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ABSTRACT
In this dissertation we develop different methods for forecasting pedestrian trajecto-
ries. Complete understanding of pedestrian motion is essential for autonomous agents
and social robots to make realistic and safe decisions. Current trajectory prediction
methods rely on incorporating historic motion, scene features and social interaction
to model pedestrian behaviours. Our focus is to accurately understand scene seman-
tics to better forecast trajectories. In order to do so, we leverage semantic segmenta-
tion to encode static scene features such as walkable paths, entry/exits, static obstacles
etc. We further evaluate the effectiveness of using semantic maps on different datasets
and compare its performance with already existing scene encoding approaches based
on CNN/VGG16 architectures. Our experiments and results have shown significant
improvement which validated our hypothesis regarding the efficiency of using fully seg-
mented maps.
We also focus on better learning inter-pedestrian behaviour. When pedestrians walk
they tend to avoid collision with other pedestrians. Previously pedestrian-pedestrian in-
teractions were modeled using social pooling techniques where a grid like structure with
certain neighbourhood is considered and then this information is passed through some
neural network to capture social information. In our work we build a robust architec-
ture to incorporate these social interactions via Graph Convolutional Neural Networks
(GCN) and Transformers. GCN first, extracts Spatio-Temporal (ST) representations
of pedestrians. Scene information is included through fully segmented output map and
then an attention framework is applied on ST representations and scene features through
transformers to predict future trajectories. Our experimental evaluation shows that such
modeling technique shows significant decrease in prediction error compared to other grid
pooling methods.
In our last work we propose a new frame work to forecast long term trajectories based
iii
on Inverse Reinforcement Learning. Simply learning input/output mapping of sequences
for longer horizons tend to accumulate errors, therefore we come up with an approach
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In this section, we first layout the importance and motivation of pedestrian trajec-
tory prediction research. In last decade computer vision research has gained significant
success on different tasks such as image classification, object detection and semantic seg-
mentation. These techniques are further extended to address the pedestrian trajectory
prediction task.
Forecasting pedestrian motion has been an active area of research and has gained
significant attention as deep learning techniques have matured. For autonomous agents
and also in surveillance applications, accurate prediction of pedestrian trajectories hold
prime importance to achieve safe navigation and better control. In general, motion
forecasting is a challenging task because of a pedestrian’s stochastic behaviour – when
people are walking they can have sudden changes. Despite this, pedestrians follow
certain social norms for example they tend to avoid collision, give right-of-way when
required and walk in groups. Their motion is also influenced by scene context such that
a static object can disrupt their motion, they have to walk on walkable paths, gravitate
toward exits, etc. Therefore the complexity of trajectory prediction is in how to balance
unpredictability and learn the individuals’ societal norms that they follow. Prior to deep
learning, classical models used hand-crafted engineering to model pedestrian behaviour.
The Social Force [1] model was one of the earlier works which used energy functions to
incorporate human motion. This required extensive feature engineering and would not
be suitable for dense crowded environments also it is unable to generalize to new scenes.
i Problem Formulation
In order to model pedestrian behaviour, pedestrian coordinates are extracted by pre-
processing frames of surveillance video. A typical scenario is shown below
1
Figure 1.1: A scene from Grand Central Station dataset
For trajectory prediction tasks, input to the deep neural network is observed motion
which is defined as:
X iTobs = (x1, y1), (x2, yt), ...., (xto , yto) ∀i (1.1)
the goal of the model is to forecast future trajectory coordinates in subsequent frames
ˆY iTpred = (x̂to+1, ŷto+1), (x̂to+2, ŷto+2), ...., (x̂to+T , ŷto+T ) ∀i (1.2)
ii Applications
The ability to understand crowded scenes and predict pedestrians’ movement patterns
in complicated real world environments is highly valuable for many critical applications
such as autonomous vehicles, social robots, visual surveillance, and so on.
Autonomous Vehicles
Forecasting the future movements of other traffic participants such as pedestrians and
cyclists is a crucial step for preventing collisions for autonomous vehicles. In this sce-
nario, cameras are often mounted inside the vehicle or on top of the vehicle to monitor
the surrounding areas of the vehicle. For example, in Fig. 1.2 (left) the pedestrians in
the blue bounding box can cross in front of the vehicle, keep walking in the side road
or even stopping. The ability to forecast the future movement of these pedestrians is an
important step towards fully automated vehicles to function safely on the roads.
2
Figure 1.2: Examples of trajectory prediction applications.(left) pedestrians crossing
intersections (right) social robot navigating through crowded environment
Social Robots
Social robots, such as delivery robots, need to operate and move in an environment
shared with other pedestrians (Fig. 1.2 (right)). Similar to autonomous vehicles, the
ability of predicting other pedestrians’ future movement in the surrounding area is a key
step for motion planning from the social robots perspective.
Surveillance
Traditional surveillance systems might fail in extremely crowded scenes such as railway
station and shopping mall scenarios. The prediction of trajectories can help intelligent
surveillance systems to automatically detect and possibly prevent the occurrence of
accidents. For example, in social gathering scenarios such as concerts, exhibitions, and
sport events, a pedestrian trajectory prediction system can help volunteers to assist
the movement of people in case of accidents such as a fire. When the density of the
predicted trajectories exceeds a certain threshold in a crowded area, security personnel
can be alerted for immediate actions.
Pedestrian Tracking
Although visual tracking algorithms have made significant advancement in recent years,
they still cannot perform effectively in realistic environments. Trajectory prediction
methods can be incorporated with visual tracking systems under the low frame rate
scenarios to boost their performances. Due to occlusion or noisy object detection results,
3
tracking methods often fail to associate moving objects over video frames to form correct
tracklets. To overcome this problem, a pedestrian’s predicted trajectory can be used to
link his/her detections in the data association process.
Wearable Camera Applications
The prediction of future paths is also beneficial to wearable camera applications such as
predicting the future movements of basketball players, ego-motion prediction and assis-
tive navigation. Taking assistive navigation as an example, it predicts the surrounding
pedestrians’ future locations so as to safely guide the wearable camera user in a crowded
scene. This technique is extremely valuable for visual navigation to help the visually
impaired
iii Thesis Contributions
• In Chapter 3 we show that semantic understanding of scene structure can help
improve trajectory prediction results. We first leverage SegNet [2] which is an
encoder-decoder architecture for semantic segmentation to encode scene features
and then apply SS-LSTM to forecast future pedestrian motion. Here we use pre-
trained version of SegNet on CamVid dataset. The results show that quality of
segmentation is directly related to prediction error results.
We further extend this work using Recurrent Auto Encoders and fine tuned seg-
mentation using PSP-Net applied on pedestrian datasets. We also compared our
work with other scene encoding schemes such as (VGG-16, Semantic embeddings)
to further validate our hypothesis. The results show that full segmented output
map used as a scene encoding mechanism, outperforms other encoding techniques
on trajectory prediction tasks.
• In Chapter 4 we focus on modeling inter pedestrian behaviour through a Graph
Convolution Neural Networks and Transformers. First spatio temporal features
in a given sequence are extracted through Spatio-Temporal Graph Convolution
4
Networks (STGCNN) and then scene information is incorporated through semantic
segmentation (PSP-Net). The Spatio temporal representations and scene features
are concatenated and an attention frame work is applied through transformers
to forecast future trajectory point. Our experimentation evaluation showed that
these results were comparable to other state of the art methods.
• In Chapter 5 we propose a Inverse Reinforcement Learning (IRL) framework to
forecast pedestrian trajectories for longer horizons through learning intermediate
trajectories. The idea is to recover a reward function based on recurrent auto
encoder. The reward model is setup using pedestrian observed motion, social
interaction, pedestrian destination and scene information. An optimal policy is
learned through learning intermediate trajectories. We then sample plans from
the policy and encode it using LSTM encoder. This encoded information is then





There are different open source datasets that are used to valuate our models. The
description is mentioned in Table 2.1
Scene Name Description Pedestrians
ETH 2 Top view scenes (Univ, Hotel) containing walking pedestrians 750
UCY 3 Top view scenes (Zara1, Zara2, Univ) 786
Stanford Drone 8 Top view scenes recorded from drone 5232
Table 2.1: Description of different datasets used in this dissertation
i ETH-UCY
The ETH-UCY is a widely used open source dataset to evaluate trajectory prediction
models. It contains total of 5 different top view scenes with more than 1000 trajectories.
We follow widely used evaluation technique of leave-one-out to train our models. These
datasets come with annotated annotated trajectories in the ground plane (meters). The
prediction results that we report in later sections are performance on test set.
ii Stanford Drone Dataset (SDD)
SDD contains trajectories of multiple agents like pedestrians, cyclists, vehicles etc and is
captured using drones for 60 different scenes at Stanford campus. The dataset gives top
view images of scene with annotated tracked coordinates of agents in pixel space. We
use the estimated homography scales from OpenTraj to convert pixel space into meters
for plotting trajectories.
6
The dataset has diverse scene elements with roads, sidewalks, buildings and parking
lots. Note that for modeling purposes we only consider pedestrians to remain consistent
with other research works. This helps to compare and evaluate our results.
2.2 Evaluation Metrics






‖Ŷ it − Y it ‖2
NT
(2.1)
and final displacement error (FDE)
FDE =
∑N
i=1 ‖Ŷ it − Y it ‖2
N
. (2.2)
ADE is a measure of average prediction performance along the trajectory where as FDE
is only takes the final prediction point into account. N is the number of pedestrians in
the scene.
2.3 Related Work
Current practice utilizes deep-learning and considers i) human-human and ii) human-
scene interactions for forecasting human behavior.
i Human-Human Interactions
In [3], Alahi et al. proposd the Social-LSTM (S-LSTM) framework to capture human-
human interaction where they incorporated the cooperative social behavior of pedestri-
ans using a social pooling layer which allowed the LSTM of each pedestrian to share
their hidden states with each other in nearby vicinity. In [4], Gupta et al. tackled these
issues by using a General Adversarial Networks (GAN) in conjunction with an LSTM
encoder-decoder to predict multiple socially acceptable or plausible trajectories. They
also introduced a computationally efficient pooling scheme to learn interactions over
7
the full image. However, these works do not address the scene context (e.g. barriers
like walls) in which humans are traversing. Similar work is also extended to predict
plausible trajectories of vehicles. In [5], Kim has used an individual LSTM to predict
future trajectories by considering surrounding vehicles using occupancy grid mapping.
Deo and Trivedi [6] incorporated social pooling with LSTM network to capture motion
inter-dependency of neighboring vehicles using a mixture of behaviors.B. Human-Scene
Interactions. Recently the state-of-the art trajectory prediction method SoPhie [?] has
incorporated scene context for path prediction. A VGG19 architecture is fine-tuned to
implement FCN
Graph Neural Networks
Recent deep trajectory prediction work can broadly be classified into sequential model-
ing which uses Recurrent Neural Networks (RNN), Graph Neural Networks (GNN) and
attention based models such as Transformers. Long Short Memory (LSTM), an RNN
variant has been prime modeling technique to model the temporal evolution of trajec-
tory prediction. Social-LSTM was one of the earlier works which modeled pedestrian
interaction by sharing the output of LSTM blocks through a pooling layer. There were
several other works that shared a similar concept [5, 6]. The S-GAN [7] architecture uti-
lized used General Adversarial Networks (GANs) to address the multi-modal nature of
pedestrian behavior. Their work also introduced a different global pooling scheme com-
pared to local pooling in S-LSTM. A similar pooling mechanism, conv-sosial pooling [6],
was proposed to capture vehicle interactions.
To incorporate scene influence on pedestrian motion, Sadeghian et al [7] pro-posed
the SoPhie which used an attention-based GAN network with VGG-19 as a scene feature
extraction module. The attention mechanism focuses on the agents and scene objects
which are essential for trajectory prediction. In [8], Bartoli et al. proposed a context-
aware trajectory prediction where it uses a context based pooling strategy to include
static scene features. More recent works like Peek into the Future (PIF) [9] and State
Refinement LSTM (SR-LSTM) [10] extended S-LSTM by incorporating scene features
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and new pooling strategies to improve prediction results. Multi-agent tensor fusion [11]
leverages GANs and CNNs to capture dynamic vehicle behavior by fusing the motion
of multiple agents and their respective scene context into a tensor. Social Scene-LSTM
(SS-LSTM) [12] used an explicit scene context branch paired with social context and
self context (dynamics) for prediction. They used a CNN encoder for the scene that was
trained from scratch specifically for trajectory prediction. SSeg-LSTM [13] extended the
idea of SS-LSTM to explicitly incorporate scene semantics through the use of a semantic
segmentation network (SegNet [14]) to encode scene features and showed improvement
compared to just CNN-encoding.
Recently GNNs have made significant progress to model social interaction. Social-
BiGat [15] uses graph attention networks to capture such features by sharing the at-
tentive weights between the pedestrians. Graph Convolution Neural Networks (GCNN)
were introduced in [16] which based the idea of performing convolutions on graph’s
adjacency matrix. Spatio-Temporal Graph Convolution Neural Network (STGCNN)
extended the work by applying spatial convolutions to the temporal dimension to solve
skeleton based action recognition problem [2]. Social-STGCNN [17] uses STGCNN to
extract graph embeddings of pedestrians and use Temporal Convolution Network (TCN)
[18] to decode future trajectory positions.
Transformer Networks
With advancement in Natural Language Processing (NLP) research, Transformer Net-
works [19] have evolved as state of the art sequence-sequence modeling technique. It has
outperformed RNNs which were previously used for NLP related tasks such as machine
translation, text auto-completion, sentiment analysis, etc. Transformers disregard any
sequential nature of sequences and model temporal dependencies using its strong self
attention mechanism Recently [25] has implemented transformer for trajectory predic-
tion task by only encoding historical information of pedestrians, however, it does not
capture any scene feature or social interactions leaving room for improvement.
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ii Pedestrian-Scene Interaction
To understand the importance of scene structure, Sadeghian et al. [7] proposed the So-
Phie network which was comprised of an attention-based GAN network with VGG-19 as
a scene feature extraction module. The attention mechanism focuses on the agents and
static objects which are important for trajectory prediction. In [8], Bartoli et al. intro-
duced context-aware trajectory prediction where it used a context based pooling strategy
to include static scene features. More recent works like Peek into the Future (PIF) [9]
and State Refinement LSTM (SR-LSTM) [10] extended S-LSTM by incorporating scene
features and new pooling strategies to improve prediction results. Multi-agent tensor
fusion is another recent work which leverages GANs and CNNs to capture dynamic ve-
hicle behavior by fusing the motion of multiple agents and their respective scene context
into a tensor. Social Scene-LSTM (SS-LSTM) [12] used an explicit scene context branch
paired with social context and self context (dynamics) for prediction. They used a CNN
encoder for the scene that was trained from scratch specifically for trajectory prediction.
SSeg-LSTM [13] extended the idea of SS-LSTM to explicitly incorporate scene seman-
tics through the use of a semantic segmentation network (SegNet [12]) to encode scene
features and showed improvement compared to just CNN-encoding.
Most of recent scene structure techniques have utilized variants of CNN/VGG-16
for embedding scene information. In this work, we focus on evaluating scene encoding
techniques and their ability to extract relevant scene features for pedestrian motion. We
then further evaluate these methods with semantic segmentation architectures which





In this chapter, we propose the use of semantic segmentation to incorporate scene in-
formation for better understanding of human motion in crowded environments. Our pro-
posed SSeg-LSTM method leverages SegNet, which is a semantic segmentation encoder-
decoder architecture, to extract semantically meaningful scene features. We then train
the Social Scene LSTM (SS-LSTM) model with the contextual information regarding
dynamics, social neighborhood, and scene semantics to predict future trajectory points
of pedestrians. Experimental evaluation on public datasets show better performance
for SSeg-LSTM than SS-LSTM which highlights the utility of semantic encoding for
trajectory prediction.
i Introduction
Our proposed SSeg-LSTM is based on the SS-LSTM [12] architecture but differs in the
way scene features are taken into account. An overview of the network is shown in Fig
3.1 The top branch of the hierarchical LSTM design handles pedestrian motion, the
middle branch captures the influence of other pedestrians through an occupancy map
representation, and the lower branch encodes scene structure using SegNet. Each of the
three branches are separately modeled with an LSTM and concatenated into holistic
representation which is passed through a final LSTM decoder to generate future time
steps of trajectories.
ii Pedestrian Motion
The LSTM is a RNN model introduced which has gained significant attention in mod-
eling sequence-sequence learning tasks. Unlike traditional RNNs, which are difficult to
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train due to the vanishing gradient problem, the LSTM struc- ture uses truncated back
propagation in time to effectively model long-term dependencies. LSTMs have a chain
like structure and each repeating module has a different layout. Four different layers
that interact in a special way which are defined by the following equations
ft = σ(Wf [ht1, Yt] + bf ) (3.1)
it = σ(Wi[ht1, Yt] + bi) (3.2)
Ot = σ(Wo[ht1, Yt] + bo) (3.3)
ct = ft ∗ ct1 + it ∗ tanh(Wc[ht1, Yt] + bc) (3.4)
ht = ot ∗ tanh(ct) (3.5)
where ft , it , ct , and ot indicate the forget gate, input gate, cell state, and output gate
respectively. Yt is the input vector for the LTSM, h t is the hidden state at time t and bias
terms are given by b. W is the weight matrix of a corresponding layer and is a sigmoid
activation function. The spatial coordinates (xt, yt) of each pedestrian trajec- tory is
extracted from a video sequence and concatenated to build the input to the LSTM. The






t) for t = 1, ..., tobs




t) for t = tobs+1, ..., tpred . This
LSTM at the top of Fig. 1 models individual pedestrian dynamics.
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Figure 3.1: SSeg-LSTM: The scene scale architecture in SS-LSTM [12] is replaced with pre-trained SegNet encoder to act as
a scene context feature extraction module.
13
iii Semantic Scene Features
The interaction occupancy map provides local trajectory guidance based on nearby
pedestrians but does not take into account greater scene structure, e.g. entrances/exits
or obstacles. These items are expected to shape long-range path planning as well as
provide hard limits (e.g. cannot walk through a building). Despite the importance,
scene context has received limited attention for trajectory prediction. In [12], a scene
scale model was proposed based on a small CNN encoding network which used a series
of convolutional, max pooling, and fully connected (FC) layers to form a scene feature
vector. There scene network was trained specifically for trajectory prediction with the
assumption that changes in the scene encoding would be induced in fixed locations due
to the fixed positioning of the capturing camera. Since there was no explicit scene un-
derstanding it is difficult to retrieve relevant global environmental context in situations
such as from a moving platform or in unequal motion distributions (i.e. areas that are
rarely visited). To address this limitation, this work explicitly models scene context
using image-based semantic segmentation. This provides greater generalization since
the encoding is not dependent on a fixed location. SegNet [14] is a deep convolutional
encoder-decoder ar- chitecture used for pixel wise semantic segmentation. The encoder
is identical to the 13 convolutional layers of the VGG16 network but without the FC
layers. Without the FC layers, the backbone parameters are reduced from 134 M to
14.7M which simplifies end- to-end training. Earlier segmentation methods used stage
wise training and had to append the network back to a pre- trained architecture such
as in FCN [21]. Another reason to remove these FC layers is that high-resolution conv
feature maps can be retained at the deepest end of the encoder output with pass-through
connections.
The SegNet encoder performs a series of convolution operation to generate feature
maps which are then batch normalized. Relu, max pooling (with a 2×2 window and
stride 2) is performed respectively. The resulting output is then subsampled by a factor
of two, which provides large scene context for each pixel in the Fig. 2: SegNet’s encoder-
decoder architecture based off VGG16 with fully connected layers removed [13]. feature
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map. SegNet stores the max-pooling indices instead of memorizing the feature map
to reduce storage size. The function of the decoder is to up-sample the low- resolution
encoder feature maps back to the input resolution. The decoder takes the pooling indices
calculated in the max-pooling layer of encoder and performs non-linear up- sampling.
A convolutional operation is then performed to generate dense feature maps. This
high-dimensional feature representation at the output of decoder is fed into a soft-max
classifier. Unlike other architectures such as U-Net, SegNet uses all the pre-trained
VGG convolutional layers weights for strong initialization. The success of SegNet can be
attributed to its decoder network structure which effectively maps the encoder feature
maps for the pixel classification task. Comparison between FCN and SegNet showed
similar performance but
15
Figure 3.2: SegNet semantic segmentation different pedestrian datasets. ETH-Hotel and UCY-Zara have more consistent
labeling results compared with ETH-Univ and UCY-Univ.
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SegNet was more computationally efficient since it does not store the encoder feature
map. Some variants of FCN have deeper architectures yet they perform poorly compared
to SegNet which indicates the key is to capture encoder features accurately rather than
just increase size of the decoder. Apart from the fact that SegNet has outperformed
recent semantic segmentation architectures, one major reason to use it in our approach
is that pre-trained weights from the CamVid [16] dataset is available. CamVid provides
vehicle mounted video on streets on urban streets which are natural environments for
pedestrians who use sidewalks, roads, and intersections while avoiding static obstacles.
This dataset contains 32 labels for different semantic classes of moving and static objects
including buildings, roads, fence, etc. The dataset contains 367 training and 233 testing
RGB images at 360 × 480 resolution. Example segmentation for pedestrian surveillance
video with fixed camera is shown in Fig. 3.2 In our approach, we take the last layer
of pre-trained CamVid SegNet encoder and pass it through an FC layer that serves
as an input to LSTM. When the scene features are passed to LSTM network, explicit
information of scene context is conveyed. The idea is to allow a mechanism for the
system to make connections between different scene structures and pedestrian motion,
e.g. movement happens along the road rather than in trees and buildings have walls
that provide a hard motion boundary.
iv Implementation Details
In our implementation, we take the same parameters as in the SS-LSTM paper where
all the LSTM layers have 128 di- mension with ReLU activation for hidden states. Each
LSTM model is trained using RMSProp optimizer over 1000 epochs. The learning rate
is 0.003 and to avoid overfitting dropout value is set to 0.2. The pooling size for the
neighborhood of a person is 32 with grid size of 4 × 4. We follow the typical evaluation
strategy [2]–[4] and observe the trajectories for 8 time steps (3.2 sec) and predict for
12 time steps (4.2 sec). The training is carried out using cross validation with leave-
out-one approach where four videos are used for training and validation and then test
on the remaining unseen sequence. SSeg-LSTM was built from the available Keras code
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for SS-LSTM. All training and testing is done on an NVIDIA GeForce GTX 1080 Ti
GPU.
v Evaluation Results
Since we compare our method with [2], we have kept the same log circular occupancy
map setting since it has slight performance improvement compared to grid-based maps.
Table 3.1 shows the quantitative results compared to other architectures. The numbers
shown are in normalized pixel units. SSeg-LSTM outperforms SS-LSTM, in terms of
both ADE and FDE, on ETH-Hotel, UCY-Zara01 and UCY- Zara02 sequences. Figure
3.2 shows that SegNet was able to effectively segment into meaningful classes such as
the trees (purple) on the top of ETH-Hotel and the building (red) in the top left of
UCY-Zara. The success in these scenes is likely due to the similar appearance to a
city view from within a car. In contrast UCY-Univ and ETH-Univ caused problems
because of the top down view with much of the walkways actually classified incorrectly
as building (red). Table 3.1 includes published results from the SS-LSTM paper as well
as our implementation, which generally performs slightly poorer, from which we based
SSeg-LSTM. The mismatch between SegNets training on the in-vehicle CamVid video
and testing on infrastructure cameras views caused semantic confusion between different
datasets. The results show that consistent semantic scene information is required for
accu- rate pedestrian predication. architectures perform similarly. Note here the building
is not semantically identified at the bottom of the image (see Fig. 3.3) (c) shows both
algorithms performing similarly poorly as they do not seem to handle the dense crowd
well. Finally, (d) is an example where SS-LSTM does better than SSeg-LSTM since
Models ETH Hotel Univ Zara1 Zara2 Avg
LSTM [4] 1.09 / 2.35 0.79 / 1.76 0.67 / 1.40 0.47 / 1.00 0.56/1.17 0.72 / 1.54
S-LSTM [7] 0.87 / 1.62 0.67 / 1.37 0.76 / 1.52 0.35/ 0.68 0.42/0.84 0.61 / 1.21
SS-LSTM [9] 0.70 / 1.43 0.76 / 1.67 0.54 / 1.24 0.30 / 0.63 0.38 / 0.78 0.54 / 1.15
SSeg-LSTM [17] 0.69 / 1.29 0.49 / 1.01 0.55 / 1.32 0.30 / 0.62 0.36 / 0.75 0.48 / 1.00
Table 3.1: ADE / FDE (meters) Comparison (Lower is Better). The multi-modal models
use the best-of-20 trajectory sampling method for evaluation. Every model observes 8
frames as input and outputs prediction of 12 frames.
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Figure 3.3: Qualitative comparison of prediction performance on different video se-
quences. (a) SSeg-LSTM better, (b) similar performance, (c) both poor, and (d) SS-
LSTM better
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it stays closer to the left-side of the pathway Figure 4 gives a qualitative comparison
between SS-LSTM (cyan), SSeg-LSTM (purple), and ground truth (green). (a) is an
example where SSeg-LSTM outperforms SS-LSTM. This may be because there is less
emphasis placed on the pedestrian (at the end of the trajectory) when considering the
nearby building. (b) Gives an example where both
vi Conclution
In this paper, we leveraged the availability of the state-of- the-art SegNet semantic
segmentation architecture to encode relevant scene features for the pedestrian trajectory
prediction task. Experimental results highlighted the value of using specific semantic
image encoding over just a convolutional structure and showed that the quality and
consistency of segmentation has significant impact on prediction results. One limitation
of this work is the use pre-trained SegNet encoder based on in-vehicle CamVid video
which is recorded in a street level view that does not match the overhead surveillance
view of UCY and ETH. Further work will examine training using top-down traffic views
for consistency to improve semantics.
3.2 Evaluating Scene Context for Trajectory Prediction
i Encoding Context
In this section we further investigate how a better segmentation output (opposed to
SegNet) would affect pedestrian trajectories. For every pedestrian i in a scene, the




t) where t = 1, ...., tobs. The goal is to predict




t) for t = tobs+1.....tpred.
The scene branch utilizes a semantic segmentation network to provide scene encoding.
Since the scene is static, a single frame is used once for each trajectory. Pedestrian
dynamics are encoded using an LSTM on historical positions for each time step. Social
interactions between neighboring pedestrians using a neighborhood pooling strategy
similar to [4]. The social interaction tensor is generated based only on the time of




Figure 3.4: Our proposed model based on RNN-AE which uses PSP-Net to incorporates Scene Semantics.
This work uses PSP-Net [22] for semantic segmentation which has shown improve-
ment in the pixel-level prediction through use of a different global pooling mechanism
where it explores the capability of global context information through region-based con-
text aggregation. Previous methods, especially the early Fully Convolution Network
(FCN) had numerous problems when it came to parsing a scene. There were several mis-
matched relationships based on the appearance of objects, for example in the ADE20K
[23] dataset it predicted car over water instead of boat. FCN also failed to recognize
small scene objects like signboards and streetlights. Given FCN shortcomings, PSP-Net
introduced a pyramid pooling module which is effective in cap-turing the global con-
text prior. It used four modules in a pyramid fashion to fuse the feature context. The
coarsest level is the global pooling module, which generates a sin-gle output. The sub-
sequent levels divide the feature map into different sub regions and generated a pooled
representation of its locations. Google DeepLab variants (notably DeepLab − V 3) [24]
have become popular for semantic segmentation but only have marginal improvement
over PSP-Net in benchmarks.
ii Decoding Trajectories
Trajectory predictions are generated through a sequence-sequence mapping through an
autoencoder (AE). An AE is a self-supervised learning technique which has been ex-
tensively used in representation learning tasks. Usually the input to an AE is a set of
features which are compressed into a bottleneck dimension and at the output, a decoder
is used to reconstruct the original input. The key attribute to AE is the bottle-neck
representation or latent space without which the network will only memorize the input
states. The latent space provides the necessary information to traverse the full network,
forcing a learned compression of input data. RNN-AE (RAE) on the other hand is a for-
mulation of an AE for sequence data which uses an LSTM encoder-decoder architecture.
In our pedestrian trajectory prob-lem, the encoder section consists of three branches.
The top layer is used to capture scene semantics using the PSP-Net architecture. The
middle branch encodes the ob-served trajectories and the last branch captures social
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interaction of pedestrians. Pedes-trian information, scene and human interactions are
encoded into a low dimensional latent space which is then provided as an input to the
LSTM-decoder to generate future trajectories
iii Implementation Details
Our model uses an LSTM framework to encode observed trajectories and PSP-Net to
capture scene features. We utilize the same pooling method training parameters as
mentioned in generator module of [5]. The network is trained for 200 epochs with
batch size of 32 and learning rate as 0.005.The latent space (z) has dimension of 64.
To implement segmentation networks,we annotated different frames across pedestrian
datasets and generated image masks.The networks were trained for 20 epochs with batch
size of 2 using Adam optimizer.
iv Pedestrian Scene Segmentation
We first examined the quality of semantic scene segmentation with different segmen-
tation networks such as fully trained(FT)SegNet and PSP-Net. A visual comparison
of segmentation results is provided in Figure 3.5 which highlights cleaner results from
PSP-Net over SegNet. PSP-Net better identifies light post, trees, and the bench in Ho-
tel. The grass area on the top of Univ is more cleanly segmented against the building.
Finally, in ZARA we see that SegNet was not able to parse the lower vehicle correctly.
In general, PSP-Net had consistent scene segmentation making it more under-standable.
Hence it is expected that the PSP-Net architecture will produce better tra-jectory pre-
diction results. We also used SegNet which was pre-trained (PT) using CamVid [26]
dataset. Unsurprisingly, it failed to accurately capture scene semantics on UCY-Univ
and ETH-Univ dataset which are from a top-down view rather than street level as in
CamVid.
v Quantitative Analysis
We compare our prediction results with following baseline models:
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Figure 3.5: Segmentation results: scene image (left), fully trained SegNet (middle), and
fully trained PSP-Net (right)
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• S-LSTM [3]: Pedestrian behavior modeled using LSTM and social interaction
through hidden layer pooling. It has no scene context.
• S-GAN [4]:An adversarial network architecture with generator that uses a global
pooling module to capture pedestrian’s social interactions. It has no scene context.
• SoPhie [7]: An attention-based GAN network which uses VGG-19 tuned for FCN
segmentation as backbone to extract scene context.
• RAE-VGG-16:We replace the PSP-Net in the scene encoding branch in Figure 1
with an off-the-shelf VGG-16 encoder pretrained on ImageNet. The output of the
ReLU following the lastconvolution layer is used for scene encoding/embedding.
• RAE-SegNet: We replace the PSP-Net with SetNet, both pre-trained (PT) and
fine-tuned (FT), to characterize the effectof segmentation quality.
• RAE-PSPNet-emb: Instead of utilizing the decoder and segmented image, we
use only the semantic embedding representation after encoding into a feature map
after concatenating different levels of pyramid pooling module in PSP-Net.The
performance of the various trajectory prediction algorithms is shown in Table 1.
The architectures which use scene information tend to perform better as they take
into account of where pedestrians walk and their point of interests. Note S-GAN-
VP20reports the best of 20 predicted trajectories.
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Models ETH Hotel Univ Zara1 Zara2 Avg
S-LSTM [3] 1.09 / 2.35 0.79 / 1.76 0.67 / 1.40 0.47 / 1.00 0.56/1.17 0.72 / 1.54
S-GAN-VP20 [4] 0.87 / 1.62 0.67 / 1.37 0.76 / 1.52 0.35/ 0.68 0.42/0.84 0.61 / 1.21
SoPhie [7] 0.70 / 1.43 0.76 / 1.67 0.54 / 1.24 0.30 / 0.63 0.38 / 0.78 0.54 / 1.15
RAE-VGG16 0.86 / 1.65 0.89 / 1.75 0.56 / 1.14 0.42 / 0.80 0.40 / 0.81 0.62 / 1.23
RAE-PSPNet-emb [13] 0.88 / 1.70 0.79 / 1.53 0.56 / 1.39 0.41 / 0.97 0.42 / 0.96 0.61 / 1.31
RAE-SegNet-PT 1.11 / 1.87 0.70 / 1.38 0.86 / 1.77 0.57 / 1.18 0.59 / 1.21 0.90 / 1.75
RAE-SegNet-FT 0.84 / 1.51 0.68 / 1.36 0.54 / 1.41 0.33 / 1.11 0.36 / 0.48 0.55 / 1.24
RAE-PSPNet (ours) 0.79 / 1.48 0.64 / 1.34 0.52 / 1.40 0.32 / 0.99 0.36 / 0.80 0.52 / 1.20
Table 3.2: ADE / FDE (meters) Comparison (Lower is Better)
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Social Embedding vs Scene Embedding:
From Table 3.2,we see that Sophie outperforms on ETH, Univ, Zara1, Zara2and RAE-
VGG-16 shows better performance on ETH, Univ and Zara2 when compared with models
(S-LSTM and S-GAN-VP20) that do not incorporate scene behavior. This shows that
for trajectory prediction,capturing 8scene features are essential. We want to further
investigate how much influence trajec-tory motion has if we can come up with better
methods to encode scene information.
Scene Embedding vs Scene Segmentation
:While, semantic embedding only pro-vided marginal improvement of social embedding,
there is considerable improvement with scene segmentation. We speculate that much of
the representation power from semantic segmentation networks comes from the decoder
which needs to produce semantic interpretation and labels from embeddings. The VGG-
16 or ResNet(PSPNet-emb)encoders do not provide strong semantic insight, therefore,
taking advantage of decoder is necessary to accurately encode scene features.
However, the use of semantic segmentation images alone is not sufficient. As seen in
Table 3.2, RAE-SegNet-PT performs poorly compared to scene embedding models.Since
SegNet-PT is trained on driver’s view perspective images and not from surveillance point-
of-view, it was not able to semantically segment and identify points of interest for the
pedestrians. In order to overcome this shortcoming and to keep the evaluation con-
sistent,we trained SegNet from scratch which reduced the trajectory prediction errors.
To further test our hypothesis,we experimented with fully training the more advanced
segmentation architecture of PSP-Net and found further improved segmentation perfor-
mance, especially on Hotel and Zara datasets. From Table 3.2 we see that RAE-PSPNet
outperforms all other models with 0.52/1.20 ADE/FDE.
The RAE-PSPNet results are placed in context in Table 3.2 by comparison with
state-of-the-art (SOTA). While there is a clear gap in performance with SOTA, our
model uses a RAE which is a simpler model in comparison with more advanced graph
convolutional networks or Transformer networks [19]. Further, the SOTA approaches
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should be able add a scene branch or replace scene embeddings with scene images eas-
ily. In order to provide a bound on segmentation-based performance, we replaced the
semantic segmentation network with ground truth labeled images.As expected, ground
truth segmentation resulted in improved performance across the board versus RAE-




Here we will discuss different scenarios which shows the importance of semantics and its
influence on trajectory prediction. When people walk, they tend to traverse a walkable
path, for example pavements, entrances/exits, etc. It is essential for our network to
semantically identify the points of interest for pedestrian motion.
In Fig. 3.6 (a) RAE-PSPNet and RAE-SegNet-FT are able to avoid the stopped
pedestrians and look to avoid the bench. Since S-GAN does not model scene features,
we see a diverging path. Figure 3.6(e) shows that RAE-PSPNet is able to predict a
trajectory that follows the edge of the path next to the snow covering. In Fig. 3.6 (c) we
observe a rich scene interaction and therefore RAE-PSPNet has successful predictions
compared to RAE-SegNet-FT. This is because in Fig. 3.5 PSP-Net was better able
to identify static objects (pole and lamppost) where as SegNet failed to capture those
features. Figure 3.6(g) shows and example where all techniques work poorly and are not
able to predict the slowing while the couple turn to the left.
Specific comparison between semantic images and embeddings are shown in Fig. 3.6.
In (b), (d) the semantic obstacle information does not seem to effectively utilized by
RAE-PSPNet-emb. In (f), (h) the embedded prediction continues straight up while
RAE-PSPNet is able to have predictions that follow the snow bank. When comparing
RAE-PSPNet-emb with RAE-PSPNet, it shows that using semantic embedding alone
is not enough and that there is value in the decoding steps which generate the fully
segmented output image.
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Figure 3.6: Qualitative comparison
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Stanford Drone Dataset (SDD)
We exted the similar idea to SDD since it provides rich scene information from 60
different scenarios. Fig 3.7 shows segmented output maps of few scenes from SDD.
We train and evaluate on Recurrent Auto Encoder (RAE) shown in Fig 3.4 and the
qualitative results are shown in Fig 3.8
Figure 3.7: PSP-Net results on Stanford Drone Dataset
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Figure 3.8: RAE-PSPNet-Full results on SDD
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Models ADE FDE
Y-Net [4] 7.85 11.85
PECNet [7] 9.96 15.88
P2T-IRL [9] 12.58 22.07
CGNS [17] 15.6 28.2
Sophie [17] 16.27 29.38
DESIRE [17] 19.25 34.05
S-GAN [17] 27.23 41.44
RAE-PSPNet-Full [17] 15.43 27.87
RAE-PSPNet-Emb [17] 17.74 38.46
Table 3.3: ADE / FDE (pixel) Comparison (Lower is Better). The multi-modal models
use the best-of-20 trajectory sampling method for evaluation. Every model observes 8
frames as input and outputs prediction of 12 frames.
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CHAPTER 4
SPATIO-TEMPORAL GRAPH TRANSFORMER (STGT)
Full understanding human motion is essential for autonomous agents such as self-
driving vehicles and social robots for navigating in dense crowded environments. In this
paper, we present a trajectory prediction framework which models inter-pedestrian be-
haviour through graph representations and then apply attention through a Transformer
network to better forecast human motion. Previous works have incorporated pedes-
trian interaction using social and graph pooling mechanisms whereas our work utilizes
complete graph structure of pedestrians which helps to obtain robust spatio-temporal
representations. We also leverage semantic segmentation architecture to encode scene
context. Our experiments highlight the potential of handing pedestrian interaction with
graph convolutional networks and Transformer and, on top of that, shows marginal
improvement with inclusion of semantic scene features.
In this chapter, our goal is to capture accurate representations of pedestrian in-
teractions which can handle the task of trajectory prediction in complex and crowded
scenarios. For this purpose we introduce Spatio-Temporal Graph Transformer (STGT)
to extract spatio-temporal (ST) embeddings and the use of a attentional decoder for
trajectory prediction. STGT encodes pedestrian surroundings using Spatio-Temporal
Graph Convolution Neural Networks (STGCNN) and the resulting ST embeddings are
then passed through a Transformer [19] encoder-decoder module where a strong atten-
tion mechanism is applied to predict future trajectories. In addition we also encode
scene features – such as objects like bench, lamposts, walls, etc. – through semantic
segmentation for complete understanding of pedestrian neighbourhood. Experimental
results show STGT is among current state-of-the-art in pedestrian trajectory prediction.
4.1 Model
The STGT model shown in Fig 4.1 consists of three main components:
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Figure 4.1: Our proposed STGT model which extract Spatio-Temporal embeddings
through STGCNN and then Transformer-based attention is applied on these features
to forecast future motion. We also incorporate static scene through PSP-Net semantic
segmentation branch.
• Social context through graph convolutions,
• Sequential attention modeling through a Transformer network, and
• Static scene context through semantic segmentation.
i Spatio-Temporal Representations
First we obtain spatio-temporal (ST) representations of pedestrians. It is natural to
consider pedestrians in a given scene as nodes and the distance between them as set of
edge weights. We construct the graph representing the relative locations of pedestrians




t) is set of observed locations. Et are
edges that are connected to the nodes in such a way that et = 1 when the pedestrians
are in proximity to each other and et = 0 when they are not.
The strength of pedestrian connection is modeled through adjacency matrix which











Spatio-Temporal Graph Convolution Neural Network (STGCNN)
The graph representations are passed through spatial convolutions to produce embedded
features. First, consider that we apply convolutions to pedestrian graph at a specific













where q(.) is a sampling function, σ is the activation function and Ω is cardinality
of the neighbours [2]
Temporal Modeling
To extend the spatial convolutions for temporal modeling, a graph is constructed for each
time step in a sequence to obtain ST representations. This allows us to apply spatial
graph convolutions temporally. The resulting output are the ST graph embeddings.
These embeddings are fed into a Transformer network to forecast future pedestrian
motion.
ii Transformer Network
Transformer networks have recently gained significant attention in sequence-sequence
learning tasks such as machine translation. In our work we utilize the STGCNN embed-
dings of pedestrian interaction and apply attention mechanisms through Transformers.
The Transformer consists of an encoder-decoder block and does not include any re-
currence as opposed to LSTM. To preserve the temporal aspect of sequences, it uses
positional encoding by time stamping each input embedding [21]. In our case, those are
the STGCNN embeddings.
Transformer Encoder
The transformer encoder block consists of 6 modules stacked on top of each other.
The modules are similar in nature but each module consists of two sub networks i-e self
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attention and feed forward network. The information (ST embeddings) first flow through
self attention where it looks at other sequence points as it encodes the entire ST sequence.
The output of self attention is the fed into feed-forward neural network. The main
attribute lies in Transformer’s self attention module which helps to focus on important
aspect of trajectory sequence. The ST embedding of pedestrian under consideration is
denoted as ”query” and is compared against other entries of ST embedding sequence
named ”key”. The attention vector is then computed by scaled dot product of key and
query. Usually all the entries are gathered into matrices of queries Q, keys K and values
V. The attention equation will then look as follows:







After encoding the ST-embeddings through transformer encoder, the network outputs
two vectors of Kenc and Venc which are passed to transformer’s decoder. The decoder
then predicts future trajectory points in an auto-regressive manner. At each decoding
step a query Qdec is compared against Kenc, Venc and previous predicted coordinates.
iii Encoding Scene Information
To understand scene context, we use PSP-Net [22] which is a semantic segmentation
architecture and produces accurate scene representations. The scene context obtained
here is fused with ST-representations that we obtained from the STGCNN. The ST infor-
mation with added scene context then serves as the full input to Transformer network
where attention mechanism is applied to forecast future trajectory points. Encoding
scene context provides added information which helps in improving trajectory predic-
tion by indicating walkable regions and goals. Example results for scene segmentation
can be seen in Fig. 2.
36
4.2 Implementation Details
In order to implement STGT there are certain steps to keep in mind. The adjacency
matrix needs to be normalized for the Graph-CNN to work correctly as mentioned in
[2]. This will ensure accurate capture of ST representations. The adjacency matrix A









where At = At + I and α is diagonal node degree matrix of Ât. After setting
up adjacency matrix with above conventions we can then apply ST-GCNN to extract
compact ST representations. Our work here differs with Social STGCNN in sense that
it takes ST representations and passes it through Temporal CNN to generate future
trajectory points where as our work leverages transformers to further compute attention
vectors on ST representations and finally Transformer’s decoder block produces predicted
trajectories.
The parameters for the Transformer network are adopted from [21] which are dmodel =
512 with 6 layers and 8 head attention. The network is trained using Adam optimizer
with learning rate of 0.01 for 150 epochs.
4.3 Quantitative Analysis
TABLE 4.1 shows the quantitative comparison of our models with other trajectory
prediction works:
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Models ETH Hotel Univ Zara1 Zara2 Avg
S-LSTM [4] 1.09 / 2.35 0.79 / 1.76 0.67 / 1.40 0.47 / 1.00 0.56/1.17 0.72 / 1.54
S-GAN [7] 0.87 / 1.62 0.67 / 1.37 0.76 / 1.52 0.35/ 0.68 0.42/0.84 0.61 / 1.21
SoPhie [9] 0.70 / 1.43 0.76 / 1.67 0.54 / 1.24 0.30 / 0.63 0.38 / 0.78 0.54 / 1.15
Soc-BIGAT [17] 0.69 / 1.29 0.49 / 1.01 0.55 / 1.32 0.30 / 0.62 0.36 / 0.75 0.48 / 1.00
MATF-GAN [13] 1.01 / 1.75 0.43 / 0.80 0.44 / 0.91 0.26 / 0.45 0.26 / 0.57 0.48 / 0.90
Trajectory Transformer (TT) [21] 0.61 / 1.12 0.18 / 0.30 0.35 / 0.65 0.22 / 0.38 0.17 / 0.32 0.31 / 0.55
Social-STGCNN [19] 0.64 / 1.11 0.49 / 0.85 0.44 / 0.79 0.34 / 0.53 0.30 / 0.48 0.44 / 0.75
Trajectron++ [24] 0.39 / 0.83 0.12 / 0.21 0.20 / 0.44 0.15 / 0.33 0.11 / 0.75 0.19 / 0.41
STGT (ours) 0.37 / 0.61 0.24 / 0.42 0.31 / 0.35 0.16 / 0.24 0.15 / 0.26 0.25 / 0.38
STGT-Scene (ours) 0.37 / 0.57 0.23 / 0.41 0.30 / 0.37 0.15 / 0.23 0.15 / 0.29 0.23 / 0.37
STR-GGRNN [25] - - 0.13 / 0.15 0.12 / 0.14 0.12 / 0.14 0.12 / 0.14
Table 4.1: ADE / FDE (meters) Comparison (Lower is Better). The multi-modal models use the best-of-20 trajectory sampling
method for evaluation. Every model observes 8 frames as input and outputs prediction of 12 frames.
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• S-LSTM [3]: Pedestrian behaviour is modeled through individual LSTMs and
each pedestrian’s information is shared through message passing by utilizing social
pooling. This work does not contain any scene context.
• S-GAN [4]: To generate multi-modal trajectories, this work incorporates General
Adversarial Networks (GAN) to predict future motion. The pedestrian interactions
are modeled through a global pooling mechanism. It also does not address any
scene context.
• Social-STGCNN [17]: Creates a ST graph structure followed by graph convolu-
tions to produce a ST representation. It then applies a time extrapolator CNN to
generate future trajectories. This work does not apply any attention mechanism
neither does it encodes any scene context.
• Trajectory Transformer (TT) [25]: Models individual pedestrian behaviour
with Transformer networks.
• Trajectron++ [26]: Proposes a recurrent graph structure to forecast pedestrian
motion by incorporating dynamic constraints such as other moving agents and
scene information.
• STR-GGRNN [27]. It encodes past positional trajectories, head-pose (vislets)
and scene structure in form of graph. It adopts a restricted subset for training on
ETH/UCY sequences.
• STGT: Our model with STGCNN features and Transformer.
• STGT-Scene: Our model with added scene context using PSP-Net, which is a
semantic segmentation architecture. This shows a minor improvement of results
over STGT.
Our model shows considerable improvement on ADE/FDE metrics compared with
works that used graph neural networks [17] and Transformers (TT) [25] individually.
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In addition it also out performs which include scene representations such as SoPhie [7],
MATF-GAN [11] and Soc-BIGAT [15].
In comparison with graph-based models: Soc-BIGAT uses a graph attention mech-
anism but it is used only as a pooling strategy. Though the Social-STGCNN graph
construction utilizef compact graph representation of pedestrians, it does not have any
attention module to focus on important trajectory point and also it does not encode
any scene features. In contrast to both these methods our model leverages a deeper un-
derstanding of pedestrian graph followed by an attention module applied to ST features
and hence it was better able to handle future predictions.
Though Soc-BiGAT and SoPhie includes scene representation using a VGG encoder,
STGT-Scene utilizes a semantic segmentation architecture (PSP-Net) to encode scene
features. We established in our previous works [15,23] that semantic segmentation, which
utilizes both an encoder and decoder, provides rich and fine detailed scene representa-
tions compared with CNN based encoding schemes. Additionally, while Trajectron++
uses a similar semantic mapping strategy, it was not utilized for this pedestrian evalua-
tion.
Self-Growing Spatial Graph Network for Context-Aware Pedestrian Trajectory Pre-
diction (STR-GGRNN) [24] seems out performs our model though a direct comparison
is not fully possible since they do not use the full UCY/ETH collection as it typical.
STR-GGRNN contains extra information in form of pedestrian head-pose also known as
vislets. The other aspect is that it encodes visual context with pedestrian coordinates
for graph creation instead of feature aggregation. Although in our work we fist construct








Figure 4.2: Qualitative Result Comparison on ETH/UCY Datasets. (a) Avoiding colli-
sion with stationary pedestrian group (b) Avoiding collision while walking towards each
other (c) Interaction with scene structure (d) Pedestrians walking in groups
Collision Avoidance
In Fig. 4.2(a) we see two people are walking towards group of stationary pedestrians.
Accurate social understanding is required otherwise trajectories will indicate collision.
Both STGT and STGT-Scene tend to adjust the trajectories to follow ground truth as
opposed to S-GAN. This indicated strong spatio-temporal embeddings obtained from
STGCNN and importance of attention mechanism that STGT incorporates. Similarly
Fig. 4.2(b) shows two individual pedestrians walking towards each other. STGT tends
to subtly adjust the trajectories to have pedestrians avoid on another by moving to the




Other than the importance of ST embeddings and attention network our model also
captured semantic features which provided added information to forecast future motion.
This aspect is depicted in Fig. 4.2(c) where a pedestrian is walking between a tree and
lamp post. In Fig. 3.5 we saw that PSP-Net was successfully able to segment the scene.
This information was useful as we see that STGT-Scene performs slightly better than
STGT and S-GAN.
Pedestrians walking in groups
In Fig. 4.2(d) we see a scenario where two people walking together in parallel. Usually
when pedestrians walk in groups they tend to obey the social norm and continue walking
together. Here we can see that STGT and STGT-Scene follows the ground truth much
more closely compared to S-GAN.
ii Stanford Drone Dataset
We further evaluate our the model performance on SDD dataset as follows. In Fig 4.3(a-
b) two pedestrians are walking towards each other and the predicted distribution (red)
trajectories show that it tends to avoid collision.
In Fig 4.3(c) a singe pedestrian tends to interact with group of stationary pedestrians
and the predicted distribution shows natural handling of future motion while avoiding
collision with those pedestrians.
In fig 4.3 (d) we see that two pedestrians walking in a group interact with same
stationary pedestrians and our model was able to predict trajectories that does not
collide with itself and also tends to avoid stationary pedestrians.
4.5 Conclusion
In this work, we showed the importance of encoding accurate pedestrian interac-
tion through STGCNN and then applying attention framework through a Transformer
to significantly lower trajectory prediction errors. We found that explicitly generat-
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Figure 4.3: STGT-Scene results on SDD. (a) (b) two pedestrians are walking towards
each other. (c) and (d) walking pedestrians interact with stationary pedestrians
ing ST graph representations followed by GCN shows better performance compared to
graph aggregation methods. We also demonstrated better scene semantic encoding can
marginally improve results. This paper further analyzed qualitatively certain scenar-






Figure 5.1: Model architecture for learning long term pedestrian trajectories via IRL
In this chapter we focus on forecasting long term pedestrian trajectories via learning
intermediate representations using Inverse Reinforcement Learning (IRL). IRL generally
considers the case where a Markov Decision Process (MDP) specification is available but
the reward structure is unknown. A set of expert demonstrations D = (S0, S1, ..., SN)
is provided which are sampled from a user policy π. Each demonstration consists of a
set of state-action pairs such that SxA = (So, ao), (S1, a1), ..., (SK , aK). The goal of IRL
is to uncover the hidden reward r from the demonstrations. To summarize, for IRL we
need to keep track of following variables.





ii Markov Decision Process
A Markov Decision process M = (S,A, T, r) is considered for a horizon of N steps. S
defined as a state space over a scene grid where pedestrians walk. For actions we define
four different possibilities (up, down, left, right). When pedestrian transition from one
state (x1, y1) to next state (x2, y2) it would take one of the 4 defined action. Finally
reward is a mapping function of each state to a real value between [−inf, 0]
Our reward function comprises of observed pedestrian motion, semantic scene infor-
mation, social interaction and intermediate pedestrian destinations. The idea is to limit
the output of reward function to less than or equal to 0, this is done by adding the last
layer of reward network as sigmoid function. Just to note that in chapter 2 when we
trained the Auto-encoder the input / output mapping is usually for observed informa-
tion (pedestrian motion, scene information, social interaction) and future trajectories
and the decoder block contains LSTM as opposed to sigmoid layer.
iii Intermediate Trajectory Learning
The idea is to learn intermediate trajectories in order to forecast for longer horizons.
In [2] different experiments were carried out with varying horizon lengths. I was seen
that the ADE/FDE errors were higher for longer sequence lengths. Our goal is to learn
strong intermediate representations which can serve as a tighter bound when predicting
for long term trajectories. Figure 5.2 shows snapshot of intermediate trajectories of
pedestrians. the historical trajectories (blue) are for 8 time stamps (3.2sec) and ground
truth (green) are for 12 steps (4.8 secs). During the training the reward function at
each snapshot will be extracted through value iteration algorithm and will be be passed
on to the trajectories for next snapshot instance. In this way a robust policy learning
mechanism would be achieved to forecast for longer horizons.
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Figure 5.2: Snapshot of intermediate pedestrian trajectories at different instances
Maximum Entropy IRL





where Z is normalizing constant. MaxEnt IRL learns a reward function rθ with set of
parameters θ. The learned reward function maximized the logliklihood of set of training
examples which is then solved using stochastic gradient descent.
Value Iteration Algorithm
The algorithm attempts to output an optimal policy πθ for the current reward rθ learned
from MaxEnt IRL as mentioned in previous section. More specifically πθ would be the
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probability of taking an action a while being in the current state s . The value iteration
then updates partition function V (s) andQ(s, a). Since we attempt to learn intermediate
functions we do not initialize V(s) to zero while for remaining steps V(s) would be set
to −inf . They can also be interpreted as estimates of future reward given the current
state. For each time step N, πθ is given by
πnθ (a|s) = exp(Qn(s, a)− V n(s)) (5.2)
Policy Learning
This involves repeatedly applying equation 5.2 for N steps to compute state visitation
frequency (SVF). SVF is the discounted sum of probabilities of visiting a state. Since
we want to learn a policy which can comply to longer trajectories, we do not set the
SVF for goal state to be zero instead we apply eq 5.2 at the next snapshot by setting
Sintnext = Sgoalprev
iv Trajectory Forecasting
Considering an optimal policy π∗θ obtained from value iteration, we can sample state




N). The next step would be to encode historic pedestrian
motion in conjunction with sampled plan through an LSTM. The sampled plans would
have the learned intermediate representations that will help to forecast for longer hori-





For this dissertation, we first established the importance of pedestrian trajectory
prediction for autonomous vehicles and agents to make reliable and safe decision mak-
ing. We then introduced different modeling approaches to better understand the pedes-
trian environment. Our main focus was to incorporate accurate scene representation for
trajectory learning. We evaluated different CNN based encoding schemes against our
proposed method of Semantic Segmentation and results showed that utilization of fully
segmented output map performs considerably well on trajectory prediction tasks.
We also proposed a Graph Neural Network and Transformer based trajectory predic-
tion model to learn inter pedestrian behaviour. The model was able to capture complex
pedestrian interaction and our evaluation results were comparable to current state of the
art methods. We also observed that adding semantic scene information slightly improved
the results.
Lastly, we proposed a framework to forecast pedestrian motion for longer horizons
based on Inverse Reinforcement Learning. The idea is to recover a reward function from
demonstration of intermediate trajectories, which can be used to learn a policy network
for long term trajectory prediction. We argue that vanilla LSTM methods simply trained
on longer sequences tend to accumulate errors therefore a robust intermediate learning





This section entails how we can build real time trajectory prediction systems which
can be installed on road side infrastructure. In order to build such system following key
steps should be considered.
i Data Collection
A surveillance camera would record the pedestrian behaviour. The goal is to detect and
track pedestrians in each frame and store pedestrian coordinates. In order to build a
data ingestion pipeline different cloud services can be leveraged.
Figure 7.1: Data ingestion and transformation pipeline
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ii Deep Learning Experiments and Tracking
Once the data is ingested, transformed and collected, we run different trajectory predic-
tion algorithms to evaluate the efficacy on this new dataset collected. In order to track
experiments and version the model following pipeline is considered.
Data (Trajectories) is pulled from dynamoDB and put in staging S3 bucket. This
bucket will then be used as an intermediate data store to run different experiments
in Kubeflow environment. After training and evaluation the best performing model is
stored as an artifact in S3 bucket and the source code used for that model gets versioned
using code commit.
Figure 7.2: ML experiments and tracking
iii Model Deployment
Once the model artifact is decided, it goes into deployment stage. A lambda function
pulls the model artifact and containerizes using a docker engine. This docker engine is
wrapped into elastic container registry. The image of ECR can then be downloaded to a
EKS service. Amazon Elastic Kubernetes Service gives the flexibility to start, run, and
scale Kubernetes applications in the AWS cloud or on-premises. EKS helps to provide
highly-available and secure clusters and automates key tasks such as patching, node
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provisioning, and updates.
Figure 7.3: Model containerization and deployment
iv Inference and Monitoring
Once the model is deployed, the next step would be to pull a fresh copy of recent
data and run the inference pipeline to get predictions of future trajectory points. This
pipeline will also include continuous monitoring such that when the performance of model
(ADE/FDE) degrades, the system should be able to run a trigger which will invoke the
training pipeline and the model now gets re-trained and re-deployed into production.
For monitoring purpose a Streamlit app can be build which tracks different metrics.
Figure 7.4: Inference and model monitoring
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v Continuous Retraining Pipeline
When re-training trigger is activated based on model drift, Continuous monitoring
pipeline is executed. It fetches the most recent data from the feature storage (dy-
namodb) and is passed onto Glue service which ensures that the input stream is valid.
For example this recent data should be a valid pedestrian trajectory, it is very likely
that it could contain stationary pedestrians trajectories. In that case this will affect the
model performance. After validation the data is staged in the S3 bucket and training
script from code build repository is fetched. The trained model is then deployed to the
EKS service. The model artifact is also versioned in the model registry for tracking
purposes.
Figure 7.5: Model retraining pipeline
vi End-End Pipeline
Fig 7.6 shows the complete picture of Realtime Trajectory Prediction System when all
the individual components are integrated together.
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Figure 7.6: End-End Pipeline for Realtime Trajectory Prediction System
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