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ABSTRACT
Given a graph, and a set of query vertices (subset of the vertices),
the dynamic skyline query problem returns a subset of data vertices
(other than query vertices) which are not dominated by other data
vertices based on certain distance measure. In this paper, we study
the dynamic skyline query problem on uncertain graphs (DySky).
The input to this problem is an uncertain graph, a subset of its
nodes as query vertices, and the goal here is to return all the data
vertices which are not dominated by others. We employ two dis-
tance measures in uncertain graphs, namely,Majority Distance, and
Expected Distance. Our approach is broadly divided into three steps:
Pruning, Distance Computation, and Skyline Vertex Set Generation.
We implement the proposed methodology with three publicly avail-
able datasets and observe that it can find out skyline vertex set
without taking much time even for million sized graphs if expected
distance is concerned. Particularly, the pruning strategy reduces
the computational time significantly.
CCS CONCEPTS
• Information systems→Datamanagement systems; •Math-
ematics of computing→ Graph theory; • Theory of computa-
tion→ Probabilistic computation.
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1 INTRODUCTION
‘Skyline’ has emerged as an effective multi-criteria decision mak-
ing operator and hence an extensively researched topic in data
management community for almost two decades [6]. Borzsony et
al. [3] fist introduced this operator. Given a set of data points D,
the skyline operator in it returns the subset of them that are not
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dominated by other data points present in the dataset. For any two
points d1 and d2, we say that d1 dominates d2, if with respect to
each dimension d1 is not worse than d2, however, strictly better in
at least one dimension. Without loss of generality, in this study, we
assume that lower value means better in all dimensions. This prob-
lem has been studied in the context of graph data as well [46, 50].
In real-world scenarios, the relationship among agents are uncer-
tain in nature and this uncertainty is caused due to several reasons
noisy measurements, unknown values, explicit manipulations, etc.
Hence, this kind of situations are modeled as an uncertain graph,
where edges are marked with existence probabilities. In case of
social networks, these probabilities signify the influence probability
between two users, in case of computer networks these signify
the successful packet transfer probability between two systems etc.
Now, we report some recent literature on skyline query processing
and analysis of uncertain graphs.
1.1 Related Work
After introduced by Borzsony et al. [3], skyline queries have been
studied on different kinds of data, for different purposes, with dif-
ferent system architectures, such as road networks [9, 32, 49], bi-
criteria networks [16, 34], uncertain data [33, 48], incomplete data
[26, 31], streaming data [7, 28], spatial data [40], encrypted data [30],
knowledge graphs [21], wireless sensors networks [41]; for route
recommendations [15, 42], finding perspective customers [43]; re-
sisting outliers [14], favorite product queries [47]; with map reduce
architecture [35, 36], multi-core architectures [8], cloud computing
framework [13] and so on. Keeping the topic of this paper in our
mind, here we elaborate the skyline query processing on proba-
bilistic and uncertain data. He et al. [11] studied the skyline query
on uncertain time series data and developed a two step methodol-
ogy for to answer this probabilistically. Park et al. [35] studied the
skyline query processing on uncertain data and proposed parallel
algorithms for computing the same using map reduce framework.
Zhou et al. [48] studied the skyline query processing over uncertain
data in distributed environments. Le et al. [25] studied the skyline
queries on uncertain data to return the user specific relevant results
without enumerating all possible worlds. Recently, there are several
studies in this directions [28, 29, 44]. However, to the best of our
knowledge skyline query has not been studied yet in the context of
uncertain graphs.
Due to different practical applications, in recent times analysis
of uncertain graphs have emerged as an important research topic
[22, 24]. Several problems have been studied such as clustering
[4, 10], embedding [12], subgraph search [4, 17], structural pattern
findings [2] and so an. Ke et al. [19] studied the ‘budgeted reliability
maximization problem’, where the goal is to add small number of
edges to increase the reliability between a given pair of nodes. ke
et al. [20] recently studied the s − t reliability problem which asks
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with how much probability a target node t is reachable from a
source node s in a given uncertain graph. Chen et al. [5] studied the
frequent pattern finding in uncertain graphs and for this problem
enumeration-evaluation algorithm for this problem. Look into [18]
for survey.
1.2 Our Contribution
In this paper, we propose the noble problem “dynamic skyline query
on uncertain graphs". Given an uncertain graph with a subset of
vertices as query vartices, the goal of this problem is to obtain the
subset of the data vertices that are not dominated by the other
data vertices with respect to some distance measure from the query
vertices. Particularly, we make the following contributions in this
paper:
• We introduce the noble problem “Dynamic Skyline Queries
on Uncertain Graph Problem" (DySky).
• We propose a solution methodology for this problem, which
broadly divided into three steps, namely, pruning, distance
computation and skyline vertex set generation.
• Proposed methodology has been implemented with three
benchmark datasets and results show that the pruning strat-
egy leads to less number of candidate nodes.
1.3 Organization
Rest of the paper is organized as follows: Section 2 describes re-
quired preliminary definitions and then define the problem formally.
The proposed methodology has been described in Section 3. In Sec-
tion 4 the experimental evaluations of the proposed methodology
has been described. Section 5 draws conclusions and gives future
directions.
2 PRELIMINARIES AND PROBLEM
DEFINITION
In this section, we present required preliminary concepts and then
define the dynamic skyline queries on uncertain graph problem for-
mally. Initially, we start with a few basic definitions.
Definition 1 (UncertainGraph). Wedenote an uncertain graph
by G(V, E,W,P), where V(G) = {v1,v2, . . . ,vn } is the set of n
vertices, E(G) ⊆ V(G) × V(G) is the set ofm edges,W is the dis-
tance function that assigns each edge to a positive real number, i.e.,
W : E(G) −→ R+, and P is the existence function that assigns each
edge to a probability value, i.e., P : E(G) −→ (0, 1].
In our study, we consider only simple, finite, undirected, and
weighted graphs. The number of nodes and edges of the graph
G is denoted by n andm, respectively. For an edge e ∈ E(G) its
weight and existence probability is denoted by W(e) and P(e),
respectively. In the literature, an uncertain graph is conceptualized
and analyzed by the possible world model, which we define next.
Definition 2 (PossibleWorld Semantics). An uncertain graph
G(V, E,W,P) can be conceptualized as the probability distribution
over a set of deterministic graphs, which is called as the possible world
of the uncertain graph, and denoted as L(G). Each G(V ,E,W ) ∈
L(G) is obtained from G by keeping all its vertices, keeping its edges
with existing probability, and if an edge of G is also there in G, then
W(e) =W (e). Now, the probability that the deterministic garph G
will be generated can be computed by the Equation 1.
PG⊑G =
∏
e ∈E(G)
P(e)
∏
e ∈E(G)\E(G)
(1 − P(e)) (1)
In any deterministic graphG , its two verticesvi andvj are said to
be reachable if there exist a path from between vi and vj . However,
in case of uncertain graphs, the reachability between any two given
vertices can be defined in probabilistic way, which we call reliability.
Definition 3 (Reliability). Given an undirected, uncertain graph
G, the reliability between its any two vertices vi and vj is defined
as the probability that the vertices vi and vj can be reachable from
each other. We denote the reliability between the vertices vi and vj
by RG(vivj ) and defined by the following equation:
RG(vivj ) =
∑
G ∈L(G)
IG(vivj )PG⊑G . (2)
Here, IG(vivj ) is the boolean variable whose value is 1 if vi and vj are
connected in G and 0 otherwise.
In case of a deterministic weighted graph, distance between
any two vertices is defined as the sum of individual edge weights
constituting shortest path. However, in case of uncertain graphs
distance between any two vertices can be defined in many ways.
Here, we quote two of them that we use in our study.
Definition 4 (Majority Distance). [37] Given an uncertain
graph G and its two vertices vi ,vj ∈ V (G), its majority distance is
denoted by distmd (vi ,vj ) and defined as the most probable short-
est path distance. Mathematically, it can be given by the following
equation.
distmd (vi ,vj ) = arдmax
d
pvivj (d) (3)
where pvivj is the shortest path distribution between the vertices vi
and vj that gives probability value for every distance d .
pvivj (d) =
∑
G |dG (vi ,vj )=d
PG⊑G (4)
Definition 5 (Expected Distance). Given an uncertain graph
G and its two vertices vi ,vj ∈ V (G), let P l(vivj ) denotes the set of
paths upto length l . For each path pk ∈ P l(vivj ), the path probability
is defined as
P(pk ) =
∏
e ∈pk P(e)∑
pj ∈P l(vivj )
∏
e ∈pj P(e)
(5)
Expected distance between vi and vj is defined as the
distE (vi ,vj ) =
∑
pk ∈P l(vivj )
dist(pk ).P(pk ) (6)
For any p ∈ Z+, [p] denotes the set {1, 2, . . . ,p}. Given a set
of 2 or more dimensional data points D, the problem of skyline
query computation asks to find out the data points that are not
dominated by any other data points inD, which is formally defined
in Definition 6.
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(a) An Uncertain Graph
(b) Majority Distance (MD), Expected Distance,
and Shortest Path Distance (in deterministic version)
Figure 1: (a) An uncertain graph with 6 vertices and 8 edges.
The vertices 2 and 4 are the Query Vertices (denoted as Q2
andQ4) and remaining are data vertices (i.e., D1, D3, D5, and
D6). (b) Different distance tables between the query and data
vertices. Skyline vertices in each cases are marked in Or-
ange.
Definition 6 (Skyline Query). Given a set of p dimensional
data points D = {d1,d2, . . . ,d |D |}, we say that di dominates dj , if
for all k ∈ [p], di (k) ≤ dj (k) and there exist atleast one k ∈ [p] such
that di (k) < dj (k). Skyline of the dataset D is the subset of the data
points that are not dominated by any of the data points in D.
Since past one decade or so, skyline queries have been studied
extensively [23, 50] in graphs as well, which we define next.
Definition 7 (SkylineQuery inGraphs). Given a graphG(V ,E),
and a subset of vertices Q (called query vertices), for any two data
vertices (vertices that are not query vertices, i.e., V (G) \ Q) vi and
vj , we say vi dominates vj , if ∀w ∈ Q, dist(w,vi ) ≤ dist(w,vj ) and
∃x ∈ S, such that dist(x ,vi ) < dist(x ,vj ). The skyline query asks to
return data vertices that are not dominated by other data vertices.
Though, the skyline query problem has been studied in the con-
text of probabilistic data [1, 25, 45], to the best of our knowledge this
problem has not been studied in the context of uncertain graphs. In
this paper, we introduce the problem of finding the dynamic skyline
queries on uncertain graphs (DySky), which is defined next.
Definition 8 (Dynamic SkylineQueries onUncertainGraphs).
Given an uncertain graph G, and a subset of vertices Q (called query
vertices), the problem of dynamic skyline queries on uncertain graphs
asks to find out the subset of the data vertices such that none of them
are dominated by the other data vertices.
Figure 1 shows a toy example of an uncertain graph with its
majority distance, expected distance, and shortest path distance
(for deterministic version) tables, where the skyline vertices are
marked in orange color. It is important to observe as the distance
measure changes, the skyline vertex set is also getting changed.
This motivates us to study the DySky Problem under two different
distance measures.
3 PROPOSED METHODOLOGY
Now, we describe the proposed methodology for solving the DySky
Problem. Initially, we start by describing an overview of it.
3.1 Overview
The proposed methodology is broadly divided into three steps:
• Step 1 (Pruning): In this step, a subset of the data vertices
are returned as the candidate skyline vertices. This step com-
prises of two subsets. First, pruning is done by performing
Breadth First Search (B.F.S., henceforth) from the query ver-
tices and subsequently, pruning is done based on distance
computation.
• Step 2 (Distance Computation): In this step, distance com-
putation is done between the candidate skyline vertices and
query vertices. As mentioned previously, in our study we
have used majority distance and expected distance.
• Step 3 (Skyline Vertex Set Generation): Based on the pre-
viously computed distance, any existing skyline finding al-
gorithm can be used to find out the actual skyline vertices.
In our study, we have used the Block Nested Loop (BNL) Al-
gorithm proposed by Borzsonyi et al. [3].
Next, we proceed towards representing the proposed methodology
in an algorithmic form and its detailed analysis.
3.2 The Algorithm
Algorithm 1, 2, and 3 together constitute the proposed methodology
for the DySky Problem. We describe the entire procedure in two
subsections. First we start with describing the pruning step.
3.2.1 The Pruning Step. Algorithm 1 describes the B.F.S. and dis-
tance based pruning strategies, which takes the uncertain graph, the
set of query vertices, and distance threshold as inputs and outputs
the candidate skyline vertices. In B.F.S. pruning, from each of the
query vertices, B.F.S. trees are constructed to check the connectivity.
First, we create the dictionary D. If a query vertex and data vertex
is connected and the data vertex has the entry in the dictionary D,
the query vertex is included as a value corresponding to this key.
Otherwise, a key corresponding to the data vertex is created and
the query vertex is added as a value to this ‘key’. Now, the data
vertices that are reachable from all the query vertices are kept as
the candidate skyline vertices. Here, the B.F.S. pruning ends.
In reality, even if two vertices are connected by a path of large
distance (i.e., more than certain threshold), reachability becomes
costlier. Hence, to eliminate such vertices, we perform the distance-based
pruning. For this purpose, distance between candidate skyline ver-
tex and query vertex is computed. For a candidate skyline vertex,
if there exist atleast one query vertex for which the computed dis-
tance value is more than the user defined threshold, the candidate
skyline vertex set is updated by removing the candidate skyline
vertex.
Any pruning strategy to work correctly should guarantee that
it does not remove any skyline vertex. Hence, we show that the
Algorithm 1 is a correct pruning strategy in Lemma 1.
Lemma 1. The proposed pruning strategy (Algorithm 1) is correct.
Proof. Follows from the description. □
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Algorithm 1: Step 1 (B.F.S and Distance based pruning)
Data: Uncertain Graph G(V, E,W,P), The Set of Query
Vertices Q ⊆ V(G), Distance Threshold T
1 . Result: Candidate Skyline Vertices CS ⊆ V(G) \ Q
2 Create Dictionary D;
3 for All u ∈ Q do
4 for All v ∈ V (G) \ Q do
5 if Isconnected(uv) then
6 if v ∈ D .Keys() then
7 D[v].values() = D[v].values() ∪ {u}
8 else
9 D .Create_Key(v);
10 D[v].Add_Value(u)
11 end
12 end
13 end
14 end
15 CS = ∅;
16 for All u ∈ D .Keys() do
17 if D[u].Values() = Q then
18 CS = CS ∪ {u};
19 end
20 end
21 for All v ∈ CS do
22 for All u ∈ Q do
23 if distance(uv) > T then
24 CS = CS \ {v};
25 end
26 end
27 end
Now, we do an analysis for time and space requirement of Al-
gorithm 1. Let q be the number of query vertices, i.e., |Q| = q.
For creating the B.F.S. trees rooted at the query vertices requires
O(q(m + n)) time. The maximum number of values associated with
a ‘key’ in the dictionaryD is of O(q). Execution time from Line No.
3 to 14 and 16 to 20 requires O(q(n − q)2) and O((n − q)q2). Now,
in distance-based pruning, the number of distance computations
is O(q(n − q)). Computing shortest path between two vertices in a
weighted graph with positive edge weights requires O(m + n logn)
time. Hence, time requirement for distance-based pruning requires
O(q(n − q)(m + n logn)) time. Total time requirement for Algo-
rithm 1 is of O(q(m + n) + nq(n − q) + q(n − q)(m + n logn)) =
O(q(n −q)(m +n logn)). Extra space requirement of Algorithm 1 is
to store the dictionaryD, which is of O(q(n−q)), to store the candi-
date skyline vertices, which is of O(n−q), and to perform the B.F.S.,
which is of O(n). Hence, total space requirement of Algorithm 1 is
of O(q(n − q)). Lemma 2 describes the formal statement.
Lemma 2. Time and space requirement of Algorithm 1 is ofO(q(n−
q)(m + n logn)) and O(q(n − q)), respectively.
3.2.2 Distance Computation and Skyline Vertex Set Generation.
Now, we describe Step 2 and 3 of our proposed methodology. It is
important to observe that depending upon which distance measure
is used (i.e., majority distance or expected distance) Step 2 will be
different. Algorithm 2 and 3 describes the last two steps for the
majority distance and expected distance, respectively.
Algorithm 2: Step 2 and 3 (Distance Computation and
Skyline Vertex Set Generation) for Majority Distance
Data: Candidate Skyline Vertices CS
1 . Result: The Skyline Vertex Set S.
2 Generate |R | number of samples graphs ;
3 Store the graph probabilities in PG [1 . . . |R |];
4 Create_MatrixM ∈ R |CS |×|Q | ;
5 for All u ∈ CS do
6 for All v ∈ Q do
7 Create dictionary Temp;
8 for All r ∈ R do
9 d = shortest distance betweeen u and v in r ;
10 Temp[d] = Temp[d] + PG [r ];
11 end
12 M[u][v] = arдmax
d
Temp[d];
13 end
14 end
15 S = Apply BNL onM;
16 return S;
For the majority distance case, first we generate |R | number of
subgraphs as mentioned in Definition 2, and the corresponding
generation probabilities are stored in the array PG . Next, the major-
ity distance is computed between a candidate skyline vertex and a
query vertex. Finally, the BNL Algorithm is applied on the distance
matrixM to obtain the skyline vertex set.
Now, we analyze Algorithm 2 for time and space requirement. As
mentioned in Definition 2, generation of |R | number of subgraphs
require O(m |R |) time. Using Dijkstra’s algorithm computing the
shortest path between a pair of vertices requires O(m+n logn) time.
Hence, execution time from Line 5 to 14 requires O(q(n−q)|R|(m+
n logn)). Now, BNL algorithm requires O((n−q)2) time. Extra space
consumed by Algorithm 2 is to store the array PG , Temp, and the
matrix M which requires O(|R|), O(|R|), and O(q(n − q)) space,
respectively. The formal statement is mentioned in Lemma 3.
Lemma 3. Time and space requirement of Algorithm 2 is ofO(q(n−
q)|R|(m + n logn) + (n − q)2) and O(q(n − q) + |R |), respectively.
Lemma 2 and 3 together imply the statement mentioned in The-
orem 1.
Theorem 1. If majority distance is concerned, the proposedmethod-
ology returns the skyline vertex set in O(q(n − q)|R|(m + n logn) +
(n − q)2) time and O(q(n − q) + |R |) space.
It is trivial to observe that Algorithm 3 just implements the
expected distance, and hence, without explanation we move to
analyze the algorithm. Assume that maximum degree of the input
uncertain graph is dmax . Hence, the maximum number paths upto
length l between any pair of vertices is of O(dlmax ). Hence, running
time from Line 3 to 13 is of O(q(n −q)ldlmax ). Hence, total running
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time of Algorithm 3 is of O(q(n − q)ldlmax + (n − q)2). Extra space
consumed by the Algorithm 3 is to store the matrixM, array Path,
Prob and dist which requires O(q(n − q) + ldlmax ). Hence, Lemma
4 holds.
Lemma 4. The running time and space requirement of Algorithm 3
is of O(q(n−q)ldlmax +(n−q)2) and O(q(n−q)+ldlmax ), respectively.
Lemma 2 and 4 together imply the statement mentioned in The-
orem 2.
Theorem 2. If expected distance is concerned, the proposedmethod-
ology returns the skyline vertex set inO(q(n−q)(m+n logn+ldlmax )+
(n − q)2) time and O(q(n − q) + |R |) space.
Algorithm 3: Step 2 and 3 (Distance Computation and
Skyline Vertex Set Generation) for Expected Distance
Data: Candidate Skyline Vertices CS
1 . Result: The Skyline Vertex Set S.
2 Create_MatrixM ∈ R |CS |×|Q | ;
3 for All u ∈ CS do
4 for All v ∈ Q do
5 path = Compute all paths from u to q upto length l ;
6 prob[1 . . . |path |] = 0 ; dist[1 . . . |path |] = 0;
7 for All t ∈ path do
8 for All e ∈ E(t) do
9 prob[t] = prob[t] + P(e);
10 dist[t] = dist[t] + P(e) ∗W(e);
11 end
12 end
13 M[u][v] = ∑dist/∑prob;
14 end
15 end
16 S = Apply BNL onM;
17 return S;
4 EXPERIMENTAL EVALUATIONS
In this section we describe the experimental validations of our
proposed approach. Initially, we start by describing the datasets.
4.1 Datasets
In our study, we have used three different datasets appeared in
three different contexts described below.
• Minnesota Road Network (MRN) [39]: This is a road net-
work dataset of the Minnasota city. Here, the junctions are
represented by the nodes, and if two junctions are connected
by a road then the corresponding two vertices are connected
by an edge.
• P2P Network [27, 38]:This dataset contains a sequence of
snapshots of the Gnutella peer-to-peer file sharing network
from August 2002. There are total of 9 snapshots of Gnutella
network collected in August 2002. Nodes represent hosts in
the Gnutella network topology and edges represent connec-
tions between the Gnutella hosts.
Table 1: Basic Statistics of the Datasets
Dataset n m Density Avg. Degree
MRN 2642 3300 9.46 × 10−4 2
P2P Network 8114 26013 7.90 × 10−4 6.41
URN 129164 165435 1.98 × 10−5 2.56
• USA Road Network (URN) [39]: This dataset describes a
road network from the United States. Here, vertices repre-
sent the junctions, and an edge between signifies that the
corresponding two junctions are are connected by road.
Please refer to Table 1 for basic statistics of the datasets. All the
datasets are undirected and unweighted. Probability of existence
and weight of each edge is chosen from the intervals (0, 1] and
[10, 100] uniformly at random.
4.2 Experimental Setup
In our study the following three different query vertex selection
strategies have been adopted:
• RAND: By this method, to select k query vertices first one
is chosen randomly and remaining (k − 1) query vertices are
chosen from the two hop neighbors of the initially selected
vertex uniformly at random.
• HDEG: By this method, to select k query vertices first the
subset of the nodes whose degree is more than a threshold
value are marked and a node is chosen uniformly at random
as a query vertex. Remaining (k −1) are chosen from the two
hop neighbors of the initially selected vertices uniformly at
random.
• HCLUS: This method is exactly the same as HDEG, except
the case that, for choosing the first query vertex the subset
of vertices are chosen based on the clustering coefficient of
nodes.
Based on the selection strategy, we choose the query size from
the set {2, 3, 5, 8, 10, 15, 20}. The experiments are repeated for 10
times. All the algorithms have been implemented with Python
3.5 + NetworkX 2.1 environment on a HPC Cluster with 5 nodes
each of them having 64 cores and 160 GB of memory and the
implementations are available at https://github.com/BITHIKA1992/
Skyline_Uncertain_Graph/
4.3 Goals of the Experiments
The experiments that have been conducted here aim to address the
following questions:
• Efficiency of the Pruning Strategies: As the number of query
vertices increases, what is the fraction of data vertices re-
moved before distance computation?
• Query Size Vs. Skyline Vertices: Under different query vertex
selection strategies how the cardinality of the skyline vertex
set changes with respect to the query size?
• Distance Metric Vs. Skyline Vertices: For a fixed query se-
lection strategy and query size, how the cardinality of the
skyline vertices changes with respect to the distance metric?
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(a) Minnasota Road Network (b) P2P Network (c) USA Road Network
Figure 2: Box plot for the candidate skyline size with respect to the query size for the Minnasota Road Network, P2P Network,
and USA Road Network datasets.
(a) Minnasota Road Network (b) P2P Network (c) USA Road Network
Figure 3: Query size Vs. Skyline size plot for the Minnasota Road Network, P2P Network, and USA Road Network datasets.
• Query Selection Strategy Vs. Skyline Vertices: For a fixed query
size and distance metric how the cardinality of the skyline
vertices changes with respect to query selection strategy?
• Query Size Vs. Computational Time: For a fixed query size
and distance metric, how computational time grows with
respect to query size?
4.4 Results and Discussion
Here, we address the research questions that we have raised.
4.4.1 Efficiency of the Pruning Strategies. As we apply BFS pruning
in each dataset, it returns the vertices from the largest component.
This reduces 3000, and 114 number of vertices for URN and P2P
network dataset. For distance based pruning, we have taken the
threshold value as 400, considering 4-hop path with the maximum
edge weight 100. In Figure 2, we show the box plot for the candi-
date size with respect to each query size and the query selection
strategy. It can be observed that the candidate size for RAND se-
lection strategy is less than other two, in all the datasets, which
is trivial to convince. For P2P network, the inter quartile range is
very high compared to other datasets. This is due to the reason
of high average degree in the network. Also, for RAND selection
strategy, this range is the highest for small query size. This is due to
the existence of various small size component in the network. Both
the road networks are very sparse and for the large query sizes
like 15, 20, the candidate size becomes very small and the variance
also reduces. With this sparsity for small road network MRN, it is
impossible to find the connected vertices from all the query vertices
within the distance of 400. So, we remove the results for query size
of 15 and 20 in MRN dataset.
4.4.2 Query Size Vs. Skyline Vertices. In Figure 3, we show the plot
for query size Vs. skyline size, with two distance metrics and three
query selection strategies. In this part, we describe the comparison
of sizes. From all the 10 executions, here we report the mean values
for the skyline size. With the increase in query size, the skyline size
increases. However, for URN dataset in Figure 3(c), the skyline size
decreases for large value of query size. The reason is due to small
size of candidate skyline, which can be verified from the Figure
2(c). Also, for both the road network datasets the maximum skyline
size reaches to approximately 15, whereas for the P2P network it
reaches to around 1500. This due to its candidate size. For, both the
cases, at large value of query size the ratio of candidate to skyline
size is very small. As the number of query vertices increase, the
chance of domination decreases.
4.4.3 Distance Metric Vs. Skyline Vertices. In this part, referring to
Figure 3, we describe the behavior of skyline size with respect to
different distance metrics. For the road networks in Figure 3(a) and
(c), the skyline size is similar in both the datasets. However, for the
P2P network in Figure 3(b), the skyline size in the expected distance
(≈ max 1500) is much more than the majority distance (≈ max 300).
The reason lies on the networks high average degree value and the
density. As the number of paths increases between a query vertex
to a data vertex, the expected distance value is unable to dominate
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Table 2: Computational time requirement (in Secs.) for finding skyline vertex set generation for Minnesota Road Network
(MRN), P2P Network, and USA Road Network (URN) Dataset
Dataset Query Size Step 1 Step 2 Step 3 Total TimeSample Gen B.F.S Pruning Distance Pruning MD Comp. Time ED Comp. Time Skyline Comp. Time MD ED
MRN
2 28.6028 0.0028 0.5797 0.2195 0.0328 0.0019 29.4070 0.6174
3 29.3554 0.0029 0.6314 0.2232 0.0320 0.0021 30.2152 0.6685
5 28.9936 0.0026 0.6565 0.2544 0.0365 0.0025 29.9098 0.6982
8 30.3126 0.0029 0.7480 0.2443 0.0382 0.0029 31.3109 0.7922
10 29.3217 0.0029 0.8090 0.3156 0.0487 0.0036 30.4530 0.8643
P2P Network
2 1585.5587 0.0135 494.5580 16676.0924 156.4454 0.0026 18756.2254 651.0197
3 1596.0541 0.0142 737.8904 21824.5948 211.6984 0.0030 24158.5568 949.6062
5 1594.3928 0.0149 1122.0655 27233.3476 299.2759 0.0159 29949.8369 1421.3723
8 1583.5686 0.0148 1256.8362 26993.8274 406.0604 0.3052 29834.5524 1663.2167
10 1619.4677 0.0140 1654.2035 39048.2783 572.3251 2.3940 42324.3577 2228.9368
15 1567.8540 0.0153 2003.2736 44549.2078 707.3537 38.9008 48159.2516 2749.5436
20 1611.6262 0.0168 2826.1580 60793.5038 954.3398 661.4532 65892.7582 4441.9679
URN
2 137954.2686 0.1908 52.9266 0.7025 0.0650 0.0039 138008.0926 53.1864
3 139426.9728 0.1735 48.0920 0.7844 0.0730 0.0041 139476.0271 48.3427
5 138948.9628 0.1743 54.1615 1.3545 0.1053 0.0063 139004.6596 54.4476
8 163983.4069 0.1838 51.6949 1.2328 0.0928 0.0043 164036.5230 51.9759
10 162627.5420 0.1947 57.9749 1.4499 0.1180 0.0070 162687.1688 58.2948
15 115441.9538 0.1738 67.8932 0.8683 0.0847 0.0167 115510.9059 68.1685
20 114801.2682 0.1805 79.6447 0.1371 0.0241 0.0107 114881.2415 79.8602
other data vertices. This results into large size of skyline vertex set.
This can be verified from Figure 3(b), by looking into HDEG and
and HCLUS selection strategies, where it differs from the expected
distance results. However, for RAND, the size is similar in both
the distances. From the experiments, we also observe that for a
particular query vertex set the skyline vertices may not be the same
from both the distance metrics.
4.4.4 Query Selection Strategy Vs. Skyline Vertices. In this part, re-
ferring to Figure 3, we describe the behavior of skyline size with
respect to different query selection strategies. First, we describe
the threshold value selected for HDEG and HCLUS for different
datasets. As the P2P network dataset consists of high degree nodes,
we select the high degree threshold value as 15, and it returns 440
nodes. In case of both the road networks, the maximum degree is
around 5. Hence, for MRN and URN datasets, this threshold value
is considered as 2 and 3, respectively. The clustering coefficient
threshold is taken as 0 as the clustering coefficient for all the net-
works are very less. From Figure 3, the main observation is that
for all the selection strategies the skyline size does not vary much
for smaller query size. Whereas, for the large value of query size,
HCLUS gives maximum skyline vertices.
4.4.5 Computational Time. Table 2 contains the stepwise com-
putational time requirement to find skyline vertices for different
datasets. From the table, it can be observed that for all the datasets
as the query size increases, time requirement for finding out the
skyline vertex set also increases. Due to the change in the query
size, required time for distance-based pruning, distance and skyline
computation (using BNL) increases. Also, for all the datasets, the
main time requirement is due to the sample graph generation. As in
case of expected distance sample generation is not required, hence,
in this distance setting time requirement is much less compared
to the majority distance. In particular, for query size 2, the ratio
between the computational time requirement for majority distance
to expected distance for MRN, P2P, and URN are 47, 28, and 2556,
respectively.
Now, we proceed for the dataset specific observations. For the
P2P Network dataset, when the query size increases beyond 10,
there is a sharp increase in the skyline computation time. This is
due to the following two reasons. From the Figure 2(b) and 3(b), it
can be observed that candidate and skyline size are more compared
to the previous query sizes.
5 CONCLUSION AND FUTURE DIRECTIONS
In this paper, we introduce the problem of dynamic skyline queries
on uncertain graphs for two different distance measures, namely,
majority distance and expected distance. For this problem, we have
proposed a methodology having three main steps: pruning, dis-
tance computation, and skyline vertex set generation. The pro-
posed methodology has been analyzed to understand its time and
space requirement. The experimental results demonstrate that it
can find out the skyline vertex set with reasonable computation
time, particularly for the expected distance.
Now, this study can be extended in several directions. It will be
an interesting future study to come up with efficient methodology,
which can reduce the computational time even for majority dis-
tance. One possible way could be parallelizing the sample graph
generation. It will be an important future work to provide a sample
bound for the majority distance case. The minimum number of
samples from the possible world, one should choose to answer the
skyline with more than certain threshold probability.
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