In order to build spread spectrum communication systems based on the CDMA paradigm, it is necessary to have large families of binary sequences with low pairwise correlation values. For these systems to have resistance to certain cryptanalytic attacks and resistance to jamming, the sequences must have large linear span. In this paper we describe certain families of sequences that have these desirable properties. The sequences are based on families of quadratic forms over nite elds.
Introduction
In recent years there has been hope that Code Division Multiple Access (CDMA) systems would provide the capacity and reliability necessary to make spread spectrum communications viable 14] . The volume of communication tra c has been steadily increasing, and will continue to do so. In order for these systems to work, however, it is essential to nd large families of easily generated binary sequences with low correlation function values. The smaller Project sponsored by the National Security Agency under Grant Number MDA904-91-H-0012 and the National Science Foundation under Grant Number NCR-9400762. The United States Government is authorized to reproduce and distribute reprints notwithstanding any copyright notation hereon. 1 the pairwise cross-correlations and the larger the family, the higher the capacity of the system. For these systems to resist jamming and certain cryptanalytic attacks, the sequences must have large linear spans.
There is a spectrum of families of sequences exhibiting tradeo s among the size of the family, the maximum cross-correlations, and the linear span. For families of sequences of period 2 n ? 1, with 2 n=2 sequences in the family, various constructions have been described with successively greater linear spans. These include bent function sequences 7, 8, 12, 13] , No sequences 10, 11], and TN sequences (also known as generalized No sequences) 5 , 10]. The linear spans of these sequences are summarized in Table (1) .
If we want larger families of sequences, we must weaken the bound on the maximum correlations. A number of such families have been studied, such as Gold sequences and large sets of Kasami sequences 1, 2], but the linear spans of these sequences are only linear in n.
In this paper we describe new families of binary sequences which we call QF sequences (QF stands for \quadratic form"). The size of these families is 2 n + 1 when the period is 2 n ? 1. Certain of these sequences, (0; j)-QF sequences, have maximum correlations that are slightly greater than 2 n=2 ? 1, and linear spans which are larger than Gold, Kasami, and GMW sequences by a factor that is exponential in n. A parameter can be chosen that makes possible various combinations of maximum linear span and maximum correlation. Generally, the larger the linear span, the larger the maximum correlation that must be tollerated with these families. These results are also summarized in Table (1) .
The construction of QF sequences is based on algebra over nite elds. They are special cases of the sequences known as d-form sequences 5] . The ith element of a QF sequence is given by starting with the ith power of a primitive element in the Galois eld GF(2 n ), applying a quadratic form to GF(2 m ) (m a divisor of n), raising the result to some power, and mapping to GF(2) by a trace function. We describe here the correlation and balance properties of (0; j)-QF sequences, based on previous results on TN sequences 5] . We also give lower bounds on the linear span of (0; j)-QF sequences, count the number of distinct families of such sequences, and discuss their implementation.
De nitions
Throughout this paper let e and m be positive integers, let n = em. For By choosing coordinates, we can treat GF(q e ) as e-dimensional a ne space over GF(q). Then any polynomial in e-variables with coe cients in GF(q) de nes a function from GF(q e ) to GF(q), and any such function is representable by a polynomial. Under this identi cation, the quadratic forms correspond precisely to sums of functions of the form H(x) = Tr n m ( x t );
where the sum of the coe cients in the base q expansion of t is 2, t < 1+2 e=2 , and 2 GF(q e );
and, if e is even, functions of the form
where 2 GF(q e=2 ).
QF sequences are generated in three steps. We start with a sequence of powers of a primitive element in GF(q e ). To this sequence we apply a quadratic form H mapping to GF(q). We then raise the result to some power. Finally, we apply the trace function Tr m 2 . The precise de nition of QF sequences is as follows.
De nition 2.1 Let e and m be positive integers, and let q = 2 m . Let r be a positive integer such that gcd(r; q ? 1) = 1. Let be a primitive element in GF(q e ). Let H(x) be a quadratic 3 form on GF(q e ) over GF(q). Then the sequence S whose ith term is
is a QF sequence.
QF sequences are a special case of d-form sequences, in which the quadratic form H is replaced by a homogeneous polynomial of degree d 5] .
The particular QF sequences we are interested in here are those of the form
We call such a sequence a (0; j)-QF sequence. We require that gcd(e; j) = 1. We sometimes also require that gcd(q j +1; q e ?1) = 1. If gcd(e; j) = 1, this is equivalent to the condition that e is odd. We show that, for xed n, m, j, and r, the family of all such (0; j)-QF sequences has near optimal cross-correlations and very high linear span. The number of cyclically distinct sequences in such a family is 2 n ? 1.
Cross-Correlations
In this section we determine the cross-correlations of the (0; j)-QF sequences de ned in Section 2. Recall that the cross-correlation with shift of two sequences S = (s 1 ; s 2 ; ) and T = (t 1 ; t 2 ; ) of period N, is de ned by
In our case N = q e ? 1 ).
1. If e= gcd(e; j) is even and is not a (1 + q j )th power in GF(q e ), then the rank of R is e, hence even. Moreover, if e=(2 gcd(e; j)) is odd, then R is a Type III quadratic form, while if e=(2 gcd(e; j)) is even, then R is a Type I quadratic form. 2. If e= gcd(e; j) is even and is a (1 + q j )th power in GF(q e ), then the rank of R is e ? 2 gcd(e; j), hence even. Moreover, if e=(2 gcd(e; j)) is odd, then R is a Type I quadratic form, while if e=(2 gcd(e; j)) is even, then R is a Type III quadratic form.
3. If e= gcd(e; j) is odd, then the rank of R is e ? gcd(e; j) + 1, hence odd. Moreover, R is a Type II quadratic form.
Thus if gcd(e; j) = 1, then there are three possibilities:
1. Suppose e 0 mod 4. R has rank e ? 2 and Type III if is a (1 + q j )th power in GF(q e ). Otherwise R has rank e and Type I.
2. Suppose e 2 mod 4. R has rank e ?2 and Type I if is a (1 + q j )th power in GF(q e ).
Otherwise R has rank e and Type III.
3. Suppose e is odd. R has rank e ? 1 and Type II.
Furthermore, the solutions to systems of equations such as (4) for some a i 2 GF(q). We let t be the rank of R and let N(v) be the number of solutions to the system of equations (4). We also let = Proposition 3.5 Suppose that a t+1 = a t+2 = = a e = 0, or t = e. The imbalance of a binary sequence is the number of times the sequence equals zero minus the number of times it equals one. The imbalances of (0; j)-QF sequences are in the same set of values as the cross-correlations.
Corollary 3.7 Let j and r be integers satisfying gcd(e; j) = gcd(r; q ? 1) = 1. Let S be a (0; j)-QF with exponent r. 
Linear Span
In this section we show that the linear span, S , of a (0; j)-QF sequence S is at least that of a GMW sequence with the same period, and that when and are nonzero, the linear span asymptotically exceeds the linear span of a GMW sequence by a factor of 2
, where wt(r)
is the number of ones in the binary expansion of r. If = 0 or = 0, then S is a GMW sequence and, as is well known, the linear span is me wt(r)
. The binary expansion of the exponent r in the de nition of a (0; j)-QF sequence is a series of runs of ones separated by zeros. We let U be the number of runs of ones and let R i be the length of the ith run. Proof: Key 3] showed that if we express the ith term of a sequence S as a polynomial in i , then S is the number of monomials in that polynomial. Equivalently, the linear span is the number of monomials in the polynomial s(x) = Tr m 1 ((T r n m ( x) 2 + Tr n m ( x 1+q j )) r ): We show that, when this expression is expanded to a sum of monomials, all but a small number of monomials are distinct. We explicitly describe those monomials that coincide with others, and count the remaining monomials.
Let the binary expansion of r be r = P m?1 =0 a`2`, a`2 f0; 1g. Let L = f`: a`6 = 0g. Let be the set of wt(r)-tuples of elements of f0; ; e ?1g, indexed by L, and let ? be the the set of wt(r)-tuples of elements of f2; 1 + q j g, indexed by L. For I 2 and K 2 ?, we write ià nd k`for the`th components of I and K, respectively. Standard techniques for simplifying polynomials show that s(x) can be expanded to a sum of monomials of the form x (t;I;K)
, where (t; I; K) = 2 t X 2L 2`k`q i`; 0 t < m, I ranges over , and K ranges over ?.
We use the following terminology. Each (t; I; K) is an exponent. It is a sum of terms 2`k`q i`, with k`2 f2; 1 + q j g. Each term is a sum of one or two summands, 2`+ 1 q i`; or 2`q ià nd 2`q i`+j .
Let (t; I; K) and (t 0 ; I 0 ; K 0 ) be two exponents. We say (t; I; K) is equivalent to (t 0 ; I 0 ; K 0 ), written (t; I; K) (t 0 ; I 0 ; K 0 ), if (t; I; K) (t 0 ; I 0 ; K 0 ) mod q e ? 1:
Two index triples are equivalent if and only if they correspond to the same powers of x, but with possibly di erent coe cients. Their resulting monomials may (or may not) cancel. Thus we want to count the number of (t; I; K) that are equivalent to other index triples, and subtract this number from the total number of index triples. This gives us a lower bound on the number of monomials in s(x) with nonzero coe cients, and hence a lower bound on S .
It can be shown that the only exponents that are equivalent to other exponents are those containing consecutive terms of one of the following six types:
1. k`= 2, k`+ 1 = 1 + q j , i`+ 1 = i`; 2. k`= 2, k`+ 1 = 1 + q j , i`+ 1 = i`? j; 3. k`= 2, k`+ 1 = 2, i`+ 1 = i`? j; 4. k`= 2, k`+ 1 = 2, i`+ 1 = i`+ j; 5. k`= 2, k`+ 1 = 1 + q j , i`+ 1 = i`+ j; 6. k`= 2, k`+ 1 = 1 + q j , i`+ 1 = i`? 2j.
Details are left for a technical report 4]. It follows that the linear span of S is at least
the number of exponents with no such consecutive terms of these types. We call these good exponents. The proof of the theorem can be concluded by counting the good exponents. Note that if e = 3, then i`? 2j i`+ j mod e, so the fth and sixth types coincide and there is no distinct pair of equivalent exponents. Otherwise all six types are distinct.
Any exponent for which all k`= 1 + q j is good. Thus there are at least e wt(r) good exponents for each t, 0 t < m, and the linear span is at least me wt (r) . Consider a single run of ones of length R in the binary expansion of r. We can count the number of (i`; k`) for`in this run that give good exponents by building them up a term at a time, from small`to large`. Given an exponent that is good up to its`th term, we count the ways it can be extended to a good exponent by adding a term for the next bit of r. If the next bit of r is the rst in a run of ones, or if k`= 1 + q j , then there are no restrictions, so there are 2e ways of extending. Otherwise, there are e ? 4 ways of extending the exponent with k`+ 1 = 1 + q j (one way if e = 3), and e ? 2 ways of extending it with k`+ 1 = 2.
It follows that the good choices of fk`g and fi`g for one run are independent of those for other runs. The total number of good exponents is therefore the product of the number of good choices for the di erent runs. For each run, we can count the good choices by a recurrence. Only the length of the run matters, so we can assume the run is a sequence of consecutive indices 0; 1; 2; ; R ? 1. We let A(`) be the number of good runs up to index , ending with k`= 2, and let B(`) be the number of good runs up to index`, ending with k`= 1 + q j . 11
For e = 3, we have the system A(`) = A(`? 1) + 3B(`? 1) (6) B(`) = A(`? 1) + 3B(`? 1); Lemma 4.2 The system of equations (6) has the solution A(R)+B(R) = 6 4 R . The system of equations (8) The estimates in the statement of the theorem follow from the observations that e ? 3 < < e ? 2 when e 5, and that = 1 when e = 4. 2
Note that the linear span may be larger than these estimates. Each bad exponent is in a family of two or more exponents that contribute to the same term in the nal polynomial expansion. Each of these exponents contributes a coe cient. If these sum to zero, then the linear span is una ected by this term. Otherwise, it is increased by one. The coe cient of such a term is a sum of monomials in and (when k`= 2, occurs with exponent 2`+ 1 q i`, otherwise occurs with exponent 2`q i`) . These expressions appear quite di cult to analyze, though it is conceivable that one could upper bound the number that can vanish. One extra addition is required to combine the outputs of the two LFSRs. The result is then raised to the rth power, and the trace to GF(2) computed. However, in representing 13 elements of GF(2 m ) as m-bit vectors, we can choose a basis so that the trace of an element is always given by projection onto a xed component, say the rst. Thus we only need to compute a single bit of the rth power. The di erent choices of and correspond to di erent initial loadings of the LFSRs. Thus an entire family of TN sequences can be implemented by a single hardware circuit. Changing to a new sequence is possible by simply resetting the initial loading of the LFSRs. 6 The Number of Distinct Families of (0; J )-QF Sequences
It is useful to know how many distinct families of (0; j)-QF sequences there are with a given period 2 n ? 1. In this section we keep n xed and let the factorization n = me vary. We show that each choice of parameters m (dividing n, with e = n=m), j (relatively prime to e and less than e=2), r (up to multiplication by a power of 2), and (up to raising to an exponent which is a power of two) gives rise to a distinct family of sequences, in the sense that no sequence in one family is a cyclic shift of a sequence in another family. For any xed even integer n we write S(m; j; ; r) = fS ; : s i = Tr m 1 ((T r n m ( 2i + i(1+2 mj ) )) r ) and ; 2 GF(2 n )g; where m divides n, e = n=m, gcd(j; e) = 1, j < e=2, is a primitive element of GF(2 n ), and r is relatively prime to 2 m ? 1. The family does not change when r is multiplied by a power of two, so we can assume that r < 2 m?1 and is odd. Note that a cyclic shift of one of these sequences by places replaces by 2 , and replaces by (1+2 mj ) , and hence gives another sequence in the family. Proposition 6.1 Let n be a positive integer, N = 2 n ? 1, m 1 , and m 2 be divisors of n such that m 1 and m 2 divide n, and e 1 = n=m 1 and e 2 = n=m 2 . Let r 1 , r 2 , j 1 , and j 2 be integers such that 1 r k < 2 m k ?1 , r k is relatively prime to 2 m k ? 1, j k < e k =2, and j k is relatively prime to e k for k = 1; 2. Let 1 and 2 be primitive elements in GF(2 n ). Then S(m 1 ; j 1 ; 1 ; r 1 ) and S(m 2 ; j 2 ; 2 ; r 2 ) are disjoint unless either 1. m 1 = m 2 , j 1 = j 2 , and for some integers u and v, 0 u < n, and 0 v < m 1 , 2 = 2 u 1 , and r 1 = 2 v r 2 , or 2. m 1 j 1 = m 2 j 2 , r 1 and r 2 are powers of 2, and for some integer u, 0 u < n and 2 = 2 u
1 . In each of these cases S(m 1 ; 1 ; r 1 ) = S(m 2 ; 2 ; r 2 ): 14
The proof is contained in Appendix B.
It is now straightforward to determine the number of distinct families of (0; j)-QF sequences. where n 0 is the maximal odd divisor of n.
Proof: If 1 and 2 are primitive elements in GF(2 n ), then they are equivalent for purposes of generating families of (0; j)-QF sequences if they are in the same Galois coset, i.e., if 2 = 2 k 1 for some k. If ejn is chosen with e odd, and 0 r 1 ; r 2 < 2 m ?1, then there are (e)=2 choices for j. We say r 1 is equivalent to r 2 , written r 1 e r 2 , if r 2 2 k r 1 mod 2 n=e ? 1 for some k.
By Proposition 6.1, a family of (0; j)-QF sequences is uniquely determined by the following: a choice of Galois coset of primitive elements of GF(2 n ); a choice of divisor e of n; a choice of j relatively prime to e; and a choice of e equivalence class r, with r 6 e 1. In addition,
there is a family of (0; j)-QF sequences for each choice of Galois equivalence class of primitive elements, each j < n relatively prime to n, and r = 1.
The number of Galois equivalence classes of primitive elements is (2 n ?1)=n: For a given e, the number of j < e=2 and relatively prime to e is (e)=2, and the number of e equivalence classes is e (2 n=e ? 1)=n; which proves the theorem.
Similar arguments apply in the second case, with e restricted to be odd. 2 
Tables
The values of N QF and the lower bound on the maximum linear span for the rst few n are summarized in Table ( + 1. This means that e is odd. If n is a power of two, then it has no odd divisors. If n is prime or is twice a prime, then r must be a power of two, so the lower bound on the linear span is 2n. These values have been omitted from the table.
For the values included, not all families achieve the stated lower bound on the maximum linear span { this bound is simply the best that can be achieved. Also, for a given n, the maximum correlation varies as the factorization n = me varies. In fact, there is a tradeo between linear span and maximum correlation. For a xed n, the linear span is large when e is small and m is large (and wt(r) is large). The maximum correlation, however, exceeds the square root of the period by about 2 m=2 when e is odd, and by about 2 m when e is even. Thus the maximum correlation is small when m is small. Making a choice of factorization n = me depends on which statistic is most important. Table ( 3) summarizes the e ects of this choice for n = 36. The assumption is that wt(r) is as large as possible. N denotes the number of distinct Galois cosets of primitive elements in GF (2 36 First consider the case when e = 3. We have A(`) = B(`) for all`, so A(`) = 4A(`? 1). The solution to this recurrence is A(`) = 3 4`, so A(`) + B(`) = 6 4`. Thus the total number of good exponents for a run of length R when e = 3 is 6 4 R :
The general case is somewhat more complicated. Equation (8) + 2 x k(1+2 j 2 ) ): Expanding the traces and comparing the degrees of the terms on each side of the equality, we see that k must be a power of two, and j 1 = j 2 . Furthermore, if only one of r 1 and r 2 is power of two, then the two sequences have di erent linear span, which is impossible.
In what remains we assume that neither r 1 nor r 2 is a power of two. Since n is xed, there are integers a, b, c, and d with abcd = n and b relatively prime to c, such that m 1 = ab and m 2 = ac. By symmetry we can assume b < c. Let (x) has exponent 1 (t; I; K) = 2 t P`2 L 1 2`k`2 abi`w ith 0 t < ab, k`2 f2; 1 + 2 abj 1 g, and 0 i`< cd. The typical term in s 2 (x) has exponent 2 (t; I; K) = 2 t P`2 L 2 2`k`2 aci`, with 0 t < ac, k`2 f2; 1 + 2 acj 1 g, and 0 i`< bd. For some choices of parameters there may be cancellation, but, as we have seen, if all k`= 1 + 2 abj 1 in the rst case, and all k`= 1 + 2 acj 1 in the second case, then the terms with these exponents are not cancelled. Moreover, these exponents are the only ones whose base two expansions have the maximum weight in each s v (x). Thus their weights, 2 wt(r 1 ) and 2 wt(r 2 ) must be equal. Hence wt(r 1 ) = wt(r 2 ), and the set of these exponents for s 1 (x) is a permutation of the set of these exponents for s 2 (x). We can simplify this by replacing r 2 by 2 t r 2 . This has no e ect on the sequences, but changes L 2 . Thus we can assume that t = 0, so X 
2.` `0 +aci`0 +acj 2 mod abcd: This implies` `0 mod ac. But 0 `< ac and 0 `0 < ac, so`=`0. We must have i`0 = bd?j 2 > bd=2. Then`+aci`0 =`+acb ? j 2 =`0 0 +abj 1 for some`0 0 2 L 1 . As in case (1), it follows that b ? 1 jc(bd ? j 2 ) ? bj 1 j: (11) Note that for each`2 L 1 , whichever case holds we have`2 L 2 , i.e., L 1 L 2 . These sets have the same cardinality, so L 1 = L 2 def = L, which means that r 1 = r 2 def = r. Moreover, equations (10) and (11) together imply that c(bd ? 2j 2 ) 2(b ? 1): But j 2 bd=2 ? 1, so 2c c(bd ? 2j 2 ) 2(b ? 1), i.e., c < b, contrary to our assumption. Therefore either case (1) holds for every`, or case (2) holds for every`.
If case (1) holds, then P`2 L 2`(1 + 2 abj 1 ) = P`2 L 2`(1 + 2 acj 2 ) so that P`2 L 2`+ abj 1 = P`2 L 2`+ acj 2 . Each`+ abj 1 and each`+ acj 2 is less than abcd, so the sequence of`+ abj 1 mod abcd increases monotonically with`. The same holds for the sequence of`+ acj 2 . The only possibility is that, for each`, 2`+ abj 1 = 2`+ acj 2 , so abj 1 = acj 2 . The relative primality of b and c implies that there is a j < d with j 1 = cj, and j 2 = bj. A similiar argument in case (2) )) r ):
Since 1 is nonzero, 2 must also be nonzero. However, the sequence associated with the left hand side of equation (13) has linear span ab c wt(r)
, while the sequence associated with the right hand side of equation (13) . Since these are equal, the weight of r must be one. That is, r must be a power of two.
