ABSTRACT: In this paper we introduce adjustments for standard evaluation measures appropriate for the analysis of data with asymmetrical importance. In risk analysis, it is understood that the returns of an asset do not all provide the same amount of information. This asymmetry of information is crucial for choosing the most appropriate model and evaluating its forecasting ability. In risk analysis, measures like value at risk (VaR) and expected shortfall (ES) concentrate on the left tail of the distribution of returns so that failures in fitting a model on the right tail are not important. Therefore, when we estimate the VaR of an asset, the days of violations are more important than the days of non-violations. The proposed adjustments take into consideration the asymmetry in importance and are filling the gap in the theory of evaluation of percentiles measures. The measures are divided into fixed partition, based on prior information or the goal of forecasting, and non fixed partition, based on the time proximity of the model failure. The performance of the proposed measures is illustrated with the use of a stock from the industrial metals and minerals index of the American Stock Exchange (NYSE MKT), as well as a warrant, from the Athens Exchange (ATHEX).
Introduction
Risk measures have been proposed and used, over the years, to quantify overall risk exposure for the purpose of financial supervision, including internal control and banking supervision. Value at risk (VaR) and expected shortfall (ES) are the most popular of such measures, primarily due to their simplicity. Furthermore, VaR has also been popular due to its easy validation and backtesting. The introduction of ES as a new risk measure that possesses the sub-additivity property and measures the loss in the tail, came naturally as a response to the limitations of VaR, specifically its failure to fulfill the sub-additivity property in non-normal cases, and its inability to capture tail risk (Artzner et al., 1997 (Artzner et al., , 1999 Acerbi and Tasche, 2002) .
In order to judge the forecasting quality of typical methodologies such as the above, one may rely on a number of popular evaluation measures, such as the mean square error (MSE), the mean absolute error (MAE), and the mean absolute percent error (MAPE). The problem with these measures is that they fail to evaluate the risk measure estimators such as VaR, because these are percentiles. Indeed, the distance between the realization and the percentile does not provide any information about the accuracy of the percentile estimation and as such it must be adjusted. Even though, many evaluation measures and their adjustments have been proposed over the year (see Wang and Bovik, 2009; Singh et al., 2014; Imbens et al., 2005) , no one has introduced any appropriate adjustment for percentile evaluation. Therefore, the problem is an open scientific problem with many applications to a variety of fields. Moreover, our proposed adjustments provide a framework for a far greater family of problems as we will show later. For comparison purposes, backtesting methods, such as the violation ratio (VR) for VaR and normalised shortfall (NS) for ES, are commonly used (see for example Broda and Paolella, 2011) .
Recently, two published papers (Siouris and Karagrigoriou, 2017; Siouris et al., 2019) , have shown that improvement in forecasting based on the price of a stock is possible. The improvement is made in a subset of the dataset with a specific property (e.g., a very low price). For the same subset of very low-priced stocks, in this paper, adjusted evaluation measures are proposed and implemented in order to evaluate forecasting ability and demonstrate the advantages of the method at hand.
The motivation for the present paper, lies in the fact that in risk analysis, it is often understood that the returns of an asset do not all contain the same amount of information, and do not have the same degree of significance (Sokolova and Lapalme, 2009; Asadabadi et al., 2018; Al-Hawamdeh, 2008; Aladag et al., 2010) . This is also apparent in other scientific areas, related to medical, climatological, geophysical or meteorological phenomena. The "asymmetry in the importance"of information is crucial both in choosing the most appropriate model and in evaluating its forecasting ability. In the case of risk analysis, risk measures like VaR and ES, concentrate on the left tail of the distribution of returns. Hence, failures in fitting a model to the right tail are not considered important. When the VaR of an asset at time t is evaluated, the days of violations are more important than the days of nonviolations; the same happens with ES. Similar behavior is also found in other situations, such as health sciences and geosciences. Indeed, in biosurveillance systems for instance, the same phenomenon occurs for epidemic and non epidemic periods, the former being the important ones although it is the latter that are frequently modelled. Based on the above, evaluation measures should take into account this "asymmetry in the importance" of information borne in the data.
The concept of "asymmetry in the importance" of information is not rare in science. For example, great earthquakes provide much more information for the estimation of seismic magnitude than smaller ones. Days of extreme losses on the financial markets bear greater information compared to the "normal" days, as correlations are non-linear within each financial market in the day-by-day returns as well as between financial markets. Epidemic days carry disproportionate information compared to non-epidemic days. This is true in general, whenever the cost function for the difference between the estimation and the realized value is not constant. This non-constant cost function depends on the distance between the two values as in the case of a risk measure when a violation occurs, on the value of the realization and the range that it belongs to as in the case of seismology and epidemiology, or on a pre-specified partition of the dataset.
In this paper, we introduce for the first time, to the best of our knowledge, adjustments of standard evaluation measures appropriate for asymmetrically important data. The proposed adjustments fill a gap in the literature of percentile evaluation both for situations where the cost of error is not equal for all cases and for situations where a clear partition of the dataset exists. The proposed measures will be divided into two general categories based on the method of partitioning the dataset; fixed partition, based on prior information or the goal of the forecasting, and non fixed partition, based on the time proximity of the model failure. The two categories of measures are presented in Section 1 and an evaluation of their performance is given in Section 2. Concluding remarks are provided in Section 3.
The partitioning of the dataset will be done in two main ways, which we will call Type 1 and Type 2. Type 1 is a fixed partition, based on prior information for the dataset or the goal of the forecasting procedure. Type 2 is a dynamically adjusted partition of unit sets, based on their time proximity to the present. Both types, with respective examples, are presented below.
For the purpose of this work, we concentrate on a risk measure for estimating possible losses, and below we introduce the Type 1 adjusted evaluation measure.
The percentage VaR (PVaR), which is a risk measure for estimating the possible percentage losses from trading assets, within a set time period, is defined as follows:
Definition 1: (a) PVaR(p) is the 100pth percentile of the distribution of returns.
(b) PVaR t (p) is the PVaR(p) at time t, where the distribution of standardized returns with standard deviation σ, (R t /σ), is denoted by F (·). Observe that the PVaR of an asset takes the form:
where F −1 (p) is the 100p th percentile of the inverse of the distribution of (R t /σ), namely the standardized returns with standard deviation σ.
(c) Let p t be the asset value at time t and c(p t ) be the minimum price variation (market accuracy) associated with the value of the asset at time t. Then, the minimum possible return of an asset at time t (mpr t ) is the logarithmic return that the asset will produce if its value changes by c(p t ) and is given by:
The low price effect area is the range of prices for which the mpr is greater than a pre-specified threshold Θ.
As a simple example consider the case where a stock market operates with a fixed accuracy c(p t ) = 0.001. If the threshold is chosen to be Θ = 0.001, then according to Definition 1(c), it is easy to see that for a stock price p t less than 0.999001 the minimum possible return mpr t is greater than Θ. Thus, the low price effect area is the set {p t : p t < 0.999001}. Siouris et al. (2019) proposed the low price correction by rounding the PVaR t (p) estimate to a legitimate value, namely the next integer multiple of the mpr t . In particular, the low price correction of the estimation denoted by P V aR t (p) is given by:
where w is the floor function (integer part) of w.
Observe that under the above low price correction, the market accuracy is passed on to the evaluation of the PVaR, resulting in reasonable estimations and as a result fewer violations. Let {y t } T t=1 be a sample of daily logarithmic losses on a trading portfolio, and define the indicator η t that takes the value 1 if y t > P V aR t (p) (or P V aR t (p) if the above correction has been enforced) and 0 otherwise. A PVaR violation is said to have occurred if η t = 1. Observe that the low price correction is associated with the rationalization of the estimated asset returns as it is the next integer multiplier of the minimum possible return.
In order to measure the accuracy of the above procedure, one cannot rely on popular evaluation measures, such as the MSE, MAE, MAPE, or the heteroskedasticity mean square error (HMSE), because VaR estimations are percentile estimations. The fact that the proximity of the realzsed returns to the estimated percentile does not provide any information creates the need for introducing appropriately adjusted accuracy measures. Note though that this is not the case for backtesting procedures; by concentrating on the underlining risk, only the proximity in days of violation provides information on the quality and accuracy of the proposed methodology. The decrease in the values of the adjusted evaluation measures will show and verify the improved forecasting quality of the low price correction. It is easily seen, that the MSE in the above setting, is defined as follows:
Observe that the above is a special weighted MSE expression and can be written as
All popular evaluation measures used in the literature can be adjusted to fit our proposed methodology by generalizing the special weights used above. The adjusted MSE is defined below.
Type 1 Evaluation Measures
Definition 2: Adjusted MSE (AMSE) is given by
where w i is a pre-specified weight given to the i-th observation based on its importance, y i is a sample observation,ŷ i is the observation forecast, n is the sample size, and w = n i=1 w i .
We also provide the respective formulas for the adjusted mean absolute error (MAE), the adjusted mean absolute error (AMAE), the adjusted mean absolute percent error (AMAPE), and the adjusted heteroskedasticity mean square error (AHMSE):
The adjusted measures presented in this work, provide a more general and flexible framework, for addressing "asymmetry in importance data".
As shown in (3), examples of the applicability of these measures can be found in risk analysis; other examples are found in biosurveillance, among other settings. In the case of risk analysis, and specifically in the case of VaR estimations, days in which a violation occurred, are obviously more important than others. The same logic holds for ES estimations. Also, we may want to give different weights to days with positive returns than to days with negative returns, because days with positive returns are not so important from the risk analyst's point of view. In this case, the partition can be done as follows:
where y i are the daily logarithmic losses of a stock, and P V aR i (p) is the Percentage Value at Risk, as defined in Siouris et al. (2019) .
Under this partition, weights can be given as follows
As it is clear these weights are chosen arbitrarily, which is the main weakness of Type 1 adjustment of evaluation measures. One possible choice for the weights is g 1 = 0, g 2 = 1 and g 3 = 10, assuming that days of PVaR violation are 10 times more important than days of positive losses that did not violate PVaR and days of negative losses (days of positive returns) are not taken into account.
Analogously, in biosurveillance we have epidemic and non epidemic periods, and the failures of the model should not be evaluated as the same in these two periods.
Remark 1: When equal weights are assigned to all observations, we obtain the standard evaluation measures. As a result, a standard evaluation measure constitutes a special case of the adjusted measures defined above.
Remark 2: Additional functions like the one proposed by Gónzalez-Rivera et al. (2004) could also be used for exploring the robust capabilities of the proposed methodology. Such explorations will be the main theme of a future study.
Type 2 Evaluation Measures
In the second type of partition, the weights applied are time dependent and exponentially decreasing as we go further back in time. In this case, models that are generally good but fail in the latter part of the time series, should be replaced by more appropriate ones. Weights can be assigned in the same fashion as in the exponentially weighted moving average (EWMA) model, a well-known and widely used model in risk analysis and financial time series:
where λ is the EWMA constant. Under the assumption that the weights sum to one, namely
and for |λ| < 1, we have that w 1 = 1 − λ. For a finite dataset, which is usually the case,
, where n is the sample size. In contrast to Type 1 adjustment, the weights in the Type 2 case, are not chosen arbitrarily.
Applications
To apply the proposed methodology, in this section we use, for illustrative purposes, the Northern Dynasty Minerals, Ltd. (NAK) stock from the industrial metals and minerals index of the Americal stock exchange, NYSE MKT, as well as, the National Bank of Greece (NBG) warrant from the Athens stock exchange, ATHEX. These assets, the basic statistical characteristics of which are furnished in Table 1 , were chosen for their low prices which will help fully explore the capabilities of the proposed methodology.
The NBG warrant
Warrants are in many ways similar to options, but with a few key differences distinguishing them. Warrants are generally issued by the company itself, not by a third party and they are traded over-the-counter more often than on an exchange market. Unlike options, warrants cannot be written by investors and they tend to have much longer periods between issue and expiration. They do not pay dividends or come with voting rights. Investors are attracted to warrants as a means of leveraging their positions in a security, hedging against downside risk, or exploiting arbitrage opportunities. The warrants of the National Bank of Greece (NBG) were issued in 2013 as part of the first recapitalization of the Greek banking system, and they were traded on the Athens Exchange (ATHEX). The expiration date of the warrants was 4.5 years from the issue date. They had 9 exercise dates, one every six months. On each exercise date, the owner can buy stocks at a specific price, which in the case of the NBG was 4.6761 euros per stock. Later, when the NBG stock price collapsed, the warrants' price also collapsed.
Below, we first implement the low price correction (lpc) on the PVaR methodology given in (1). Then, the backtesting results for various models considered (EWMA, Normal, historic simulations [HS] and generalized autoregressive conditional heteroskedasticity [GARCH] model with skewed t-student innovations and estimated degrees of freedom) are considered; these appear in Table 2 . Note that the primary tool for backtesting is the violation ratio (VR) which is obtained by comparing observed frequencies and expected number of violations. The predictive ability of all models used is presented in Tables 3-7: the standard evaluation  measures (Table 3) ; the special case of adjusted measures given in (2) (Table 4); Type 1 evaluation measures only in the final days of violations (the days of violations of the corrected model) (Table 5) ; Type 1 measures given in (3) with g 1 = 0, g 2 = 1, g 3 = 10 (Table 6) ; and Type 2 evaluation measures, with a typical choice for the parameter λ equal to 0.94 (Table 7) .
We must point out the differences in the results from the various evaluation methods in the following tables. Table 2 shows that in all 4 models, the low price correction methodology produces estimations with fewer violations, a result that by itself proves the usefulness of this correction. In contrast, in Table 3 the standard evaluation measures completely fail to demonstrate any improvement of estimations. On the contrary, most of the times the estimations were far worse than previously. This is due to the aforementioned inability of standard evaluation measures to evaluate percentiles. Due to this inconsistency between Tables 2 and 3, we are motivated to provides appropriate adjustments of the standard evaluation measures. Table 2 gives the VRs for the PVaR estimations for four different models, with and without low price correction implemented, as well as, the PVaR volatilities. Based on the results of the PVaR estimations shown in Table 2 and the fact that an acceptable range of VR (according to the Basel III accords) is 0.8-1.2, the HS and GARCH(1,1) fail the most among all the models considered. The estimations of all the models systematically underestimate the underlying risk. We observe that the proposed low price correction methodology significantly improves the VR in all models. In fact, Table 2 clearly shows that in all 4 models, the low price correction methodology produces PVaR estimations with fewer violations. As a result, in all cases examined, VaR estimations have been improved in the sense that their VR is considerably reduced with the low price correction. Indeed, the VR (2nd vs. 1st column in Table 2 ) is always improved, in the sense that the frequency of violations is reduced which is associated with a more defensive approach in accordance with Basel III. This is a result that by itself clearly proves the usefulness of the low price methodology methodology. The same conclusions are also evident from Figures 1 and 2 . These figures show the improvement arising from the use of the proposed methodology and are provided for a visual understanding of the contribution of this work.
The first adjustment is presented in Table 4 , where only the violations are taken into consideration. Even though this table is closer to the truth, it still fails to capture the improvement shown by the VR. This is due to the different denominator in the adjusted evaluation measures for the estimations with and without the low price correction. By far the best adjusted evaluation measure, one, that completely captures the genuine improvement in our estimations with the help of the low price correction, is that in Table 5 . In this table, the improvement is genuine for all models and for all measures, as was expected from the definition of the low price correction. The adjusted evaluation measure results shown in Table  5 completely agree with the VR results of Table 2 and also quantify something that was clear from the definition of low price correction, specifically, that the improvement from the risk analysis point of view is genuine. Tables 6 and 7 present the results from other variations of adjusted evaluation models and have to do with the needs of the researchers. Last but not least, Table 5 in almost all cases selects a different model as the best, compared to Table 2 .
As we see in Tables 3-7 , the chosen model depends on the evaluation measure used and the adjustment chosen. For example, HS is the best model according to the standard MSE evaluation measure, whereas EWMA appears to be superior based on the Type 1 adjustments presented in Tables 4 and 6 . GARCH(1,1) is the model selected according to the Type 2 adjusted evaluation measure of Table 7 . The most important result, is that, although the standard evaluation measures fail to capture the obvious improvement of the low price correction, the Type 1 adjustment completely succeeds in illustrating this improvement. This is clear from the results for all measures in Table 5 which contains the evaluation measures results for PVaR with and without low price correction in the final days of violations (the days of the violations of the corrected model). Finally, the decrease of HMSE for the lpc GARCH(1,1), in all adjusted cases, is more extreme than before. Note that, various measures based on both quadratic and absolute errors were used for completeness. The investigator is free to choose the most appropriate measure for his/hers purposes. However, caution is needed when AMAE and AMAPE measures are used because both are scale sensitive.
Remark 3: It should be mentioned that any distribution can be used, as in Siouris and Karagrigoriou (2017) where Gaussian and non-Gaussian innovations were examined. In the present work, the best among a series of candidate models was chosen to be presented, namely the one with skewed t-Student innovations. Furthermore, note that alternative models that have recently attracted considerable attention such as the generalized autoregressive score (GAS) models (Creal et al., 2013; Harvey, 2013) , will be left for future work.
Remark 4: Note that in addition to the VR, which is equivalent to the well-known Kupiec's test (Kupiec, 1995) other backtesting procedures (see e.g., Christoffersen, 1998) could also be applied.
The NAK stock
The NAK data (2500 observations) extend from January 8, 2008 until December 12, 2017. Details about the behavior of the NAK stock can be found in Siouris et al. (2019) . The low price correction methodology is again implemented. Backtesting is done with the same models as before with the addition of the asymmetric power autoregressive conditional heteroskedasticity (APARCH) model with skewed t-student innovations model and degrees of freedom estimated. The results of the backtesting are presented in Table 8 and Figures 1  and 2 . Furthermore, the performance of the low price correction methodology according to the accuracy measures, is presented in Tables 9-13: the standard evaluation measures (Table  9) ; the special case of adjusted measures given in (2) (Table 10); Type 1 evaluation measures only in the final days of violations (the days of violations of the corrected model) (Table 11) ; Type 1 measures given in (3) with g 1 = 0, g 2 = 1, g 3 = 10 (Table 12) ; and Type 2 evaluation measures, with a typical choice for the parameter λ equal to 0.94 (Table 13) .
Tables 8 and 9 present a comparison of the results of the evaluation methods identical to the ones presented in Tables 4 and 5 and discussed above. These results confirm the necessity of adjusted evaluation measures and provide the motivation for their definition and their implementation. Table 8 , gives the VRs for the PVaR estimations for six different models, with and without low price correction implemented, as well as, the PVaR volatilities. Based on the results shown in Table 8 , and the fact that an acceptable range of VR is 0.8-1.2, we have that the PVaR estimation under normality, GARCH(1,1) and GARCH(2,2), are the three models that fail the most. The estimation under normality systematically overestimates the underlying risk, as it misinterprets big positive returns as risk factors, whereas GARCH(1,1) and GARCH(2,2) systematically underestimate it, and EWMA seems to fail. Acceptable models are the ones based on historical simulation and APARCH(1,1). It can be observed that the proposed methodology of the low price correction improves or leaves unchanged the VR in all models.
The first adjustment is presented in Table 10 , where only the violations are taken into consideration. Even though this table is closer to the truth, it still fails to capture the improvement shown by the violation ratio. This is due to the different denominator in the adjusted evaluation measures for the estimations with and without the low price corrction. By far the best adjusted evaluation measure, one that completely captures the genuine improvement in our estimations with the help of low price correction, is that in Table 11 . In this table the improvement is genuine for all models and all measures, as was expected from the definition of low price correction. The adjusted evaluation measure results shown in Table 11 agree completely with the VR results of Table 8 and also quantify something that was clear from the definition of low price correction, specifically, that the improvement from the risk analysis point of view is genuine. Tables 12 and 13 present results of other variations of the adjusted evaluation models and have to do with the needs of the researchers. Last, but not least, Table 11 in almost all cases selects a different best model as compared to Table 8 .
Based on MSE, we observe that for the standard case (Table 9) , GARCH(1,1) is the best model for the PVaR estimation. The same is also the case according to Type 1 (Table 12) and Type 2 adjusted measures (Table 13) . On the other hand, this is not the case for the results shown in Table 10 which are based on the special Type 1 measure given in (2)) and clearly pick EWMA as the best model. However, such a conclusion is expected if one takes into consideration the fact that EWMA is the most "nervous" among the competing models, and, additionally, that the focus of the study is solely on violations. It must be noted, that even though GARCH(1,1) was not acceptable based on the VR, it is the one that behaves the best, according to the results in Tables 9, 11 and 13, and is among the best performing models based on the results in Table 10 .
Comparing the results of Tables 9 and 13, which are both based on the entire set of observations, we clearly verify the effectiveness and significance of the EWMA weights (i.e., of type 2 measures), as compared to the standard evaluation measures. On the other hand, whereas the standard evaluation measures fail to reveal the failure level of the Normal model, the adjusted evaluation measures do not. Also, the low price correction is evaluated more accurately with the techniques presented in Tables 10-12, which concentrate on the violations and the negative returns, respectively. This is paticularly the case for the Type 1 adjustment, as shown in Table 11 which contains the evaluation measures results for PVaR with and without low price correction in the final days of violations (the days of the violations of the corrected model). Lastly, it must be noted that HMSE is not an appropriate measure for testing normality, and should not be taken into consideration.
Conclusions
In this paper, we have presented adjusted evaluation measures, applicable to situations in which not all observations are equally important. The phenomenon is quite common in finance as, for instance, in the case of asset returns which do not all contain the same amount of information. The proposed adjusted evaluation measures are categorized in two general classes, according to the method of partition of the data. Type 1 is a fixed partition, based on prior information or the goal of the forecasting procedure whereas Type 2 is a dynamically adjusted partition of unit sets, based on the model failures, and their time proximity to the present.
For equal weights, Type 1 adjusted evaluation measures are simplified to standard measures. In other words, a standard evaluation measure constitutes a special case of the class of Type 1 adjusted measures. As shown in the application section, adjusted evaluation measures of Type 1, are quite useful, offering additional information about the forecasting ability of models. On the other hand, their main weakness is associated with the fact that weights are arbitrarily chosen. However, if the main goal is to narrow the evaluation to a subset of the available values, as is needed for the correct evaluation of the low price correction, then the choice of weights is straight forward and the results quite clear as it is shown on Tables 4 and 10 .
In contrast, the weights in the Type 2 case, are given according to the EWMA models' weights. Such weights typically decrease at an exponential rate as time goes back, which resembles the autocorrelation behavior of assets returns. These time dependent weights provide a framework within which the most appropriate model in the latter part of the time series is chosen. Note that the applicability of the proposed measures is not limited to finance; it can easily be extended to other scientific areas where data do not necessarily carry the same amount of information, such as in physical (earthquakes, floods etc.) or climatological (heat or cold waves) phenomena. Note: MSE, MAE, MAPE and HMSE Type 1 measures given in (3) are provided with and without lpc for the National Bank of Greece (NBG) warrants for the models EWMA, Normal, Historic Simulations (HS) and GARCH with skewed t-Student errors. 
