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概要
近年，パーソナルデータが大量に蓄積され，第三者提供や二次活用による活用が期待
されている．特に，パーソナルデータのシーケンスである系列データからは，系列中
のパターンや因果関係といった高度な分析を実現できる．このような系列データを
データ保有者以外も利活用可能になれば，様々な分野で新たな発見やサービスの発展
が期待できる．しかし，パーソナルデータの第三者提供や二次活用に際しては，プラ
イバシへの配慮が必要となる．
プライバシ保護技術の一つとしてデータ匿名化が知られている．データ匿名化は，
k-匿名性 [67]や `-多様性 [47]等の匿名性の指標を充足するようにデータの加工を行
う技術である．系列データに対する既存の匿名化技術は，蓄積された複数の属性値の
系列に対して静的に匿名化を行う技術であり，連続的に蓄積されていくデータを逐次
匿名化することができなかった．また，個人が特定されずともある属性の値が他の属
性群から特定されてしまう場合がある．このようなときに，系列データの属性間の関
係を多様化するような加工には，属性値や属性間の関係を大きく曖昧化してしまう問
題があった．
本研究では，系列データの連続的な利活用をプライバシを考慮しながら実現するた
めに，主に移動軌跡ストリームを対象とした連続的匿名化手法を提案する．また，セ
ンシティブ属性間の多様性の保証を，属性値を加工せずに実現する関係多様化を導入
し，さらに関係の曖昧性を抑止しながら関係多様化を実現する手法を提案する．
提案手法を用いることで，系列データの提供をプライバシに配慮した形で実現し，
特にリアルタイムな移動軌跡の提供や，属性間の関係に多様性が保証された系列デー
タの提供が，ある一定の精度を維持しつつ匿名性が保証された形で実現される．
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第1章 緒言
1.1 本研究の背景
近年，個人に関する情報を記録したパーソナルデータが大量に蓄積され，第三者提
供や二次活用によるパーソナルデータの活用が期待されている．しかし，パーソナル
データにはデータ主体である個人にとって他人に知られたくない情報（センシティブ
属性）が含まれる場合があるため，パーソナルデータを活用する際にはデータ主体の
プライバシへの配慮が必要となる．
パーソナルデータの活用の例として，医療機関が保持する患者の医療情報を活用し
たデータ分析が挙げられる．例えば，日本のセンチネル・プロジェクトに関する提言
[90]では，複数の医療機関が保持するレセプトデータ (診療報酬明細書 1)等の医療情
報を分析することで，「ある医薬品の使用者における特定の副作用 (有害事象)の発生
頻度を，当該医薬品を使用していない場合の有害事象の発生頻度と比較することが可
能」になると言われている．
医療分野においては，米国のHIPAA(Health Insurance Portability and Accountability
Act)法における必要最小限の情報開示の要件 (minimum necessary requirements)[72]で
は，医療情報を開示する際には開示する情報を必要最小限にすることが求められて
いる．
1レセプトデータ (診療報酬明細書)とは，患者が受診した医療費について医療機関が健康保険組合
などの保険者に請求する際の明細書のことである．診療報酬明細書は以前は紙であったが，現在は電
子化が進んでいる [99]．
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また，異なる業種が保持するユーザのパーソナルデータを連携することで，新たな
サービスが創出されることが期待されている [92]．パーソナルデータはプライバシに
関わる情報であると同時に，企業における情報資産とも考えられているため，パーソ
ナルデータを他の機関へ開示することは好ましくない．また，パーソナルデータの
データ主体である顧客やユーザのプライバシへの配慮が求められる．
1.2 匿名化によるプライバシ保護
パーソナルデータには，個人を明示的に識別する社員番号や学籍番号などの直接識
別子 (Explicit Identifier)と，個人を特徴付ける生年月日や性別，職業などの準識別子
(Quasi-Identifier)が含まれる．準識別子の属性をいくつか組み合わせることで，パー
ソナルデータから個人を特定し得る．よって，直接識別子を切り落とすだけでなく，
準識別子からの個人特定にも配慮した匿名化が必要となる．
データ匿名化は，所定の匿名性を満たすようにデータセットを加工する技術である．
特に，準識別子からの個人特定の困難さを表す k-匿名性 [67]が広く知られている．k-
匿名性は同一の準識別子の組を持つレコードが k以上存在することを表す匿名性の指
標であり，k-匿名性を充足することで準識別子から個人を特定が困難になり，一定の
プライバシ保護が実現できる．k-匿名性を充足させる処理を k-匿名化と呼ぶ．k-匿名
化は広く研究が行われており，様々な手法が提案されている．また，センシティブ属
性の特定確率にまで踏み込んだ `-多様性 [47]等の k-匿名性を拡張した匿名性の指標
やそれらを実現するデータ匿名化手法が提案されている．パーソナルデータをデータ
匿名化することで，プライバシ侵害のリスクを低減した第三者提供や二次活用が実現
できる．
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表 1.1: パーソナルデータの例
ID 年齢 性別 傷病名
1 22 男 かぜ
2 28 男 HIV
3 33 男 HIV
4 42 男 かぜ
5 42 女 ガン
6 48 女 ガン
表 1.2: k-匿名化したパーソナルデータの例
年齢 性別 傷病名
[20, 29] 男 かぜ
[20, 29] 男 HIV
[20, 39] 男 HIV
[30, 49] ANY かぜ
[30, 49] ANY ガン
[30, 49] ANY ガン
表 1.1にパーソナルデータの一例を示す．表 1.1では，IDが直接識別子，年齢と性
別が準識別子，傷病名がセンシティブ属性である．また，表 1.1では，データ主体を
一意に識別する直接識別子を用いずとも，準識別子である (年齢,性別)の組からある
個人のレコードを一意に識別できる．さらに，表 1.2は，表 1.1を k-匿名化 (k = 3)し
たパーソナルデータである．表 1.2では，準識別子である (年齢,性別)の組が重複す
るレコードが 3レコード以上存在し，特定の個人のレコードを識別することが困難に
なっている．
このようにパーソナルデータに対してデータ匿名化を施すことで，一定の匿名性を
持ったデータセットを生成することができ，データ主体のプライバシに配慮したデー
タセットの第三者提供や公開が実現できる．
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1.3 系列データ
系列データは，複数の属性が連なったデータである．系列データを利活用すること
で，系列を成す属性間からパターンを発見したり，属性間の関係を得ることができ
る．例えば，位置情報の系列データである移動軌跡からは，人々の移動のパターンを
分析でき，商圏分析等に活用することができる．また，診療情報の系列データに対し
ては，傷病間の因果関係分析や，特定の傷病の患者群の経過観察等を実現できる．さ
らにこれらの分析を複数の機関から収集したデータに対して実施すること等も期待さ
れている．
系列データは，データ主体の直接識別子に複数のセンシティブ属性が紐づいたデー
タとする．
x = (id; q1; : : : ; qm; s1; : : : sd) (1.1)
ここで，qiは準識別子，sj はセンシティブ属性である．系列データに対してセンシ
ティブ属性を特定しようとする攻撃には，準識別子からセンシティブ属性の特定だけ
でなく，あるセンシティブ属性から他のセンシティブ属性の特定もある．
表 1.3は系列データの例の一つである医療データを示している．表 1.3では，IDが
直接識別子，年齢と性別が準識別子，傷病名と処方薬名がセンシティブ属性である．
表 1.1では，センシティブ属性は 1つであったが，表 1.3は複数のセンシティブ属性
を持ち，センシティブ属性の系列を持っている．表 1.4も，系列データの一例を示し
ている．表 1.4は，月ごとの傷病名をセンシティブ属性として持つ時系列データであ
る．このような系列データからはセンシティブ属性間の関係を得ることができ，関係
を活かした分析ができる．例えば表 1.1では傷病名と処方薬名の傾向が分析でき，表
1.4では，病歴の分析や，経過観察などのコホート分析を実現できる．
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表 1.3: 系列データの例 1: 医療データ
ID 年齢 性別 傷病名 処方薬名
1 22 男 a X
2 28 男 b Y
3 33 男 b Y
4 36 男 b Z
5 42 女 c W
6 48 女 c X
表 1.4: 系列データの例 2: 医療データの時系列
ID 年齢 性別 傷病名 [4月] 傷病名 [5月]
1 22 男 a a
2 28 男 b c
3 33 男 b a
4 36 男 b b
5 42 女 c b
6 48 女 c c
また，タイムスタンプ毎のレコード (式 1.2)に分散しており，idに基づいて結合す
ることで式 1.3の形式になるデータも系列データの一つである．
xid[t] = (id; t; qt; st) (1.2)
xid = (id; q1; : : : ; qt; s1; : : : st) (1.3)
ここで，qt, stは時刻 (タイムスタンプ)tの準識別子，センシティブ属性である．
式 1.2や式 1.3の形式を取る系列データの例として，位置情報のシーケンスである
移動軌跡がある (表 1.5, 1.6,図 1.1)．表 1.5では，ユーザの滞在先の位置情報を表す l
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表 1.5: 系列データの例 3: 移動軌跡
u l t
Alice (10, 5) 1
Alice (15, 5) 2
Alice (18, 8) 3
Alice (18, 10) 4
Bob (10, 5) 1
Bob (9, 4) 2
Bob (8, 3) 3
Bob (8, 3) 4
表 1.6: 系列データの例 3: 移動軌跡 (系列)
u l[t1] l[t2] l[t3] l[t4]
Alice (10, 5) (15, 5) (18, 8) (18, 10)
Bob (10, 5) (9, 4) (8, 3) (8, 3)
がセンシティブ属性である．表 1.5では，ユーザの識別子 uによって位置情報 lの系
列を得ることができ，式 1.3の形式に変換したデータが表 1.6である．
位置情報の形態の一つである，ユーザやオブジェクトの位置を常時測位し，移動軌
跡 (位置情報の系列)がリアルタイムに伸長していく移動軌跡ストリーム (表 1.7)も系
列データである．移動軌跡ストリームの活用によって群衆の移動パターンのリアルタ
イムな分析が実現でき，リアルタイムな交通量分析や，移動傾向を利用した情報配信
等が可能になる．しかし，リアルタイムなデータの提供によって，ストーキングや監
視等のプライバシ侵害も可能になってしまうため，十分にプライバシへ配慮する必要
がある．
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図 1.1: 移動軌跡
表 1.7: 系列データの例 4: 移動軌跡ストリーム
u l[t1] l[t2] l[t3] l[t4] l[t5] : : :
Alice (10, 5) (15, 5) (18, 8) (18, 10) (19, 9) : : :
Bob (10, 5) (9, 4) (8, 3) (8, 3) (8, 2) : : :
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1.4 本研究の目的と貢献
本研究では，系列データに対するデータ匿名化の問題を扱う．系列データに対する
既存の匿名化技術は，蓄積された属性値の系列に対して静的に匿名化を行う技術で
あり，連続的に蓄積されていくデータを逐次匿名化することができなかった．また，
系列データには複数のセンシティブ属性が含まれるため，あるセンシティブ属性に関
する知識から，他のセンシティブ属性の属性値が特定されるというプライバシ侵害も
生じ得る．このようなプライバシ侵害を防ぐためには，属性値や，属性間の関係に多
様性を保証する必要がある．しかしながら，既存の手法は汎化に基づく手法であるた
め，属性値の多様性や，属性値間の関係の多様性といったより高度な匿名性を保証す
る際にセンシティブ属性の属性値が大きく曖昧化されてしまう問題がある．
本研究では，上述の系列データの匿名化に関する問題を解決するために，2つの匿
名化手法を提案する．
 移動軌跡ストリームの連続的匿名化
 センシティブ属性間の関係多様化
移動軌跡ストリームの連続的匿名化に関する研究では，主に移動軌跡ストリームを
対象として，これまで実現されていなかった系列データの連続的匿名化を提案する．
提案手法では，移動軌跡ストリーム中の各時刻の位置情報の精度をある水準以上に保
ちながらリアルタイムなプライバシ保護出版を実現する．
センシティブ属性間の関係多様化に関する研究では，あるセンシティブ属性から他
のセンシティブ属性を特定しようとするプライバシ侵害 (攻撃)を想定する．このと
き，センシティブ属性の属性値を汎化せずに，属性間の関係を曖昧化することで属性
間の関係多様性を保証する関係多様化を導入し，あるセンシティブ属性から他のセン
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シティブ属性の特定を困難にする．また，センシティブ属性間において，ある属性か
ら他の属性がどの程度推測できるかを表す (`1; `2)-関係多様性という新たな匿名性の
指標を定義する．さらに関係多様化を実現する手法として，関係多様化によって生じ
る属性間の関係の曖昧化を抑止する手法を提案する．
提案手法を用いることで，様々な種類の系列データの活用を安全に実現することが
でき，系列データのリアルタイムな活用の実現や，センシティブ属性間の関係の分析
の一部を高い精度で実現できるようになる．これによってリアルタイムな移動パター
ン検出や，精度が維持された月次集計・パターン分析が実現できる．
1.5 本論文の構成
本論文の構成は次の通りである．まず，2章で関連研究として，データ匿名化やそ
の他プライバシ保護の既存技術について説明する．次に，3章で移動軌跡ストリーム
に対する連続的匿名化を提案し，手法の有効性についても評価を行う．4章にて複数
のセンシティブ属性を持つデータセットに対するセンシティブ属性間の関係多様化に
ついて述べる．この章では，新たな匿名性指標 (`1; `2)-関係多様性を定義し，それを
充足する関係多様化を導入する．また，関係の曖昧性を抑制した関係多様化の一手法
を提案し，有効性について評価を行う．最後に，5章にて本論文をまとめる．
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第2章 関連研究
本章では，本論文で扱う系列データの匿名化に関連する研究について述べる．まず，
パーソナルデータ等のプライバシ侵害の懸念のあるデータを，プライバシを考慮しな
がら活用するための技術について概観する．その上で，本研究のベースとなる技術で
あるデータ匿名化とその周辺の技術について述べる．特に本論文で扱う系列データに
対する匿名化技術の既存研究を詳細に述べる．さらに，秘匿計算や PPDM，差分プラ
イバシについてもこれまでの研究動向を概説する．
2.1 プライバシを考慮したデータ活用技術
パーソナルデータを活用することで，個々人やある集団に関する新たな知見の発見
が期待できる．ここでパーソナルデータとは，個人を特定することができる個人情報
にとどまらず，個人に関するあらゆる情報がパーソナルデータに該当する．パーソナ
ルデータを活用するためには，パーソナルデータのデータ主体のプライバシに配慮す
る必要がある．
プライバシを考慮したデータ活用技術には，統計的開示抑制，データ匿名化 (Privacy
Preserving Data Publishing, PPDP)，PPDM (Privacy Preserving Data Mining)，秘匿計算，
差分プライバシなど，様々な技術がある．
統計的開示抑制は，国勢調査等の統計データを公開する際に個人が特定されないよ
うに統計データを加工する技術である．一定の水準を上回る値をまとめる処理である
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トップコーディングや，特定のセルを秘匿状態にして公開しない等の処理を行うこと
で，機微な情報の漏洩を回避する．
データ匿名化は，統計や分析等を行う前のデータに対して，あるデータが誰に関す
る情報であるか，ある個人の属性値が何であるかを特定できないように，データを加
工する技術である [24][26]．
PPDMや秘匿計算は，暗号技術等を用いてデータを秘匿したまま，分析結果や集計
結果のみ得る技術である．PPDMや秘匿計算は高い精度で計算結果を得ることができ
るが，計算を行うためのコストが大きいという課題がある．PPDMや秘匿計算は，計
算過程は安全であるが，計算結果は必ずしも何らかのプライバシ保護がされているわ
けではなく，出力である計算結果から入力である元のデータセットの詳細が推定でき
る場合がある．このような出力に対するプライバシ保護の技術として出力プライバシ
があり，その一つの技術として差分プライバシ [21]が近年注目され，多くの研究成果
が創出されている [22][80][41][6][93]．差分プライバシでは，出力に対して摂動を加
えることで，元のデータセットの詳細を隠蔽する．
また，データ保有者と利用者が互いにデータやクエリの詳細を明かさずに情報検索や
情報推薦を行うPrivate Information Retrieval (PIR)という技術も存在する [16][20][61]．
これまでは暗号を活用してデータやクエリを秘匿する手法が提案されてきた．近年で
は，クエリやユーザの思考を曖昧化したまま，情報検索や情報推薦を実現する技術も
提案されている [63][28]．
なお，これらの技術はそれぞれが想定する攻撃に対してのみ，一定の安全性や匿名
性が保証される．そのため，想定する環境，アプリケーションのプライバシ保護の要
件によっては，いくつかの技術の併用が必要である．
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2.2 データ匿名化
プライバシ保護型データ出版 (Privacy-preserving data publishing)に関する技術が
様々な分野で研究されている．データベースやデータ工学の分野では，リレーショナ
ルデータベースに対するデータ匿名化が研究されている．データ匿名化とは，データ
セットから個人の特定を困難にする技術の一つである．データセット中の個人特定の
困難さを匿名性と呼び，匿名性の指標として，k-匿名性 [67]が広く知られている．k-
匿名性を充足させる処理を k-匿名化と呼び，様々な手法が提案されている．
従来，氏名や会員番号などの直接識別子 (明示的識別子, Explicit Identifier)を削除す
るといった処理が匿名化として認知されてきたが，k-匿名化に代表されるデータ匿名化
では，1つ以上の属性の組合せで個人を特定し得る属性である準識別子 (Quasi-identifier,
QI)を加工して，特定の個人に関するレコードの特定を困難にする．同一の準識別子
を持つレコード群を等価クラス (Equivalence Class)と呼ぶ．データ匿名化では，所定
の匿名性を満たすように等価クラスを生成する．さらに，レコードの特定だけでなく，
他人に知られたくない属性であるセンシティブ属性 (Sensitive Attribute, SA)の特定を
困難にするなど，攻撃のモデルに合わせた匿名化手段が研究されている．また，k-匿
名化の実用化に向けた取り組みも行われている [105][104][98][101][103][102]．
図 2.1(a)は，パーソナルデータの一例である．属性「識別子」が直接識別子，属性
「年齢」と「性別」が準識別子である．例えば，年齢=22のレコードは user1のタプル
のみであり，一意に識別することができる．属性「疾病名」はセンシティブ属性であ
る．図 2.1(b)は直接識別子である「識別子」を取り除いたデータセットである．この
状態であっても，前述の通り準識別子から特定の個人のタプルを特定することが可能
である．どの属性が準識別子であるかを機械的に決定することは簡単ではなく，想定
する攻撃や保護の要件に合わせて適宜変更する必要がある．
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表 2.1: 匿名化の実行例
(a) 元テーブル
識別子 年齢 性別 疾病名
user1 22 男 かぜ
user2 28 男 HIV
user3 33 男 HIV
user4 36 男 かぜ
user5 42 女 ガン
user6 48 女 ガン
(b) 識別子を削除したテーブル
年齢 性別 疾病名
22 男 かぜ
28 男 HIV
33 男 HIV
36 男 かぜ
42 女 ガン
48 女 ガン
(c) 2-匿名化したテーブル
年齢 性別 疾病名
[20, 29] 男 かぜ
[20, 29] 男 HIV
[30, 39] 男 HIV
[30, 39] 男 かぜ
[40, 49] 女 ガン
[40, 49] 女 ガン
(d) 2-多様化したテーブル
年齢 性別 疾病名
[20, 29] 男 かぜ
[20, 29] 男 HIV
[30, 49] ANY HIV
[30, 49] ANY かぜ
[30, 49] ANY ガン
[30, 49] ANY ガン
2.2.1 攻撃モデル
データ匿名化では，想定する攻撃モデルに応じたデータの加工を行う．攻撃モデル
は，Fungらによって整理されている [24]．最も多くの場面で想定される攻撃モデルに
Record Linkageがある．Record Linkageは，特定の個人のレコードを特定する攻撃で
あり，準識別子の属性の組からレコードの特定を行う．さらに，Attribute Linkageで
は，特定の個人のセンシティブ属性値を一定の種類未満に，一定の確率以上に絞り込
む．Table Linkageは，特定の個人のレコードが特定のテーブルに含まれるかどうかを
一定の確率以上に絞り込む攻撃である．レコードの追加や削除，属性値の変化などの
イベントの事前確率と事後確率の変化から変化の詳細を推測する Probabilisitic Attack
という攻撃もある．
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2.2.2 匿名性指標
匿名性の指標は，想定する攻撃を防ぐためにデータセットが満たすべき基準である．
k-匿名性 (k-anonymity)[67]は，所定の条件に合致するレコードの重複度合いを表す指
標であり，Record Linkageに対応する．対象とするテーブルの形式に応じた k-匿名性
として，(X; Y )-Anonymity[74]やMultiR k-anonymity[58]等が提案されている．
図 2.1(a)を k = 2の k-匿名化したデータセットを図 2.1(c)に示す．準識別子である
「年齢」と「性別」の値の組み合わせに対して，同じ値の組み合わせを持つタプルが
2つ (k個)以上存在し，準識別子の値を知っていたとしても特定のデータ主体のタプ
ルを k未満に絞り込むことができない．
`-多様性 (`-diversity)[47]は，等価クラスに `種類以上のセンシティブ属性が存在す
ることを表す指標であり，Attribute Linkageに対応する．
図 2.1(a)を ` = 2の `-多様化したデータセットを図 2.1(d)に示す．準識別子である
「年齢」と「性別」の値の組み合わせに対して，同じ値の組を持つタプル集合のセン
シティブ属性に 2(`)種類以上の属性値が存在し，準識別子の値を知っていたとしても
特定のデータ主体のセンシティブ属性値を `種類未満に絞り込むことができない．
t-近接性 (t-closeness)[42]は `-多様性を拡張した指標であり，等価クラスに含まれる
センシティブ属性値の分布と，テーブル全体のセンシティブ属性値の分布との差異を
一定以下であることを表す指標である．Confidence Boundingは [75]，センシティブ
属性の推測の確信度が一定以下であることを表す．`-多様性の拡張や，類似するプラ
イバシモデルとして，(,k)-anonymity[76]，LKC-Privacy[54]等が知られている．
-存在性 (-presence)[56]は，Table Linkageに対応する匿名性指標であり，任意の
個人のレコードが特定のテーブルに存在することの確信度を 以上に絞り込めないこ
とを表す．また，k-匿名化を確率的指標へ拡張した Pk-匿名化 [94][96]や，同様に `-
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多様性を拡張した P`-多様性 [95]も提案されている．
Probabilistic Attackに対応する匿名性の指標として，m-invariance[78]や -differential
privacy[21]などが提案されている．
2.2.3 匿名化手法
データ匿名化を行う手法として様々な手法が提案されている．各匿名化手法では，
元のデータセットが持つ性質や分析精度がどの程度維持されているかを表す指標であ
る有用性 (Utility)が高い匿名化結果を生成する．有用性の指標としてNCP[82]等が提
案されているが，各手法はそれぞれ異なる有用性の指標に基づいた匿名化を行う．
有用性を最大化する最適な k-匿名化手法として，MinGen[67]，Binary Search[65]，
Incognito[39]等の手法が提案されている．しかしながら，これらの最適な k-匿名化は
NP-困難な問題として知られている [49]．Datafly[66]は最初のスケーラブルな k-匿名
化アルゴリズムである．最適な k-匿名化を行う場合には，一般化階層 (汎化木，タキ
ソノミー)を利用して小さな探索空間で匿名化を行うことが一般的であり，このよう
な方式を採るアルゴリズムとして Incognito[39]が知られている．
最適な k-匿名化は NP-困難であることから，多くの貪欲アプローチの手法が提案
されている．Top-Down Specialization[25]やMondrian[40]は，すべての準識別子を最
も汎化した状態から，有用性が大きい状態を探索するアプローチ (トップダウンアプ
ローチ)を採用した匿名化手法である．トップダウンアプローチは，k-匿名性等の所
定の匿名性を充足した状態から探索を開始するため，探索先の有用性と匿名性が維持
されているか否かのみを評価すればよく，スケーラブルな匿名化を実現可能である．
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連続的データ出版
更新されていくデータベースを連続的に匿名化する技術についてもいくつかの技術
が研究されている [78][79][27][89]．
Xiaoと Tao[78]は，動的に変化していくデータベースに対するプライバシ保護の指
標としてm-不変性 (m-invariance)を提案した．データベースにはレコードや値の追
加，変更，削除が発生する．m-不変性はこのデータベースの動的変化によって，変化
した部分と特定の個人との対応付けの困難さを表す指標である．m-不変性を充足し
たレコード群は，当該レコード群の変化を追跡することができず，特定の個人に合致
する可能性のあるセンシティブ属性値を常にm種類未満に絞り込むことができない．
Zhouら [89]は，データストリームに対する連続的匿名化を提案している．Zhouら
の手法では，受信したデータを一定時間蓄積して，類似するデータが k以上蓄積集
まった場合にはそれらを汎化して出版し，集まらなかった場合にはそれらの出版を行
わない．
2.2.4 系列データの匿名化
位置情報の匿名化
近年のモバイル端末や各種センサから得られる位置情報の活用事例 [91][38]の増
加から，位置情報に対する匿名化技術が広く研究されている．ChowとMokbel [17]，
Bonchiら [12]は，LBS(Location-Based Service)に関するプライバシ保護技術の全体像
を報告している．
Beresfordと Stajano [11]は位置情報のプライバシ保護の概念として，mix-zoneとい
うコンセプトを導入した．mix-zoneとは交差点や密集地点などの移動体が交差する地
点であり，mix-zoneに入った移動体は同じmix-zoneに滞在する他の移動体と識別子の
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シャッフルが行われ，mix-zoneの入出によって移動体の追跡が困難になる．mix-zone
を実世界の問題に適用するための設計方法についても報告されている [62][46]．
位置情報に対するk-匿名化はGruteserとGrunwald [31]らによって初めて導入され，．
位置情報に対する `-多様化 [50]等，拡張手法も提案されている．その後，位置情報の
シーケンスである移動軌跡に対する k-匿名化も研究されている [1][53][86][7][70][57]．
Abulら [1]は，半径 以内に k以上の移動軌跡が存在することを表す (k; )-anonymity
を移動軌跡の匿名性指標として導入した．さらに，移動軌跡をクラスタリングし，シ
リンダー状に汎化した移動軌跡を生成することで (k; )-anonymityを充足させる手法
NWAを提案した．Nergizら [57]は移動軌跡の要素である (緯度,経度,時刻)を直方
体状に汎化して，この汎化された (緯度,経度,時刻)のシーケンスを生成して，k-匿名
化を行う手法を提案している．さらに，汎化後の移動軌跡からランダムに座標を抽出
して，粒度の高い移動軌跡をランダムに再構成する手法を提案している．
属性間の関係の曖昧化
テーブルの分割によって属性間の関係を曖昧化し，属性値の推定を困難にする技術
が提案されている [77][3][35]．
テーブルを分割し，準識別子のみから成るテーブル (QIテーブル)と，センシティ
ブ属性のみから成るテーブル (SAテーブル)とを生成する手法Anatomyが提案されて
いる．Anatomyでは，QIテーブルと SAテーブルとの間をグループ識別子等の曖昧な
識別子によって接続することで，QIと SA間の対応関係を曖昧にし，QIから SAの特
定を困難にする．Aggarwalら [3]は，テーブルの分割を行い，それぞれを論理的に異
なる 2つ以上のサーバに配置することで，分割された属性間の関係の再構築を抑止す
る手法を提案している．Jiangら [35]は，関係従属性のある属性間の関係をテーブル
分割によって曖昧化し，`-多様性を充足させる手法を提案している．
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トランザクションデータの匿名化
トランザクションデータは，各アイテムの有無をバイナリ形式で表すセンシティブ
属性と見なすと，系列データの一種であると言える．トランザクションデータに対す
る匿名化手法もいくつか提案されている [71][83][33][45][15][13][84]．また，トラン
ザクションデータとリレーショナルデータのハイブリッドなデータに対する匿名化手
法も提案されている [69][64]．
いずれの手法もトランザクション中のアイテム集合の重複性に基づく匿名化手法で
ある．さらに，あるアイテムを知識とした他のアイテムの推定確率を一定以下に抑え
ることによるプライバシ保護手法についても提案されている [83][13]．
トランザクションデータに対する匿名性の指標として km-匿名性 [71]が提案されて
いる．km-匿名性は，m個のアイテムが同一のレコードが k以上存在することを表す．
m =1のときはすべての組合せを考慮するため，k-匿名性と同一である．
Terrovitsら [71]は，アイテムの概念階層を定義した一般化階層を用いて，アイテム
を一般化することで k-匿名化する手法を提案している．Heら [33]は，一般化階層を
用いて，特定のレコードの特定のアイテムだけを一般化 (局所的再符号化)することで
k-匿名化する手法を提案している．Xuら [83]は，匿名性の違反の要因となるアイテ
ムをテーブルから削除することで，一般化階層を用いずに匿名化を実現する手法を提
案している．
分散データの匿名化
複数の機関が分散して保持するテーブルを結合して匿名化する処理を分散匿名化
(Distributed Anonymization)と呼ぶ [51][73][34][36] [107][108][106]．分散匿名化が対
象とするデータセットでは，共通の識別子によって結合することで分散されていた属
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性の系列が得られる．そのため，系列データの一種と考えることができる．
分散匿名化は，パーソナルデータの分割形態の違いにより垂直分割と水平分割に分
類される．垂直分割とは，パーソナルデータが属性毎に異なる機関に保持された分割
形態である．水平分割とは，パーソナルデータがユーザ毎に異なる機関に保存された
分割形態である．
垂直分割での分散匿名化としては [51][73][34]などが存在する．パーティ間での匿
名化をセキュア計算 (secure computation)[44][85]を組み合わせて実現する手法が提案
されている [51][73]．水平分割での分散匿名化としては，[36]が知られている．
2.3 秘匿計算とPPDM
2.3.1 セキュア計算とMulti Party Computation
セキュア計算とは，複数の機関が持つ値を互いに秘密にしながらそれらの値を入力
とした演算を実現する暗号プロトコルである [44]．セキュア計算の暗号プロトコルは，
Yaoによる研究 [85]が始まりとされている．Yao[85]は，信頼のおける第三者 (Trusted
Third Party, TTP)が存在しないという仮定において，2機関がそれぞれ持つ秘密の値
を引数とする任意の関数が計算可能であることを示した．その後 [30][29]において，
複数機関が持つ秘密の値に対応するように拡張され，Multi Party Computation(MPC)
と呼ばれている [10][9]．
2.3.2 Privacy Preserving Data Mining
PPDM (Privacy Preserving Data Mining)とは，複数の機関が持つ値を，互いに秘密にし
ながらデータマイニングを行った結果を得る技術である [97][100][2][88][43][4][23][18]．
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PPDMは，データ匿名化とは異なり，対象とするデータに対してデータマイニングを
行う点が大きな違いである．
PPDMでは，MPCやセキュア計算などの暗号プロトコルを利用する手法と，ノイズを
付加する手法とが存在する．例えば暗号プロトコルを利用する手法 [88][43][4][23][18]
では，セキュア計算を用いた近傍検索を行う手法 [88][18][4]や，分類木を作成する手
法 [43]などが提案されている．
ノイズを付加する手法としては [5]が良く知られている．この手法は，ある確率分
布のノイズを付加したデータから分類木を作成する手法である．まず，ある機関が持
つ秘密の値 fx1;    ; xngに対して確率分布 Y の乱数 fy1;    ; yngを付加し，乱数が付
加された値 fw1 = x1 + y1;    ; wn = xn + yngを公開する．そして，この乱数が付加
された値を受け取った機関は，確率分布 Y を知っている前提において，公開された
fw1 = x1 + y1;    ; wn = xn + yngから，元の値である fx1;    ; xngの確率分布を推
定する．[5]では，ベイズの定理を用いて元の値の確率分布を推定する手法を提案し
ている．つまり，たとえ乱数が付加されたとしても，乱数の確率分布を知っていれば
元の値の分布を推定でき，分類木を作成可能である．
2.4 差分プライバシ
差分プライバシ (Differential Privacy)は，データベースに対する応答から，データ
ベース中の各レコードの詳細や機微な変化を隠蔽するプライバシモデルである．差分
プライバシは，PPDPと PPDMの双方で利用できる技術であり，近年注目されている
プライバシモデルである．-differential privacy[21]はデータベースの 1レコードの変
化を秘匿する差分プライバシを実現するための指標の一つである．また，差分プライ
バシのフレームワークとして PINQ(Privacy Integrated Queries)が提案されている [48]．
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差分プライバシでは，データベース応答に対して所定の性質を満たすノイズを加え
る．このノイズを付加するメカニズムとして Laplace Mechanismが広く知られている
[21]．差分プライバシによるプライバシモデルでは，1レコードの変化によってどの
程度データベース応答が変化するかという考え (Sensitivity)に基づいて，ノイズを加
える．また，複数回の問い合わせや，応答に与える影響力が高い問い合わせに対して
は大きなノイズを加える必要がある．出力されるデータの有用性を高める (付与され
るノイズを抑制する)ために，目的に併せたノイズを付与するメカニズムの研究が広
く行われている [41][32][52][81][87][59]．
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第3章 移動軌跡ストリームの
連続的匿名化
3.1 概要
近年，携帯端末や自動車の位置情報を取得し，情報配信等を行う位置情報サービス
(Location-Based Service, LBS)として様々なサービスが展開されている．しかしなが
ら，収集される位置情報は自宅や勤務先，通院先などの他人には知られたくない場所
への滞在情報を表し，高いプライバシ性を有する．さらに近年では，位置情報をリア
ルタイムかつ連続的に測位してユーザの移動軌跡や行動履歴を収集するサービスも存
在する．そのような環境では，ユーザの移動軌跡が一種のデータストリームとして収
集され，移動パターンのリアルタイム分析等に活用することができる．移動軌跡のス
トリーム (移動軌跡ストリーム)がリアルタイムに公開されれば，大規模な移動軌跡ス
トリームを活用してユーザの導線解析によるマーケティングへの活用や，移動パター
ン解析による伝染病の感染経路のシミュレーション等を，今現在移動している移動体
の位置情報を活用して実現することが可能になる．
しかしながら，移動軌跡は個々人に特有の情報であるため，明示的な識別子や氏名
等の個人を識別する情報を削除したとしても，移動軌跡と対応する個人を紐づける
ことは容易である．例えば，自宅と勤務先の位置情報の組み合わせからでも，高い確
率で対応する個人の移動軌跡を一意に絞り込むことができる．移動軌跡を特定され
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図 3.2: 3-匿名化した移動軌跡
ると，すべての位置情報が露になり，プライバシ性の高い場所への滞在，不在が漏洩
してしまう．さらに，リアルタイムに移動軌跡ストリームを提供するような状況下で
は，常に追跡や監視といった脅威に晒される可能性がある．そこで，高いプライバシ
性を持つ移動軌跡ストリームを第三者に提供する際には，移動軌跡のデータ主体のプ
ライバシに配慮する必要がある．
2章でも述べたように，データセットから個人の特定を困難にする技術の一つとして
データ匿名化が知られている．移動軌跡に対するデータ匿名化として，蓄積された移動
軌跡を静的に匿名化する技術がいくつかの手法が研究されている [1][57][70][53][86][7]．
位置情報の系列データである移動軌跡が k-匿名性を満たすためには，k個の移動軌跡
が常に同じ場所に滞在する必要がある．図 3.1は移動軌跡の例であり，図 3.2は k-匿
名化 (k = 3)した移動軌跡の例である．Abulら [1]は，k-匿名性 [67]を拡張した (k,
)-anonymityという匿名性指標を定義し，蓄積された静的な移動軌跡をチューブ状に
汎化する匿名化手法を提案している (図 3.3)．Nergizら [57]らは (緯度,経度,時刻)を
汎化したシーケンスを生成して k-匿名化する手法を提案している (図 3.4)．
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図 3.3: NWAによる匿名化
図 3.4: Nergizの手法による匿名化
ただし，これらの手法はリアルタイム環境における連続的な匿名化を考慮したもの
ではない．既存の手法は，既に蓄積された移動軌跡に対してその全容を用いた移動軌
跡のグルーピングを行う技術であるため，時々刻々と変化する状況に応じた匿名化を
実現できない．そのため，リアルタイム環境で適用した際には抽象度の増大 (有用性
の低下)といった問題が生じる．
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本研究では，上述のように機微性の高い移動軌跡ストリームに対するリアルタイム
な匿名化に関する問題を扱う．時々刻々と測位される移動軌跡からユーザを特定で
きないように連続的に匿名化を行うことで，プライバシを保護した形で人々の移動軌
跡ストリームをリアルタイムに利用可能にすることを目的とする．提案匿名化手法
CMOA (Continuous Moving Objects Anonymization)は，移動軌跡ストリームを成す位
置情報群のうち，新たに測位された位置情報を既に匿名化されている情報を考慮しな
がらリアルタイムかつ連続的に匿名化を行う手法である (図 3.2)．また，時々刻々と
変化する人々の移動に合わせて匿名グループの構成を動的に再構成することで，過度
な抽象化を抑制する．評価実験では，提案手法が一定の解像度を維持しながら連続的
に匿名化できることを確認した．また，10万人程度の移動軌跡ストリームを毎分リ
アルタイムに匿名化できることを確認した．
本章の以降の構成は以下の通りである．3.2節では，本研究が取り組む問題の定義
と，提案手法の論述に必要な基本事項について述べる．3.3節では，移動軌跡ストリー
ムに対する連続的匿名化手法を提案する．3.4節では，提案手法の有用性を評価する
ために行った評価実験について報告する．最後に 3.5節で，本章をまとめる．
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3.2 問題定義と準備
本研究では，オリジナルの位置情報を l，lを加工した範囲を持つ位置情報 (エリア)
を lとする．各タイムスタンプには，すべてのデータ主体の位置情報が欠損なく生成
されることを前提とする．
3.2.1 移動軌跡ストリーム
各ユーザの位置情報 lは一定のインターバル毎に測位され，タイムスタンプ tを付加
して信頼できるプラットフォームに蓄積されるものとする．また，T をすべてのタイ
ムスタンプの集合とする．lの例として，緯度・経度によって表される座標等がある．
定義 1 (移動軌跡ストリーム): データ主体 uの移動軌跡ストリームは位置情報の時系
列で表される: u = f(u; l0; t0); (u; l1; t1); : : : ; (u; llast; tlast)g(t0 < t1 <    < tlast)．こ
こで，tlastは最新のタイムスタンプ (現在時刻)とする．また，時間 [ti; tj]の移動軌跡
を以下で表す: u[ti; tj] = f(u; li; ti); (u; li+1; ti+1); : : : ; (u; lj; tj)g(ti <    < tj)．ここ
で，時刻 tの位置情報は u[ti](= li)と表す．移動軌跡 uにおいて，時間 [ti; ti+1]に
ユーザ uは liから li+1へ移動する．
移動軌跡ストリームの例を表 3.1に示す．表 3.1では，Aliceの移動軌跡ストリーム
は Alice = f(Alice; (10; 5); 1); (Alice; (15; 5); 2); (Alice; (18; 8); 3)gである．また Bob
の時刻 t2の位置情報は Bob[t2] = (9; 4)である．
3.2.2 移動軌跡ストリームのプライバシ
移動軌跡ストリームの最新の位置情報を受信するたびに受信した位置情報を第三
者へ提供することを想定する．このとき第三者の信頼性に関しては仮定をおかない．
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表 3.1: 移動軌跡
u l t
Alice (10, 6) 0
Alice (10, 5) 1
Alice (15, 5) 2
Alice (18, 8) 3
Bob (10,6) 0
Bob (10,5) 1
Bob (9, 4) 2
Bob (8, 3) 3
表 3.2: 汎化移動軌跡 (2-匿名化)
tid l t
Alice 1 ([10,10], [6,6]) 0
Alice 1 ([10,10], [5,5]) 1
Alice 1 ([9,15], [4,5]) 2
Alice 1 ([8,18], [3,8]) 3
Alice 1 ([10,10], [6,6]) 0
Bob 2 ([10,10], [5,5]) 1
Bob 2 ([9,15], [4,5]) 2
Bob 2 ([8,18], [3,8]) 3
よって，移動軌跡ストリームは悪意のある第三者 (以降，攻撃者)に暴露する可能性が
ある．ここで，攻撃者はデータ主体 uの移動軌跡ストリーム u中の位置情報もしく
はエリアをいくつか知っているものとする．このとき，攻撃者が，保有する uに関
する知識を用いて移動軌跡ストリームのデータセットから uを特定しようとするこ
とを攻撃として想定する．攻撃が成功した場合，対象のデータ主体の移動軌跡が特定
され，攻撃者は事前知識以上の情報を得ることができる．
定義 2 (攻撃者の知識): 攻撃者はデータ主体 uの軌跡 uの一部Au  uを既知である
とする．このとき，Auをデータ主体 uに関する攻撃者の知識とする．
Auの任意の要素の組み合わせは，攻撃対象 uの移動軌跡ストリームを特定し得る．
もし uの移動軌跡ストリームが移動軌跡ストリーム集合から特定されてしまえば，攻
撃者は事前知識Auに有していなかった新たな知識 (滞在情報)を発見できる．
定義 3 (プライバシ侵害): 攻撃者の事前知識Auに一致する移動軌跡ストリームの数
が所定の閾値 k未満に絞り込まれたとき，データ主体 uにプライバシ侵害が生じると
する．
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攻撃者がAliceに関してAAlice = f((10; 5); 1); ((15; 5); 2)gを持ち，k = 2であるとす
る．このとき，表 3.1ではAliceにプライバシ侵害が生じる．なぜならば，AAliceを用
いると，Aliceの移動軌跡ストリームを k個未満に特定できてしまうためである．こ
のようなプライバシ侵害を防ぐためには，オリジナルの移動軌跡ストリームを匿名化
する必要がある．特に，本研究では k-匿名性を充足するようなプライバシ保護を連続
的に施すことで，移動軌跡ストリームを匿名化する問題を扱う．
3.2.3 移動軌跡ストリームの連続的出版における匿名性
移動軌跡ストリームの特定を困難にするには，移動軌跡ストリーム中の各々の位
置情報が，他の移動軌跡ストリーム中にも出現する必要がある．このように，異なる
データ主体が特定の時間に同じ位置に滞在することを Co-localと呼ぶ．
定義 4 (Co-locality): 移動軌跡ストリーム 1と 2が時刻 tに 1[t] = 2[t]であるとき，
1と 2は時刻 tに Co-localである．また，8t 2 [ti; tj]に関して 1[t] = 2[t]であると
き，1と 2は時間 [ti; tj]にCo-localである．なお，特に時間を指定せずにCo-localと
表現する場合には，8t 2 T において 1[t] = 2[t]であることを指す．
一般に，位置情報のシーケンスである移動軌跡ストリームでは，複数の時刻におい
てCo-localityを保証することは難しい．そのため，複数のデータ主体の移動軌跡スト
リーム中の位置情報 lを範囲を持った情報 (エリア)lに変換 (汎化)することで，複数
の移動軌跡ストリームで Co-localityを保証する．
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定義 5 (汎化移動軌跡ストリーム): 汎化移動軌跡ストリーム  tidはエリアと時刻のシー
ケンスである:  tid = f(tid; l1; t1); (tid; l2; t2); : : : ; (tid; lm; tm)g (t1 < t2 <    < tm).
tidは汎化移動軌跡ストリームの識別子であり，ランダムに割り当てた値を用いる．汎
化移動軌跡ストリームの時刻 tiのスナップショットであるエリアを  tid[ti](= (li ))で
表す．汎化移動軌跡ストリーム  1 と  2 が 8t 2 [ti; tj]に関して  1 [t] =  2 [t]であると
き， 1 と  2 は時間 [ti; tj]に Co-localである．なお，特に時間を指定せずに Co-local
と表現する場合には，8t 2 T において  1 [t] =  2 [t]であることを指す．
表 3.2に表 3.1を加工した汎化移動軌跡ストリームを示す．表 3.2のAliceとBobの
移動軌跡ストリームが時間 [1; 3]に Co-localになるように汎化している．
定義 6 (等価クラス): 時刻 tにおいて，t以前のすべての時刻で互いにCo-localな汎化
移動軌跡ストリーム (tid)の集合を等価クラス (Equivalence Class)と呼ぶ．時刻 tにお
けるある等価クラスをECcid[t]で表す．ここで cidは等価クラスの識別子である．
定義 7 (EC履歴): EC履歴 huをデータ主体 uが属する等価クラス EC[t]のシーケン
スとする．uが tに属するECのメンバを hu[t](= ECcid[t])で表す．
表 3.3は EC履歴の一例を示している．表 3.3には 7人のデータ主体の移動軌跡ス
トリームの汎化移動軌跡ストリームが属する．表中の各々セルに記載された ECiは
各 tidの汎化移動軌跡ストリームが時刻 tjに属する ECである．
定義 8 (移動軌跡ストリームの k-匿名性): 移動軌跡ストリーム u(または汎化移動軌跡
ストリーム  tid)は，時間 [ti; tj]に co-localな他の移動軌跡ストリームが k 1個存在す
るとき，時間 [ti; tj]に k-匿名性を満たす．また，EC履歴において j \t2[ti;tj ] hu[t]j  k
を満たすとき，データ主体 uに関する汎化移動軌跡ストリームは，k-匿名性を満たす．
移動軌跡ストリームに対して連続的に匿名化する場合には，既に k-匿名性を満たす
ECを鑑みて，新たに到着した位置情報の汎化を行う必要がある．
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表 3.3: EC履歴
tid t0 t1 t2 t3 t4 t5 t6 t7
1 EC1 EC1 EC1 EC1 EC1 EC5 — —
2 EC1 EC1 EC1 EC1 EC1 EC5 — —
3 EC2 EC2 EC2 EC3 EC3 EC5 — —
4 EC2 EC2 EC2 EC3 EC3 EC5 — —
5 EC2 EC2 EC2 EC3 EC3 EC5 — —
6 EC2 EC2 EC2 EC4 EC4 EC4 EC4 EC4
7 EC2 EC2 EC2 EC4 EC4 EC4 EC4 EC4
8 — — — — — — EC6 EC6
9 — — — — — — EC7 EC7
10 — — — — — — EC7 EC7
11 — — — — — — EC7 EC7
12 — — — — — — EC6 EC6
表 3.2は表 3.1を k = 2の k-匿名化した汎化移動軌跡ストリームである．表 3.2の
Aliceと Bobの移動軌跡ストリームを汎化することで 2-匿名性を達成している．
3.3 提案手法: CMOA
移動軌跡ストリームをインターバル毎に連続的に k-匿名化する手法 CMOA (Con-
tinuous Moving Object Anonymization)を提案する．各タイムスタンプでは，新たな位
置情報が到着し，既に k-匿名化された過去の移動軌跡を鑑みて，新たな位置情報を匿
名化する．この匿名化を次の位置情報が到着するまでに完了する必要がある．
移動軌跡ストリームに対する連続的匿名化では，将来の位置情報を把握することが
困難であるため，将来に渡って最適な k-匿名化を行うことは困難である．また，次の
位置情報が到着するまでに匿名化を完了する必要があるため，各時刻の中で最適な組
み合わせで k-匿名化を行うことも困難である．
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3.3.1 基本的なアイディア
新しい時刻 tlastでは，EC[tlast]を EC履歴に基づいて生成する．このとき，位置情
報 lを汎化してエリア lを生成する．特に本稿では，エリア lをEC[tlast]の移動軌
跡の位置情報すべてを包含する最小包囲矩形として生成する．
まず，CMOAは初期座標である位置情報の集合に対して初期分割を行い，k-匿名性
を充足する汎化移動軌跡ストリームと EC履歴を生成する．以降は，各時刻 tiでは移
動軌跡ストリームの新たな位置情報に対して，EC[ti 1]を継続して EC[ti]を生成す
る (継承匿名化)．
解像度とトレーサビリティ
前述の継承匿名化では，現在の位置情報と過去の移動軌跡のみを考慮してECを生成
する．ECのメンバを継続していくことで，EC履歴の k-匿名性は保たれるが，メンバ
の移動方向が変化していくことで ECのエリアが過度に大きくなってしまう (図 3.2)．
エリアが大きくなっていくと，位置情報の精度が劣化する．ここで，位置情報やエリ
アの面積を Sとし，位置情報の精度を表す尺度として解像度 (Resolution)r = S 1=2を
導入する．
解像度を一定レベルに保つために，CMOAは動的再構成 (Dynamic Reconstruction,
DR)を導入する．本研究の DRでは，等価クラス ECの分割をベースとする．ECを
複数の ECに分割することでエリアの小さい ECを生成する．ただし，k-匿名性を維
持するためには，メンバ数 k未満の ECに分割することができない．メンバ数が小さ
い ECは分割不可であるため，このような ECを複数集約する併合を行うことで，再
び分割可能とする．
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図 3.5: 動的再構成
図 3.5(a),図 3.5(b),図 3.6にDRの例を示す．図中の円が移動軌跡ストリームの位置
情報 lを表し，矩形が汎化移動軌跡ストリームのエリア lを表す．円の中に記載され
た数字は汎化移動軌跡ストリームの tidである．
分割と併合によって動的再構成を行った場合には，ECのメンバ数が k以上であって
も k-匿名性に違反する場合がある．図 3.6では，EC1[t3]とEC3[t3]が併合されEC5[t4]
が生成された. そして t5では， EC5[t4]が分割されて EC6[t5]と EC7[t5]が生成され
た. このとき，EC6[t5]とEC7[t5]は共にメンバ数が k以上である．しかし，Aliceの
汎化移動軌跡ストリーム  1 は hAlice[3] \ hAlice[5] < kであるため，k-匿名性を損失し
ている．同様に  2 と  3 も k-匿名性を損失している.
k-匿名性の損失を解消するために，CMOAは tidの付け替え (bf TID再割当)を行
う．tidを全く異なる値の新しいものに付け替えることで，その前後で移動軌跡をト
レースすることができなくなる．そのため，tidの再割当前と後でそれぞれ k-匿名性
は維持され，TID再割当の前後をまたがった対応付けは困難になる．よって，k-匿名
性の違反が解消される．表 3.3では, Alice, Bob, Chris, David, Ellenの tidがランダム
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に再割当されている．再割り当て後は，例えばAliceの場合，hAlice[3] \ hAlice[5] = ;
となる．
このようにして tidを用いた明確な対応付けは困難になる．その一方で k-匿名性の
代わりに移動軌跡のトレーサビリティが損失する．たとえトレーサビリティが損失し
たとしても，プライバシ侵害を生じさせないためにも k-匿名性を充足させる必要があ
る．よって，本研究では，k-匿名性の充足を優先する．
しかし，トレーサビリティができるだけ保たれることは，移動軌跡の有用性の観点
では重要である．そこで，DRでは解像度に加えてトレーサビリティについても考慮
して再構成を行う．分割が頻発すると，トレーサビリティの損失を招いてしまうため，
エリアの面積が閾値 を超えた場合に分割を行う．を超えない場合は直近の ECの
メンバをそのまま引き継ぐ．さらに，併合ではトレーサビリティが高くなるように複
数の ECの集約を考える．
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クラスエネルギー
併合において，トレーサビリティを維持できる度合いを測る指標としてクラスエネ
ルギーを導入する．分割可能回数が多く，面積が小さいクラスは，TID再割当が生じ
るまでの猶予が長く，トレーサビリティが高いと考えることができる．よって，クラ
スエネルギーはこの TID再割当が生じるまでの猶予を表す指標とする．
定義 9 (クラスエネルギー): EC[t]のクラスエネルギーE(EC[t])を以下の式で表す:
E(EC[t]) =

S(EC[t])
(1 + logp
jEC[t]j
k
) (3.1)
ここで，pは分割数であり，S(EC[t])はEC[t]のエリアである．logp
jEC[t]j
k
は分割可
能回数の期待値である．
3.3.2 CMOAのアルゴリズム
これまで述べた基本的なアイディアを基に，CMOAは以下の手順によって移動軌
跡ストリームを連続的に匿名化する．
1. 新たな位置情報を受信し，tlast = t0なら 2.へ，tlast > t0なら 3.へ
2. 初期分割によって ECを生成し，6.へ
3. 継承匿名化によって ECを生成
4. 分割による動的再構成
5. 併合による動的再構成
6. 匿名化したデータを出版し，1.へ
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CMOAはまず初期分割により，移動軌跡ストリームの初期座標からk-匿名なECを生
成する (ステップ2)．各時刻 tiでは，ti 1のメンバ構成を引き継いでEC[ti](= EC[ti 1])
を編成する (ステップ 3)．続いて，各 ECのエリアの面積が閾値 を超えたら動的再
構成 (DR)を行う．DRはエリアの面積を 以下に保つために，まず分割を試行し (ス
テップ 4)，その後併合を試行する (ステップ 5)．このとき，分割によって k-匿名性に違
反した場合には TID再割当を行う．以降の各節で，それぞれについて詳細に述べる．
3.3.3 初期分割
移動軌跡ストリーム群の初期座標である位置情報を受信したら，CMOAは初期化
として初期分割を行う．初期分割では，各位置情報が k-匿名性を満たすように ECを
生成する．このとき，将来の移動方向が全く未知であるため，分割によって移動方向
が類似する ECへと分割するための余地を残すために，ECのエリアの面積は 以下
になったら，それ以上の分割を行わない．
ECを生成するために，クラスタリングによる空間分割を行う．まず，すべての位
置情報から一つのクラスタを生成する．次に，p-分割 (以降，問題を簡単にするために
p = 2を想定する)を再帰的に繰り返すことで，クラスタの面積を 以下にする．ク
ラスタの面積が 以下になる前に，クラスタのメンバ数が kを下回ってしまった場合
は，当該クラスタに属する位置情報の移動軌跡ストリームを秘匿状態とする．ここで
秘匿状態とは，CMOAで処理した結果を出版しない状態である．秘匿状態の移動軌
跡ストリームは，継承匿名化の対象とならず，併合処理で他の ECに併合されるまで
は匿名化結果として出版されない．秘匿状態の移動軌跡ストリームの集合を SUPと
する．
クラスタリング後，秘匿状態でないクラスタからECを生成する．EC中のすべての
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移動軌跡ストリームは k以上のメンバからなり，すべてのメンバの位置情報を包含す
る最小包囲矩形Rへと座標 (x; y)が汎化される．生成した ECを匿名化データとして
出版する．このとき，秘匿状態の移動軌跡ストリームは k-匿名性を満たさないため，
匿名化結果には含めない．秘匿状態の移動軌跡ストリームは動的再構成のDRで他の
ECに併合されるまで出版されない．
クラスタリング手法の一つである k-means法では，クラスタのセントロイドと各点
の二乗距離が小さくなるようにクラスタリングを行う．本研究では，k-means法を拡
張した k-means++法 [8]を再帰的に利用して初期分割を行う．クラスタリングは，位
置情報中の座標情報である (x; y)を対象とする．
3.3.4 動的再構成
動的再構成DRは，ECのメンバ構成を変更し，より解像度が高い，またはよりクラ
スエネルギーの高いクラスを生成する処理である．本研究では，分割と併合を主たる
操作として用いる．両操作は，ECの面積 S(EC[t])が閾値 を超えた際に行う．DR
によって元の ECは新たな ECで置き換わる．
分割
分割では，1つのECを p個の独立したECに分割する．初期分割と同様に，本研究
では問題を簡単化するために p = 2で分割することを考える．
分割はエリアの面積 S(EC[t])が を超えた ECを対象に行う．ここで，分割対象
の ECをECoとする．また，ECoを分割して生成された 2つの ECをEC 0a, EC 0bとす
る．EC 0aとEC 0bは互いに独立であり，共にECoの部分集合である．EC 0aとEC 0bが
共に kメンバ数以上で成り立っていれば，ECoと置き換える．
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Algorithm 1動的再構成
Require: equivalence classes EC[t], suppressed trajectories SUP
1: M  partition(EC)
2: merge(M;SUP)
表 3.3では，図 3.5(a)のようにEC2がEC3とEC4に分割されている．EC3とEC4
は k-匿名性を充足している．分割することで，エリアの面積も小さくなっていること
がわかる．
分割の結果，メンバ数が k未満の ECが生じる場合がある．メンバ数 k未満の EC
は k-匿名性を満たさないため，出版できない．そのため秘匿状態とする必要がある．
一方で，メンバ数が k未満の ECが外れ値であれば，この ECを取り除くことで他の
移動軌跡ストリームは解像度を維持できる．
分割の結果，メンバ数が k未満の ECが生じた場合には以下の 2つの選択肢が考え
られる．
1. 分割を承認してメンバ数が k未満のECの移動軌跡ストリームを秘匿状態にする
2. 分割を承認せず，ロールバックして併合に回す
本研究では，分割した結果，メンバ数が k以上のクラスのクラスエネルギーが分割前
と比較して向上していれば，分割を承認するものとする．ここで，メンバ数が k以上
のクラスをEC 01, k未満のクラスをEC 02とする．このときの条件は以下のように表現
できる:
E(EC 01[t]) > E(ECo[t]) (3.2)
分割のアルゴリズムをAlgorithm2に示す．
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Algorithm 2分割
Require: equivalence classes EC[t], suppressed trajectories SUP
1: M  ;
2: for all ECo[t] 2 EC[t] do
3: if S(ECo[t]) >  then
4: fEC 0a[t]; EC 0b[t]g  partitioning(ECo[t])
5: if E(EC 0a[t]) > E(ECo[t]) OR E(EC 0b[t]) > E(ECo[t]) then
6: Replace ECo[t] with EC 0a[t] and EC
0
b[t].
7: if EC 0a[t] or EC 0b[t] lose k-anonymity then
8: Reassign tid for members of EC 0a[t] and EC
0
b[t].
9: end if
10: for all EC 0i[t] 2 fEC 0a[t]; EC 0b[t]g do
11: if EC 0i[t] < k then
12: SUP SUP[EC 0i[t]
13: end if
14: end for
15: else
16: M  M [ ECo[t]
17: end if
18: end if
19: end for
併合
併合では，分割が不可能な ECを複数併合して 1つの ECを作る．併合することで，
再び分割できるようにすることが併合の目的である．
むやみに ECを併合すると，分割したとしても解像度の高い ECが得られず，再び
併合が必要になる．そこで，ECのペアに対してクラスエネルギーが向上できるか否
かを判定して，向上が可能なペアを併合する．
ここでECaとECbを併合対象の ECとする．また，EC 0mをECaとECbを併合し
た ECとする．ECaと ECbを併合した際には，互いにクラスエネルギーが増加する
ことが望まれる．例えば，離れた位置に存在する EC同士を併合した場合には，エリ
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Algorithm 3併合
Require: equivalence classes EC[t], suppressed trajectories SUP,M
1: for all ECc[t] 2M do
2: if ECc[t] < 2k then
3: N  neighbors of ECc[t]
4: Find bestpartner from N[SUP.
5: EC 0m[t] merging(ECc[t]; bestpartner)
6: Replace ECc[t] and bestpartner with EC 0m[t].
7: end if
8: end for
アの面積が大きくなってしまいクラスエネルギーが併合前よりも小さくなってしま
う．よって，E(EC 0m[t]) > E(ECa[t])と E(EC 0m[t]) > E(ECb[t])が満たされる ECa
とECbを併合する必要がある．また，併合の処理対象であるECすべてのクラスエネ
ルギーを最大化する併合の組み合わせの生成は，計算コストが高いため，移動軌跡ス
トリームをリアルタイムに匿名化するという観点からヒューリスティックな方法で併
合のペアを考える．
ここでは，ある ECを中心に隣接する他の ECと併合することを考える．併合の中
心とする ECをECcで表す．また，ECcから一定の範囲内に存在し，ECcとの併合
の候補に成り得るECを隣接クラス (neighbors)と呼ぶ．ECcの隣接クラスの集合を
N(ECc)とする．隣接クラスは，E(EC 0m[t]) > E(ECc[t])とE(EC 0m[t]) > E(ECl[t])
を満たすEClである．この条件を満たし得る隣接クラスは，以下の補題を充足する．
補題 1 分割数が p = 2のとき，ECcの隣接クラスになり得るクラスは以下を満たす:
dw < w( 3
2(1+h 1dh)   1) ここで w (h)は ECcのエリアの幅 (高さ)であり, dw (dh)は
ECcと併合後のクラスEC 0mとECcの幅 (高さ)の変化量である．
証明 1 (補題 1): ECc[t]とECn[t]の併合を考える. EC 0m[t]をECc[t]とECn[t]を併合
したクラスとする．ECc[t]がECn[t]と併合してEC 0m[t]を成すためには，EC 0m[t]は
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少なくともE(EC 0m[t]) > E(ECc[t])を満たさなければならないため，ECc[t]とECn[t]
の間には以下が成り立たなければならない:
(1 + logp
jEC0m[t]j
k
)
S(EC 0m[t])
>
(1 + logp
jECc[t]j
k
)
S(ECc[t])
; (3.3)
S(EC 0m[t]) <
1 + logp(jECc[t]j+ jECn[t]j)=k
1 + logp jECc[t]j=k
S(ECc[t]): (3.4)
ここで, S(ECc[t]) = wh，S(EC 0m[t]) = (w + dw)(h+ dh)とすると，
(w + dw)(h+ dh) <
1 + logp(jECc[t]j+ jECn[t]j)=k
1 + logp jECc[t]j=k
wh; (3.5)
dw <
1
h+ dh
(
1 + logp(jECc[t]j+ jECn[t]j)=k
1 + logp jECc[t]j=k
  (wh+ wdh)): (3.6)
となる．また，併合においては jECc[t]j < 2k，jECn[t]j < 2kであり，本研究では p = 2
を想定しているため，以下のようになる:
dw < w(
3
2(1 + h 1dh)
  1): (3.7)

隣接クラスの探索を効率化するために，グリッド状の索引を用いてECを管理する．
グリッド索引のセルのサイズは (1辺が 1=2の正方形)とする．
ECcはN(ECc)の隣接クラスのうち，併合後のクラスエネルギーが最大になるクラ
ス (bestpartner)と併合する．併合によって生成したクラスは併合処理の対象のクラ
ス集合に追加し，他のクラスとの併合の対象とし，よりメンバ数が多く密なクラスの
生成を図る．
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すべてのクラスで併合を試みたあと，併合が行われなかったクラスはクラスを解体
し，当該クラスに属していた移動軌跡ストリームを秘匿状態にする．
分割のアルゴリズムをAlgorithm3に示す．
表 3.3では，時刻 t5にEC1とEC3が併合されて，EC5が生成されている (図 3.5(b))．
境界の曖昧化
この節ではCMOAを拡張する手法の 1つを紹介する．CMOAでは最小包囲矩形で
位置情報を汎化したエリアを生成している．ECのメンバ数が比較的少数なとき，1つ
の移動軌跡ストリームの移動が最小包囲矩形の形状や面積に大きな影響を与えること
があり，そのような情報から個人が特定されてしまう可能性がある．これは単に k-匿
名化の問題とは異なるプライバシ侵害の問題である．
このプライバシ侵害を緩和する一手段として，最小包囲矩形として生成したエリア
にノイズを加えて，境界を曖昧化する方法がある．また，エリアを常に一定の大きさ
(例えば )にする方法等が考えられる．
3.4 評価
CMOAによって生成された汎化移動軌跡ストリームの有用性 (Utility)を実験によっ
て測定し，評価する．また，クラスエネルギーの妥当性について，他の指標と比較す
ることで検証を行う．
有用性の評価として，匿名化によって生成した汎化移動軌跡ストリームの解像度と
トレーサビリティを評価する．さらに，実行時間を計測し，計算効率やリアルタイム
処理に適用可能かについても検証する．解像度およびトレーサビリティの評価は独自
の指標を定義して評価する．
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解像度の評価では，既存の静的な匿名化手法との比較を行う．比較対象の手法とし
て，Abulらが提案するNWA[1]とNergizらの提案手法 [57](ここではNergizと呼ぶ)を
用いた．両手法ともに，始点から終点までの移動軌跡の全容が与えられた状況におい
て，k-匿名性を満たす匿名化移動軌跡を一度に生成する手法である．NWAは，半径
以内のシリンダー状の匿名化移動軌跡を生成する手法である．は，CMOAと条件
を合わせるために  = j1=2jとした．Nergizらの手法は，実際には時刻についても汎
化を行う 3次元の汎化手法であるが，CMOAと条件を合わせるために，緯度，経度
のみを匿名化の対象とした．また，NWAは公開されているソースコード [1]を用い，
Nergizは論文を基に実装した．
3.4.1 実験環境
データセット
本評価では，人工データセットである PFLOW[14]を用いた．PFLOWは関東地方
の約 72万人分の移動軌跡を含んだデータセットであり，被験者に対する一日の滞在
先，移動方法に関するアンケート調査結果から，滞在先間の移動を補完した移動軌跡
をNakamuraらの手法 [55]によって生成されている．よって，PFLOWデータセット
の移動軌跡は実際の人々の移動パターンが反映されたものであると言える．
本評価では，10万人分の移動軌跡をランダムに抽出し，その中から 2時間分のデー
タを用いた．インターバルは 1分とし，一つの移動軌跡には 120個の位置情報を含む．
PFLOWは静的なデータセットであるため，毎分位置情報を送信するシミュレータ
として移動軌跡ストリームシミュレータを開発し，移動軌跡ストリームを生成した．
移動軌跡ストリームシミュレータは，毎分，すべての移動軌跡の位置情報を送信する．
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計算機環境
評価実験は仮想マシン上で実施した．仮想マシンには，4コアのCPUと 32GBのメ
モリ，100GBの外部記憶 (HDD)を割り当てた．OSはCentOS 5.6を用いた．なお，ホ
ストサーバーは 2.4GHzの 12コア CPUを持ち，196GBのメモリ，6TBのHDDを持
つ．実行時間の計測は，他の仮想マシンを動作させていない状況で行った．
CMOAは Java 1.6.0 17で開発した．また，開発したCMOAでは移動軌跡ストリーム
シミュレータから送信される位置情報を，キーバリューストア型DBMSであるApache
Cassandra 0.6.6 1(以降，Cassandra)に格納し，Cassandraから特定のタイムスタンプの
位置情報群を取得して匿名化を行う．
3.4.2 評価指標
本評価では，汎化移動軌跡ストリームの解像度，tidの継続時間，tidの変更回数，
CMOAの処理性能について評価を行う．tidの継続時間と変更回数は汎化軌跡スト
リームのトレーサビリティを評価するために用いる．
本節では，評価実験のために新たに導入した評価指標の定義や性質について述べ
る．特に，対象としたデータセット全体の位置情報の解像度を測る指標RM(Resolution
Metric)と，トレーサビリティを測る指標MD(Maximum Duration)を導入する．
1http://cassandra.apache.org/
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解像度
あるタイムスタンプにおけるデータセット全体の位置情報の解像度を評価する指標
として解像度指標 (Resolution Metric, RM)を導入する．
RM [t] =
X
2D
S( [t]) 1=2: (3.8)
RMは，EC毎にエリアの対角線あたりの移動体 (移動軌跡ストリーム)の数を各タイ
ムスタンプで算出し，タイムスタンプ毎にその総和を計算した値である．汎化された
度合いが小さいほど，RMの値は高くなり，オリジナルの位置情報に近い精度を持っ
ていることを表す．RM=1のとき，すべての位置情報がオリジナルの位置情報と等価
であることを表す．時刻 tにおいて秘匿状態の移動軌跡ストリームはRM値に計上し
ないため，秘匿状態の移動軌跡ストリームが多いほど RMは小さくなる．
最大継続時間
トレーサビリティの評価尺度として最大継続時間 (Maximum Duration, MD)を導入
する．データ主体ごとに各 tidを継続した時間を計測し，そのうち継続した時間が最
大の値をデータ主体 uのMD値とする．
Dur(tid)を tidを継続した時間とする．MDを以下の式で定義する:
MD(u) = maxtid2TID(u)Dur(tid) (3.9)
ここで TID(u)はデータ主体 uの移動軌跡ストリームが匿名化された際に付与された
tidの集合である．
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3.4.3 評価結果
本評価実験では，解像度，トレーサビリティ，実行時間について評価する．また，
クラスエネルギーの妥当性検証のための評価結果についても述べる．
解像度
まず，位置情報の解像度を RMを用いて評価した結果を示す．図 3.7と図 3.8は，
データセット全体の解像度を測る評価値であるRM値の [ti 9; ti](i = 0; 10; 20; : : : ; 120)
の区間での平均値の変化を示している．
図 3.7は，提案手法CMOAと，CMOAで動的再構成をしない場合 (NoReform)を比
較した結果である．NoReformは動的再構成ができないため，初期分割で形成したク
ラスを維持し続ける．k = 5で評価を行った．
図 3.7では，NoReformの RM値が単調減少していることがわかる．一方，CMOA
は，RM値の増減はあるがある一定以上の解像度を維持していることがわかる．よっ
て，動的再構成が解像度の維持にある一定の効果を持っていると言える．
次に，CMOAと既存の静的な移動軌跡に対する k-匿名化手法であるNWAとNergiz
との比較を行う．NWAは今回実施したデータセットの規模で匿名化を実施すること
ができなかったため，NWAのみ 60分間のデータセットに対して匿名化を行っている．
いずれの手法も k = 5で評価を行った．
図 3.8は，静的手法であるNergizとNWAは，CMOAよりも高いRM値を示してい
る．CMOAは未知な将来の移動に対して解像度を維持するために，面積が 以下の
場合はクラスを小さくしない．そのため，RM値が静的手法には及ばなかったと考え
られる．しかしながら，ti = 20では，CMOA( = 250  250[m2])が静的手法の RM
値に漸近しており，CMOAの匿名化結果は必ずしも低い解像度ではないと言える．
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図 3.9は kを変更した際の匿名化結果の変化を示している．kと はそれぞれ k=2,
5, 10,  = 500 500[m2]とした．また，図 3.10は図 3.9と同じ設定において，クラス
エネルギーの平均値の変化を示している．図 3.10では，クラスエネルギーの増減が見
てとれる．クラスエネルギーが減少している点では，解像度が増加している．k = 2
のときは，十分なクラスエネルギーが確保されているため，高い解像度を維持できて
いる．kが大きくなるにつれて，k-匿名性の充足に多くのメンバが必要なため，クラ
スエネルギーが不足しやすいこともわかる．
以上より，提案手法CMOAが解像度をある一定レベルに維持できることがわかった．
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図 3.10: 平均クラスエネルギー
トレーサビリティ
図 3.11は k = 2; 5; 10， = 500  500[m2]で匿名化した際の各MD値を示してい
る．図 3.12は k = 5， = 250 250; 500 500; 1000 1000[m2]で匿名化した際の各
MD値を示している．横軸がMDの値の範囲であり，縦軸がデータ主体 (移動軌跡ス
トリーム)の割合を示している．MDは kの値が大きいと，小さくなることがわかる．
これは，kの値が大きいほど，k-匿名性の充足に多くの移動軌跡ストリームが必要と
なり，また分割可能な回数も少なくなってしまうためと考えられる．よって，kの値
が大きいほどトレーサビリティは損失しやすい．一方，閾値 が大きいほど，解像度
に余裕が生まれるためトレーサビリティは大きくなり，長時間トレース可能な汎化移
動軌跡ストリームを提供できる．
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次に，汎化移動軌跡の識別子 tidの再割当の発生頻度について評価を行った．図 3.13
は tidの再割当の発生頻度を k = 2; 5; 10の場合に比較した結果を示している．k = 2
の場合は約半数の移動軌跡ストリームは高々 1回の tidの再割当回数である．一方で，
k = 5; 10の場合は複数回の再割当が生じている．特に，k = 5;  = 250 250は，10
回以上の再割当が生じたものが半数以上である．このことから，kと は慎重に決定
することが必要なパラメータであることがわかる．
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クラスエネルギーの妥当性検証
本節では，クラスエネルギーを基にした併合の妥当性を検証する．CMOAでは，ク
ラスエネルギー (式 (3.1))によって動的再構成を行う．特に併合では，クラスエネル
ギーが高いクラスを成すことによって，TIDの再割当が生じづらく，トレーサビリ
ティが高いクラスを目指している．
クラスエネルギーを基にした併合の妥当性を検証するため，クラスエネルギー以外
の指標によって併合を行った場合と，TIDの変更回数と，秘匿状態の移動軌跡数を比
較する．併合の指標として，クラスエネルギーと同様に，併合後のクラスのメンバ数
と面積によって評価する 2つの指標を用いた．1つがクラスの密度 (Density)であり，
以下の式で表す．
EDensity(EC[t]) =
jEC[t]j
S(EC[t])
(3.10)
2つ目の指標がクラスのメンバ数 (Cardinality)であり，以下の式で表す．
ECardinality(EC[t]) = jEC[t]j (3.11)
クラスエネルギー (Class Energy)，密度 (Density)，メンバ数 (Cardinality)を用いた
CMOAを，k = 5， = 500 500[m2]の設定で，10万件の移動軌跡ストリームに対
して匿名化を行った．
図 3.14は，TIDの再割当によって 1回以上 TIDを変更した移動軌跡に対して，TID
の変更回数がm( 1)回以下の移動軌跡の割合を示している．図 3.14では，面積の小
ささを考慮していないメンバ数 (Cardinality)による手法よりも，クラスエネルギーや
密度を考慮した手法の方が TIDの変更回数が少ない移動軌跡ストリームの割合が多
い．また，密度に基づく手法が最も TIDの変更回数が少ないことがわかる．
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図 3.14: TIDの変更回数
図 3.15は，外れ値であり秘匿状態となった移動軌跡ストリームの割合の，時間変
化を示している．図 3.15では，密度による手法の秘匿状態の移動軌跡ストリームの
割合が，単調増加していることがわかり，最終的には他の手法と比較して 2倍以上の
移動軌跡ストリームが秘匿状態になっていることがわかる．秘匿状態の移動軌跡スト
リームは，k-匿名性を満たしていないため，出版することができない．よって，秘匿
状態の移動軌跡ストリーム数が単調増加していると，より長い時間匿名化を行った場
合に，出版可能な移動軌跡ストリームが僅かになってしまう可能性がある．併合時の
密度によるクラスの評価は，メンバ数の影響度がクラスエネルギーよりも大きい．そ
のため，小規模なクラスは併合の対象に成りづらく，秘匿状態のクラスが増加してい
るのではないかと考えられる．
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図 3.15: 秘匿状態の移動軌跡数
以上より，クラスエネルギーを基にすることで秘匿状態の移動軌跡ストリーム数，
TIDの変更回数を共に少なくできることが分かり，併合の指標としてクラスエネル
ギーが一定の優位性を持っていることが分かった．
処理性能
最後に，提案手法の計算効率を評価するために実行時間の計測を行った．図 3.16,
図 3.17,図 3.18はそれぞれの設定における平均実行時間を示している．
まず，CMOAの対象とするデータセットの規模毎に実行時間を計測し，提案手法の
スケーラビリティを評価する．図 3.16は，1万，2万，4万，6万，8万，10万件で匿
名化した際の実行時間を示している．実行時間を初期分割 (Initial P.)，分割 (Partition-
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図 3.16: 実行時間 (jDjを変更)
ing)，併合 (Merging)，トータル (Total)に分けて示す．Initial P.は t0の実行時間であ
る．Partitioning，Merging，Totalは時刻 t1以降の平均値である．TotalにはPartitioning，
Mergingに加えて，1つ前の時刻の ECを参照して ECを生成する時間や，データの読
み書きに要する時間などが含まれる．トータルの実行時間は，データの規模の増加に
合わせてほぼ線形に近い増加を見せている．他の実行時間の増加傾向も線形に近い．
よって，本評価では 10万件までの評価であったが，より大規模なデータセットであっ
ても計算リソースの増強によって対応することが可能であると考えられる．また，10
万件を約 10秒で匿名化できていることから，今回用いた 1分間のインターバルで生
成される移動軌跡ストリームをリアルタイムに匿名化できることが確認できた．
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図 3.17: 実行時間 (kを変更)
図 3.17は k=2, 5, 10， = 500 500[m2]で匿名化を行い，kを変更した際の実行時
間の変化を示している. 図 3.18は k=5， = 250 250; 500 500; 1000 1000[m2]で
匿名化を行い，を変更した際の実行時間の変化を示している. k = 10の際には，併
合に多くの時間を要していることがわかる．k = 10の際には， = 500 500[m2]と
いうエリアの面積の閾値がタイトであり，多くの ECで併合が必要となったためと考
えられる．k = 2; 5では併合に要した時間に大きな差はないため，の設定が k = 10
の場合には適切でなかったと考えられる．図 3.18では，の値が大きくなり，閾値の
設定が緩くなっていくにつれて併合に要する時間も減少している．よって，所定の時
間内に匿名化を行うためには，適切なパラメータの設定が必要であると考えられる．
以上より，10万件程度の移動軌跡ストリームを毎分リアルタイムに匿名化可能であ
ることを確認できた．しかしながら，適切な設定の指針については検討が必要である．
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3.5 まとめ
本研究では，移動軌跡ストリームを連続的かつリアルタイムにプライバシ保護出版
する問題に取り組み，連続的 k-匿名化手法 CMOAを提案した．
既存の移動軌跡に対する匿名化手法では，蓄積された移動軌跡に対する静的な匿名
化を対象としていたため，時々刻々と蓄積していく移動軌跡を連続的に匿名化するこ
とができなかった．提案手法 CMOAは，位置情報の解像度を一定以上に保ち，また
可能な限り位置情報の系列を維持しながら連続的な匿名化を実現した．
評価実験では，CMOAが一定の解像度を維持したまま，リアルタイムに k-匿名化
できることを示した．静的な手法との解像度の比較では，静的な手法よりも解像度が
劣ることがわかった．これは，移動軌跡の全容を把握した上で匿名化を行う静的な手
法とは異なり，過去の軌跡と現在の位置のみを利用していること，また，将来の移動
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が未知であることから動的再構成の余力を持たせるために，曖昧化された面積が一定
以下の場合はより面積の小さい (解像度が高い)構成へと動的再構成を行わない方針
を取っているためである．加えて，CMOAが導入した動的再構成では，解像度を維
持するために移動軌跡ストリームのトレーサビリティが損失してしまう場合がある．
解像度 (エリアの面積)の閾値がタイトな場合，このトレーサビリティの損失が頻繁に
生じることもわかった．本研究では，解像度を保証すべき指標として考慮したが，ト
レース可能な時間を重視するユースケースでは，トレース可能な時間を保証する手法
も必要であると考えられる．評価実験では，10万人の移動軌跡ストリームを毎分匿
名化するという条件において，10秒程度で匿名化できることを確認した．また，処理
時間がほぼ線形に近い推移を見せていることから，より大規模な移動軌跡ストリーム
を対象とする場合でも，計算リソースの増強で対応できると考えられる．
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第4章 センシティブ属性間の
関係多様化
4.1 はじめに
診療履歴やサイト訪問履歴といったパーソナルデータが，サービスを受ける度に蓄
積されている．近年，ビッグデータ活用のニーズが高まり，これらの蓄積されたパー
ソナルデータを第三者のサービスや事業に活用する二次活用の期待が高まっている．
センシティブ属性の系列を持ったパーソナルデータからは，属性間の相関や変化を
観察することができる．例えば，表 4.1は傷病と薬剤を記録したテーブルであり，傷
病と薬剤との相関が得られる．表 4.2は 4月，5月，6月の傷病の履歴を記録した時系
列データであり，傷病の変化やその経過観察を行うことができる．
しかしながら，1章で述べたように傷病や薬剤のようにデータ主体に関する機微な
情報（センシティブ属性）は，第三者に知られたくない情報であるため，二次活用の
際にはデータ主体のプライバシへの配慮が必要となる．
複数のセンシティブ属性を含むパーソナルデータでは，特定のデータ主体に関する
あるセンシティブ属性に関する知識から他のセンシティブ属性値が特定されるプライ
バシ侵害が生じ得る．このプライバシ侵害を防ぐためには，あるセンシティブ属性か
ら他のセンシティブ属性が一意に対応付かないように，センシティブ属性間の対応関
係が多様 (多対多)になることを保証する必要がある．
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表 4.1: 系列データの例
ID 傷病名 薬剤名
1 a x
2 a y
3 b x
4 b y
5 a x
6 a z
7 c z
8 c w
表 4.2: 系列データの例 2
ID 傷病名 (4月) 傷病名 (5月) 傷病名 (6月)
1 a x x
2 a y x
3 b x e
4 b y f
5 a x e
6 a z w
7 c x w
8 c w e
属性間の対応が多対多になるように属性値を汎化した系列データの例を表 4.3と表
4.4に示す．表 4.3と表 4.4における「a/b」という表記は，属性値が aと bのいずれ
かであることを示している．表 4.3は表 4.1のセンシティブ属性値を汎化して，属性
間の対応を多様化している．同様に表 4.4は表 4.2のセンシティブ属性値を汎化して，
属性間の対応を多様化している．
表 4.3と表 4.4の生成に用いた汎化は，既存の多くのデータ匿名化技術で用いられ
てきた操作である．しかしながら，属性間の対応関係の多様化を実現するためには，
表 4.3と表 4.4のように属性値の大きな汎化が必要になり，有用性が大きくて低下し
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表 4.3: 匿名化した系列データの例
傷病名 薬剤名
a / b x / y
a / b x / y
a / b x / y
a / b x / y
a / c x / z
a / c x / z
a / c x / w
a / c x / w
表 4.4: 匿名化した系列データの例 2
傷病名 (4月) 傷病名 (5月) 傷病名 (6月)
a / b x / y x / e
a / b x / y x / e
a / b x / y x / f
a / b x / y x / f
a / c w / x / z e / w
a / c w / x / z e / w
a / c w / x / z e / w
a / c w / x / z e / w
てしまう問題がある．
そこで本研究では，新たに系列データを分割して，センシティブ属性間の二項関係
へと変換する関係多様化という操作を導入する．関係多様化では，センシティブ属性
間の対応関係を曖昧にすることで，属性間の対応が多対多であること (関係多様性)を
保証する．このとき，センシティブ属性を汎化せずに関係多様性を保証することがで
きるという利点を持つ．
表 4.5(a)，4.5(b)は，表 4.1を関係多様化した一例を示している．複数のレコードが
共通の識別子CIDを持ち，CIDとCID0によって属性値間の関係が多対多に多様化
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表 4.5: 関係多様化データ
(a) 傷病名
CID CID’ 傷病名
11 21 a
11 21 b
12 22 a
12 22 b
13 23 a
13 23 c
14 24 a
14 24 c
　 (b) 薬剤
CID CID’ 傷病名
21 — x
21 — y
22 — x
22 — y
23 — x
23 — w
24 — x
24 — z
表 4.6: 関係多様化データ
(a) 4月
CID CID’ 傷病名
11 21 a
11 21 b
12 22 a
12 22 b
13 23 a
13 23 c
14 24 a
14 24 c
　 (b) 5月
CID CID’ 傷病名
21 31 x
21 32 y
22 32 x
22 31 y
23 33 x
23 34 w
24 34 x
24 33 z
(c) 6月
CID CID’ 傷病名
31 — x
31 — f
32 — x
32 — e
33 — e
33 — w
34 — e
34 — w
されていることがわかる．同様に，表 4.6(a)，4.6(b)，4.6(c)は表 4.1を関係多様化し
た一例である．いずれの例も，センシティブ属性値が元の状態に保たれている．
しかしながら，関係多様化はセンシティブ属性間の対応関係に曖昧性を生じさせる
ため，分析精度を劣化させる可能性がある．本研究では，2つのセンシティブ属性を持
つパーソナルデータを対象として，関係多様性を関係の曖昧化の度合いを抑制しなが
ら実現するデータ匿名化に取り組む．まず，センシティブ属性間の関係多様性である
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(`1; `2)-関係多様性を提案する．さらに，関係の曖昧化を抑制しつつ効率的に (`1; `2)-
関係多様化を実現する手法を提案する．
評価実験では，提案手法が関係の曖昧性を抑止しつつ効率よく (`1; `2)-関係多様化
を実現でき，ナイーブな手法と比較して大幅に関係の曖昧性を抑止でき，10倍から
100倍の高い効率性を有していることを確認した．また，データ分析時にデータの操
作に工夫を行うことで，誤差の小さいデータ分析が実現できることを確認した．
本章の貢献は，以下の 3点である．
 系列データに対する関係多様化の導入
 関係多様化データの関係多様性指標として (`1; `2)-関係多様性の定義
 関係多様化に伴いセンシティブ属性間の関係が曖昧化される問題に対して，関
係の曖昧性を抑止可能な関係多様化手法を高い効率性を有しながら実現する手
法の実現
これによって，系列データを活用する際に問題となる属性値の過度な汎化，もしくは
属性間の関係の過度な曖昧化の両方を抑止したデータ匿名化が実現される．
本稿の以降の構成は以下の通りである．4.2節では，本稿の論述に必要な基本的事
項の導入を行う．4.3節では，センシティブ属性間の関係多様化と関係多様性の指標
である (`1; `2)-関係多様性を提案する．4.4節では，(`1; `2)-関係多様化の実現手段の一
例としてクラスタリングによる手法を述べる．4.5節では，(`1; `2)-関係多様化を効率
よく実現するための考察を行う．4.6節では，4.5節の議論に基づいたヒューリスティ
クスを用いた効率的な (`1; `2)-関係多様化手法を提案する．4.7節では，提案手法の有
効性について評価実験を通して論じる．4.8節では，関係多様化データの活用例とそ
の方法，およびデータ分析時の精度について述べる．4.9節では，関連研究を紹介し，
最後に 4.10節にて，本章の結論を述べる．
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4.2 準備
本節では，本稿で対象とするデータやプライバシモデルなど，本章の理解，論述に
必要な基本的な事項について述べる．
4.2.1 対象とするデータ
対象とするデータは，S1; : : : ; Sd (d > 1)のセンシティブ属性を持つT = ft1; : : : ; tng
のテーブルである．タプル tのセンシティブ属性 Siの値を t[Si]で表す．
4.2.2 攻撃モデルと保護モデル
複数のセンシティブ属性を持つ系列データに対しては，ある属性に関する知識から
他の属性の属性値が特定されてしまう場合がある．
定義 10 (攻撃者の知識):攻撃者は，X 2 Sを攻撃対象の属性とし，Y1; : : : ; Yd 1 2 SnX
の属性値を既知とする．このとき，Xを攻撃対象属性，(y1; : : : ; yd 1) 2 Y1  Yd 1
を攻撃者の知識とする．ただし，攻撃者がセンシティブ属性の集合 Sのうち，どのセ
ンシティブ属性を攻撃対象Xとしているかを事前に知ることはできない．
攻撃者は，(y1; : : : ; yd 1) 2 Y1  Yd 1に該当するタプルの集合T (y1; : : : ; yd 1) =
ftjt[Yi] = yi^  ^t[Yd 1] = yd 1gに含まれる属性Xの値を特定しようとする．このと
き，(y1; : : : ; yd 1)に該当するタプル集合のXの値の種類数は，jft[X]jt 2 T (y1; : : : ; yd 1)gj
である．そこで，任意の属性の組から特定可能なXの属性値を複数 (`X)種類になる
こと (関係多様性)を保証することが求められる．
定義 11 (関係多様性):あるX 2 S，Y = SnXについて，jft[X]jt 2 T (y1; : : : ; yd 1)gj 
`X であるとき，Xは `X-関係多様性を満たすとする．
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定義 11の関係多様性を保証する方法の一つに，センシティブ属性値の汎化がある．
すべての属性X 2 Sが関係多様性を満たすためには，表 4.3や表 4.4のように，各セ
ンシティブ属性値を大きく汎化する必要がある．
4.3 関係多様化によるプライバシ保護
本節では，センシティブ属性間の関係多様化と関係多様性の指標である (`1; `2)-関
係多様性を提案し，それぞれの定義について述べる．また，関係多様化によるセンシ
ティブ属性間の関係の曖昧化に関して，関係の曖昧性の評価指標を導入する．
4.3.1 関係多様化
定義 11の関係多様性を達成するための操作として，テーブル T をセンシティブ
属性毎に分割する関係多様化を導入する．関係多様化は，センシティブ属性の系列
S = fS1; : : : ; Sdgを持ったテーブル T を，センシティブ属性としてSi 2 Sのみを持っ
たテーブル T i へと分割し，複数のレコードに共通のクラス識別子CIDを T i と T i+1
に付与した新たなデータ形式へと変換する操作である．
定義 12 (関係多様化):
関係多様化 frdは，frd(T ) = fT 1 ; : : : ; T d gのように，テーブルT をセンシティブ属性
毎のテーブルT i に分割する．T i はCID，CID0，Siを持つテーブルT i = fti;1; : : : ; ti;ng
である．T i のCID0にはT i+1のCIDの値が入り (ti;j[CID0] 2 T i+1:CID)，T i のCID0
と T i+1のCIDによって，Siと Si+1の二項関係が表される．また，ti;j[S]を ti;jのセ
ンシティブ属性値とする．
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複数の ti;j が同じ CIDを持つことによって，T i の CID0と T i+1の CIDの結びつ
きが弱くなり，センシティブ属性間の関係が多様化される．
定義 13 (関係多様化クラス): 関係多様化されたテーブル T i において同じ cid 2 CID
を持つ ti;jの集合を関係多様化クラス ccid = fti;jjti;j[CID] = cidgとする．また，T i 1の
センシティブ属性値の集合を ccid[Spre] = fti 1;j[S]jti 1;j[CID0] = cidgとし，ccidの前提
部と呼ぶ．同様に，T i のセンシティブ属性値の集合を ccid[Scon] = fti;j[S]jti;j[CID] =
cidgとし，ccidの結論部と呼ぶ．
定義 14 (オリジナルの関係集合): ccid に属する ti;j の元のタプル tj におけるセンシ
ティブ属性 Si 1 と Si の二項関係の集合を，オリジナルの関係集合とし，R(ccid) =
f(tj[Si 1]; tj[Si])jtj ^ ti;j[CID] = cidgとする．
4.3.2 提案指標：(`1,`2)-関係多様性
4.2.2節で示した攻撃モデルによるプライバシ侵害を防ぐために，テーブルが満た
すべき関係多様性の指標（4.3.2節）と，関係多様化による関係の曖昧性指標（4.3.3
節）を導入する．
定義 15 ((`1,`2)-関係多様性): 8cid 2 T i [CID] に対して，jccid[Spre]j  `1 および
jccid[Scon]j  `2を満たすとき，T i は (`1,`2)-関係多様性を満たす．
fT 1 ; : : : ; T d g 2 frd(T )において，T i 1 と T i が (`1, `2)-関係多様性を満たすとき，
Y = S nSiからX = Siについて，Siは `2-関係多様性を満たす．同様に，Y = S nSi 1
からX = Si 1について，Si 1は `1-関係多様性を満たす．
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4.3.3 関係の曖昧性指標
(`1,`2)-関係多様性を保証する (`1,`2)-関係多様化を行うと，クラス cの c[Spre]は `1
種類以上，c[Scon]は `2種類以上になり，c[Spre]と c[Scon]の関係は，(c[Spre], c[Scon])の
センシティブ属性値の集合の二項関係へと汎化される。また，この汎化された関係は
以下のように表すこともできる．
R(c) = f(spre; scon) 2 c[Spre] c[Scon]g (4.1)
例えば，(3, 2)-関係多様性を保証した場合，前提部に fa; b; cg，結論部に fx; ygなる
二項関係を持つ (3, 2)-関係多様化されたクラスが存在することを考える．このクラス
を成すタプルのオリジナルの関係がそれぞれ (a, x)，(b, y)，(c, x)とする．このとき，
前提部 fa; b; cg，結論部 fx; ygから推測可能な関係 (a, x)，(a, y)，(b, x)，(b, y)，(c, x)，
(c, y)には，オリジナルの関係には存在しない関係 (a, y)，(b, x)，(c, y)が含まれてい
ることが分かる．関係多様化によって混入するオリジナルの関係には存在しない関係
をノイズ関係（Noisy Relation）と呼び，以降，単にノイズと呼ぶ．一方，オリジナル
の関係集合が (a, x)，(a, y)，(b, x)，(b, y)，(c, x)，(c, y)であるタプルからクラスが作
られている場合には，推測可能な関係とオリジナルの関係が同じになり，ノイズが混
入しない．ノイズが混入すると，様々なデータ分析の精度に影響を与える可能性があ
るため，後者の例のようにノイズが混入しないことが望ましい．
ここで，クラス中のオリジナルの関係とノイズとの比を表す関係ノイズ比RNRを
以下のように定義する．
定義 16 （関係ノイズ比）
RNR(c) =
jR(c)j
jR(c)j (4.2)
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RNR(c)は 1以上の値を取り，最小値（1）のとき，クラスにノイズが混入していな
いことを表す．ノイズの混入のないクラスをノイズレスクラスと呼ぶ．
本稿の関係ノイズ比は，クラス単位の局所的な視点に基づくものであり，テーブル
全体の関係ノイズ比を全域的な視点で評価したものではない．また，本稿で定義した
関係の曖昧性指標はノイズの頻度や偏りを捉えられておらず，それらによる関係の曖
昧化を小さく見積もってしまう場合がある．本稿では，評価指標を簡略化するために
ノイズの有無による指標を用いた．ノイズの頻度や偏りを考慮した評価指標の確立は
今後の課題とする．
4.4 ナイーブな (`1,`2)-関係多様化手法
関係の曖昧化を抑止した関係多様化テーブルの生成について考える．最適な関係
多様化は，関係多様化後の各タプルの関係ノイズ比の総和が最小となる関係多様化で
ある．
最適な k-匿名化は，NP困難な問題であることが知られている [49]．また，関係多
様化と同様に，属性間の関係が曖昧化されるようにテーブルを分割する手法である
Anatomy[77]においても，準識別子の曖昧性を最小化する最適解の導出はNP困難で
あるとされている．
そこで本稿では，ヒューリスティックな手法によってできるだけ関係ノイズ比が小
さいクラスを生成することを考える．ここでは，クラスタリングによって関係多様化
を実現する手法を提案する．4.4.1節ではクラスタリングによる関係多様化手法を述
べ，4.4.2節では関係ノイズ比を考慮した類似度指標を述べる．
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4.4.1 クラスタリングによる関係多様化
まず，関係の曖昧性については考慮せず，タプル群のクラスタリングによって関係
多様化を実現するナイーブな手法について述べる．
本節で述べるクラスタリングによる手法では，テーブル T のセンシティブ属性 Si
とその前提部のセンシティブ属性 Si 1を対象とし，の関係多様化後のテーブル T i を
生成する．よって，d次元のセンシティブ属性を持つ場合は，d回のクラスタリング
を行う．
以降，議論を簡単にするために，(Si 1, Si)の二項関係 ri;j = (tj[Si 1]; tj[Si])を対象
とする．ri;jから定義 13のクラスを生成すると (1,1)-関係多様性を持ったクラスにな
る．このクラスを複数併合し，共通のCIDを付与することで (`1, `2)-関係多様性を充
足させることを考える．
クラスタリングの手順
クラスタリング手法として，凝集型の階層的クラスタリング [19]を用いる．関係多
様化に用いる凝集型の階層的クラスタリングは，以下のステップのアルゴリズムを採
用する．
 ステップ 1: 各関係から 1つの関係だけを含むクラス cを生成
 ステップ 2: クラス間の類似度 sim(c1; c2)を計算し，類似度が高いペアを併合
 ステップ 3: 併合したクラスがノイズレスクラスになったらクラスタリングの対
象から除く
 ステップ 4: ステップ 2で併合が行われればステップ 2～3を繰り返し，併合が
行われなければ終了
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(`1,`2)-関係多様化のためのクラス間類似度
クラス間の類似度 sim(c1; c2)は，2つのクラスを併合した場合における (`1,`2)-関係
多様性の充足性（充足の度合い）によって評価する．
ここで，クラスcの前提部の多様性はdivpre(c) = jc[Spre]j，結論部の多様性はdivcon(c) =
jc[Scon]jである．2つのクラス c1と c2を併合したクラス c0 = c1 [ c2の前提部，結論部
の多様性はそれぞれ divpre(c1 [ c2)，divcon(c1 [ c2)である．
c1と c2を併合した際の多様性の変化量を式 4.3と式 4.4に示す．
4divpre(c1; c2) = divpre(c1 [ c2) max(divpre(c1); divpre(c2)) (4.3)
4divcon(c1; c2) = divcon(c1 [ c2) max(divcon(c1); divcon(c2)) (4.4)
4divpre(c1; c2)や4divcon(c1; c2)が正のとき，クラス c1と c2を併合することで，(`1,`2)-
関係多様なクラスに近づくことができる．(`1,`2)-関係多様性の充足性を式（4.5）で
表す．
rdiv(c1; c2) =
divpre(c1 [ c2) + divcon(c1 [ c2)
`1 + `2
(4.5)
rd = rdiv(c1; c2)は 2/(`1 + `2)  rd  1の値を取り，1のとき (`1,`2)-関係多様性を満
たすことを表す．よって，rdiv値が高いクラスペア同士を併合すると，(`1,`2)-関係多
様性の充足に大きく近づく．
これまでの議論より，(`1,`2)-関係多様性の充足性の高いクラスペアを発見するため
のクラス間の類似度指標として，以下の式（4.6）のDG(Diversity Gain)を導入し，凝
集型の階層的クラスタリングで関係多様化を行う．
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DG(c1; c2) =
8>>>>>><>>>>>>:
rdiv(c1; c2) (4divpre(c1; c2) > 0)
rdiv(c1; c2) (4divcon(c1; c2) > 0)
0 (otherwise)
(4.6)
4.4.2 関係ノイズ比を考慮した関係多様化
本節では，関係ノイズ比を考慮してクラスタリングを用いて関係多様化する手法
DGRLについて述べる．クラスタリングは，4.4.1節と同じ手順に従う．
関係ノイズ比を考慮したクラス間の評価指標を考える．まず，関係ノイズ比RNR
を考慮して，関係の損失を表す評価値RL（Relation Loss）を導入する．
RL(c1; c2) = exp(RNR(c1 [ c2)  1) (4.7)
DGとRLを用いて，関係多様性の充足率と，関係ノイズ比の両方を加味した評価値
DGRLを式（4.8）のように定義する．
DGRL(c1; c2) =
DG(c1; c2)
RL(c1; c2)
(4.8)
上述のDGRLをクラス間類似度 sim(c1; c2)として凝集型の階層的クラスタリング
を用いることで，関係ノイズ比が小さい (`1,`2)-関係多様なクラスを生成できる．
例 1 (a, x)，(b, y)，(a, y)，(b, x)をセンシティブ属性として持つタプルを対象にして，
(2,2)-関係多様化させる場合を考える．(a, x)，(b, y)の併合は，DG値が 2の併合であ
り，それぞれ (2,2)-関係多様性を満たす．しかし，関係ノイズ比RNRは 2であり，各
クラスにはノイズ関係が混入してしまう．さらにこの併合はRL値は exp(2  1) > 2
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であり，DGRL値は 2/eである．一方で，(a, x)と (a, y)の併合は，ノイズ関係を混入
せずに (1,2)-関係多様性を得られる．このとき，DG値は共に 2，RL値は共に 1であ
り，DGRL値は 1である．よって，DGRL値の高い後者の組み合わせを採用し，同
様に (b, x)と (b, y)を併合する．続いて，併合された 2つのクラスをさらに併合する
と，ノイズ関係のない (2,2)-関係多様化を実現できる．
4.4.3 ナイーブ手法の課題
凝集型の階層的クラスタリングは各ステップで最良の評価値を持つクラスタペアを
探索するクラスタリング手法である．タプル数 jT jに対して最悪のケースで O(jT j3)
の計算量を要する [60]．そのため，スケーラビリティに課題があり，大量のタプルを
持つテーブル T を対象とした際に大きな計算時間を要する．また，各クラス間の併合
においてはRNRを極小化できるが，必ずしも最終的に生成されたクラスのRNRの
小ささを保証するものではない．
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4.5 効率的なノイズレスクラス生成のための考察
　
本節では，関係ノイズ比 RNRのの小さなクラスを効率よく生成するために，ノイ
ズレスクラスを効率的に生成する方法について議論する．特に，ノイズレスクラスを
成すための条件や，ノイズレスクラスを成すタプル群が持つ性質について考え，効率
化に資する補題等を導く．
以降の議論では，Si 1，Siをそれぞれ V，Uとし，V とUの二項関係を持つデータ
R = fr1; : : : ; rng，r = (v; u)，v 2 V，u 2 U を対象に議論を進める．
4.5.1 関係ベクトル
前提部 v1を持つ関係 (v1; u1); : : : (v1; u`2)が，ノイズなしに (`1; `2)-関係多様性を満
たすためには，fv2; : : : ; v`1g  fu1; : : : ; u`2gのすべての関係を用いてクラスを成す必
要がある．
ここで，前提部 v，結論部 uを持つ関係の多重集合をR(v; u)とする．また，前提部
vを持ち，結論部は任意の値を持つ関係の多重集合をR(v; )と表し，前提部関係集
合と呼ぶ．v1と多くのノイズレスクラスを形成できる v2(6= v1)は，R(v1; )，R(v2; )
間において，結論部の値に共通の値を多く含み，結論部の値の出現パターンが類似す
るものと言える．
補題 2 (h, `2)-関係多様性を満たすノイズレスクラスを生成可能な前提部関係集合
R(v1; ); : : : ; R(vh; )は，共通の結論部値を `2以上持つ．
結論部の出現パターンの類似性を測るために，前提部関係集合毎に結論部のセンシ
ティブ属性値の出現回数をベクトル形式で表現し，ベクトルの類似度によって出現パ
ターンの類似性を測ることを考える．
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まず，前提部関係集合毎に結論部のセンシティブ属性値の頻度をベクトル形式で表
現する．
vi = (vi;1; : : : ; vi;jSconj)
T (4.9)
ここで，fi;jをRi中の (vi; uj)の数とし，vi;j = fi;j=
PjSconj
`=1 fi;`とする．以降，viを関
係ベクトルと呼ぶ．
ベクトルの類似度は，ベクトル間の内積（コサイン類似度）等によって求めること
ができる．ベクトル間の内積は，共通要素の出現パターンの類似性を表す．このと
き，補題 2より，少なくとも `2種類の結論部が共起しない関係ベクトルの類似度は 0
とする．
これまでの議論から，関係ベクトル間の類似性（ノイズレスクラスの生成可能性）
を以下の式で定義する．
sim(vp;vq) =
8>><>>:
vp  vq (cmn(vp;vq)  `2)
0 (otherwise)
(4.10)
ここで，cmn(vp;vq)は，vpと vqの共通の結論部値の種類数である (式 4.11)．
cmn(vp;vq) =
X
yj2U
sgn(vp;j; vq;j) (4.11)
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4.5.2 類似度グラフ
式 4.10の関係ベクトル間の類似度からは，類似度行列を生成できる．この類似度行
列に基づいて，各関係ベクトルを頂点とし，類似度が 0より大きい頂点にエッジを張
ることで，関係ベクトル間の類似度を表す無向グラフG := (V^ ; E)が生成できる (図
4.1)．ここで，v^i 2 V^ は，センシティブ属性値 viを表す頂点であり，ei;j 2 Eは v^iと
v^jの間のエッジであり，類似度が 0より大きい頂点間に張られる．この無向グラフG
を類似度グラフと呼ぶ．エッジで接続された頂点同士は，(2; `2)-関係多様なノイズレ
スクラス生成の候補である．
ノイズレスクラスを多数生成するためには，類似度の高い `1個のベクトル群を抽
出することが望まれる．しかしながら，`1個のベクトル間の類似度計算は計算コスト
が高い．例えば，`1個の関係ベクトル間の類似度計算は，各頂点を始点とした深さ優
先探索によって実現することが可能である．この類似度計算のための深さ優先探索に
は，深さ優先探索がO(jV^ j+ jEj)の計算量を有することから，O(jV^ j(jV^ j+ jEj))の計
算量を要すると考えられる．前述の全探索と比較すると計算コストは小さいが，類似
度グラフが更新される度に深さ優先探索を実施することを考えると，依然として計算
コストが高い．
提案手法では，本節で導入した関係ベクトル，類似度グラフを前提とし，2頂点間
の類似度をベースとしたヒューリスティックな手法でノイズレスクラス生成を行う．
そのために，以降では，ヒューリスティックな手法を実現するためのいくつかの性質
について考える．
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図 4.1: 類似度グラフ (初期状態)
類似度グラフの枝刈り
まず，ノイズレスクラスを成す関係ベクトル集合が持つ性質について考える．これ
によって類似度グラフを枝刈りし，ノイズレスクラスを成し得ない関係ベクトルをノ
イズレスクラス生成の候補から除外する．
ノイズレスクラスを成すためには結論部の共起が必要である．そのため，類似度グ
ラフ上において，各頂点は `1   1個の他の頂点と接続されている必要がある．
補題 3 (`1, `2)-関係多様性を満たすノイズレスクラスを生成可能な頂点 v^ 2 V^ は，エッ
ジ数が `1-1以上の頂点だけである．
補題 3より，グラフGからノイズレスクラスに成り得ない頂点を簡単に枝刈りするこ
とができる．
さらに，ノイズレスクラスを成すためには，`1個の関係ベクトルが互いに共通の結
論部を `2個持つ必要がある．そのため，類似度グラフ上において，少なくとも互い
にエッジが張られていることが必要であり，互いに接続された `1個の頂点だけがノ
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図 4.2: 類似度グラフ (枝刈り)
イズレスクラスを成し得る．言い換えると，頂点集合 8v^1; : : : ; v^h 2 V^ からノイズレ
スクラスを生成するには，8v^i; v^j(i 6= j) 2 fv^1; : : : ; v^kgにエッジが張られたクリーク
を成すことが必要である．
補題 4 (`1, `2)-関係多様性を満たすノイズレスクラスが生成可能な頂点の集合 V^ 0  V^
は，jV^ 0j  `1であり，8v^ 2 V^ 0で `1次のクリークを成す V^ 0だけである．
補題 4を用いると，多くのエッジを枝刈りできる可能性がある．しかしながら，特
定のグラフから指定された大きさのクリークを探索する問題はNP完全であることが
知られている [37]．さらにノイズレスクラス生成によって関係ベクトル間の類似度が
変化し，グラフが更新される度にクリークの探索を行うことはリーズナブルでない．
本稿では，クリークの探索によるノイズレスクラス生成は行わず，補題 3によって
ノイズレスクラスを成し得る関係ベクトルを絞り込んだ上で，2頂点間の類似性が高
い頂点集合からノイズレスクラスを生成する．
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4.6 効率的なノイズレスクラス生成手法NLC
本章では，4.4.3節で述べた凝集型クラスタリングによる (`1,`2)-関係多様化の課題
である効率性と，関係多様化の精度を，関係多様化の際に利用できるいくつかの性質
を用いて改善する手法を提案する．
提案手法では，センシティブ属性 Siとその前提部である Si 1を対象に，関係ノイ
ズ比を低減した (`1, `2)-関係多様化を行う．その際に，4.5節の議論に基づいてノイズ
レスクラスを優先的に (貪欲に)生成し，関係ノイズ比の低減を図る．
提案手法は以下の手順のアルゴリズムによってノイズレスクラスを生成する．
1. 関係ベクトルと類似度グラフの生成
2. 対象データの選択（4.6.2節）
3. 前提部の多様化 ((`1, 1)-関係多様化)（4.6.3節）
4. 結論部の多様化 ((`1, `2)-関係多様化)（4.6.4節）
5. 類似度グラフの更新（4.6.5節）
6. 2.～4.をノイズレスクラスが生成できなくなるまで繰り返す
7. ノイズレスクラスを成していないタプル群を関係多様化クラスタリング（4.4節）
ステップ 1では，4.5.1節と 4.5.2節で議論した関係ベクトルと類似度グラフの生成
および枝刈りを行う．ステップ 2では，関係ベクトル間の類似性からノイズレスクラ
ス生成の対象とする `1個の関係ベクトルを生成する．次にステップ 3では，ステップ
2で抽出した関係ベクトル群のタプルを用いて，同じ結論部を持ち，異なる前提部を
持つ (`1, 1)-関係多様化したクラスを生成する．ステップ 4では，ステップ 3で生成し
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た (`1, 1)-関係多様化したクラスを併合して (`1, `2)-関係多様性を満たすクラスを生成
する．ステップ 5では，ノイズレスクラスを形成したタプルに関する情報を関係ベク
トル，類似度グラフに反映し，これらの更新を行う．最後に，ノイズレスクラスを形
成できなかったタプルについては，4.4節に示した関係多様化クラスタリングによっ
て関係多様化を行う（類似度にはDGRLを用いる）．
4.6.1 関係ベクトルと類似度グラフの生成
4.5節の 4.5.1節と 4.5.2節に基づいて，前提部関係集合から関係ベクトルを生成し，
関係ベクトル間の類似度を求めて類似度グラフを生成する (図 4.1)．その上で，補題
2と補題 3によってグラフGを枝刈りし，ノイズレスクラスを生成し得る頂点を絞り
込む (図 4.2)．
4.6.2 対象データの選択
次に，頂点 v^にとって最良な併合対象である隣接頂点の選択を行う．ここで，v^の
隣接頂点の集合を nG(v^)とする．このとき，v^と類似度の高い隣接頂点 u^1 2 nG(v^)は
ノイズレスクラスを生成できる可能性も高い．そこで，v^との類似度が高い上位 `1-1
個の頂点の集合を v^のノイズレスクラス生成候補とする．
続いて，どの頂点を中心としたノイズレスクラス生成を行うべきかを判断するため
に，各頂点がどれだけノイズレスクラス生成に適しているかを評価する．この評価
では，v^を隣接頂点の類似度の積によって評価する．ここで，頂点 v^の隣接頂点集合
nG(v^)のうち，v^との類似度が高い上位 `1-1頂点の集合を nG(v^)とする．頂点 v^の評
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図 4.3: 類似度グラフ (頂点の評価)
価値 (v^)を式（4.12）のように定義する．
(v^) =
Y
w^2nG(v^)
sim(v;w) (4.12)
(v^)が最大の頂点 v^maxとノイズレスクラス生成の基準とし，v^maxと w^ 2 nG(v^max)
の頂点集合 V^ 0からノイズレスクラスを生成する．
4.6.3 前提部の多様化
ノイズレスクラス生成を行うための候補となる関係ベクトル群を抽出したら，それ
らを用いてノイズレスクラスを生成する．まず，結論部に基づいて，ノイズのない (`1,
1)-関係多様性を満たすクラスを生成する．
頂点 v^01; : : : ; v^0`1 2 V^ 0に関するタプル集合を用いて，ノイズレスクラスの生成を行
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図 4.4: 結論部に基づく前提部の `1-多様化 ((`1; 1)-関係多様化)
う．このとき，同一の結論部値と，異なる前提部値を持つタプル群によって (`1, 1)-関
係多様性を満たすクラスの生成を行う (図 4.4)．
結論部値 uj 2 U に対して，関係 (v0i, uj)をR(v01; ); : : : ; R(v0`1 ; )から抽出し，
f(v01; uj); : : : ; (v0`1 ; uj)gから成るクラスを生成する．これによって，(`1, 1)-関係多様な
ノイズレスクラスが生成される．ここで生成した結論部値に uj を持つクラスの集合
をクラス集合 C(uj)とする．この操作をR(v01; ); : : : ; R(v0`1 ; )から 1つでも関係 (v0i,
uj)を抽出できなくなるまで繰り返す．さらに，すべての uj 2 Uに対して同様に実施
する．
4.6.4 結論部の多様化
次に，結論部に基づくクラス併合で (`1, 1)-関係多様化したクラス群を，(`1, `2)-関
係多様化する．
ここで，クラス集合C(uj)のクラス数を jC(uj)jとする．jC(uj)jが大きい上位 `2個
のクラス集合の集合C(u1); : : : ; C(u`2)を選択する．C(u1); : : : ; C(u`2)からクラスを 1
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図 4.5: 前提部に基づく結論部の `2-多様化 ((`1; `2)-関係多様化)
つずつ選択し，1つのクラスへ併合する．これによって (`1; `2)-関係多様性を充足す
るノイズレスクラスが生成される (図 4.5)．
例 2 図 4.4と図 4.5は，(3, 2)-関係多様化の例を示している．まず結論部値X , Y , Z,
W 毎にクラス集合 C(X), C(Y ), C(Z), C(W )を生成する（図 4.4）．次に，頻度の高
い上位 `2=2件のクラス集合 C(Y ), C(X)から 1つずつクラスを抽出して，抽出した
クラス群を 1つのクラスに併合する（図 4.5）．この操作を，上位 `2=2件のクラス集
合から 1つずつクラスが抽出できなくなるまで繰り返す．
4.6.5 類似度グラフの更新
4.6.3節と 4.6.4節のグルーピングでノイズレスクラスを成した関係を，各前提部関
係集合から取り除く．これに伴い関係ベクトルと関係ベクトル間の類似度を更新し，
類似度グラフGを更新する．Gの頂点数 jV^ jが `1個以上存在する間，ノイズレスク
ラス生成を繰り返す．
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4.7 評価
提案手法である効率的ノイズレスクラス生成手法NLC（4.6節）の有効性を評価す
るために，評価実験を行った．
4.7.1 評価内容
比較対象として本稿で示したナイーブな関係多様化手法である関係ノイズ比を考慮
したクラスタリングによる手法DGRL（4.4.2節），関係ノイズ比を考慮しないクラス
タリングによる手法DG（4.4.1節）を用いた．
提案手法と上記 2手法の関係ノイズ比，ノイズレスクラスの割合，関係多様化の計
算時間を比較する．
関係ノイズ比の評価では，4.3.3節で導入したクラス毎関係ノイズ比RNRを利用し
て，すべてのクラスのRNRの平均値を評価する．ノイズレスクラスの割合は，すべ
てのレコードの内，ノイズレスクラスに属するレコードの割合を評価する．
NLC，DGRL，DGは，本稿に記載した各手法を実装し，評価に利用した．
4.7.2 評価環境
評価用のデータセットとして，2種類の人工データを生成した．生成した人工デー
タは，2つのセンシティブ属性値にそれぞれ 10種類の値を持つデータセットSA10と，
50種類の値を持つデータセット SA50であり，各タプルのセンシティブ属性にはラン
ダムに値を割り当てた．本評価では 1,000，2,000，3,000，5,000，10,000件のタプル
を持つ SA10，SA50を生成した．なお，本評価では，関係多様化によるノイズの発生
度合いを純粋に評価するために，準識別子を含まない人工データを対象とした．
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図 4.6: RNRの平均値 (手法の比較)
本評価では，仮想マシン上で評価を行った．評価で用いた仮想マシンは，4コアCPU
と，32GBのメモリ，120GBのディスクを持つ．仮想マシンのホストは，12コア（24
スレッド）の 2.4GHzの CPUと，192GBのメモリ，6TBのディスクを持つ．仮想マ
シン上で Java言語（Java 1.6.0 32）によって実装した．匿名化対象のデータセットは
PostgreSQL（PostgreSQL 8.4.13）に格納し，匿名化結果も PostgreSQLに格納する．
4.7.3 評価結果
関係ノイズ比
図 4.6は，(2, 2), (3,3)-関係多様性を充足させた 3手法のRNRをデータセットサイ
ズごとにプロットして示している．関係多様化の対象としたデータセットは SA10で
ある．
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図 4.7: RNRの平均値 (SA10)
提案手法のNLCは，(2,2)-関係多様化，(3,3)-関係多様化において，RNRが 1に近
い値であり，関係多様化によるノイズの混入が非常に少ない．DGRLは，(2,2)-関係
多様化においてはノイズの混入率は非常に少ないが，(3,3)-関係多様化の際にはノイ
ズの混入によって本来の関係数の 1.5倍程度の関係数に見えてしまう．RNRを考慮
しないナイーブな手法であるDGはノイズの割合が非常に多く，本来観測され得る関
係を発見することが困難になってしまっている．以上より，クラス単位での局所的な
関係ノイズ比においては，提案手法が低く抑えることができたと言える．
次に提案手法NLCについて，さらに詳細な評価を行った結果について示す．図 4.7
は SA10に対して，(2,2), (2,4), (4,2), (3,3), (4,4), (5,5)-関係多様性をそれぞれ充足さ
せた場合の RNRを示している．充足すべき多様性が小さいほど，RNRは小さい．
(2,4), (4,2), (3,3)-関係多様化結果を比較すると，(3,3)-関係多様化した場合が最もRNR
が高い．これは，ノイズレスクラス生成に必要となる最小レコード数が，(2,4), (4,2)-
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図 4.8: RNRの平均値 (SA50)
関係多様化の場合は 8であるのに対して，(3,3)-関係多様化の場合は 9であり，ノイズ
レスクラスを生成するためにより多くの種類の関係を持つレコードを必要とし，ノイ
ズレスクラスの実現の困難さが高いためと考えられる．
図 4.8は SA50に対して同様に関係多様化をした際のRNRを示している．図 4.7と
図 4.8を比較すると，属性値の種類数が多い SA50を対象とした図 4.8の結果が明ら
かにRNRが高い．同一のレコード数である際には，属性値の種類数が多いほど同一
の属性値を持つレコードが少なくなり，ノイズレスクラスを生成することが困難にな
るためと考えられる．
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図 4.9: ノイズレスレコードの割合 (手法の比較)
ノイズレスレコードの割合
次に関係多様化テーブル中のノイズレスクラスに属するレコード（ノイズレスレ
コード）の割合を評価した．図 4.9, 図 4.10, 図 4.11には，関係多様化テーブルのレ
コードのうち，ノイズレスレコードの割合を示している．
図 4.9は各手法のノイズレスレコードの割合を比較した結果である．提案手法NLC
は (2,2)-関係多様化の際には，90%以上のレコードがノイズレスレコードである．ま
た，提案手法のようにノイズレスクラス生成に関するヒューリスティクスを用いな
いDGRLも (2,2)-関係多様化において，85%以上のレコードがノイズレスレコードで
ある．しかしながら，RNRを考慮しない DGはノイズレスレコードが存在しない．
よって，RNRを考慮して関係多様化することで，多くのレコードのセンシティブ属
性の二項関係を過度に曖昧化しないことがわかる．(3,3)-関係多様化の際には，他の
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図 4.10: ノイズレスレコードの割合 (SA10)
手法がほぼノイズレスレコードを生成できていないことに対して，提案手法NLCは
多くのノイズレスレコードを生成している．これは，より多くのレコードがノイズレ
スクラスを成すようなレコードのグループ化処理を導入しているためと考えられる．
さらに，提案手法NLCについて，いくつかの関係多様性を充足させた場合のノイ
ズレスレコードの割合を図 4.10と図 4.11に示す．充足すべき関係多様性が小さいほ
ど，多くのノイズレスレコードが生成できていることが分かる．しかしながら，ノイ
ズレスクラスを優先的に生成するNLCであっても，充足すべき関係多様性が高い場
合には，ノイズレスクラスがほとんど生成できないことがわかる．特に，図 4.11に示
した SA50を対象とした場合には，(5,5)-関係多様化においてノイズレスレコードが 1
つもない．よって，データの性質を棄損せずに関係多様化をしたい場合には，データ
セットの性質や規模によって `1や `2を調整する必要がある．
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図 4.11: ノイズレスレコードの割合 (SA50)
計算時間
関係多様化手法のスケーラビリティを評価するために，各手法の計算時間を計測し
た．図 4.12は各手法の計算時間を示している．提案手法NLCは他の手法と比較して
10倍以上高速であることが分かる．また，データサイズの増加に対して計算量が比
較的増大しやすい傾向にあることが分かる．DGRLとDGはほぼ同程度の計算時間で
ある．これは，DGRLとDGは距離計算の方法以外は同一の凝集型クラスタリングに
よって実現しているためである．NLCは凝集型クラスタリングに先立って，ヒュー
リスティクスを用いてノイズレスクラスを生成する．このノイズレスクラスが非常に
効果的であると考えられ，かつ，関係多様化のために必要となる類似度計算の対象数
を大幅に減らすことによって，DGRLとDGと比較して，大幅に高速化が実現できて
いると推察される．
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図 4.12: 計算時間 (手法の比較)
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図 4.13: 計算時間 (SA10)
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図 4.14: 計算時間 (SA50)
図 4.13と，図 4.14は SA10，SA50それぞれに対してNLCで関係多様化した際の計
算時間を詳細に示している．データ数が少ない場合，センシティブ属性の値の種類が
少ない方が計算時間が短い．これは，ノイズレスクラスを多く生成し，凝集型クラス
タリングのコストを低減することで計算時間が短縮されると考えられるため，センシ
ティブ属性値の種類数が多い SA50において，時間を要したのではないかと推察され
る．同様に，充足すべき関係多様性が高いほどノイズレスクラス生成が困難であるた
め計算時間が長いのではないかと考えられる．
以上より，提案手法NLCは高い効率性を有しながら，関係多様化による関係の曖
昧化を抑止できることが示された．
90
4.8 活用例と精度
複数のセンシティブ属性を持つパーソナルデータの活用方法として，センシティブ
属性間の相関分析が挙げられる．
相関分析の際には，属性値間の共起頻度を算出することで，頻度の高い関係を分析
対象のパーソナルデータの特徴的な関係として抽出できる．
しかしながら，関係多様化によってプライバシ保護を施した場合，センシティブ属
性毎にテーブルが分割されたりと，テーブルの構造が変化してしまう場合がある．そ
のような場合には，元データと同様にデータを扱うことができず，工夫を要する．
本節では，関係多様化データを相関分析する際に利用者に必要とされる操作の一例
を紹介すると共に，その際の分析精度について評価する．
4.8.1 データ操作の工夫
表 4.7と表 4.8は (2,2)-関係多様化したデータセットである．これらのデータを用い
て SA1と SA2の相関関係を分析するために，SA1と SA2の共起頻度を求める．
表 4.7と表 4.8はCIDとCID’によって曖昧に接続されている．例えば，TID=11は
TID=21, 22, 23, 24と接続しており，TID=11に該当するデータ主体の SA1と SA2の
値の組が (a, x), (a, y), (a, x), (a, y)の 4つのいずれかであるのかを特定することができ
ない．よって，各関係が出現することの確からしさはそれぞれ 1/4である．
表 4.7と表 4.8からは確かな関係を得ることができないため，表 4.7と表 4.8の間に
存在し得る関係を列挙して，列挙された関係の出現の確からしさを考慮した共起頻度
の算出を行う必要がある．表 4.9は，表 4.7と表 4.8の間に存在し得る関係を列挙し，
関係の確からしさ cを併記している．cは同じTID(T1)を持つ関係数をmとしたとき，
c = 1=mで導出した．
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表 4.7: SA1のテーブル (T1)
TID CID CID’ SA1
11 G11 G21 a
12 G11 G21 a
13 G11 G22 b
14 G11 G22 b
15 G12 G22 a
16 G12 G22 a
17 G12 G21 c
18 G12 G21 c
表 4.8: SA2のテーブル (T2)
TID CID CID’ SA2
21 G21 — x
22 G21 — x
23 G21 — y
24 G21 — y
25 G22 — x
26 G22 — x
27 G22 — z
28 G22 — w
表 4.9の cを，同じ値の組毎に集計し，総和を計算した結果 sum(c)を表 4.10に示
す．sum(c)は各関係の出現頻度の期待値である．表 4.10には，関係多様化していな
い元データにおける関係の出現頻度 f0を併記している．
これまで述べたようなデータ操作を行うことで，関係多様化したデータセットから
も，属性値間の共起頻度や相関関係を分析することができる．
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表 4.9: SA1と SA2の共起 (全列挙)
TID(T1) TID(T2) SA1 SA2 c
11 21 a x 0.25
11 22 a x 0.25
11 23 a y 0.25
11 24 a y 0.25
12 21 a x 0.25
12 22 a x 0.25
12 23 a y 0.25
12 24 a y 0.25
13 21 b x 0.25
13 22 b x 0.25
13 23 b y 0.25
13 24 b y 0.25
14 21 b x 0.25
14 22 b x 0.25
14 23 b y 0.25
14 24 b y 0.25
15 25 a x 0.25
15 26 a x 0.25
15 27 a z 0.25
15 28 a w 0.25
16 25 a x 0.25
16 26 a x 0.25
16 27 a z 0.25
16 28 a w 0.25
17 25 c x 0.25
17 26 c x 0.25
17 27 c z 0.25
17 28 c w 0.25
18 25 c x 0.25
18 26 c x 0.25
18 27 c z 0.25
18 28 c w 0.25
93
表 4.10: SA1と SA2の共起関係
SA1 SA2 sum(c) f0
a x 2.00 2
a y 1.00 1
a z 0.50 1
a w 0.50 0
b x 1.00 1
b y 1.00 1
c x 1.00 1
c z 0.50 0
c w 0.50 1
4.8.2 分析精度
図 4.15に提案手法NLCによって (2,2)-関係多様化したデータに対して，関係の共起
頻度を算出した結果とその誤差を示す．評価には 1万件の SA10のデータセットを利
用した．図 4.15は，元データにおける各関係の出現頻度順に各関係の出現頻度を示し
ている．センシティブ属性値はそれぞれ 10種類ずつであるため，トータルで 100種
類の関係がある．関係多様化をしていない元データに対して分析をした場合と，(2,2)-
関係多様化した場合とで誤差は生じている．しかし，平均で 0.7%，最大で 11.2%と
小さな誤差であることがわかる．
図 4.16は，図 4.15と同様に提案手法NLCによって (3,3)-関係多様化したデータに対
して，関係の共起頻度を算出した結果とその誤差を示している．誤差は平均で 2.24%，
最大で 20.9%である．図 4.15と比べると，要求されている関係多様性が大きいため，
誤差が大きくなっているが，提案手法によってノイズの出現が抑制されているため，
大きな誤差は生じていない．
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図 4.15: 相関関係の出現頻度 ((2,2)-関係多様化)
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図 4.16: 相関関係の出現頻度 ((3,3)-関係多様化)
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図 4.17: 共起頻度算出の誤差
図 4.17は，提案手法のNLCと，クラスタリングによる手法DGRL，DGによって
関係多様化した場合の，共起頻度の算出の平均誤差を示している．(2,2)-関係多様化
の際には，NLCとDGRLの誤差が非常に小さく，共に 1%未満である．(3,3)-関係多
様化の際には，NLCは約 2%，DGRLは約 16%の誤差である．関係ノイズ比を考慮し
ていないDGは，極めて大きな誤差である．これらの結果より，提案手法NLCが関
係ノイズ比を低減することで，共起分析や，それらを応用した相関分析等の分析を，
小さな誤差で実現できることが確認できた．
以上より，関係多様化したデータセットは，データ操作を工夫することで共起頻度
を概算でき，それによって頻出な関係の抽出や相関関係の分析に用いることができる
と言える．また，その際に誤差が生じる可能性があるが，提案手法によって関係多様
化した場合には誤差が小さく，分析結果に与える影響が小さいことが確認できた．
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4.9 関連研究
同一のセンシティブ属性ではあるが，同一データ主体の複数のセンシティブ属性値
を扱うデータに時系列データがある．時系列データに対する匿名化方式は，主に移動
軌跡に対する匿名化方式が研究されている [1][70][57][68]．しかしながら，いずれも
k-匿名性を拡張させた手法であり，センシティブ属性間の多様性を保証するものでは
ない．
テーブルを分割することによって，関係を曖昧化し，属性値の推定を困難にする技
術が提案されている [3][35]．Aggarwalら [3]は，センシティブな関係が分割されるよ
うにテーブル分割を行い，論理的に異なる 2つ以上のサーバに配置して，関係の再構
築を抑止する手法を提案している．Jiangら [35]は，関係従属性のある属性間の関係
をテーブル分割によって曖昧化し，`-多様性を充足させる手法を提案している．両手
法ともに，属性間の関係をテーブル分割によって曖昧化することについては本稿と同
じモチベーションであるが，本稿のように，関係の曖昧化を抑止する仕組みが導入さ
れていない．Jiangら [35]の手法では，2つ以上の属性間の関係の `-多様化を提案し
ている．本稿の手法も二項関係を繋ぎ合わせていくことで 2つ以上の属性間に対応す
ることが可能であるが，ノイズの発生を抑止できるのは二項関係のみであるという制
限がある．
トランザクションデータに対して，アイテムの出現パターンをグラフ化し，グラフ
中のサイクル等の特徴からアイテム集合をビット列に変換することで匿名化を行う手
法が提案されている [84]．センシティブな属性値の出現パターンから生成したグラフ
を活用して匿名化を行う点は，本章の提案手法と類似するが，生成されるデータの形
式や，保証する匿名性の指標が異なる．
97
4.10 まとめ
本研究では，2つのセンシティブ属性を持つパーソナルデータを対象として，関係
多様性を関係の曖昧化の度合いを抑制しながら実現するデータ匿名化を扱った．本研
究では，系列データに対する関係多様化を導入し，関係多様化データの関係多様性指
標として (`1; `2)-関係多様性の定義した．さらに，関係多様化に伴いセンシティブ属
性間の関係が曖昧化される問題に対して，関係の曖昧性を抑止可能な関係多様化を高
い効率性を有しながら実現する手法を提案した．
評価実験では，提案手法が関係の曖昧性を抑止しつつ効率よく (`1; `2)-関係多様化
を実現でき，ナイーブな手法と比較して大幅に関係の曖昧性を抑止でき，10倍から
100倍の高い効率性を有していることを確認した．また，データ分析時にデータの操
作に工夫を行うことで，誤差の小さいデータ分析が実現できることを確認した．
本研究の成果によって，系列データを活用する際に問題となる属性値の過度な汎化，
もしくは属性間の関係の過度な曖昧化の両方を抑止したデータ匿名化が実現できる．
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第5章 結言
本稿では，系列データの匿名化技術の内，移動軌跡ストリームの連続的匿名化手法
と，センシティブ属性間の関係多様化手法を提案した．
移動軌跡ストリームの連続的匿名化手法では，移動軌跡のリアルタイムな利活用を
プライバシを考慮しながら実現するために，移動軌跡ストリームの連続的匿名化手法
を提案した．提案手法では，移動軌跡ストリームを匿名化する際に，位置情報を一定
の精度を保ちながら連続的に匿名化を行うことができる．評価実験では，10万件程度
の移動軌跡ストリームを毎分リアルタイムに匿名化できることを確認した．提案手法
によって，人々の移動パターンの即時解析が実現できるようになる，また，移動のパ
ターンに合わせた情報配信等も可能になると考えられる．今後は，移動軌跡ストリー
ムの連続的匿名化手法は，位置情報の精度 (解像度)だけでなく，トレース可能時間に
ついても一定の時間を保証するような手法の実現が望まれる．
センシティブ属性間の関係多様化では，センシティブ属性間である属性から他の属
性がどの程度推測できるかを表す (`1; `2)-関係多様性という新たな匿名性の指標を定
義し，これを実現する関係多様化を導入した．関係多様化では，センシティブ属性の
属性値を汎化せずに，属性間の関係を曖昧化することで属性間の関係多様性の保証を
実現した．さらに関係多様化を実現する手法として，関係多様化によって生じる属性
間の関係の曖昧化を抑止する手法を提案した．評価実験では，提案手法がセンシティ
ブ属性間の関係多様性を小さな曖昧化で実現でき，ナイーブな手法との比較におい
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て 10倍から 100倍という高い効率性を有することが示された．また，データ分析時
にデータの操作に工夫を行うことで，関係多様化によって元のデータセットと異なる
データ形式に成ってしまったとしても，属性値間の共起頻度の計算を小さな誤差で
実現できることを確認した．本研究の成果によって，系列データを活用する際に問題
となる属性値の過度な汎化，もしくは属性間の関係の過度な曖昧化の両方を抑止し
たデータ匿名化が実現できる．今後は，提案方式の改良を継続していく．特に，ノイ
ズレスな関係多様化を実現可能なセンシティブ属性値の間には，2部クリークが張ら
れていることがわかっており，この性質を活用した手法の実現を目指す．また，本研
究で導入した関係ノイズ比RNRは,クラス単位の局所的な視点に基づくものであり，
テーブル全体の関係とノイズの比率を全域的な視点での評価したものではない．全域
的な視点での関係ノイズ比の定義も今後の課題の一つである．
本研究の提案手法を用いることで，様々な種類の系列データの活用を安全に実現す
ることができ，特にリアルタイムな活用や，複数のセンシティブ属性を持つデータ
をオリジナルに近い状態での活用が実現できる．これによってリアルタイムな移動
パターン検出や，精度が維持された月次集計・パターン分析が実現され，パーソナル
データの活用シーンの拡大が期待される．
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