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Abstract— Nonnegative matrix factorization is usually power-
ful for learning the “shallow” parts-based representation, but it 
clearly fails to discover deep hierarchical information within both 
the basis and representation spaces. In this paper, we technically 
propose a new enriched prior based Dual-constrained Deep Semi-
Supervised Coupled Factorization Network, called DS2CF-Net, for 
learning the hierarchical coupled representations. To extract hid-
den deep features, DS2CF-Net is modeled as a deep-structure and 
geometrical structure-constrained neural network. Specifically, 
DS2CF-Net designs a deep coupled factorization architecture using 
multi-layers of linear transformations, which coupled updates the 
bases and new representations in each layer. To improve the dis-
criminating ability of learned deep representations and deep coef-
ficients, our network clearly considers enriching the supervised 
prior by the joint deep coefficients-regularized label prediction, 
and incorporates enriched prior information as additional label 
and structure constraints. The label constraint can enable the sam-
ples of the same label to have the same coordinate in the new fea-
ture space, while the structure constraint forces the coefficient ma-
trices in each layer to be block-diagonal so that the enhanced prior 
using the self-expressive label propagation are more accurate. Our 
network also integrates the adaptive dual-graph learning to retain 
the local manifold structures of both the data manifold and feature 
manifold by minimizing the reconstruction errors in each layer. 
Extensive experiments on several real databases demonstrate that 
our DS2CF-Net can obtain state-of-the-art performance for repre-
sentation learning and clustering.  
Keywords—Deep semi-supervised coupled factorization network; 
deep representation learning; dual label and structure constraints; 
enriched prior; clustering 
I.  INTRODUCTION 
In emerging visual data analytics applications, one core topic is 
about how to learn a good and compact expression of complex 
high-dimensional real-world data by uncovering the explanatory 
factors hidden in the observed inputs. To learn effective repre-
sentations, many methods can be adopted, among which Matrix 
Factorization (MF) is one of the widely-used techniques for rep-
resentation learning [1-5][48-51]. Classical MF methods consist 
of Singular Value Decomposition (SVD) [2], Vector Quantiza-
tion (VQ) [3], Nonnegative Matrix Factorization (NMF) [4] and 
Concept Factorization (CF) [5], etc. It is noteworthy that NMF 
and CF use the nonnegative constraints on the factorization ma-
trices, which enables them to learn parts-based representations 
that correspond to distinguishing features that are useful for sub-
sequent clustering and classification [4-5]. NMF and CF aim at 
decomposing a data matrix X into two or three matrix factors 
whose product is the approximation to X [4-5], where one factor 
contains the basis vectors capturing high-level features and each 
sample is reconstructed by a linear combination of the bases. The 
other factor corresponds to the new compact representation.  
Although CF offers an obvious advantage over NMF, that is, 
it can be performed in kernel space and any other representation 
space, they both cannot encode the local geometry of the features 
and also fail to use the label information even if available. First, 
to handle the locality preserving issue, some graph regularized 
methods have been proposed, such as Graph Regularized NMF 
(GNMF) [6], Graph-Regularized LCF (GRLCF) [8], Locally 
Consistent CF (LCCF) [7], Graph-Regularized CF with Local 
Coordinate (LGCF) [9], Dual Regularization NMF (DNMF) [12] 
and Dual-graph regularized CF (GCF) [13]. These algorithms 
usually use the graph Laplacian to smooth the representation and 
encode geometrical information of the data space. Different 
from GNMF and LCCF, both DNMF and GCF can not only cap-
ture the geometrical structures of data manifold but also the fea-
ture manifold by using the dual-graph regularized strategy [10-
13]. Although the above algorithms have obtained encouraging 
clustering results by considering the local properties, they still 
suffer from some shortcomings: 1) High sensitivity and tricky 
optimal determination of the number k of nearest neighbors [14-
15]; 2) Separating the graph construction from matrix factoriza-
tion by two independent steps cannot ensure the pre-encoded 
weights to be optimal for the subsequent representation; 3) They 
cannot take advantage of label information to improve the rep-
resentation and clustering due to the unsupervised nature, simi-
larly as NMF and CF. Second, for the discriminative MF, some 
semi-supervised algorithms have been proposed, such as Con-
strained Nonnegative Matrix Factorization (CNMF) [16], Con-
strained Concept Factorization (CCF) [17] and Semi-supervised 
GNMF (SemiGNMF) [6]. SemiGNMF incorporates partial label 
information into the graph construction, while CNMF and CCF 
define the representations consistent with the known label infor-
mation by defining an explicit label constraint matrix so that the 
original labeled samples sharing the same label can be mapped 
into the same class in a low-dimensional space. Although CNMF, 
SemiGNMF and CCF can use label information of labeled sam-
ples clearly, they still fail to fully utilize the unlabeled samples, 
since they did not consider predicting the labels of the unlabeled 
samples and mapping them into their respective subspaces in 
feature space as well by learning an explicit label indicator ma-
trix for the unlabeled data. In addition, CNMF, SemiGNMF and 
CCF also cannot self-express the input data in a recovered fea-
ture subspace. It is noteworthy that retaining the local geometry 
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Figure 1: The flowchart and learning principle of our proposed DS2CF-Net framework.  
structures and incorporating the supervised prior information 
can effectively improve the representation learning ability of 
NMF and CF. However, all above mentioned models still suffer 
from a common drawback, i.e., they are single-layer models that 
can only discover the “shallow” features while cannot discover 
the deep hidden features and hierarchical information.  
In this paper, we propose a novel deep semi-supervised self-
expressive coupled MF strategy that can represent the input data 
more appropriately using partially labeled data and a deep struc-
ture. The main contributions of this work are summarized as 
(1) Technically, a novel supervised prior enrichment guided 
Dual-constrained Deep Semi-Supervised Coupled Factorization 
Network (shortly, DS2CF-Net) is proposed.  To learn the hierar-
chical coupled representation and extract hidden deep features, 
DS2CF-Net seamlessly integrates the deep coupled semi-super-
vised concept factorization, supervised prior enrichment, self-
expressive discriminating representation, and the joint label and 
structure constraints into a unified framework. To discover and 
encode hidden deep features accurately, DS2CF-Net designs a 
novel updating strategy for the deep concept factorization, i.e., 
it optimizes the basis vectors and representation matrix concur-
rently in each layer, learning with partially labeled data, which 
we call deep semi-supervised coupled factorization network. 
Fig.1 illustrates the flowchart of our DS2CF-Net clearly.  
(2) For discriminating deep representations, the innovations 
of our DS2CF-Net are twofold; 1) it clearly considers enriching 
the supervised prior by the joint deep coefficients-regularized la-
bel prediction; 2) it incorporates the enriched label information 
as additional dual label and structure constraints. To enrich the 
prior, DS2CF-Net makes full use of the unlabeled data by prop-
agating and predicting the labels of unlabeled data using the ro-
bust label predictor learned from the labeled data. The dual-con-
straints are included to improve the discriminating power of the 
learned representations. Specifically, the enriched prior based la-
bel constraint can enable the originally labeled samples and the 
unlabeled samples with predicted labels to have the same coor-
dinate for intra-class samples in a feature space, while the en-
riched prior based structure constraint forces the self-expressive 
coefficient matrix to be block-diagonal in each layer so that the 
manifold is more smooth and accurate for label prediction.  
(3) To obtain the neighborhood-preserving higher-level rep-
resentations, DS2CF-Net presents a self-weighted dual-graph 
learning strategy in each layer, i.e., optimizing the graph weights 
jointly with the MF. Specifically, in each layer, DS2CF-Net con-
ducts the adaptive weight learning over both the deep basis vec-
tor graph and deep feature graph by minimizing the reconstruc-
tion errors based on the deep basis vectors and deep features at 
the same time. Note that the self-weighted dual-graph learning 
can avoid the tricky issue of selecting the optimal number of the 
nearest neighbors, which is suffered in most existing locality 
preserving MF models. More importantly, such an operation can 
clearly obtain the adaptive neighborhood preserving deep basis 
vectors and deep features for enhancing the representations.  
We outline the paper as follows. Section II briefly reviews 
the related work. We present DS2CF-Net in Section III. In Sec-
tion IV, we show the optimization procedures of our DS2CF-Net. 
Section V describes the simulation settings and results. Finally, 
the paper is concluded in Section VI.   
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Figure 2: Architecture comparison of existing multilayer MF framework, including (a) traditional multilayer CF model (e.g., MNMF, MCF and GMCF), (b) 
optimized multilayer CF model (e.g., DSCF-Net), and (c) our proposed DS2CF-Net.      
II. RELATED WORK 
In this section, we introduce the related single-layer and multi-
layer frameworks to our proposed DS2CF-Net.  
A. Related Single-layer CF based Frameworks 
We first show the closely-related single-layer CF and its variants.  
Concept Factorization (CF) [5]. Given a nonnegative data 
matrix  1 2, ,..., D NNX x x x   , where ix  is a sample vector, N is 
the number of samples and D is the original dimensionality. De-
note by D rU  and N rV  two nonnegative matrix factors 
whose product T D NUV  is an approximation to X, where r is 
the rank. By representing each basis by a linear combination of
ix , i.e., 1N ij ii w x , where 0ijw  ,  CF proposes to solve the fol-
lowing minimization problem:  
2
,   . . , 0  T
F
O X XWV s t W V ,                     (1) 
where     N rijW w , XW approximates the bases, VT is the 
learned representation of X, which can be applied for clustering, 
and VT is the transpose of the representation matrix V.   
Self-Representative Manifold CF (SRMCF) [24]. SRMCF 
integrates the adaptive neighbor structure and manifold regular-
izer into the CF framework. Specifically, it considers WVT in CF 
as the coefficient matrix based on the dictionary of the raw data 
matrix X. Then, it incorporates the self-representation with the 
adaptive neighbor structure to assign neighbors for all samples. 
The objective function of SRMCF is defined as 
   
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tr V L V s t W V i 1
,  (2) 
where 1  is an all-ones column vector,  is a positive trade-off 
parameter, and ij denotes the probability of  1 2, ,...,j Nx x x x
(excluding itself) being connected to ix  as a neighbor. 1Ni  
is a vector with the j-th element as ij . Note that the constraints 
1Ti 1 and 0 1i   are used to ensure the probability property 
of i . L is the Laplacian matrix of   and VL is a predefined 
Laplacian matrix by 0-1 weight based on the Euclidean distances 
between each sample  1 2, ,...,j Nx x x x as [47]. 1  and 2  are two 
parameters. Note that SRMCF still suffers from the tough choice 
of the number of nearest neighbors of each sample.  
Dual-graph regularized CF (GCF) [13]. GCF introduces the 
graph regularizers of both data manifold and feature manifold 
into CF simultaneously by constructing a k nearest neighbor data 
graph GV and a k nearest feature graph GU. Then, GCF uses the 
0-1 weighting scheme for GV and GU and defines the correspond-
ing weight matrices SV and SU as follows:  
   
   
1  
;  , 1,2...,
0
1  
;  , 1,2...,
0
  
  
s k jV
js
T T
s k jU
js
if x N x
S j s N
otherwise
if x N x
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otherwise
,            (3) 
where Nk(xj) denotes the set of the k nearest neighbors of xj. The 
graph Laplacian over GV and GU are defined as LV=DV-SV and 
LU=DU-SU, where DV and DU are diagonal matrices with entries 
being    V Vsjj jsD S and    U Usjj jsD S . Finally, the ob-
jective function of GCF is formulated as 
   2     T T V T W
F
O X XWV tr V L V tr W L W ,           (4) 
where W T UL X L X , and  are parameters. Clearly, GCF has 
the difficulty issue to choose the optimal k on various datasets.  
Constrained CF (CCF) [17]. To improve the discriminating 
power, CCF extends CF to the semi-supervised scenario by us-
ing label information of the labeled data as an additional con-
straint. Suppose that the data matrix X contains a labeled sample 
set D lLX and an unlabeled set D uUX , that is,  l u N   
and  [ , ]   D l uL UX X X , where l and u are the numbers of la-
beled and unlabeled samples respectively, then CCF guides the 
constrained CF by defining a label constraint matrix A. Denote 
by l cLA   the class indicator matrix defined on labeled data, 
where c is the number of classes. The element  L ijA  is defined 
as 1 if ix is labeled as the j-th class, and 0 otherwise. Since CCF 
did not define an explicit class indicator for UX  and simply used 
an identity matrix u uI  of dimension u u  for unlabeled data. 
Thus, the overall label constraint matrix A is defined as 
     0
0
  

     
L l u c ul c
u u
A
A
I
.                  (5) 
To ensure the data points sharing the same label to be mapped 
into the same class in low-dimensional space (i.e., same vi), CCF 
imposes the label constraints by an auxiliary matrix Z:  
V AZ .                                       (6) 
By substituting V=AZ into CF, CCF finds a non-negative ma-
trix N rW and a non-negative auxiliary matrix    c u rZ  
from the following objective function:  
2
, . . , 0  T T
F
O X XWZ A   s t  W Z .                  (7) 
B. Related Deep/Multilayer MF Frameworks 
We then introduce the architectures of several existing related 
deep/multilayer matrix factorization algorithms.  
Traditional multilayer MF. The multilayer MF methods of 
this category usually use the output of the previous layer (i.e., 
intermediate representation V) as the input of subsequent layer 
directly, without properly considering to optimize the represen-
tation and basis vectors in each layer. Classical methods include 
MNMF, MCF and GMCF, etc. These methods aim to minimize 
the objective function in each layer independently and simply 
use 1mV ( 2m ) obtained in the (m-1)-th layer as the input of 
the m-th layer. That is, they cannot ensure the intermediate rep-
resentation to be a good representation for subsequent layers, 
which may cause the degraded performance. We show the mul-
tilayer structure of this category methods in Fig.2(a).  
Optimized deep MF models. The recent fast developments 
of deep learning have led to a renewed interest in designing the 
deep or multi-layer MF [18-23][49-51] for deep representation 
learning and clustering. One of the most widely-used approach 
to extend the single-layer model to the deep model of M-layers 
is to iteratively take the outputted representation of the last layer 
as the inputs of the next layer directly for further MF [18-21], 
where M denotes the number of layers, such as Multilayer NMF 
(MNMF) [18], Multilayer CF (MCF) [19], Spectral Unmixing 
using Multilayer NMF (MLNMF) [20] and Graph regularized 
multilayer CF (GMCF) [21]. However, such a strategy may be 
invalid and even unreasonable in practice, because in this case 
the learned representation of the first layer determines the learn-
ing abilities of the whole framework, while most existing mod-
els cannot ensure this issue. In other words, one cannot ensure 
that the output of the last layer is already a good representation, 
so directly feeding it to the next layer may mislead and degrade 
the learning power of subsequent layers. To address these issues, 
the other popular and optimized way is to discover hidden deep 
feature information by adopting multiple layers of linear trans-
formations and updating the basis vectors or feature representa-
tions in each layer [22-23], such as Weakly-supervised Deep 
MF (WDMF) [22], Deep Semi-NMF (DSNMF) [23] and Deep 
Self-representative Concept Factorization Network (DSCF-Net) 
[43]. In general, WDMF aims at fixing the basis vectors and 
optimizes the representations in each layer, while DSCF-Net ar-
gues that learning a set of optimal basis vectors will be more 
important and accurate for reconstructing given data by a linear 
combination of the bases, which aims at optimizing the basis 
vectors to update the representation matrix in each layer. It is 
noted that WDMF mainly focuses on the social image under-
standing tasks, i.e., tag refinement, tag assignment and image 
retrieval, and the initial input of WDMF is the tagging matrix F 
rather than the data matrix X as other MF models. In addition, 
DSCF-Net also incorporates the subspace recovery process and 
adaptive locality-preserving power into a united framework for 
enhancing the feature representations. Different from WDMF 
and DSCF-Net, DSNMF is just a two-stage approach, where the 
strategy in the first stage is the same as traditional MNMF, MCF, 
MLNMF and GMCF, i.e., directly feeding the learned represen-
tation matrix of the last layer into the next layer for further MF, 
and the second stage refines the representation matrices and ba-
sis vectors directly based on the outputs of each layer in the first 
stage using an independent step. It is clear that the refining step 
can obtain deep features, but the learned deep features are di-
rectly based on the first stage. As such, DSNMF will also suffer 
from the same performance-degrading issue as those traditional 
MNMF, MCF, MLNMF and GMCF. Moreover, DSNMF also 
cannot preserve the manifold structures of samples, especially 
in an adaptive manner, and also ignores the supervised prior in-
formation for learning. Note that we illustrate the multilayer 
structure of DSCF-Net for uncovering the hidden feature repre-
sentations in Fig.2(b). For comparison, we also show the deep 
coupled factorization network of DS2CF-Net in Fig.2(c), from 
which we see that DS2CF-Net jointly optimizes the basis vec-
tors and representation matrix in each layer.  
III. DEEP SEMI-SUPERVISED COUPLED FACTORIZATION 
NETWORK (DS2CF-NET) 
In this section, we introduce the formulation of our DS2CF-Net. 
Given the partially labeled data matrix    ,   D l uL UX X X , 
where l and u are the numbers of labeled and unlabeled samples. 
The base model of DS2CF-Net is built based on the semi-super-
vised formulation of CCF, i.e., incorporating a label constraint 
matrix A and approximating the representation matrix V with 
AZ, where Z is an auxiliary matrix. However, to enhance the 
representation and clustering abilities, DS2CF-Net designs a hi-
erarchical and coupled factorization framework that has M lay-
ers. Technically, our DS2CF-Net is modeled as the formulation 
of learning M updated pairs of representation matrices and basis 
vectors 1 MXW W , and M updated label constraint matrices A. 
That is, the label constraint matrix A is optimized and enriched 
for unlabeled data in our model, instead of fixing it as CCF.  
A. Factorization Model 
Before presenting the factorization model, we first describe the 
initial optimization problem of DS2CF-Net as follows:  
 
 
2
2
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s t
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, (8) 
where 0... MXW W  corresponds to the set of deep basis vectors,  0... T TMZ Z A  denotes the learned deep low-dimensional repre-
sentation,  0 0 2... ... TM M
F
TW W Z Z AX X is called the deep re-
construction error, J1, J2 and J3 will be shown shortly. 0W  and 
0Z  are added to facilitate the description and optimization, and 
both are fixed to be the identity matrices. Note that the overall 
label constraint matrix A in our network is defined as 
   0 ,  ,
0
l u c cL l c u c
L U
U
A
A A A
A
          
   ,        (9) 
where LA  is the class indicator matrix for labeled data, which 
can be easily defined as [17], i.e.,   , =1L i jA if sample ix is la-
beled as the class j, and else 0. Notably, DS2CF-Net also opti-
mizes an explicit class indicator UA  for the unlabeled data to 
enrich the supervised prior rather than fixing it to be an identity 
matrix as CCF, which can well group the representation of both 
the labeled and unlabeled samples based on the enriched super-
vised prior based dual label and structure constraints.  
According to the self-expressive properties on the coefficient 
matrix [24], the reconstruction error can be rewritten as 
 02 0... ..., M M T TM MF WX XR where Z ZR W A ,         (10) 
where MR  can be regarded as the meaningful coefficient matrix 
self-expressing X. Then, the proposed multi-layer factorization 
model can be presented as follows:  
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where  1,2,...,mU m M is the set of basis vectors of the m-th 
layer,  1,2,...,TmV m M is the low-dimensional representation,  1,2,...,mW m M is the intermediate matrix for updating basis 
vectors and  1, 2,...,mZ m M  is the intermediate auxiliary ma-
trix for updating the representations. It is noteworthy that the 
factorization model of our DS2CF-Net does not need to initial-
ize the network using traditional multi-layer model as DSNMF 
that initializes the network by directly feeding the learned rep-
resentation matrix of the last layer into the next layer for MF, 
and the deep factorization of DSNMF completely depends on 
the outputs of the traditional multi-layer model.  
B. Enriched Prior based Dual-constraints 
We first show how to enrich supervised prior information. Spe-
cifically, DS2CF-Net learns a robust label predictor D cP
over labeled data by minimizing a label fitness error 2 TL L FA X P , 
where c is the number of classes, which can map each sample 
xi into a label space in terms of PTxi. In addition, DS2CF-Net 
also explores preserving neighborhood information of embed-
ded soft labels PTXi in the projective label space, which self-
expresses it using the coefficient matrix RM. As such, the for-
mulation of learning the label predictor P can be defined as 
  
2 2
2,1
22
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where L2,1-norm based regularization can enable the label pre-
dictor to be robust the outliers and error in data. In addition, the 
L2,1-norm can enable the discriminative labels to be predicted 
and estimated in the latent sparse feature subspace.  
Enriched prior based label constraint. After the label pre-
dictor P is obtained, we can easily predict the soft label of each 
unlabeled sample i Ux X as Tix P . Then, we obtain AU by using 
the normalized soft labels that are described as follows:  
      1cT TU U Uij jij ijA X P X P  .                    (13) 
That is, the normalized soft labels meet the column-sum-to-
one constraint UA 1 1 , where 1c1   is a column vector of ones. 
Note that one recent related work is called Robust Semi-Super-
vised Adaptive Concept Factorization (RS2ACF) [42] has also 
discussed the partially labeled CF model and considered learnt 
a class indicator UA  for unlabeled data, but our DS2CF-Net is 
different from it in three aspects. First, DS2CF-Net is a deep MF 
model, while our RS2ACF is a single-layer model. Second, the 
manifold smoothness for label prediction in DS2CF-Net is de-
fined based on the self-expressive deep coefficient matrix in 
each layer, while RS2ACF encodes the manifold smoothness by 
learning an extra weight matrix and is performed in a single-
layer mode. Third, DS2CF-Net defines the class indicator UA
based on the normalized soft labels of unlabeled data rather than 
directly embedding UX  into P. Since the predicted soft label 
value  U ijA indicates the probability of each xi belonging to the 
class j, forcing UA 1 1  may be more accurate and reasonable.  
   Enriched prior based structure constraint. Since the coef-
ficients  0 0... ... T TM MW W Z Z A  can be used to characterize the local-
ity of features, it ideally has a good block-diagonal structure, 
where each block corresponds to a subspace or a class. As such, 
each sample can be reconstructed more accurately by the sam-
ples of the same class as much as possible. Thus, we propose to 
introduce a block-diagonal structure constraint matrix Q to con-
strain the coefficient matrix by minimizing the approximation 
error between Q and  0 0... ... T TM MW W Z Z A  in each layer:  
   22 0 20 0 0... ... ... ...  
F
T TT T
M M
F
M MW W Z Z W Z ZJ A W AQ , (14) 
where the structure constraint matrix Q is defined as follows:  
   
1
+ + 2
0 0 0
0 0 0 0
,   
0 0 0 ... 0
0 0 0
 
               
 l u l uL l lL
U
c
Q
Q Q
Q Q
Q
Q
, (15) 
where LQ  and UQ  are the structure constraint matrices defined 
based on the labeled data LX and unlabeled data UX . Since the 
samples of LX are originally labeled, LQ  is a strict block-diag-
onal matrix, where each block  1, 2,...,iQ i c is an i il l  matrix 
of all ones, defined according to the labeled samples, and il is 
the number of samples in class i in LX . For example, if we have 
9 labeled samples, where 1x and 2x are from the class 1, 3 4 5, ,x x x
and 6x are from class 2 and the remaining ones are from class 3, 
the sub-matrices Q1, Q2 and Q3 can be defined as 
1 2 3
1 1 1 1
1 1 1
1 1 1 1 1 1
, , 1 1 1
1 1 1 11 1
1 1 1
1 1 1 1
                     
Q Q Q .  
It should be noted that we initiate UQ by the cosine similar-
ities over the samples in XU and update UQ in m-th (m>1) layer 
using the cosine similarity matrix defined on the new represen-
tation of XU, i.e.,    , 1,...,m iV i l N  . In this way, we can en-
sure the overall coefficient matrix  0 0... ... T TM MW W Z Z A  to have 
a good structure for the representation learning.  
C. Self-weighted Dual-graph Learning 
To obtain the locality preserving representations, we further add 
the self-weighted dual-graph learning into DS2CF-Net, which 
can preserve the neighborhood information of both the deep ba-
sis vectors 0 MXW W    and representations  0... T TMZ Z A  in an 
adaptive manner at the same time. Specifically, we learn the 
data weight matrix V N NS over the deep representations and 
the feature weight matrix U D DS over the deep basis vectors 
adaptively by solving the following reconstructive loss:  
   
     
2
3
2
0 0
0 0 , . .
... ...
... .  0, 0..
 
   
M M
T TT T
M
T T
V U V
M
U
F
F
J S
S s
XW W XW W
Z Z A Z Z SA t S
.(16) 
Clearly, our DS2CF-Net defines the nonnegative dual-graph 
weights, which is different from that of GCF [13] in two aspects. 
First, GCF is a single-layer model that defines the weights over 
the “shallow” basis vectors and features, while our DS2CF-Net 
encodes the localities based on the deep basis vectors and fea-
tures. Second, DS2CF-Net does not need to specify the number 
of nearest neighbors, suffered in GCF and the neighbors of each 
sample are determined automatically in DS2CF-Net by directly 
minimizing the reconstruction error.  Moreover, the dual-graph 
weights are adaptively updated during the factorization process, 
which can enable our DS2CF-Net to be adaptive to different da-
tasets and produce accurate feature representations.  
D. Objective Function 
Based on the above analysis, the final objective function of our 
DS2CF-Net method can be formulated as follows:  
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,(17) 
where 0=    MM XWU W ,  0.= ..M MV A Z Z and 0... TM MMW WR V . Next, 
we describe the optimization procedures of DS2CF-Net.  
IV. OPTIMIZATION 
From the objective function of DS2CF-Net, we can easily find 
that the involved variables, i.e., Wm, Zm (  1,2,...,m M ), SU, SV, 
and P, depend on each other, so they cannot be solved directly. 
Following the common procedures, we present an iterative opti-
mization strategy using the Multiplicative Update Rules (MUR) 
method [44-45] for obtaining local optimal solutions. Specifi-
cally, we solve the problem by updating the variables alternately 
and optimize one of them each time by fixing the others. The 
detailed optimization procedures are shown as follows:  
1) Fix others, update the factors Wm and Zm: 
We first show how to optimize the nonnegative matrices Wm and 
Zm from the objective function. For the m-th layer, W1,…,Wm-1 , 
Z1,…, Zm-1 and P are known and are all the constants, by defining 
1 0 1...  m mW W  and 1 0 1...  m mZ Z , the reduced sub-problem 
associated with Wm and Zm can be defined as follows:  
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, (18) 
where 1= mM mU X W , 1= mM mV A Z and  1 1  M T Tm m m mW Z AR . 
Let wik and zik be the Lagrange multipliers for the constraints 
  0m ikW   and   0m ikZ ,     ww ik  and zz ik     , then the 
Lagrange function can be constructed as 
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,(19) 
where      TU Uu SH I I S ,      TV Vv SH I I S  and I denotes 
an identity matrix. Then, Wm and Zm can be alternately updated 
by fixing others. Let  TXK X X ,  TAK A A  and  T TPK X PP X , 
the derivatives w.r.t. Wm and Zm can be obtained as 
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where 1m m mW   , and m is known when updating Zm. By us-
ing the KKT conditions   0 mwi ikk W   and   0 mzi ikk Z , we can 
obtain the updating rules for Wm and Zm:  
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Algorithm 1: Optimization procedures of DS2CF-Net 
Inputs: Partially labeled data matrix X=[XL, XU], constant r and 
tunable model parameters , ,   .  
Initialization: Initialize W and Z to be the random matrices; In-
itialize the label predictor P and label constraint matrix A using 
the labeled data; Initialize QU by the cosine similarities over XU; 
Initialize SU using the cosine similarities over X and initialize SV 
using the semi-supervised weights, i.e., supervised ones for XL 
and the cosine similarities for XU; t=0.  
For each fixed number m of layers:  
While not converged do 
1. Update the matrix factors 1tmW  and 1tmZ by Eqs.(22-23), and 
then we can obtain 1 10... t tm mV AZ Z ;  
2. Update the weights   1tUS   and   1tVS  by Eqs.(25-26);  
3. Update the linear label predictor 1tP  by Eq.(28), update the 
soft labels of XU as 1T tUX P  , and then update AU by Eq.(13);  
4. Update the full label-constraint matrix A by Eq.(9); 
5. Update QU by the cosine similarities defined based on  1tm iV ,  1,..., i l N , and then update structure-constraint matrix Q;  
5. Check the convergence conditions: suppose 21   t tm m FW W  and 21   t tm m FV V , stop; else t=t+1.  
End while 
End for 
Output: Learned optimal deep feature representation *mV .  
where  1 1 1=4         T T T T TW m uM m mum M H HQ W V V X X W   
1 12   T Tm P m m M MK W V V , 1 1 1=4        T T T TZ m A m m m m mK Z W Q    1 1 12      T T T T Tm m A m A m m Mv Mv Z K K UH PPH Z U , 1=2  TW m P MK V   
and 1=2   T TZ m P mA K  are auxiliary matrices.  
2) Fix others, update the weight matrices SU and SV:  
When other variables are computed, we can use them to update 
the dual-graph weights SU and SV by removing the irrelevant 
terms to SU and SV from the objective function. Let uik  and vik
denote the Lagrange multipliers for the constraints 0UikS   and
0VikS  ,     uu ik and     vv ik , then the Lagrange function of the reduced problem can be similarly defined as 
      2 2= +       TT T U T T V U VM M M M uF TvFU U S V S trSrV St , (24) 
where 1= mM mU X W  and 1= mM mV A Z  are known variables in 
this step. Based on the KKT conditions 0 Uii kukS  and 0 Vii kvkS , 
we can obtain the updating rules for SU and SV:  
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3) Fix others, update the robust label predictor P:  
Finally, we solve the projection P from Eq.(17), with Wm, Zm, 
SU and SV known. By the properties of L2,1-norm [38-41], we 
have  2,1 2 TP tr P BP , where B is a D D diagonal matrix 
with entries  21/ 2 iiib p , where pi is the i-th row of P. Thus, 
we can infer the label predictor P from the following problem:  
   2
,
2
min    T T TL L MF FP B A X P P X I R tr P BP ,         (27) 
where each 0ip . By seeking the derivative of the above prob-
lem w.r.t. P, we can infer P in each layer as follows:  
 -1  T TL L M L LP X X XH X B X A ,                   (28) 
where   =  M M TMH RI I R . After P is obtained, we can use 
it to update the diagonal matrix B and predict the labels of un-
labeled samples. After that, we can use the normalized soft la-
bels to optimize the label constraint matrix A for representation.  
For complete presentation, we summarize the optimization 
procedures of DS2CF-Net in Algorithm 1, where the diagonal 
matrix B is initialized as an identity matrix. We initialize the lin-
ear label predictor   1TL L L LP X X I X A   as [42] and predict the 
soft labels of unlabeled data as TUX P , and then we normalize the 
soft labels by Eq.(13). Based on the normalized soft labels of unla-
beled data, we can initialize the label constraint matrix A. Since 
DS2CF-Net jointly optimizes the set of basis vectors and repre-
sentation matrices that are the major variables, to ensure the 
proposed algorithm to converge, the stopping condition can be 
simply set to 21   t tm m FW W  and 
21   t tm m FV V  ( 310  ) in the 
m-th layer, where 1 10= ... t tm mV AZ Z  is the computed representa-
tion matrix in the m-th layer and the approximation errors meas-
ure the difference between two sequential sets of basis vectors 
and representation matrices, which can make sure that the rep-
resentation learning result will not change drastically.  
A. Convergence Analysis 
We present the convergence analysis of our DS2CF-Net in this 
section. Specifically, we can have the following theorem (i.e., 
Theorem 1) regarding the iterative updating rules of DS2CF-Net. 
Theorem 1 can ensure the convergence of the iterations and thus 
the final solution will be a local optimum.  
  Theorem 1: The objective function of our DS2CF-Net method 
in Eq.(17) is non-increasing based on the updating rules of Eqs. 
(22-23), (25-26) and (28). The objective function O of DS2CF-
Net is invariant under these updating rules if and only if Wm, Zm, 
SU, SV and P are at stationary points.  
  To prove Theorem 1, we adopt a similar convergence analysis 
method as CCF [17] and RS2ACF [42] by involving an auxil-
iary function to assist the analysis. We first show the definition 
of the auxiliary function and its properties.  
  Definition 1:  ',G x x  is an auxiliary function for  F x  if the 
following conditions are satisfied:  
       ', ,   , G x x F x G x x F x .                  (29) 
  Lemma 1: If G denotes an auxiliary function, then F is non-
increasing under the following update:  
xt1  argmin
x
G x,x '  .                           (30) 
Proof: F xt1  G xt1,xt  G xt ,xt   F xt  .  
   Note that the equality F xt1   F xt   holds only if xt  is a lo-
cal minimum of G x,xt  . By iterating the above rules, we can 
easily obtain a sequence of estimates that can converge to a lo-
cal minimum xmin  argminx F x  . Next, we define an auxiliary 
function for our objective function and use Lemma 1 to show 
that the minimum of the objective function is exactly our update 
rule, and therefore the Theorem 1 can be proved.  
  We first prove the convergence of the updating rule in Eq.(22). 
For any entry Wm ik in W, let FWm ik be the part of objective func-tion relevant to Wm ik  , i.e., Eq.(18). Since the update is essen-
tially element-wise, it will be sufficient to show that each FWm ikis non-increasing under the updating rules. To prove it, we can 
define the auxiliary function G for FWm ik .  
  Lemma 2: The following function is an auxiliary function for 
FWm ik , which is only relevant to Wm ik :  
 
G Wm , Wm ikt   FWm ik Wm ikt  FWm ik Wm  Wm ikt 
 2m1
T K Xm1WmVMTVM W ik
Wm ikt Wm  Wm ik
t 2 . (31) 
Proof: The Taylor series expansion of FWm ik is described as 
FWm ik Wm   FWm ik Wm ikt  FWm ik Wm ikt Wm  Wm ikt 
1 2 FWm ik Wm  Wm ikt  .      (32) 
  Let   1 1 1=      Tm m X P mK K and  1 1 1=      T T Tm m u u mX H H X , 
we have 
  2 22 1 112 4         T T Tm mm M M m M MDS CF NetO W V V QV V ,   (33) 
           1 112 4        m ik T T Tm mM M m M MW kk ii kkii iiF V V Q V V . (34)  
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  Thus, we can easily conclude that
 
G Wm , Wm ikt   FWm ik Wm  .    Note that the auxiliary function for the objective function with 
regard to variable SU is defined as follows:  
  Lemma 3: The following function   , tU U ikG S S , where 
G SU , SU 
ik
t   F SU 
ik
SU 
ik
t  F
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ik
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ik
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ik
t S
U  SU 
ik
t 2 , (36) 
is an auxiliary function for F
SU 
ik
 , which is part of the objec-
tive function that is only relevant to the variable SU 
ik
.  
Proof: The proof is essentially similar to that of Lemma 2. By 
comparing G SU , SU 
ik
t    with the Taylor series expansion of 
F
SU 
ik
, we need to prove      1 1    tU iT kUm m m m ikX W X W SSF
SU 
ik
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         (37) 
As such, we can conclude that G SU , SU 
ik
t   F SU 
ik
SU  .  
   Note that we can similarly prove that
 
G Zm , Zm ikt   F Zm ik Zm  , G P, Pikt   FPik P  , and G SV , SV ikt   F SV 
ik
SV  . Replacing
G Wm , Wm ikt  ,  G Zm , Zm ikt  , G SU , SU ikt  , G SV , SV ikt   , andG P, Pikt   by Eq.(30), we can obtain the updating rules which 
are exactly the same updates as in Eqs.(22-23) (25-26) and (28) 
respectively. Thus, the objective function of our DS2CF-Net in 
Eq.(17) is non-increasing under the updates, which will be ver-
ified by the quantitative convergence analysis.  
V. EXPERIMENTAL RESULTS AND ANALYSIS 
In this section, we mainly conduct simulations to examine the 
data representation and clustering performance of our DS2CF-
Net. The experimental results of DS2CF-Net are compared with 
5 deep ML models (i.e., MNMF [18], MCF [19], GMCF [21], 
DSNMF [23] and DSCF-Net [43]), 3 single-layer MF models 
(i.e., DNMF [12], GCF [13] and SRMCF [24]), and four semi-
supervised MF models (i.e., SemiGNMF [6], CNMF [16], CCF 
[17] and RS2ACF [42]). SemiGNMF adds class information of 
labeled data into the graph structures by modifying the graph 
weight matrix [6][17]. In this study, 6 public databases are in-
volved, including two face image databases (i.e., AR [25] and 
MIT CBCL [26]), two object image databases (i.e., COIL100 
[27] and ETH80 [28]), one handwritten dataset (i.e., USPS [29]), 
and one fashion products database (i.e., Fashion MNIST [46]). 
Some sample images of evaluated datasets are shown in Fig.3, 
and the detailed information of these databases is shown in Ta-
ble 1, where we show the total number of samples, dimension 
and number of classes. For each face or object image, we follow 
the common procedures [30-31] to resize it into 32×32 pixels, 
forming a 1024-dimensional sample vector. Finally, we can ob-
tain a data matrix with the vectorized representations of all the 
images as columns. The vectorized process for USPS and Fash-
ion MNIST databases are similar. In this work, we normalize 
each column of the input data matrix to have unit norm for each 
database. We perform all experiments on a PC with Intel Core 
i5-4590 CPU @ 3.30 GHz 3.30 GHz 8G.  
A. Visual Image Analysis by Visualization 
Visualization of the adaptive weight matrix SV. Since the low-
dimensional representation  0...M MV A Z Z is the final output of 
our DS2CF-Net, we first evaluate the representation ability of 
Table 1: List of evaluated databases and database information. 
Data Type Name #sample #class #dim 
Face images AR [25] 2600 100 1024 MIT CBCL [26] 3240 10 1024 
Object images COIL100 [27] 7200 100 1024 ETH80 [28] 3280 80 1024 
Handwritten digits USPS [29] 9298 10 256 
Fashion products Fashion MNIST [46] 70000 10 784 
 
MV by visualizing the reconstructed adaptive weights SV on MV . 
The AR face database is used and we randomly choose 2 cate-
gories to construct the adjacency graph SV for clear observation, 
with 10 labeled images per class (that is, 20 labeled samples and 
32 unlabeled samples in total). The weight matrix SV is visual-
ized in Fig.4, where we show the adaptive weights obtained by 
DS2CF-Net in the first four layers. Note that, the green box con-
tains the weights on labeled data and the yellow box contains 
those on unlabeled data. We see that the constructed weight ma-
trices have approximate block-diagonal structures in each layer. 
Specifically, the structures of the adaptive weights get clearer 
with less noise and inter-class connections as the number of lay-
ers increases, which means that the learned new representation 
MV has a strong representation ability and moreover our deep 
model can potentially improve the similarity measure.  
Visualization of the structure constraint matrix Q. Since the 
structure constraint matrix Q determines the structures of the 
self-expressive coefficient matrix to encode the smoothness of 
manifolds in the process of label propagation, we also visualize 
its structures for observation. COIL100 database is used and we 
randomly choose 4 categories for the test, with 28 labeled sam-
ples per category (i.e., 28 labeled and 44 unlabeled). The struc-
ture constraint matrix Q is shown in Fig.5, where we show the 
results obtained in the first four layers, the green box and the 
yellow box contains the parts QL and QU on the labeled and un-
labeled data, respectively. QL is defined according to the known 
labels, while QU is the cosine similarity defined based on the 
new representation of unlabeled samples. We find that the con-
straint matrix Q has a clear block-diagonal structure, and more-
over the structures become better with the increasing number of 
layers, which implies that the structure constraint matrix Q in 
each layer has a strong discriminative representation power.    
 
        (a) AR                          (b) MIT CBCL                      (c)  ETH80                       (d) COIL100                        (e) USPS                     (f) Fashion MNIST 
Figure 3: Sample images of the evaluated real image databases.  
 
(a) Layer 1                                              (b) Layer 2                                             (c)  Layer 3                                               (d) Layer 4 
Figure 4: Visualization of the data weight matrix SV obtained by our DS2CF-Net in the first four layers based on AR.  
 
(a) Layer 1                                              (b) Layer 2                                             (c)  Layer 3                                               (d) Layer 4 
Figure 5: Visualization of the structure constraint matrix Q obtained  by our DS2CF-Net in the first four layers based on COIL100.  
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             (a) Layer 1                                                                     (b) Layer 2                                                                    (c)  Layer 3 
Figure 6: Convergence analysis of our proposed DS2CF-Net algorithm on the MIT CBCL face database.  
B. Convergence Analysis 
The involved variables of our DS2CF-Net are optimized alter-
nately in each layer, we present some convergence analysis re-
sults using the MIT CBCL face database. Note that we use full 
MIT CBCL database with 40% samples labeled to train our 
method in this study. We present the convergence results of our 
DS2CF-Net in the first three layers in Fig.6, where the X-axis 
shows the number of iterations and Y-axis denotes the value of 
the difference between two consecutive sets of basis vectors 
(i.e., 1tW  and tW ) and two consecutive representations (i.e.,
1tV  and tV ), respectively, i.e., 21t t
F
W W  and 21t t
F
V V  . 
We see that: 1) our DS2CF-Net converges rapidly in each layer; 
2) with the increasing number of layers, our model converges 
more rapidly due to the effects of deep structure, which usually 
converges within 5 iterations in the 3rd layer.  
C. Quantitative Clustering Evaluation 
(1) Clustering evaluation process. For the quantitative cluster-
ing evaluations, we perform the K-means algorithm with cosine 
distance on the representation obtained by each model. Follow-
ing the procedures in [17][34], for each number K of clusters, 
we choose K categories from each database randomly and use 
the samples of K categories to form the data matrix X. The value 
of K is tuned from 2 to 6 in our study. The rank of the represen-
tation is set to K+1 for clustering as [17]. The clustering results 
are averaged based on 10 random selections of the K categories. 
For fair comparison, we choose 40% labeled samples per class 
for semi-supervised methods (i.e., SemiGNMF, CNMF, CCF, 
RS2ACF and our DS2CF-Net), and we set the number of layers 
to 3 for all compared multi-layer methods (i.e., MNMF, MCF, 
GMCF, DSNMF, DSCF-Net and our DS2CF-Net).  
(2) Clustering evaluation metric. We employ two widely-used 
evaluation methods, i.e., Accuracy (AC) and F-measure [35-36]. 
AC is the percentage of the cluster labels to the true labels pro-
vided by the original data corpus, defined as follows:  
  1 , /   N i iiAC r map p N ,                  (38) 
where N is the number of samples, and the function  imap p  is 
the permutation mapping function that maps the cluster label ip  
obtained by the clustering method to the true label ir  provided 
by the data corpus, and the best mapping solution can be ob-
tained by the Kuhn-Munkres algorithm [37] according to [35]. 
The clustering F-measure is defined as follows:  
 2
2
1 PRECISION RECALL
F
PRECISION RECALL


   ,                  (39) 
where we set the parameter 1  . Note that both values of the 
AC and F-measure range from 0 to 1, i.e., the higher the value 
is, the better the clustering result will be.   
(3) Clustering evaluation results 
Face Clustering. We first use face images to evaluate the clus-
tering ability of learned representation by each method.  AR and 
MIT CBCL face databases are evaluated. The clustering perfor-
mance in terms of AC and F-measure over varied K numbers is 
tested.  The clustering curves on the AR and MIT CBCL data-
bases are shown in Fig.7 and Fig.8, respectively. The averaged 
AC and F-scores according to the curves in Fig.7 and Fig.8 are 
summarized in Tables 2-3, respectively. We can see that: (1) the 
obtained AC and F-measure of each method go down as the 
number of categories is increased, which is easy to understand, 
since clustering data of fewer categories is relatively easier than 
clustering  more categories ; (2) our DS2CF-Net delivers higher 
values of AC and F-measure than other compared methods in 
the investigated cases. Both RS2ACF and DSCF-Net performs 
better than other remaining methods in most cases. CNMF also 
delivers promising results over the MIT CBCL database.  
   Object Clustering. We then evaluate each method for repre-
senting and clustering the object image data. In this experiment, 
COIL100 and ETH80 object databases are evaluated. The clus-
tering curves on ETH80 and COIL100 databases are shown in 
Fig.9 and Fig.10, respectively. The averaged AC and F-scores 
according to the curves in Fig.9 and Fig.10 are summarized in 
Tables 2-3, respectively. We can see that the increasing number 
of selected categories clearly decreases the performance of each 
method due to the fact that clustering data of fewer categories 
is relatively easier. It can also be found that DS2CF-Net delivers 
higher values of AC and F-measure than other evaluated meth-
ods in most cases. In addition, the semi-supervised SemiGNMF, 
CNMF, CCF and RS2ACF and methods can perform better than 
other algorithms using partially labelled data, where RS2ACF is 
the best method in this case. DSCF-Net also delivers relatively 
better clustering performance than other multilayer methods.  
   Handwritten Digit Clustering. We also examine the perfor-
mance of each method for clustering handwritten digits of the 
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USPS database. In this study, we train each model based on the 
first 3000 samples of the database. The clustering curves under 
different numbers of selected categories of USPS database are 
shown in Fig.11 and Tables 2-3 describe the averaged AC and 
F-scores according to the curves in Fig.11. Similar observations 
can be found from the results. That is, the AC and F-measure of 
each algorithm go down as the number of categories increases. 
It can also be found that SemiGNMF, CNMF and RS2ACF de-
liver promising clustering results by using partially labeled data. 
Among the multilayer MF models, DSCF-Net obtains relatively 
better clustering performance than other methods. By further 
enriching the supervised prior by predicting the labels of unla-
beled data, and designing a more reasonable dual-constrained 
deep structure, our DS2CF-Net outperforms all its competitors 
by delivering enhanced clustering performance.  
   Fashion Products Clustering. Finally, we test each method 
for representing the fashion product images of Fashion MNIST 
database. We train each model by a subset of Fashion MNIST, 
i.e., totally 10,000 samples from 10 classes. The clustering re-
sults in terms of AC and F-measure are evaluated and shown in 
Fig.12. Tables 2-3 describe the statistics in terms of averaged 
AC and F-scores according to Fig.12. From the results, we can 
similarly see that: 1) our DS2CF-Net delivers enhanced perfor-
mance than other competitors in most cases, especially when 
the number of K is relatively small. We also find that semi-su-
pervised methods can generally deliver enhanced performance 
than unsupervised ones. But note that SRMCF also obtains the 
promising results, which implies that the self-expression prop-
erty is also important to improve the representation ability. It 
should be noted that our DS2CF-Net also employs the self-ex-
pression scheme in the proposed multilayer structures. In addi-
tion, one can also find that the results of the multilayer MNMF, 
MCF and GMCF models are worse than those of the single-
layer models, which verifies that their multilayer structures of 
 
 
 Figure 7: Clustering performance over varied K values on AR.  
  
    Figure 8: Clustering performance over varied K values on MIT CBCL.  
 
    Figure 9: Clustering performance over varied K values on ETH80. 
 
     Figure 10: Clustering performance over varied K values on COIL100.  
    
Figure 11: Clustering performance over varied K values on USPS. 
  
  Figure 12: Clustering performance over varied K values on Fashion MNIST.  
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Table 2: Averaged clustering accuracies (AC) of the algorithms based on the evaluated six real mage databases.  
Methods AR MIT CBCL ETH80 COIL100 USPS Fashion MNIST Mean±std Mean±std Mean±std Mean±std Mean±std Mean±std 
MNMF 0.4372±0.1121 0.5432±0.0942 0.6326±0.0481 0.6233±0.0670 0.6406±0.0592 0.5701±0.0348 
MCF 0.4557±0.1166 0.5347±0.0932 0.5616±0.0410 0.5909±0.0492 0.5682±0.0525 0.5727±0.0302 
GMCF 0.4985±0.1559 0.5714±0.1144 0.7217± 0.1003 0.7358± 0.0671 0.6524±0.0729 0.6590±0.0428 
DSNMF 0.5383±0.1748 0.5926±0.1232 0.7088±0.0831 0.7519±0.0269    0.6786±0.0379    0.7601±0.0314 
DSCF-Net 0.5688±0.1466 0.6168±0.1288 0.7353±0.1278 0.7579±0.0836    0.6853±0.0792   0.7307±0.0609 
DNMF 0.5006±0.1022 0.5130±0.0636 0.6731±0.1123 0.7110±0.0709 0.7410±0.0830 0.7426±0.0472 
GCF 0.5441±0.1050 0.5799±0.0775 0.6849±0.0837 0.7175±0.0502 0.6949±0.0540 0.6484±0.0986 
SRMCF 0.5079±0.1368 0.5366±0.0710 0.6989±0.0408 0.7187±0.0432 0.6811±0.0746 0.7841±0.0460 
SemiGNMF 0.5347±0.1492 0.6315±0.1332 0.7725±0.1006 0.7782±0.0838 0.7520±0.1010 0.7779±0.0847 
CNMF 0.5443±0.1701 0.6685±0.0554 0.7529±0.0816 0.7589±0.0644 0.7293±0.0503    0.7605±0.0551 
CCF 0.5763±0.1801 0.6552±0.0810 0.7468±0.0460 0.7787±0.0839 0.7621±0.0642 0.7782±0.0492 
RS2ACF 0.6226±0.1647 0.7271±0.1363 0.7800±0.0930 0.8189±0.0909 0.7697±0.0690 0.7775±0.0545 
Our method 0.6595±0.1690 0.7944±0.1096 0.8276±0.1041 0.8887±0.0764 0.8219±0.0757 0.8236±0.0676 
Table 3: Averaged F-score values of the algorithms based on the evaluated six real mage databases.  
Methods AR MIT CBCL ETH80 COIL100 USPS Fashion MNIST Mean±std Mean±std Mean±std Mean±std Mean±std Mean±std 
MNMF 0.4414±0.1302 0.4999±0.0884 0.6035±0.0506 0.5980±0.0602 0.6070±0.0735 0.5592±0.0433 
MCF 0.4228±0.1303 0.5060±0.0984 0.5593±0.0579 0.6004±0.0625 0.5400 ±0.0712 0.5765±0.0517 
GMCF 0.4524±0.1462 0.5321±0.0982 0.6902±0.1029 0.7448±0.0549 0.5683±0.0665 0.6180±0.0311 
DSNMF 0.4985±0.1576 0.5888±0.1077 0.6694±0.0780 0.7308±0.0416 0.5799±0.0506 0.6817±0.0236 
DSCF-Net 0.5241±0.1605 0.6035±0.1183 0.6655±0.1317 0.6920±0.0901 0.6700±0.0654 0.6696±0.0463 
DNMF 0.4522±0.0875 0.4563±0.0868 0.6156±0.1090 0.6940±0.0759 0.6695±0.0908 0.6569±0.0476 
GCF 0.4811±0.0782 0.4741±0.0707 0.6144±0.0897 0.6434±0.0508 0.6503±0.0972 0.6531±0.0914 
SRMCF 0.4751±0.1216 0.5031±0.1031 0.6356±0.0389 0.6657±0.0465 0.6040±0.0785 0.7551±0.0470 
SemiGNMF 0.5192±0.1323 0.5756±0.1189 0.7135±0.0915 0.7087±0.0758 0.7050±0.0805 0.7117±0.0741 
CNMF 0.5139±0.1543 0.6457±0.0435 0.7213±0.0887 0.7407±0.0708   0.6814±0.0636 0.7308±0.0575 
CCF 0.5327±0.1484 0.6170±0.0821 0.7028±0.0592 0.7408±0.0894 0.7461±0.0553 0.7607±0.0539 
RS2ACF 0.5770±0.1678 0.7132±0.1469 0.7447±0.0818 0.7984±0.0783 0.7412±0.0637 0.7373±0.0590 
Our method 0.6038±0.1642 0.8001±0.1181 0.7956±0.1033 0.8663±0.0819 0.7722±0.0708 0.7991±0.0600 
 
directly feeding the learned representation from the last layer to 
the next layer is indeed not reasonable.   
D. Ablation Study 
(1) Clustering with different proportions of label data. We 
first evaluate each semi-supervised matrix factorization models, 
i.e., CNMF, CCF, SemiGNMF, RS2ACF and our DS2CF-Net, 
by using different numbers of labeled data in each class.  In this 
study, for each database the proportion of labeled samples var-
ies from 10% to 90%, and we randomly choose three categories 
for this test. We average the results over 10 random selections 
of categories and 30 initialization for the K-means clustering 
for each MF approach to avoid the randomness. The clustering 
results based on the evaluated databases are reported in Fig.13. 
We see that: (1) the increasing number of labeled samples can 
greatly improve the clustering performance of each method. It 
can also be found that the improvement by our DS2CF-Net over 
other compared methods is more obvious, especially when the 
proportion of label data is relatively small; (2) our DS2CF-Net 
delivers better results across different labeled proportions by 
fully mining the intrinsic relations between the labeled and un-
labeled data, and predicting the labels of unlabeled samples to 
enrich the supervised prior knowledge. RS2ACF also performs 
well by delivering better results than other remaining methods.  
  (2) Clustering with different numbers of layers. We explore 
the effects of the number of layers on the representation learn-
ing and clustering abilities of each multilayer model, including 
MNMF, MCF, GMCF, DSNMF, DSCF-Net and our DS2CF-
Net. In this simulation, we vary the number of layers from 1 to 
10 with step 1. For each database, we randomly choose 3 cate-
gories for the clustering evaluations. The averaged clustering 
ACs are illustrated in Fig.14, from which we see that: 1) our 
DS2CF-Net delivers the highest accuracies than other methods 
in most cases; 2) the increase of the number of layers can gen-
erally improve the clustering results, which implies that discov-
ering hidden deep features can indeed improve the performance. 
However, the clustering results of MNMF, DSNMF, MCF and 
GMCF go down apparently when the number of layers passes 
4 in most cases, which maybe because MNMF, MCF and 
GMCF cannot ensure the intermediate representation from the 
previous layer to be a good representation for subsequent layers. 
Note that the first stage of DSNMF is performed similarly as 
MNMF, MCF and GMCF, thus it also suffers from the degrad-
ing issue as the number of layers is increased to a high level. 
This observation can once again show that the multilayer struc-
tures of directly feeding the learned representation from the last 
layer to the next layer are not reasonable.  By updating the basis 
vectors to optimize the low-dimensional representation in each 
layer, DSCF-Net also perform well by delivering higher and 
more stable results than other remaining methods, i.e., MNMF, 
DSNMF, MCF and GMCF. By this analysis, we can choose a 
proper number of layers for each multilayer MF model for the 
representation and clustering tasks in the experiments.   
(3) Parameter sensitivity analysis in the objective function. 
Finally, we investigate the effects of model parameters on the 
representation learning ability of our DS2CF-Net that has three 
trade-off parameters, i.e., ,  and  . Because the optimal pa-
rameter selection is still an open issue, we use the widely-used 
grid search and linear strategy [32-33] in our experiments to se-
lect the most important parameters. Specifically, we firstly fix
1   to tune  and   from the candidate set { 5 4 510 ,10 ,...,10  }. 
Then, we use the selected  and   to tune  over each data-
base. We randomly choose the samples of three categories to 
train our model, the number of layers is set to three and the pro-
portion of labeled data is set to 40% for each database. The re-
sults are averaged based on 5 random initializations of the clus-
ter centers for the K-means clustering algorithm. The parameter 
selection results are shown in Fig.15. We see that our method 
can obtain better clustering results when  is set to around 10-1 
and   is set to a relatively small value around 10-4 for different 
datasets, which is a good phenomenon for the parameter selec-
tion. Note that we summarize the best choice of the model pa-
rameters of our DS2CF-Net algorithm in Table 4.  
           
(a) AR                                                              (b) MIT CBCL                                                             (c) ETH80  
           
               (d) COIL100                                                             (e) USPS                                                             (f) Fashion MNIST 
Figure 13: Clustering accuracies vs. varied proportions of labeled samples over the evaluated image databases.  
         
(a) AR                                                           (b) MIT CBCL                                                            (c) ETH80 
          
(d) COIL100                                                               (e) USPS                                                         (f) Fashion MNIST 
Figure 14: Clustering accuracies vs. varied number of layers based on the evaluated image databases.  
10 20 30 40 50 60 70 80 90
0.55
0.6
0.65
0.7
0.75
0.8
0.85
Proportion of labeled samples 
C
lu
st
er
in
g 
Ac
cu
ra
cy
 
 
SemiGNMF
CNMF
CCF
RS2ACF
Our Method
10 20 30 40 50 60 70 80 90
0.6
0.65
0.7
0.75
0.8
0.85
0.9
Proportion of labeled samples 
C
lu
st
er
in
g 
Ac
cu
ra
cy
 
 
SemiGNMF
CNMF
CCF
RS2ACF
Our Method
10 20 30 40 50 60 70 80 90
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1
Proportion of labeled samples 
C
lu
st
er
in
g 
Ac
cu
ra
cy
 
 
SemiGNMF
CNMF
CCF
RS2ACF
Our Method
10 20 30 40 50 60 70 80 90
0.65
0.7
0.75
0.8
0.85
0.9
Proportion of labeled samples 
C
lu
st
er
in
g 
Ac
cu
ra
cy
 
 
SemiGNMF
CNMF
CCF
RS2ACF
Our Method
10 20 30 40 50 60 70 80 90
0.65
0.7
0.75
0.8
0.85
0.9
Proportion of labeled samples 
C
lu
st
er
in
g 
Ac
cu
ra
cy
 
 
SemiGNMF
CNMF
CCF
RS2ACF
Our Method
10 20 30 40 50 60 70 80 90
0.6
0.65
0.7
0.75
0.8
0.85
0.9
Proportion of labeled samples 
C
lu
st
er
in
g 
Ac
cu
ra
cy
 
 
SemiGNMF
CNMF
CCF
RS2ACF
Our Method
1 2 3 4 5 6 7 8 9 10
0.55
0.6
0.65
0.7
0.75
0.8
Number of layers
C
lu
st
er
in
g 
Ac
cu
ra
cy
 
 
MNMF
MCF
GMCF
DSNMF
DSCF-Net
Our Method
1 2 3 4 5 6 7 8 9 10
0.5
0.55
0.6
0.65
0.7
0.75
0.8
0.85
0.9
Number of layers
C
lu
st
er
in
g 
Ac
cu
ra
cy
 
 
MNMF
MCF
GMCF
DSNMF
DSCF-Net
Our Method
1 2 3 4 5 6 7 8 9 10
0.6
0.65
0.7
0.75
0.8
0.85
0.9
Number of layers
C
lu
st
er
in
g 
Ac
cu
ra
cy
 
 
MNMF
MCF
GMCF
DSNMF
DSCF-Net
Our Method
1 2 3 4 5 6 7 8 9 10
0.6
0.65
0.7
0.75
0.8
0.85
0.9
Number of layers
C
lu
st
er
in
g 
Ac
cu
ra
cy
 
 
MNMF
MCF
GMCF
DSNMF
DSCF-Net
Our Method
1 2 3 4 5 6 7 8 9 10
0.5
0.55
0.6
0.65
0.7
0.75
0.8
0.85
0.9
Number of layers
C
lu
st
er
in
g 
Ac
cu
ra
cy
 
 
MNMF
MCF
GMCF
DSNMF
DSCF-Net
Our Method
1 2 3 4 5 6 7 8 9 10
0.5
0.55
0.6
0.65
0.7
0.75
0.8
0.85
0.9
Number of layers
C
lu
st
er
in
g 
Ac
cu
ra
cy
 
 
MNMF
MCF
GMCF
DSNMF
DSCF-Net
Our Method
   
(a) AR face database                                                                                   (b) MIT CBCL face database 
   
(c) ETH80 object database                                                                           (d) COIL100 object database 
   
(e) USPS handwritten digit database                                                                                      (f) Fashion MNIST database 
Figure 15: Clustering accuracies vs. varied parameters of our DS2CF-Net method based on the used databases.  
 Table 4: Parameter settings of our DS2CF-Net on used databases. 
Database       
AR  10-1 10-4 10-3 
MIT CBCL 10-1 10-4 10-3 
ETH80 10-3 10-4 10-4 
COIL100 100 10-5 101 
USPS 10-1 10-3 100 
Fashion MNIST 10-1 10-3 10-4 
VI. CONCLUDING REMARKS 
We proposed a new enriched prior based dual-constrained deep 
semi-supervised coupled factorization network. Our model can 
discover deep hierarchical feature information, learning with a 
small number of labeled data and a large amount of unlabeled 
data. To mine hidden deep information, our DS2CF-Net designs 
a coupled hierarchical deep-structure and geometrical structure-
constrained factorization network using multiple layers of linear 
transformations of basis vectors and representations. To improve 
the discriminating ability of learned deep representation and co-
efficients, DS2CF-Net clearly considers enriching the supervised 
prior by the joint deep coefficients-regularized label prediction, 
and incorporates enriched prior information as additional label 
and structure constraints. Moreover, DS2CF-Net also proposes 
to preserve the locality structures in both data space and feature 
space by adopting an adaptive dual-graph weighting strategy.  
We have evaluated our DS2CF-Net for image representation 
and clustering, and the results are compared with related single-
layer and multilayer models. Visual image analysis and quanti-
tative clustering evaluation demonstrate the effectiveness of our 
model. In future, we will evaluate our network for other related 
areas. A more effective coupled factorization strategy will also 
be investigated. Additionally, we will explore how to integrate 
the factorization model with the deep convolutional neural net-
work for handling the large-scale vision tasks.  
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