Abstract. Let H be a pointed Hopf algebra over an algebraically closed field of characteristic zero. If H is a domain with finite Gelfand-Kirillov dimension greater than or equal to two, then H contains a Hopf subalgebra of GelfandKirillov dimension two.
Introduction
The study of Hopf algebras of low Gelfand-Kirillov dimension (or GK-dimension for short) provides profound insight into basic properties of general Hopf algebras. Noetherian prime regular Hopf algebras of GK-dimension one were studied in [2, 11, 12] . Recently, in their paper [5] , K. R. Goodearl and J. J. Zhang have classified all noetherian Hopf algebras H over an algebraically closed field k of characteristic zero, which are the integral domains of GK-dimension two and satisfy the condition Ext 1 H (k, k) = 0. After all the works listed above, it is natural to consider Hopf algebras of GK-dimension three. One way to understand a Hopf algebra with a higher GKdimension is to find some of its Hopf subalgebras that are more familiar to us. As a small step toward this end, we will prove in this paper that for certain pointed Hopf algebras with GK-dimension ≥ 2, there always exist a Hopf subalgebra of GKdimension two. We hope the result would offer some help in classifying the Hopf algebras of GK-dimension three.
The key step in achieving our main result is the analysis of the free pointed Hopf algebra F (t) (see Example 3.1 for the definition). In the classification result of [5] , some of the Hopf algebras discussed there are the Hopf quotients of F (t). When t = 0, F (t) is a typical example of infinite-dimensional pointed non-cocommutative Hopf algebras. On the other hand, if H is a pointed non-cocommutative Hopf algebra and y ∈ H is a (1, g)-primitive element, then the Hopf subalgebra K generated by y and g ±1 is a Hopf quotient of F (1). So it would be interesting to know more about the Hopf structure of F (t).
In Section 3, it is shown that F (t), when t = 0, is coradically graded in the sense of [3, Lemma 2.2] with respect to the y-grading. In the same section, we also determine all skew-primitive elements of F (t) when t = 0. It turns out that the coalgebra structure of F (t), when t = 0, is quite different from that of F (0).
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By understanding the Hopf algebra structure of F (t), we obtain the following theorem on the existence of certain Hopf subalgebras of pointed Hopf algebras. Following the conventions in [14] , for any Hopf algebra H, we denote the set of group-like elements in H by G(H), and the coradical filtration on H by {H n } n≥0 . Also, given a group G, we will use the standard notation k[G] to denote the group algebra of G over k.
Theorem 1.1 (Theorem 5.13). Let H be a pointed Hopf algebra over an algebraically closed field k of characteristic 0. If 2 ≤ GKdim H < ∞ and H is a domain, then H contains a Hopf subalgebra of GK-dimension 2. To be precise, In fact, the characteristic zero condition is only used in part (1) . Also, part (1) and (2) of Theorem 1.1 do not require H to be a domain. Moreover, as suggested by known examples, it is reasonable to conjecture that Theorem 1.1 still holds if H is weakened to a prime algebra, except that in part (3) we might have to include some other classes of Hopf algebras, besides A(b, ξ) and C(b + 1), as possible Hopf subalgebras.
The essential ingredient for proving the main result is the following theorem. 
In fact, Theorem 1.2 can be viewed as an infinite-dimensional analogue of the following theorem of D. Ştefan. Theorem 1.3. [15, Theorem 2] Let H be a finite-dimensional pointed Hopf algebra. If H is not cosemisimple, then there exist two natural numbers m and n, with m = 1 and m dividing n, an m-th primitive root ω of unity and two elements g, x ∈ H such that (1) gx = ωxg; (2) g is a group-like element of order n; (3) x ∈ P 1,g and x m is either 0 or g m − 1.
With the notation in Theorem 1.3, it is easy to check that the Hopf subalgebra generated by g and x is a Hopf quotient of A(1, ω). 2
Preliminaries
In this section, we give some basic definitions and properties related to coalgebras, which will be intensively used in the following sections. Throughout this paper, k always denotes a base field which is algebraically closed of characteristic 0. All algebras, coalgebras and tensor products are taken over k. Given a group G, we will use the standard notation k[G] to denote the group algebra of G over k.
Suppose that C is a coalgebra. Let G(C) be the set of group-like elements in C. An element y ∈ C is called (g, h)-primitive if g, h ∈ G(C) and ∆(y) = y ⊗ g + h ⊗ y. We use P g,h (C) to denote the set of (g, h)-primitive elements in C [14, p. 67]. If C = H is a Hopf algebra, we simply write P (H) for P 1,1 (H), the set of primitive elements in H.
The coradical C 0 of C is defined to be the sum of all simple subcoalgebras of C. The coalgebra C is called cosemisimple if C = C 0 , pointed if C 0 = kG(C), and connected if C 0 is one-dimensional.
We now recall the definitions of graded coalgebras and coalgebra filtrations, which will play a central role in the following sections.
Definition 2.1. Let C be a coalgebra. If
Definition 2.2. Let C be a coalgebra and {A n } n≥0 a family of subcoalgebras of C. Then {A n } n≥0 is called a coalgebra filtration if
Starting from C 0 , one can build up a canonical coalgebra filtration {C n } of C, which is defined inductively by
This filtration is called the coradical filtration of C.
The following lemma is actually in the proof of [14, Theorem 5.3.1].
Lemma 2.3. Let C be a coalgebra with coradical filtration {C n } and let I be a nonzero coideal of C. Then I ∩ C 1 = {0}. Moreover, if C is pointed, then I contains a non-zero (g, h)-primitive element for some g, h ∈ G(C). 3
Proof. Consider the coalgebra map π : Suppose further that C is pointed. The kernel of π| P g,h (C) is I ∩ P g,h (C). Suppose I ∩ P g,h (C) = {0} for any g, h ∈ G(C), then π| P g,h (C) is injective for any g, h ∈ G(C). By [14, Corollary 5.4.7] , π is injective, which is a contradiction.
Given a graded coalgebra C = ∞ i=0 C(i), one can define a coalgebra filtration {A n } n≥0 by setting A n = C(0) ⊕ · · · ⊕ C(n). The Hopf algebra F (t) (see Example 3.1 for the definition), which we will study in the following sections, has a natural graded coalgebra structure that is compatible with the coradical filtration in the following sense.
C(i) be a graded coalgebra with coradical filtration
A graded Hopf algebra H is coradically graded if it is coradically graded as a graded coalgebra.
The terminology is justified by the following lemma.
Free Pointed Hopf algebra F (t)
In this section we introduce the free pointed Hopf algebra F (t) and study some of its basic properties.
Example 3.1. Let H = k x ±1 , y be the algebra with relations xx
then H becomes a Hopf algebra via
where t is any given integer. We denote this Hopf algebra by F (t).
Proposition 3.2. The Hopf algebra F (t) has a k-linear basis
Proof. This is standard from the diamond lemma.
The Hopf algebra F (t) has several gradings, which turn out to be crucial in determining its coradical filtration. 4
There is a natural y-grading on F (t) under which F (t) becomes a graded coalgebra.
Proof. The natural y-grading is given by setting deg y y = 1 and deg y x ±1 = 0. It is easy to check that F (t) becomes a graded algebra by this setting, since the relations all preserve the grading. This y-grading on F (t) induces a natural y-grading on F (t)⊗F (t) by defining deg y (f 1 ⊗ f 2 ) = deg y f 1 + deg y f 2 , where f 1 , f 2 ∈ F (t). Also notice that this grading on F (t) ⊗ F (t) is an algebra grading.
By definition of a graded coalgebra, we only have to show that if h ∈ F (t) is homogeneous of y-degree n, then so is ∆(h). By Proposition 3.2, we may assume that h is of the form
Notice that ∆(x ij ) and ∆(y) are homogeneous of y-degrees 0 and 1, respectively. The result then follows from the fact that F (t) ⊗ F (t) is a graded algebra with respect to the y-grading. This completes the proof.
By analyzing the grading, we are actually able to determine the coradical of F (t). Notice that by construction, the degree zero part of F (t) with respect to the y-grading is just k[x ±1 ], the subalgebra of F (t) generated by x ±1 .
. As a consequence, F (t) is a pointed Hopf algebra.
Proof. By the previous proposition, H is a graded coalgebra with respect to the ygrading. The coalgebra grading induces a coalgebra filtration {A n } n≥0 on H with
On the other hand, A 0 is spanned by group-like elements and thus k[
There is also a natural x-grading on F (t) given by setting deg x x ±1 = ±1 and
Remark 3.5. Note that F (0) is a cocommutative Hopf algebra. In this case, the Hopf structure is well understood. In fact, by [14, Corollary 5.6.4, Theorem 5.6.5],
, where g is the set of primitive elements in F (0). Actually, g is the free Lie algebra generated by {x n yx −n | n ∈ Z}. It is easy to see that F (0) is coradically graded by setting deg x ±1 = 0 and deg f = 1 for any f ∈ g. Moreover, it
is not hard to prove that every non-zero Hopf ideal I of F (0) is generated by elements in g and possibly an element of the form x n − 1 for some positive integer n. So in next section, we will focus on the case t = 0. 5
The coradical filtration of F (t) when t = 0
In the section, we study the coradical filtration of the free Hopf algebra F (t) described in Example 3.1 with t = 0. We can further assume that t > 0, since it is obvious that F (t) ∼ = F (−t) as Hopf algebras for any integer t. We will show that H is a coradically graded Hopf algebra with respect to the y-grading. This is quite different from the t = 0 case. In fact, if t = 0, then P (F (0)) is the free Lie algebra generated by {x n yx −n | n ∈ Z}, which implies that there are primitive elements of any y-degree in F (0). Throughout this section, let H be the Hopf algebra F (t) with t = 0. The following proposition is crucial in proving that H is coradically graded with respect to the ygrading. For the rest of this section, we use H(n) to denote the k-linear subspace spanned by homogeneous elements of y-degree n.
Lemma 4.1. Any skew-primitive element in H has y-degree ≤ 1.
Proof. Suppose to the contrary that f is an (x a , x c )-primitive element of y-degree n ≥ 2. Replacing f with x −a f , we can assume that f is (1, x b )-primitive for some integer b, that is to say,
It is also clear from Proposition 3.3 that we can further assume that f is homogeneous of y-degree n.
i s by T (α). Then we can write
where I is a non-empty finite subset of Z n+1 and µ α ∈ k × for any α ∈ I. A direct computation shows that
where w α ∈ i,j<n i+j=n
where w ∈ i,j<n i+j=n
. By comparing (4.1) and (4.2) we see that T (α) = 0 for any α ∈ I, and b = nt.
Define two bijective maps σ and τ from Z n+1 to Z n+1 by
Since the antipode S is an anti-algebra map, it is easy to check that
On the other hand, since S is the inverse to Id H under convolution, we have
But it is easy to show that
for any s ≥ 0. Since (n − 1)t > 0, by comparing the first entry, it is clear that (
Hence the set A is infinite, which is a contradiction. This completes the proof.
H is a coradically graded Hopf algebra with respect to the y-grading.
Proof. By Corollary 3.4,
. Also it is easy to check that
, H 1 is spanned by group-like and skew-primitive elements. By Lemma 4.1, any skew-primitive element in H has y-degree ≤ 1. Hence
, which completes the proof.
With this proposition, we can give a full description of all skew-primitive elements in H. For any h ∈ H, we define deg h to be the pair (deg x h, deg y h). Notice that this
, where λ ∈ k and f is homogeneous with deg f = (a, 1).
Proof. By the definition of coradical filtration, h ∈ H 1 . By Proposition 4.2,
On the other hand, since h is (x a , x b )-primitive, it yields
By comparing (4.4) and (4.5), we see that
It then follows that α a = −α b = 0. Hence h has the claimed form.
If deg y h = 1, we can write h(x,
On the other hand, it is easy to check that f i is an (x ai , x ai+t )-primitive element, so
Since s > 1, there is some j such that a j = m. From (4.8), we see that f j ⊗ x aj is the non-zero component of ∆(h) in degree (a j , 1; a j , 0). But (4.7) implies that ∆(h) has no component in degree (a j , 1; a j , 0). This is a contradiction.
Now we can write h = f + g, where f is homogeneous with deg f = (a, 1). If g = 0, we are done. So assume g = 0 and it suffices to show that g is of the form λx a (x t − 1)
for some λ ∈ k × . Note that f is a (x a , x a+t )-primitive element, so similar to the argument above, h must be a (x a , x a+t )-primitive element. Hence g is (x a , x a+t )-primitive. Then it follows from the previous case where deg y h = 0 that g is of the form λx a (x t − 1), as desired.
Corollary 4.4. Suppose that I is a non-zero Hopf ideal of H. Then I contains an element f of the form x m − 1 for some integer m or a 0 y + a 1 xyx −1 + · · ·+ a n x n yx −n + λ(x t − 1), where a 0 , · · · , a n , λ ∈ k and a 0 , a n = 0.
Proof. Just combine Lemma 2.3 and Proposition 4.3.
Corollary 4.5. Let K be a pointed Hopf algebra with finite GK-dimension. If y ∈ K 1 \K 0 is a (1, g b )-primitive element for some group-like element g = 1 and integer
Proof. First we claim that there are a 0 , · · · , a n , λ ∈ k with a 0 = 0, n ≥ 1 such that a 0 y + a 1 gyg −1 + · · · + a n g n yg −n + λ(g b − 1) = 0. If y is primitive, i.e. g b = 1, then the k-linear space V spanned by {g i yg −i | i ∈ Z} is a subspace of g, the k-linear space spanned by all primitive elements in K. By the universal property of U (g), the inclusion g ֒→ K extends to an algebra map τ : 
Hence a 0 y + a 1 gyg −1 + · · · + a n g n yg −n = 0, for some a 0 , · · · , a n ∈ k with a 0 = 0 and n > 0. If g is torsion with the order n ≥ 2, then y − g n yg −n = 0. If g is torsion-free and b = 0, the Hopf subalgebra generated by y and g ±1 is a Hopf quotient of F (b)
where b = 0. Now the statement follows from Corollary 4.4.
Choose n to be minimal. Since y ∈ K 1 \K 0 , we have n ≥ 1. Let ξ be a root of the polynomial a 0 + a 1 s + · · · + a n s n , and set
be verified by straight calculation since K 0 is spanned by group-like elements. Hence f = γ(g b −1) for some γ ∈ k, which contradicts the minimality of n. As a consequence,
By the choice of f , we have gf g
This completes the proof.
Main Theorem
This section is devoted to the proof of the main theorem (Theorem 5.13). We also explain why the theorem fails if some of the conditions are weakened. To begin with, we list two classes of Hopf algebras of GK-dimension 2, which are defined in [ Lemma 5.4. Let H be a noetherian prime Hopf algebra of GK-dimension 2. Suppose that π : H → K is a Hopf algebra projection to a domain K. If K is neither cosemisimple nor connected, then π is an isomorphism.
Proof. If π is not an isomorphism, then I := ker π = 0. By Goldie's Theorem, the ideal I contains a regular element. By [8, Proposition 3.15], GKdim K ≤ GKdim H − 1 = 1.
Since there is no algebra with GK-dimension strictly between 0 and 1, GKdim K = 0 9 or 1. By assumption, K is not finite-dimensional, so GKdim K = 1. By [5, Lemma 4.5], K is commutative. Hence K is a commutative Hopf domain with GKdim K = 1. But by [5, Proposition 2.1], K is either a group algebra or an enveloping algebra. Hence K is either cosemisimple or connected, which contradicts the assumption.
The next three lemmas are known. However, I am not able to locate them in literature and thus the proofs are included.
Lemma 5.5. Let G be a finitely generated group which acts on a finitely generated k-algebra A. Suppose that there is a finite-dimensional generating k-subspace W of A such that W contains 1 and is stable under the action of G. Then
where A * G is the skew group algebra. Suppose that the group G is generated by the set S = {g 1 , g 2 , · · · , g m }. Let g S (n) be the number of distinct group elements that can be expressed as words of length ≤ n in the specified generators and their inverses. Without loss of generality, we can assume that S is closed under inversion. By the definition of GK-dimension and that of group algebras, GKdim [8, Theorem 11.14] ). Let V = W + W g 1 + · · · + W g m . It is clear that V is finite-dimensional and generates A * G.
Proof. It suffices to assume that both GKdim
k[G] = lim sup n→∞ log n g S (n). Moreover, if GKdim k[G] < ∞, then GKdim k[G] = lim n→∞ log n g S (n) (see
First, we prove that GKdim
where f i runs through all words of length ≤ n.
For the other direction, notice that
where f i runs through all words of length ≤ n. Here we use the fact that g j W = W g j for any j. As a consequence, dim
Lemma 5.6. Let G be a group and N a finite normal subgroup of G. Then
Proof. Notice that there is a surjective algebra map 
where σ : Let V be any finite-dimensional subspace of A# σ k [G] . Then it is easy to see that V ⊂ A + Ag 1 + · · · + Ag m for some g 1 , · · · , g m ∈ G. Denote the set {g 1 , g 2 , · · · , g m } by S and let g S (n) be as defined in the previous lemma. Notice that g i A ⊂ Ag i by (5.1). As a consequence,
where f i runs through all words of length ≤ n in G. Therefore,
.
The proof of Lemma 5.5 is similar to the proof of [9, Proposition 1]. It seems that Lemma 5.6 is a corollary to Lemma 5.5. However, there is some slight difference since we need to take the cocycle σ into consideration. In fact, as we can see in the proof, the cocycle does not contribute to the GK-dimension because N is finite. One might ask whether GKdim
The answer is negative (see Example 5.17). 11
Lemma 5.7. Let G be a totally ordered group acting on a prime ring A. Then the skew group ring B = A * G is also prime.
Proof. For any non-zero elements r, s ∈ B, we need to show rBs = 0. Note that B is G-graded. Let ag and cf be the leading terms of r and s respectively, where a, c ∈ A and g, f ∈ G. Since A is prime, there exists b ∈ A such that abc = 0. Then
Hence r(b g −1 g −1 )s = 0, which completes the proof.
Now we are ready to prove the main theorem of this paper. We start with the case when H is pointed and cosemisimple, i.e. H ∼ = k[G] for some group G. Before proving the proposition, we list some well-known facts about groups.
For a group G, we have the upper central series
Lemma 5.8. Let G be a nilpotent group. Then the following statements are true.
(1) Every subgroup of G is nilpotent.
(2) The elements of finite order form a normal subgroup T such that G/T is torsion-free. (3) If G is finitely generated, then every subgroup of G is also finitely generated. (4) The group G is finite if it is generated by a finite number of elements each having finite order.
Proof. The first statement is easy. Statements (2), (3), (4) and (5) 
Proof. By the definition of GK-dimension,
where B runs through all finitely generated subalgebra of k [G] . It is easy to see that every finitely generated subalgebra
where L is a finitely generated subgroup of G. Hence
where L runs through all finitely generated subgroups of G. By [8, Theorem 11.1, 11.14], GKdim k[L] must be an integer. So there is a finitely generated subgroup N of 12
. Now by [8, Theorem 11.1] , N is nilpotent by finite, which means that N has a nilpotent subgroup P with [N :
. Also, by the same argument above, we can assume that P is finitely generated. Therefore by replacing G with P , we can assume that G is finitely generated nilpotent.
First, we deal with the case that G is torsion-free. If the nilpotency class r = 1, i.e. G is abelian, then G must be a torsion-free abelian group of rank ≥ 2. Let N be a subgroup of G with rank 2, then N ∼ = Z 2 . If G has nilpotency class r ≥ 2. Choose
Then by the choice of h, the subgroup N generated by g and h is isomorphic to Z 2 .
For the general case, let T be the set of torsion elements in G. By Lemma 5.8, T is a finite normal subgroup of G and G/T is torsion-free. By Lemma 5.6, we see that Hence N is an abelian group of rank 2, which means that it has a subgroup isomorphic to Z 2 . This completes the proof.
Next we will deal with the case when H is a connected Hopf algebra. Before that, we need a lemma on the existence of 2-dimensional Lie subalgebra of a finite-dimensional Lie algebra.
Lemma 5.10. Let g be a finite-dimensional Lie algebra. If dim k g ≥ 2, then g has a Lie subalgebra of dimension 2.
Proof. If g is nilpotent, by [6, 3.2, Proposition] , the center of g is non-zero. Choose a non-zero element x in the center and another element y which is not a scalar multiple of x. Then the subspace of g spanned by x and y is a 2-dimensional Lie subalgebra.
If g is not nilpotent, by Engel's Theorem, there exists an element x which is not ad-nilpotent. Hence the linear map ad x has a non-zero eigenvalue λ with eigenvector y. Then the k-linear span of x and y is the desired Lie subalgebra.
Proposition 5.11. Let H be a connected Hopf algebra. If 2 ≤ GKdim H < ∞, then H contains a Hopf subalgebra isomorphic to U (h), where h is a 2-dimensional Lie algebra.
Proof. Let K be the Hopf subalgebra generated by P (H), the set of primitive elements in H. By [14, Theorem 5.6.5], K ∼ = U (g), where g = P (H). First we claim that dim k g ≥ 2.
If 
we can assume ǫ(z) = 0. Notice that K ∼ = k[y] is coradically graded with the usual grading and therefore K n is spanned by all polynomials in y of degree ≤ n. Also, the grading on K induces a grading on K ⊗ℓ by setting deg
Hence we can write
By the counit axiom,
Hence α i0 = 0 and α 0j = 0 for any i, j ≤ m.
Now assume that m ≥ 3. Define two maps
Notice that the map ∂ 2 , when restricted from K ⊗ K to K ⊗ K ⊗ K, preserves the grading. Therefore ∂ 2 (u) = 0. Also, by replacing z with 14 z − βy m , where β = α m−1,1 /m, we can assume that α m−1,1 = 0. Now,
Since ∂ 2 (u) = 0, by comparing the coefficients of the terms y m−i ⊗ y i−1 ⊗ y, we see
where g is a finite-dimensional Lie algebra and dim k g ≥ 2. By Lemma 5.10, g has a 2-dimensional Lie subalgebra h. Then U (h) is a Hopf subalgebra of K ∼ = U (g), and thus a Hopf subalgebra of H. This completes the proof.
Finally, we have to handle the case when H is neither cosemisimple nor connected.
Lemma 5.12. Let H be a pointed Hopf algebra with finite GK-dimension. If H is a domain and is not connected, not cosemisimple, then H contains a Hopf subalgebra isomorphic to either A(b, ξ) or C(b + 1) for some integer b and ξ ∈ k × .
Proof. Since H is not cosemisimple, by [14, 5.4 .1], we can find g, y ∈ H such that g is group-like and y / ∈ H 0 is (1, g b )-primitive for some integer b. Notice that g is torsion-free since H is a domain. Moreover, we can choose g = 1 since H is not connected. By Corollary 4.5, there are b 0 , · · · , b m , β ∈ k and ξ ∈ k × such that
Let K be the Hopf subalgebra generated by f and g ±1 . By construction, K is neither cosemisimple nor connected. If ξ = 1, by replacing f with
we have gf ′ = ξf ′ g. Hence K is a Hopf quotient of A(b, ξ). If ξ = 1 and β = 0, by
Hopf quotient of C(b + 1). If β = 0, K is a Hopf quotient of A(b, ξ). In all the above cases, we can apply Lemma 5.4, which yields that
Combining the previous lemmas together, we have the main theorem of this paper. 15
Theorem 5.13. Let H be a pointed Hopf algebra over an algebraically closed field k of characteristic 0. If 2 ≤ GKdim H < ∞ and H is a domain, then H contains a Hopf subalgebra of GK-dimension 2. To be precise,
, then H contains a Hopf subalgebra isomorphic to U (h), where h is a 2-dimensional Lie algebra. Remark 5.14. It seems that in Theorem 5.13, if the condition that H is a domain is dropped, we can still find Hopf subalgebra of GK-dimension 2. By Proposition 5.9 and Proposition 5.11, this is true if H is either a group algebra or connected. However, we still do not know how to deal with the case when H is neither a group algebra nor connected.
One might ask whether Lemma 5.12 still holds if H is a prime ring instead of a domain. The answer is negative as shown in the following example. . Then E has a Hopf algebra structure under which x i is group-like for i = 0, 1, · · · , n and y is (1, x 0 )-primitive. Denote this Hopf algebra by E(n). It is easy to check that E(n) is not connected, not cosemisimple. Notice that E(n) has a basis consisting of elements of the form x , E(n) ∼ = A#H, where A = E(n) coH . In fact, A is the subalgebra of E(n) generated by y and x ±1 0 . So A is a Hopf subalgebra isomorphic to E(0), which is prime of GK-dimension 1. Then it follows from Lemma 5.5 and 5.7 that E(n) is prime with GKdim E(n) = n + 1.
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Now suppose N has nilpotency class 2. Then N 1 is a non-trivial subgroup of G 1 , so it must have rank 1. By [8, Theorem 11.14] , N/N 1 has rank 1. Choose w ∈ N \N 1 such that the image of w in N/N 1 is torsion-free. Denote w, N 1 by P , then N/P is finite. On the other hand, w commutes with N 1 . Hence by construction, P is abelian of rank 2. Now GKdim N = GKdim P = 2 since N/P is finite. But this again is a contradiction.
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