Indoor Localization of Cooperative WSN Using PSO Assisted AKF with Optimum References  by Janapati, Ravichander et al.
 Procedia Computer Science  92 ( 2016 )  282 – 291 
1877-0509 © 2016 Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of the Organizing Committee of ICCC 2016
doi: 10.1016/j.procs.2016.07.357 
ScienceDirect
Available online at www.sciencedirect.com
2nd International Conference on Intelligent Computing, Communication & Convergence  
(ICCC-2016) 
Srikanta Patnaik, Editor in Chief 
Conference Organized by Interscience Institute of Management and Technology 
Bhubaneswar, Odisha, India 
 
 
Indoor localization of cooperative WSN using PSO assisted AKF with optimum 
references 
 
Ravichander Janapati1, Ch.Balaswamy2 , K.Soundararajan3, U.Venkanna4 
 
1. Department of ECE, SR Engineering College, Warangal, India. 
ravi_chander_j@srecwarangal.ac.in 
 
2. Department of ECE, QIS Engineering College Ongole, India. 
ch.balaswmy7@gmail.com. 
3. Department of ECE, JNTUA, Anantapur, India. 
soundararajan_jntuacea@yahoo.com 
4. Department of CSE, SR Engineering College, Warangal, India. 
uvrao4u@gmail.com 
Abstract 
Finding exact node position with adjacent nodes is known as localization. Localization of Wireless Sensor Networks (WSN) is 
critical for many applications in indoor environment. In cooperative WSN all nodes assist in localization process in which some 
nodes give inaccurate estimates. Hence selection and rejection of information from nodes is a big challenge.  Crammer Rao 
Bound (CRB) is used to select accurate nodes as the reference nodes. Kalman filter is a repetitive filter, widely used for 
estimation of location in linear environment. Extended Kalman Filter (EKF) is modification to the linear Kalman Filter used in 
nonlinear environment. In indoor environment due to noise, multipath effects EKF do not guarantee a best solution. Particle 
Swarm Optimization (PSO) is a population based search algorithm, which is formulated on the swarm intelligence like social 
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behavior of birds, bees or a school of fishes. In this paper PSO Assisted Extended Kalman Filter (PSO-AKF) with optimum 
references is proposed. Localization of cooperative WSN with optimum selection of reference nodes using PSO-AKF shows 
better results in terms of position accuracy, latency and complexity. 
© 2014 The Authors. Published by Elsevier B.V. 
Selection and peer-review under responsibility of scientific committee of Missouri University of Science and Technology. 
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1. Introduction 
Wireless Sensor Network (WSN) is a collectiongroup of disseminated electronic devices used in wireless 
communication for detecting, computing and communicating information among the nodes. WSN is a technology 
revolution changing society and incorporated into every individual. WSN are used in different applications like 
monitoring of agriculture, military, disaster management, hospitals. In WSN nodes are positioned in the ad-hoc 
manner and do not know the exact position of each node.  Node positioning is emerging and crucial research area in 
WSN [1]. In real time applications like fire accidents conditions helping the fireman rescue teams to find their 
positions, route through a building during in emergency situations and to communicate the  location  information to 
an outside controlling unit. In this application location information is critical.   
 
In WSN radio signals communicated among nodes supports them to find the distance between nodes, by yielding 
some measures such as the Received Signal Strength (RSS), Time Of Arrival (TOA), Time Difference of Arrival 
(TDOA), Angle Of Arrival (AOA) from the signals travelling between them [2].Due to obstacles in indoor 
environment wireless signals are affected by multipath, multiple access interference and Non Line Of Sight (NLOS) 
and multiple access interference. NLOS conditions due to walls and furniture can lead to decreased signal strength 
hence regular methods such as triangulation measures based on RSS, TOA, AOA usually fail which makes 
inaccurate localization. So trust worthy localization measurements of indoor environment is a significant task. In this 
paper indoor localization of cooperative WSN where nodes exchange information through Ultra Wide Band (UWB) 
signaling is investigated. UWB based ranging measurement has preferred because it offers wide bandwidth and high 
resolution [3]. 
     Many applications have been developed for localization of nodes in indoor environment based on UWB 
technology [4] because of its large bandwidth UWB aims high resolution and signaling which gives accurate 
positions [5]. Indoor localization requires more anchor nodes which are not possible and impractical in indoor 
environment. Problem of indoor localization is the possible low number of anchor nodes within communication 
range. Communication exists between agents and anchors and does not exist among agent nodes in non-cooperative 
method. Agent nodes required sharing information from anchors only, it requires large number of anchors or long 
distance transmission power of anchors. 
  
    In cooperative WSN nodes receive information from anchors as well as agent nodes within the range of 
communication. More number of anchors or long distance transmission power of anchors is not essential [6]. The 
positioning accuracy in cooperative WSN can be extremely improved by communicating positional information 
between agents. Cooperative localization methods improve localization accuracy but increasethe computational 
complexity [7]. Some nodes give poor estimates which results in negative effect on localization [8]. Hence selection 
of reference nodes which gives accurate information in cooperative networks is a big challenge. In [9] consider the 
links closest from the agent node but the nearby adjacent nodes may not correspond to the best links. Selecting the 
anchor nodes to fix position of node is a big task.  
    The Cramer Rao Bound (CRB) is used to censor inaccurate links. CRB is used as the censoring parameter to 
discard the transmission of information from unreliable nodes is known as transmit censoring.  Receive censoring is 
used to remove unreliable links after receiving information from adjacent nodes. 
 6 Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
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 Localization algorithms can be categorized in to two types. 1) Centralized localization algorithm 2) Distributed 
localization algorithm. Distributed algorithms are extensible so appropriate for broad cooperative wireless networks 
in which some of the positional information destructive as some devices have poor estimates [10].  In this paper PSO 
algorithm with PSO Assisted AKF with optimum selection of references using CRB is proposed to achieve 
localization accuracy. 
        Organization of this paper is as follows. Section 2 discuss about problem statement ,section 3 gives background,  
Section 4 discuss about optimum selection of references using CRB, section 5 gives proposed method, section 6 
gives simulation results & analysis and section 7 gives conclusion. 
2. Problem formulation 
      Cooperative localization method improves positioning accuracy, but increases the computational 
complexity, network traffic and latency. As some nodes have poor estimates hence the positional information from 
those nodes may also be critical .so selection and rejection of information from nodes is a big challenge. In some 
papers authors proposed, consider the nodes nearest to the agent node as reference nodes which does not gives 
accurate location information.   So selection of the reference nodes in localization of WSN is a big task. The CRB 
used as a procedure to reject inaccurate links. Kalman filter is a recursive linear filter has been extensively used for 
location estimation in a linear environment. In nonlinear environment modification to the linear kalman filter, the 
Extended Kalman filters (EKF) is used. In noisy environment, the EKF may not give a best solution in a complex 
situation of non- linearity. In this paper, localization of cooperative WSN using Distributed PSO Aided EKF with 
optimum References is proposed. 
 
.3.Background 
 
3.1. Particle Swarm Optimization 
 
PSO is an exploration based optimization process uses population of particles which depends on intelligence of 
swarm[11]. Position Xi  and velocity Vi  is  updated using Equation (1) and (2) 
Vi
k+1 = w Vi
k  + c1 r1 (pbest- xi
k) + c2 r2 (gbest - xi
k)           (1) 
Xi
k+1      =      Xi
k+Vi
k (2) 
Vi
k= velocity of ith node for iteration k                 Xi
k= present location  ofith node for iteration k 
cl, c2 = acceleration constantsrl, r2 = randomly generated  numbers  
w = weight of inertia for controlling the scope of the exploration. 
    PSO is easily implemented using moderate computing resources with speed of convergence [12] which is viable 
for localization of WSN. PSO based localization methods are used for improvement in the efficiency and accuracy 
of localization in WSN. 
3.2.Kalman filter 
 
 The Kalman filter (KF) is a recursive algorithm used to estimate unknown variable using a sequence of 
measurements observed certain period [13]. It has many applications in science and technology. General 
applications of KF are radar systems, signal processing, WSN, space technology and control engineering. 
  
3.3. Extended Kalman Filter 
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 EKF Filter is modified nonlinear form of KF[14], is applied in noisy environment using nonlinear stochastic 
differential equations (3, 4) 
 
                              (3) 
                              (4) 
 
u (t) , v(t) = white noise sequences with zero means and mutually independent with each other Equations (5) and (6) 
give EKF in discrete time form  
 
(5) 
                              (6) 
 = state vector = Process noise vector = measurement vector 
=measurement noise vector 
 
 Procedure for discrete-time EKF algorithm is given below : 
 
Step1: Set state vector as and state covariance matrix  as  
step2: Using state covariance and estimated measurement covariance, calculate Kalman gain matrix  
 
(7) 
step3: State correction vector and update state vector acquired by multiplying prediction error vector by Kalman 
gain matrix  
 
 (8) 
    
step4: Update error covariance: 
 
]                                                           (9) 
is error covariance matrix 
 
step5: state vector and state covariance matrix can be estimated using equation 10 and 11 
 
 (10) 
 
(11) 
 
Linear estimate for system and measurement matrices are find using the equations.12 
 
      ;      (12) 
 
Where  = process noise covariance matrix    = measurement noise covariance vector 
= system matrices                    = measurement matrices 
 
 
Noise covariance matrix can be predicted by the correlation and covariance-matching techniques [15].In 
conventional adaptive process AKF used for noise adaptive filter to predict the noise covariance matrices. 
Innovation sequence has been used by the correlation and covariance techniques to estimate noise covariance. 
Difference between estimated value and real value is known as innovation matrix Vk 
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                             (13) 
 
Innovation sequence covariance matrix is 
 
                             (14) 
 
The estimate of Rk can be given by 
 
  (15) 
 
4.Optimum selection of references using CRB 
 
In cooperative WSN every node communicated with all other nodes. Every node involved in the process of 
estimation. Here CRB is calculated to estimate the set of nodes which gives lower bound, least localization error 
[16]. In this process unknown nodes initiates the localization process and agents in the communication range 
responds to that process by estimating the locations. All the nodes do not give accurate location due to noise etc. So 
selection of nodes which gives accurate location is important criteria. In this paper CRB is used to select the nodes 
which give lower bound, minimum variance of error [17]. 
 
CRB is used to discard the nodes which give the inaccurate information of location. Every agent node compares its 
localization accuracy with all other agents using available global knowledge. The following equations (16, 17) used 
to select accurate nodes. 
 
Optimal subsets = (16) 
 
 
 (17) 
 
 
 
 
np = path loss exponentσdB = standard deviation of the received signal strength. 
 
=Distance is the length of the altitude through the unknown with base given by the interconnection of two 
anchors bi,bj which intersect with vertices at the locations of unknown agents and anchors bi, bj 
 
5.  PSO-Assisted AKF localization algorithm with optimum references 
 
Grade of range of divergence (ROD) is the difference between  and  gives the trace of innovation covariance 
matrix. This factor is used for finding the divergence or adaptation for adaptive filtering is given in equation (18).   
 
(18) 
 
In nonlinear environment ROD is used to find the fitness, if ROD is greater than threshold value then PSO is used to 
assist the EKF algorithm.  ROD is defined based on innovation matrix which is used to find uncertainty in the 
localized value. If ROD greater than specified threshold value then adapt and  by applying scaling factor. 
;  ,fig. 1 shows the PSO –AKF . 
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Fitness function (FIT) in PSO-assisted AKF is calculated using the ROD parameter. The optimization is 
achieved by iteratively tune the FIT parameter using PSO.  
 
 
Fig.1. PSO assisted AKF 
 
The pseudo code for PSO-AKF algorithm with optimum references is shown in fig.2. 
 
Initialize  and   Ȃ  
Select references with optimal subsets =  
Compute  
 
 
Update error covariance: 
 ] 
If ROD> γ 
Call PSO function 
Else 
α=1;  
End 
 
 
End. 
                                              Function PSO 
population of particles are intially Set  with random positions and velocities xi,vi 
fitness function of each particle computed as   
      If  FIT ؆ 1 and then output =  Gbest ( ) 
Else if| FIT (xi) | < | FIT (P best) | then P best = xi 
| FIT (xi) | < | FIT (G best) | then G best = xi 
End. 
End. 
 
End. 
Fig.2.Pseudo code for PSO-AKF 
 
 
6. Simulation results and analysis 
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6.1. Simulation setup 
 
Localization of cooperative WSN using PSO-AKF, we consider WSN with 100 randomly deployed nodes, 20 
anchor nodes in indoor environment with in the area of 600mX600m.Measurment can be carried out using UWB. 
These measured distances errors are Gaussian with 1% standard deviation. Simulations are carried out using 
MATLAB. CRB is used to calculate lower bound on localization value. In cooperative networks all the agents 
which are involved in localization process, may not give correct position information. CRB is used to select the 
references which give accurate information. If CRB   threshold value that nodes information is discarded. 
 This method improves positional accuracy and reduces complexity. To test our proposed method, cooperative 
distributed PSO -AKF algorithm is used .The distributed PSO-AKF algorithm with CRB techniques minimize the 
localization error, complexity with respect to other localization algorithms. 
 
6.2. Results analysis 
 
Simulation experiments are conducted for cooperative WSN using different procedures. Different algorithms like 
LS, KF, EKF were tested using same procedures. Proposed algorithm run for 40 iterations. Proposed algorithm 
PSO-AKF compared with different algorithms. Accuracy of the localization system was accessed using Cumulative 
Distribution function (CDF) for Position estimation errors for different values are plotted.  
 
 
 
 
Fig. 3: Performance comparison of different Algorithms. 
 
 
Fig. 3. Shows a CDF of position estimate errors and compare CDF for Different Approaches PSO-AKF, EKF 
algorithm, KF, least square algorithm (LS). Results in Fig. 3 show that PSO-AKF algorithm performs better 
compared to other methods. 
 
 
Fig.4:comparison of different algorithms for average number of transmissions with respect to no. of iterations 
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In cooperative localization nodes receive information from all agents, in that some of the nodes give inaccurate 
information. CRB is used to estimate lower bound of localization error and   discard non-informative links. Number 
of wireless transmissions are reduced hence complexity also reduced. Initially in multi hop communication every 
agent node estimate the position, As iterations progress, most of the agents obtain estimates through cooperation and 
will initiate broadcasting. When CRB is made active, 20% and 50% reduction in total data traffic are achieved. As 
shown in Fig.4. distributed PSO-AKF with CRB performs better with less complexity when compared with 
distributed PSO-AKF without CRB. 
 
ROD is parameter used to measure consistency of the localization values using equation (18), because of noise, 
multipath effects ROD is high. EKF algorithm cannot handle such effects. In PSO-AKF , PSO is used to assist EKF 
by calculating Fitness function.fitness function of each particle computed as    ;If FIT ؆ 1 and then 
output =  Gbest ( ) 
Here we compare different algorithms in terms of ROD. PSO Assisted AKF Performs better in comparison 
with EKF (PSO without assisted EKF) .Fig.5 show comparison of different algorithms in terms of ROD. 
 
Fig 5: Comparison of ROD with and without PSO Assisted  
 
In cooperative WSN nodes are deployed randomly in indoor environment with in the area of 600mX600m. Nodes 
are communicated using UWB. At each trial, the simulation is executed for 40 iterations with time duration of 61 
sec.  Position of nodes in (x,y) coordinates are estimated using PSO-AKF. The performance of PSO-AKF  in terms 
of RMSE is compared with other algorithms like LS,KF, EKF using equation (19) 
 
(19) 
  
When compared with other algorithms, the   localization error of cooperative Distributed PSO assisted AKF is the 
least as shown in fig. 6.  
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Fig.6: comparison of different algorithms for Mean square error of localization with respect to no. of iterations 
 
 
7. Conclusions 
 
In this paper, Localization of Cooperative WSN, using Distributed PSO Aided AKF with optimum References is 
proposed. CRB is used as reference selection method and applied to a cooperative distributed PSO Assisted AKF 
algorithm.Kalman filter is a recursive linear filter has been extensively used in the applications of position 
estimation.  EKF is modified form of KF used in nonlinear environment, Proposed method Distributed PSO-AKF 
with CRB performs better in terms of cumulative distribution function error. Complexity also reduced using 
proposed method compared to other schemes. Cooperative distributed PSO-AKF with CRLB performs better in 
localization with least mean square error and ROD compared to other schemes. 
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