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Abstract  
In this thesis, Victorian soil samples were investigated to determine type of soil and 
light and heavy metal contents. The use of elemental concentrations determined by x-
ray fluorescence and use of PLS regression were successful to classify types of soil 
according to the Australian soil triangle. The goodness of fit for sand and clay (R2=0.9 
for both) is much higher than previous studies.  
Soil total and organic carbon were determined using the Dumas method of commercial 
samples as standards to examine the reliability of loss on ignition and infrared analysis. 
Characteristic spectral peaks can be used in carbon determination, the alkyl C-H peaks 
at 2850cm-1 and 2900cm-1 as well as the carbonate peaks at 2500cm-1 and 1450cm-1. 
Using partial least squares analysis results in good predication of carbon values 
validated using externally obtained commercial values, using only 3 latent variables.  
MIR analysis was used to predict major and minor inorganic constituents using 
concentrations determined by x-ray fluorescence as validation. Determination of S in 
soil samples using MIR analysis was successful and not previously achieved. Results 
for minor constituents show it is possible to use DRIFT complemented with PLS to 
construct multivariate prediction models for certain elements, such as Al (R2=0.94) and 
Mg (R2=0.87).  
Results indicate that XRF along with partial least squares regression analysis is an 
alternative method of determining soil textural classes and negates the need for 
mechanical analysis. DRIFT complemented with PLS analysis is a viable way of 
determining soil nutrient concentrations. 
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1 Introduction 
1.1 Composition and Classification of Soils 
Soil is a major component of the Earth’s biosphere. It is a vital layer of our planet and 
provides a central link between different biospheric compartments, for example storing 
water and supporting geochemical cycles (Radojevic and Bashkin 2006). The 
composition of different types and classes of soils provide characteristic features of our 
environment. Soils provide a means of physical support for all terrestrial organisms: 
plants, animals and humans (Radojevic and Bashkin 2006). 
A vital use of soils is for growing crops for humans and animals (Radojevic and 
Bashkin 2006). The active use of soil as a food resource began around 10,000 BC 
when the Neolithic people spread through the fertile crescent of the ancient lands of 
Mesopotamia, Canaan and southern Turkey and there are records of soil surveys  
used for levying taxes according to soil fertility in China as early as 4,000 BC (White 
2006). Soil husbandry continued with little innovation until the early 18th century when 
agricultural products were increasingly in demand to feed the growing industrial 
populations. As science and technology progressed, so did the understanding of soil 
characterization and soil properties. 
Soils have been analysed for decades to help us understand and evaluate the 
conditions of a specific environment (White 2006). Soils are a mixture of minerals (e.g. 
clays and quartz), water, air and living organisms (White 2006). They vary in their 
natural organic matter (OM) content, if the organic layer is thick enough to comprise the 
largest portion of the soil, they are called organic soils. Histosols, or organic soils, have 
a greater than 40cm depth of organic matter, and contain at least 12% organic C if no 
clay is present, or up to 18% if clay is present. (Reddy K.R. 2008).  
Soil texture is defined by the distribution of different sized particles and because soil 
particle sizes vary, they demonstrate different characteristics. (Brady 2007) The nature 
of a soil is dependent on the most abundant group of minerals of which it is composed. 
Mineral soils are a mixture of different soil types and textural classes are determined 
according to their proportional abundance (Isbell 1996). Soil is generally divided into 3 
particle size classes: clay (fine particles), silt (medium size particles) and sand (coarser 
particles). Although there is general agreement amongst soil scientists defining the 
particle size range for clay, the convention for silt/sand particle size ranges vary from 
country to country and different soil texture diagrams have arisen (Isbell 1996). Using 
mechanical analysis (the analytical procedure that calculates the percentage 
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composition of the soil particles), samples can be mapped to an appropriate soil texture 
diagram using a ternary plot. The Australian soil triangle particle sizes are shown in 
Table 1, and the soil textural triangle in Figure 1. 
Table 1. Particle sizes for the Australian soil triangle 
Particles Size 
Clays <0.002mm 
Silts 0.002–0.02mm 
Sands 0.02–2mm 
Gravel >2mm 
Source: (Isbell 1996) 
According to this classification, the Australian soil triangle which will be used in this 
project is shown below in Figure 1: 
Figure 1. Australian soil textural triangle 
 
 
 
 
 
 
 
 
 
 
 
Source: (Brady 2007) 
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Soil textural classes are explained in the legend below: 
Abbreviation Name 
Cl Clay 
SiCl Silty clay 
SiClLo Silty clay loam 
SiLo Silty loam 
ClLo Clay loam 
Lo Loam 
LoSa Loamy sand 
SaCl Sandy clay 
SaClLo Sandy clay loam 
SaLo Sandy loam 
Sa Sand 
Source: (R-Software 2014) 
Soil texture is one of the most important soil bulk characteristics and it is a useful 
indicator of other properties that determine its agricultural potential. Sandy soils tend to 
be low in organic matter and have a poor ability to retain moisture and nutrients, they 
are best adapted to deep-root crops, whereas fine and medium-textured soils, such as 
clays, clay loams, silty clay and silty clay loams are more desirable because of their 
greater organic matter content, leading to greater nutrient composition and water 
retention ability (White 2006). 
A soil’s textural class can be estimated by feel. Sand particles are loose and single-
grained; they feel gritty and are non-sticky. Each grain can be seen and felt individually. 
Loamy sands have an increased percentage of both silt and clay; although they do 
resemble sand in that they are grainy and loose, they are slightly cohesive when moist 
(Brown 2003). Sandy loam has a greater percentage of silt and clay, many grains can 
be seen and felt, however they are also cohesive. Loam is medium-textured, with a feel 
of an even mixture of sand, silt and clay. Sandy clay loam’s behaviour is dominated by 
sand and clay, exhibiting good cohesive properties (Brown 2003). 
Clay loam is defined by a near even distribution of sand, silt and clay in all the textural 
grades, however it feels more like clay. Silt and silt loam are very similar; they both 
consist mostly of silt particles with low percentages of clay. Silty clay loam is as 
cohesive as clay loam, however containing more silt than sand, making it smooth to the 
touch. Silty clay and sandy clay are both sticky, and finally, clays are the finest-textured 
of all soil classes, forming hard and sticky lumps when wet (Brown 2003). 
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Soils are formed by the weathering of parent rock and the decomposition of organic 
matter (OM) (White 2006). The process of soil formation, pedogenesis, culminates in a 
marked variance of soil materials into layers of horizons that make up a soil profile. Soil 
profiles are distinguished by visible and tangible properties such as colour change, 
hardness and texture (White 2006); and are fundamental in understanding how a 
certain soil was formed in relation to hydrological and geomorphical processes. 
Through these processes, soil constituents are organized into visibly distinct layers. 
The visual soil profile is widely used as a means of identifying and describing different 
soil types. A typical soil profile is illustrated below in Figure 2: 
Figure 2. Typical Soil Profile 
 
Source: (Brady 2007) 
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There are five soil horizons: O, A, E, B and C (Brady 2007). 
The O horizon comprises of at least 20% OM by mass. An O horizon 
commonly occurs in wetlands or highly forested areas. Because of the high 
organic content, this layer is often black or dark brown in colour.  
A is the mineral horizon, it always forms at the surface and is often referred to 
as the topsoil. Natural processes, such as landslides and flooding may bury 
this top layer and this is a clear indication that soil processes have changed in 
the past. They are rich in organic matter and coarser than most other layers. 
The E layer has a lower clay content than its bordering A and B neighbours, if 
an A layer is present. 
The B horizon is a mineral subsurface horizon, where materials such as clays, 
salts and iron can accumulate.  
The C horizon hosts the parent material; there are minimal additions and 
losses of soluble salts here. 
R is used to represent the bedrock.  
 
Sand and silts consist almost entirely of primary rock minerals although small amounts 
of salts, oxides and hydroxides, formed by weathering, can occur (Swapna 2013). 
Primary rock minerals are predominantly silicates, which are based on a simple 
crystalline structural unit, the tetrahedron, SiO44-. Each unit has an unbalanced charge 
of -4, which can be balanced by either bonding with cations such as Fe2+ or Al3+ in a 
group known as aluminosilicates. The other way to neutralize this charge is by the 
linking of tetrahedra to 3 adjacent ones to form an infinite sheet, for example micas, 
chlorite and talc (Swapna 2013). Clay minerals are crystalline hydroxysilicates 
composed of layers of atoms. Each tetrahedron shares 3 apical oxygens, with a basic 
unit of Si2O53-. The kaolinite group has the general formula of Al[Si2O5-](OH)4 (Swapna 
2013). The associated minerals present in clays are resistant to chemical weathering 
and are usually composed of oxides and hydroxides of iron, colouring the soil red or 
reddish brown, and oxides of manganese (Swapna 2013). Clays exhibit colloidal 
properties which are responsible for some of their characteristics, such as water 
retention and plasticity (Radojevic and Bashkin 2006). 
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Soils used for agriculture in Australia generally have low organic matter levels on the 
surface and the sub-surface clay layers can restrict drainage and plant root growth. 
(Radojevic and Bashkin 2006) 
1.2 The range and distribution of elements in soil 
 
In 1939 Arnon and Stout suggested three criteria that essential elements must meet, 
these are: 
1 The plant must not complete its life cycle without the element. 
2 The function of each element must not be replaceable by another element. 
3 The element must be directly involved in the plant metabolism (Arnon and Stout 
1939). 
There are 17 essential elements and they are divided into macro- and micronutrients 
as shown below in Table 2: 
Table 2: Essential elements in soil 
Elements Concentrations 
C, H, O, N, P, S, Ca, Mg, K and Cl > 1000 mg/kg 
Fe, Mn, Zn, Cu, B, Ni and Mo < 100 mg/kg 
Source: (White 2006) 
Current literature themes are focused on dynamic soil characteristics, interactions in 
soil processes and promoting soil fitness.  
Soil quality can be assessed at three points in the soil system: a) at management, 
quantifying the pressures placed on soil, for example use of pesticides, N and P 
removal and addition; b) the characteristics (state) of a soil and c) soil 
performance/response, measuring erosion rates and sediment levels. However these 
show to be poor indicators because it may already be too late to change the land  
C, H and O are abundant in the atmosphere and hydrosphere, and N in the 
atmosphere. The major source of other essential elements is the weathering in the soil 
and parent material (White 2006). The carbon cycle represents the biological transfer 
of energy within the biosphere. Carbon is stored in all four spheres of the earth, with 
mass transfers occurring in all four. It is stored as CO2 in the atmosphere (2%), as 
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biomass in plants and soils (5%), fossil fuels in geological reservoirs (8%) and as ions 
in the ocean (85%) (Sposito 2008). 
In the terrestrial ecosystem, carbon is stored predominantly in the biomass, the litter 
layer, on top of soils, and in the soil itself. Primary producers fix atmospheric CO2 by 
photosynthesis; animals ingest plants and smaller animals for their carbon. A large part 
of the ingested carbon is excreted, which then mixes with soil and is decomposed by 
microorganisms, converting essential elements from complex organic combinations to 
simple inorganic forms in a process called mineralization (Sposito 2008). The 
remaining carbon is incorporated into the cell substance of the microorganism, making 
the carbon unavailable (immobilized) for plant growth until the organisms dies. These 
three processes are the most important in the carbon cycle (Sposito 2008). 
The organic matter of the soil arises from the debris of green plants, animal residues 
and excreta on the surface and to a certain extent mixed with the mineral component 
(Radojevic and Bashkin 2006). The combination of living and dead organic matter is 
called the soil organic matter (SOM). 
As C is a major component in SOM, soil is a natural carbon sink. Soil is also a sink for 
N, P and S (Sposito 2008).  
Nitrogen, like carbon is stored predominantly in organic matter and mainly lost in 
emissions such as N2, N2O and NH3 into the atmosphere. It is of environmental 
concern because N2O absorbs infrared radiation. The source of the gases is 
undissolved inorganic nitrogen, which can undergo redox reactions, react with particles 
or be absorbed by microorganisms. Natural soils cycle nitrogen without significant 
leaching losses, however cultivated soils show excessive nitrogen leaching and N 
emissions. Another concern is the addition of ammonium based fertilizers that increase 
the inorganic N content as well as organic wastes with low C/N ratio used as fertilizers 
(Sposito 2008).  
Plant roots can assimilate both NH4+ and NO3-. Nitrogen is a constituent of chlorophyll 
and is also present in amino acids, nucleic acids and proteins and is an essential 
component in various vitamins (Osman 2013).  
Phosphorus is a component of certain enzymes such as ATP. It is also vital in genes, 
carrying hereditary traits. It is critical to early plant growth, stimulating seed germination 
amongst other processes.  
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Sulfur is a component of some amino acids significant in the structure and functions of 
proteins. Plants contain multiple sulfur compounds, such as thiols, which protect the 
plants against diseases and pests (Osman 2013).  
Calcium regulates plant structure and is a constituent of cell walls and cell membranes 
in plants. Magnesium is the central, complexed, element in chlorophyll and a major 
component in many enzymes. It is necessary for the storage and translocation of 
carbohydrates, proteins and fats. Potassium is involved in synthesizing hundreds of 
organic compounds in the plant cell and is vital in more than 60 different enzyme 
activations. Chlorine, as chloride, is essential for the functioning of the stomatal 
opening, which controls the internal water balance of plants (Osman 2013).  
Micronutrients (elements present at concentrations less than 100 ppm) also play 
important roles. Iron is important in the electron exchange in biochemical reactions. 
Manganese helps increase the rate of chlorophyll synthesis whereas zinc is present in 
all classes of enzymes. An excess of zinc in soil can limit the availability of other soil 
nutrients. (Rayment and Brooks 1974) Copper is a structural element in proteins and 
part of electron transport processes, copper ions are also cofactors in enzymes. Boron 
aids in cell wall development, cell division and sugar transport. Nickel is active in urea 
metabolism and stimulates germination and plant growth. Molybdenum plays a crucial 
role in the nitrogen metabolism of plants, for example nitrogen fixation, nitrate reduction 
and transport.  
To determine whether a soil has an excess or deficiency of any nutrients, soil tests are 
used. The objectives of soil fertility tests are to separate deficient from non-deficient 
soils and to indicate when a profitable response to applications of specific 
micronutrients might be expected. These tests can also indicate nutrient or heavy metal 
toxicities, for example Cu and Zn toxicity can develop from repeated use of crop 
protection fungicides (Rayment and Brooks 1974).  
Soil texture, nutrient availability, heavy metals, soil organic carbon and soil organic 
matter are all indicators of a soils health and condition (Doran and Jones 1996).  
1.3 Soil Quality 
 
Soils are fundamental to the well-being and productivity of agricultural and natural 
ecosystems. Soil quality has been defined as “the capacity of soil to function within 
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ecosystem boundaries to sustain biological productivity, maintain environmental 
quality, and promote plant and animal health” (Doran and Parkin 1994). 
This concept implies that assessment is necessary of how well the soil performs 
functions such as being a medium for plant growth, a regulator for water flow in the 
environment, as an environmental filter and in the maintenance of human and animal 
health (Larson and Pierce 1991, Lal 1994, Papendick and van Schilfgaarde 1995).  
Since the 1980’s the focus has been on soil assessment and management, with 
attention shifting from inherent to dynamic soil characteristics. Dynamic soil 
characteristics are those affected by land management, e.g. Soil biology, OM fractions 
and water infiltration. A soil of good quality has a high OM content, forms stable 
aggregates, and is easily penetrated by both roots and water. Certain land 
management practices have tried to ensure this by adding OM, avoiding excessive 
tillage and crop rotation (Doran and Parkin 1994). 
The goal in defining and assessing soil quality is to preserve and improve a soil to 
increase its sustainability, long-term productivity and environmental integrity (Larson 
and Pierce 1991).  
Soil quality indicators (SQIs) are monitored over time. They must be sensitive to 
management changes, reflect part of the system and be readily accessible. Commonly 
used indicators fall into three categories:  
1 Chemical indicators e.g. OC and N, cation exchange, total organic matter (TOM), 
pH, available P, K, N, heavy metals etc. 
2 Physical indicators e.g. water infiltration, aggregate stability etc. 
3 Biological indicators e.g. microbial biomass, mineralizable nitrogen. OM etc. 
(Doran and Parkin 1994) 
Chemical indicators reflect the chemical processes through which microorganisms 
acquire nutrients. Total organic matter (TOM) and fractions of OM are indicators of soil 
performance. Soil texture determines how much OM a soil can hold. Sandy soils hold 
less than <2% of OM, whereas clay soils can hold >4% OM. Hence the relevance of 
soil texture analysis. 
Physical indicators, like aggregate stability depend on the amount and type of clays 
and other inorganic materials present.  
Biological indicators are important because microorganisms are needed for nutrient 
cycling and for the development of soil structures and plant growth. 
  
10 
 
Indicators are chosen depending on location and purpose of assessment. As a 
minimum a list of specific soil measurements that represent soil quality must be 
selected and quantified (Larson and Pierce 1991, Larson and Pierce 1994, Papendick 
and van Schilfgaarde 1995).  
The most prevalent soil quality research theme focusses on indicator selection and 
evaluation. World-wide studies have been undertaken to examine the accuracy, 
sensitivity and usefulness of various soil properties and processes at scales ranging 
from single points to entire land resource areas (Karlen, Ditzler et al. 2003).  
A study by (Lima, Brussaard et al. 2013) evaluated soil quality assessments based on 
29 different indicators on three different paddocks in Brazil to establish the number of 
indicators necessary for sufficient evaluation. Results found that 4 indicators 
(earthworms, soil colour, organic matter and friability) provided adequate management 
information on soil quality and the soil clay content between 40–60% considerably 
influence the performance of soil quality functions. They concluded that a soil quality 
indicators (SQI) approach was appropriate to develop a quantitative procedure to 
evaluate the effects of land management practices on soil functions.  
Another study concentrated on the soil fauna as an indicator of soil attributes and 
results suggested the organic matter quality and physical soil attributes can accelerate 
forest recovery processes (Vasconcellos, Segat et al. 2013). 
SQI were also the subject of a factor analysis study by (Shukla, Lal et al. 2006). Since 
SQI indicates the sustainability of soil management practices, particular soil functions 
are of concern depending on the interest of the observer. For example, land managers 
interest would be focussed on the soil’s capacity to sustain and enhance productivity, 
for conservationists it might be sustaining soil resources and protecting the 
environment, for consumers the availability of healthy and inexpensive food products 
and for environmentalists the capacity to maintain or enhance biodiversity, nutrient 
cycling and improve and monitor water quality. It was found that the major factors 
examined varied with soil depth and in each analysis the dominant factor was soil 
organic carbon (SOC). They concluded that if only one soil attribute were to be 
measured every 3–5 years, it should be SOC (Shukla, Lal et al. 2006).  
The aim of quantifying SQIs into a numerical index, called a soil quality index, is to 
compare studies and monitor trends. Several quantitative methods have been 
proposed, with some success on a site scale, however quantification at a large scale 
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(regional) is tricky due to varying soil types and land uses, and no method has been 
proposed for large scale quantification.  
 
1.4 Soil Classification and Elemental Analysis 
 
Soil tests are used for a large number of purposes such as: 
1 Agriculture soil constraints  
2 Monitoring trends in soil chemical properties 
3 Ecological and human health risk assessment.  
Soil typing and classification is undertaken manually by feel, which is open to 
subjective errors, or mechanical analysis which can be time consuming. 
Micronutrients and heavy metals exist in soils in water-soluble, exchangeable, 
adsorbed, chelated and complexed forms, as well as in secondary clay minerals, 
insoluble metals oxides and in primary minerals. A wide range of laboratory methods 
are used for their determination in soils (Rayment 2010). Spectroscopic methods are of 
widespread use especially inductively coupled plasma mass spectroscopy (ICP-MS), 
atomic absorption spectroscopy (AAS), X-ray fluorescence (XRF), along with carbon, 
nitrogen and sulfur (CNS) analysers (Kowalenko 2001, Radu and Diamond 2009, 
Rayment 2010, Singh and Agrawal 2012). 
In the last two decades cost-effective methods based on near infra-red (NIR) and mid 
infra-red (MIR) spectroscopies, with multivariate data analysis, have been proposed for 
the prediction of elemental concentrations and soil properties (Janik, Merry et al. 1998, 
Reeves III 1999, McCarty 2002). The predicted concentrations can then be used in 
environmental management, health risk assessments, soil surveys and mapping. NIR 
has been used for routine analysis of agricultural products such as forages and grains 
(Linow 1988), and lately there has been greater interest into using mid infra-red (MIR) 
spectroscopy. Reeves examined both NIR and MIR spectra of soils and found that the 
advantages of the MIR are easier spectral interpretation and qualitative analysis. The 
MIR spectra contain both organic and inorganic mineral information, whereas NIR 
spectra show organics, hydroxyls, clays and water (Reeves III 2010). 
The prediction of soil properties using MIR and NIR spectroscopy is quick (fast scan 
and minimal sample preparation), environmentally friendly and non-destructive, 
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meaning the sample can be analysed by other techniques afterwards (Soriano-Disla, 
Janik et al. 2013). Spectra contain broad information about soil composition, including 
inorganic compounds such as clays, quartz and carbonate as well as soil organic 
matter with characteristic spectral patterns.  
Various soil properties require repeated measurements to make soil management 
decisions. A soil’s carbonate content is a basic soil parameter used by surveyors 
during soil mapping, as large carbonate content indicates an alkaline soil (Grinand 
2012). Carbonate content has been used to quantify the soil erosion in a Loess Plateau 
in China (Fu, Shao et al. 2010, Zhu 2011).  
The rapid determination of soil carbon and its organic and inorganic fractions have 
been an area of extensive research in the past decade. All countries are required to 
provide regular greenhouse gas inventories and a study in France investigated a quick 
way of measuring soil C using mid-infrared spectroscopy (Grinand 2012). A broader 
literature review on carbon determination is presented in Chapter 3.  
Together with elemental analysis it has been proposed that IR spectra be used to 
develop models for predicting elemental concentrations in soil. Previous studies have 
used both NIR and MIR spectra as prediction models (Janik, Merry et al. 1998, Reeves 
III and Smith 2009).  
Portable XRF (pXRF) has been increasingly used to predict inorganic elemental 
concentration as well as other soil properties (Radu and Diamond 2009, Urrutia-Goyes, 
Mahlknecht et al. 2017). In a recent study by O’Rourke, Stockmann et al (2016) vis-NIR 
and pXRF were used to determine elemental concentrations and soil texture using 
model averaging. Results indicate that model averaging is suitable for soil texture 
(sand and clay) and optimal predication for Cu and Zn (O'Rourke, Stockmann et al. 
2016).  
 
1.5  Scope of Thesis 
 
The aim of this thesis is to investigate the use of elemental compositional analysis to 
predict soil types and to investigate MIR for light element (C, S, and P) determination. 
The main focus of this research was to develop a straightforward method to determine 
soil texture as an alternative to conventional mechanical soil analysis for the 
agricultural sector.  
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Infrared analysis has also been claimed to be of value in heavy metal and trace 
analysis in soils (Janik, Merry et al. 1998, Reeves, McCarty et al. 2001). This technique 
is examined here. 
The interpretation and use of spectral data is supported by the application of 
appropriate chemometric analysis techniques, such as principal component analysis, 
principal component regression and partial least squares regression. 
In Chapter 2 the aim was to determine soil element concentrations using x-ray 
fluorescence spectrometry and using a set of typed samples develop a calibration 
model for prediction of percentage textural composition. 
In Chapter 3 soil total and organic carbon were determination in soils from Bald Hill 
Farm (Chapter 2). Using results from a commercial analysis using the Dumas method 
as standard data, loss-on-ignition and infrared analyses were undertaken to examine 
the reliability and accuracy of these techniques. 
Chapter 4 explores mid-infrared analysis and commercial CN analyser values to predict 
the concentrations of some major (N, P and S) and minor inorganic constituents in soil 
using XRF determined values as validation.  
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2 Classification of soils 
2.1 Introduction 
Soil texture analysis is a primary indicator in assessing soil quality and sustainment of 
agricultural management. Textural composition affects soil-water retention, leaching 
and erosion potential, OM dynamics and the soil’s capability to sequester carbon (Gee 
1986). Traditionally, the first step of textural analysis is the dispersion of soil 
aggregates followed by sieving or sedimentation for the separation of soil particles. 
Chemical dispersion uses either the pipette or hydrometer method as standards. 
Hydrogen peroxide is used to oxidise organic matter binding soil particles into 
aggregates and hexametaphosphate is employed to complex any Ca2+ in solution, 
exchanging these for Na+ ions resulting in the dispersion of individual soil particles and 
breaking down soil aggregates (Gee 1986). Sieving or sedimentation procedures 
fractionate the soil particles. For particles smaller than <0.05mm sieving can be difficult 
and sedimentation in water is used. Using Stokes’ Law to relate time of settling of a 
suspension of samples to the sizes of particles remaining suspended, measurements 
are made using solution densities at specific depths. These traditional methods of 
particle size analysis are costly and time-consuming. 
(Zhu 2011) developed a method for texture classification using a portable x-ray 
spectrometer, however only elements with an atomic weight greater than 19 are 
capable of being analysed. 15 elements (K, Ca, Ti, Cr, Mn, Fe, Co, Cu, Zn, As, Rb, Sr, 
Zr, Ba and Pb) were correlated against soil fractions determined by the pipette method, 
with Rb and Fe showing the highest correlation. Multiple regression analysis (MLR) 
was used for the calibration model between textural component and elemental 
concentrations, and correlation coefficients of 0.89, 0.68 and 0.97 for sand, silt and 
clay, respectively, attained. Due to problems such as collineraity and the danger of 
outliers, other more sophisticated approaches are used in this thesis (Naes 2002).  
In the study described in this thesis, wavelength dispersive x-ray fluorescence 
spectrometry was employed for elemental analysis. X-Ray fluorescence spectrometry 
is unique in elemental analysis of solid samples, requiring little or no chemical pre-
treatment of the sample. Although plasma emission spectrometries have lower 
detection limits, the wide dynamic range, ppm to 100%, makes XRF ideal for soils 
analysis (Helsen 2001). 
Characteristic atomic fluorescence radiation occurs if a high energy electron, strikes a 
bound atomic electron and the energy, E, of the electron is greater than the binding 
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energy, ϕ of the atomic electron, and the atomic electron will be ejected from its 
occupant shell, departing with kinetic energy (E-ϕ). The vacancy in the shell will be 
filled by an outer orbital electron as illustrated in Figure 3 (Jenkins 1999).  
Figure 3. Electron shell transitions to produce fluorescence radiation 
 
Source: Author 
Emitted x-ray photons have energies proportional to the differences in the energy 
states of electrons, the lines from a given element will be characteristic of that element. 
The relationship between the wavelength, λ, of a photon and atomic number, Z, of the 
excited element is given by Moseley’s Law: 
𝟏
𝝀
= 𝑲(𝒁 − 𝝈)𝟐       Equation 1 
where K and σ are constants for each spectral line. 
Since λ is inversely related to E according to 
𝝀 =  
𝟏𝟐.𝟒
𝑬
      Equation 2 
where λ is in Å and kV is the voltage applied in kilovolts (Lachance and Claisse 1995).  
There will be several x-ray wavelengths emitted by an element, because of several 
different quantum numbers held by the electron in its initial and final stages.  
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In a wavelength dispersive spectrometer a primary x-ray beam irradiates the sample, 
causing it to fluoresce, with each element emitting its own characteristic x-radiation due 
to its electronic configurations. The beam is collimated by slits onto the analysing 
crystal (Whiston 1987).  
The crystal monochromator is the heart of the wavelength-dispersive spectrometer. A 
monochromatic beam of x-rays, with wavelength λ is incident on a crystal at an angle θ 
between a given crystal plane and the incident beam direction. The beam is scattered 
and diffracted rays of equal λ result but interfering only in those directions for which the 
phase relationship is conserved. This happens at an angle θ, for which the path 
difference is equal to an integral number n of wavelengths. According to Bragg and 
Bragg, this can be written as: 
𝒏𝝀 = 𝟐𝒅 𝒔𝒊𝒏𝜽       Equation 3 
where n is the order of diffraction, λ is the wavelength of the diffracted line, d is the 
crystal’s inner planar spacing and θ is the angle of diffraction.  The reflected beam 
passes through another series of collimating slits and enters the detector (Lachance 
and Claisse 1995).  
The detector rotates around an axis along with the analysing crystal and measures the 
2θ angle. Each recorded peak 2θ value corresponds to a characteristic diffracted line of 
the element in the sample analysed (Helsen 2001).  
2.2 Soil samples 
2.2.1 Wimmera Region 
74 soil samples from the West Wimmera region with their textural composition and 
classification were provided by the Department of Primary Industry.  
A report on the soil profile of the Wimmera region discusses the different soil regions 
based on soil textures as well as in relation to depth (Robinson, Rees et al. 2005).  
These soils were analysed by XRF spectrometry and used to develop a mapping 
function relating elemental composition to soil type. 
2.2.2 Bald Hill Farm 
Bald Hill Farm lies adjacent to South East Water’s Pakenham Sewage Treatment 
Plant. Over a number of years biosolids from South East Water’s stockpiles have been 
added to different sections. The selected site had biosolids applied in 1997, 2005 and 
early 2012. 
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120 soil samples were collected according to the sampling scheme illustrated in Figure 
4.  
 
Figure 4. Sampling diagram for samples from Bald Hill Farm site 
 
Source: (Mattingley 2012) 
Three 50x50m sampling quadrants and one control line were selected. The quadrants 
had had biosolids added, whereas the control site was located in the 3m buffer zone 
that had had no biosolids applied.  
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Each quadrant had 5 different sampling sites, one in each corner and one in the 
middle. From each site 6 different core samples were collected, at depths from 0–
60cm, in 10cm increments.  The control site followed the same sampling protocol. A 
top sample, only the litter on top of the soil, was also taken from each quadrant and 
one from the control site.  
Letters A to F denote the different depths from which the samples originated, as shown 
in Table 3. 
Table 3. Letter designation for different depths of samples 
Letter Depth (in cm) 
A 0–10 
B 10–20 
C 20–30 
D 30–40 
E 40–50 
F 50–60 
TP Top litter 
Source: Author. 
2.3 XRF calibration 
Before analysing the soil samples, a calibration model was required for each element 
of interest using certified soil standards. The calibration models developed were 
validated using more certified standard materials.  
Sample preparation for XRF analysis was a simple pressed pellet technique. Sieved 
soil (8g, <2mm) was weighed and 2 x 0.5g binding additive tablets (XRF multi-mix 
PXR-250, Premier Lab Supply, FL, USA) were mixed and ground thoroughly in a 
ceramic (ZrO) ring mill (Model 1A, Rocklabs, Auckland, NZ) ring mill for 30s. The 
homogenized mixture was then placed in a 40mm diameter aluminium cup and 
pressed into discs at a pressure of 300kPA.   
All samples and standards were analysed using a wavelength-dispersive XRF 
spectrometer (Model S4 Pioneer, Bruker AXS Gmbh, Karlsruhe, Germany).  
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Eight standard certified reference materials (NCS DC 73319 to 73326, China National 
Analysis Center for Iron and Steel) were used to develop calibration models and two 
certified Canadian soil till samples, TILL-1 and TILL-3, (Canadian Certified Reference 
Materials Project, CANMET Mining and Mineral Sciences Laboratories, ON, Canada, 
2005) employed as validation samples.  
Elemental calibration and quantitative analysis were undertaken using the FQUANT 
program (v1.7, NIST FP model, Bruker-AXS, Socabim, Germany, 2005). A total of 18 
elements were selected as shown below in Table 4.  
Table 4. Elements selected for XRF analysis in this thesis 
 Elements 
As oxides Si, Al, Fe, Mg, Ca, K 
As elements Ba, Cr, Cu, Mn, Ni, P, Rb, S, Sr, Ti, V 
and Zn 
Source: Author. 
Compositional concentrations are reported as % element oxides or ppm elements, 
according to normal practice in soil analysis.  
The measurement line for each element was selected manually to ensure no 
overlapping of peaks. Each element was measured for 100s under vacuum conditions. 
Line, crystal and detector conditions are summarised in Table 5 below. 
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Table 5. XRF instrumental conditions 
Element Line Voltage 
(kV) 
Current 
(mA) 
Collimator 
Aperture 
(°) 
Crystal Detector 
Ba Lα 50 81 0.46 LiF200 Flow 
Cr Kα 60 67 0.46 LiF200 Scintillation 
Cu Kα 60 67 0.46 LiF200 Scintillation 
Mn Kα 60 67 0.46 LiF200 Scintillation 
Ni Kα 60 67 0.46 LiF200 Scintillation 
P Kα 27 150 0.46 PET Flow 
Rb Kα 60 67 0.46 LiF200 Scintillation 
S Kα 27 150 0.46 PET Flow 
Sr Kα 60 67 0.46 LiF200 Scintillation 
Ti Kα 50 81 0.46 LiF200 Flow 
V Kα 50 81 0.46 LiF200 Flow 
Zn Kα 60 67 0.46 LiF200 Scintillation 
Si Kα 27 20 0.23 PET Flow 
Al Kα 27 20 0.23 PET Flow 
Fe Kα 50 10 0.23 LiF200 Scintillation 
Mg Kα 27 150 0.46 OVO-55 Flow 
Ca Kα 50 81 0.46 LiF200 Flow 
K Kα 50 81 0.46 LiF200 Flow 
Source: Author.  
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2.4 Results and Discussion  
In quantitative analysis, there is often the need to correct for matrix effects, such as 
absorbance. Influence coefficients can be used to correct for the effect element j has 
on analyte element i (Lachance 1979, Rousseau 2001).  
Alpha (α, absorbance) coefficients were analysed using MINITAB 16 and forward 
stepwise regression models employed to determine which elements should be added 
to the linear regression model. Intensities were recorded over each peak and the 
intensities of elements determined to influence the analyte elements were added to the 
regression model and corrected results are shown in Table 6 below: 
Table 6. R2 calibration coefficients for selected elements 
Element R2 α 
added 
R2 
corrected 
Ba 0.918 V, Ca 0.999 
Cr 0.996 Co 0.999 
Cu 0.985 Fe 0.997 
Mn 0.991 Mg 0.996 
Ni 0.988 Fe 0.996 
P 0.936 Ca, Ti 0.996 
Rb 0.969 - - 
S 0.954 - - 
Sr 0.987 Ca 0.998 
Ti 0.998 Cr 0.999 
V 0.829 Ni 0.983 
Zn 0.979 Fe 0.999 
Si 0.960 Fe, Al 0.970 
Al 0.962 Fe 0.999 
Fe 0.992 Al 0.998 
Mg 0.991 Al 0.998 
Ca 0.999 - - 
K 0.993 - - 
Source: Author.  
Using the new regression equation in FQuant, the concentrations for the certified 
standards were determined and shown in Table 7: 
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Table 7. Calibration standards certified concentrations versus XRF determined values 
 Standard 19 Standard 20 Standard 21 Standard 22 Standard 23 Standard 24 Standard 25 Standard 26 
Element Ref XRF Ref XRF Ref XRF Ref XRF Ref XRF Ref XRF Ref XRF Ref XRF 
Ba (ppm) 590 569 930 909 1210 1232 213 246 296 251 118 131 180 199 480 388 
Cr (ppm) 62 65 47 46 32 29 370 357 118 127 75 87 410 417 68 55 
Cu (ppm) 21 22.5 16.3 15.8 11.4 11.8 40 41.8 144 138.6 390 390.3 97 101.4 24.3 31.7 
Mn 
(ppm) 
1760 1679 510 456 304 276 1420 1466 1360 1337 1450 1536 1780 1813 650 535 
Ni (ppm) 20.4 21.2 19.4 17.4 12 13.5 64 63.3 40 40.5 53 53.3 177.6 176 31.5 31.7 
P (ppm) 735 791 446 399 320 286 695 657 390 338 303 281 1150 1136 775 824 
Rb (ppm) 140 140 88 81 85 83 75 71 117 104 237 253 16 0 96 95 
S (ppm) 310 287 210 220 123 111 180 203 410 356 260 306 250 258 126 156 
Sr (ppm) 155 159 187 175 380 367 77 80 42 34 39 37 26 21 236 246 
Ti (ppm) 4830 4618 2710 2733 2240 2344 10800 10533 6290 6365 4390 4732 20200 20337 3800 3326 
V (ppm) 86 86 62 63 36 41 247 236 166 168 130 139 245 248 81 81 
Zn (ppm) 680 684 42 42 31 33 210 222 494 492 97 102 142 140 68 62 
SiO2 (%) 62.6 64.32 73.35 72.71 74.72 77.57 50.95 49.90 52.57 52.73 56.93 54.08 32.69 35.45 58.61 54.91 
Al2O3 (%) 14.18 13.91 10.31 10.28 12.24 11.22 23.45 24.00 21.58 22.40 21.23 23.05 29.26 28.53 11.92 10.74 
Fe2O3 
(%) 
5.19 5.42 3.52 3.44 2 2.11 10.3 10.82 12.62 12.78 8.09 8.76 18.76 18.04 4.48 4.09 
MgO (%) 1.81 1.78 1.04 1.13 0.58 0.60 0.49 0.51 0.61 0.67 0.34 0.36 0.26 0.18 2.38 2.40 
CaO (%) 1.72 1.68 2.36 2.33 1.27 1.13 0.26 0.25 0.1 0.05 0.22 0.18 0.16 0.14 8.27 8.31 
K2O (%) 1.66 1.69 1.62 1.87 2.71 2.73 0.11 0.17 0.12 0.30 0.19 0.22 0.08 0.09 1.72 1.33 
Source: Author 
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Values highlighted showed some discrepancy between certified concentrations given 
and those measured by x-ray fluorescence.  
The method and calibration values were validated using two TILL samples, the two 
unknowns were prepared using the same method and analysed given the resulting 
concentrations below in Table 8.  
Table 8. Validation standards certified concentrations versus XRF determined 
concentrations 
 TILL 1 TILL 3 
 Ref XRF Ref XRF 
Elements (ppm) 
Ba 702 670 489 462 
Cr 65 60 123 102 
Cu 47 40.7 22 21.1 
Mn 1420 1452 520 519 
Ni 24 26 39 36.3 
P 930 822 490 587 
Rb 44 41 55 58 
S 272 <0.05 % 180 <0.05 % 
Sr 291 268 300 299 
Ti 5990 5683 2910 2814 
V 99 112 62 58 
Zn 98 90 56 52 
Oxides (%) 
SiO2  60.9 61.24 69.10 70.01 
Al2O3 13.7 13.26 12.20 11.70 
Fe2O3  6.82 6.69 5.63 4.02 
MgO  2.15 2.15 1.71 1.89 
CaO 2.72 2.44 2.63 2.32 
K2O 2.71 2.38 2.64 2.48 
Source: Author.  
Satisfactory recovery for the majority of the elements was achieved, meaning the 
analytical method and calibration curves were valid.  
All sample soils from Wimmera and Bald Hill Farm were analysed using the established 
XRF FQuant method and the elemental concentrations are presented in Appendix A.  
Mean elemental concentrations, over depth and location within a site are summarised 
in Table 9.  
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Table 9. Mean concentrations of each element in relation to location 
Site/ 
Element 
Unit Control Quadrant 1 Quadrant 3 Quadrant 5 
        
Ba ppm 107 52 141 98 
Cr ppm 127 109 107 152 
Cu ppm 41 45 46 49 
Mn ppm 115 83 67 73 
Ni ppm 22 14 20 24 
P ppm 496 673 579 598 
Rb ppm 15 11 19 7 
S ppm 366 467 478 456 
Sr ppm 27 18 22 23 
Ti ppm 9904 7010 8571 10660 
V ppm 121 91 107 132 
Zn ppm 17 27 27 26 
SiO2 % 78.43 79.71 79.83 77.93 
Al2O3 % 11.15 10.49 11.31 11.58 
Fe2O3 % 3.58 3.16 3.39 3.88 
MgO % 0.38 0.32 0.38 0.39 
CaO % 0.21 0.19 0.17 0.19 
K2O % 0.38 0.3 0.34 0.31 
Source: Author. 
Table 9 shows an increase in concentrations of S, P and Zn as suspected by the 
addition of biosolids. Nickel did not increase as expected from the rate of biosolids 
applied1. There was no clear trend for the other elements analysed in the three 
locations the soil was tested from.  
Principal Component Analysis (PCA) is the most widespread multivariate chemometric 
technique. The aims of performing PCA are two-fold. Firstly, it rotates and transforms 
the original axes, each representing an original variable into new axes. The new axes 
lie in the direction of maximum variance of the data with the constraint that the axes are 
uncorrelated, that is orthogonal. The number of new variables needed to describe the 
                                                
 
1 Mattingley, K. (2012). Movement of Copper, Nickel, Lead and Zinc through the Soil Profile Following Land 
Application of Biosolids. School of Applied Sciences. Melbourne, RMIT University. Honours. 
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sample data is usually less than the original data; hence PCA reduces the dimensions 
of the original data. Secondly, PCA shows the variables that best describe the structure 
or variation in the data. PCA is thus a valuable and powerful means of data and 
dimensionality reduction. 
The first principal axis or first principal component represents the linear combination of 
original variables with the largest variance. Further principal components are sought 
that capture most of the remaining variance and are uncorrelated with the first principal 
component, until all principal components have been calculated.  
PCA involves transformation of the original data matrix X, into a scores matrix T and 
loadings matrix of eigenvectors P as represented by the equation 
𝑿 = 𝑻𝑷′ + 𝑬            Equation 4 
where E is the error (noise) in X when not all principal components are used in the 
model. 
The eigenvectors are the weight vectors for the construction of the variables, and their 
corresponding eigenvalues demonstrate how much of the original variance is captured 
in each new variable.  
As the eigenvectors represent the loadings, used to transform the original data into 
principal components, the eigenvectors can be examined to provide information to the 
relative contributions made by each original variable.  
PCA was used here to examine variation in some element concentrations in the Bald 
Hill Farm samples, across sites and depth The 7 variables used in the PCA matrix are 
the 7 oxide concentrations SiO2, Al2O3, Fe2O3, K2O, MgO, CaO and TiO2. 
Concentration values were auto-scaled to eliminate effects due to large variation in 
concentration between the chemical species. 
PCA was applied to 95 soil samples and the first five PCs account for 99.16% of the 
variance. 
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Figure 5. Loading plot of PC analysis for the seven oxides 
 
Source: Author. 
Figure 5 shows the loading plots for PC1–PC5 used in this analysis. Significant 
elements in PC1 are silicon, aluminium and magnesium. PC2 is dominated by the 
calcium concentration and PC3 shows the dominance of titanium concentration. PC4 
shows variance according to K and PC5 shows the variance according to iron and 
magnesium concentrations. This is graphically illustrated in the scree plot in Figure 6.  
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Figure 6. Scree plot of PC1 vs PC2 according to depth 
 
The above scree plot shows that samples that are grouped around the positive y-axis 
will be high in Ca, whereas those with a high Si composition will be located around the 
negative x and y-axes. Samples along the positive x-axis will have a high concentration 
of either Mg, Al or Fe.  
Samples were then identified according to depth, looking at their PC1 and PC2 
components in Figure 7 below.  Immediately, samples are separated and groups can 
be determined.   
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Figure 7. Loading plot of PC1 vs PC2 according to depth 
 
Source: Author.  
In the positive PC1 axis and negative PC2, samples with depths E and F are located 
according to their Fe and Al concentrations as shown by the loadings plot. This 
suggests that samples located on the positive PC1 axis have a higher clay constituent. 
Samples of depth A have grouped mainly in the positive PC2 and negative PC1 axes. 
The loadings plot suggests this grouping is due to their calcium concentrations. 
Samples located in the negative PC2, mainly depths C, D, E and F, have a higher 
percentage of SiO2. Again this is to be expected as the bottom soil indicates the parent 
materials, eg clay, sand or silt. 
The one obvious outlier is Sample 2 (circled in red), located at depth C, however it 
does not group with the other samples and by looking at the loading plot in Figure 9, 
this is due to its calcium concentration and cross-referencing with the total elemental 
concentrations in Appendix A, we can confirm that it has the highest calcium 
concentration of all samples (0.5%).  
From the loading plot in Figure 6, it can be seen that both Fe and Al contribute to the 
positive PC1. To split these two elements, PC1 vs PC5 was used, as the PC5 loading 
plot splits the two onto a positive and negative axis as seen in Figure 8. 
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Figure 8. Scree plot PC1 vs PC5 according to depth 
 
Source: Author. 
Looking at Figure 9, showing samples grouped according to depth in PC1 vs PC5, 
samples at depths 0-40cm are grouped around the negative PC1 again. There is no 
clear difference between Fe and Al concentrations for samples at depths E and F. 
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Figure 9. Loading plot of PC1 vs PC5 according to depth 
 
It is evident that multivariate analysis methods can provide insight into the composition 
of these soils and the latent variables associated with soil texture types.  
Sand and silt are composed of silicon oxides, with silt composed of quart and feldspar. 
Clays are hydroxisolicates, with kaolinite being the most common mineral. As seen in 
Figure 9 above, these are mostly present at lower soil depths, in the positive PC1 axis, 
due to their aluminium, magnesium and iron oxide compositions.   
To pursue this further a quantitative model was developed between element 
concentrations and soil types, using partial least squares regression. 
2.5 Prediction of Soil Texture Class using Elemental Analysis 
PLS is a common multivariate regression technique based on the algorithm due to 
Wold and Martens (Naes 2002). Instead of modelling exclusively the independent 
variables (X), it includes the dependent variable (y). The simultaneous use of both X 
and y data makes this more complex, as there are two sets of models obtained. 
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𝑿 = 𝑻𝑷′ + 𝑬        Equation 5 
𝒄 = 𝑻𝒒 + 𝒇       Equation 6 
q is the non-normalised loadings vector. The product of T and P estimates the spectral 
data (X) and the product of T and q the true concentrations as demonstrated in the 
PLS method diagram (Figure 10) below. 
Figure 10. PLS method diagram 
 
Source: Author. 
Each component is obtained by maximising the covariance between y and all possible 
linear functions of X. The direction of the first component is denoted as q. This is the 
unit length vector and also called the first loading vector. The scores along this axis are 
computed as 
𝒄 = 𝑻𝒒         Equation 7 
All variables in T are then regressed onto c to obtain the loading vector p. The 
regression coefficient is obtained by regressing y onto c. The product of t and p is 
subtracted from X and tq is subtracted from y.  Data were projected onto a latent 
variable and a second orthogonal variable is derived from its residuals. 
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Each successive PLS component estimates both concentration and spectral data 
better and will contain three constituents: a spectral scores vector,  t; a spectral 
loadings vector, p; and a concentrations loading scalar q (Brereton 2009).  
The loadings vector p, is also called the regression coefficient or leverage, and 
provides the information on its importance in contributing to the calibration model. It is 
derived from the cross-product matrix of factors used in the calibration model.  
Using the measured oxide concentrations and the provided texture composition data 
from the Wimmera soil samples, in Appendix B, a PLS regression model was 
developed for each of the three soil textural classes (clay, sand and silt). The 
concentration data was auto-scaled to remove effects due to different concentration 
ranges. 
Goodness of fit graphs for the three class types are shown in Figure 11. R2 coefficient 
for clay and sand was 0.9. For silt, the R2 coefficient was below 0.8, and % silt was 
therefore determined by difference from predicted percentages of sand and clay. Using 
the resulting model, the element concentrations from 95 Bald Hill Farm (BHF) samples 
were used in the PLS regression model and their clay, sand and silt percentages 
determined as shown in Table 10. 
Figure 11. R2 coefficient for clay 
 
Source: Author. 
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Figure 12. R2 coefficient for sand 
 
Figure 13. R2 coefficient for silt 
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Table 10. Textural composition of sand, silt and clay (in %) for each sample 
Sample 
Clay 
% 
Sand 
% 
Silt 
% 
Sample 
Clay 
% 
Sand 
% 
Silt 
% 
Sample 
Clay 
% 
Sand 
% 
Silt % 
C1A 14.1 62.7 23.2 Q3S1d 22.1 50.3 27.6 Q5S4e 39.3 23.1 37.6 
C1C 26.0 36.3 37.8 Q3S1e 24.8 48.6 26.7 Q5S4f 41.0 24.2 34.8 
C1F 27.2 55.4 17.4 Q3S1f 30.2 43.4 26.4 Q5S5a 27.7 31.1 41.2 
C2B 16.1 60.8 23.1 Q3S2a 24.3 45.4 30.3 Q5S5b 29.8 30.2 40.0 
C2C 17.3 60.5 22.2 Q3S2b 15.5 60.9 23.7 Q5S5c 32.7 29.1 38.3 
C2D 17.5 60.3 22.1 Q3S2c 18.6 61.1 20.3 Q5S5d 35.3 27.7 36.9 
C3A 22.4 44.7 33.0 Q3S2d 29.7 54.0 16.3 Q5S5e 38.2 26.8 35.0 
C3C 27.7 43.4 28.9 Q3S2f 44.8 40.4 14.8 Q5S5f 40.8 26.1 33.2 
C4A 40.7 7.0 52.3 Q3S3a 21.8 47.5 30.7 TP 1 15.9 59.2 24.9 
C4B 45.8 0.8 53.4 Q3S3b 23.3 45.9 30.8 TP 3 19.7 49.4 30.9 
C4F 52.3 6.2 41.4 Q3S3c 23.9 47.0 29.2 TP 5 41.6 6.7 51.7 
C5A 37.6 12.1 50.3 Q3S3d 24.6 47.5 28.0     
C5C 43.6 4.5 51.9 Q3S3e 26.9 46.8 26.4     
C5D 44.2 6.9 48.9 Q3S4a 26.2 38.2 35.7     
C5E 49.3 5.6 45.1 Q3S4b 27.3 37.8 35.0     
Q1S1a 19.7 50.4 29.9 Q3S4c 30.5 35.4 34.1     
Q1S1b 20.0 51.5 28.4 Q3S4d 35.7 33.1 31.2     
Q1S1c 22.3 50.0 27.7 Q3S4e 37.3 33.0 29.8     
Q1S1d 25.4 48.8 25.7 Q3S5b 20.1 49.5 30.4     
Q1S1e 28.8 46.9 24.3 Q3S5c 22.8 48.1 29.1     
Q1S2a 17.1 57.0 25.9 Q3S5d 23.9 48.2 27.9     
Q1S2b 16.7 60.5 22.8 Q3S5e 29.5 44.2 26.3     
Q1S2d 15.9 65.4 18.7 Q3S5f 34.4 40.2 25.3     
Q1S2e 27.7 55.0 17.2 Q5S1a 19.8 48.6 31.7     
Q1S2f 44.7 38.7 16.6 Q5S1b 33.9 24.5 41.6     
Q1S3a 13.0 63.7 23.3 Q5S1c 38.1 21.1 40.8     
Q1S3b 12.7 65.3 22.0 Q5S1d 41.8 18.9 39.3     
Q1S3c 11.1 68.9 19.9 Q5S1f 43.9 19.8 36.4     
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Sample 
Clay 
% 
Sand 
% 
Silt 
% 
Sample 
Clay 
% 
Sand 
% 
Silt 
% 
Sample 
Clay 
% 
Sand 
% 
Silt % 
Q1S3d 10.0 74.3 15.7 Q5S2a 27.4 34.1 38.5     
Q1S3e 28.9 55.7 15.4 Q5S2b 29.0 35.2 35.9     
Q1S4a 15.3 60.1 24.6 Q5S2d 30.9 35.9 33.2     
Q1S4c 14.2 65.5 20.2 Q5S2e 34.9 33.1 32.0     
Q1S4d 21.0 62.0 17.0 Q5S2f 35.3 34.0 30.7     
Q1S4e 38.4 46.5 15.2 Q5S3a 26.0 34.9 39.1     
Q1S4f 39.7 43.7 16.6 Q5S3b 26.7 36.3 37.0     
Q1S5b 13.0 67.3 19.6 Q5S3c 29.9 34.7 35.4     
Q1S5c 10.8 71.2 18.0 Q5S3d 30.8 35.2 34.0     
Q1S5d 11.7 71.6 16.7 Q5S3e 33.9 32.0 34.2     
Q1S5e 33.9 50.8 15.3 Q5S4a 27.9 30.8 41.3     
Q1S5f 39.9 44.1 16.0 Q5S4b 30.1 29.3 40.6     
Q3S1a 20.0 48.5 31.5 Q5S4c 33.4 26.2 40.4     
Q3S1b 20.5 50.9 28.7 Q5S4d 39.5 23.3 37.2     
Source: Author 
Using the predicted values of the 3 soil textural classes, the samples were assigned a 
soil type using R program and the soil-texture package, with all assigned results shown 
in Appendix C (R-Software 2014) and mapped into the Australian soil texture triangle 
as shown in the ternary graph, Figure 14 below: 
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Figure 14. Samples coloured according to corresponding textural class in the 
Australian soil triangle 
 
Source: Author. 
In Figure 14, the different soil textural classes are highlighted in different colours. XRF–
determined textural compositions fit in well within the boundaries for their specific 
texture classes.  
The false prediction of some samples is probably due to the silt calibration curve. 
Sample silt compositions were overestimated by using the 100 – (sand + clay) method, 
when compared to the predicted concentrations using the silt calibration model. 
However since percentages in a composition triangle add up to 100%, this method was 
used nonetheless. 
2.6 Conclusion 
The use of elemental concentrations and PLS regression to type soils was successful, 
with most soils being classified correctly by using R software to map them into the 
Australian soil triangle. After superimposing the soil types, it can be seen that PLS 
predicted most soil classes correctly.  
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The regression model could be improved, possibly by removing the outlier, sample 2, 
to increase the goodness of fit of the individual soil texture models. Some errors most 
likely arose due to the % silt determined. Models could also be improved by adding 
more latent variables. However this regression model has a better goodness of fit for 
sand (R2=0.9) and clay (R2=0.9) than a recent study using XRF to classify soils 
(O'Rourke, Stockmann et al. 2016). 
Because soil texture, such as clay content can be measured indirectly using XRF, on 
the assumption that texture is highly correlated with soil chemical compositions, PCA 
can help explain soil texture. Certain elements are bound by mineral groups in soil, 
such as oxides and hydroxides, micas and clays mineral as well as feldspars, these 
can be used to predict texture(Zhu 2011).  Clay minerals such a kaolinite in their 
structure, whereas sand is mostly composed of silica.  
Results show that XRF along with PLS is an alternative method of discerning soil 
textural classes and negates the need for any kind of mechanical analysis.  The 
potential of using the determined XRF concentrations in PLS analysis of soil IR spectra 
will be investigated in Chapter 4. 
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3 Carbon Analysis 
3.1 Introduction 
Soils are a significant natural carbon sink, with the potential of storing up to 2–4 times 
the amount as in the atmosphere and 4 times the amount of carbon stored in plants 
(Bell 2009). Carbon is a major component of the organic soil fraction that is located 
usually in the topmost soil horizons due to the decomposition of plants and animals 
depositing organic matter (Vavrus 2008).  
As briefly discussed in Chapter 1, soil is a natural, potentially significant low cost 
carbon sink and total carbon (TC) and organic carbon (OC) are good indicators of soil 
quality and health. Carbon levels in soil indicate how environmental conditions and land 
management practices affect the quality of carbon reserves. Soils contain carbon in 
both organic and inorganic forms. Inorganic carbon is the result of weathering of rocks 
and carbonic acid in soil precipitating as calcite and dolomite (Walcott 2009). Typically 
soils can contain half as much carbon in inorganic forms as organic forms (Batjes 
1996). Central to using soils as carbon sinks is the focus on organic carbon (OC), 
because the inorganic forms are relatively stable and not highly influenced by land 
management (Walcott 2009). OC is present in various organic compounds, which are 
referred to as organic matter (OM). The amount of carbon in OM ranges from 40–60% 
by mass (Baldock and Skjemstad 1999). The organic matter is a result of leaf litter; 
plant roots branches, soil organisms and manure. Usually OM is present in levels of 
less than 5% and decreases exponentially with depth (Walcott 2009). The rest, the 
non-living component, is made up of residues and other compounds. Improving levels 
of OM in soils help improve soil structure, soil fertility, and nutrient retention and 
reduces soil erosion. OC is of increasing interest due to these beneficial effects on 
soils, as well as being an atmospheric CO2 sink (Change 2000, Blair N 2006).  
Many factors play a role in the rates and amounts of OC present. Carbon is lost 
through leaching of dissolved carbon compounds, erosion, conversion to CO2 by 
mineralisation and plant respiration (Baldock 2007). OC levels also vary with soil type. 
In soils with fine particles, such as clays and silts, 30% of OC is present in the passive 
pool, as opposed to only 4% in sandy soils (Skjemstad 2004). The mineral composition 
of the soil can affect the mechanisms that stabilise the OC against biological oxidation.  
(Dalal and Chan 2001) have shown that the decomposition of humus in the slow pool is 
considerably slower when in clay and silty soils as opposed to sandy ones. The 
presence of Fe2+, Al3+ and Ca2+ ions can protect the humus from further decay (Krull 
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2001). Soil disturbance is another factor impacting on OC levels; however the amount 
lost depends on the type of plants and intensity of cultivation, with pastured soils 
releasing less amounts of CO2 than tillaged croplands (Walcott 2009). To successfully 
utilise soils as carbon sinks, requires changes in land management through either 
reducing carbon emissions associated with plant decomposition or by adding extra 
organic material. However there is a limited amount of carbon that soil can store and 
key factors that determine this are the amount of carbon stock, the soil type and the 
climate. Therefore we need cost effective methods to measure and assess the SOC 
and spatial and temporal estimates of the stable carbon pools.  
A traditional soil carbon analysis methods is the Walkley-Black method, using chromic 
acid and ferrous ammonium sulphate and calculating the fractions gravimetrically. It is 
a cheap method; however it has been found to exhibit variable OC recovery and 
generates hazardous by-products (Abella and Zimmer 2007). 
Another common method is a combustion method called the Dumas method, in which 
the sample in a combustion tube, is mixed with O2 gas and a high temperature of 
1250–1350°C, causes it to combust. The combustion process converts all elemental 
carbon into CO2 and any nitrogen into N2 and NOx. These gases are then passed 
through an infrared cell to determine the carbon content and a thermal conductivity cell 
to determine N2 (Reeves III 2010).  
Since the 1980s near infra-red (NIR) has been used for the analysis of agricultural 
products such as grains and forages (Reeves III 2010). Soil analysis came in later but 
in the last 13 years it has experienced exponential growth. In the last 13 years alone,  
there have been over 210 publications (Bellon-Maurel and McBratney 2011). It is 
employed  in the analysis of pH, electrical conductivity, cation exchange capacity, 
determination of K, Na, Ca, Mg analyses of interest such as total nitrogen and 
carbonate-C are being done with satisfactory results however NOx and P analysis has 
so far provided only poor results (Reeves 1994, Reeves III 1999, Siebielec 2004).  
Mid infra-red (MIR) is the preferred analysis for minerals and carbon analysis as it 
exhibits clearer peaks and the spectrum has greater detail than NIR spectra. The first 
quantitative MIR work was reported by Janik and Raven (Janik, Skjemstad et al. 1995) 
determining the mineral species based on XRF concentrations and the determination of 
soil organic carbon and soil organic nitrogen (Xie, Yang et al. 2011). 
Traditionally, sample dilution for MIR was considered necessary, using KBr and the 
sample pressed to remove spectral distortions associated with carbonates. This has 
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been proven unnecessary by many studies (Reeves III 1994, Janik, Skjemstad et al. 
1995, B. 1996, Janik, Merry et al. 1998) MIR quantitative analysis is always combined 
with a multivariate regression method. Partial least-squares (PLS) can compensate for 
some spectral distortion and is the preferred regression model to analyse for total 
carbon (TC) or other fraction in soil. Better calibrations are achieved with MIR than NIR 
for TC and other fractions (McCarty 2002, Viscarra Rossel, Walvoort et al. 2006, 
Bellon-Maurel and McBratney 2011, Grinand 2012).  
In this Chapter results are presented for carbon determination in soils from Bald Hill 
Farm (Chapter 2). Using results from a commercial analysis using the Dumas method 
as standard data, loss-on-ignition and infrared analyses have been undertaken to 
examine the reliability and accuracy of these techniques. 
3.2 Reference Analysis (Dumas Method) 
3.2.1 Introduction 
The use of elemental analysers is common for carbon analysis due to its ease of use 
and short analysis time. With the Dumas method, high temperature combustion in the 
presence of oxygen converts all elemental carbon into CO2 that is passed through an 
infrared cell to determine the total carbon concentration. At these high temperatures it 
is assumed that all forms of carbon are completely oxidised. The drawback of the 
method is the dedicated equipment and analysis needs to be done in a laboratory 
(Reeves III 2010).  
3.2.2 Materials and Methodology 
95 samples were selected from the 127 Bald Hill Farm soil samples, providing 
representative samples from each quadrant and control sites as well as at each depth. 
The samples comprised 15 controls, 25 from quadrant 1, 25 from quadrant 3, 27 from 
quadrant 5 and 3 top layer samples. These samples were subject to commercial 
analysis of Total Carbon (TC) and Total Nitrogen (TN) using an elemental analyser 
(LECO TruMac CN Analyser), with a detection limit of 20ppm for N and 40ppm for C 
(Ahmady, 2014). Results were determined using a combustion method, using 0.3g of 
sample. The sample goes into the combustion tube where the temperature (12.50 to 
1350 oC) of the furnace and flow of oxygen gas, cause the sample to combust. The 
combustion process will convert any elemental carbon and nitrogen into CO2, N2 and 
NOx. These gases are then passed through the IR (infrared) Cell to determine the 
carbon and a TC (thermal conductivity) cell to determine N2. (Ahmady 2014) 
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3.2.3 Results and Discussion 
The determined TC and TN values are presented in Table 11. TC values range from 
0.259 to 4.553%. Figure 15 show the TC trends in offset plots by location, showing 
stacked lines for each site within the chosen quadrant. An overall trend is evident; 
carbon levels are much higher in the top layers of soil than at lower depths. This is 
consistent for both control site and the three quadrants. 
Figure 15. Trends in total C values shown as offset plots (in %) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Source: Author. 
These results are as expected and agree with reported literature findings, with the top 
0-30cm containing the largest carbon values (1.3-4%), originating from the organic 
matter. The lower depths show levels ranging from 0.6 to 0.2% assumed to be due, in 
part, to the inorganic carbon arising from the parent material of the soil.  
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Table 11. Total Carbon and Nitrogen values (in %) for samples at Bald Hill Farm site 
Sample Total C (%) Sample Total C (%) 
C1A 3.239 Q3S2D 0.639 
C1C 1.15 Q3S2F 0.542 
C1F 0.319 Q3S3A 3.096 
C2B 1.574 Q3S3B 2.611 
C2C 1.039 Q3S3C 1.124 
C2D 0.845 Q3S3D 0.481 
C3A 4.077 Q3S3E 0.266 
C3C 0.893 Q3S4A 3.146 
C4A 3.71 Q3S4B 2.421 
C4B 2.691 Q3S4C 1.513 
C4F 0.737 Q3S4D 1.011 
C5A 4.043 Q3S4E 0.879 
C5C 1.483 Q3S5B 2.245 
C5D 1.285 Q3S5C 1.037 
C5E 0.782 Q3S5D 0.544 
Q1S1A 2.771 Q3S5E 0.373 
Q1S1B 2.56 Q3S5F 0.357 
Q1S1C 0.784 Q5S1A 3.627 
Q1S1D 0.558 Q5S1B 2.599 
Q1S1E 1.439 Q5S1C 1.349 
Q1S2A 4.183 Q5S1D 1.106 
Q1S2B 2.543 Q5S1F 0.596 
Q1S2D 0.54 Q5S2A 3.446 
Q1S2E 0.65 Q5S2B 1.779 
Q1S2F 0.806 Q5S2D 0.954 
Q1S3A 4.148 Q5S2E 0.807 
Q1S3B 3.004 Q5S2F 0.662 
Q1S3C 1.87 Q5S3A 3.531 
Q1S3D 0.442 Q5S3B 2.79 
Q1S3E 0.554 Q5S3C 2.61 
Q1S4A 3.001 Q5S3D 1.066 
Q1S4C 1.343 Q5S3E 0.556 
Q1S4D 0.639 Q5S4A 4.31 
Q1S4E 0.811 Q5S4B 3.251 
Q1S4F 0.708 Q5S4C 1.367 
Q1S5B 1.129 Q5S4D 0.941 
Q1S5C 0.627 Q5S4E 0.947 
Q1S5D 0.259 Q5S4F 0.742 
Q1S5E 0.432 Q5S5A 4.362 
Q1S5F 0.322 Q5S5B 3.062 
Q3S1A 3.483 Q5S5C 1.47 
Q3S1B 1.649 Q5S5D 1.012 
Q3S1D 0.708 Q5S5E 0.696 
Q3S1E 0.589 Q5S5F 0.589 
Q3S1F 0.453 TP1 3.53 
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Sample Total C (%) Sample Total C (%) 
Q3S2A 3.263 TP3 3.381 
Q3S2B 2.667 TP5 4.553 
Q3S2C 1.464   
Source: Author. 
These results are used as reference values for the subsequent carbon analyses by 
other methods. 
3.3 Loss on Ignition Thermal Analysis 
3.3.1 Introduction 
Loss-on-ignition (LOI) is reported as a credible option for establishing SOC and SIC 
levels (Davies 1974). The technology is well established in laboratories analysing 
composts and manures, where loss on ignition (LOI) is employed to determine ash 
content and by reciprocation, the OM of these samples (Matthiessen 2005).  
The technique is also used with agricultural and forest soils (Ball 1964, David 1988, 
Wang, P.J. et al. 1996, Konen 2002, De Vos 2005, Wright 2008) and to determine 
carbonate content in sediments (Dean 1974, Heiri 2001, Santisteban 2004, Wang, Li et 
al. 2011). 
Typically, the procedure involves ignition of soil samples at high temperatures, 
combusting the organic matter that is lost, along with any volatile solids that may exist 
(Rayment 2010). However there is no universal agreement on time and temperature of 
ignition. For example, Nelson and Sommers (Nelson 1996) recommend ignition at 
400°C for 16h, while the preferred combination for composting materials is 550°C for 
2h (Matthiessen 2005). The temperature (500-550°C) and time (2h) for LOI to 
determine OM content derives from Heiri et al (Heiri 2001). This allows for the 
calculation of soil moisture content at 40°C and later an estimate of soil carbonate 
content by further heating to 950°C. This method doesn’t account for the presence of 
water of crystallization that may still exist in some hydrated soil minerals across the 
temperature range between 105–180°C.  A temperature of 550°C is often used as 
popular choice (Howard 1990, Heiri 2001, Konen 2002).  
Soil organic matter (SOM) is calculated as the weight loss between 105°C and 550°C 
and soil inorganic carbon (SIC) as the weight loss between 550°C and 800°C (Wang, Li 
et al. 2011, Wang, Wang et al. 2013).   
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𝑺𝑶𝑴𝑳𝑶𝑰 (
𝒈
𝒌𝒈
) =  (
𝑾𝒆𝒊𝒈𝒉𝒕𝟏𝟎𝟓°𝑪−𝑾𝒆𝒊𝒈𝒉𝒕𝟓𝟓𝟎°𝑪
𝑾𝒆𝒊𝒈𝒉𝒕𝟏𝟎𝟓°𝑪
) 𝒙 𝟏𝟎𝟎𝟎   Equation 8 
𝑺𝑰𝑪𝑳𝑶𝑰  (
𝒈
𝒌𝒈
) =  (
𝑾𝒆𝒊𝒈𝒉𝒕𝟓𝟓𝟎°𝑪−𝑾𝒆𝒊𝒈𝒉𝒕𝟖𝟎𝟎°𝑪
𝑾𝒆𝒊𝒈𝒉𝒕𝟏𝟎𝟓°𝑪
) 𝒙 𝟎. 𝟐𝟕𝟑 𝒙 𝟏𝟎𝟎𝟎   Equation 9 
The conversion constant of 0.273 in equation (9) is applied to convert mass of CO2 to 
mass of carbon.  
The conversion factor between SOM and SOC is usually taken as 1.724, assuming OC 
= 58% of SOM (Waxman 1930). However it has been found that the weight distribution 
of SOC to SOM varies and conversion factors ranging from 1.4–2.5 have been 
reported (Pribyl 2010).  
3.3.2 Methodology 
All 95 samples collected from Bald Hill Farm, as described in Section 3.2.2, were 
analysed for their organic matter and inorganic carbon content.  
5g of each soil sample was placed in a porcelain crucible and heated to 105°C 
overnight to remove soil moisture. Samples were combusted at 550°C for 17 hours and 
800°C for 12 hours. After each heating or combustion stage, the samples’ weights were 
recorded. 
3.3.3 Results and discussion 
Results for organic carbon (Figure 16) exhibited the same downward trend as seen in 
the combustion analysis results in Table 11. 
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Figure 16. Soil organic carbon trends due to depth 
 
Source: Author. 
Organic carbon content decreases as expected like total carbon content in the first few 
soil depths. In the control site samples, there is a very small increase at the lowest 
depth, however for the three sites that had had biosolids applied, at depths 40–60cm, 
the percentage  of organic carbon content increases again which could be due to land 
use and management, in this case the continual application of biosolids.  
Inorganic carbon content starts to increase at medium depths (30–40cm) and be most 
predominant at the lowest depth (50–60cm) which is mainly due to the rock parent 
material.   
The ratio of OC/IC follows the same trend as the TC in Figure 20. At the top soil level it 
ranges from 10–500%, before decreasing to 2–5% at depth 50–60cm. Again this is due 
to the high level of SOM that is present at the top soil level.  
When comparing total carbon values (SOC + SIC) from the loss-on-ignition procedure 
with the results from the elemental analyser, dumas method (Section 3.2), the LOI 
values are consistently higher with a correlation coefficient between the two series of 
data of 0.71. This indicates poor agreement between the two methods. 
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Figure 17. LOI method values vs Dumas method predicted values 
 
Source: Author.  
Comparing results, in Figure 17, the main outlying samples are the ones at the lowest 
depths E and F (40–60cm).  
Plotting the data without the samples at depth E and F does not improve the 
calibration, with an R2 value of 0.61. The trend that can be seen is that as the soils 
increase in their clay content with depth, the bigger the carbon error which can be 
explained by the weight loss of water of clays according to their mineral composition 
(Ball 1964, Howard 1990, De Vos 2005). Values from the LOI results can be seen in 
Table 12. 
The highest values seem to be concentrated in quadrant 1 and 3, with quadrant 5 
showing slightly lower values. Loss-on-ignition greatly overestimated the amounts of 
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total carbon in the samples that should have less than 1% carbon. These samples are 
located at depths 30–40 cm (Depth D) originating mostly from the parent material. 
LOI does not seem to work well with soils with high clay constituents. This might be 
due to the fact that LOI overestimates organic matter due to the removal of hygroscopic 
and inter-crystalline water from clay minerals, CO2 release from carbonates or the 
destruction of elemental carbon, e.g. from charcoal (De Vos 2005).  
In this study LOI has been demonstrated as an unreliable method for analysis of total, 
organic and inorganic carbon in soils when compared with the Dumas method. It has 
been suggested that grouping soils texturally (clays vs sands and silts) and using 
separate calibrations would improve agreement (Ball 1964). LOI is not very reliable 
when carbon values are under 5% and a correction for clay content should be added 
(Ball 1964). 
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Table 12. Loss-on-ignition results for 95 BHF samples (in %) 
Sample SOC SIC TC Sample SOC SIC TC Sample SOC SIC TC Sample SOC SIC TC 
C1A 4.69 0.06 4.75 Q1S3b 4.52 0.28 4.81 Q3S3c 2.67 0.21 2.88 Q5S3d 2.75 0.17 2.92 
C1C 2.27 0.23 2.50 Q1S3c 2.98 0.24 3.21 Q3S3d 2.11 0.22 2.32 Q5S3e 2.47 0.23 2.70 
C1F 2.52 0.19 2.71 Q1S3d 2.03 0.20 2.23 Q3S3e 2.14 0.30 2.44 Q5S4a 4.45 0.11 4.56 
C2B 2.55 0.37 2.92 Q1S3e 3.02 0.27 3.29 Q3S4a 4.28 0.48 4.76 Q5S4b 7.08 0.14 7.22 
C2C 2.26 0.26 2.52 Q1S4a 4.28 0.27 4.55 Q3S4b 4.17 0.24 4.42 Q5S4c 3.25 0.20 3.45 
C2D 2.22 0.64 2.86 Q1S4c 2.87 0.22 3.09 Q3S4c 3.46 0.21 3.66 Q5S4d 3.55 0.22 3.77 
C3A 4.93 0.43 5.36 Q1S4d 2.73 0.42 3.16 Q3S4d 3.45 0.25 3.70 Q5S4e 3.89 0.31 4.20 
C3C 2.64 0.44 3.08 Q1S4e 4.57 0.56 5.13 Q3S4e 3.57 0.25 3.82 Q5S4f 3.75 0.15 3.90 
C4A 4.61 0.55 5.16 Q1S4f 4.79 0.30 5.10 Q3S5b 3.20 0.22 3.41 Q5S5a 4.84 0.11 4.95 
C4B 5.66 0.25 5.91 Q1S5b 2.58 0.20 2.77 Q3S5c 1.97 0.29 2.26 Q5S5b 2.97 0.26 3.23 
C4F 4.10 0.29 4.39 Q1S5c 1.87 0.21 2.08 Q3S5d 1.56 0.37 1.93 Q5S5c 3.23 0.31 3.54 
C5A 6.17 0.10 6.27 Q1S5d 1.05 0.31 1.36 Q3S5e 1.60 0.40 2.00 Q5S5d 3.04 0.36 3.40 
C5C 3.76 0.16 3.92 Q1S5e 2.84 0.53 3.37 Q3S5f 2.18 0.46 2.65 Q5S5e 2.90 0.40 3.29 
C5D 3.96 0.19 4.16 Q1S5f 4.30 0.37 4.67 Q5S1a 5.83 0.01 5.84 Q5S5f 3.32 0.30 3.62 
C5E 4.32 0.29 4.61 Q3S1a 4.89 0.40 5.29 Q5S1b 4.07 0.11 4.18 TP Q1 5.32 0.17 5.49 
Q1S1a 3.78 0.16 3.94 Q3S1b 3.09 0.10 3.19 Q5S1c 3.21 0.14 3.36 TP Q3 5.17 0.10 5.28 
Q1S1b 3.29 0.35 3.64 Q3S1d 2.11 0.11 2.22 Q5S1d 3.41 0.24 3.65 TP Q5 6.33 0.17 6.50 
Q1S1c 2.47 0.27 2.75 Q3S1e 2.33 0.12 2.45 Q5S1f 2.08 1.04 3.12     
Q1S1d 1.93 0.33 2.26 Q3S1f 2.70 0.14 2.84 Q5S2a 4.69 0.03 4.72     
Q1S1e 1.95 0.35 2.31 Q3S2a 4.04 0.27 4.32 Q5S2b 2.89 0.08 2.97     
Q1S2a 5.05 0.37 5.43 Q3S2b 3.98 0.41 4.39 Q5S2d 2.61 0.19 2.80     
Q1S2b 3.70 0.28 3.98 Q3S2c 2.81 0.54 3.35 Q5S2e 2.86 0.28 3.14     
Q1S2d 1.42 0.39 1.81 Q3S2d 3.01 0.30 3.31 Q5S2f 1.94 0.72 2.66     
Q1S2e 2.07 0.61 2.69 Q3S2f 5.66 0.51 6.16 Q5S3a 5.75 0.02 5.76     
Q1S2f 5.99 1.68 7.67 Q3S3a 4.57 0.35 4.93 Q5S3b 3.74 0.05 3.79     
Q1S3a 5.36 0.30 5.66 Q3S3b 4.43 0.29 4.72 Q5S3c 3.99 0.14 4.13     
Source: Author.  
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3.4 Infrared Analysis for Soil Carbon  
3.4.1 Introduction 
Infra-red (IR) Spectroscopy is useful in studying a variety of soil features. In the near 
infra-red (NIR) ranging from 14000–4000 cm−1 and mid infra-red (MIR) from 4000–400 
cm–1 useful peaks and bands can be observed. MIR Spectroscopy relies on molecular 
vibrations of C-H, N-H and O-H bonds as well as lower frequency vibrations of heavier 
atoms C-O, C-N, N-O, C-C, Al-O, Fe-O and Si-O atoms in soils (Bright 1955).  
Diffuse-reflectance infrared Fourier transform (DRIFT) was developed to address the 
shortcomings of pressed disk sampling. It allows analysis on powdered samples with 
no or little preparation. Samples ground with mortar and pestle can avoid having large 
particles with a flat surface area that can distort the spectrum by exhibiting specular 
reflectance. The powders scatter light in all directions in a diffuse manner.  
DRIFT is a preferred method of soil analysis as it is quick (number of scans can be 
manually chosen) and there is minimal sample preparation; as well as being 
environmentally friendly and non-destructive (Soriano-Disla, Janik et al. 2013).  
3.4.2 Materials and Methodology 
As with previous studies, 95 Bald Hill Farm soil samples were analysed.  All samples 
were examined using a FT-IR Spectrometer (Model Spectrum 100, Perkin-Elmer, 
Shelton, USA) with a DRIFT attachment (Specac Limited, Slough, UK). 
Approximately 2g of sample were ground with a mortar and pestle. Stainless steel 
sample holders were filled to the top and their surface flattened with the tip of a spatula. 
Diffuse reflectance spectra were measured over a range of 4000-600cm-1 at 1cm-1 
intervals. 16 scans were taken at a resolution of 4cm-1. All spectra were recorded in 
pseudo absorbance (log 1/R). A KBr powder scan provided a background spectrum 
that was then subtracted automatically from each sample scan to correct for 
instrumental and atmospheric interferences.  
All spectra were pre-processed using MATLAB (1 Apple Hill Drive, Natick, MA 01760-
2098, UNITED STATES). Boxcar averaging using 5-point binning was used to reduce 
and smooth all data before multivariate analysis. Boxcar averaging divides the spectral 
data into a series of discrete equally spaced bands and replaces each band by a 
centroid average value. The greater the number of points averaged the grater the 
degree of smoothing (Adams 2004). Spectra then underwent normalisation so all 
spectra have the same total absorbance. 
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3.4.3 Results and Discussion 
 
A typical soil mid infrared spectrum is illustrated in Figure 18 below, with correlating 
peak assignment table. Areas of interest are the 2850–2930cm-1 C-H bands to 
measure organic matter and the kaolinite peaks at 3600cm-1.  
Figure 18: Typical MIR carbon spectrum of a soil sample 
 
Source:  (Viscarra Rossel, Jeon et al. 2008), (Nguyen 1991), Author.  
Other regions shown are the carboxylic acid bands around 1700cm-1, proteins 
(between 1600–1500cm-1) and carbohydrates (1150cm-1) in soil organic matter.   
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Typical soil spectra before any baseline correction methods are applied are illustrated 
in Figure 19.  
Figure 19. MIR spectra of soil samples before (top) and after pre-processing 
(bottom) 
 
Source: Author. 
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In order to examine the potential for IR analysis to provide useful carbon analysis data, 
partial least squares (PLS) regression was employed. PLS is often employed in infra-
red analyses, as it compensates for a large degree of spectral distortion caused by the 
specular reflection from the soil particle surface (Soriano-Disla, Janik et al. 2013). PLS, 
instead of using selected principal components like in PCR, gives both independent (X) 
and dependent (Y) variables equal weight.  
Prior to regression analysis a variety of pre-processing, baseline correction methods 
were examined. 
Of the 95 sample spectra, 85 were used to develop the calibration models and 10 
employed as a validation set. Validation samples were chosen randomly and samples 
used for validation numbered 1,6,10,13,14,38,42,45,54 and 73.  Cross-validation was 
performed using venetian blinds with 9 splits. It excludes every 9th variable and 
analyses this as an unknown. Venetian blinds are preferable than leave-one-out cross-
validation for larger sample sets (2006). 
For the development of the calibration model calibration, MATLAB with the PLS toolbox 
(2006) was used to determine the best and appropriate number of latent variables 
(LVs) necessary as indicated by the calculated root mean square error (RMSE) value 
calculated using 
n
XX
RMSE
n
i
idelmoiobs   1
2
,, )(
  Equation 10 
Where n is the number of measured concentration values. 
A variety of pre-processing methods for baseline correction were examined in order to 
give the best results. A weighted least squares baseline correction function is often 
employed in model spectral development but it was found to underperform here for 
quantitative analysis.  
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Table 13. Pre-processing methods table and resulting R2 values 
Pre-
processing 
LVs R2C R2CV R2P 
Normaliz, 
wlsbaseline 
3 0.89 0.87 0.96 
MSC 3 0.90 0.89 0.97 
SNV 3 0.91 0.89 0.96 
Savgol 
(whole) 
3 0.94 0.91 0.90 
Savgol (Pt1) 3 0.90 0.84 0.94 
Savgol (Pt 2) 3 0.92 0.90 0.94 
Source: Author. 
Table 13 lists the correction methods examined using 3 latent variables in a PLS model 
and the results obtained, where R2C is the coefficient of determination for calibration, 
R2CV the coefficient of determination for cross-validation and R2P the coefficient for 
determination for prediction. 
Savitzky-Golay (Savgol) is a smoothing procedure that uses convolution filter vectors 
derived from the coefficients of least-squares-fit polynomial functions (Varmuza 2009).  
The second derivative removes a constant and linear baseline and in IR spectra has 
been used to enhance smaller peaks. In addition, for the determination of intensities of 
smaller peaks in the presence of larger peaks, derivative spectra are more useful and 
usually subject to less error. Using Savgol improves the calibration model, and so 
spectra were split in half to investigate whether calibrations improve. The first half of 
the spectrum (4000–2500cm-1) includes the kaolinite peaks as well as the C-H from the 
organic matter.  The second half (2000–600cm-1) includes information on the inorganic 
carbon. For both, all R2 values increased and validation and predication errors 
decreased as seen in Table 13. Both parts of the spectrum had a correlation r >0.95 for 
prediction and this method will be used later for the fractional determination of organic 
and inorganic carbon.  
Both standard normal variate (SNV) and MSC are scatter corrections (Isaksson and 
Næs 1988). SNV removes the slope variation caused by scatter and variation in 
particle size. SNV is applied to each spectrum individually by subtracting the mean 
spectra and scaling with the standard deviation.  
MSC corrects the scatter level of all spectra to the level of an “ideal” spectrum, which is 
usually the mean spectrum. Each spectrum is fitted to the mean spectrum as closely as 
possible using the least squares equation (Varmuza 2009).  
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SNV and MSC gave very similar results, with MSC giving slightly better correlation 
coefficients, as well as the lowest error of prediction with a value of 0.303. 
Figure 20. Root mean square errors for calibration, cross-validation and 
prediction of spectra 
 
Examining the errors shows that only two or three latent variables are needed to give 
the best results in terms of having the lowest error values. The three latent variables 
account for 84% of the variance in the spectra and 90% of the %TC values. Figure 20 
illustrates the first 3 latent variables and the regression vector. The most dominant 
features in the regression vector as shown in Figure 21 below, are two C–H peaks at 
2850 and 2930cm-1, as well as the quartz band at 1900cm-1 and the kaolinite peaks 
around 3600cm-1. 
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Figure 21. PLS loadings for MIR spectra, showing a) LV1 b) LV2 c) LV3 and d) the regression vector 
 
Source: Author.
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Visible in the second latent variable as well as in the regression vector is the CO3 band 
from calcite at 1475cm-1. 
The calibration graph of the 85 samples, Figure 22, gives an R2 of 0.90 which 
increases to 0.97 for the prediction coefficient. Values for the 10 samples in the 
validation set can be seen below in Table 14. 
Figure 22. Calibration graph of Bald Hill Farm samples using measured vs 
predicted values 
 
Table 14. Y measured versus Y predicted for PLS model 
Y measured (%) Y predicted (%) 
3.24 3.92 
0.85 0.93 
2.69 2.65 
1.48 1.59 
1.29 1.26 
0.26 -0.14 
1.65 2.08 
0.45 0.17 
0.48 0.42 
0.95 0.82 
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The results are good and there is a detection limit of 0.26% measured using the 
standard error of the regression before giving negative concentrations as demonstrated 
in the calibration values.   
3.4.4 Conclusion 
The results obtained confirm that there are characteristic spectral of soils in mid infrared 
analysis that can be used for carbon determination. The two C–H alkyl peaks at 2850 
and 2900cm-1, as well as the carbonate peaks at 2500 and 1450cm-1 are often very 
dominant in soil samples.   
PLS is the regression method of choice, however often prediction models are used that 
have a large number of latent variables which can lead to over-fitting (Gowen 2010).  
PLS gives good results for total carbon analysis. Prediction coefficients of 0.95 and 0.97 
were determined respectively using only 3 factors. Comparison of SEP (0.3%) against 
the Review table in Bellon-Maurel (Bellon-Maurel and McBratney 2011)  demonstrates 
that the  error of prediction here is much lower than in most featured journals. McCarty 
also quotes an r2 of 0.97, however using 17 latent variables (McCarty 2002). This is an 
exceptionally high number of variables. 
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4 Other Elemental Analysis using MIR Spectrometry 
4.1 Introduction 
As the need for monitoring of soil properties has grown, so has the need for a rapid 
screening method of soils. This chapter examines the potential for the rapid analysis 
using infrared analysis for elements other than carbon present in soils. As shown in 
Chapters 3, DRIFT with a suitable PLS calibration model provides a feasible means of 
determining the level of carbon in soil. Here the techniques is extended to consider the 
non-metals nitrogen, phosphorus and sulfur, as well as a range of major species, Al, 
Ca, Fe, K, Mg, Si, and minor elements, including Cu, Mn, Sr, Ti and V.  
Phosphorus, sulfur and nitrogen are considered essential and have been subject to 
many studies for their determination as a total, and on the inorganic and organic forms 
present in soils.  
Deficiencies in these elements cause concern, as they dictate plant health and also 
play a major role in the carbon cycle and carbon sequestration. As evinced in the 
previous chapter, DRIFT with PLS is a fast and precise way to analyse for carbon, 
however there have been few reports about using the method for N, P and S. This is 
mostly due to nitrogen correlating highly to carbon and because of its lower 
concentration the spectral bands are masked by the dominant carbon bands and both 
S and P absorption bands are usually masked by quartz and other dominant features.  
Elemental analysis by MIR for some major and minor inorganic constituents has been 
claimed by a number of authors (Janik, Merry et al. 1998, Viscarra Rossel, Walvoort et 
al. 2006, Soriano-Disla, Janik et al. 2013) and these claims will be further investigated 
in this chapter. 
4.2 Materials and Methods 
The 95 samples from Bald Hill Farm (Pakenham, Victoria) were analysed using both 
XRF and DRIFT. All samples were sieved through to <2mm prior to analysis and dried 
in an oven at 105°C overnight. Roughly 2g of each soil sample was ground using a 
mortar and pestle and then placed in a metal sample holder and flattened with a 
spatula. A KBr powder scan was run as a background that was then automatically 
subtracted from each subsequent soil sample. All samples were run in the range of 
400–600cm-1, using 16 scans at a resolution of 4cm-1. Samples were analysed using a 
FT-IR Spectrometer (Model Spectrum 100, Perkin-Elmer, Shelton, USA) with a DRIFT 
attachment (Specac Limited, Slough, UK). Using the established XRF methodology, 
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the soil samples were analysed using a wavelength-dispersive XRF spectrometer 
(Model S4 Pioneer, Bruker AXS Gmbh, Karlsruhe, Germany). Total concentrations 
were obtained by XRF and regressed against the complete IR spectrum (4000–600cm-
1). Pre-processing was performed using binning, normalization and baseline correction 
of the IR spectra, as discussed in previous chapters. Spectra were also auto-scaled in 
the PLS toolbox before model development.  
Nitrogen was determined externally by a commercial CN analyser using combustion 
analysis (Leco Corporation, Castle Hill NSW). In the Leco analyser, the sample 
combusts at 1250°C to 1350°C and then combusted sample in gas form goes to IR cell 
for carbon and sulphur determination and to TC cell for nitrogen determination. 
(Ahmady 2014) 
4.3 Nitrogen  
Nitrogen is essential to plant growth, it is necessary in chlorophyll synthesis and hence 
photosynthesis, as nitrogen is part of the chlorophyll molecule. With low levels of 
chlorophyll, and nitrogen, plants are not able to use sunlight efficiently as a source of 
energy and crops are not be able to attain their potential yield. Nitrogen is also a 
component in vitamins and energy systems, as well as in all amino acids, forming plant 
proteins. Deficiencies or excesses of nitrogen can cause major issues on the health 
and production of the world’s ecosystems (Brady 2007).  
In its natural state, little nitrogen is available to most plants, with most nitrogen taken up 
by plants in the form of NH4+ or NO3- ions. Minor absorption of urea through the plant 
leaves can occur during fertiliser addition and small amounts from soluble amino acids. 
Most nitrogen is located in the organic matter associated with soils and 97–98% is 
present in organic forms. Organic N in SOM is a result of plant residue, insects and 
bacteria in soil; in this form it is unavailable to the plants until converted to the mineral 
form, via NH4+ and then NO3- through mineralization. Often fertilizers rich in both NH4+ 
and NO3- form are added to soils to counteract soil N deficiencies. NO3- fertilisers are 
often preferred, as nitrate is the most readily available form to plants (Blair N 2006).  
Total Nitrogen is usually determined by either wet digestion (primarily Kjeldahl) or dry 
combustion (Dumas method). In wet digestion, organic and inorganic nitrogen are 
converted to NH4+ in acid and then measured by titration. Dry combustion is an 
oxidation followed by a reduction of NOx to N2, which is then determined using a 
thermal conductivity detector (Kirk 1950). 
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4.3.1 Results and Discussion 
Nitrogen values were determined commercially using a CN analyser (Leco Corporation, 
Castle Hill NSW). Values are shown in Appendix D.  
Concentrations ranged from 0.011–0.411%. The highest values were located in the top 
layer (TP) and 0—10cm layer, Figure 23, in agreement with literature values (Batjes 
1996, Tatzber, Mutsch et al. 2011) 
Figure 23. N concentration of soil samples shown with depth 
 
The N concentration follows the same trend as carbon. Concentrations are highest in 
the top layer, decreasing exponentially with depth. This is because the majority of N is 
located in the organic matter in the top soil. The carbon-to-nitrogen, C:N, ratio for the 
soil samples was determined to be 13:1. The C:N ratio is important because the decay 
in organic residues in soil is accompanied by the conversion of C and N into microbial 
cells and other products. During this, some C can be liberated as CO2 into the 
atmosphere, and as the C:N ratio is lowered, some immobilized N can be released 
through mineralization. Therefore, any ratios below 20:1 will increase the amount of 
NH4+ and NO3- present in soil through net mineralization. Typical C:N values for 
sewage sludge are 5-14, for soil humus 10-12 and microbial biomass 6-12 (Stevenson 
1999). 
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Of serious concern for calibration model development is the high correlation of these 
values to carbon concentrations (correlation coefficient, r=0.99), also shown in Table 
15. The regression vector indicated no indicative peaks for nitrogen and mirrored the 
calibration for carbon. Thus, knowing the carbon concentration for these samples, the 
nitrogen concentration could be accurately estimated by dividing the C value by 13. 
Obviously this arrangement can only hold for a particular set of samples and the 
relationship between C and N would have to be confirmed or established for any 
sample set.  
Table 15 also shows the correlation between P and S to both carbon and nitrogen, 
which is likely due to the presence of these elements in the organic matter.  
Table 15. Correlation matrix C, N, S and P in samples 
  C N P S 
C 1    
N 0.99 1   
P 0.80 0.82 1  
S 0.77 0.79 0.97 1 
Source: Author. 
4.4 Phosphorus 
Phosphorus is a key element in plant growth and plant metabolisms. It is a part of 
nucleoproteins in the DNA and with C, H, O, N and many other elements to form 
complex organic molecules in cells. It is also a part in phospholipids and effects cell 
division. P is present in ATP and ADP in metabolic processes, such as the conversion 
of sugar to starch and cellulose (O'Halloran 2007).  
There are limited sources of P in soils and if there is a deficiency, it will affect the 
availability of other nutrients. For example soil nitrogen is indirectly dependent on P 
supply (Stevenson 1999).   
Phosphorus is present in soil in two forms, organic and inorganic. All inorganic P is 
present as orthophosphates, ranging in concentrations from 0.01 to 0.3%. Plants take 
up small amounts P from the soil solution, in the form of H2PO4- and HPO42- ions 
(Stevenson 1999).   
Perhaps the most commonly used method to determine inorganic orthophosphate is 
the spectrophotometric molybdenum blue method. It involves the reaction of acid 
ammonium molybdate with P ions to form phosphomolybdenum complexes, which are 
reduced to molybdenum blue by ascorbic acid. This method’s limitations are that it 
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involves wet chemical analysis and is not suitable for sensitive determination (He and 
Honeycutt 2005).  
Methods of P analysis are mainly chemical and biological extractions. They are used 
extensively to determine P organic and inorganic fractions in soil. Sequential 
extractions are often used to assess the forms and amounts of P present. Hedley et al 
developed a method for P that involves removing the plant available form with resin, 
then extract the sediment first with NaHCO3 followed by NaCl and again with HCl to 
dissolve P bound to carbon (Hedley 1982). This method is widely used due to the 
extraction of both inorganic and organic forms of P, as well as microbial P, however the 
limitations are errors from successive additions and very time consuming (>32h).  
4.4.1 Results and Discussion 
A table of elemental P concentrations, as determined by XRF spectrometry, is provided 
in Appendix A, and the results are summarised in Figure 24. 
Figure 24. Phosphorus trends of samples shown according to depth 
 
Source: author. 
These results indicate P concentrations are highest in the top layer of soil, where the 
organic matter is located. All four sampled locations exhibit similar trends, apart from 
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the control site which has more phosphorus located in the second layer (10–20cm) 
which is most likely due to no biosolids addition to the control site.  
PLS regression of the elemental concentrations and the MIR spectra demonstrated a 
R2 value of 0.74 for the whole spectra using 3 latent variables as shown in Figure 25.  
Figure 25. Calibration graph for Phosphorous 
Source: Author. 
The loadings are dominated by the clay and organic matter peaks, with dominant of the 
two C–H alkyl peaks at 2850 and 2900cm-1, due to the organic matter with multiple 
peaks in the region below 2000cm-1, making it hard to interpret exactly which peaks are 
indicative of phosphorus vibrations. The PLS regression vector is illustrated in Figure 
26 and the resultant calibration model is shown above.  
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Figure 26. Regression vector of IR spectra 
 
 
 
4.5 Sulfur 
Sulfur is another essential element; it is a component of several amino acids (e.g. 
cysteine and methionine) and of some proteins. Cysteine in proteins allows for the 
formation of di-sulphide bonds, which are part of the tertiary protein structure. S is 
present in enzymes as a metal-binding element, in coenzyme A in lipid synthesis and in 
vitamins (Brady 2007).  
Young soils located on parent materials rich in S, can have concentrations greater than 
1000ppm, whereas weathered soils generally contain less than 100ppm of S (Frossard 
2012).  
A sulfur extraction developed by Saggar (Saggar 1981), begins with an extraction using 
orthophosphates to determine plant available S, followed by digestion with hydroiodic 
acid of the sediment. The ester sulphates are converted to H2S, the remaining S is 
thought to be bound directly to carbon. The sediment is treated with Raney Ni which 
separates reducible and non-reducible S. Concentrations were measured by 
calculations of weight difference.    
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Measurement of total elemental concentration is important and often used to quantify 
inorganic and organic fractions and focus has turned to spectroscopic methods, such 
as NMR, XRF and MIR (Bunemann 2008). 
4.5.1 Results and Discussion 
Sulfur concentrations were determined by XRF. 
Figure 27. Sulfur trends of samples with depth 
 
As shown in Figure 27, most S is located in the top layer of the soil. This is due to most 
sulphates being present in their organic form in the organic matter.  The control site, as 
with the phosphorus, shows higher S concentrations at depth B (10–20cm).  
The MIR spectra of the 95 samples were regressed against the S concentrations 
determined by XRF. Three latent variables produced an R2 value of 0.64.  Using the 85 
samples as a calibration set and 10 to validate, the r2 of prediction increased to 0.94. 
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Figure 28. Calibration graph of Sulfur 
 
Source: Author. 
In the original S MIR the first 3 latent variables account for over 90% of the variance. 
The regression vector is shown in Figure 29 below.  
Figure 29. Regression vector for Sulfur using PLS 
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The dominant peaks are the two C–H alkyl peaks at 2850 and 2900cm-1, due to the 
organic matter. Many sulfur compounds are bound to humus (Brady 2007). The other 
two dominant peaks are the negatively correlated quartz peak at 1900cm-1, which is 
due to some S compounds binding to clays and the peak around 1350cm-1, due to the 
large sorption area of clays, caused by the asymmetric stretch of the S=O bond in 
sulfoxides. There is another dominating peak at ~1100cm-1, which could be due to C=S 
bonds. The regression vector shows that overall, the most important features come 
from the clay peaks around 3600cm-1, the two organic carbon peaks at 2850 and 
2900cm-1 and the peak at 1250cm-1. Some of the S in soil is present as gypsum 
(CaSO4) and this could be the –O-S-O vibrations of the SO42- ion (Beech 2004). 
4.6 Some Major Inorganic Constituents 
Aluminium is the most abundant metal in the Earth’s crust. Most Al is bound by ligands 
or occurs in other forms such as aluminosilicates and precipitates. Plants are sensitive 
to micro concentrations of Al and solubilisation is enhanced by a low soil pH, limiting 
crop production in acidic soils (Delhaize 1995).   
Calcium occurs in soils as a component of residual minerals, inorganic compounds and 
organic matter, as an exchangeable cation and dissolved in the soil solution (Bruce 
1999). Low sub-soil calcium can limit a plant’s root growth, limiting nutrient and 
moisture uptake.  
Iron usually originates from the weathering of the parent material and its movement in 
soil is usually due to the chemical processes within the soil. In the soil itself it plays a 
part as an electron carrier for enzymes as well as in nitrogen fixation and chlorophyll 
formation (McFarlane 1999).   
Potassium is an essential macronutrient for all plants, playing a role in photosynthesis, 
enzyme activation, cellulose formation, translocation and cation-anion balance 
(Marschner 1986). Williams and Raupasch (Williams 1983) suggests that most 
Australian soils contain adequate levels of potassium; however many regions, 
predominantly coastal regions, have reported K deficiencies. As K is often used in 
fertilisers to overcome these deficiencies, the need to monitor K levels arises.  
Magnesium is another essential plant nutrient. It is the central atom of the chlorophyll 
molecule (Aitken and Scott 1999).  
Silicon is found mainly in quartz form and has often been used as a measure of soil 
texture in infra-red analysis (Hewson, Cudahy et al. 2012). 
  
68 
 
Soriana-Disla and Janik et al (Soriano-Disla, Janik et al. 2013) predicted the 
concentrations of 31 elements, major and minor elements in soil using DRIFT and PLS 
regression using ¼ of samples for prediction and ¾ for validation purposes. For 24 
elements successful predictions were developed, obtaining good to moderate 
calibrations for Ca (R2=0.88), Mg (R2=0.84), Al (R2=0.81), Si and Fe (R2=0.79) and K 
(R2=0.70) respectively. In a previous study, Janik et al (1998)(Janik, Merry et al. 1998) 
predicted the concentrations of some XRF major elements without validating the 
prediction set and achieved good to moderate calibrations, Al (R2=0.92), Ca (R2=0.70), 
Fe (R2=0.93), K (R2=0.63), Mg (R2=0.80), Si (R2=0.97) and Ti (R2=0.78). 
4.6.1 Results and Discussion 
A summary of results can be seen in Table 16 below: 
Results show that most of the major components produce good calibrations (R2>0.7), 
however K produced even poorer calibrations after cross-validation. 
Table 16. PLS results for other elements measured 
Element LVs R2 
calibration 
R2 
cross-
validation 
RMSEC RMSECV 
Major      
Al 6 0.94 0.93 0.87 1.01 
Ca 4 0.87 0.84 0.05 0.06 
Fe 6 0.90 0.86 0.40 0.49 
K 6 0.45 0.21 0.05 0.06 
Mg 6 0.87 0.83 0.05 0.05 
Si 6 0.92 0.83 1.65 1.95 
Minor      
Cu 5 0.49 0.38 5.14 5.67 
Mn 6 0.64 0.43 32.88 42.00 
Sr 10 0.74 0.43 5.10 7.95 
Ti 6 0.67 0.54 1262.65 1481.61 
V 5 0.71 0.63 14.37 16.18 
Source: Author. 
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The number of latent variables chosen were selected once they had captured >90% of 
the variance.  
The calibration graphs obtained are shown in Figure 30 below. 
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Figure 30. Calibration graphs for major soil components analysed 
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Figure 31. Calibration graphs for minor soil components analysed 
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Major components show a strong correlation to the IR spectra, as the elements are 
expected components of soil constituents such as soil texture, organic matter, soil 
oxides and carbonate.  Fe2+ and Al3+ can be bonded with silica, known as 
aluminosilicates or as oxides from the parent material. Ca2+, Mg2+ and K+ are cations in 
soil illites and smectites and exhibit strong bands in the MIR spectra (Van der Marel 
1976). 
Table 17. Correlation table of elemental concentrations 
 
The spectral bands responsible for the soil constituents, correlated to the elemental 
concentrations, are represented in the regression vectors. 4 or 5 latent variables (LVs) 
were chosen for all elements, as they captured well over 90% of the X variance (Figure 
32).   
As shown by their regression vectors and correlation (r>0.87), aluminium and iron are 
very highly correlated. They have similar relationships to the other soil constituents, 
resulting in the similarity in regression vectors. The aluminium regression vector shows 
peaks at 3640 and 1630cm-1 relating to the aluminosilicate component such as illites 
and smectites.  
The second strong visible band ranges from 1700 to 2000cm-1, the combination 
vibrational peaks of quartz (Janik, Skjemstad et al. 1995) It is showing a negative 
correlation, as well as another sharp quartz peak at 1050cm-1 (Nguyen 1991). The 
regression vector for iron is almost identical, with a possible peak at 785cm-1 due to 
iron oxides or oxy-hydroxides.  
Calcium, present as the carbonate in soil has strong calcite peaks at 1796cm-1 as well 
as smaller peaks from the C=O at 2900–2800cm-1. However the dominant calcite peak 
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at around 2500cm-1 is missing, implying that the soils have low calcium levels. Silicon is 
the main component of crystalline silicates and exhibits strong quartz bands in the 
region from 1700–2000cm-1 as well as the sharp peak at 1050cm-1. The Si–O–Si 
stretch is present at 1022–1100cm-1, indicating that some silicates are present as sheet 
silicates such as micas (illite) or kaolinite (Langford 2011). The presence of kaolinite is 
also confirmed by the two peaks at ~3650cm-1. Potassium is also a component of clay 
minerals, specifically micas and acts as a bod in interlayer region between Si–Al 
sheets. Quartz peaks are dominant at 1033, 1265, 1745 and 2163cm-1 both positively 
and negatively correlated. There is a positive relationship with the kaolinite peaks at 
~3650cm-1.  
Magnesium, present in some clay minerals, has high correlation to both Al and Fe 
(r>0.88 and r>0.85 respectively) and gives rise to a similar regression vector to both 
with the dominant features being the positive quartz peak at 1250cm-1, along with the 
inverse quartz peak at 1050cm-1. This is confirmed by checking the correlation of Mg to 
the clay composition determined in chapter 2, with a correlation of r=0.8. 
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Figure 32. Regression vectors of major soil components 
Source: Author 
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4.6.2 Some Minor Inorganic Constituents 
Copper is a micronutrient in soil. It is involved in photosynthesis processes and enzyme 
systems (Benton Jones Jr 2012). Copper deficiency is widespread and occurs in 
various plant species grown on differing soil types (Reuter 1075, Stephens 1958, 
Gartrell 1981). Manganese is crucial in many different plant functions, e.g. 
photosynthesis and respiration as it forms bridges between enzymes and their 
substrates. Strontium may substitute for Ca2+ and K+ in a variety of rock forming 
minerals, including gypsum, feldspar and especially calcite. Strontium is easily 
mobilised during weathering, especially in oxidising acid environments, and is 
incorporated in clay minerals and strongly fixed by organic matter. The Sr content in 
soils is highly dependent on parent material and climate. Because of its ability to 
substitute for Ca2+ in living organisms, concerns have been caused by the highly 
radiotoxic 90Sr. Titanium is widely distributed in the Earth’s crust and its presence in soil 
is mainly due to the parent material (Kabata-Pendias 2001).   
Vanadium is present in most soils, always bound to other elements. They are usually 
very soluble and so easily distributed through the environment. It is also an essential 
component of some enzymes, particularly vanadium nitrogenase, utilised by some 
nitrogen-fixing microorganisms (Hu 2012).   
The prediction of elements in soil using MIR spectroscopy is fast, environmentally 
friendly and non-destructive, whilst containing comprehensive information about the 
composition of these analytes. Inorganic components, such as kaolin, illites and 
smectites, quartz and carbonate absorb at vibrational frequencies characteristic of their 
functional groups. Certain metals in soil can also be predicted due to the spectral 
absorptions of minor amounts of metal oxides, cations and anions, or by anomalies of 
spectral peaks due to the addition of these elements into the mineral structures (Van 
der Marel 1976, Nguyen 1991).  
Siebielec et al (Siebielec 2004) analysed 6 metals (Zn, Pb, Cd, Cu, Ni and Fe) using 
DRIFT with PLS regression, showing good correlations (R2>0.7) for all determined, 
however for certain calibrations up to 14 LVs were used. No discussion of regression 
vectors was made. Reeves et al picked 48 analytes whose concentration had been 
determined by ICP for PLS regression with MIR spectra. Results varied, with a TC r2 of 
0.6 which is much lower than in other literature or results presented here; again no 
mention was made of regression vectors or even number of LVs used to produce the 
calibrations. 
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Bertrand et al (Bertrand 2002) used MIR with PLs to determine micronutrients in 48 
soils with overall good calibrations e.g. R2=0.8 for Mn, yet concluded that direct 
measurement of this was impossible at such low concentrations and correlations must 
relate to other soil properties involving the major soil components.  They concluded that 
while some micronutrients (Zn, Mn, Cu) absorb strongly in MIR, their direct detection at 
levels less than 1000ppm was unlikely and the good regressions due to the association 
of the metals with strongly –OH absorbing groups, at clay surfaces or with OM 
(Magdoff and Weil 2004).  
4.6.3 Results and Discussion 
The modelled calibration graphs for the minor elemental species are presented in  
Figure 31 and the appropriate regression vectors in Figure 33. 
Minor components exhibited moderate to poor correlations, V (R2=0.63) to Cu 
(R2=0.38). Some of the elements demonstrate a strong relationship with soil Al and Fe 
(Baize 1997, Hamon 2004) thought to be due to the binding of these metals into the 
matrix of the oxides, reducing leaching over time. 
Minor components have similar regression vectors, however correlate to different major 
elements. Copper shows strong negative correlations with both characteristic kaolinite 
and quartz bands, demonstrating that they are strongly bound to these constituents 
(Song, Li et al. 2012). Another demonstrative feature in the regression vector is the 
organic matter alkyl peaks at 2800–2900cm-1. Soriano-Disla (Soriano-Disla, Janik et al. 
2013) demonstrated the high correlation of copper to iron and aluminium, however 
looking inTable 17, my results indicate barely any correlation. Manganese and 
strontium are both highly correlated to calcium (r>0.81 and 0.74 respectively). Their 
regression vectors are dominated by the quartz bands located between 1700–2000cm-
1.   Strontium also exhibits the same peak as K at 2300cm-1. Titanium’s regression 
vector is identical to that of vanadium, having a correlation to V of r>0.92. The 
concentration of titanium is characterized by the inverse relationship with most major 
soil attributes such as the quartz bands from 1250–2000cm-1. There is a positive 
correlation to kaolinite in both vanadium and titanium, with minor peaks at 670, 740, 
780 and 860cm-1 possibly due to the Ti-O bond of ilmenite or rutile (Soriano-Disla, 
Janik et al. 2013).  
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Figure 33. Regression vectors of minor soil components 
 
Source: Author. 
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4.7 Conclusion 
 
The determination of the essential elements N, P and S was partly successful.  
Phosphorus was unsuccessfully determined, with an r2 of 0.74, this might be due to the 
samples having low clay content as seen in Chapter 2. As the amount of clay in soil 
increases, so does the amount of P, due to the binding of P to clays (specifically 
apatities)  (Stevenson 1999). Further studies should be done by splitting samples into 
groups according to soil type.  
The determination of S in soil samples was more successful. Two indicative peaks 
seem to be the S=O asymmetric stretch and the S–N stretch. This method has not 
been previously reported. 
As Al, Mg, Ca, Fe, K and Si are major constituents of clay minerals and other rock 
constituents, the relationships between these elements and minor elements can be 
utilised. Iron oxides are well known sinks for most trace metals, forming strong 
relationships between the soil iron and trace elements, which have been previously 
used to determine “background” concentrations (Baize 1997, Hamon 2004). Most 
minor elements do not exhibit strong correlations to iron as previously reported (Janik, 
Merry et al. 1998, Reeves III and Smith 2009, Soriano-Disla, Janik et al. 2013), yet 
relatively high correlations to calcium for copper, manganese and strontium are present 
here.  
Results show that it is possible to use DRIFT complimented with PLS to construct 
multivariate prediction models for certain elements, with successful to moderate 
calibrations. Some prediction models outperformed previous studies, such as for Al 
(R2=0.94) and Mg (R2=0.87), Mn (R2=0.64), others had a slightly lower coefficient of 
determination. Results show that while prediction of major soil components is possible, 
prediction of minor soil elements and micronutrients gives poor correlations. These 
results are to be expected, since concentrations of these minor elements are too low to 
be directly measured and must be associated with major soil constituents (clays, 
organic matter or Fe and Al oxides). To conclude, while the possibility of indirectly 
measuring minor element concentration might give moderate calibrations, it is not a 
reliable method for total elemental determination. 
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5 Conclusion 
This work examined the spectroscopic analysis of some Australian soil samples using 
x-ray fluorescence (XRF) and mid-infrared analysis complimented with chemometric 
applications such as principal component (PCA) analysis and partial least-squares 
(PLS) analysis.  
Soil concentrations were determined using XRF analysis and a calibration model 
established using a sample set with known textural data. PCA on all 18 elements 
analysed showed that only the major soil constituents played a role in the distribution of 
samples. 7 oxides were chosen as the X data set and each textural class as the Y data 
set. Using the Wimmera samples as the calibration set as their percentage composition 
was known, textural composition for each class was then predicted using the BHF 
sample set. Clay and sand calibrations gave an R2 of >0.9 and silt was calculated by 
subtraction. Samples were then placed in the Australian soil triangle and the soil 
classes superimposed, giving mostly correct classifications.  
Calibration is improved by adding more latent variables and removing outliers. This 
method is a straightforward method to determine soil texture as an alternative to time-
consuming mechanical analysis and can be used in agriculture and environmental 
analysis.  
DRIFT complemented with PLS is successful in the determination of total and organic 
carbon, using 3 and 5 latent variables respectively. Dumas determined C values were 
used for validating LOI calculated values for total and organic and inorganic carbon. 
Calculated SEP were much lower than those recently reviewed. Inorganic carbon was 
unsuccessfully determined, which is most likely due to the due to the incomplete 
combustion of carbon using a temperature of only 800°C for loss-on-ignition. 
Carbon analysis using MIR is a viable method and the two C–H alkyl peaks at 2850 and 
2900cm-1, as well as the carbonate peaks at 2500 and 1450cm-1 are often very dominant 
in soil samples and can therefore be processed with appropriate chemometric analysis, 
in this case PLS.   
The essential elements N, P and S were studied using both XRF and MIR. Dumas 
determined values were used as validation for nitrogen, with XRF determined 
concentrations as validation for both P and S. 
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Spectra were regressed against XRF concentrations, with 85 samples used for 
calibration and the remaining 10 as a validation set giving R2 values of 0.74 and 0.94 
respectively.  
Two indicative S peaks in IR spectra were determined, the S=O asymmetric stretch 
and the S–N stretch which can be used for further research focussing only on these 
areas. This method has not previously been reported and is promising in using MIR to 
analyse sulfur concentrations in soil.  
This research certainly has the possibility for expansion. Whilst TN is easily 
determined, the high correlation of nitrogen to carbon masks any indicative peaks to 
nitrogen only. To that extent, further work should be done using the standard addition 
method with other nitrogen containing compounds, such as urea and nitrate to isolate 
the N–H peak. 
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Appendix A: XRF concentrations for all 95 samples, all elements determined 
Column1 Ba Cr Cu Mn Ni P Rb S Sr Ti V Zn SiO2 Al2O3 Fe2O3 MgO CaO K2O TiO2 
C1A 0 74 40 172 30 946 32 624 41 6577 67 0 76.20 5.60 1.65 0.29 0.38 0.47 1.10 
C1C 0 86 46 207 31 1017 34 630 51 9869 106 39 74.65 7.05 2.78 0.35 0.50 0.48 1.65 
C1F 194 331 36 61 33 130 32 211 17 6677 85 0 71.00 12.61 3.59 0.46 0.08 0.4 1.11 
C2B 266 63 37 74 0 440 30 296 25 7166 76 0 80.86 6.99 1.57 0.22 0.16 0.46 1.20 
C2C 244 81 36 57 0 258 0 231 18 7195 78 0 81.32 7.56 1.81 0.21 0.11 0.43 1.20 
C2D 0 76 36 55 0 184 0 201 18 7239 83 0 81.66 7.60 1.85 0.21 0.09 0.41 1.21 
C3A 257 85 43 191 34 918 34 662 51 8819 98 32 75.37 6.74 2.42 0.34 0.50 0.46 1.47 
C3C 224 95 36 61 0 214 0 213 21 9154 113 0 77.95 10.41 3.07 0.27 0.13 0.34 1.53 
C4A 0 119 40 308 41 796 32 501 49 13572 156 36 69.83 10.74 4.12 0.41 0.46 0.44 2.26 
C4B 0 131 43 222 39 524 29 383 37 14332 179 29 68.27 12.92 4.75 0.42 0.32 0.37 2.39 
C4F 0 170 39 96 40 152 0 280 17 12660 182 0 61.96 17.86 6.45 0.51 0.12 0.29 2.11 
C5A 0 231 47 245 40 1065 32 592 54 12936 142 42 73.64 8.42 4.07 0.40 0.43 0.46 2.16 
C5C 0 197 42 134 31 389 0 265 30 14227 165 25 75.80 11.21 4.57 0.37 0.20 0.33 2.37 
C5D 0 114 41 108 34 248 0 213 25 13640 159 0 73.08 11.97 4.93 0.37 0.15 0.31 2.28 
C5E 196 116 42 91 35 199 0 218 21 13141 169 0 70.14 14.31 6.00 0.48 0.13 0.31 2.19 
Q1S1a 0 70 55 141 0 1135 0 553 21 8631 98 52 78.59 6.85 2.03 0.23 0.33 0.29 1.44 
Q1S1b 0 70 54 137 0 952 0 512 22 8478 97 48 79.81 6.89 2.23 0.21 0.28 0.28 1.41 
Q1S1c 194 80 43 116 0 535 0 349 19 8611 103 28 79.82 7.95 2.58 0.21 0.19 0.26 1.44 
Q1S1d 236 78 40 93 0 217 0 222 16 8546 99 0 78.60 10.00 2.97 0.24 0.12 0.26 1.43 
Q1S1e 0 94 38 55 30 159 0 233 17 8388 111 0 75.32 11.78 3.53 0.32 0.09 0.27 1.40 
Q1S2a 0 72 61 214 0 1713 0 828 24 7256 86 70 72.48 6.36 2.20 0.27 0.47 0.36 1.21 
Q1S2b 205 76 54 177 27 1292 0 656 22 6925 84 45 75.08 6.68 2.24 0.24 0.39 0.31 1.16 
Q1S2d 0 71 35 59 0 314 0 206 13 6607 86 0 82.08 6.08 2.45 0.13 0.11 0.25 1.10 
Q1S2e 175 99 0 46 29 215 0 221 13 6877 95 0 73.02 11.39 4.33 0.27 0.11 0.32 1.15 
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Q1S2f 0 204 35 62 54 175 50 285 21 7247 123 0 56.29 19.46 6.72 0.63 0.14 0.48 1.21 
Q1S3a 200 79 85 115 0 2530 0 1303 21 6421 78 110 73.31 3.93 2.20 0.24 0.39 0.32 1.07 
Q1S3b 0 86 71 115 0 1580 0 995 20 6437 72 76 75.10 4.74 1.94 0.22 0.32 0.27 1.07 
Q1S3c 0 79 58 94 0 1037 0 695 15 6263 68 56 79.13 4.88 1.53 0.17 0.22 0.24 1.04 
Q1S3d 0 73 40 43 0 295 0 267 11 5717 68 0 83.76 4.30 1.74 0.10 0.08 0.19 0.95 
Q1S3e 174 133 35 46 29 145 30 253 14 6533 94 0 69.94 13.33 4.19 0.40 0.08 0.33 1.09 
Q1S4a 0 76 69 104 0 1840 0 956 22 7045 80 86 75.60 5.17 2.15 0.23 0.37 0.32 1.18 
Q1S4c 0 75 42 74 0 607 0 518 17 6614 77 0 79.76 5.95 1.95 0.17 0.19 0.25 1.10 
Q1S4d 0 87 39 45 0 228 0 285 14 6518 83 0 76.51 9.27 3.11 0.23 0.11 0.26 1.09 
Q1S4e 0 258 37 54 44 154 43 322 20 6776 106 0 61.37 16.70 5.96 0.53 0.11 0.39 1.13 
Q1S4f 0 168 41 47 53 135 54 358 23 6954 112 26 58.58 18.20 5.60 0.68 0.10 0.44 1.16 
Q1S5b 0 74 50 77 0 714 0 490 16 6423 79 33 79.36 5.76 1.79 0.16 0.20 0.24 1.07 
Q1S5c 0 73 39 53 0 327 0 296 11 6176 68 0 82.30 5.24 1.42 0.12 0.12 0.21 1.03 
Q1S5d 0 68 34 39 0 132 0 151 10 6032 71 0 84.44 4.20 2.11 0.08 0.06 0.19 1.01 
Q1S5e 0 271 36 0 0 157 33 243 16 6699 106 19 66.27 14.67 5.25 0.44 0.08 0.35 1.12 
Q1S5f 0 213 39 55 45 114 51 332 19 6884 115 26 60.41 17.64 5.81 0.67 0.07 0.45 1.15 
Q3S1a 249 75 90 89 0 2373 0 1221 29 8436 99 128 76.46 4.45 2.77 0.28 0.37 0.37 1.41 
Q3S1b 221 85 51 64 28 814 0 661 21 8407 97 46 79.85 6.61 2.33 0.26 0.21 0.33 1.40 
Q3S1d 215 84 42 53 0 265 0 311 19 8551 100 0 80.49 8.42 2.23 0.27 0.11 0.31 1.43 
Q3S1e 0 94 40 48 0 222 30 294 23 8529 99 0 79.81 9.79 2.56 0.33 0.11 0.33 1.42 
Q3S1f 210 169 39 56 36 206 38 323 24 8443 100 25 73.02 12.33 3.32 0.53 0.11 0.39 1.41 
Q3S2a 236 78 43 106 0 391 0 340 28 9072 103 0 79.69 8.44 2.56 0.26 0.23 0.37 1.51 
Q3S2b 0 75 52 97 0 1222 0 768 19 7101 82 48 77.19 5.82 2.03 0.21 0.27 0.28 1.18 
Q3S2c 0 71 45 70 0 658 0 476 13 6868 88 30 78.82 6.28 3.08 0.17 0.16 0.24 1.15 
Q3S2d 163 108 39 43 34 206 30 293 15 6762 96 19 69.46 13.31 4.41 0.37 0.09 0.31 1.13 
Q3S2f 190 131 37 47 68 115 60 543 23 6585 125 27 52.24 18.54 7.37 0.71 0.07 0.49 1.10 
Q3S3a 263 83 78 105 33 2004 33 1231 30 8238 102 104 73.23 5.33 3.18 0.32 0.38 0.41 1.37 
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Q3S3b 242 82 54 99 0 1238 30 804 26 8712 101 58 75.59 6.88 2.98 0.29 0.31 0.36 1.45 
Q3S3c 0 81 42 65 0 419 0 351 18 8909 98 0 79.64 8.18 2.70 0.24 0.15 0.31 1.49 
Q3S3d 196 83 34 53 0 169 0 226 17 8820 106 0 79.49 9.10 2.72 0.25 0.09 0.3 1.47 
Q3S3e 0 84 37 47 29 147 0 243 18 8584 111 0 78.00 10.19 3.15 0.31 0.08 0.32 1.43 
Q3S4a 247 82 77 86 0 1799 29 879 32 9766 120 90 75.90 6.65 3.26 0.29 0.32 0.35 1.63 
Q3S4b 0 88 53 69 27 820 0 576 26 9980 122 47 77.52 8.00 3.11 0.28 0.24 0.32 1.66 
Q3S4c 242 88 43 61 31 366 31 374 24 10187 119 0 77.43 9.97 3.38 0.31 0.16 0.31 1.70 
Q3S4d 241 108 39 52 33 260 33 306 22 9903 126 0 73.62 12.60 4.32 0.39 0.12 0.33 1.65 
Q3S4e 210 117 39 46 36 159 36 306 24 9648 129 0 71.15 13.85 4.54 0.46 0.10 0.34 1.61 
Q3S5b 235 71 44 93 0 654 0 495 22 8848 99 34 81.53 6.57 2.02 0.22 0.24 0.33 1.48 
Q3S5c 0 67 40 68 0 312 0 275 22 8906 100 0 81.68 7.86 2.45 0.22 0.16 0.32 1.49 
Q3S5d 0 82 37 57 0 198 0 224 19 8750 100 0 80.85 8.57 2.64 0.25 0.12 0.32 1.46 
Q3S5e 208 139 39 54 34 182 34 306 22 8546 110 0 75.05 11.83 3.31 0.43 0.12 0.38 1.43 
Q3S5f 281 235 38 66 40 131 44 338 24 8348 109 0 70.10 13.62 4.20 0.61 0.12 0.44 1.39 
Q5S1a 255 81 80 88 0 2121 0 1148 27 8519 100 119 76.95 4.67 2.60 0.27 0.35 0.36 1.42 
Q5S1b 0 138 52 82 29 829 0 566 27 11624 139 43 76.17 9.05 3.86 0.31 0.25 0.31 1.94 
Q5S1c 198 239 38 67 32 320 26 309 24 11959 151 0 75.27 11.63 4.24 0.34 0.15 0.29 1.99 
Q5S1d 214 129 39 55 32 170 30 285 22 11713 151 0 70.27 13.65 4.89 0.42 0.11 0.3 1.95 
Q5S1f 192 199 41 56 41 143 35 305 22 11153 156 0 66.88 15.71 5.10 0.56 0.08 0.32 1.86 
Q5S2a 216 88 57 95 30 1046 0 623 23 10569 124 51 76.12 7.36 3.08 0.26 0.32 0.3 1.76 
Q5S2b 0 196 41 72 29 512 0 357 21 10520 122 0 80.49 8.45 3.19 0.26 0.19 0.29 1.75 
Q5S2d 0 113 38 52 0 196 0 233 18 10124 120 0 76.45 10.87 3.37 0.31 0.10 0.28 1.69 
Q5S2e 0 302 40 63 35 191 0 226 16 10194 125 0 75.22 12.56 3.99 0.38 0.09 0.28 1.70 
Q5S2f 0 268 40 59 33 138 0 229 16 9857 126 0 72.66 13.66 3.92 0.45 0.08 0.29 1.64 
Q5S3a 0 147 70 122 0 1515 0 946 28 10399 121 80 77.40 5.71 3.09 0.28 0.36 0.34 1.73 
Q5S3b 232 85 46 98 0 726 0 541 22 10324 124 38 78.01 7.07 3.09 0.24 0.26 0.3 1.72 
Q5S3c 255 83 43 75 0 434 0 367 23 10242 122 26 76.36 8.13 3.84 0.25 0.25 0.28 1.71 
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Q5S3d 220 88 43 59 0 210 0 241 20 10186 118 0 77.21 9.45 3.69 0.29 0.00 0.28 1.70 
Q5S3e 227 200 41 57 0 142 0 200 21 10321 126 0 74.60 11.57 3.82 0.39 0.12 0.3 1.72 
Q5S4a 0 89 89 138 32 2095 30 1014 38 10733 131 120 74.09 5.83 3.49 0.28 0.42 0.36 1.79 
Q5S4b 0 94 66 102 29 1171 0 728 30 11032 127 61 76.62 7.07 3.60 0.28 0.31 0.33 1.84 
Q5S4c 229 108 44 70 31 345 0 344 24 11488 139 0 77.17 9.66 3.60 0.30 0.18 0.31 1.92 
Q5S4d 0 169 40 56 37 201 0 257 24 11140 145 0 71.42 13.52 4.44 0.46 0.14 0.33 1.86 
Q5S4e 0 221 41 56 41 180 32 290 29 11143 147 0 69.70 14.20 4.13 0.52 0.12 0.33 1.86 
Q5S4f 196 200 38 57 37 136 27 301 24 10690 142 0 69.22 14.23 4.92 0.51 0.10 0.32 1.78 
Q5S5a 0 92 100 118 36 2545 0 1411 34 10348 130 148 70.81 4.68 3.95 0.33 0.44 0.37 1.73 
Q5S5b 0 89 61 98 0 1034 0 726 27 10841 135 62 74.23 7.49 3.60 0.29 0.32 0.31 1.81 
Q5S5c 0 93 44 65 29 350 0 382 21 11030 132 27 76.11 9.62 3.73 0.29 0.18 0.29 1.84 
Q5S5d 0 110 42 52 32 223 0 255 21 11025 136 0 74.47 11.95 3.83 0.35 0.13 0.29 1.84 
Q5S5e 0 170 41 58 35 156 0 261 19 10722 141 0 70.79 13.51 4.43 0.43 0.10 0.29 1.79 
Q5S5f 0 181 39 49 35 146 0 290 19 10417 141 0 68.35 14.25 5.14 0.48 0.09 0.29 1.74 
TP1 221 68 80 141 28 2266 0 1074 21 6964 84 106 73.17 5.06 2.41 0.25 0.40 0.34 1.16 
TP3 246 72 80 118 0 1928 0 1087 27 8353 100 104 75.92 5.00 2.61 0.27 0.38 0.37 1.39 
TP5 0 111 44 173 0 491 0 342 34 13850 158 28 73.61 10.43 4.42 0.36 0.25 0.35 2.31 
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Appendix B: Measured oxide concentrations and provided texture composition data from the 
Wimmera soil samples 
Sample Class 
Na2O 
(%) 
MgO 
(%) 
Al2O3 
(%) 
SiO2 
(%) 
K2O 
(%) 
CaO 
(%) 
TiO2 
(%) 
Fe2O3 
(%) Sample 
Total 
Sand 
% Slit % Clay % 
1121 3 0.16 0.67 28.47 45.24 0.97 0.26 1.21 9.85 1121 12.4 2 79 
1137 5 0.11 1.47 19.09 56.4 3.79 0.58 0.93 8.03 1137 14.9 14.5 65 
1136 5 0.1 1.23 17.59 57.71 3.72 0.65 0.93 7.28 1136 15.5 18.5 61 
1019 4 0.42 2.17 10.43 31.14 1.34 29.02 0.61 5.31 1019 15.6 5.5 35 
1135 5 0.12 1.07 16.08 58.87 3.55 0.7 0.92 6.52 1135 18.9 20 52.5 
1023 4 0.21 1.5 8.85 25.16 1.23 36.3 0.54 4.64 1023 19 3.5 29.5 
1049 5 0.23 1.78 16.83 56.41 2.44 2.82 0.94 6.49 1049 21.6 7.5 58 
1051 5 0.39 1.99 15.91 58.09 2.35 2.97 0.94 5.96 1051 23.6 10 54.5 
1113 4 0.17 0.63 28.04 43.43 1.04 0.24 1.13 10.74 1113 24.9 2.5 67.5 
1097 5 0.32 1.26 19.55 55.5 2.03 0.97 1.03 6.89 1097 26.5 5 58 
1082 4 0.17 0.7 25.15 45.89 1.01 0.19 1.06 10.12 1082 27.2 2 64 
1018 4 0.37 1.59 19.68 51.97 2.03 2.6 0.84 7.57 1018 27.6 6 56.5 
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1140 5 0.17 1.66 18.77 54.64 2.26 1.19 0.86 7.32 1140 27.7 6.5 56.5 
1048 5 0.22 1.44 16.38 54.93 2.35 3.39 0.9 6.17 1048 28.8 7 51.5 
1026 5 0.37 1.86 18.56 55.18 2.18 1.3 0.92 7.02 1026 29.1 7 54 
1025 5 0.24 1.47 18.1 55.9 2.08 1.39 0.91 6.86 1025 29.8 7.5 53 
1013 4 0.09 1.08 10.22 30.92 1.13 30.34 0.54 4.68 1013 30.3 2.5 29 
1024 5 0.17 1.5 16.78 55.75 2.27 2.35 0.91 6.44 1024 30.8 8.5 48.5 
1114 3 0.17 0.66 28.26 44.99 0.94 0.15 0.96 8.72 1114 31.2 1.5 62 
1069 5 0.38 1.74 20.08 54.68 1.77 0.62 0.87 6.98 1069 31.7 6 54.5 
1033 4 0.75 1.94 13.7 45.78 1.58 12.37 0.73 5.95 1033 33.6 5.5 40.5 
1056 4 0.7 2.27 15.49 50.08 2.08 7.86 0.72 5.93 1056 35.2 4.5 45 
1096 5 0.19 1.17 17.27 56.65 1.88 1.86 0.92 5.61 1096 36 7 48 
1067 5 0.24 1.25 19.09 56.53 1.66 0.65 0.87 6.43 1067 37.1 5.5 50.5 
1032 5 0.68 1.7 18.27 55.17 1.83 0.76 0.86 7.03 1032 37.4 6.5 48.5 
1022 4 0.4 1.36 14.68 45.1 2 11.67 0.76 5.84 1022 38.7 5.5 38 
1107 4 0.2 0.61 23.7 48.14 0.92 0.19 1.28 9.38 1107 41.5 1.5 51 
1055 5 0.21 1.55 17.72 55.61 2.18 1.61 0.75 5.99 1055 43.6 3.5 44 
1068 5 0.31 1.36 18.35 56.44 1.64 0.64 0.84 6.23 1068 43.6 7 43 
  
97 
 
1083 3 0.22 0.78 24.53 48.72 0.98 0.18 0.9 7.3 1083 43.8 2 49.5 
1075 5 0.25 1.08 18.58 57.46 1.19 0.25 0.91 6.03 1075 44.6 5.5 44 
1054 5 0.2 1.27 15.19 54.8 2.05 2.34 0.74 5.36 1054 45.7 5 38.5 
1000 3 0.31 1.08 22.57 48.82 2.17 1.15 0.83 7.17 1000 47.8 1.5 46 
1012 5 0.47 1.26 18.1 52.44 1.95 2.69 0.77 6.3 1012 49.1 3.5 39.5 
1060 5 0.4 1.43 19.92 54.18 1.18 0.44 0.92 6.68 1060 49.8 3.5 40.5 
1091 5 0.21 0.97 17.98 57.56 1.48 0.6 0.85 5.76 1091 51.3 6 38.5 
1139 5 0.16 1.15 15.48 55.09 1.86 1.63 0.8 6.56 1139 51.6 6 34.5 
1108 3 0.22 0.66 23.31 49.77 0.75 0.18 0.84 6.95 1108 53.5 1.5 40.5 
1017 5 0.43 1.1 14.72 56.98 1.98 1.95 0.81 5.09 1017 54 9 29.5 
1061 5 0.51 2.17 16.68 57.36 1.07 1.27 0.8 5.28 1061 54.7 3 35 
1038 5 0.27 1.27 16.84 56.43 1.89 0.65 0.74 5.04 1038 58.1 3 34 
1092 1 0.23 1.34 15.27 60.69 1.45 0.76 0.79 4.25 1092 58.5 6 31.5 
1006 5 0.6 1.51 16.37 56.23 1.9 0.52 0.69 4.98 1006 58.8 3.5 32 
1044 3 0.34 0.86 19.11 54.69 1.41 0.27 0.85 5.08 1044 58.8 3 35 
1039 3 0.33 1.54 16.54 53.6 1.85 3.73 0.7 4.82 1039 60.2 2 30.5 
1098 1 0.39 0.58 9.9 69.53 1.32 0.55 0.84 2.35 1098 61.8 12 21.5 
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1031 1 0.36 0.95 11.98 62.7 1.43 0.61 0.69 3.63 1031 62.9 8 23.5 
1046 3 0.47 1.09 18.43 49.41 1.13 3.16 0.65 4.07 1046 65.4 0.5 27.5 
1005 5 0.44 1.19 15.53 56.37 1.85 0.59 0.7 4.58 1005 66 4 26 
1076 1 0.45 0.91 13.65 60.28 0.97 0.19 0.73 3.54 1076 70.2 5.5 22 
1117 1 0.16 0.23 8.11 66.82 0.62 0.24 0.85 3.07 1117 71.5 11.5 13 
1065 1 0.3 0.37 6.47 64.41 1.1 0.65 0.66 1.71 1065 72.1 8.5 11.5 
1011 1 0.34 0.77 10.98 60.52 1.58 1.8 0.59 3.08 1011 72.4 6 17 
1073 1 0.2 0.49 6.02 53.7 0.76 1.54 0.58 2.23 1073 72.5 5.5 10.5 
1001 3 0.28 0.96 18.81 52.72 1.73 0.93 0.54 4.59 1001 73.2 2 22.5 
1089 1 0.2 0.34 4.01 60.23 0.79 2.59 0.49 1.15 1089 74.2 8 8.5 
1141 1 0.41 0.16 10.08 62.92 3.52 0.28 0.74 1.82 1141 74.3 10.5 10.5 
1120 2 0.19 0.2 8.68 60.75 0.59 0.11 0.91 8.57 1120 74.4 10.5 14 
1037 1 0.23 0.68 10.18 58.04 1.2 0.76 0.54 2.65 1037 74.5 3.5 15 
1118 1 0.2 0.13 5.15 73.65 0.54 0.11 0.81 2.47 1118 79.5 11 8 
1058 1 0.38 0.51 7.15 59.52 0.83 0.94 0.54 1.94 1058 80.4 4.5 8 
1004 1 0.23 0.46 7.37 63.73 1.16 0.49 0.45 1.75 1004 80.6 4.5 10 
1066 1 0.36 0.19 4.23 77.63 0.87 0.19 0.58 0.89 1066 81.4 10 7.5 
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1080 1 0.13 0.17 4.03 63.44 0.45 0.39 0.51 1.18 1080 84.7 4 5.5 
1042 1 0.18 0.34 5.88 55.8 0.68 0.72 0.4 0.94 1042 85.2 3.5 5 
1111 1 0.13 0.15 5.89 63.71 0.48 0.13 0.49 1.05 1111 86 3 5 
1090 1 0.25 0.07 2.25 78.06 0.65 0.12 0.43 0.59 1090 88.7 6.5 4 
1104 1 0.18 0.13 3.45 62.83 0.4 0.54 0.38 2.18 1104 89 2 4 
998 1 0.14 0.2 4.48 58.64 0.79 0.41 0.25 0.7 998 90.9 3 3.5 
1081 1 0.15 0.06 2 67.76 0.39 0.09 0.42 0.79 1081 91.5 2.5 3 
1105 1 0.1 0.04 1.5 63.87 0.24 0.06 0.26 0.36 1105 94 2.5 1.5 
999 1 0.16 0.14 3.6 63.22 0.72 0.18 0.2 0.48 999 94.8 1.5 2.5 
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Appendix C: Soil type assignment by composition using R 
software 
 
  
Sample Clay % Sand % Silt % Texture 
1 14.05 62.72 23.23 Lo 
2 25.96 36.29 37.75 SiLo 
3 27.18 55.40 17.42 ClLo 
4 16.12 60.79 23.09 Lo 
5 17.34 60.49 22.17 Lo 
6 17.54 60.34 22.12 Lo 
7 22.35 44.68 32.97 SiLo 
8 27.70 43.45 28.85 SiClLo 
9 40.66 7.04 52.30 SiCl 
10 45.80 0.79 53.40 SiCl 
11 52.32 6.25 41.43 SiCl 
12 37.55 12.14 50.31 SiClLo 
13 43.63 4.52 51.85 SiCl 
14 44.15 6.91 48.94 SiCl 
15 49.28 5.61 45.11 SiCl 
16 19.67 50.44 29.89 SiLo 
17 20.03 51.53 28.44 SiLo 
18 22.31 50.02 27.67 SiLo 
19 25.43 48.83 25.75 Lo 
20 28.79 46.93 24.28 ClLo 
21 17.10 57.03 25.88 Lo 
22 16.69 60.49 22.82 Lo 
23 15.92 65.38 18.70 Lo 
24 27.73 55.04 17.23 ClLo 
25 44.75 38.69 16.56 Clay 
26 13.01 63.71 23.28 Lo 
27 12.72 65.25 22.02 Lo 
28 11.12 68.94 19.94 LoSa 
29 10.01 74.26 15.73 LoSa 
30 28.86 55.73 15.41 ClLo 
31 15.34 60.06 24.60 Lo 
32 14.24 65.54 20.22 Lo 
33 21.00 61.97 17.03 Lo 
34 38.39 46.46 15.15 Clay 
35 39.72 43.70 16.57 Clay 
36 13.04 67.33 19.63 Lo 
37 10.76 71.24 18.00 LoSa 
38 11.71 71.62 16.67 Lo 
39 33.86 50.85 15.29 ClLo 
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40 39.88 44.11 16.01 Clay 
41 19.99 48.51 31.51 SiLo 
42 20.48 50.87 28.65 SiLo 
43 22.09 50.31 27.60 SiLo 
44 24.78 48.56 26.66 SiLo 
45 30.19 43.42 26.39 SiClLo 
46 24.31 45.39 30.30 SiLo 
47 15.49 60.86 23.65 Lo 
48 18.63 61.08 20.28 Lo 
49 29.75 53.96 16.29 ClLo 
50 44.82 40.39 14.79 Clay 
51 21.83 47.48 30.69 SiLo 
52 23.35 45.87 30.78 SiLo 
53 23.85 46.97 29.18 SiLo 
54 24.56 47.48 27.96 SiLo 
55 26.85 46.79 26.35 SiClLo 
56 26.18 38.15 35.67 SiClLo 
57 27.27 37.75 34.98 SiClLo 
58 30.47 35.40 34.13 SiClLo 
59 35.66 33.10 31.24 SiClLo 
60 37.25 32.95 29.80 SiClLo 
61 20.14 49.46 30.40 SiLo 
62 22.83 48.08 29.09 SiLo 
63 23.88 48.24 27.88 SiLo 
64 29.50 44.20 26.30 SiClLo 
65 34.42 40.25 25.33 ClLo 
66 19.76 48.58 31.66 SiLo 
67 33.87 24.54 41.59 SiClLo 
68 38.08 21.13 40.79 SiClLo 
69 41.79 18.87 39.35 SiCl 
70 43.86 19.76 36.39 SiCl 
71 27.40 34.08 38.53 SiClLo 
72 28.96 35.18 35.87 SiClLo 
73 30.90 35.95 33.15 SiClLo 
74 34.89 33.09 32.02 SiClLo 
75 35.27 34.03 30.70 SiClLo 
76 26.00 34.91 39.09 SiClLo 
77 26.74 36.28 36.98 SiClLo 
78 29.86 34.70 35.44 SiClLo 
79 30.77 35.22 34.01 SiClLo 
80 33.87 31.97 34.16 SiClLo 
81 27.91 30.78 41.30 SiClLo 
82 30.06 29.31 40.63 SiClLo 
83 33.37 26.24 40.39 SiClLo 
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84 39.50 23.32 37.18 SiClLo 
85 39.32 23.06 37.62 SiClLo 
86 40.96 24.25 34.79 SiCl 
87 27.65 31.14 41.20 SiClLo 
88 29.81 30.19 39.99 SiClLo 
89 32.66 29.05 38.29 SiClLo 
90 35.33 27.72 36.95 SiClLo 
91 38.24 26.78 34.98 SiClLo 
92 40.76 26.06 33.18 SiCl 
93 15.91 59.17 24.93 Lo 
94 19.71 49.35 30.93 SiLo 
95 41.58 6.73 51.69 SiCl 
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Appendix D: Commercially determined N values 
Sample 
Total 
N (%) 
Sample 
Total 
N (%) 
Sample 
Total 
N (%) 
Sample 
Total 
N (%) 
Sample 
Total 
N (%) 
C1A 0.263 Q1S2A 0.355 Q3S1A 0.298 Q3S5B 0.189 Q5S4A 0.396 
C1C 0.072 Q1S2B 0.203 Q3S1B 0.126 Q3S5C 0.087 Q5S4B 0.291 
C1F 0.019 Q1S2D 0.031 Q3S1D 0.046 Q3S5D 0.047 Q5S4C 0.119 
C2B 0.1 Q1S2E 0.039 Q3S1E 0.037 Q3S5E 0.042 Q5S4D 0.073 
C2C 0.064 Q1S2F 0.049 Q3S1F 0.032 Q3S5F 0.043 Q5S4E 0.072 
C2D 0.047 Q1S3A 0.365 Q3S2A 0.245 Q5S1A 0.324 Q5S4F 0.058 
C3A 0.331 Q1S3B 0.252 Q3S2B 0.22 Q5S1B 0.219 Q5S5A 0.408 
C3C 0.055 Q1S3C 0.156 Q3S2C 0.101 Q5S1C 0.107 Q5S5B 0.269 
C4A 0.316 Q1S3D 0.026 Q3S2D 0.043 Q5S1D 0.083 Q5S5C 0.122 
C4B 0.196 Q1S3E 0.113 Q3S2F 0.043 Q5S1F 0.051 Q5S5D 0.079 
C4F 0.046 Q1S4A 0.259 Q3S3A 0.293 Q5S2A 0.295 Q5S5E 0.058 
C5A 0.344 Q1S4C 0.108 Q3S3B 0.239 Q5S2B 0.145 Q5S5F 0.046 
C5C 0.113 Q1S4D 0.042 Q3S3C 0.1 Q5S2D 0.076 TP1 0.306 
C5D 0.074 Q1S4E 0.054 Q3S3D 0.045 Q5S2E 0.066 TP3 0.282 
C5E 0.044 Q1S4F 0.043 Q3S3E 0.032 Q5S2F 0.056 TP5 0.411 
Q1S1A 0.23 Q1S5B 0.079 Q3S4A 0.286 Q5S3A 0.3     
Q1S1B 0.197 Q1S5C 0.039 Q3S4B 0.217 Q5S3B 0.227     
Q1S1C 0.048 Q1S5D 0.011 Q3S4C 0.122 Q5S3C 0.139     
Q1S1D 0.028 Q1S5E 0.021 Q3S4D 0.076 Q5S3D 0.078     
Q1S1E 0.108 Q1S5F 0.02 Q3S4E 0.07 Q5S3E 0.048     
 
 
 
 
