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Kapitel 1
Aufgabenstellung
Die Firewall, welche auf dem Server des Chemnitzer StudentenNetzes (CSN)
installiert ist, soll von ipchains auf iptables migriert werden. Die neue Fire-
wall soll so flexibel sein, das fu¨r jeden Nutzer im CSN individuelle Regeln
einstellbar sind. Dabei ist darauf zu achten, daß diese Firewall nicht zum
Engpaß hinsichtlich des Durchsatzes wird. Im Rahmen dieser Studienarbeit
ist ein Konzept fu¨r eine solche Firewall zu erarbeiten und anschließend zu
realisieren.
2
Kapitel 2
Einleitung
2.1 Motivation
Die vorliegende Arbeit beschreibt den Aufbau eines Firewall-Konzeptes und
deren Umsetzung mit Hilfe von iptables. Die Besonderheit an dieser Firewall
ist, das sie fu¨r eine relativ große Anzahl von Nutzern ausgelegt ist, welche
in einem bestimmten Rahmen individuelle Einstellungen fu¨r sich selbst vor-
nehmen ko¨nnen. Zu Anfang wird die Umgebung vorgestellt, in der die Fire-
wall zum Einsatz kommen soll. Anschließend erla¨utert ein kurzer U¨berblick
den Aufbau von iptables. Außerdem werden alle in dem Konzept verwen-
deten Neuerungen von iptables gegenu¨ber ipchains dargestellt. Zum Schluß
werden noch Hinweise zur praktischen Umsetzung und zusa¨tzlichen Opti-
mierungsmo¨glichkeiten gegeben. Der Leser sollte zum besseren Versta¨ndnis
bereits den allgemeinen Aufbau einer Firewall kennen (hier im konkreten
Fall die Funktionsweise eines Paketfilters) [6] [12] und mit Syntax und Se-
mantik des Kommandos iptables vertraut sein [4].
2.2 Das Chemnitzer StudentenNetz
Das Chemnitzer StudentenNetz (CSN) [1] wurde im Jahre 1994 gegru¨ndet
und bestand am Anfang nur aus einem losen Zusammenschluß einiger Rech-
ner der Studenten im Wohnheim. In kurzer Zeit wuchs die Anzahl der Rech-
ner und schon bald wurden Verhandlungen mit dem Rechenzentrum der Uni-
versita¨t gefu¨hrt, um eine Mo¨glichkeit zu schaffen, das Netz im Wohnheim
an das Campusnetz der Universita¨t anzubinden. Aufgrund der intensiven
Nutzung und auch einiger negativer Vorfa¨lle forderte das Rechenzentrum
von den Verantwortlichen des CSN die Einrichtung einer Firewall zwischen
dem CSN und dem restlichen Campusnetz. Das Hauptziel sollte sein, das
Betreiben von nicht der Forschung und Lehre dienenden oder sogar kom-
merziellen Servern innerhalb des CSN zu unterbinden. Außerdem sollte ein
Mindestmaß an Zugangskontrolle eingerichtet werden, so daß nur registrier-
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te bzw. offiziell angemeldete Nutzer mit ihrem Rechner Zugang zum CSN
und damit auch Zugang zum Internet u¨ber das Campusnetz haben.
Das CSN wird weitestgehend selbsta¨ndig von Studenten der Universita¨t
verwaltet. Mo¨glich wurde das nur durch den guten Kontakt und die ausge-
zeichnete Unterstu¨tzung vom Rechenzentrum und dem Studentenwerk der
TU Chemnitz. Die aktiv am CSN mitarbeitenden Studenten bilden das CSN-
Team, welches regelma¨ßig Sitzungen abha¨lt, um neue Vorschla¨ge zu dis-
kutieren und A¨nderungen zu beschließen. Die Aufgabenbereiche im Team
umfassen im wesentlichen organisatorische und administrative Dinge sowie
Nutzersupport.
Mittlerweile sind im CSN ca. 1800 Rechner angeschlossen. Alle Wohn-
heime sind mit dem Netz verbunden. Sta¨ndig versucht das CSN-Team im
Rahmen seiner Mo¨glichkeiten das Netz auf den aktuellen Stand der Technik
zu bringen und die Wohnheime bestmo¨glich auszubauen.
2.3 Bisherige Firewall
Da sich die Netzinfrastruktur des CSN mehrmals gea¨ndert hat, mußte auch
die Firewall immer wieder an die neuen Gegebenheiten angepaßt werden.
Anfangs waren die einzelnen Wohnheime mit ihren jeweiligen Subnetzen
verteilt an drei Rechner angeschlossen (csn-gate1, csn-gate2 und csn-gate3),
welche die Router- und Firewalling-Funktionalita¨t u¨bernahmen. Auf einem
weiteren Rechner, dem Server (csn-server), war eine Datenbank installiert,
in der alle relevanten Daten, die innerhalb des CSN anfielen, gespeichert
waren. Zu diesen Daten geho¨rten unter anderem Nutzer- und zugeho¨rige
Rechnerdaten, aber auch Konfigurationsdaten fu¨r Netzwerktechnik, die im
CSN eingesetzt wurde. Die Firewall-Konfigurationsdaten fu¨r jeden einzelnen
Gateway-Rechner wurden einmal ta¨glich anhand der in dieser Datenbank
gespeicherten Nutzerdaten generiert.
Im Zuge der Sanierung und netztechnischen Aufru¨stung einzelner Wohn-
heime und der Verlegung eines Glasfaserkabels quer u¨ber das Campus-
gela¨nde um die beiden Wohnheimstandorte effektiver zu verbinden, wur-
den auch die drei Gateway-Rechner und der Server durch einen einzigen
leistungsfa¨higen Rechner ersetzt. Dieser neue Server beherbergte weiterhin
die Datenbank, u¨bernahm allgemeine Dienste wie http, dhcp, dns und stellte
auch die Firewall-Funktionalita¨t bereit. Das Routing u¨bernahmen zwei Swit-
ches, die u¨ber vier Adern des Glasfaserkabels als Trunk zusammengeschaltet
waren. Spa¨ter wurde ein einzelner Router angeschafft, der diesen Trunk und
die beiden Switches ersetzte. In Bild 2.1 ist der derzeitige Ausbauzustand
des CSN zu sehen. Der Verlauf aller Umbauarbeiten ist als Folge von Skiz-
zen zur Infrastruktur auf der Homepage des Chemnitzer StudentenNetzes
dargestellt [1].
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Abbildung 2.1: Netztopologie des CSN (Stand: September 2003) [1]
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nur noch bei U¨berschreiten einer ta¨glichen Gesamttraffic-Ho¨chstgrenze aus-
gesprochen werden. Damit soll gewa¨hrleistet sein, daß das Netz, welches in
einigen Wohnheimen noch aus BNC Technik mit großen Kollisionsdoma¨nen
besteht, u¨berhaupt noch benutzbar bleibt. In der Zeit von 0:00 Uhr bis
08:00 Uhr bestehen keinerlei Einschra¨nkungen fu¨r den Gesamttraffic. So
wird den Nutzern die Mo¨glichkeit gegeben, gro¨ßere Datenu¨bertragungen zu
dieser Zeit durchzufu¨hren, weil nachts im allgemeinen weniger Nutzer ak-
tiv sind. Im Moment liegt das Gesamttraffic-Tageslimit bei 1500 MByte pro
Nutzer. Dieses gilt wa¨hrend des gesamten Semesters u¨ber an normalen Werk-
und Feiertagen. In den Semesterferien, an Wochenenden und an explizit be-
kannt gegebenen Tagen liegt das Limit aufgrund niedrigeren Nutzerzahlen
und geringerer Netzauslastung bei 5000 MByte pro Tag.
Kapitel 3
Grundlagen zu iptables
3.1 Entwicklungsgeschichte
Mit iptables [5] existiert die IP Firewalling-Funktionalita¨t im Linux Ker-
nel nun bereits in der vierten Generation. Die erste Unterstu¨tzung fu¨r IP
Firewalls integrierte Alan Cox in den Linux Kernel der Serie 1.1 aus einer
Portierung des BSD ipfw Projekts. In der zweiten Generation (Kernel Versi-
on 2.0) wurde dieses Konzept von Jos Vos, Pauline Middelink und anderen
erweitert [14]. Fu¨r einfache Anwendungen reichte diese Unterstu¨tzung aus.
Da Linux aber zunehmend im professionellen Server- und Security-Umfeld
Einzug gehalten hat, mußten neue Firewalling-Methoden entwickelt wer-
den, weil die bisherigen fu¨r derart komplexe Umgebungen zu umsta¨ndlich
und ineffizient waren. Diese neue Methode wurde IP Firewall Chains (ip-
chains) genannt und ist von Paul Russell und Michael Neuling entwickelt
und erstmalig im Linux 2.2.0 Kernel vorgestellt worden.
Im Linux Kernel der Version 2.4 wurde dieses Konzept nochmals u¨ber-
arbeitet. Die Gru¨nde hierfu¨r sah Paul Russell darin, daß das IP Firewalling
weniger kompliziert sein sollte und die Verarbeitung von Netz-Paketen im
Linux Kernel vereinfacht werden mu¨sse. Dieses neue Konzept nannte er net-
filter. Es stellt im Prinzip nur das Geru¨st fu¨r die Filterung und Beeinflussung
von Paketen dar [7].
Ein Grund fu¨r die Komplexita¨t der Verarbeitung von Paketen war die
getrennte Entwicklung von IP Masquerading und Network Address Transla-
tion (NAT) unabha¨ngig vom Firewall Code. Erst spa¨ter wurden diese Ent-
wicklungen in das eigentliche Firewalling-System des Kernels integriert. Das
machte es anschließend fu¨r Entwickler der verschiedenen Systeme schwierig,
ihren Code an die richtige Stelle im Kernel zu platzieren.
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3.2 Unterschiede zwischen ipchains und iptables
Die folgenden Bilder verdeutlichen den unterschiedlichen Paketfluß bei ip-
chains und iptables durch den Kernel. Bei ipchains (Linux 2.2.x) durchlaufen
alle eingehenden Pakete die Input Chain und alle ausgehenden Pakete die
Output Chain.
lokaler
Prozess
Input Forward OutputRouting
Abbildung 3.1: Paketverlauf bei ipchains (Linux 2.2.x)
Forward
Input OutputlokalerProzess
Routing
Abbildung 3.2: Paketverlauf bei iptables (Linux 2.4.x)
Bei iptables durchlaufen nur noch Pakete, die fu¨r den lokalen Rechner
bestimmt sind, die Input Chain und nur die auf dem lokalen Rechner er-
zeugt wurden die Output Chain. Allein diese Vera¨nderung fu¨hrt schon zu
einer Vereinfachung der Firewall-Regeln vor allem bei den Rechnern, bei
denen Firewalling die Hauptaufgabe darstellt. In der Input Chain werden
zuku¨nftig nur noch die Regeln stehen, die zum Schutz des lokalen Rechners
dienen. Eventuelle Regeln fu¨r das Forwarding stehen jetzt ausschließlich in
der Forward Chain.
Iptables bietet gegenu¨ber ipchains eine Vielzahl von neuen Features. Das
wichtigste ist dabei sicherlich die Modularisierung, mit deren Hilfe Anwender
selbst entscheiden ko¨nnen, welche Features sie in ihrer Firewall verwenden
mo¨chten. Außerdem wird es dadurch fu¨r die Entwickler einfach, zusa¨tzliche
Erweiterungen zu schaffen und diese in iptables zu integrieren.
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3.3 Architektur von netfilter und iptables
3.3.1 Aufbau
Die Architektur des Firewalling-Systems im Linux Kernel Version 2.4 be-
steht im Wesentlichen aus netfilter, einer Unterstu¨tzung im Kern in Form
von ladbaren Kernel-Modulen und dem Userspace Werkzeug iptables zur
Steuerung und Aktivierung von netfilter. An verschiedenen Punkten im Pro-
tokollstack des Linux Kernels befinden sich Stellen zur Registrierung von
Callback-Funktionen, sog. hooks. Kernel-Module ko¨nnen an diesen Stellen
Funktionen zur weiteren Paketverarbeitung registrieren, die dann gerufen
werden, wenn Netzwerkpakete den hook an dieser Stelle passieren.
Iptables ist das Kommando zur Paketklassifizierung und Paketauswahl.
Dessen Syntax und Aufbau ist unmittelbar vom Vorga¨nger ipchains abgelei-
tet. Mit iptables kann konfiguriert werden, welche Funktionen auf Netzwerk-
pakete angewendet werden bzw. ob, wie und wo die Pakete weiterbehandelt
werden sollen.
Die Aufgaben des Firewalling-Systems im Linux Kernel gliedern sich in
die folgenden drei Teilbereiche auf:
• Paketfilterung
• Paketmanipulation
• Network Address Translation
Entsprechend diesen Aufgabenbereichen des Firewalling-Systems stehen
drei Tabellen zur Verfu¨gung in denen die jeweiligen Funktionen relisiert wer-
den ko¨nnen:
• filter: durchlassen, verwerfen, za¨hlen von Paketen
• mangle: Vera¨nderung von Paketen
• nat: NAT, Masqerading, Port Forwarding
Die Tabellen enthalten eine Menge von Chains, welche mit durch den
Anwender aufgestellten Regeln gefu¨llt werden. Von den Chains sind eini-
ge bereits vordefiniert, d.h. standardma¨ßig vorhanden und nicht entfernbar.
Es ist aber in jeder Tabelle mo¨glich, benutzerdefinierte Chains anzulegen,
um den Entscheidungsbaum zur Paketauswahl bei komplexen Regeldefini-
tionen optimal aufzubauen. In jede Chain ko¨nnen verschiedene Filterregeln
geschrieben werden. Der Aufbau einer solchen Filterregel sieht im allgemei-
nen so aus:
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/sbin/iptables [table] [chain] [match] [target]
Mit table und chain wird festgelegt, in welche Chain der drei Tabellen
die Regel geschrieben werden soll. Als match ko¨nnen verscheidenste Kriteri-
en zur Paketklassifizierung wie z.B. Protokoll, Source- oder Destination-IP,
Portnummern der Verbindungsschicht, aber auch MAC-Adressen angegeben
werden. Target legt fest, wie das auf ein match-Kriterium zutreffende Pa-
ket weiter behandelt wird, ob es z.B. akzeptiert (ACCEPT) oder verworfen
wird (DROP). Als Target kann auch eine andere Chain angegeben werden, in
welcher dann das Matchen fortgesetzt werden soll. Optional ko¨nnen weite-
re Module geladen werden, die erweiterte match-Kriterien bieten (z.B. state
fu¨r Connection Tracking) oder neue Targets bereitstellen (z.B. log fu¨r Paket-
Logging).
3.3.2 Tabelle filter
Die Tabelle filter ist hauptsa¨chlich fu¨r die Paketfilterung vorgesehen. In ihr
kann die bereits von ipchains her bekannte Funktionalita¨t realisiert werden.
Die Tabelle filter entha¨lt drei vordefinierte Chains:
INPUT: Pakete, die u¨ber ein Netzwerkinterface in den Rechner eintreten
und auch fu¨r ihn bestimmt sind, durchlaufen diese Chain
FORWARD: Pakete, die den Rechner nur passieren wollen, durchlaufen
diese Chain
OUTPUT: Pakete, die auf dem Rechner erzeugt wurden und ihn u¨ber ein
Netzwerkinterface verlassen, durchlaufen diese Chain
3.3.3 Tabelle nat
Diese Tabelle wird fu¨r Network Address Translation verwendet. Hier ko¨nnen
Quell- oder Zieladresse eines Paketes vera¨ndert werden. Da die Vera¨nderung
direkten Einfluß auf das Routing eines Paketes hat, kann die Vera¨nderung
vor oder nach dem Routing Prozeß vorgenommen werden. Dazu entha¨lt die
Tabelle die folgenden vordefinierten Chains:
PREROUTING: Sofort nach dem Eintreten u¨ber ein Netzwerkinterface
durchlaufen die Pakete diese Chain
OUTPUT: lokal erzeugte Pakete durchlaufen diese Chain bevor sie gerou-
tet werden
POSTROUTING: Pakete, die den Rechner verlassen, durchlaufen diese
Chain
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Die A¨nderung von Quell- bzw. Zieladresse wird mit den folgenden Targets
erreicht (diese Targets ko¨nnen auch nur in dieser Tabelle verwendet werden):
• DNAT
• SNAT
• MASQUERADE
Mit DNAT wird die Zieladresse eines Paketes gea¨ndert, analog a¨ndert
SNAT die Quelladresse eines Paketes. MASQUERADE ist ein Spezialfall
von SNAT, bei dem nicht eine feste Quell-IP verwendet wird, sondern die
aktuelle IP des Interfaces, u¨ber welches das Paket den Rechner verlassen
soll.
3.3.4 Tabelle mangle
Netfilter erlaubt es, umfangreiche Paketmanipulationen durchzufu¨hren. Da-
zu wird die Tabelle mangle beno¨tigt. Sie entha¨lt die folgenden vordefinierten
Chains:
PREROUTING: Pakete ko¨nnen hier gea¨ndert werden, bevor sie geroutet
werden
OUTPUT: lokal erzeugte Pakete ko¨nnen hier gea¨ndert werden, bevor sie
geroutet werden
Seit der Linux Kernelversion 2.4.18 wurde diese Tabelle um die INPUT,
FORWARD und POSTROUTING Chains erweitert. Netzwerkpakete pas-
sieren diese Chains analog wie bereits in der Tabelle filter bzw. mangle
beschrieben. Die Art der A¨nderung des Paketes wird u¨ber den Target fest-
gelegt. Einige typische Targets fu¨r diese Tabelle sind:
• TOS
• TTL
• MARK
Mit dem TOS Target kann das Type of Service Feld eines Paketes gea¨ndert
werden. Damit wird beeinflußt, wie das Paket spa¨ter geroutet werden soll1.
Kriterien fu¨r das Routing sind z.B. Kosten-Minimierung oder Durchsatz-
Maximierung. Empfehlungen fu¨r die Besetzung diese Feldes fu¨r verschiedene
Dienste sind unter anderem in RFC 1349 [2] gegeben.
1Da aber dieses Feld in den Routern des Internets gro¨ßtenteils nicht beachtet wird,
kann nicht garantiert werden, daß der gewu¨nschte Effekt erreicht wird. Eine mo¨gliche
Anwendung wa¨re die Manipulation des TOS Feldes in Verbindung mit iproute2 [8].
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Beim TTL Target wird das Time to Live Feld eines Paketes gea¨ndert.
Damit ko¨nnen beispielsweise alle Pakete, die den Rechner passieren, mit ei-
nem einheitlichen TTL Wert versehen werden. Es wird dadurch nicht mehr
so leicht festzustellen sein, ob sich hinter dem Rechner ein masqueradetes
Netz mit mehreren Rechnern befindet, die gemeinsam die Internetverbin-
dung dieses einen Rechners nutzen.
Mit Hilfe des MARK Targets ko¨nnen bestimmte Pakete markiert werden.
Anschließend ko¨nnen die so markierten Pakete gesondert behandelt bzw. ge-
routet werden. Diese Methode wird fwmarks genannt und kommt unter an-
derem beim Einsatz von virtuellen Servern zur Anwendung. Verbindungen
zu Port 80 (http) und Port 443 (https) ko¨nnen damit zu
”
WWW-Traffic“
zusammengefaßt werden. Es ist auch mo¨glich, die so markierten Pakete u¨ber
einen Traffic-Shaper zu leiten und damit Bandbreitenbeschra¨nkung zu rea-
lisieren.
3.4 Features von iptables
3.4.1 Connection Tracking
Connection Tracking stellt eine der wesentlichen Neuerungen der Firewall-
Funktionalita¨ten im Kernel der Version 2.4 dar. Damit ist es nun mo¨glich,
sogenannte stateful firewalls im Gegensatz zu herko¨mmlichen stateless fire-
walls aufzubauen. Hierbei wird der Zustand einer TCP Verbindung zu be-
stimmten Zeitpunkten als Kriterium herangezogen, um zu entscheiden, was
mit den entsprechenden Paketen geschehen soll. Selbst UDP Pakete ko¨nnen
dahingehend klassifiziert werden, ob sie als Antwortpakete auf zuvor gesen-
dete Pakete zuru¨ckgeschickt wurden und damit auch in gewissem Sinne eine
”
Verbindung“ zwischen zwei Endpunkten besteht. Am Zustandsdiagramm
einer TCP Verbindung sind die wichtigsten Zusta¨nde hinsichtlich der state-
ful firewall erkennbar: NEW und ESTABLISHED. Pakete, die im Rahmen
des Drei-Wege-Handshakes [10] zum Aufbau einer TCP Verbindung fu¨hren,
ko¨nnen mit dem Target NEW gefiltert werden. Mit ESTABLISHED werden
alle Pakete erfaßt, die zu einer bestehenden bzw. bereits aufgebauten Ver-
bindung geho¨ren. Mit dem Target RELATED ko¨nnen protokollspezifische
und protokollu¨bergreifende Pakete erfaßt werden, wie z.B. ein ICMP Port
unreachable Paket, welches zuru¨ckgesendet wird wenn ein Client versucht,
eine Verbindung zu einem nicht mit einem Dienst belegten Port aufzubauen.
U¨ber weitere zusa¨tzlich ladbare Module ko¨nnen auch dienstspezifische Ver-
bindungen klassifiziert werden. Somit ist es bespielsweise mo¨glich, die von
einem FTP Server zum Clienten aufgebaute Verbindung zur Datenu¨bert-
ragung der bereits bestehenden Steuerverbindung vom Client zum Server
zuzuordnen. Diese Datenverbindung kann dann ebenfalls mit dem Target
RELATED erfaßt werden. Sie wird als zugeho¨rig zur Steuerverbindung be-
trachtet und folglich genau so wie diese behandelt. A¨hnliche Module exi-
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stieren direkt im Kernel unter anderem fu¨r IRC (Internet Relay Chat) und
seit neuestem (2.4.21) auch fu¨r Verbindungen zwischen Amanda Backup
Clienten und Server. Auf der Homepage des netfilter Projektes [5] sind au-
ßerdem noch weitere Module verfu¨gbar. Eine detaillierte Beschreibung u¨ber
die Funktion von Connection Tracking sowie deren Umsetzung bei den ver-
schiedenen Protokollen TCP, UDP und ICMP wird in [9] gegeben.
Mit Connection Tracking kann ein vormals oft umfangreiches und kom-
plexes Regelwerk mit nunmehr einigen wenigen Regeln aufgebaut werden.
Nachteilig beim Einsatz von Connection Tracking ist jedoch, daß der Rech-
ner, auf dem die Firewall la¨uft eine hohe Performance vor allem in Bezug auf
Speicherbandbreite aufweisen muß, da fu¨r jede Verbindung neuer Speicher
allokiert werden muß2.
Die Informationen u¨ber den Zustand einer Verbindung sind im Linux
Kernel in Hash-Tabellen gespeichert. Als Eingabewerte der Hash-Funktion
dienen die typischen Adressierungsmerkmale einer IP Verbindung wie z.B.
Protokoll, Source/Destination IP bzw. Source/Destination Port, Netzmaske
etc. Entscheidend fu¨r die Performance bei der Paketfilterung ist die Wahl
geeigneter Hash-Funktion und deren Eingabewerte. Fu¨r den Teil, der die
Funktionalita¨t von iptables -t filter bereitstellt, existiert ein perfor-
manceoptimierter Ersatz mit dem Namen nf-hipac3. Dieses Projekt stu¨tzt
sich auf Algorithmen zur effektiven Lo¨sung des packet classification problem
[11]. Das Projekt stellt eine Alternative zu iptables fu¨r den Aufbau eines
Paketfilters unter Linux dar. Das Projekt befindet sich allerdings noch in
der Entwicklungsphase, eine weitere Beobachtung lohnt aber sicherlich.
Der typische Regelaufbau zur Nutzung von Connection Tracking sieht
wie folgt aus:
iptables -A FORWARD -m state --state ESTABLISHED,RELATED -j ACCEPT
iptables -A FORWARD -m state --state NEW -j ForwardNew
Die erste Regel fu¨hrt dazu, daß alle Pakete, welche zu einer aufgebauten bzw.
existierenden Verbindung geho¨ren, die Firewall passieren du¨rfen. Fu¨r sie en-
det bereits hier der Durchlauf durch den Regelbaum von iptables. Durch die
zweite Regel werden alle Pakete, die zu einem Verbindungsaufbau geho¨ren, in
eine extra Chain umgeleitet. Dort ko¨nnen diese Pakete dann durch Einfu¨gen
weiterer Regeln in Abha¨ngigkeit von Port, IP, Protokoll usw. durchgelassen
oder verworfen werden. Aufgrund dieser Anordnung der Regeln reduziert
sich fu¨r den gro¨ßten Teil der Pakete die Durchlaufzeit durch den Regel-
baum. Deswegen ist es wichtig, daß die erste Regel so weit wie mo¨glich oben
2Es war schon vor einiger Zeit geplant, das Connection Tracking in der Firewall des
CSN Servers zu aktivieren, aber genau aus diesem Grund war das damals nicht realisierbar.
Der Rechner wa¨re nicht in der Lage gewesen, zusa¨tzlich zu seinen bestehenden Aufgaben
(Datenbank-, Webserver) auch noch eine stateful firewall aufzunehmen.
3High Performance Packet Classification for Nefilter, http://www.hipac.org
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in einer Chain steht. Es mu¨ssen nur die wenigen Pakete genauer betrachtet
werden, die zum Aufbau einer Verbindung fu¨hren. Die folgende Tabelle zeigt
einen Ausschnitt der FORWARD Chain des CSN Servers. Darin sind die in-
nerhalb einer Stunde aufgelaufenen Paket- und Byteza¨hler zu sehen, die die
FORWARD Chain durchlaufen haben. Nur etwa 3% aller Pakete werden in
der ForwardNew Chain weiterbehandelt, alle anderen ko¨nnen die Firewall
sofort passieren.
Chain FORWARD (policy DROP 373 packets, 43522 bytes)
pkts bytes target
24078540 13594745277 Accounting
23405327 13556942028 ACCEPT state RELATED,ESTABLISHED
668489 37401137 ForwardNew state NEW
3.4.2 Firewall Marks
Wie bereits bei der Beschreibung der Tabelle mangle erwa¨hnt, ko¨nnen mit
Firewall Marks (fwmarks) einzelne Pakete markiert werden. Die Markie-
rung erfolgt in Form eines Integer Wertes vom Typ unsigned long. Dabei
handelt es sich nur um eine logische Zuordnung einer Zahl zu einem Paket
oder einer Klasse von Paketen, d.h. es werden nicht direkt die Pakete bzw.
die Header-Informationen der Pakete gea¨ndert. Die Markierung ist auch nur
gu¨ltig, solange sich das Paket noch auf demselben Rechner befindet. Sie geht
verloren, sobald das Paket den Rechner u¨ber eines der Netzwerk-Interfaces
verla¨ßt. Allerdings ko¨nnen alle Prozesse, die auf dem selben Rechner laufen,
die Markierung zur weiteren Verarbeitung der Pakete nutzen. Unter ande-
rem sind die Steuerprogramme fu¨r erweitertes Routing iproute2 und des
Trafficshapers tc in der Lage, diese Markierungen zur gezielten Paketverar-
beitung zu nutzen.
3.4.3 NAT
Network Address Translation (NAT) spielt vor allem beim Anschluß pri-
vater Netze bzw. Firmen-Intranets an offizielle IP-Netze eine entscheidende
Rolle. Mit NAT ist es mo¨glich, die in RFC 1918 [3] fu¨r private Subnet-
ze vorgesehenen Adreßra¨ume auf einem Gateway in offizielle IP-Adressen
umzusetzen. NAT umfaßt auch port forwarding, d.h. Umleitung einzelner
Ports auf einen anderen Port desselben Rechners oder die Weiterleitung an
einen anderen Rechner. Erreicht wird das, indem vor oder nach dem lokalen
Routing-Prozeß die entsprechenden Informationen im Header des Paketes
ausgetauscht werden. Die wesentliche Neuerung gegenu¨ber der fru¨heren ip-
chains Version ist die direkte Integration dieses Fetaures in das iptables
System in Form der extra dafu¨r bereitgestellten Tabelle nat.
Kapitel 4
Neue Firewall
4.1 Anforderungen
Die Firewall befindet sich physisch gesehen zwischen dem CSN Router und
dem Uplink zum Universita¨tsrechenzentrum. Ihre Hauptaufgabe ist die Pa-
ketfilterung des ein- und ausgehenden Traffics. Sie ist auf dem CSN Ser-
ver installiert, welcher außerdem noch die Funktion eines Web-, DNS- und
Datenbank-Servers u¨bernimmt. Daher muß sie gleichzeitig den Zugriffs-
schutz auf diese Dienste1 gewa¨hrleisten. Eine weitere Aufgabe der Firewall
ist die Za¨hlung des von außerhalb der Universita¨t eingehenden Traffics, auf
deren Grundlage der DynShaper die dynamische Bandbreitenbeschra¨nkung
vornimmt. Außerdem soll gewa¨hrleistet sein, daß nur Pakete mit offiziell
registrierten IP Adressen die Firewall passieren du¨rfen.
Durch den Einsatz von Connection Tracking und dem zusa¨tzlichen Mo-
dul ip conntrack ftp.o soll das auf dem Server laufende FTP Gateway
ersetzt werden. Dieses Gateway war no¨tig, weil es bestimmte FTP Server
außerhalb der Universita¨t gibt, die keinen passiven FTP U¨bertragungsmo-
dus beherrschen. Um aber den Nutzern im CSN die Mo¨glichkeit zu geben,
sich auch mit diesen Servern zu verbinden, la¨uft auf dem CSN Server das
ftp-gw aus dem TIS FWTK2. Allerdings war es nicht ohne weiteres mo¨glich,
mit Firewall-Regeln den Traffic der u¨ber das ftp-gw u¨bertragenen Dateien
zu messen. Stattdessen mußte mit erho¨htem Aufwand die u¨bertragene Da-
tenmenge aus dem Logfile vom ftp-gw ermittelt werden. Die Schwierigkeit
lag darin, auch bei Verbindungen, die u¨ber eine volle Stunde hinaus be-
standen, herauszufinden, welche Datenmenge bis dahin u¨bertragen wurde.
Diese umsta¨ndliche und fehleranfa¨llige Methode soll durch den Einsatz von
Connection Tracking endgu¨ltig abgeschafft werden.
1In absehbarer Zeit ist geplant, diese Dienste auf einen anderen Rechner zu verlagern,
so daß der jetzige Rechner nur noch das Firewalling u¨bernehemen muß.
2TIS FireWall ToolKit, http://www.fwtk.org
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Aus der Struktur von iptables la¨ßt sich der Entwurf der Firewall ab-
leiten. In der INPUT Chain werden die Server Regeln angelegt, welche die
Dienste auf dem CSN Server selbst von außen und innen schu¨tzen sollen. Die
Regeln fu¨r die CSN Nutzer werden in der Chain FORWARD angelegt. Das
Markieren der Pakete zur Verarbeitung durch den DynShaper kann nur in
der Tabelle mangle erfolgen. Gleichzeitig ko¨nnen die dort angelegten Regeln
zur Erfassung des Traffics pro Nutzer verwendet werden, da sowieso jede
Regel einen Paket- und Byteza¨hler entha¨lt. Nachfolgend werden detailliert
die Strukturen der INPUT und FORWARD Chains erkla¨rt. Die OUTPUT
Chain wird nicht extra behandelt, da in ihr keine Regeln angelegt werden.
Ihre default policy steht auf ACCEPT.
4.2 Serverregeln
In der INPUT Chain wird genauso wie in der FORWARD Chain Connecti-
on Tracking genutzt. Obwohl die zu erwartende Datenmenge in der INPUT
Chain im Vergleich zur FORWARD Chain eher gering ausfallen wird, soll
auch hier nicht auf die Vorteile von Connection Tracking verzichtet werden.
Außerdem werden nach dem Laden des ip conntrack.o Moduls sowieso au-
tomatisch alle Verbindungen u¨berwacht, es ist also unerheblich, ob Connec-
tion Tracking in allen beiden oder nur in der FORWARD Chain genutzt
wird. Der Chain-Aufbau und der Paketverlauf der gesamten Input-Firewall
ist in Abbildung 4.1 dargestellt.
In die neu erstellte Server Chain werden alle Pakete geleitet, die einen
Verbindungsaufbau initiieren. Die default policy in der INPUT Chain steht
auf DROP, d.h. wenn irgendein Dienst oder IP-spezifischer Dienst angeboten
werden soll, dann muß dafu¨r eine ACCEPT Regel existieren. Alle Pakete,
die an das Ende der Server Chain kommen und bis dorthin keine Regel auf
die Pakete gepaßt hat, werden wieder zuru¨ck in die INPUT Chain geleitet.
Zu Kontrollzwecken werden sie dort noch im Kernel-Logfile ausgegeben und
fallen anschließend der default policy zum Opfer.
Die Server Chain entha¨lt zuna¨chst Regeln fu¨r die allgemeinen Netz-
dienste wie http, https, dns, dhcp usw. Anschließend werden Regeln fu¨r
IP-spezifische Dienste angelegt. Das betrifft solche, die nur fu¨r bestimmte
Rechner des Universita¨tsrechenzentrums sichtbar sein sollen wie z.B. smtp
oder der Amanda Backup Dienst. Alle IP-Adressen der Administratoren des
Servers stehen in einer extra Chain. Diese haben Vollzugriff auf alle Ports
des Servers. Anschließend wird eine Chain angelegt und mit allen offiziellen
IP-Adressen des CSN Transfernetzes 134.109.102.0 gefu¨llt. Im Transfernetz
befinden sich alle aktiven Komponenten des CSN wie Rechner, Switches
und Router. Diese nutzen unter anderem die Dienste snmp, tftp und sys-
log auf dem CSN Server. Fu¨r die speziellen Dienste wie Zugang zur CSN
Datenbank, zum Entwicklungs- und Test-Webserver, welche nur fu¨r akti-
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ve Mitglider des CSN zuga¨nglich sein du¨rfen, wird ebenfalls eine separate
Chain angelegt und mit den IP-Adressen aller Team-Mitglieder befu¨llt. Zur
vereinfachten Wartung werden diese IPs genauso wie die IPs aller sich im
Transfernetz befindenden Komponenten aus der Datenbank ermittelt und
in Dateien zwischengespeichert. So mu¨ssen IP-Adreßa¨nderungen nicht noch
einmal manuell in die Firewall eingepflegt werden. Die IP-Adressen in diesen
Dateien werden beim erstmaligen Aufbau und bei jeder Aktualisierung der
Firewall eingelesen und in die Firewall u¨bernommen.
Admins
alles
Server.Admin
−s 134.109.88.3 −j ACCEPT
−s 134.109.96.38 −j ACCEPT
...
Team−spezifische Dienste
...
irc, csn−devel, www−devel,
Transfernetz
−s 134.109.102.0/23
−s 0/0 −j LOG
−s 0/0 −j REJECT
−s 0/0 −j LOG
−s 0/0 −j REJECT
ICMP Flood Protection
bootp ...             ACCEPT
IP−spezifische Dienste
smtp, dns ...        ACCEPT
Server
ssh, http, https, dhcp, dns,
Log
INPUT
NEW
ESTABLISHED,
RELATED               ACCEPT
default policy: DROP Standard−Dienste:
Server.sub102
−s 134.109.102.2 −j ACCEPT
−s 134.109.102.3 −j ACCEPT
...
...
Server.CoreTeam
−s 134.109.80.14 −j ACCEPT
−s 134.109.92.94 −j ACCEPT
Abbildung 4.1: Chain Anordnung und Paketverlauf in der INPUT Chain
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4.3 Nutzerregeln
Die FORWARD Chain beinhaltet alle generellen und individuellen Nutzer-
regeln. Hier ist der eigentliche, fu¨r die Nutzer interessante Teil der Firewall
untergebracht. Sowohl der zu erwartende Traffic-Durchsatz als auch die An-
zahl der enthaltenen Regeln sind hier am gro¨ßten.
Urspru¨nglich war eine vollsta¨ndig durch den Nutzer konfigurierbare
Firewall-Lo¨sung geplant. Die Haupfrage, die sich aber dabei aus Sicht des
CSN Teams stellte, lautete:
”
Welchen Freiraum lassen wir den Nutzern und
inwieweit sollte bei der Gestaltung der individuellen Regeln eingegriffen wer-
den?“ Einerseits sollen die Nutzer selbst entscheiden, welche Dienste sie
auf ihrem Rechner nutzen bzw. welche Dienste sie anbieten mo¨chten, an-
dererseits mu¨ssen die dem CSN vom Rechenzentrum auferlegten Restrik-
tionen eingehalten werden. Nach Gespra¨chen mit Mitarbeitern des Rechen-
zentrums war klar, daß eine vollsta¨ndige Selbstkontrolle der Nutzer u¨ber die
IP-Konnektivita¨t ihres Rechners nicht erlaubt werden kann. Selbst innerhalb
der Universita¨t bekommen nur wenige Rechner die volle IP-Konnektivita¨t
von außerhalb, und das nur mit schriftlicher Beantragung und Genehmigung
vom Rechenzentrum. Das CSN kann von seinen Nutzern nicht erwarten,
daß jeder seinen Rechner selbsta¨ndig ausreichend schu¨tzen kann. Die Fire-
wall soll ja dazu dienen, den Nutzer in erster Linie vor anderen, aber auch
vor sich selbst zu schu¨tzen. Ein kompromittierter Rechner im CSN ko¨nnte
von Angreifern leicht als Sprungbrett in das gesamte Uni-Netz mißbraucht
werden. Damit wa¨re das bestehende Sicherheitskonzept fu¨r das Campusnetz
natu¨rlich außer Kraft gesetzt. Die Individualisierung der Firewall-Regeln
kann sich also nur darauf beschra¨nken, die jetzige aus Nutzersicht relativ
große Freiheit bzgl. Verbindungsaufbau nach außerhalb und Dienstfreiga-
be innerhalb der Universita¨t freiwillig einzuschra¨nken. Trotzdem sollte es
mo¨glich sein, relativ unkompliziert eine Ausnahme einzurichten, falls ein
Nutzer teilweise oder volle IP-Konnektivita¨t beno¨tigt. Solche Ausnahmere-
gelungen werden bereits jetzt bei der Traffic-Beschra¨nkung praktiziert. Ein
Nutzer mu¨ßte die Ausnahme mit einer schriftlichen Besta¨tigung seiner Pro-
fessur der Nutzung zum Zwecke von Forschung und Lehre beantragen und
bekommt diese dann mit entsprechenden Auflagen auch erteilt.
Innerhalb des CSN Teams wurden verschieden Lo¨sungsansa¨tze pra¨sen-
tiert und diskutiert, wie dennoch eine freiere Gestaltung realisiert werden
ko¨nnte. Mo¨gliche Kontrollmechanismen wa¨ren z.B. Einteilung der Nutzer
nach ihrem Kenntnisstand bzgl. Rechnernetzsicherheit oder Dauer der Mit-
gliedschaft im CSN, und der daraus resultierenden Stufe der individuellen
Gestaltung der eigenen Firewall-Regeln. Eine andere Mo¨glichkeit wa¨re, die
Freischaltung nur auf Antrag des Nutzers mit ausfu¨hrlicher Begru¨ndung,
welcher Port, fu¨r welchen Anwendung, zu welchem Zweck zu erlauben. Letz-
teres bedeutet aber einen erheblichen administrativen Mehraufwand durch
die Team-Mitglieder des CSN einerseits bei der Genehmigung, andererseits
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aber vor allem bei der Kontrolle, ob sich der Nutzer auch daran ha¨lt.
Ausgehend von diesen U¨berlegungen wurde schließlich ein System kon-
struiert, welches eine Menge an einstellbaren Regeln entha¨lt, die fu¨r alle
Nutzer gemeinsam gelten, und einen Teil, in dem der Nutzer eigene Regeln
individuell an seine Bedu¨rfnisse anpassen kann.
Wie bei der INPUT Chain werden nur Pakete, die zum Verbindungs-
aufbau fu¨hren, gesondert betrachtet. Ist die Verbindung zula¨ssig, so werden
alle folgenden Pakete der Verbindung mittels Connection Tracking ganz oben
im Regelbaum abgefangen. Die Pakete durchlaufen zuna¨chst den allgemei-
nen Teil der Regeln, der fu¨r alle Nutzer gilt. Zur besseren Aufschlu¨sselung
existiert fu¨r jede Richtung eine eigene Chain, weil jeweils dort die fu¨r die
Richtung typischen Regeln angelegt werden (Bild 4.2):
Forward All: Regeln, die fu¨r alle Richtungen gelten, wie z.B. generelle
oder voru¨bergehende Verbote einzelner Dienste3
Forward W2C: WorldToCSN: Restriktionen fu¨r Verbindungen von Au-
ßerhalb der Universita¨t in das CSN hinein: keine aufbauenden TCP
Verbindungen, kein UDP
Forward U2C: UniToCSN: Besondere Regeln fu¨r einige Rechner des CSN-
Transfernetzes, ansonsten keine gro¨ßeren Einschra¨nkungen
Forward C2W: CSNToWorld: Restriktionen fu¨r Verbindungen nach au-
ßerhalb der Universita¨t: Erzwingen der Nutzung Uni-eigener WWW-
Cache, Mail, News und DNS Server
Forward C2U: CSNToUni: Ausnahmen wie in UniToCSN, sonst keinerlei
Einschra¨nkungen
3Bestes Beispiel war die sofortige Entkopplung der Windows-Netzdienste im CSN
vom restlichen Netz, um den akuten Befall ganzer Subnetze mit dem Internet-Wurm
W32.Blaster einzuda¨mmen. Fu¨r solche Maßnahmen ist die Forward All Chain hervor-
ragend geeignet.
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Abbildung 4.2: Struktur und Paketfluß der Forward-Firewall
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Kapitel 5
Praktischer Einsatz
5.1 Verlauf der Arbeiten an der Firewall
Der Wechsel von ipchains zu iptables vollzog sich u¨ber einen la¨ngeren Zeit-
raum. Zuna¨chst wurde die bestehende ipchains-Firewall mehr oder weniger
eins zu eins u¨bernommen, d.h. die Syntax der Regeln wurde nur an die
iptables-Syntax angepaßt. Gleichzeitig wurde das Traffic-Accounting opti-
miert und alle u¨berflu¨ssigen Regeln und Chains entfernt. Das war dringend
no¨tig geworden, denn der CSN Server hatte seit Beginn des Winterseme-
sters 2002 einen fast linearen Anstieg des Traffic-Aufkommens und damit
auch der Prozessor-Last zu verkraften. In der MRTG1 Grafik (Bild 5.1) ist
die Auslastung des externen Netzwerkinterfaces (Uplink zum Universita¨ts-
rechenzentrum) und der daraus resultierenden Prozessor-Last bis Ma¨rz 2003
deutlich erkennbar.
Nur wa¨hrend der Weihnachtsfeiertage ging die Auslastung merklich
zuru¨ck, aber schon in den ersten beiden Januar Wochen war der Server
wieder voll belastet. Die Umstellung in der dritten Januarwoche brachte die
dringend no¨tige Entlastung des Servers. Die Optimierung bestand vor allem
in der Entfernung a¨lterer Chains zur Traffic-Erfassung aus den Zeiten, als
der DynShaper noch nicht im Einsatz war. Außerdem wurde die Forward
Chain soweit u¨berarbeitet, daß bei der Entscheidungsfindung fu¨r ein Paket
nur ein Minimum an Regeln betrachtet werden mußte. Zu dieser Zeit war
Connection Tracking ja noch nicht aktiviert, deshalb mußten alle Pakete
einer Verbindung die Forward Chain durchlaufen.
1Multi Router Traffic Grapher,
http://people.ee.ethz.ch/∼oetiker/webtools/mrtg/ , eigentlich fu¨r Traffic-
Monitoring konzipiert, eignet sich aber auch zur grafischen Darstellung kontinuierlich
anfallender Meßwerte
23
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Abbildung 5.1: Netz und Prozessor Auslastung des CSN Servers
In den Semesterferien ca. Mitte Ma¨rz 2003 wurde der CSN Server kom-
plett durch neue Hardware ersetzt. Die Tabelle 5.1 zeigt den Vergleich der
wesentlichen Komponenten von altem und neuem Server. Mit dem neuen
Server war es erstmals mo¨glich, vernu¨nftige Tests unter Verwendung von
Connection Tracking durchzufu¨hren. Sobald das Modul ip conntrack.o ge-
laden wird, beginnt der Server mit dem Aufzeichnen von Verbindungen. Des-
halb sollte ein erster Test kla¨ren, ob es auf dem Server u¨berhaupt mo¨glich
ist, Connection Tracking ohne gro¨ßeren Performanceverlust zu nutzen. Dazu
wurden an zwei Werktagen hintereinander zyklisch die CPU Load und die
Zeit eines Pings auf einen Rechner im URZ jeweils von 0:00 Uhr bis 23.45
Uhr im 15 Minuten Abstand gemessen. Wa¨hrend des ersten Tages blieb das
Connection Tracking Modul geladen und am zweiten Tag wurde es entfernt.
Die Ergebnisse sind in Bild 5.2 zu sehen.
Komponente alter Server neuer Server
Prozessor Pentium PII 400 MHz Dual Pentium IV Xeon,
2.4 GHz
RAM 256 MB 2 GB
Festplatten 2x UW-SCSI 4 GB System, 4x U2W-SCSI 18 GB, als
2x UW-SCSI 9.1 GB Daten 2x Raid 1 (System/Daten)
Netzwerk 2x DEC Tulip 10/100MBit
PCI
2x onboard INTEL e1000
10/100/1000MBit
Tabelle 5.1: Hardwarevergleich zwischen altem und neuem Server
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Abbildung 5.2: Ping und Load Messungen mit und ohne Connection
Tracking
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Wie die beiden Tests zeigen, weichen die Werte mit und ohne geladenem
Modul nur unwesentlich voneinander ab. Beim Load-Test ist allerdings eine
deutliche Anhebung der CPU Auslastung mit geladenem Modul erkennbar2.
Zu bemerken wa¨re aber, daß bei beiden Testla¨ufen parallel die alte Firewall
noch aktiv war, d.h. beim Test mit geladenen Modul wurden die Vorteile
von Connection Tracking noch gar nicht genutzt. Außerdem konnten die
Tests mangels eines zweiten identischen CSN Servers auch nur hintereinan-
der ausgefu¨hrt werden, was natu¨rlich unterschiedliches Nutzerverhalten zu
den verschiedenen Zeitpunkten zur Folge hatte. Diese Meßergebnisse sind
so nicht reproduzierbar, es lassen sich daher keine Aussagen u¨ber die Be-
lastbarkeit und die Grenzen des Systems treffen. Fu¨r eine genauere Aussage
mu¨ßten umfangreichere Tests durchgefu¨hrt werden, idealerweise an einer
separaten Teststellung, um den laufenden Betrieb nicht zu behindern. In-
teressant wa¨re dabei vor allem die Untersuchung des maximal mo¨glichen
Durchsatzes in Abha¨ngigkeit von der Anzahl der aktiven Verbindungen und
der Ha¨ufigkeit der Verbindungsaufbauten. Die durchgefu¨hrten Messungen
zeigen aber, daß Connection Tracking unter den im CSN entsprechenden
normalen Umsta¨nden eingesetzt werden kann.
2Die extreme Spitze im Load Diagramm bei beiden Tests kurz nach 6:00 Uhr resultiert
aus dem zu diesem Zeitpunkt laufenden Logfile-Analysetool
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5.2 Implementierung
5.2.1 Strukturbeschreibung
Das neue Firewall System besteht aus einer Menge von Shell- und Perl-
Skripten und diversen Konfigurationsfiles. Damit die Struktur u¨bersichtlich
bleibt, wurde die Firewall aus dem Verzeichnis /var/CSN/bin ausgegliedert
und zusammen mit den anderen Dateien in dem separaten Unterverzeichnis
/var/CSN/firewall abgelegt. Dessen Struktur ist im folgenden zu sehen:
firewall
|
+-- config
| |
| |-- hosts.admin
| |-- host.core_team
| |-- fwmarks
| |-- order.XXX [Subnetze 80, 84, ... 116]
|
|-- firewall
|-- fw-accounting
|-- fw-users
|-- functions
|-- ForwardAll
|-- W2Cdefaults
|-- W2Cexceptions [optional]
|-- C2Wdefaults
|-- C2Wexceptions [optional]
|-- U2Cdefaults
|-- C2Udefaults
Das Shell-Skript firewall ist das allgemeine Start-Stop-Skript zum Start
der Firewall beim Hochfahren und Stoppen beim Herunterfahren des Ser-
vers. Es legt zuna¨chst die elementaren Strukturen der Firewall mittels des
Kommandos /sbin/iptables im Kern an, dazu geho¨rt außerdem noch
das explizite Laden des Modules ip tables.o. Der Anwender muß die-
ses per Hand laden, denn er muß ja entscheiden, ob ipchains oder ipta-
bles als Firewall-Subsystem im Linux Kernel verwendet werden soll. In der
INPUT Chain werden die entsprechenden Regeln fu¨r den Server angelegt,
außerdem die Chains Server.Admin, Server.CoreTeam und Server.sub102,
welche dann noch mit den IPs aus den Konfigurationsfiles hosts.admin,
hosts.core team bzw. order.102 gefu¨llt werden.
Zur besseren U¨bersicht wurden die allgemein gu¨ltigen FORWARD Re-
geln in die Richtungen CSN - World und CSN - Uni aufgeteilt und in ex-
tra Dateien abgelegt, jeweils noch getrennt nach ein- bzw. ausgehend. Die
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optionalen Dateien W2Cexceptions und C2Wexceptions ko¨nnen eventuelle
Ausnahmen fu¨r einzelne Dienste oder Rechner enthalten, weil diese Regeln
vor den in den *defaults stehenden Regeln abgearbeitet werden. Die fu¨r alle
Richtungen geltenden Regeln befinden sich in der Datei ForwardAll.
Die Regeln im Skript firewall sind gro¨ßtenteils statisch, d.h. es sind
Regeln, die sich selten a¨ndern und durchga¨ngig in der Firewall verbleiben.
Bei dem Teil der Firewall, der die nutzerindividuellen Regeln beinhaltet,
handelt es sich um ein vorwiegend dynamisches Konstrukt. Sta¨ndig kom-
men einzelne Regeln hinzu oder werden entfernt. Es wird stu¨ndlich gepru¨ft,
ob neue Nutzer dazugekommen sind bzw. abgemeldet wurden, dementspre-
chend mu¨ssen neue Chains angelegt bzw. gelo¨scht werden. Gleiches gilt fu¨r
das Traffic-Accounting. Hier kommt noch hinzu, daß die Accounting Chains
aus Performance-Gru¨nden stu¨ndlich umsortiert werden. Diese relativ um-
fangreichen A¨nderungen an der Firewall sind nicht ohne weiteres innerhalb
simpler Shell-Skripte durchfu¨hrbar. Deswegen wurde dieser dynamische Teil
der Firewall mit Hilfe der Perl-Skripte fw-users und fw-accounting reali-
siert.
Falls sich am statischen Teil der Firewall etwas a¨ndern soll, so muß den-
noch nicht die komplette Firewall neu aufgebaut werden. Es genu¨gt, den
Teil der Firewall neu zu starten, in dem die A¨nderung gemacht wurde. Das
Skript firewall bietet dazu drei Parameter, die den entsprechenden Teil
neu laden:
reload input la¨dt die INPUT Chain inklusive Server.Admin,
Server.CoreTeam und Server.sub102 neu
reload forward baut den statischen Teil der FORWARD Chain neu auf,
also die Regeln aus den Dateien *defaults, *exceptions und ForwardAll
reload users baut den dynamischen Teil der FORWARD Chain neu auf,
nutzerindividuelle Regeln, Traffic-Accounting inklusive Speicherung
Die IP-Adressen fu¨r die speziellen Dienste auf dem Server wie z.B. smtp,
dns oder Amanda Backup werden in Variablen am Anfang des Skriptes
abgelegt. Hier sollte eine regelma¨ßige manuelle Pflege dieser Adressen durch
Administratoren des CSN-Teams erfolgen3.
3Die iptables Syntax erlaubt zwar die Angabe von Hostnamen statt IP-Adressen, aber
dann mu¨ßten unverha¨ltnisma¨ßig viele DNS Anfragen beim matchen der Regeln gemacht
werden. Und da hier im Umfeld sowieso mit statischen IP-Adressen gearbeitet wird, ist
die Verwendung von Hostnamen in iptables-Regeln nicht angebracht
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5.2.2 Nutzerregeln: Skript fw-users
Der relativ umfangreiche Teil der Firewall wurde mit Hilfe des Perl Moduls
IPTables::IPv44 in dem Skript fw-users realisiert. Diese Modul bietet ei-
ne sehr komfortable Schnittstelle zur Bibliothek libiptc, welche widerrum den
direkten Zugriff auf das netfilter Subsystem im Kernel ermo¨glicht. Die wich-
tigsten Funktionen dieses Moduls, welche auch im Skript benutzt wurden,
sind die Funktionen zum Anlegen, Lo¨schen und Fu¨llen von Chains. Eine
Regel wird dabei durch einen Hash mit Schlu¨sselwo¨rtern wie z.B. source,
destination oder jump repra¨sentiert. Eine weitere sehr wichtige Funktion ist
list chains(). Mit ihrer Hilfe wird am Anfang des Skripts eine Lookup-
Tabelle5 aufgebaut, mit deren Hilfe dann einfach gepru¨ft werden kann, ob
eine Chain in der entsprechenden Tabelle existiert, ohne jedesmal System-
rufe aus der libiptc Bibliothek zu verwenden. Damit lassen sich auf einfache
Weise die Chains ermitteln, die einem abgemeldeten Nutzer geho¨ren und
somit entfernt werden ko¨nnen. Die Information u¨ber eine zu entfernende
Chain liegt ja nicht direkt vor, sie ergibt sich nur daraus, daß die entspre-
chende IP nicht mehr im Konfigurationsfile aufgefu¨hrt ist, aber noch eine
Nutzer-Chain mit dieser IP in der Firewall existiert.
Der Aufbau der Regeln innerhalb des dynamischen Teils der Firewall
erfu¨llt die Anforderungen nutzerindividuelle Regeln und Zugangskon-
trolle. Die individuellen Regeln werden fu¨r jede durch den Nutzer angemel-
dete IP-Adresse in einer separaten Chain erstellt, und nur wenn u¨berhaupt
erst eine Chain angelegt wurde, kann der Nutzer Verbindungen mit dieser
IP nach außerhalb des CSN aufbauen. Damit nicht alle Nutzer-Chains hin-
tereinander in einer einzigen Liste stehen, ist diese noch in entsprechende
Subnetze unterteilt. Fu¨r jedes Subnetz existiert eine separate Chain in der
letztendlich die Verweise auf die einzelnen Nutzer-Chains stehen (Bild 5.3).
Beim Anlegen einer neuen Chain fu¨r eine IP-Adresse wird diese zuna¨chst
mit der Default-Regel gefu¨llt:
-s 0/0 -d 0/0 -j ACCEPT
Dies fu¨hrt dazu, daß alle ein- bzw. ausgehenden Pakete akzeptiert werden,
was genau dem seither bestehenden Sicherheitskonzept der CSN Firewall
entspricht. Spa¨ter besteht dann fu¨r die Nutzer die Mo¨glichkeit, diese Regel
durch individuelle Regeln mit verschiedenen Restriktionen zu ersetzen. Fu¨r
das Einpflegen dieser individuellen Regeln existieren bisher nur Vorschla¨ge,
aber noch keine fertige und nutzbare Lo¨sung. Nach Mo¨glichkeit sollten po-
tentielle Nutzer dieses Systems nicht direkt Zugang zu dieser Chain haben,
sondern u¨ber ein grafisches Interface verschiedene Sicherheitsstufen einstel-
len ko¨nnen.
4Perl CPAN Archiv: http://search.cpan.org/author/DPATES/IPTables-IPv4-0.97b/
5in Perl auch unter dem namen hash slices bekannt
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...
...
Forward_Users.116.OUT
User.134.109.116.1
User.134.109.116.2
User.134.109.116.3
User.134.109.116.4
...
User.134.109.88.1
User.134.109.88.2
User.134.109.88.3
User.134.109.88.4
Forward_Users.88.OUT
...
Forward_Users.84.OUT
User.134.109.84.1
User.134.109.84.2
User.134.109.84.3
User.134.109.84.4
...
User.134.109.80.1
User.134.109.80.2
User.134.109.80.3
Forward_Users.80.OUT
User.134.109.80.4
User.134.109.80.1 User.134.109.80.2 User.134.109.80.3
...
User.134.109.116.1
User.134.109.116.2
User.134.109.116.3
User.134.109.116.4
Forward_Users.116.IN
...
User.134.109.88.1
User.134.109.88.2
User.134.109.88.3
User.134.109.88.4
Forward_Users.88.IN
...
User.134.109.84.1
User.134.109.84.2
User.134.109.84.3
User.134.109.84.4
Forward_Users.84.IN
...
User.134.109.80.1
User.134.109.80.2
User.134.109.80.3
User.134.109.80.4
Forward_Users.80.IN
Forward_Users
Forward_Users.88.IN
Forward_Users.80.IN
Forward_Users.80.OUT
Forward_Users.84.IN
Forward_Users.84.OUT
Abbildung 5.3: Struktur der Nutzer Chains
Denkbar wa¨ren hier zum Beispiel die folgende Abstufung ein- und ausge-
henden Traffics:
• nur Verbindungen innerhalb der TU Chemnitz
• nur Verbindungen innerhalb des CSN
• nur TCP Verbindungen
• nur Verbindungen von/auf well-known Ports
• nur Verbindungen auf Standard-Dienste wie ftp, http, smtp, pop usw.
• nur Verbindungen zu einer/einem einzigen einstellbaren IP/Port
Eventuell ko¨nnte, wie schon weiter oben diskutiert, fu¨r bestimmte Nutzer
doch die Mo¨glichkeit bereit gestellt werden, vollkommen selbst definierte
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Regeln nach iptables Syntax einzugeben. Diese mu¨ßten dann aber einer
Pru¨fung unterzogen werden, bevor sie in die Chain des Nutzers eingefu¨gt
werden.
Ein weiteres, noch zu lo¨sendes Problem ist die Speicherung dieser indi-
viduellen Regeln. Die einfachste Mo¨glichkeit bestu¨nde darin, die A¨nderun-
gen durch den Nutzer sofort in die Chain des Nutzers zu u¨bernehmen und
dann z.B. stu¨ndlich oder ta¨glich alle Nutzer-Chains auf Festplatte zu sichern.
Wenn der Server gebootet wird, ko¨nnen so die Nutzer-Chains auf einfache
Weise wiederhergestellt werden. Dazu eignen sich die beiden Kommandos
iptables-save und iptables-restore. Zwar gehen bei einem unvorherge-
sehenen Reboot des Servers alle unmittelbar vorher gemachten A¨nderungen
verloren, aber mit dieser Methode bekommt der Nutzer sofort die Auswir-
kungen seine A¨nderungen zu spu¨ren. Das grafische Interface fu¨r den Nutzer
muß nur den aktuellen Zustand aus der Nutzer-Chain erfassen und u¨ber
einen Wrapper6 die gemachten A¨nderungen in der Nutzer-Chain aktivieren.
Eine komfortablere, aber wesentlich aufwendigere Lo¨sung wa¨re die Spei-
cherung aller individuellen Regeln in Dateien oder noch besser in einer Da-
tenbank. Die Datenbankspeicherung bietet sich im CSN an, weil die Da-
tenbank und die dafu¨r notwendigen Strukturen schon vorhanden sind. Das
grafische Interface kommuniziert dann ausschließlich mit der Datenbank und
u¨ber einen Cron Job ko¨nnten stu¨ndlich alle gemachten A¨nderungen in der
Firewall aktiviert werden. Mit Hilfe der Datenbank ko¨nnte den individuel-
len Regeln auch noch zugeordnet werden, wer diese Regel angelegt hat. Hier
ko¨nnte zwischen einer Nutzerregel oder einer Administratorregel unterschie-
den werden. Die Administratorregel ist dann fu¨r den Nutzer unsichtbar, er
kann sie somit auch nicht a¨ndern oder umgehen.
5.2.3 Traffic Accounting: Skript fw-accounting
Alle fu¨r das IP Accounting no¨tigen Schritte werden in fw-accounting aus-
gefu¨hrt. Die hauptsa¨chlichen Funktionen, die dieses Script bereitstellt, sind
Anlegen der Trafficza¨hler-Chains und das Auslesen und U¨bertragen der
Za¨hlersta¨nde in die Datenbank. Mit der Portierung der CSN Firewall von
ipchains nach iptables kann jetzt das neue Feature fwmarks genutzt werden.
Die Markierung der Pakete erlaubt dem DynShaper zuku¨nftig eine exaktere
und gerechtere Bandbreitenregelung der einzelnen Nutzer in den jeweiligen
Nutzergruppen. Vor allem wird sichergestellt, daß nur noch der externe Traf-
fic (von außerhalb der Uni) einschließlich des u¨ber die Proxyserver im URZ
laufenden Traffics geshaped wird. Bisher gab es mit Hilfe des tc Komman-
dos keine Mo¨glichkeit, eine solche Regelung zu realisieren, so daß bis jetzt
6Ein Programm, was im Auftrag eines anderen Programmes irgendetwas ausfu¨hrt. Hier
konkret die Ausfu¨hrung des Programmes iptables, welches nur mit root-Rechten aus-
gefu¨hrt werden darf, aber von einem cgi-Skript, welches natu¨rlich nicht mit root-Rechten
ausgestattet ist, gerufen wird.
KAPITEL 5. PRAKTISCHER EINSATZ 32
immer der gesamte Traffic, welcher aus der Uni ins CSN floß, geshaped wur-
de. In Bild 5.4 ist das nun korrigierte Zusammenspiel zwischen Firewall und
DynShaper dargestellt.
Firewall
Datenbank
DynShaper
MarkierungZählung
externer Traffic
interner Traffic
Datenstrom Regelung
Abbildung 5.4: Paketfluß des eingehenden Traffics durch den CSN Server
Durch die Kombination von Markierung und Erfassung des Datenstro-
mes konnte dieser Teil weitestgehend aus dem u¨brigen Firewall-System aus-
gegliedert werden, so daß dieser Teil in Zukunft durchaus als optionaler Be-
standteil zum DynShapers geho¨ren ko¨nnte. Bei der Weiterentwicklung des
DynShapers war das auch so vorgesehen, nur mußte zwischenzeitlich das Ac-
counting aus Performancegru¨nden bestmo¨glich in das Firewall-System auf
dem CSN Server integriert werden. Einzige Voraussetzung fu¨r das Anlegen
der Accounting Chains ist das Vorhandensein einer generellen Accounting
Chain in der Tabelle mangle. Diese wird beim Aufruf des Skriptes firewall
angelegt und soll nur verhindern, daß die Accounting Chains nicht unkon-
trolliert ins Leere angelegt werden, sondern erst, wenn die entsprechende
Umgebung (Datenbank etc...) bereitgestellt wurde.
Die Besonderheit beim Accounting ist, daß wirklich alle Pakete durch die
Accounting Chains laufen mu¨ssen, da ja jedes einzelne Paket geza¨hlt und
markiert werden muß. Deswegen sollte hier ganz besonders viel Wert auf
Optimierungsmo¨glichkeiten im Hinblick auf eine spa¨tere Gigabit-Anbindung
des CSN- Servers an das Campusnetz gelegt werden. Eine erste Maßnahme
ist auch hier wieder die Aufteilung einer einzelnen Chain mit allen IPs in
separate Chains fu¨r jedes Subnetz. Diese u¨ber die Netzmaske erzielte Ver-
breiterung des Entscheidungsbaumes kann bei Bedarf noch weiter vertieft
werden, indem die gleiche Methode nochmalig auf die Subnetz-Chains an-
gewendet wird, diesmal aber mit verkleinerter Netzmaske. Somit enthalten
die Bla¨tter am Entscheidungsbaum eine zunehmend geringere Liste von IP-
Adressen, was sich deutlich auf die Performance der Entscheidungsfindung
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auswirkt.
Eine bereits jetzt realisierte Optimierung ist der nach dem Traffic ab-
steigend sortierte Listenaufbau in den Subnetz-Chains. Die Reihenfolge be-
stimmt sich aus dem durch den DynShaper ermittelten 14-Tage Durch-
schnittstraffic. Das ist zwar eine ungerechtfertigte Bevorzugung solcher Nut-
zer, die einen hohen Durchschnittstraffic haben, es hilft aber letztenendes
allen anderen gleichermaßen, weil Systemzeit auf dem Server beim Matchen
der Regeln eingespart wird. Im Regelfall korrespondieren auch Paketanzahl
und Paketgro¨ße miteinander und auch stichprobenartige Kontrollen zeigen,
daß sich im oberen Teil der Subnetz-Chains die wesentlich aktiveren Nut-
zer befinden. Stu¨ndlich wird die Sortierreihenfolge neu ermittelt und auch
in die Subnetz-Chains u¨bertragen. Hier liegt noch genu¨gend Potential zur
Verbesserung dieser Methode. Bespielsweise ko¨nnte das Intervall zur Neusor-
tierung wesentlich verku¨rzt werden und statt des Durchschnittstraffics der
gerade aktuell durchlaufende Traffic als Sortiergrundlage benutzt werden.
Im folgenden ko¨nnte dieses System vo¨llig transparent im Kernel unterge-
bracht werden, so daß der Anwender von der Umsortierung gar nichts mehr
mitbekommt.
Um einen fu¨r die Nutzer mo¨glichst reibungslosen Ablauf ohne Aussetzen
der Verbindung bei der Umsortierung und des Neuaufbaus der Subnetz-
Chains zu gewa¨hrleisten, wird dieser in mehreren Schritten durchgefu¨hrt.
Dazu werden die ebenfalls mit iptables neu eingefu¨hrten Features Umbe-
nennen von Chains und Ersetzen von Regeln genutzt. Dadurch wird
ein fu¨r den Nutzer nicht mehr spu¨rbarer Neuaufbau der Subnetz-Chains
ermo¨glicht. Der Algorithmus, wie er auch zum Neuaufbau im Skript ange-
wendet wird, kann verbal wie folgt formuliert werden:
1. Anlegen einer neuen Chain X.new
2. Fu¨llen dieser neuen Chain X.new mit der neuen Sortierung
3. Auslesen der Za¨hler aus der bestehenden Chain X
4. Umbenennen der bestehenden Chain X in X.old
5. Umbenennen der neuen Chain X.new in X
6. Einfu¨gen einer Regel an erster Stelle in die u¨bergeordnete Chain mit
dem Target X
7. Entfernen der alten Regel mit dem jetzt heißenden Target X.old
8. Entfernen aller Eintra¨ge der alten Chain X.old
9. Lo¨schen der alten Chain X.old
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Beim Umbenennen einer Chain wird nicht nur deren Name gea¨ndert, son-
dern auch die Namen aller Referenzen in Regeln anderer Chains auf diese
Chain. Die Referenzen bleiben also genauso wie urspru¨nglich erhalten, sie
besitzen nur einen anderen Namen. Die Aktivierung der neuen Chain erfolgt
also erst im Schritt 6, weil dort eine Regel vor die weiter unten bestehende
gleichlautende Regel eingesetzt wird. Damit wird die untere Regel praktisch
wirkungslos, weil kein Paket mehr bis dorthin kommt. Ziel ist es weiterhin,
die Zeit zwischen dem Auslesen der alten Trafficza¨hler und der Aktivie-
rung der neuen Za¨hler so kurz wie mo¨glich zu halten, da der in dieser Zeit
durchlaufende Traffic nicht mehr erfaßt werden kann und verlorengeht. Bei
einer Gigabit-Anbindung kann dieser stu¨ndlich auftretende Verlust infolge
der Neusortierung eine durchaus nicht zu unterscha¨tzende Gro¨ße betragen.
Wichtiger fu¨r die Nutzer ist aber das vo¨llig transparente Umschalten von
alten und neuen Za¨hlern. Bei der alten Firewall wurden die Za¨hler einmal
ta¨glich kurz nach 2:00 Uhr neu angelegt. Dort war der Verbindungsabbruch
wa¨hrend dem Neuaufbau deutlich bemerkbar, vor allem bei interaktiven
Anwendungen.
5.3 Konfiguration und Integration auf dem Server
Alle no¨tigen Konfigurationsdateien befinden sich sich im Unterverzeichnis
config. Diese Dateien sind sta¨ndig verfu¨gbar und werden zyklisch erneuert.
Dadurch ist die Firewall nach einem Neustart des System sofort wieder ein-
satzbereit, weil die Konfiguration nicht erst dynamisch aus der Datenbank
erzeugt werden muß. Da der statische Teil der Firewall sowieso in Form di-
rekter iptables-Kommandos vorliegt, kann diese direkt nach dem Hochfahren
des Servers aktiviert werden. Dadurch wird auch der reibungslose Aufbau
der INPUT Chain gewa¨hrleistet, was besonders bei der Fernadministrati-
on wichtig ist. Die Erzeugung der Konfiguration ist ein etwas komplexerer
Vorgang, welcher nachfolgend ausfu¨hrlich beschrieben wird.
Die Freischaltung eines Nutzers zur Benutzung seines Internetanschlus-
ses muß nach Mo¨glichkeit gleichzeitig an mehreren Stellen geschehen. Nach-
dem sich der Nutzer u¨ber das Webformular im CSN angemeldet hat, alle
Daten gepru¨ft wurden und vom Rechenzentrum eine IP fu¨r seinen Rechner
zugewiesen wurde, mu¨ssen die folgenden Aktionen durchgefu¨hrt werden:
• Freischaltung in der Firewall (fwmarks, Accounting, Nutzerregeln)
• Eintragung der MAC Adresse in den Router (statisches ARP)
• Eintragung von IP und MAC Adresse in das Konfigurationsfile fu¨r den
dhcpd
• Freischaltung der Netzwerkdose (nur in den TP-Wohnheimen)
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Bis jetzt wurden all diese Aktionen nur einmal ta¨glich und auch zu unter-
schiedlichen Zeitpunkten ausgefu¨hrt. So kam es vor, daß einzelne A¨nderun-
gen nur teilweise ausgefu¨hrt wurden. Das Ziel ist es aber, all diese Aktionen
zusammenzulegen und den Zeitraum drastisch zu verku¨rzen, zumindest auf
stu¨ndliche Freischaltung, eventuell sogar sofortige Freischaltung. Der Ab-
lauf der Freischaltungen erfolgt zuku¨nftig nach folgendem Muster: Anlegen
aller Konfigurationsdateien fu¨r die einzelnen Aktionen mit den entsprechen-
den A¨nderungen und im na¨chsten Schritt Aktivierung dieser A¨nderungen.
Die Trennung dieser Aktionen ist no¨tig, weil die Konfigurationsdaten von
verschiedenen Programmen genutzt werden, z.B. werden die Markierungs-
informationen fu¨r fwmarks im DynShaper und in der Firewall beno¨tigt. Au-
ßerdem werden die MAC Adressen fu¨r die Konfiguration des dhcpd und
des statischen ARP beno¨tigt, was alles in einer einzigen Datenbankabfrage
ermittelt werden kann.
Realisiert wird dieser Vorgang durch die zwei Skripte userconfig create
und userconfig execute. Idealerweise sollte userconfig execute immer
zur vollen Stunde ausgefu¨hrt werden und userconfig create ca. zwei Mi-
nuten vorher, damit die erstellten Konfigurationsdaten mo¨glichst aktuell
sind und beim Lauf von userconfig execute vollsta¨ndig vorliegen. Beide
Skripte enthalten Unterprogramme fu¨r die Abarbeitung der oben genannten
Aktionen. Die einzelnen Unterprogramme sind in der vergangenen Zeit als
eigensta¨ndige Programme von verschiedenen Administratoren geschrieben
und jetzt konsequenterweise zusammengefaßt worden.
Im Skript userconfig create befindet sich am Anfang der einzige von
der Datenbank unabha¨ngige Teil der Konfiguration, na¨mlich die IP und
MAC-Adressen aller Administratoren des CSN Teams. Dadurch wird si-
chergestellt, daß diese IPs bzw. MAC Adressen immer fest im Router und in
der Firewall eingetragen werden. Im Falle einer Fehlfunktion innerhalb der
Datenbank oder der Konfigurationserstellung soll gewa¨hrleistet sein, daß
die Administratoren immer noch Remote-Zugriff per ssh auf den CSN Ser-
ver haben. Das Skript erzeugt alle no¨tigen Konfigurationsfiles fu¨r den oben
aufgefu¨hrten Freischaltungsprozeß. Fu¨r die Firewall sind die Dateien im Un-
terverzeichnis /var/CSN/firewall/config relevant. Die Reihenfolge der IP
Adressen in den Dateien order.xx entspricht dabei genau der absteigenden
Sortierung nach dem Durchschnittstraffic der letzten 14 Tage.
Fu¨r den ordnungsgema¨ßen Start und Stop der Firewall beim Hochfahren
bzw. Herunterfahren des Servers sollte noch ein Link im entsprechenden
Runlevel Verzeichnis unter /etc/init.d auf das Skript firewall angelegt
werden.
Kapitel 6
Bewertung und Ausblick
Das CSN entwickelt sich sta¨ndig weiter, zum einen in technischer Hinsicht,
zum anderen aber auch in der Umsetzung neuer Ideen und Lo¨sungen zur
Administration der Netzwerkkomponenten durch das Team des Chemnit-
zer StudentenNetzes. Immer wieder werden neue Studenten in das Team
aufgenommen, welche neue Vorschla¨ge mitbringen und diese auch zielstre-
big umsetzen. Wie sich schon beim DynShaper gezeigt hat, bieten einige
dieser neuen Projekte genu¨gend Potential, um die Umsetzung durchaus im
Rahmen einer Studien- oder Diplomarbeit durchzufu¨hren.
Mit der vorliegendenden Arbeit u¨ber den Aufbau einer Firewall mit nut-
zerindividuell einstellbaren Regeln ist ein weiteres Projekt umgesetzt wor-
den, welches zwar in erster Linie sehr konkret auf das Chemnitzer Studen-
tenNetz ausgerichtet ist, das aber selbstversta¨ndlich auch als Grundlage fu¨r
neue Entwicklungen in anderern Umgebungen dienen kann. In der Arbeit
wurden die wichtigsten Komponenten des Systems erkla¨rt und auch die
praktische Umsetzung ausfu¨hrlich erla¨utert. Ein positiver Nebeneffekt ist,
daß mit dieser Arbeit eine Dokumentation zu einer wichtigen Einheit des
CSN Servers existiert - der Firewall.
Seit Ende August 2003 ist das System auf dem Server des CSN erfolg-
reich im Einsatz. Bis jetzt gab es keine Probleme durch die Aktivierung
der neuen Firewall. Wenn das Wintersemester 2003/2004 beginnt und viele
Studenten wieder im Wohnheim sind, wird sich auch zeigen, ob die Firewall
dem dann steigenden Trafficaufkommen standha¨lt. In naher Zukunft wird
auch noch eine der angesprochenen Lo¨sungsvorschla¨ge fu¨r die Gestaltung
der individuellen Regeln durch die Nutzer umgesetzt werden. Ebenso wird
die Weiterentwicklung des DynShapers fortgesetzt, der nun auf die in der
Firewall angelegten fwmarks zugreifen kann. Auch wa¨re zu untersuchen, ob
das in Abschnitt 3.4.1 nur am Rande erwa¨hnte Projekt nf-hipac eine lohnens-
werte Alternative fu¨r den Filterteil der Firewall darstellen ko¨nnte, vor allem
dann, wenn demna¨chst die Anbindung des CSN Servers an das Campusnetz
auf eine Gigabit-Leitung aufgeru¨stet wird.
36
Literaturverzeichnis
[1] Das Chemnitzer StudentenNetz
http://www.csn.tu-chemnitz.de
[2] P. Almquist, Type of Service in the Internet Protocol Suite,
RFC 1349, Network Working Group, Juli 1992
http://www.ietf.org/rfc/rfc1349.txt
[3] Y. Rekhter, Address Allocation for Private Internets,
RFC 1918, Network Working Group, Februar 1996
http://www.ietf.org/rfc/rfc1918.txt
[4] Herve Eychenne, iptables manpage, Manual Sektion 8
http://www.netfilter.org
[5] The netfilter/iptables project
http://www.netfilter.org
[6] Linux Network Administrators Guide, Chapter 9. TCP/IP Firewall,
TLDP - The Linux Documentation Project
http://www.tldp.org/LDP/nag2/
[7] Stefan Hornburg, Netfilter - Paketverarbeitung unter Linux 2.4
http://www.linuxia.de/lt-netfilter.en.html
[8] Bert Hubert, Linux Advanced Routing & Traffic Control HOWTO
http://www.ds9a.nl/2.4Networking/howto/
[9] James C. Stephens, Iptables, September 2003
http://www.sns.ias.edu/∼jns/security/iptables/
[10] Andrew S. Tanenbaum, Computernetzwerke, dritte revidierte Auflage,
Kapitel 6.4.4 TCP-Verbindungsmanagement, Prentice Hall 1998
[11] Anja Feldmann, S. Muthukrishnan, Tradeoffs for Packet Classification,
AT&T Labs-Research, Florham-Park, NJ
http://net.uni-sb.de/∼anja/feldmann/papers/infocom00 flowclass.ps
37
LITERATURVERZEICHNIS 38
[12] IT Grundschutzhandbuch, Firewall,
BSI Bundesamt fu¨r Sicherheit und Informationstechnik
http://www.bsi.bund.de/gshb/deutsch/b/73.htm
[13] Jan Horbach, Dynamische Bandbreitenbeschra¨nkung mit QoS,
Fakulta¨t fu¨r Informatik, Archiv TU Chemnitz, November 2001
http://archiv.tu-chemnitz.de/pub/2001/0100/
[14] Linux - Wegweiser fu¨r Netzwerker, Online Version
O’Reilly Online Katalog
http://www.oreilly.de/german/freebooks/linag2/netz0906.htm
[15] URZ Autorenkollektiv, Jahresru¨ckblick 1999/2000
Mitteilungen des URZ, Archiv TU Chemnitz, 2001
http://archiv.tu-chemnitz.de/pub/2001/0014/
[16] Universita¨t Siegen schra¨nkt Internet-Nutzung ein
heise online, Newsticker Archiv, 27.06.2001
http://www.heise.de/newsticker/data/daa-27.06.01-002/
