Abstract-The problem of bounding the reliability function of a multiple access channel (MAC) is studied. Two new upper bounds on the error exponent of a two-user discrete memoryless (DM)-MAC are derived. The first bound (sphere packing) is an upper bound on the exponent of the average probability of error and is the first bound of this type that is zero outside the capacity region and thus results in a tighter sphere-packing exponent when compared with the tightest known exponent derived by Haroutunian. The second bound (minimum distance) is an upper bound on the exponent of the maximal (as opposed to average) probability of error. To obtain this bound, first, an upper bound on the minimum Bhattacharyya distance between codeword pairs is derived. For a certain class of two-user DM-MACs, an upper bound on the exponent of maximal probability of error is derived as a consequence of the upper bound on the minimum Bhattacharyya distance. We analytically evaluate the sphere packing bound for uniform composition codes for an additive and nonsymmetric channel and show that it is tight near the boundary of the capacity region, i.e., equal to the random coding lower bound.
I. INTRODUCTION

I
N THIS paper we consider the problem of reliable communication over a multiple-access channel in the discrete memoryless setting. We consider the problem of characterization of the error exponents of this channel. In particular, we provide single-letter information-theoretic characterization of upper bounds on the error exponents for this class of channels. A schematic of multiple-access channel is depicted in Figure 1 . In this model, two transmitters wish to communicate reliably two independent messages to a single decoder by using the channel n times. The received signal is corrupted both by noise and by mutual interference between the transmitted signals. Here, M X , M Y denote the two transmitted messages,M X andM Y denote the decoded messages, and X n , Y n and Z n denote the transmitted and received sequences respectively. The capacity region of this channel has been characterized information-theoretically by Ahlswede and Liao [1] , [2] . Regarding discrete memoryless multiple-access channels (DM-MACs), stronger versions of Ahlswede and Liao's coding theorem [1] , [2] , giving exponential upper and lower bounds for the error probability, were derived by several authors. Slepian and Wolf [3] , Dyachkov [4] , Gallager [5] , Pokorny and Wallmeier [6] , Liu and Hughes [7] , Nazari et al. [8] and Haim et al. [9] studied lower bounds on the error exponents. The only known upper bound on the error exponents is the one given by Haroutunian [10] , which is rather weak. This bound is non-zero even outside the capacity region of the channel, and does not take into account the fact that the two transmitters do not communicate with each other. In [9] , a tight characterization of error exponents has been obtained for certain symmetric channels and for certain rates using structured codes. This approach, however cannot induce non-uniform input distributions, and is in general suboptimal for channels that do not have symmetry. We will see a comparison of error exponents in Section V for an additive but non-symmetric channel. In our earlier work [8] , we have obtained new lower bounds on the reliability function for multiple-access channels: typical random coding bound and partial expurgated bound. The former considers the performance of a high probability subset of the code ensemble rather than the average performance, and in the latter the codebooks are expurgated individually to get a tighter bound at low rates. These bounds were characterized in the form of maxmin optimization of information divergence functions over the set of probability distributions.
In the present paper, we develop two new upper bounds on the reliability function of DM-MACs: analogs of sphere packing bound and minimum distance bound. Toward this 0018-9448 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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goal, we first revisit the point-to-point case and examine the techniques used for obtaining the upper bounds on the optimum error exponent.
A. Sphere Packing Bound
The techniques employed to obtain the sphere packing bound that are closely related to our work can be broadly classified into three categories. The first is known as the Shannon Technique (see [11] , [12] , [13, Ch. 10] ). Although this yields expressions for the bounds on error exponents that are computationally easier to evaluate than others, the expressions themselves are much more difficult to interpret. The second may be known as Csiszar Technique, introduced by Csiszar [14] . This technique uses more intuitive expressions for the error exponents in terms of the optimization of an objective function involving information quantities over the set of probability distributions. This technique results in a sphere packing bound for the average probability of error. The third consists of the Strong Converse Technique, introduced by Csiszar and Korner [15] . This technique results in an expression identical to that of Csiszar technique. The only difference between the two is that the third technique results in a sphere packing bound for the maximal probability of error, and not the average. Due to this, the result of the third technique is weaker than the result of the second one. The latter is conceptually simpler than the second and is more amenable for extension to multi-user channels. In point-to-point scenario, by throwing away the worst half of the codewords in any codebook, it can be easily shown that the average and maximal error probability performance are the same at any transmission rate. This is, however, not true for a general multi-user transmission system. Specifically, Dueck [16] showed that the maximal error capacity regions are in general smaller than average error capacity regions for multi-user channels.
Toward obtaining our sphere packing bound on the exponent of average probability of error for DM-MAC, we relate the size of the code and the size of a subset of the code containing good codewords (Theorem 1). Using this relation, we derive the sphere packing bound for the average probability of error without the elimination of worse half of the codewords as the final step (Theorem 2). Theorem 1 of this paper says that if the rate of the code is high, then the size of the subset of the code containing all good codewords cannot be too large. The resulting new sphere packing bound has the form of a maxmin optimization of information divergence function over the set of probability distributions. This is characterized using an auxilliary time-sharing random variable along with a Markov chain. This explicitly imposes independence of the users input distributions (conditioned on the auxiliary variable), and results in a tighter sphere-packing exponent in comparison to Haroutunian's.
B. Minimum Distance Bound
We also derive an upper bound on the exponent of the maximal probability of error for DM-MAC by studying the Bhattacharyya distance distribution of any multi-user code (Theorem 3). We use a two-step approach for this.
In the first, we derive an upper bound on the error exponent by establishing a link between the minimum Bhattacharyya distance and maximal probability of decoding error; the upper bound on the Bhattacharyya distance then can be used to obtain a lower bound on the probability of decoding error. This approach can be thought of as the straightforward extension of that of [13] from point-to-point channels to multiple-access channels. This results in a characterization in the form of an optimization problem where the objective function is the average Bhattacharyya distance between the channel input letters. In the second step, we provide a new multi-user tightening of this bound using an auxilliary time-sharing random variable along with a Markov chain. Moreover, we will express the bound in the form of maxmin optimization of information divergence function over the set of probability distributions. At zero rate pair, this upper bound has a structure that is similar to that of partial expurgated bound studied in [8] . However, the two bounds are not necessarily equal.
Finally, we analytically evaluate the sphere packing bound for uniform composition codes for an additive and non-symmetric DM-MAC and show that it meets the random coding lower bound near the boundary of the capacity region (Theorem 4). This shows the existence of critical rate region for non-symmetric DM-MAC. We also provide another example where we compare the new sphere packing bound with that of Haroutunian's.
The paper is organized as follows. Preliminaries and definitions are introduced in Section II. The sphere packing bound on the exponent of the average probability of error for DM-MAC is studied in Section III. In Section IV, we study the minimum distance bound on the exponent of the maximal probability of error. In Section V, we consider two examples and evaluate the bounds. The proofs of some of these results are given in the Appendix.
II. PRELIMINARIES
We mainly follow the notation of [15] with some exceptions. For any finite alphabet X , let P(X ) denote the set of all probability distributions on X . For any sequence x = (x 1 , . . . , x n ) ∈ X n , let P x denote its type. Let T P denote the type class of type P. Let P n (X ) denote the set of all n-types on X . Let T V denote a V-shell, and D(V W |P) denote the conditional I-divergence. We consider discrete memoryless channels without feedback. We use upper case letter C to denote a code, calligraphic letter C to denote a collection of codes, upper case letter R to denote a transmission rate and calligraphic letter R to denote a collection of transmission rates.
Definition 1: A discrete memoryless channel (DMC) is a triple (X , Z, W ) consisting of a finite input alphabet X , a finite output alphabet Z and a stochastic matrix W : X → Z. The channel transition probability for n-sequences is given by 
The transmission rate, R, for this code, is defined as R = 1 n log M. When this code C is used on a DMC W , the conditional probability of error given codeword x i is given by
The average probability of error for this code under W is defined as
and the maximal probability of error is defined as
For the DMC, W : X → Z, the exponents for the average and maximal probability of error, at rate R, are defined as:
where C(n, R) is the set of all codes of length n and rate R. 
has average probability of error
where 
The channel transition probability for n-sequences is given by
For this code, the transmission rate pair
When the code C is used over a MAC W , the conditional probability of error given the codeword pair (x i , y j ) is given by
The average and maximal probability of error for the two-user code, C under W , are defined as
Finally, the exponents of the average and maximal probability of error at rate pair (R X , R Y ), are defined as:
with mutual information computed with distribution PV , the product of P and V .
III. SPHERE PACKING BOUND
The main result of this section is a lower (sphere packing) bound for the average error probability for a DM-MAC. The key objective is to look at an arbitrary code and distill from it an auxiliary time-sharing random variable. To state the new bound, we need an intermediate result that has the form of a strong converse for the MAC. We state this result here and provide the proof in the Appendix. The proof uses the wringing technique due to Dueck [17] and Ahlswede [18] . Fix the input alphabets X , Y and the output alphabet Z.
, and any 0 < λ < 1, define the set of "good" codewords for any DM-MAC, V ∈ W(Z|X , Y) as
The following theorem says that if the subset of C that contains good codewords when used over a channel V is a large fraction of C, then the rates of the code must belong to the corresponding constrained capacity region, i.e., the rates cannot be too large.
where R n (P, V ) for any P ∈ P(X × Y) is defined as the closure of the following set
Here, for every constant 0 < λ < 1, we have n → 0 as n → ∞. Proof: The proof is provided in Appendix A. Definition 4: Define R(P, V ) as the limiting version of the sets R n (P, V ) by replacing n with 0. LetR(P, V ) denote the closure of the complement of R(P, V ).
Note that R n (P, V ) is closed and convex for every n, and so is R(P, V ). Since the information quantities are continuous functions of the distributions it follows that (see [17, p.193 
Note that R(P, V ) is the input-distribution constrained capacity region of the MAC V , and is characterized using an auxiliary time-sharing random variable along with a Markov chain. The Markov chain captures the structure of the communication problem at hand: the encoders do not communicate with each other. Using convexity, we can restrict the size of the alphabet of the auxiliary random variable |U| to 2 as shown in the following lemma.
Lemma 1: For any DM-MAC V ∈ W(Z|X , Y) and any P ∈ P(X × Y), the constrained capacity R(P, V ) equals the closure of
Proof: See Appendix A.
Remark 1: Note that R(W ) closure P XY
R(P, W ) is the capacity region of the DM-MAC W .
LetR(P, V ) denote the closure of the complement of R(P, V ). Using the above results we obtain the following sphere packing bound on the exponent of the average probability of error for multiple-access channels.
Theorem 2 (Sphere Packing Bound):
with n sufficiently large and with
where
Note that the sphere packing bound has the form of a max-min optimization problem. The maximization is over all input distributions on the channel input, and minimization is over all channels that cannot support the rate pair (R X , R Y ). Also note the use of an auxilliary random variable U for convexification in the constraint setR(P XY , V ).
Proof: Since C is an (n, M X , M Y ) multi-user code, it can be concluded that there must exist a joint type,
Consider an arbitrary DM-MAC V such that
Choose 0 <λ < 1 such that 1 +λ
Hence using (22) and Theorem 1 (contra-positive version), it can be concluded that the size of the subset that contains good codewords cannot be too large, i.e.,
By combining (21) and (24), it can be concluded that the size of the subset that contains bad codewords cannot be too small, i.e.,
By combining (23) and (26), and using the method given in [15, p. 167], we have
The average error probability of the code C over the channel W can be written as
Since inequality (28) holds for all V :
for sufficiently large n, which completes the proof. [7] is not unbounded in general.
Remark 2: For any DM-MAC W , if the rate pair is inside the capacity region (i.e., not on the boundary), then the new sphere packing bound is strictly positive, and if the rate pair is either on the boundary or outside the capacity region then it is zero. To see this consider the following argument. The former statement follows because if (R
X , R Y ) ∈R(W ), then (R X , R Y ) ∈R(P XY U , W ) for every P XY U ,
whereR(W ) is the closure of the complement of the capacity region of W , The latter statement follows because (a) if (R
X , R Y ) ∈R(W ) then (R X , R Y ) ∈R(P XY U , W ) for
IV. MINIMUM DISTANCE BOUND
In this section we consider a new upper bound on the error exponent for MAC that is tighter than the sphere packing bound at low rates. However, we are able to provide this bound only on the maximal error exponent. For this we will follow the approach of Blahut [13] , [19] . As done in the previous section, here too, our objective is to look at an arbitrary code and distill an auxiliary time-sharing random variable. First we need some definitions about distance functions.
A. Preliminaries
Definition 5 [20] : For a specified channel W : X ×Y → Z, the Bhattacharyya distance between the channel input letter pairs (x, y), and (x,ỹ) is defined by
In this section, we assume d B (x, y), (x,ỹ) = ∞ for all (x, y) and (x,ỹ). A channel with this property is called as an indivisible channel. An indivisible channel for which the matrix A
For a block channel W n , the normalized Bhattacharyya distance between two channel input block pairs (x, y), and (x,ỹ) is given by:
If W n is a memoryless channel, it can be easily shown that the Bhattacharyya distance between two pairs of codewords (x, y) and (x,ỹ), with joint empirical distribution P XYXỸ , is
As it can be seen from (32), for a fixed channel, the Bhattacharyya distance between two pairs of codewords depends only on their joint composition. The minimum Bhattacharyya distance for a code C is defined as:
For a fixed rate pair (R X , R Y ) and blocklength n, the best possible minimum distance is defined as
where the maximum is over all good codes with para-
Given a DM-MAC W , define the following function
Such a function was introduced in [21] , and was used to express the expurgated bound in the form of maxmin optimization problem involving information-divergence functions. This function corresponds to maximum likelihood decoding.
B. Dominant Type of a Code
Consider any (n, M X , M Y ) code C. For at least one joint type, the number of pairs of sequences in the multi user code sharing this type, should be an exponential function of n, with the rate almost equal to the sum-rate of the multi user code C.
(36) We have the following characterization given as a corollary to Theorem 1. 
C. Main Result
We will follow a two-stage procedure. Stage 1: We extend the technique used in [19] for point-to-point channels to multiple-access channels. To derive an upper bound on the error exponent at rate (R X , R Y ), we need to show that for any code with parameter (R X , R Y ), there exist at least two pairs of codewords which are very close to each other in terms of Bhattacharyya distance. In the other words, we need to find an upper bound on the minimum distance of codes with parameter n, 2 n R X , 2 n R Y . Consider any arbitrary multi-user code, C, with parameters n, 2 n R X , 2 n R Y with a dominant joint type P XY . We concentrate on the dominant subset corresponding P XY , i.e. all codeword pairs sharing P XY as their joint type.
We study the minimum distance of this subset and in particular we prove that there exist at least two pairs of codewords at a certain Bhattacharrya distance. This results in an upper bound on the minimum distance of this subset of the code. Clearly, this bound is also a valid upper bound for the minimum distance of the original multi user code. Then, by relating the maximal error probability of the code to its minimum distance, we derive a lower bound on the maximal error probability of any multiuser code satisfying certain rate constraints.
Stage 2: Here we will use Corollary 1 to Theorem 1 and restrict the joint types of the codes that can enter into the maxmin optimization problem that characterizes the bound. Further, we will express the bound in the form of a maxmin optimization problem involving information divergence as the objective function. The main result of this section is given by the following theorem.
Theorem 3: For any indivisible nonnegative-definite channel, W , the maximal error reliability function, E
The maximum is taken over all
where P XY is the XY-marginal of P XY U , and
(42) Proof: The proof is provided in Appendix B.
This bound is valid only for the exponent of the maximal error probability and not the average. On the other hand, all the known lower bounds in [6] - [8] and [22] , are valid only for exponent of the average probability of error and not the maximal. It is worth noting that these two error exponents must meet when rate of one of the transmitters is zero, i.e., either R X = 0 or R Y = 0. This is stated in a more generalized fashion in the following lemma where the proof is omitted for conciseness. If one could prove a straight-line bound, this would provide a good set of bounds at all rates for the average probability of error and not the maximal.
where R = min{R X , R Y }.
V. EXAMPLE
In this section, we consider error exponents for constant composition codes. We are able to evaluate the exact error exponent for an example of DM-MAC for such codes for certain rates.
where P 1 ∈ P n (X ) and P 2 ∈ P n (Y).
and P Y (y) > 0 for all x ∈ X and y ∈ Y, a non-negative number E is said to be an achievable error exponent at a pair of rates (R X , R Y ), if for all sufficiently small > 0, and for all sufficiently large n, there exists an (n, 2 n R X , 2 n R Y , P 1 , P 2 ) multi-user constant composition code C such that
is the supremum of all achievable error exponents at rate pair (R X , R Y ).
We have the following corollary to Theorem 2. Let
Corollary 2: For any DM-MAC W ∈ W(Z|X , Y), and any pair of distributions (P
X , P Y ) ∈ P(X ) × P(Y), we have E * av (R X , R Y , W, P X , P Y ) ≤ E sp (R X , R Y , W, P X , P Y ) sup P XY ∈P(X ×Y,P X ,P Y ) inf V :(R X ,R Y )∈R( P XY ,V ) D(V W |P XY ).
A. Binary Output Channel
Consider the following multiple-access channel with X = Y = Z = {0, 1}. The stochastic matrix W is given by:
Note that channel output depends on the pair (X, Y ) only through X + Y , where + denotes addition modulo-2. We will characterize the error exponent for this channel for constant composition codes. We will consider the codes of the two transmitters to have the uniform composition: P X (0) = P Y (0) = 1 2 . Under this assumption, the joint distribution of P XY is characterized by one parameter θ P XY (X = 0, Y = 0) that lies between 0 and 1 2 . We have the first lemma which characterizes the capacity region of this channel and states that the constant composition codes with uniform composition achieve the capacity.
Lemma 3: The capacity of the channel without any constraint on the input is given by Proof: The proof is contained in the proof of the following lemma.
We have the second lemma that evaluates the sphere packing bound for this example.
Lemma 4: The sphere packing bound for this MAC is given by
where D(q p) = q log(q/ p)+(1−q) log((1−q)/(1− p)), and for every θ :
given by the unique value q that satisfies: ρ(θ, q) = R X + R Y if the solution exists, and q(0, 0) is defined to be p. Proof: A proof is provided in Appendix C. Note that this is equal to the sphere packing bound of the point-to-point channel with input X + Y and output Z . Next, we relate this to the random coding lower bound of Liu and Hughes [7] . The random coding lower bound for constant composition codes with composition P X and P Y for the two transmitters for a MAC is given by
where E r (R X , R Y , W, P XY U ) is defined in [7, eq. (13) ], and maximization is over all P XY U such that U is a finite-valued random variable, the marginal distributions of X and Y are P X and P Y , respectively, and X − U − Y form a Markov chain. E r (R X , R Y , W, P XY U ) is obtained as the minimum of the error exponents of three types of error.
Next, we show that there is a critical region in the capacity region where the random coding bound of Liu and Hughes meets the sphere packing bound provided in this paper. 
Theorem 4: For the MAC W given above, for the uniform composition codes and along the line R X = R Y in the capacity
region, the error exponent is given by
E * av (R, R, W, P X , P Y ) = E sp (R, R, W, P X , P Y )
for R greater than or equal to the half of the critical rate R c of the point-to-point channel with input X + Y and output Z if p satisfies the condition that the following function is monotone decreasing in
Proof: The proof is provided in Appendix C. In the following, we provide a comparison of these bounds with p = 0.4 which satisfies the condition given in Theorem 4. We consider three lower bounds. The first is the lower bound of Liu and Hughes [7] . The second is the low-rate improvement of this bound using partial expurgation given by Nazari et al. [8] . The third is the lower bound given by Haim et al. using linear codes [9] . The upper bound that we compare these with is the new sphere packing bound (Theorem 2). First we give the performance in the high rate regime where the first [7] lower bound and the upper bound (Theorem 2) meet. It can be noted that although the channel is additive, since it is not symmetric, linear codes do not achieve the capacity of the channel. Moreover, the corresponding achievable error exponent [9] is lower than the first lower bound [7] . This is illustrated in Fig. 2 . In this plot, we plot error exponents as a function of the sum-rate along R 1 = R 2 line. Next, we consider the new sphere packing bound and the first lower bound [7] along R 1 = R 2 line in the entire capacity region in Fig. 3 . Random coding exponent of Type 1 or 2 error is obtained using numerical computation. Random coding exponent of Type 3 error in the region where it does not meet the new sphere packing bound is obtained using numerical computation. We evaluated Haroutunian's sphere packing bound numerically and found that it is equal to the new sphere packing bound. Finally, we compare the the first [7] and the second lower bound [8] in the low rate regime along R 1 = R 2 line in Fig. 4 using numerical computation. 
B. Ternary Output Channel
Consider the following example of DM-MAC with X = Y = {0, 1} and Z = {0, 1, 2}. The stochastic matrix is given by W (0|00) = W (2|11) = 1, W (2|10) = W (2|01) = 0 and W (0|01) = W (0|10) = p, where 0 < p < . This is plotted in Figure 5 for the case R 1 = R 2 . This plot shows that the new sphere packing bound is tighter than the Haroutunian's.
APPENDIX A PROOFS FOR SECTION III
A. Proof of Theorem 1
Our approach makes use of Augustin's [23] strong converse theorem for one-way channels which is stated in the following 2 :
Lemma 5 [23] :
where the distribution of the random variables is determined by the Fano-distribution (uniform distribution) on the codewords. Proof:
The proof is given in [23] . The basic idea of the proof is the wringing technique which was used for the first time by Dueck [17] and Ahlswede [24] . Consider any P * n ∈ P n (X × Y), 0 < λ < 1 and V ∈ W(Z|X , Y). Suppose that the size of the set of good codewords is not too small,
λ). (45)
For random variablesX n ,Ȳ n defined in (45), the mutual information satisfies the following inequality:
This follows from the relation
and note that |Ā| = |E V (C, P * n , λ)|. Lemma 6 [18] : Let X n , Y n be random variables with values in X n , Y n resp. and assume that
Then, for any 0 < δ < σ there exist t 1 , t 2 , . . . , t k ∈ {1, . . . , n} where
and
Proof: The proof is provided in [18] . 2 An alternate proof of this is given in [18, Corollary 1].
Let us apply this lemma on the pair (X n ,Ȳ n ), with σ = |X ||Y| log(n + 1) + log 1 + λ 1 − λ , and δ = n 
and define 
Proof: Since A ⊂Ā, the maximal probability of error for the corresponding code is at most 1+λ 2 . The second part of Lemma 6, immediately yields (53). On the other hand,
Therefore, by the first part of Lemma 6, we conclude that
For any fixed j , consider (n,
For channel V , any codeword in this code and y j has probability of error at most equal to 
Similarly, it can be shown that
Recall that
, we have 1
; V (·|·, y)
The left hand side of (60) can be bounded from below as follows 1
where B * is defined as follows
Moreover, by using the assumed lower bound on |E V (C, P * n , λ)|, and the result of Lemma 7, it can be concluded that
Therefore, 1
By combining (60), and (65), we get
, and using the values of σ and δ as given in (50), we have the following relation:
Note that for every constant λ, we have n → 0 as n → ∞. Analogously,
To find an upper bound for log (M X M Y ), we first try to find a lower bound on log |A|. By Lemma 7
Using (59), we have
Collecting (66,69,73) and (54) and using the fact that
where for all (x, y) ∈ (X , Y),
These expressions are the averages of the mutual informations calculated at the empirical distributions in the column t of the mentioned subcode. We can rewrite these equations with the new random variable U , where U is distributed uniformly on {1, 2, . . . , n}. Using the method given in [25, p. 402], we obtain the following result.
and Y) ; where we have defined new random variables X X U , Y Y U and Z Z U , whose distributions depend on U in the same way as the distributions of X t , Y t and Z t depend on t, and U is uniformly distributed over the set {1, 2, . . . , n}. This completes the proof.
B. Proof of Lemma 1
In the following, we give an outline of the proof. First using the standard arguments about convexity, one can show that we can restrict our attention to U with size at most |Y| + 2. In the following we tighten this to 2. Let us recall the following result by Fenchel, Egglestone and Caratheodary. Any point in the convex closure of a connected compact set in d-dimensional Euclidean space can be represented as a convex combination of at most d points in the set. DefineR(P, V ) as the closure of the limiting version of R n (P, V ) with |U| = |Y| + 2. It is easy to see that thatR(P, V ) is connected and compact in the 2-dimensional space. Connectedness follows because the point (0, 0) belongs to every pentagon in the union. Compactness follows because it is closed and bounded.
APPENDIX B PROOF OF THEOREM 3
Consider an arbitrary (n, 2 n R X , 2 n R Y ) code C, for n sufficiently large. Let P XY be a dominant type of the code, implying |{(
Using the approach of [19] we get following upper bound on the minimum distance d B (C) of the code.
By conditioning on one of the codewords, and using a similar approach we can tighten this bound as follows.
Lemma 8: For any nonnegative-definite channel, W , we have
Using standard techniques we can relate the average Bhattacharyya distance to the maximal probability of decoding error and this results in the following.
Lemma 9: For any non-negative-definite channel
the maximal error reliability function at rate pair (R X , R Y ).
Proof: The proof of the first part is very similar to [13, Sec. 10.6] , and is omitted. The second part follows from Lemma 8.
Next we will express the bound on the error exponent in terms of I-divergence and mutual information.
Lemma 10: For β = X, Y, XY , we have
where E β md s and E β M s are defined in (39) and (86), respectively.
Proof: A similar result was given in [21] for the expurgated lower bound on the error exponent for point-to-point channels. In the present case, we have to extend that result to the upper bound. In the following we just give an outline of the proof in the point-to-point case. The extension to the DM-MAC is straightforward. In the following we prove that for any DMC W with input alphabet X and output alphabet Z, and for any input distribution P, and any rate R > 0, we have E md (P, R) = E M (P, R), where
To show E md (P, R) ≤ E M (P, R): By using the correspondenceX ↔ X,X ↔X , and Z ↔ Y , and using the arguments in [21, p. 9] , we have
Now note that we can make the constraint set B smaller and thus provide an upper bound on E md as follows. Let B be defined similar to B except that the condition
where the third from below equality in (93) follows by defining
.
To show E M (P, R)
and hence, using (92), we have the following statements
= min
≥ min
Therefore, by combining the result of Lemma 9, and Lemma 10, the result of Theorem 3 is concluded.
APPENDIX C PROOFS FOR SECTION V
In this section, for conciseness, we only give the main arguments of the proof and omit many details.
A. Proof of Lemma 4
Note that for every P XY , since W (0|01) = W (0|10) = 0, the channel V that achieves the inner minimization has following property: V (0|01) = V (0|10) = 0. For an arbitrary rate pair (R X , R Y ), and input distribution P XY characterized by θ > 0, letV achieve the minimization. Define q 1 and q 2 to be q 1 =V (0|00) and q 2 =V (0|11). Our first claim is that q 1 = q 2 .
Let us suppose that this is not true. Note that (R X , R Y ) belongs to the closure of the complement of R(P XY ,V ). Using the symmetry in the input distribution and the channel, i.e., P XY (0, 0) = P XY (1, 1) = θ , and V (0|01) =V (0|10) = 0, the input constrained capacity region satisfies R(P XY ,V ) = R(P XY ,Ṽ ), and the condi- 
Our second claim is the following: For any stochastic matrix V such that V (0|00) = V (0|11) = q, the capacity region R(P XY , V ) is given by
To prove this claim, first, we evaluate the maximum sum-rate for a fixed θ and q. This is given by maximizing I (XY ∧ Z |U ) with respect to P U P X |U P Y |U , where U is a binary random variable such that the marginal distribution of X and Y are uniform. We perform this maximization. Let α = P U (0),
These parameters must satisfy the conditions: αβ +αβ = αγ +αγ = 1 2 , and θ = αβγ +αβγ . 3 There at least two ways to show this. In the first, one can use the convexity of mutual information I (P, V ) in V for a fixed input distribution P. Since the capacity region is characterized by mutual informations the claim of inclusion follows. In the second, one can introduce a binary-valued side information that is available at both the encoders and the decoders. The capacity when the side information is not available cannot be larger than that when it is available at both sides of the channel.
where the inequality follows from the concavity of mutual information I (P, V ) as a function of P for a fixed V , and the last equality follows from the fact that αθ 0 +αθ 0 = 2θ . This upper bound is achieved with equality by choosing α = 1 2 , β +β = 1, γ +γ = 1 and 1 − β − γ + 2βγ = 2θ . Using symmetry, we have the following set of parameters that achieve the sum rate ρ(θ, q):
In the following, by an appropriate choice of these parameters we will show that the rate pair ) is monotone decreasing function of q, we have
For any θ , we have the following argument.
Otherwise, the minimum is achieved by q = p. From this the statement of the lemma follows.
B. Proof of Theorem 4
Let us choose an input distribution P XY U characterized using five parameters α, β, γ ,β, andγ that satisfy the conditions given in equation (99) for some 0 < θ < 1 2 .
Step 1: We get a characterization of E r XY (R X , R Y , W, P XY U ), which is one of the three random coding error exponents of [7] . From [7] , we have
where V(P XY U ) is the set of all distributions on U ×X ×Y ×Z such that V XU = P XU and
It can be shown that for a fixed 
The first claim is that the optimal V satisfies the following additional constraint: e e 1 = e 2 and q 0 q 00 = q 11 and q 1 q 01 = q 10 . This follows from the fact that (a) the objective function D(V Z XY |U W × P XY |U |U ), and the constraint function I V (X ∧ Y ∧ Z |U ) are symmetric in the triples (e 1 , q 00 , q 01 ), (e 2 , q 11 , q 10 ), and (b) the objective function and the constraint function are convex in V Z XY |U (note that V U = P U ).
Moreover, using this claim, we can simplifȳ E sp (R , W, P XY U ) as follows. In the first equality, the minimization is with respect to the constraint:
, and I e is the mutual information between X and Y with distribution P(X = 0) = β,
The first inequality follows from the convexity of information divergence, and the constraint set remains as before. The second inequality follows by using the constraint set
≤ R − I e which, from the concavity of the entropy function, is larger than the constraint set used before.
Next we show the inequalities in the opposite direction.
where the inequality follows by adding a constraint q 0 = q 1 .
Hence we have,
where the second equality follows because the optimality is achieved with equality in the constraint. This implies thatĒ sp (R , W, P XY U ) depends on P XY U only through the corresponding θ .
Step 3: We relateĒ sp and E sp . For the rate pair (R X , R Y ) with the input distributions P X and P Y constrained to be uniform, let θ * (R X + R Y ) achieve the maximization in the sphere packing bound. This value must satisfy the following necessary condition for optimality:
This is equivalent to
Turning towardĒ sp , we obtain the necessary condition for optimality with respect to e. Taking derivative of
with respect to e for the case R = R X + R Y , and setting it to 0, we get
Let us see whether e = 0 satisfies the condition. Noting that
we see that I e = 0 when e = 0 which also implies I e = 0. Evaluating the necessary condition at e = 0, we get
This is exactly the same optimality condition that θ = θ * satisfies as given in equation (102 
where A is the set of all P XY U whose parameters satisfy the condition given in equation (99) for some θ .
Step 
where R c is smallest R at which the convex function E sp (R , W, P X , P Y ) meets its supporting line of slope −1.
Step 5: We consider the other two random coding error exponents E r X (R X , R Y , W, P XY U ) and E rY (R X , R Y , W, P XY U ). These are essentially the random coding error exponents of the following two point-to-point channels: Channel X and Channel Y. Channel X has input X, output (Y, Z ), transition probability P(Y = 0) = γ , P(Z |X, Y ) = W , and input distribution P(X = 0) = β. Channel Y has input Y , output (X, Z ), transition probability P(X = 0) = β, P(Z |X, Y ) = W , and input distribution P(Y = 0) = γ .
Using similar techniques, we can show that 
where the minimization is is with respect to the constraint:
After staring at it for a while, we can see that E r X (R X , R Y , W, P XY U ) equals the random coding bound of the point-to-point channel with input X, output (Y, Z ), and transition probability given by P(Y = 0) = γ , and P(Z |X, Y ) is given by the stochastic matrix W , and the distribution of the input is fixed at P(X = 0) = β. Similar technique yields the desired result for E rY (R X , R Y , W, P XY U ).
Step 6: We next evaluate E sp . Recall that E sp (R/2, R/2, W, P X , P Y ) equals the sphere packing bound of the point-to-point channel, with input X + Y and output Z with transition probability P(Z = 0|X + Y = 0) = 1 − p and P(Z = 0|X + Y = 1) = 0, evaluated at rate R. Using the Shannon-Gallager-Berlekamp format of the sphere packing bound, we can express it as Since ρ is a one-to-one function of R in this range, we can also express θ * as a function of R, and this is exactly the same as the one we considered in Step 3. We can also evaluate the critical rate R c and the cut-off rate R 0 of this channel, respectively, as follows For such θ * (R), we will choose P XY U as follows: β = 1 − γ . The reason for doing this is to keep the minimum of I (X ∧ Z |Y U) and I (Y ∧ Z |XU ) as large as possible so that E r XY is dominated by the minimum of E r X and E rY .
Recalling that γ = (1 − 2θ * − β)/(1 − 2β), and solving for β (under the condition 2θ < 0.5), we get
We denote this input distribution as P * XY U (R). 
