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Résumé : Ce rapport traite de l’adaptation de maillages anisotropes non structurés. Il pré-
sente en détails un estimateur d’erreur géométrique a posteriori basé sur une majoration
de l’erreur d’interpolation. A l’aide de cet estimateur on construit une carte de métriques
(définie aux sommets du maillage) basée sur une approximation discrète du hessien de la so-
lution. Le maillage est adapté en utilisant cette carte de métriques, ce qui revient à construire
un maillage unité vis-à-vis de cette carte de métriques. Quelques exemples analytiques se-
ront présentés dans la seconde partie de ce rapport pour illustrer l’approche proposée.
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Geometric error estimate and anisotropic
metrics for mesh adaptation.
Part 1: theoritical aspects
Abstract: This report deals with anisotropic unstructured mesh adaptation. It presents in
details an a posteriori geometric error estimate based on a majoration of the interpolation
error. Then, using this error estimate, a metric map (defined at the mesh vertices) based on
a discrete approximation of the Hessian of the solution is constructed. The mesh is adapted
with respect to this metric map leading to an adapted unit mesh. Several analytical examples
will be presented in the second part of this report to demonstrate the proposed approach.
Key-words: Mesh adaptation, anisotropic mesh, a posteriori error estimate, interpolation
error, metric, unit mesh.
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1 Introduction
Dans le contexte des simulations numériques par des méthodes d’éléments ou de vo-
lumes finis, l’adaptation de maillages non structurés a largement prouvé son efficacité. Cette
technique permet en effet en théorie, (i) de réduire notablement le coût du calcul (en rédui-
sant le nombre de degrés de liberté) et (ii) d’atteindre la solution numérique à la précision
souhaitée. Ceci a eu pour effet, conjointement avec l’accroissement de la puissance de cal-
cul des stations de travail, d’autoriser la simulation de phénomènes complexes en dimension
trois (avec une précision raisonnable) sans recourir à de lourds moyens de calcul (architec-
tures et algorithmes parallèles, par exemple).
Dans son principe, une méthode d’adaptation repose sur l’estimation de l’erreur com-
mise lors de l’étape de calcul et sur la traduction de cette erreur en une information nu-
mérique pertinente pour les autres étapes du schéma d’adaptation. Plus spécifiquement, si
on s’intéresse aux h-méthodes, cette information correspond à des contraintes relatives à
la taille locale des éléments du maillage. On établit ainsi une corrélation a posteriori entre
l’erreur de la solution numérique et la taille locale des éléments. Ainsi, en ajustant locale-
ment cette taille (i.e., en adaptant le maillage), l’objectif est d’équi-répartir cette erreur sur
le maillage adapté. En itérant ce procédé, on converge progressivement vers un maillage
"limite" correspondant à une solution numérique à la précision désirée.
Dans cette étude, on s’intéresse précisément à la construction d’un estimateur d’erreur
"géométrique" d’application générale (indépendant de l’opérateur du problème), permettant
de définir une carte de métriques anisotrope. Les spécifications de tailles dans chaque direc-
tion de cette carte vont alors servir à gouverner les algorithmes d’adaptation de maillages.
Formulation du problème
On considère un problème d’EDP sur un domaine Ω de Rd (avec d = 2 ou 3) et on
note u sa solution exacte. Sa résolution s’effectue par une méthode numérique classique
(éléments ou volumes finis) basée sur une discrétisation spatiale (i.e., un maillage) Th du
domaine Ω. On note uh la solution approchée obtenue à l’aide de cette méthode.
Dans le contexte de l’adaptation de maillage, à chaque étape i du schéma, le problème
consiste à calculer l’écart eih = u − uih, entre la solution exacte u et la solution calculée
uih sur T ih , représentant l’erreur sous-jacente à la solution obtenue par la méthode numé-
rique. Cet écart est communément appelé l’erreur d’approximation. Par cette évaluation,
on cherche à contrôler (en général par une approximation de cet écart) la génération d’un
maillage T i+1h , dérivé de T ih , tel que l’erreur d’approximation eih, estimée sur T i+1h , soit
bornée par un seuil donné.
En général, la solution uh obtenue avec la méthode numérique n’est pas interpolante
(i.e., la solution obtenue aux nœuds de Th ne coïncide pas avec la valeur exacte de u en
ces nœuds). En outre, il n’est pas possible de garantir que la solution uh coïncide avec u en
au moins un point, pour tout élément du maillage. Ce qui rend donc difficile de quantifier
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explicitement l’écart eh. Une autre difficulté liée au calcul de eh est que celui-ci est propre
à chaque type d’équation à résoudre.
Pour s’abstraire du problème physique (de l’opérateur), on préconise ici une approche
indirecte pour approcher cet écart. Désignons par Πhu, l’interpolé linéaire de u par élément
de Th et par ẽh = u − Πhu, l’écart entre u et Πhu, encore appelé l’erreur d’interpolation
sur u suivant Th. La solution numérique étant connue pour converger vers la solution exacte
lorsque la taille h des éléments de Th tend vers zéro, on en déduit que l’erreur d’approxima-
tion eh tend vers l’erreur d’interpolation ẽh. D’après le lemme de Céa, on sait de plus que
[14] :
‖u − uh‖ ≤ c ‖u − Πhu‖ .
On en déduit qu’un contrôle de l’erreur d’interpolation permet un contrôle de l’erreur d’ap-
proximation. Ainsi, l’erreur d’interpolation ẽh peut être utilisée pour quantifier eh, de ma-
nière approchée. Ce qui revient maintenant à formuler le problème de la façon suivante :
«étant donnée une interpolation linéaire Πhu de u suivant un maillage Th, construire un
maillage Th′ (éventuellement différent de Th) sur lequel l’erreur d’interpolation ẽh est bor-
née par un seuil donné, dans toutes les directions».
En pratique, ce problème revient à s’intéresser successivement à :
– la construction d’un estimateur de l’erreur d’interpolation,
– la définition d’une carte de métriques anisotrope,
– l’adaptation du maillage courant aux requis de la carte de métriques.
Etat de l’art
Dans le contexte de la construction d’estimateurs d’erreur, l’étude directe de l’erreur
d’approximation a fait l’objet de nombreux travaux. Une synthèse des principaux travaux
est proposée dans [22]. En revanche, relativement peu d’études ont porté sur la construc-
tion d’estimateurs basés sur l’erreur d’interpolation. Dans toutes ces études, les mesures
couramment utilisées pour quantifier l’erreur d’interpolation relèvent essentiellement de
deux classes : une mesure continue (cf. [4, 5, 12], par exemple) et une mesure discrète (cf.
[2, 6, 17], par exemple). Dans ces études, l’examen d’une "mesure" de l’erreur d’interpola-
tion permet d’exhiber des contraintes liées aux tailles des éléments du maillage. Néanmoins,
dans le cas des mesures continues, la taille des mailles est supposée tendre vers zéro.
Les études faites sur l’erreur d’interpolation montrent (expérimentalement) que le lien
entre l’erreur d’interpolation et l’erreur d’approximation est beaucoup plus fort que la ma-
joration donnée par le lemme de Céa. Et par conséquent, l’erreur d’interpolation fournit un
bon estimateur d’erreur [10].
L’adaptation de maillage à des contraintes de tailles (plus communément appelée h-
méthode) a longtemps été mise en œuvre à l’aide de techniques de raffinement/déraffinement
[15, 20]. Celles-ci consistent à découper (resp. regrouper) récursivement les éléments jugés
trop grands (resp. petits) de manière à satisfaire grossièrement l’estimateur d’erreur. Ce-
pendant, une telle approche ne permet ni de contrôler précisément le nombre de degrés de
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liberté du problème, ni surtout de tenir compte de requis anisotropes (où des tailles variables
selon les directions de l’espace sont spécifiées). A contrario, des études plus récentes ont
tenté de pallier ces limitations par le biais de méthodes de maillage gouvernées par des
cartes de tailles anisotropes [7, 9, 19, 21]. Ces approches reposent sur la construction d’une
métrique locale (discrète) destinée à modifier le calcul des longueurs dans les générateurs
de maillage. Ceci permet d’équi-répartir l’erreur d’interpolation sur le maillage dans toutes
les directions, et conduit à la création d’un maillage "unité" dans la métrique spécifiée.
Notre approche
Comme on l’a indiqué précédemment, notre approche est fondée sur la construction
d’un estimateur de l’erreur d’interpolation en vue de définir une carte discrète de métriques
anisotrope servant à gouverner l’adaptation de maillage dans le souci d’équi-répartir dans
chaque direction l’erreur évaluée sur le maillage. Pour définir un estimateur d’erreur ani-
sotrope, qui contrôle à la fois les directions et les tailles dans ces directions, on utilise une
approche basée sur le hessien des variables du problème. Actuellement, cette approche est
la seule solution jugée raisonnable pour traiter ce problème [13].
On cherche d’abord à obtenir une majoration de cette erreur d’interpolation sur chaque
élément du maillage à l’aide d’un développement de Taylor. De cette majoration, on exhibe
une mesure discrète de l’erreur dans laquelle apparaissent des contraintes de tailles liées aux
arêtes du maillage dans toutes les directions et le hessien de la variable considérée. Ensuite,
un champ de métrique discret est construit à partir de cet estimateur d’erreur. La métrique
ainsi définie est de nature anisotrope, ce qui permet de modifier le produit scalaire usuel
qui sous-tend la notion de distance utilisée dans le générateur de maillage. Finalement,
le maillage adapté désiré est un maillage "unité" dans cette métrique, sur lequel l’erreur
d’interpolation est bornée par le seuil prescrit.
La spécificité de cette approche réside notamment dans les points suivants :
– au niveau de l’estimateur d’erreur :
– son analyse n’est pas asymptotique, c’est-à-dire que h ne tend pas vers zéro, ce
qui traduit des préoccupations concrètes,
– il est basé sur le hessien de la solution,
– il est de nature anisotrope,
– il est indépendant de la nature de l’opérateur et donc valable pour tout type
d’équation;
– au niveau du contrôle précis des tailles :
– il est basé sur un champ de métriques anisotrope,
– il s’assimile à la construction d’éléments équilatéraux (ou réguliers), c’est-à-
dire dont les arêtes sont de longueur un, dans la métrique. Un tel maillage est
appelé maillage unité.
L’appellation de "géométrique" vient du fait que la solution sur un maillage peut être
vue comme une surface cartésienne, on cherche alors à definir une métrique géométrique
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permettant de contrôler l’écart à cette surface. De la sorte, il apparaît encore plus clairement
que l’estimateur d’erreur est indépendant du type de problème à résoudre.
Plan de l’exposé
Le plan du rapport reprend et détaille les principaux points évoqués ci-dessus. Section 2,
on fait quelques rappels sur la notion de métrique et de produit scalaire associé à une mé-
trique, on donne une définition de l’intersection de métriques et on propose plusieurs sché-
mas d’interpolation de métriques. Ensuite, Section 3, on donne une majoration de l’erreur
d’interpolation en dimensions deux et trois et on introduit notre estimateur d’erreur aniso-
trope géométrique. Section 4, on indique comment construire une métrique anisotrope en
vue d’adapter un maillage. En particulier, on propose une méthode d’évaluation numérique
du hessien d’une solution. Puis, on indique sommairement pourquoi et comment construire
en pratique un maillage unité. Dans la partie II de ce rapport, des exemples analytiques
seront proposés pour illustrer les différentes étapes de notre démarche.
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2 Opérations sur les métriques
Dans cette section, on rappelle d’abord la notion de métrique et de produit scalaire
associé. Ensuite, on introduit une définition consistante de l’intersection de deux métriques.
Enfin, on propose plusieurs schémas d’interpolation de métrique sur un segment.
2.1 Notion de métrique, de produit scalaire et de distance
La notion de longueur dans un espace métrique est liée à la notion de métrique et donc
à une définition adéquate du produit scalaire dans l’espace vectoriel considéré.
Notion de métrique. Définir un tenseur de métrique en un point P (resp. sur un élément
K) d’un maillage Th c’est se donner une matrice M, (d × d) symétrique définie positive
(i.e., non dégénérée). Par exemple, en trois dimensions, on considère :
M =


a b c
b d e
c e f

 ,
telle que a > 0, d > 0, f > 0 et det(M) = adf + 2bce − c2d − e2a − b2f > 0, pour
a, b, c, d, e, f ∈ R. Noter que ces valeurs dépendent de P (resp. de K), i.e., a = a(P ) (resp.
a = a(K)), etc..
Produit scalaire. On définit le produit scalaire de deux vecteurs dans l’espace euclidien
usuel Rd pour une métrique M de la manière suivante :
〈 ~u , ~v 〉M = t~uM~v ∈ R .
C’est un produit scalaire car M est symétrique définie positive (ce résultat peut être démon-
tré à l’aide des formes quadratiques sous-jacentes, cf. [11]).
Notion de distance. On peut alors définir la norme euclidienne pour cette métrique M :
‖~u‖M =
√
〈 ~u , ~u 〉M =
√
t~uM ~u ,
qui n’est autre que la longueur du vecteur ~u, qui mesure la distance entre les extrémités de
ce vecteur.
Soit A et B deux points de Rd, on définit alors la distance entre A et B dans l’espace
euclidien classique pour la métrique M par :
dM(A,B) = lM(
−−→
AB) = ‖−−→AB‖M =
√
t
−−→
AB M−−→AB .
Remarque 2.1 Dans l’espace euclidien R2 ou R3, on retrouve les définitions usuelles de
produit scalaire euclidien et norme euclidienne en considérant M = Id, la matrice identité.
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Décomposition de la métrique. Le tenseur M est diagonalisable car il est symétrique.
Alors, M peut s’écrire M = RΛR−1, où R est la matrice des vecteurs propres et Λ la
matrice des valeurs propres de M. Il est à noter que cette décomposition n’est pas unique,
en effet on peut prendre n’importe quel vecteur propre du sous-espace propre associé à une
des valeurs propres ou bien il suffit d’inverser des colonnes de R et de Λ.
On peut rendre cette décomposition unique en imposant des conditions sur les vecteurs
propres. Par exemple dans le cas de la dimension deux, si on a une valeur propre double
égale à λ, on a M = λ Id. Il suffit de toujours prendre R = Id et Λ = M. Si on a deux
valeurs propres disctintes alors R peut être vu comme une matrice de rotation (matrice
orthogonale) d’angle θ et la condition θ ∈ [0,Π/2[ est suffisante pour traiter tous les cas.
De même, en dimension trois R peut être vu comme la composée de matrices de rotation.
Représentation géométrique. Un tenseur de métrique peut être représenté géométrique-
ment par sa boule unité. Soit P un sommet du maillage Th du domaine Ω et soit M un
tenseur de métrique défini au point P . Alors, la boule unité dans la métrique M de centre
P est le lieu géométrique des points satisfaisant la relation :
‖−−→PM‖M =
√
t
−−→
PM M−−→PM = 1 ,
L’ensemble des points qui satisfont cette relation décrit un ellipsoïde en dimension trois
(une ellipse en dimension deux). Les axes principaux sont donnés par les vecteurs propres
de M et les rayons de chaque axe par la racine carrée de l’inverse des valeurs propres de
M correspondantes (Figure 1).
1
√ λ2
1
√ λ1
~v2
~v1 ~v2
1√
λ
1
1√
λ
3
1√
λ
2
~v3
~v1
FIG. 1 – Ellipse et ellipsoïde représentant une métrique anisotrope.
Maintenant, si on se donne un ellipsoïde (resp. une ellipse) de centre P alors il existe un
unique tenseur de métrique M tel que le lieu géométrique des points satisfaisant la relation :
‖−−→PM‖M =
√
t
−−→
PM M−−→PM = 1 ,
décrit cet ellipsoïde (resp. ellipse). De même, les axes principaux sont donnés par les vec-
teurs propres et les rayons de chaque axe par la racine carrée de l’inverse des valeurs propres
de M correspondantes.
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Donc, ces deux notions sont équivalentes. Analyser un tenseur de métrique c’est analy-
ser sa boule unité dans la métrique ou par abus de langage l’ellipsoïde (resp. l’ellipse) qui
lui est associé.
Remarque 2.2 Si les valeurs propres de M sont toutes identiques, égale à λ, alors on
obtient la sphère (resp. le cercle) de rayon 1√
λ
et réciproquement.
2.2 Intersection de métriques
Fréquemment, on est amené à travailler avec plusieurs métriques, comme on le verra
à la Section 4.5. Dans le cas où plusieurs métriques sont spécifiées en un même point du
maillage, on cherche à définir une métrique unique qui prend en compte toutes ces mé-
triques, c’est-à-dire à définir la métrique donnée par l’intersection de toutes ces métriques.
Pour définir l’intersection de deux métriques, on utilise le fait qu’un tenseur de mé-
trique est représenté géométriquement par une ellipse en dimension deux ou un ellipsoïde
en dimension trois. Il est à noter que l’intersection de deux métriques n’est pas une inter-
section géométrique car l’intersection de deux ellipses n’est pas nécessairement une ellipse.
Or, dans le contexte de cette étude, on veut que l’intersection de deux métriques donne une
métrique et donc une ellipse ou un ellipsoïde.
Soient M1 et M2 deux tenseurs de métrique représentés par leurs ellipses (resp. el-
lipsoïdes) respectives EM1 et EM2 . Alors l’ellipse (resp. ellipsoïde) EM de surface (resp.
volume) maximale incluse dans l’intersection (géométrique) des ellipses (resp. ellipsoïdes)
EM1 et EM2 définit le tenseur de métrique M intersection des métriques M1 et M2 (voir
Figure 2).
Plus formellement, soient Md = {M|M tenseur de métrique} l’ensemble des ten-
seurs de métriques et P un sommet du maillage du domaine. On définit les ellipses (resp.
ellipsoïdes) EMj = {M |
√
t
−−→
PM Mi
−−→
PM = 1} pour j = 1, 2, associées aux métriques
M1 et M2. Alors la métrique M = M1 ∩ M2 est définie par l’ellipse (resp. ellipsoïde)
EM qui verifie la relation :
EM = sup
Mi∈Md
EMi = sup
Mi∈Md
{
M |
√
t
−−→
PM Mi
−−→
PM = 1
}
⊂ EM1 ∩ EM2 .
Remarque 2.3 La définition précédente ne garantit pas que l’on puisse garder les vecteurs
propres de l’une des métriques (cf. Figure 2, à gauche).
Remarque 2.4 On constate que si on considère deux métriques anisotropes antagonistes
alors on perd en général leurs propriétés d’anisotropie, c’est-à-dire qu’on obtient une mé-
trique isotrope (cf. Figure 2, à droite).
Si on considère des métriques isotropes, le problème peut alors être simplifié. En ef-
fet, les deux métriques sont représentées par leurs cercles (resp. sphères), il suffit donc de
prendre celui qui est inclus dans l’autre. Plus précisément, si on se donne M1 = diag(λ1) et
INRIA
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FIG. 2 – Exemples d’intersection de métriques anisotropes en dimension deux.
M2 = diag(λ2) deux tenseurs de métriques isotropes, d’après la remarque 2.2, la métrique
intersectée M = M1 ∩M2 est définie par :
M = diag(λ) , où λ = max(λ1, λ2) .
En pratique, l’intersection de deux métriques est obtenue au moyen de la réduction si-
mulanée des deux formes quadratiques correspondant aux deux métriques (elle est possible
car elles sont définies positives). Les résultats donnés par cette approche sont illustrés en
dimension deux et trois sur les Figures 3 et 4. On démontre (Annexe A.2) que la réduction
simultanée donne l’ellipse (resp. ellipsoïde) de plus grande aire (resp. volume) incluse dans
l’intersection des deux ellipses (resp. ellipsoïdes). Dans la suite, on va présenter la méthode
de réduction simultanée en dimension trois.
L’idée est de trouver une base (e1, e2, e3) (pas forcément orthogonale) telle que M1 et
M2 soient diagonales dans cette base, puis on en déduit la métrique intersectée. Pour cela,
on introduit la matrice N définie par :
N = M−11 M2 .
N est diagonalisable dans R, car elle est symétrique dans la métrique M1 (Annexe A.2).
La base en question est donnée par les vecteurs propres normalisés de N que l’on note e1,
e2 et e3 (ils forment une base car N est diagonalisable). On trouve les valeurs propres de
M1 et M2 dans cette base à l’aide du quotient de Rayleigh :
λi =
teiM1ei et µi = teiM2ei , pour i = 1, 3 .
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On pose P = (e1 e2 e3) la matrice 3 × 3 dont les colonnes sont formées par les vecteurs
propres {ei}i=1,3 de N , P est inversible car (e1, e2, e3) est une base de R3. On a donc :
M1 = tP−1


λ1 0 0
0 λ2 0
0 0 λ3

P−1 et M2 = tP−1


µ1 0 0
0 µ2 0
0 0 µ3

P−1 .
La métrique intersection M1 ∩M2 est alors donnée par :
M = M1 ∩M2 = tP−1


max (λ1, µ1) 0 0
0 max (λ2, µ2) 0
0 0 max (λ3, µ3)

P−1 .
Remarque 2.5 Dans le cas où N a une valeur propre triple, que l’on note α, alors si α ≤ 1
on a M = M1 et si α > 1 on a M = M2. En effet, dans ce cas on a :
N = M−11 M2 = α Id ⇐⇒ M2 = αM1 ,
et donc un des deux ellipsoïdes est toujours inclus dans l’autre.
On constate aisément que M est symétrique et que M est définie positive car detM =
(detP−1)2 detΛ où Λ = diag(max(λi, µi)). Par conséquent, M = M1 ∩M2 est bien un
tenseur de métrique.
2.3 Interpolation de métriques
On considère à présent le problème suivant : soient γ = [P1, P2] un segment (par
exemple une arête d’un maillage) et M1 et M2 deux métriques associées aux extrémi-
tés, on cherche à trouver une métrique interpolée M(t) définie sur le segment paramétré
γ(t) = P1P2 pour tout t ∈ [0, 1]. On souhaite en outre que cette métrique varie de manière
monotone sur [P1, P2]. La construction de cette métrique revient à interpoler les métriques
M1 et M2. Ceci s’avère utile car en général le champ de métrique est discret (défini aux
nœuds) et l’interpolation permet ainsi d’obtenir un champ continu sur tout le domaine.
Dans le cadre de l’adaptation de maillage, les métriques nous permettent de calculer des
longueurs, comme on l’a vu dans la Section 2.1. Le schéma d’interpolation pour l’adapta-
tion de maillage doit donner une variation (linéaire, par exemple) sur les longueurs h, ce
qui est "équivalent" à une variation (linéaire) des M−1/2 par analogie au cas isotrope (cf.
Remarque 2.2). On en déduit un schéma d’interpolation linéaire pour lequel, la métrique
anisotrope au point d’abcisse t est donnée par :
M(t) =
(
(1 − t)M−
1
2
1 + tM
− 1
2
2
)−2
, 0 ≤ t ≤ 1 . (1)
Par calculer la métrique interpolée, on doit d’abord exprimer les deux métriques dans une
base dans laquelle les matrices associées sont diagonales, c’est-à-dire faire la réduction
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FIG. 3 – Intersection de deux métriques par la méthode de réduction simultanée en dimen-
sion deux. En haut, on fait tourner une des deux métriques, l’autre étant fixée. En bas, on
réduit une des deux métriques, l’autre étant encore fixée.
FIG. 4 – Deux vues, illustrant l’intersection de deux métriques (bleue et verte) par la
méthode de réduction simultanée en dimension trois. En rouge (au centre) la métrique ré-
sultante.
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simultanée des formes quadratiques associées, puis appliquer le schéma d’interpolation ci-
dessus.
Comme précédemment, on considère N = M−11 M2 et P = (e1 e2 e3) la ma-
trice dont les colonnes sont formées par les vecteurs propres de N . On calcule (λi)i=1,3
et (µi)i=1,3 les valeurs propres de M1 et M2 respectivement dans la base (e1, e2, e3). On
définit alors (h1,i =
1√
λi
)i=1,3 et (h2,i =
1√
µi
)i=1,3. Par suite, la métrique interpolée entre
M1 et M2 est donnée par :
M(t) = tP−1


1
H2
1
(t)
0 0
0 1
H2
2
(t)
0
0 0 1
H2
3
(t)

P−1 , 0 ≤ t ≤ 1 ,
où Hi(t), i = 1, 3, sont des fonctions linéaires telles que Hi(t) = (1 − t)h1,i + th2,i (et on
a Hi(0) = h1,i et Hi(1) = h2,i).
Remarque 2.6 La valeur h1,i (resp. h2,i) est la longueur du vecteur unité ei dans la mé-
trique M1 (resp. M2).
Remarque 2.7 Si on considère un schéma d’interpolation géométrique :
M(t) =

M−
1
2
1

M
− 1
2
2
M−
1
2
1


t

−2
, 0 ≤ t ≤ 1 , (2)
on est amené à prendre Hi(t) = h1,i
(
h2,i
h1,i
)t
, pour i = 1, 3. Ce schéma peut encore
s’écrire sous la forme :
M(t) = M(1−t)1 Mt2 , 0 ≤ t ≤ 1 .
On constate que ce schéma favorise les petites tailles par rapport au schéma (1) (cf. Figures
5 et 6).
On remarque que ces deux schémas d’interpolation (linéaire et géométrique) nécessitent
l’extraction de valeurs propres. Pour éviter cette opération assez coûteuse et numériquement
délicate en dimension trois, on peut alors considérer un schéma du type :
M(t) =
(
(1 − t)M−11 + tM−12
)−1
, 0 ≤ t ≤ 1 . (3)
Contrairement au schéma géométrique, ce schéma favorise les grandes tailles par rapport
au schéma (1) (Figures 5 et 6).
Remarque 2.8 Les schémas (2) et (3) peuvent être étendus pour interpoler la métrique en
un sommet inclus dans un élément du maillage, de la manière suivante :
M(t) =
∏
i=1,4
Mαii ou M(t) =


∑
i=1,4
αiM−1i


−1
,
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où les αi pour i = 1, 4 sont les barycentriques verifiant 0 ≤ αi ≤ 1 et
∑
i αi = 1.
On pourrait également considérer une interpolation linéaire sur chaque terme des ten-
seurs de métriques (une interpolation termes à termes), c’est-à-dire :
M(i, j)(t) = (1 − t)M1(i, j) + tM2(i, j) , 0 ≤ t ≤ 1 ,
pour i, j = 1, 3. Toutefois, on constate que cette interpolation donne des métriques inter-
médiaires qui sont (presque) isotrope et donnent de petites tailles (Figures 5 et 6). Dans le
contexte de l’adaptation de maillages, cet effet est indésirable. En effet, lorsqu’une arête
est subdivisée en son milieu, un tel schéma conduit rapidement à une perte de l’anisotro-
pie dans le domaine. Par conséquent, on préfèrera un schéma du type (1), (2) ou (3) pour
l’interpolation de métriques.
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FIG. 5 – Comparaison des divers schémas d’interpolation en dimension deux. De haut en
bas on a, le schéma linéaire (1), le schéma géométrique (2), le schéma linéaire en M−1
(3) et l’interpolation termes à termes. Dans le contexte de l’adaptation de maillages, on
préfèrera l’un des trois premiers schémas pour l’interpolation de métriques.
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FIG. 6 – Comparaison des divers schémas d’interpolation en dimension trois. De haut en
bas on a, le schéma linéaire (1), le schéma géométrique (2), le schéma linéaire en M−1
(3) et l’interpolation termes à termes. Dans le contexte de l’adaptation de maillages, on
préfèrera l’un des trois premiers schémas pour l’interpolation de métriques.
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3 Estimateur d’erreur géométrique
Dans cette section, en s’appuyant sur l’étude effectuée par Anglada et al. [2], on in-
dique une majoration de l’erreur d’interpolation anisotrope pour des éléments linéaires sim-
pliciaux en dimensions deux et trois. On montre comment cette majoration permet de ca-
ractériser les éléments d’un maillage (adapté). Ensuite, on donne une estimation de l’erreur
d’interpolation plus générale et plus pratique dans le contexte des méthodes de maillages.
Cet estimateur d’erreur est de nature géométrique, c’est-à-dire qu’il ne dépend pas du pro-
blème que l’on résout et donc peut être utilisé pour différents types d’équations (advection-
diffusion, Navier-Stokes, chaleur, ondes,...) et s’applique pour toutes les variables du pro-
blème considéré. Plus précisément, la solution exacte du problème et la solution numérique
sont considérées comme des surfaces de Rd+1 et on essaie de borner l’écart entre ces deux
surfaces. Cet estimateur d’erreur est donné sans supposer que la taille h des éléments du
maillage tend vers zéro. Cette hypothèse est raisonnable en pratique, car lorsqu’on génère
un maillage h ne tend pas vers zéro !
3.1 Majoration de l’erreur d’interpolation
On regarde d’abord le cas de la dimension deux avant d’aborder le cas de la dimension
trois. On montrera ensuite que l’on obtient en fait une formulation de la majoration de
l’erreur d’interpolation en toute dimension.
3.1.1 Cas de la dimension deux
On se place dans le cas d’un maillage composé de triangles et dans le cadre de la réso-
lution d’un problème donné par une méthode numérique (éléments finis P 1, par exemple).
Dans cette section :
– on regarde K = [a, b, c] un élément du maillage, un triangle tout sauf petit (si hmax
est le diamètre de K , c’est-à-dire le plus grand côté de K , hmax ne tend pas vers
zéro),
– on considère u, une fonction de R2 dans R, fonction inconnue supposée assez régu-
lière,
– on note Πhu, l’interpolé linéaire de u sur K ,
– on suppose que u et Πhu coïncident aux sommets de K .
Par suite, K est la maille analysée, u est la solution inconnue du problème étudié et Πhu
est l’interpolé P 1 de u par le maillage défini sur l’élément K par la paramétrisation Πhu =
(1 − λ − µ)u(a) + λu(b) + µu(c) avec 0 ≤ λ + µ ≤ 1. Le but est de majorer u−Πhu sur
K = [a, b, c].
On va se baser sur un développement de Taylor de u − Πhu dans une direction parti-
culière. On note : 〈., .〉 le produit scalaire usuel de R2, ∇ le gradient et Hu le hessien de la
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variable u et on pose e = u−Πhu. On écrit le développement de Taylor avec reste intégral
de e en un sommet de K , ici en a, par rapport à un point x quelconque dans K :
(u − Πhu)(a) = (u − Πhu)(x) + 〈−→xa , ∇(u − Πhu)(x)〉
+
∫ 1
0
(1 − t) 〈−→ax , Hu(x + t−→xa)−→ax〉 dt . (4)
On cherche à majorer u − Πhu, donc on cherche un extremum de cette fonction ou encore
un point x où cet extremum est atteint. Si x est strictement dans K (l’autre situation où x
appartient à la frontière de K étant décrite plus loin), alors x est tel que :
∇(u − Πhu)(x) = 0 ,
soit encore,
〈~v , ∇(u − Πhu)(x)〉 = 0 , pour tout ~v ⊂ K (ou ~v ⊂ R2) . (5)
En reprenant le développement (4) et comme e(a) = (u − Πhu)(a) = 0, on obtient, en ce
point x précis :
e(x) = −
∫ 1
0
(1 − t) 〈−→ax , Hu(x + t−→xa)−→ax〉 dt , (6)
|e(x)| = |
∫ 1
0
(1 − t) 〈−→ax , Hu(x + t−→xa)−→ax〉 dt| .
On suppose que le sommet a de K est le site de x (i.e., x est plus près de a que de b ou
c) le point où l’écart maximum est atteint. On suppose de plus que x est dans
◦
K (et donc
non atteint sur une arête). On note alors a′ le point intersection de la droite support de ax
avec l’arête opposée à a (c’est-à-dire l’arête bc de K). Il existe donc un scalaire λ tel que :
−→ax = λ−→aa′, d’où :
|e(x)| = |
∫ 1
0
(1 − t)λ2 〈
−→
aa′ , Hu(a + t
−→xa)
−→
aa′〉 dt | .
Comme a est le site de x, le scalaire λ est plus petit que
2
3
et on a :
|e(x)| ≤ 4
9
|
∫ 1
0
(1 − t) 〈
−→
aa′ , Hu(a + t
−→xa)
−→
aa′〉 dt | ,
≤ 4
9
max
t∈[0,1]
| 〈
−→
aa′ , Hu(a + t
−→xa)
−→
aa′〉 | |
∫ 1
0
(1 − t) dt | ,
donc :
|e(x)| ≤ 2
9
max
y∈aa′
| 〈
−→
aa′ , Hu(y)
−→
aa′〉 | ,
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ou encore :
|e(x)| ≤ 2
9
max
y∈K
| 〈
−→
aa′ , Hu(y)
−→
aa′〉 | .
On a obtenu une majoration globale de e en x. Considérons maintenant la norme L∞ de
l’erreur d’interpolation, ‖u − Πhu‖∞,K = max
x∈K
|(u − Πhu)(x)|, on a :
‖u − Πhu‖∞,K ≤
2
9
max
y∈K
| 〈
−→
aa′ , Hu(y)
−→
aa′〉 | .
On cherche maintenant à faire intervenir un tenseur de métrique dans la majoration
précédente, i.e., la matrice qui intervient dans la majoration doit être définie positive. La
matrice hessienne étant symétrique, on peut la décomposer sous la forme :
Hu = RΛR−1, où Λ =
(
λ1 0
0 λ2
)
,
où R est la matrice des vecteurs propres et Λ la matrice des valeurs propres (qui sont tou-
jours réelles). Alors, si on désigne par |Hu| la matrice symétrique définie positive suivante :
|Hu| = R|Λ|R−1, où |Λ| =
(
|λ1| 0
0 |λ2|
)
, (7)
on obtient la majoration suivante :
‖u − Πhu‖∞,K ≤
2
9
max
y∈K
〈
−→
aa′ , |Hu(y)|
−→
aa′〉 . (8)
En effet, si on se place dans la base propre de cette matrice et si on note (x, y) les compo-
santes d’un vecteur ~v, on a : |λ1x2 +λ2y2| ≤ |λ1x2|+ |λ2y2|, on en déduit : |〈~v , Hu ~v 〉| ≤
〈~v , |Hu|~v 〉.
On remarque que |Hu(y)| est un tenseur de métrique, donc le membre de droite peut
s’écrire aussi : 〈−→aa′ , |Hu(y)|
−→
aa′〉 = ‖−→aa′‖2|Hu(y)|.
La majoration (8) fait intervenir un extremum qui n’est pas connu a priori, ce qui rend
l’expression peu commode à utiliser en pratique. On va se placer dans un cadre plus général
où la formulation que l’on va obtenir est indépendante des extremums. On introduit donc la
majoration suivante :
‖u − Πhu‖∞,K ≤
2
9
max
y∈K
max
~v⊂K
〈~v , |Hu(y)|~v 〉 . (9)
Cette majoration, plus grossière que celle de (8), ne fait plus intervenir les points a et a ′ et
donc ne dépend plus de l’extremum x. On remarque que l’on arrive à la même majoration
en supposant que le site de l’extremum est b ou c.
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Traitons maintenant le cas où l’extremum x n’est pas atteint dans
◦
K et montrons que
l’on aboutit à une majoration unique de l’erreur d’interpolation (ce qui est bien pratique!).
Alors, nécessairement, il correspond à une arête de K , par exemple ab. En prenant les
développements de Taylor avec reste intégral de e en a et b par rapport à un x quelconque
de l’arête ab et en les ajoutant, d’après l’équation (6), il vient :
2e(x) = −
∫ 1
0
(1 − t) 〈−→ax , Hu(x + t−→xa)−→ax〉 dt −
∫ 1
0
(1 − t) 〈−→bx , Hu(x + t
−→
xb)
−→
bx〉 dt ,
= −
∫ 1
0
(1 − t) ( 〈−→ax , Hu(x + t−→xa)−→ax〉 + 〈
−→
bx , Hu(x + t
−→
xb)
−→
bx〉 ) dt .
Comme x appartient à l’arête ab, il existe un scalaire λ ∈ [0, 1] tel que : −→ax = λ−→ab et−→
bx = (1 − λ)−→ba, en suivant le raisonnement précédent on a :
|e(x)| ≤ 1
2
|λ2 max
y∈ab
〈−→ab , Hu(y)
−→
ab〉 + (1 − λ)2 max
y∈ab
〈−→ab , Hu(y)
−→
ab〉 ||
∫ 1
0
(1 − t) dt | ,
=
1
4
(λ2 + (1 − λ)2 ) max
y∈ab
|〈−→ab , Hu(y)
−→
ab〉 | .
En utilisant la définition (7) et comme P (λ) = λ2 + (1 − λ)2 atteint son maximum en
λ =
1
2
, on a :
|e(x)| ≤ 1
8
max
y∈ab
〈−→ab , |Hu(y)|
−→
ab〉 .
On peut donc donner la majoration de l’erreur d’interpolation en norme L∞ :
‖u − Πhu‖∞,K ≤
1
8
max
y∈ab
〈−→ab , |Hu(y)|
−→
ab〉 . (10)
Cette majoration peut formellement s’écrire comme la relation (9) (en notant que l’on a
1
8 <
2
9 ), donc on va par la suite toujours utiliser (9) pour estimer l’erreur d’interpolation.
3.1.2 Cas de la dimension trois
Par analogie avec le cas de la dimension deux, on se place dans le cas d’un maillage
simplicial (composé de tétraèdres) et on considère la résolution d’un problème par une
méthode numérique. Dans cette section :
– on prend K = [a, b, c, d] un élément du maillage, un tétraèdre tout sauf petit (si hmax
est le diamètre de K , c’est-à-dire le plus grand côté de K , hmax ne tend pas vers
zéro),
– on considère u, une fonction de R3 dans R, fonction inconnue supposée assez régu-
lière qui est la solution du problème étudié,
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– on note Πhu, l’interpolée linéaire de u par le maillage défini sur l’élément K par
la paramétrisation Πhu = (1 − λ − µ − ν)u(a) + λu(b) + µu(c) + νu(d) avec
0 ≤ λ + µ + ν ≤ 1,
– on suppose que u et Πhu coïncident aux sommets de K .
Le but est de majorer e = u − Πhu sur K = [a, b, c, d]. En suivant le raisonnement décrit
en dimension deux, on trouve les trois cas possibles :
1. le point x où le maximum est atteint est strictement dans K ,
2. ce point est sur une face de K ,
3. ce point est sur une arête de K .
Cas 1 : x ∈
◦
K. On suppose dans un premier temps que l’écart maximum est atteint en
un point x qui est strictement dans K et dont le site est le sommet a de K . On écrit le
développement de Taylor avec reste intégral de e en a à partir de x :
(u − Πhu)(a) = (u − Πhu)(x) + 〈−→xa , ∇(u − Πhu)(x)〉
+
∫ 1
0
(1 − t) 〈−→ax , Hu(x + t−→xa)−→ax〉 dt .
Comme u et Πhu sont identiques en a et que x est un extremum de u−Πhu, d’après l’égalité
(5), on a :
|e(x)| = |
∫ 1
0
(1 − t) 〈−→ax , Hu(x + t−→xa)−→ax〉 dt | .
Soit a′ le point intersection de la droite support de ax avec la face opposée à a. Il existe
alors un scalaire λ tel que : −→ax = λ−→aa′. Comme a est le site de x, le scalaire λ est plus
petit que
3
4
. En faisant le même raisonnement que celui fait dans la section précédente, on
obtient :
|e(x)| = |
∫ 1
0
(1 − t)λ2 〈
−→
aa′ , Hu(a + t
−→xa)
−→
aa′〉 dt | ,
≤ 9
16
max
y∈aa′
| 〈
−→
aa′ , Hu(y)
−→
aa′〉 | |
∫ 1
0
(1 − t) dt | ,
donc :
|e(x)| ≤ 9
32
max
y∈K
| 〈
−→
aa′ , Hu(y)
−→
aa′〉 | .
On peut donc considérer la norme L∞ de l’erreur d’interpolation :
‖u − Πhu‖∞,K ≤
9
32
max
y∈K
| 〈
−→
aa′ , Hu(y)
−→
aa′〉 | .
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Comme précédemment, on considère la matrice symétrique définie positive (qui définit donc
un tenseur de métrique) :
|Hu| = R|Λ|R−1, où |Λ| =


|λ1| 0 0
0 |λ2| 0
0 0 |λ3|

 , (11)
où R est la matrice des vecteurs propres et {λi}i=1...3 sont les valeurs propres de la matrice
hessienne, et on obtient la majoration :
‖u − Πhu‖∞,K ≤
9
32
max
y∈K
〈
−→
aa′ , |Hu(y)|
−→
aa′〉 . (12)
La Relation (12) dépend de l’extremum x qui n’est pas connu a priori, ce qui rend l’ex-
pression peu pratique. On va se placer dans un cadre plus général en la rendant indépendante
des extremums. La majoration (12) peut encore s’écrire :
‖u − Πhu‖∞,K ≤
9
32
max
y∈K
max
~v⊂K
〈~v , |Hu(y)|~v 〉 . (13)
Remarque 3.1 Les résultats (9) et (13) obtenus en dimension deux et trois, suggèrent pour
la constante, qui intervient dans la majoration de l’erreur d’interpolation, la formule de
récurrence en dimension quelconque d suivante [6] :
λ2 |
∫ 1
0
(1 − t) dt | = 1
2
(
d
d + 1
)2
.
Cas 2 : x sur une face de K . Traitons maintenant les cas où l’extremum x n’est pas atteint
dans K . Dans un premier temps, on suppose que cet extremum est atteint sur une face de
K et non sur une arête, supposons que ce soit la face [a, b, c]. Par conséquent, en faisant un
raisonnement identique à celui fait pour un extremum strictement inclus dans un triangle de
la Section 3.1.1, on obtient :
‖u − Πhu‖∞,K ≤
2
9
max
y∈[a,b,c]
max
~v⊂[a,b,c]
〈~v , |Hu(y)|~v 〉 . (14)
Cas 3 : x sur une arête de K . Puis, on traite le dernier cas où l’extremum x est atteint sur
une arête de K , par exemple l’arête ab. Le raisonnement est le même que celui fait pour un
extremum sur une arête dans la Section 3.1.1. On trouve :
‖u − Πhu‖∞,K ≤
1
8
max
y∈ab
〈−→ab , |Hu(y)|
−→
ab〉 . (15)
Remarque 3.2 Les deux majorations précédentes (14) et (15) peuvent formellement s’écrire
comme la Relation (13), la Relation (13) étant plus globale et en notant que l’on a 18 <
2
9 <
9
32 . Par suite, on utilisera la Relation (13) pour estimer l’erreur d’interpolation sur un élé-
ment.
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3.2 Estimation de l’erreur d’interpolation
Dans la Section 3.1, on a donné une majoration globale de l’erreur d’interpolation
(interpolant linéaire sur chaque élément) sur chaque élément d’un maillage composé de
simplexes. Soit K un élément du maillage du domaine étudié, les majorations (9) et (13)
s’écrivent en toutes dimensions :
‖u − Πhu‖∞,K ≤ c max
x∈K
max
~v⊂K
〈~v , |Hu(x)|~v 〉 . (16)
Cette majoration n’est pas exploitable car elle fait intervenir deux maxima qui ne peuvent
être évalués numériquement. Dans un premier temps, on va faire intervenir les arêtes du
maillage dans la majoration de l’erreur d’interpolation afin de supprimer le maximum asso-
cié aux vecteurs inclus dans K . On démontre (Annexe A.1) que tout vecteur ~v ⊂ K peut
s’écrire comme une combinaison linéaire des arêtes de K . On en déduit que :
∀~v ⊂ K, ‖~v ‖|Hu(x)| ≤ max
e∈EK
‖~e ‖|Hu(x)| ,
où EK est l’ensemble des arêtes de l’élément K . Donc, on peut réécrire la majoration
précédente sous la forme :
‖u − Πhu‖∞,K ≤ c max
x∈K
max
e∈EK
〈~e , |Hu(x)|~e 〉 .
En pratique, le terme de droite est toujours délicat pour estimer l’erreur d’interpolation sur
l’élément K , le maximum sur le champ de métrique |Hu| n’étant pas connu. Y remédier,
suppose que l’on sache exhiber sur K un tenseur de métrique M(K) vérifiant :
max
x∈K
〈~e , |Hu(x)|~e 〉 ≤ 〈~e , M(K)~e 〉 , pour tout e ∈ EK ,
et telle que la région définie par : { 〈~v , M(K)~v 〉 | ∀~v ⊂ K } soit de volume minimal (sur-
face minimale, en dimension deux). Dans la Section 4.2, on précisera comment on approche
le champ de métrique |Hu| et comment on construit le tenseur de métrique M(K).
Remarque 3.3 Si le hessien est linéaire sur l’élément K = [a, b, c, d] (en dimension trois),
on a immédiatement : M(K) = max
p∈{a,b,c,d}
|Hu(p)|.
On obtient alors la majoration explicite suivante :
‖u − Πhu‖∞,K ≤ c max
e∈EK
〈~e , M(K)~e 〉 .
Par conséquent l’erreur d’interpolation εK commise sur un élément K est estimée par la
formule suivante :
εK = c max
e∈EK
〈~e , M(K)~e 〉 . (17)
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Cette relation signifie que l’erreur d’interpolation commise sur un élément K est donc pro-
portionnel au carré de la plus grande longueur des arêtes de K (c’est-à-dire le diamètre de
K), dans la métrique M(K).
On constate que l’erreur d’interpolation dépend de la longueur des arêtes du maillage.
Par conséquent, un contrôle sur les arêtes des éléments du maillage permet de contrôler
l’erreur d’interpolation sur le maillage (en particuliers sur ses éléments), les autres variables
étant fixées.
3.3 Interprétation de l’étude
Dans les paragraphes précédents, on a décrit la construction d’un estimateur d’erreur
basé sur l’erreur d’interpolation dans le cas général d’une solution d’EDP. En fait, ce pro-
blème d’estimation d’erreur est équivalent à un calcul de l’écart entre une approximation
linéaire par morceaux d’une surface (cartésienne) et la surface sous-jacente. Ce qui, a pos-
teriori, justifie l’appellation d’estimateur d’erreur "géométrique".
D’autre part, l’estimateur d’erreur introduit permet de caractériser les éléments d’un
maillage donné, de manière à borner l’erreur d’interpolation, et plus précisément, à indiquer
quelle erreur est commise sur quel élément.
Estimateur géométrique
On va maintenant tenter de donner une interprétation plus concrète à l’estimateur d’er-
reur défini ci-dessus. Pour cela, on va d’abord analyser son comportement en dimension
un.
Si on considère une solution linéaire en dimension un (i.e., une droite), il suffit de deux
points pour décrire exactement cette solution. En revanche, dans le cas d’une solution re-
présentée par une courbe, le nombre de points requis pour la décrire exactement n’est pas
fini. Pour décrire cette courbe avec une précision donnée, il est nécessaire de connaître les
propriétés intrinsèques de cette courbe (coubure locale). En d’autres termes, la densité de
nœuds doit être localement proportionnelle à la courbure; le coefficient de proportionna-
lité dépendant de la tolérance fixée. Plus précisément, répondre à ce problème nécessite
de connaître la dérivée d’ordre un à la courbe (localisation des extrémums) ainsi que la
variation de cette dérivée, par conséquent, la dérivée d’ordre deux.
En dimension deux, la solution du problème peut être assimilée à une surface paramé-
trée de R3 : Σ = (x, y, σ(x, y)) (cf. Figure 7). Par analogie avec le cas de la dimension
un, le contrôle de l’approximation linéaire de Σ impose une densité de nœuds localement
proportionnelle aux courbures principales. Pour simplifier, on doit donc, au minimum, in-
troduire le hessien de σ dans l’évaluation. Notons que dans ce cas, les dérivées d’ordre deux
permettent d’obtenir une information de nature anisotrope.
Par extension, en dimension trois, on peut voir la solution comme une hypersurface de
dimension trois dans R4. Par un raisonnement analogue, on doit également introduire les
dérivées d’ordre deux dans l’estimation de l’erreur.
RR n° 4759
26 F. Alauzet, P.J. Frey
En résumé, ce type d’estimateur d’erreur peut être qualifié d’estimateur "géométrique".
Remarque 3.4 Plus généralement, cette approche peut s’appliquer à tout type de champ
scalaire défini aux nœuds d’un maillage de Rd. C’est le cas par exemple de solutions d’EDP,
des couleurs d’une image digitale, d’un terrain, etc.
FIG. 7 – A gauche, solution de la simulation d’un écoulement à mach 3 dans une configu-
ration de type "scramjet". A droite, représentation de cette solution vue comme une surface
cartésienne Σ = (x, y, σ(x, y)).
Caractérisation pour l’adaptation de maillage
Dans la section précédente on a donné une estimation anisotrope de l’erreur d’interpo-
lation sur chaque élément du maillage. Celle-ci permet en effet, étant donné un élément du
maillage, d’évaluer l’erreur sur cet élément. Toutefois, dans le contexte de l’adaptation de
maillage, il est habituel de fixer le seuil d’erreur a priori et d’en déduire alors une mesure
de la taille optimale de l’élément garantissant que le seuil d’erreur est respecté. D’après la
Relation (17), il suffit que la norme au carré dans la métrique M du plus grand vecteur ins-
crit dans l’élément soit proportionnelle au seuil. Il reste donc à présent à préciser comment
construire de tels éléments et comment définir le tenseur de métrique M.
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4 Application à l’adaptation de maillage
Lorsque l’on utilise une méthode d’adaptation de maillage le problème est de déduire
de l’estimation de l’erreur d’approximation un autre maillage tel que cette erreur sur ce
nouveau maillage soit bornée par un seuil donné. Il s’agit donc de savoir comment utiliser
cette estimation pour construire un tel nouveau maillage. Dans les sections précédentes, on a
quantifié l’erreur d’approximation sur un élément du maillage en majorant cet écart à l’aide
d’une estimation de l’erreur d’interpolation, Relation (17). On s’est donc ramené au pro-
blème suivant : construire un nouveau maillage tel que l’erreur d’interpolation soit bornée
par un seuil donné. Dans la «mesure» de l’erreur d’interpolation donnée précédemment on
voit clairement apparaître des contraintes liées aux éléments du maillage, plus précisément
des contraintes de tailles pour les arêtes des éléments sont spécifiées. En pratique, deux
approches sont couramment utilisées pour la construction des maillages adaptés.
La première évalue l’erreur d’interpolation (ou bien utilise un estimateur d’erreur équi-
valent) sur un élément (ou une arête) et la compare au seuil spécifié, alors suivant le cas, des
techniques de raffinement/déraffinement sont utilisées sur l’élément [15, 20]. En général,
les nouveaux points sont insérés au milieu des arêtes existantes, cette méthode équivaut à
une dichotomie. On constate que les nouveaux maillages sont fortement influencés par la
structure (topologie) des précédents.
Dans la deuxième approche qui est utilisée ici, on cherche à être plus précis. D’après
la Relation (17), on constate que si l’erreur d’interpolation est fixée (ce qui est le cas en
adaptation de maillage), seule la taille des arêtes du maillage peut être modifiée. On est donc
amené à travailler avec les arêtes du maillage. Celles-ci peuvent être construites de telle sorte
que l’erreur d’interpolation soit proche du seuil fixé, i.e., tel que l’erreur d’interpolation soit
équi-répartie sur le maillage. Pour cela on contrôle leurs longueurs par le biais d’une carte
de métrique. Autrement dit, on essaie de construire un maillage "optimal", i.e., d’obtenir
l’erreur désirée avec un minimum de degrés de liberté sous les contraintes imposées [3].
Dans la suite nous allons décrire cette approche.
4.1 Formulation du problème
Dans le cadre de la génération de maillages, le but est d’équi-répartir dans chaque di-
rection l’erreur d’interpolation sur les éléments du maillage afin de contrôler l’erreur de
calcul. Soit ε le seuil d’erreur maximum autorisé sur chaque élément du maillage. On veut
caractériser les éléments du maillage sous cette contrainte. Pour un élément K du maillage,
d’après la Relation (17), les arêtes de K doivent vérifier l’égalité :
ε = c 〈~e , M(K)~e 〉 , pour tout e ∈ EK ,
où EK est l’ensemble des arêtes de K . Ou encore si on définie le tenseur de métrique
M(K) = c
ε
M(K), elles doivent vérifier :
〈~e , M(K)~e 〉 = 1 ⇐⇒ (lM(K)(~e ))2 = 1 , pour tout e ∈ EK . (18)
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d’après la définition de longueur dans la métrique M(K), section 2.1. Ce qui se traduit par :
l’erreur d’interpolation sur un élément K est de l’ordre d’ε si la longueur des arêtes de K
vaut 1, dans la métrique M(K).
On est donc conduit à modifier le produit scalaire qui sous-tend la notion de distance
utilisée par les générateurs de maillages, à l’aide de la métrique anisotrope locale M qui
remplace la métrique euclidienne usuelle. Puis, on cherche à construire un maillage avec
des éléments équilatéraux (unités) dans la nouvelle métrique (qui sont anisotropes dans la
métrique euclidienne usuelle). Plus précisément, on s’est ramené à la construction d’un
maillage où les arêtes sont de longueur "unité" dans la métrique M. Ceci est du plus grand
intérêt, car en pratique on travaille avec les arêtes et non les éléments. En effet, dans la
méthode de génération de maillages gouvernés par une carte de métrique, on peut assurer
la conformité des éléments avec cette carte par un contrôle sur les longueurs d’arêtes. On
précisera plus en détails l’intérêt d’un tel maillage dit "unité" dans la Section 4.3.
Mais en pratique, le tenseur M qui apparaît dans la Relation (18) n’est pas connu, il
reste à préciser son évaluation. Pour cela, on va l’approximer aux sommets du maillage et
montrer comment on va utiliser la métrique définie aux sommets lors de la construction des
arêtes du maillage. Comme la construction de la métrique est liée au hessien des variables
du problème, on va préciser son évaluation numérique. Finalement, on définira la notion
d’intersection de métriques.
4.2 Construction de la métrique
Un champ de métriques sur un domaine Ω est une donnée de dimension infinie qui
n’est pas exploitable numériquement. On va donc utiliser une approximation discrète de
la métrique qui utilise comme support le maillage. En pratique selon les applications, la
métrique M est en général définie aux sommets du maillage plutôt qu’aux éléments. On
peut donner quelques exemples :
– dans une simulation numérique déterminer la métrique aux éléments n’est pas tou-
jours "naturel", on travaille souvent avec les sommets du maillage ;
– si on se place dans le cadre de la génération de maillages, on travaille avec les arêtes
et non les éléments et par conséquent on utilise une métrique définie aux sommets et
non sur les éléments ;
– pour un maillage géométrique basé sur les propriétés intrinsèques d’une surface (cour-
bures), la métrique est définie en tout sommet du maillage (il n’y a pas de courbure
d’un élément).
Pour toutes ces raisons, on va travailler avec un champ de métriques défini aux sommets du
maillage. Ce champ de métrique est rendu continu sur tout le domaine en utilisant un des
schémas d’interpolation définis dans la Section 2.3.
Soit ε l’erreur d’interpolation que l’on désire commettre sur les éléments du maillage.
On note hmin (resp. hmax) la longueur minimale (resp. maximale) autorisée pour les arêtes
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du maillage. D’après les Sections 3.2 et 4.1, en chaque sommet du maillage on définit un
tenseur de métrique en dimension trois de la manière suivante :
M = R Λ̃R−1 , où Λ̃ =


λ̃1 0 0
0 λ̃2 0
0 0 λ̃3

 (19)
et :
λ̃i = min
(
max
(
c |λi|
ε
,
1
h2max
)
,
1
h2min
)
,
où R est la matrice des vecteurs propres et les λi sont les valeurs propres de la matrice hes-
sienne Hu, Relation (11), et c est la constante qui apparaît dans l’inégalité (13). Le tenseur
de métrique que l’on vient de définir est de nature anisotrope. Les directions principales
sont données par les vecteurs propres et les tailles relatives respectives par les λ̃i.
On a introduit dans la définition de la métrique des longueurs d’arêtes minimale et
maximale afin d’éviter des métriques "irréallistes". En effet, des éléments de très grande
taille peuvent être prescrits dans les régions où la solution est linéaire et ainsi on obtient
une longueur de maille infinie lorsque l’on a une valeur propre nulle. D’un autre côté, dans
les régions proches des singularités des tailles très petites peuvent être obtenues, la taille
minimale évite que trop d’éléments ne soient mis dans ces régions. En particulier, dans le
contexte d’un calcul (schémas explicites) on impose une taille minimale pour ne pas avoir
un pas de temps trop petit.
On remarque que le nouveau produit scalaire donné par la métrique est lié au hessien
des variables du problème. Il est donc important d’avoir une bonne évaluation numérique
de la matrice hessienne si on veut une métrique précise.
Métrique isotrope. Dans le cas où l’on construit un maillage adapté isotrope, la longueur
euclidienne des arêtes d’un élément doit être la même dans chaque direction. Pour garantir
que l’erreur d’interpolation sur un élément est majorée par ε, il suffit donc de prendre la
plus petite longueur (euclidienne) d’arête donnée par la métrique dans chaque direction. De
plus, comme aucune direction n’est privilégiée (l’ellipsoïde associée à un telle métrique est
en fait une sphère), on peut prendre comme matrice de vecteurs propres la matrice identité
(i.e., les vecteurs de la base canonique). On obtient donc, en chaque sommet une métrique
isotrope en prenant :
λ̃ = max
i=1,3
(λ̃i) et M =


λ̃ 0 0
0 λ̃ 0
0 0 λ̃

 . (20)
Il est à noter que dans ce cas l’erreur d’interpolation est toujours bornée par ε mais elle n’est
pas forcément équi-répartie.
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Erreur relative. La Relation (9) en deux dimensions (resp. (13) en trois dimensions)
donne une majoration absolue de l’erreur d’interpolation. Toutefois, en pratique on est sou-
vent conduit à considérer plutôt une majoration relative de l’erreur d’interpolation et par
suite une estimation de l’erreur relative.
En effet, les problèmes considérés mettent souvent en jeu plusieurs variables, de signi-
fication et de nature différentes, pour définir la métrique. On intersecte alors les métriques
provenant de chaque variable (voir la section 2.2) pour obtenir la métrique résultante. Alors,
se pose le problème de la dimension et de la nature des variables. Utiliser une estimation de
l’erreur relative permet d’adimensionner les variables.
Donc, en normalisant la Relation (16) par la norme infinie de la variable u, on obtient :
‖u − Πhu ‖∞,K
‖u‖∞,Ω
≤ c max
x∈K
max
~v⊂K
〈~v , |Hu(x)|~v 〉
‖u‖∞,Ω
. (21)
4.3 Notion de longueur et maillage unité
Comme on vient de le voir, on équi-répartit l’erreur d’interpolation dans chaque direc-
tion sur les éléments du maillage afin de contrôler l’erreur d’approximation. Pour cela, on
modifie le produit scalaire qui sous-tend la notion de distance utilisée par le générateur de
maillages à l’aide de la métrique anistrope définie en chaque sommet donnée par (19). Et, on
construit le maillage en générant des arêtes de longueur "unité" dans cette métrique locale,
Relation (18). On va dans un premier temps préciser l’interêt de la notion de longueur unité,
puis donner la notion de longueur moyenne. Enfin on présentera la génération du maillage
dit "unité".
Longueur unité. Le but est de trouver un moyen de calculer les longueurs dans le cas où
diverses métriques sont spécifiées. Ainsi, avoir une expression de M différente en chaque
point conduit à une expression différente pour le produit scalaire 〈 , 〉M en chaque point.
Afin de simplifier les interactions entre métriques distinctes et au lieu de construire des
arêtes de longueurs quelconques dans chaque métrique on va par convention toutes les
construire de longueur 1. On remarque que cette notion de longueur unité a été donnée
naturellement par la Relation (18).
Par définition, on dit que le vecteur ~u est de longueur unité dans la métrique M si et
seulement si ‖~u‖M = 1.
Soient P est un sommet du maillage et M(P ) la métrique en ce sommet. On veut
construire l’arête PX , elle doit avoir une longueur égale (ou proche de) un dans la métrique
M(P ) c’est-à-dire :
lM(P )(PX) = 〈
−−→
PX ,
−−→
PX 〉
1
2
M(P ) =
√
t
−−→
PX M(P )−−→PX = 1 .
Géométriquement, d’après la Section 2.1, ceci signifie que l’élément K doit être inclus
dans l’ellipse (resp. l’ellipsoïde) en dimension deux (resp. trois) de centre P associée au
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tenseur de métrique M(P ) et de telle manière que les arêtes issues de P soient de longueur
un dans la métrique M(P ) (Figure 8).
P
P
FIG. 8 – Triangle inclus dans l’ellipse unité du sommet P tel que les arêtes soient de lon-
gueur un.
Longueur moyenne. Si on considère que l’on a une métrique différente en chaque som-
met, i.e., dépendant de la position, et si on veut évaluer la distance entre deux sommets A
et B alors on voudrait tenir compte à la fois de la métrique en A, de la métrique en B, ainsi
que des métriques de tous les points intermédiaires.
Dans le cas où l’on a une métrique distincte en chaque point, si l’on désire évaluer la
longueur d’une arête alors on voudrait prendre en compte la métrique associée à chaque
point de l’arête. Pour cela, on définit la longueur moyenne sur toutes les métriques de la
manière suivante :
lM(
−−→
AB) =
∫ 1
0
√
t
−−→
AB M(A + t−−→AB )−−→AB dt . (22)
Remarque 4.1 Cette notion de longueur moyenne au regard d’une métrique correspond à
la notion de longueur d’un arc paramétré lorsqu’une structure riemannienne est induite sur
le domaine par la métrique M.
Maillage unité. Partant des notions définies précédemment, on construit localement (en
chaque sommet) un produit scalaire donné par la nouvelle métrique (19) qui remplace le
produit scalaire usuel, sur lequel est basé la notion de distance (22) (distance moyenne)
utilisée par le générateur de maillage. Puis, en construisant un maillage ayant des arêtes
(proches) de la longueur unité dans la nouvelle métrique, i.e., lM(~ei) ≈ 1 pour toute arête
~ei, l’erreur d’interpolation est équi-distribuée sur toutes les éléments du maillage d’après la
Section 4.1.
Si on note ε l’erreur d’interpolation que l’on désire commettre sur chaque élément du
maillage. D’après la définition de la métrique (19), on constate qu’elle est majorée par ε
dans le cas où la taille hmin n’est pas atteinte.
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4.4 Evaluation de la matrice hessienne
Un point clef dans la construction de la métrique est l’évaluation de la matrice hes-
sienne, en effet elle intervient dans sa construction d’après la définition (19). On constate
que construire une métrique raisonnable nécessite une bonne évaluation de la matrice hes-
sienne. Plusieurs méthodes sont disponibles :
– méthode éléments finis [16],
– formule de Green [18],
– développement de Taylor et résolution du système linéaire associé par une approxi-
mation aux moindres carrés.
On va décrire ici, l’évaluation de la matrice hessienne en trois dimensions à l’aide d’un
développement de Taylor et la résolution du système linéaire par une approximation au sens
des moindres carrés.
Soit P un sommet du maillage Th et u la variable utilisée pour définir la métrique. On
note B(P ) la boule du sommet P , i.e., l’ensemble des sommets connectés à P . On suppose
que : Card(B(P )) = n et que n est plus grand que 6 (ce qui est vrai en général). Pour
chaque Pi ∈ B(P ), à l’aide d’un développement de Taylor de u en Pi à partir de P , on
obtient la relation suivante en tronquant les termes d’ordre supérieur :
u(Pi) = u(P ) +
−−→
PPi .∇u(P ) +
1
2
〈 t−−→PPi, Hu(P )
−−→
PPi〉
⇐⇒ 1
2
〈 t−−→PPi, Hu(P )
−−→
PPi〉 = u(Pi) − u(P ) −
−−→
PPi .∇u(P )
ou encore en développant (par soucis de clarté u = u(P ) et ui = u(Pi)) :
1
2
(ax2i + 2bxiyi + 2cxizi + dy
2
i + 2eyizi + fz
2
i ) = ui − u − (αxi + βyi + γzi) , (23)
avec les notations :
−−→
PPi =


xi
yi
zi

, ∇u(P ) =


α
β
γ

 et Hu(P ) =


a b c
b d e
c e f

.
On a alors un système linéaire sur-déterminé de la forme :
AX = B en notant : tX =
(
a b c d e f
)
,
où A est une matrice (n × 6) fonction de (xi, yi, zi) et B un vecteur de n lignes qui sont
données par le membre de droite de la Relation (23) fonction de (α, β, γ, xi, yi, zi, u, ui).
Puis, on résout ce système par une approximation au sens des moindres carrés, c’est-à-
dire on essaie de minimiser l’écart entre les vecteurs AX et B de Rn en minimisant le carré
de la norme euclidienne de leur différence :
Trouver X ∈ R6 tel que ‖AX − B‖2 = inf
Y ∈R6
‖AY − B‖2 .
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On montre que la solution de ce problème n’est autre que la solution du système linéaire
(6 × 6) suivant [8] :
AT AX = AT B .
Ce système est appelé système des équations normales. On résoud alors ce système avec
une méthode classique, par exemple celle de Gauss.
Dans le cas où Card(B(P )) < 6, le système est sous-determiné. Pour obtenir assez
d’information, on peut par exemple prendre en compte les sommets de la boule d’ordre
deux, i.e., l’ensemble des sommets connectés aux voisins de P .
4.5 Intersection de métriques
Pour obtenir une métrique qui prend en compte les métriques associées à chaque va-
riable, on va toutes les intersecter en utilisant la définition donnée dans la Section 2. Par
exemple, on veut pouvoir prendre en compte la métrique provenant de la géométrie et la
métrique provenant d’un champ définie sur cette géométrie.
Ceci est consistant car d’après la Section 4.2 on a une estimation de l’erreur relative et
non absolue pour chaque variable ce qui élimine le problème de la dimension des variables.
Du point de vue de l’erreur, on veut garantir que l’erreur d’interpolation pour chaque va-
riable est toujours bornée par le seuil donné après intersection. Or, avec cette définition, on
garantit que le maillage est tel que pour chaque variable l’erreur d’interpolation est plus
petite que le seuil fixé.
4.6 Exemples numériques
Des exemples d’adaptation de maillages basée sur des champs analytiques seront don-
nés dans la partie II de ce rapport [1]. Ils permettrons d’illustrer les différents points men-
tionnés.
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5 Conclusion et perspectives
Dans ce rapport, on a proposé une méthode pratique de construction d’un estimateur
d’erreur d’interpolation géométrique. C’est-à-dire qu’on a montré que ce problème peut être
abordé sous l’angle du contrôle de l’écart entre une surface et une approximation linéaire par
morceaux de celle-ci. Et, par conséquent, la métrique résultante est basée sur les propriétés
géométriques intrinsèques de cette surface (i.e., les courbures et les directions principales).
Par extension, une telle approche peut s’appliquer à un champ scalaire discret quelconque
défini aux nœuds (ou aux éléments) d’un maillage, par exemple la solution numérique d’une
EDP, les couleurs d’une image digitale, etc..
D’autre part, nous avons présenté une définition consistante de l’intersection de mé-
triques et la méthode pratique de calcul de cette intersection. En outre, plusieurs schémas
d’interpolation de métriques ont été discutés.
Enfin, on a clairement établi les relations de cause à effet entre estimateur d’erreur,
métrique et la notion de maillage unité qui en découle. On a indiqué comment construire
en pratique un champ de métriques anisotrope et notamment comment évaluer le hessien
d’un champ scalaire discret. Les exemples d’adaptation de maillages basée sur des champs
analytiques sont donnés dans la partie II de ce rapport.
Dans ce rapport, on a volontairement omis de discuter la construction de maillages
adaptés dans des cas réels. En effet, dans les applications concrètes, d’autres problèmes se
font jour, liés notamment à la régularité du champ scalaire donné. Ces problèmes, ainsi que
d’autres liés par exemple au contexte de simulation numérique de phénomènes instation-
naires ou de faible amplitude, font l’objet d’une étude en cours.
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A Démonstrations des résultats
A.1 Vecteur inclus dans un élément
Dans cette section, on démontre le résultat énoncé dans la Section 3.2.
Soient Ω un domaine de R3 et Th une triangulation du domaine. Soient K un élément de
la triangulation (i.e., un tétraèdre) et P1, P2, P3, P4 ses sommets. On note par convention,
les arêtes de K de la manière suivante :
a1 = P1P2, a2 = P2P3, a3 = P3P1, a4 = P1P4, a5 = P2P4, a6 = P3P4 .
Soit E = { ~ai }i=1,6 où si on prend par exemple i = 1 on a a1 =
−−−→
P1P2 ou bien a1 =
−−−→
P2P1.
On va démontrer la proposition suivante :
Proposition A.1 Soit ~v ⊂ K alors il existe αi ∈ R+, i = 1, 6, vérifiant
∑6
i=1 αi ≤ 1 tels
que ~v =
∑6
i=1 αi~ai et ~ai ∈ E, i = 1, 6, convenablement choisis.
Démonstration : On se place dans un premier temps dans le cas particulier où ~v a pour origine
un sommet de K, par exemple P1. Le vecteur ~v s’écrit
−−→
P1P = P − P1 où P ∈ K. P peut être
mis sous la forme : P = αP P1 + βP P2 + γP P3 + δP P4, où αP , βP , γP , δP ∈ R+ vérifient
αP + βP + γP + δP = 1 (coordonnées barycentriques de P dans K). Donc :
~v = P − P1 = αP P1 + βP P2 + γP P3 + δP P4 − (αP + βP + γP + δP ) P1
= βP
−−−→
P1P2 + γP
−−−→
P1P3 + δP
−−−→
P1P4
= βP ~a1 + γP ~a3 + δP ~a4 . (24)
Maintenant, soit ~v un vecteur quelconque dans K d’extrémités P ∈ K et Q ∈ K. Soient
[P1, P2, P3, P ], [P1, P2, P4, P ], [P1, P3, P4, P ] et [P2, P3, P4, P ] les tétraèdres inclus dans K. Un
de ces tétraèdres contient ~v =
−−→
PQ, par exemple [P1, P2, P3, P ]. Alors, d’après (24) on a :
−−→
PQ = αQ
−−→
PP1 + βQ
−−→
PP2 + γQ
−−→
PP3, avec αQ, βQ, γQ ∈ R+ et αQ + βQ + γQ ≤ 1 .
Puis on utilise une nouvelle fois (24) avec les vecteurs
−−→
PP1,
−−→
PP2 et
−−→
PP3 dans K. On obtient :
−−→
PQ = αQ (βP
−−−→
P2P1 + γP
−−−→
P3P1 + δP
−−−→
P4P1)
+βQ (αP
−−−→
P1P2 + γP
−−−→
P3P2 + δP
−−−→
P4P2)
+γQ (αP
−−−→
P1P3 + βP
−−−→
P2P3 + δP
−−−→
P4P3) .
Ou encore :
−−→
PQ = (αQ βP − βQ αP )
−−−→
P2P1 + (αQ γP − γQ αP )
−−−→
P3P1 + (βQ γP − γQ βP )
−−−→
P3P2
+αQ δP
−−−→
P4P1 + βQ δP
−−−→
P4P2 + γQ δP
−−−→
P4P3 ,
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avec αP , βP , γP , δP ∈ R+ et αP +βP +γP +δP = 1 . En supposant par exemple αQ βP −βQ αP ≥
0, αQ γP − γQ αP ≥ 0 et βQ γP − γQ βP ≥ 0, on en déduit la majoration :
A = αQ βP − βQ αP + αQ γP − γQ αP + βQ γP − γQ βP + αQ δP + βQ δP + γQ δP
≤ αQ (βP + γP + δP ) + βQ (γP + δP ) + γQ δP
≤ αQ + βQ + γQ ≤ 1 . 
Proposition A.2 Soit M un tenseur de métrique. On note 〈u, v〉M = 〈u, Mv〉 le produit
scalaire dans la métrique M et ‖u‖M = 〈u, u〉1/2M la norme associée à M. Alors, on a :
‖~v‖M ≤ max
~e∈E
‖~e‖M , pour tout ~v ⊂ K . (25)
Démonstration : D’après la proposition précédente il existe αi ∈ R+, i = 1, 6, vérifiant
∑6
i=1 αi ≤
1 tels que ~v =
∑6
i=1 αi ~ai et ~ai ∈ E, i = 1, 6, convenablement choisis. Donc, d’après l’inégalité de
Minkowski on a :
‖~v‖M = ‖
6∑
i=1
αi ~ai‖M
≤
6∑
i=1
αi‖~ai‖M
≤ (
6∑
i=1
αi) max
~e∈E
‖~e‖M
≤ max
~e∈E
‖~e‖M .

A.2 Propriétés de la réduction simultanée
Dans cette section, on va démontrer les résultats sur les propriétés de la réduction si-
multanée de deux métriques énoncés dans la Section 2.2.
Soient M1 et M2 deux tenseurs de métriques, i.e., deux matrices symétriques définies
positives. On définit : N = M−11 M2.
Proposition A.3 N est diagonalisable dans R.
Démonstration : M1 est symétrique définie positive, on a M1 = PΛP−1 avec P la matrice
des vecteurs propres, qui est orthogonale, et Λ = diag(λi) la matrice des valeurs propres de M1.
On écrit M−11 sous la forme : M−11 = P
√
Λ
−1√
Λ
−1
P−1. La matrice N s’écrit dans la métrique
M1 : √
ΛP−1NP
√
Λ
−1
=
√
ΛP−1M−11 M2P
√
Λ
−1
=
√
Λ
−1
P−1M2P
√
Λ
−1
.
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Or, t(
√
Λ
−1
) =
√
Λ
−1
car
√
Λ
−1
est diagonale et tP = P−1 car P est orthogonale. Donc :
t(
√
Λ
−1
P−1M2P
√
Λ
−1
) =
√
Λ
−1
P−1M2P
√
Λ
−1
.
Par conséquent,
√
ΛP−1NP
√
Λ
−1
est symétrique dans la métrique M1 donc diagonalisable. On
en déduit que N est diagonalisable (en fait, on a fait le changement de base P
√
Λ
−1
).

Soient EM1 et EM2 deux ellipses (resp. ellipsoïdes) de même centre. On va mainte-
nant montrer que la réduction simultanée donne bien l’ellipse (resp. ellipsoïde) EM de plus
grande aire (resp. volume) incluse dans la région définie par l’intersection des ellipses (resp.
ellipsoïdes) E1 et E2. On suppose que les ellipses (resp. ellipsoïdes) ne sont pas incluses
l’une dans l’autre, sinon on a déjà le résultat, voir Section 2.2.
En dimension deux, la réduction simultanée nous donne une base (ei)i=1,2 (non ortho-
gonale) dans laquelle M1 et M2 sont simultanément diagonales. Par définition, {ei}i=1,2
sont les vecteurs directeurs des tangentes communes à M1 et M, et M2 et M respec-
tivement. Ces tangentes forment un parallélogramme et par symétrie de l’ellipse, on en
déduit que les ellipses sont tangentes aux milieux des cotés du parallélogramme. Ce paral-
lélogramme contient la région définie par l’intersection des ellipses E1 et E2, Figure 9. De
même en dimension trois, les ellipsoïdes sont tangents aux milieux des faces du parallélépi-
pède qui est défini par les plans tangents aux ellipsoïdes qui sont donnés par les {ei}i=1,3.
Ce parallélépipède contient la région définie par l’intersection des ellipsoïdes E1 et E2.
FIG. 9 – Représentation de la base commune (ei)i=1,2 donnée par la réduction simultanée
et du parallélogramme défini par {ei}i=1,2 contenant la région définie par l’intersection
des ellipses E1 et E2.
On va donc montrer que EM est la plus grande ellipse (resp. ellipsoïde) incluse dans
ce parallélogramme (resp. parallélépipède). Premièrement, on se donne la transformation
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affine qui transforme le parallélogramme en le carré de coté deux et de centre l’origine dont
les arêtes sont alignées avec les axes, noté K2. Comme EM est tangente aux milieux des
quatre cotés du parallélogramme et que les transformations affines conservent les milieux
et les tangentes, on en déduit que l’image de EM par la transformation affine est le cercle
de centre l’origine et de rayon un, noté C2. De même en dimension trois, avec la même
transformation, le parallélépipède donne le cube de centre l’origine et dont les arêtes sont
de longueurs deux et sont alignées avec les axes, que l’on note K3. Et EM est transformée
en la sphère de centre l’origine et de rayon un, que l’on note C3.
Donc pour démontrer le résultat, il suffit de démontrer la proposition suivante :
Proposition A.4 Le cercle C2 est l’ellipse de plus grande aire incluse dans le carré K2. La
sphère C3 est l’ellipsoïde de plus grand volume inclus dans le cube K3.
Demonstration : Nous allons d’abord démontrer le résultat en dimension deux et faire un rai-
sonnement analogue en dimension trois.
1. On se place en dimension deux, on note (e1, e2) la base canonique de R2. Montrons le lemme
suivant :
Lemme : L’aire d’une ellipse E est donnée par la formule :
Aire(E) = π B H ,
où B est la "demi-base" et H la "hauteur", Figure 10.
H
B
FIG. 10 – Illustration d’une ellipse incluse dans le carré K2.
L’équation de l’ellipse E s’écrit :
E(x, y) = ax2 + 2bxy + cy2 − 1 = 0 (26)
ou bien sous forme matricielle :
tXMX = 1 , avec X =
(
x
y
)
et M =
(
a b
b c
)
, (27)
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avec a > 0, c > 0 et ac − b2 > 0. On sait que l’aire de l’ellipse est donnée par la formule
Aire(E) = π√
det M
.
D’après la Section 2.1, on sait que t(Be1)M(Be1) = 1. Or te1Me1 = a, on en déduit que
B =
1√
a
.
Par définition, H n’est autre que l’ordonnée du point P qui admet pour tangente la droite d’équa-
tion y = Cte, donc y = H . En P , la normale est donnée par :
~np =
(
∂E(x,y)
∂x
(xp, yp)
∂E(x,y)
∂y
(xp, yp)
)
=
(
axp + byp
bxp + cyp
)
, où P =
(
xp
yp
)
=
(
xp
H
)
,
d’après (26) ou encore sous écriture matricielle :
~np = M
−−→
OP = M
(
xp
H
)
,
d’après (27). ~np est de la forme
(
0
α
)
, on en déduit :
ax + bH = 0 ⇐⇒ x = −bH
a
,
Puis en remplaçant x et y par leurs valeurs respectives dans (26), on obtient :
H2 =
a
ac − b2 ⇐⇒ H =
√
a
det M
,
Par conséquent :
π B H = π
1√
a
√
a
det M
= Aire(E) .
Le lemme est bien démontré.
Comme E doit être incluse dans K2, on en déduit les contraintes B ≤ 1 et H ≤ 1. Par suite,
Aire(E) ≤ π = Aire(C2). Donc le cercle C2 est bien l’ellipse de plus grande aire incluse dans le
carré K2.
2. Démontrons maintenant le résutat en dimension trois. On note (e1, e2, e3) la base canonique
de R3. Montrons d’abord le lemme suivant :
Lemme : Le volume d’un ellipsoïde E est donnée par la formule :
Aire(E) = 4
3
B H ,
où B est l’aire de la "base", i.e., l’aire de l’ellipse EB définit par l’intersection de E et du plan
P = (e1, e2), et H la "hauteur" de E (suivant e3).
L’équation de l’ellipsoïde E s’écrit :
ax2 + 2bxy + 2cxz + dy2 + 2eyz + fz2 − 1 = 0 , (28)
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ou sous forme matricielle :
tXMX = 1 , avec X =


x
y
z

 et M =


a b c
b d e
c e f

 , (29)
avec a > 0, d > 0, f > 0 et det M > 0. On sait que l’aire de l’ellipsoïde est donnée par Aire(E) =
4
3
π√
det M
. En effet, Pour un ellipsoïde d’équation :
x2
a2
+
y2
b2
+
z2
c2
= 1 et donc ME =


1
a2
0 0
0 1
b2
0
0 0 1
c2

 ,
on sait que l’aire est donnée par Aire(E) = 4
3
πabc. Pour un ellipsoïde général E , en se plaçant dans
la base des vecteurs propres, on en déduit que Aire(E) = 4
3
π√
det ME
.
Soit EB l’ellipse donnée par l’intersection de E et du plan P = (e1, e2), c’est-à-dire EB est
définie par le tenseur :
MEB =
tRMR =
(
a b
b d
)
,
où R est la matrice dont les colonnes sont e1 et e2. On en déduit B =
π√
ad − b2
.
Par définition H n’est autre que l’ordonnée du point P qui admet pour plan tangent le plan
d’équation z = Cte = H . En P , la normale du plan tangent est donnée par :
~np =


axp + byp + czp
bxp + dyp + ezp
cxp + eyp + fzp

 , où P =


xp
yp
zp

 =


xp
yp
H

 ,
d’après (28) ou encore sous écriture matricielle :
~np = M


xp
yp
zp

 ,
d’après (29). On en déduit : {
axp + byp + cH = 0
bxp + dyp + eH = 0
On trouve alors :
x = H
be − cd
ad − b2 = H
γ1,3(M)
γ3,3(M)
et y = H
cb − ae
ad − b2 = H
γ2,3(M)
γ3,3(M)
,
où γi,j(M) sont les cofacteurs de M .
Maintenant, on remplace x, y et z par leurs valeurs dans (28). Un calcul préliminaire donne :
a (be− cd)2 +2b (be− cd)(cb−ae)+d (cb−ae)2 = −c (be− cd)(ad− b2)−e (cb−ae)(ad− b2) .
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Par suite,
H2 (c (be − cd) + e (cb − ae) + f (ad − b2)) = (ad − b2) ⇐⇒ H =
√
ad − b2
detM
,
Par conséquent, on a bien :
4
3
B H =
4
3
π√
ad − b2
√
ad − b2
detM
= Aire(E) .
Comme E doit être incluse dans K3, on a les contraintes H ≤ 1 et B ≤ π (car d’après la
démonstration en dimension deux, dans le plan P = (e1, e2) l’ellipse de plus grande aire incluse
dans K2 = K3 ∩ P est le cercle C2). Par conséquent, Aire(E) ≤
4
3
π = Aire(C3). La sphère C3 est
bien l’ellipsoïde de plus grand volume inclus dans le cube K3.

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