number of vertices in a graph H with the property H → G (naturally, in this definition, H can be restricted to be a complete graph). Analogously, the -color Ramsey number is is far from optimal.
29
One of the first problems investigated regarding the size Ramsey number was to determine the 30 behavior of the function r(P n ), where P n is the path on n vertices. Erdős asked the following graph with fewer than 10 −1 n(log n) 1/60 edges, then H does not have the property H → G n . In the 46 same paper, it was conjectured that for all d there exists ε d > 0 such that
The upper bound in (1) was subsequently proved by Kohayakawa, Rödl, Schacht, and Szemerédi
48
in [19] . The lower bound in (1) theory [5] .
52

Subdivisions of Graphs
53
For a graph S and positive integer h, the h-subdivision of S, denoted S (h) , is the graph obtained A short counting argument yields the following lower bound. 
where o(1) → 0 as s → ∞.
77
The first inequality in (3) is trivial. The second inequality gives a lower bound for the number 78 of edges in any graph H that contains S (h) as a subgraph for every graph S of maximum degree d 79 on s vertices. Observe that for large d, the exponent in (2) is close to the exponent in (3).
80
We will also show that the proof of Theorem 2 can be extended to give the following more 
Notation
vertex by an independent set of size n and each edge by an arbitrary bipartite graph. In this 118 definition and elsewhere, we say that H is a graph on h+1 i=1 X i if X 1 , X 2 , . . . , X h+1 are pairwise 119 disjoint sets and V (H) = h+1 i=1 X i . For notational convenience, we will index the sets X i modulo 120 h + 1; in particular, we set X h+2 := X 1 and X 0 := X h+1 .
121
Definition 6. Let H(h, n) be the set of all graphs on h+1 i=1 X i such that both the following hold:
122
(i ) |X i | = n for all i ∈ [h + 1].
123
(ii ) E(H) = h+1 i=1 E H (X i , X i+1 ).
124
The following subclass of H(h, n) describes graphs where the bipartite graphs induced on (X i , X i+1 ) have density q and uniformly distributed edges.
126
Definition 7. Let H(h, n, ε, q) be the set of all graphs H on h+1 i=1 X i that are in H(h, n) and 127 satisfy the following additional two properties:
128
(iii ) e(X i , X i+1 ) = qn 2 for all i ∈ [h + 1].
129
(iv ) For any integer i ∈ [h + 1] and vertex subsets X i ⊂ X i and X i+1 ⊂ X i+1 each of size
130
| X i |, | X i+1 | ≥ εn,
131
(1 − ε)q| X i || X i+1 | ≤ e( X i , X i+1 ) ≤ (1 + ε)q| X i || X i+1 |.
In the context of the random graph G(N, p), the next definition introduces a class of graphs 132 having neither 'dense bipartite patches' nor 'large bipartite holes'.
133
Definition 8. Let I(N, p) be the set of N -vertex graphs G that have both the following properties:
(ii ) For all disjoint sets V 1 , V 2 ⊂ V (G) with |V 1 |, |V 2 | ≥ N (log N ) −1 ,
136
(1/2) · p|V 1 ||V 2 | ≤ e(V 1 , V 2 ) ≤ 2 · p|V 1 ||V 2 |.
The following lemma is a deterministic statement about the previous two classes of graphs.
137
Lemma 9 (Coloring Lemma). For any ε ∈ R + and h, ∈ Z + , there exist t, n 1 ∈ Z + such that, for 138 all n ≥ n 1 , 139 q := 4(log n) 2 n −1+1/(h+1) , N := tn, and p := 4 q,
140
every graph G ∈ I(N, p) has the following property. Any -coloring of the edges of G yields disjoint 141 vertex subsets X 1 , X 2 , . . . , X h+1 ⊂ V (G) and a monochromatic subgraph H on h+1 i=1 X i such that
142
H ∈ H(h, n, ε, q).
143
The Existence Lemma, which we state next, establishes that there exists a graph G on N
144
vertices that exhibits several properties including being in I(N, p). Combined with the Coloring
145
Lemma, this gives that, for appropriate parameters, any -coloring of such a graph G will not only 146 contain a monochromatic copy of some H ∈ H(h, n, ε, q), but one that inherits certain additional desirable properties which will be used to embed S (h) . We now describe these additional properties.
148
Definition 10 (Path Abundance). Let H be a graph on h+1 i=1 X i with H ∈ H(h, n).
149
• For vertices u, v ∈ X 1 , a transversal path between u and v is an (undirected) path with endpoints u and v that has exactly h + 2 vertices and exactly one vertex from each X i for all i ∈ [h + 1] \ {1}.
152
• H is (1 − δ, log n)-path abundant if for at least (1 − δ) n 2 pairs of vertices {u, v} ∈ X 1 2 , there 153 are at least log n transversal paths between u and v that are pairwise edge-disjoint.
154
Definition 11 (Cluster-Free). Let F be a graph and L ⊂
be a set of pairs of vertices in F
155
(which need not correspond to edges). Let V (L) := {u,v}∈L {u, v} and Z ⊂ V (F ) be a subset of
157
• An (L, Z, h, log n)-cluster is a set of paths P L such that:
158
-For every P ∈ P L , the path P has exactly h + 2 vertices.
159
-For every path P ∈ P L , the endpoints u and v of P are such that {u, v} ∈ L.
160
-For every P ∈ P L , the path P does not have an internal vertex in V (L).
161
-For every {u, v} ∈ L, exactly log n paths in P L have endpoints u and v.
162
-For every pair of paths P and P in P L , the paths P and P are edge-disjoint.
163
-For every P ∈ P L , the path P has exactly one internal vertex in Z.
164
• We say that
and Z ⊂ V (F ) with |L| ≤ n(log n) −6h and |Z| = h 2 |L|.
166
It follows from this definition that the graph obtained by taking the union of the paths in 167 an (L, Z, h, log n)-cluster has at most 2|L|+|Z|+|L|(log n)(h−1) vertices and exactly |L|(log n)(h+ 168 1) edges, as well as a very specific structure. Also, observe that if F is (h, n)-cluster free, then any 169 subgraph F of F will be (h, n)-cluster free as well.
170
Lemma 12 (Existence Lemma). For all h, ∈ Z + and δ ∈ R + , there exists ε ∈ R + such that, for 171 any t ∈ Z + , there exists n 2 ∈ Z for which the following holds. For any n ≥ n 2 , 172 q := 4(log n) 2 n −1+1/(h+1) , N := tn, and p := 4 q,
173
there exists a graph G on N vertices satisfying all of the following properties:
174
(i ) Every vertex in G has degree at most (log n) 3 n 1/(h+1) .
175
(ii ) G is (h, n)-cluster free.
176
(iii ) G ∈ I(N, p).
177
(iv ) For all disjoint subsets
Observe that if G is any graph satisfying property (iii ) in the Existence Lemma then, by the
180
Coloring Lemma, any -coloring of G yields a monochromatic copy of some H ∈ H(h, n, ε, q). definition has no dependency on ε.
186
Definition 13. Let J (h, n, δ) be the set of all graphs H on h+1 i=1 X i that are in H(h, n) and satisfy 187 all the following:
188
(i ) Every vertex in H has degree at most (log n) 3 n 1/(h+1) .
189
(ii ) H is (n, h)-cluster free.
190
(iii ) H is (1 − δ, log n)-path abundant.
191
Our final lemma establishes that every H ∈ J (h, n, δ) has the desired universal property to
192
slightly smaller graphs provided δ is sufficiently small.
193
Lemma 14 (Embedding Lemma). For all h, d ∈ Z + , there exist δ ∈ R + and n 3 ∈ Z + such that,
194
for all n ≥ n 3 , the following holds. Every graph H on
Proof of Theorem 2
197
We will now prove our main result based upon the three lemmas we have stated.
198
Proof of Theorem 2. Consider any h, d, ∈ Z + . Recall that Lemmas 14, 12, and 9 are quantified 199 as follows.
200
L14 : ∀h, d ∃δ, n 3 L12 : ∀h, , δ ∃ε ∀t ∃n 2 L9 : ∀h, , ε, ∃t, n 1 A sequential application of Lemmas 14, 12, 9, and 12 yields
Set s 0 := max{n 1 , n 2 , n 3 , e t } and consider any s ≥ s 0 . Take n := (log s) 8h s, N := nt, q := 4(log n) 2 n −1+1/(h+1) , and p := 4 q.
206
Observe that n ≥ s ≥ s 0 . From the Existence Lemma (Lemma 12), we obtain a graph G on N
207
vertices that satisfies the properties (i )-(iv ) in the Existence Lemma. We will now show that G
208
has the desired universal Ramsey property. That is, consider any -coloring of the edges of G.
209
We will show that G contains a monochromatic copy of S (h) for every graph S with |V (S)| = s 210 and ∆(S) ≤ d.
211
Since G ∈ I(N, p), by the Coloring Lemma (Lemma 9), this coloring of G yields disjoint 212 vertex subsets X 1 , X 2 , . . . , X h+1 ⊂ V (G) and a monochromatic subgraph H on h+1 i=1 X i with
213
H ∈ H(h, n, ε, q). Since G also exhibits properties (i )-(iv ) in the Existence Lemma, the monochro-
X i must be a member of the class J (h, n, δ). By the Embedding
215
Lemma (Lemma 14), the monochromatic subgraph H is universal to the family of graphs {S (h) :
216
|V (S)| = n(log n) −7h and ∆(S) ≤ d}. Since n = (log s) 8h s was chosen so that s ≤ n(log n) −7h , this
217
gives that H is also universal to {S (h) : |V (S)| = s and ∆(S) ≤ d}, as desired.
218
Having established that G has the desired universal Ramsey property, we will now count the 219 number of edges in G. Based upon the maximum degree in G being at most (log n) 3 n 1/(h+1) (and 220 using log n ≤ (log s) 2 , 1 + 1/(h + 1) ≤ 3/2, and n ≥ 2 t ), the number of edges in G is at most
This completes the proof of Theorem 2.
222
Proof of the Coloring Lemma
223
This section is devoted to proving Lemma 9. For the remainder of this section, fix ε ∈ R + and 224 h, ∈ Z + and set 225 q(n) := 4(log n) 2 n −1+1/(h+1) and p(n) := 4 q.
226
We must show there exists an integer t so that for sufficiently large n and N := tn, any -coloring 227 of any graph G ∈ I(N, p) yields disjoint vertex subsets X 1 , X 2 , . . . , X h+1 ⊂ V (G) and a monochro-228 matic subgraph H on h+1 i=1 X i with H ∈ H(h, n, ε, q) (see Definitions 8 and 7).
229
Our approach to finding a monochromatic subgraph H ∈ H(h, n, ε, q) will be to first find several in which the number of vertices is precisely as desired and the number of edges is still controlled.
234
Finally, we will obtain a subgraph H ⊂ H 1 with H ∈ H(h, n, ε, q) in which both the number of 235 vertices and the number of edges are exactly as desired.
236
To define the intermediate classes of graphs, we need the following pair of definitions.
237
Definition 15 ((η)-regular). For η ∈ R + , we say that the bipartite graph E(
Definition 16 (Density). We say that the bipartite graph E(X i , X i+1 ) has density
Definition 17 (Intermediate Graph Classes).
241
• H 2 (h, n, ε 2 , q):
4n ≤ m ≤ n log n, all the following hold:
if all the following hold:
254
• H(h, n, ε, q): Recall that H(h, n, ε, q) was introduced in Definition 7. It follows from this 255 definition that a graph H on h+1 i=1 X i is in H(h, n, ε, q) if all the following hold:
We will now state three claims. The first claim (Claim 18) will establish that, for appropriate 261 parameters, any -coloring of any graph G ∈ I(N, p) contains a monochromatic subgraph H 2 ∈
262
H 2 (h, n, ε 2 , q). The next claim (Claim 19) will establish that, for appropriate parameters, any 263 graph H 2 ∈ H 2 (h, n, ε 2 , q) contains a subgraph H 1 ∈ H 1 (h, n, ε 1 , q). The final claim (Claim 20)
264
will establish that, for appropriate parameters, any graph H 1 ∈ H 1 (h, n, ε 1 , q) contains a subgraph
265
in H ∈ H(h, n, ε , q). These claims will then be used to prove the Coloring Lemma.
266
Claim 18. For any ε 2 ∈ R + , there exists t ∈ Z + such that, for every sufficiently large integer n 267 and N := tn, every graph G ∈ I(N, p) has the following property. 
273
Claim 20. For any ε ∈ R + , there exist ε 1 ∈ R + such that, for all sufficiently large n, the following 274 holds. Every graph
276
The proofs of Claims 18, 19, and 20 will be provided in Subsections 3.1, 3.2, and 3.3 respectively.
277
We will now show how these claims establish the Coloring Lemma. Recall that we have already
278
fixed ε, h, and and defined q(n) and p(n) at the beginning of this section. Fix
, and t C18 := t(ε 2 ).
280
Let n be any sufficiently large integer and define N := tn. Consider any -coloring of any graph G ∈ 
Proof of Claim 18
287
This whole subsection is devoted to the proof of Claim 18. Consider any ε 2 ∈ R + . We must show that there exists t ∈ Z + such that, for every sufficiently large integer n and N := tn, 289 every graph G ∈ I(N, p) has the following property. Any -coloring of the edges of G yields a 290 monochromatic subgraph in H 2 (h, n, ε 2 , q).
291
Let r (K h+1 ) denote the -color Ramsey number for K h+1 , i.e., the least integer j such that 292 every -coloring of the edges of the complete graph K j yields a monochromatic copy of K h+1 . Set
ε reg := min{1/r 2 , ε 2 /2 }, and k min := r.
294
Observe that every graph on k ≥ k min vertices with at least (1 − ε reg ) k 2 edges contains a copy 295 of K r . Having defined ε reg and k min and having fixed the integer at the beginning of this section,
296
we will procure the integers k max , N 0 , and D 0 from the sparse regularity lemma. Its statement 297 requires the following definition.
298
Definition 21 ((η, ρ)-regular). We say that the bipartite graph E(
The following is a suitable variant of Szemerédi's regularity lemma for sparse graphs [17, 18] 301 (see also [12, 25] ).
302
Fact 22 (Sparse Regularity Lemma). For every ε reg ∈ R + and integers k min , ∈ Z + , there ex- properties.
308
• For all i ∈ [k], we have
2 , all the bipartite graphs E G (V i , V j ), where
310
∈ [ ], are (ε reg , p)-regular.
311
Having obtained k max , N 0 , and D 0 from the above lemma, set
Let n be any integer large enough so that N = nt ≥ N 0 and pN = 4t(log n) 2 n 1/(h+1) ≥ D 0 .
313
Consider any graph G ∈ I(N, p) and any -coloring of G. Our goal is to show that this arbitrary 314 edge coloring of G yields a monochromatic subgraph in H 2 (h, n, ε 2 , q).
315
Observe that this coloring corresponds to a partition of E(G) into subgraphs
which each inherit property (i) in the definition of I(N, p). Hence, by the Sparse Regularity Lemma,
317
there exists an integer k satisfying k min ≤ k ≤ k max and a vertex partition
2 , the 319 bipartite graph E(V i , V j ) is (ε reg , p)-regular with respect to every color class.
320
Define an auxiliary cluster graph on [k] by joining vertex i to vertex j if the bipartite graph
is (ε reg , p)-regular with respect to every color class. The cluster graph has k ≥ k min vertices and at 322 least (1 − ε reg ) k 2 edges, implying that the cluster graph contains a copy of K r .
323
Define a coloring of this copy of K r in the cluster graph with the color set [ ] as follows. Color the edge ij with color ∈ [ ] if the bipartite graph E(V i , V j ) has density at least 2q in color .
325
Edges may be colored with multiple colors, but every edge will receive at least one color because 326 condition (ii) in the definition of I(n, p) guarantees that the bipartite graph E(V i , V j ) has density 327 at least (1/2)p = 2 q. By the definition of the Ramsey number r, this -coloring of K r contains a 328 monochromatic copy of K h+1 , and hence a monochromatic copy of the cycle C h+1 in some color .
329
This corresponds to sets W 1 , W 2 , . . . , W h+1 of size m = N/k so that, for each i ∈ [h+1], the bipartite N/k max = 4n and that m ≤ N < n log n. To complete the proof, we must only demonstrate that
regular. To this end, consider any subsets
Furthermore, since d i ≥ 2q = p/2 and ε reg ≤ ε 2 /2 , this gives that
This concludes the proof of Claim 18. 
Proof of Claim 19
341
In this subsection we give the proof of Claim 19. Consider any ε 1 ∈ R + . We must show that there 342 exist ε 2 ∈ R + such that, for every sufficiently large integer n, every graph in H 2 (h, n, ε 2 , q) contains 343 a subgraph in H 1 (h, n, ε 1 , q).
344
Set β := 1/2 and ε 1 := ε 1 /2. We obtain the positive real number ε 2 and the constant c from 
regular with appropriate density.
• Let G be the set of induced subgraphs
355
Then the number of induced subgraphs
.
357
Having obtained ε 2 and c from the above lemma, let n by any integer large enough so that 2n
. Recall that our aim is to show 360 that there exist a collection of n element subsets
the induced bipartite graph E(X i , X i+1 ) is (ε 1 )-regular with density between (3/2)q and 12 q.
362
To this end, we first consider a random selection of 2n element subsets
363
By the union bound and Fact 23 (applied with |W i | = |W i+1 | = m and having β = 1/2), with 364 probability at least 1 − (h + 1)(1/2) 2n > 0, this random selection of subsets will have the property 365 that, for each i ∈ [h + 1], the bipartite graph
Hence, we may fix such a selection
for the set W i , we have selected subsets A i ⊂ W i and B i−1 ⊂ W i with respect to the bipartite
373
For each i ∈ [h + 1], the bipartite graph E(X i , X i+1 ) is (ε 1 )-regular as desired since:
•
Also, E(X i , X i+1 ) has density between (3/2)q and 12 q since:
The proof of Claim 19 is complete. This short section is devoted to the proof of Claim 20. Consider any ε ∈ R + . Take ε 1 := ε/2 and 385 let n be any sufficiently large integer. Consider any graph
386
We must show that H 1 has a monochromatic subgraph H on
the random subgraph R := i∈[h+1] R i will have the desired property R ∈ H(h, n, ε, q) with positive 389 probability. Indeed, this probability can be easily bounded using the hypergometric distribution
390
(See Lemma 34), keeping in mind that (3/2)qn 2 ≤ e(X i , X i+1 ) ≤ 12 qn 2 . This establishes the 391 existence of the desired subgraph H ∈ H(h, n, ε, q), and the proof of Claim 20 is complete. This section of the paper proves Lemma 12, which asserts the existence of a sparse graph G with 394 certain properties. It suffices to prove the following lemma.
395
Lemma 24. For all constants h, ∈ Z + and any constant δ ∈ R + , there exists a constant ε ∈ R + 396 such that, for any constant t ∈ Z + , 397 q := 4(log n) 2 n −1+1/(h+1) , N := tn, and p := 4 q,
398
an instance G of the random graph G(N, p) asymptotically almost surely has each of the following 399 properties:
400
401
(ii ) G is (h, n)-cluster free (see Definition 11).
402
(iii ) G ∈ I(N, p) (see Definition 8).
is (1 − δ, log n)-path abundant (see Definitions 7 and 10).
405
In the statement of the previous lemma and elsewhere in this section, we say that a number 406 is a constant if it does not depend on n and that a statement holds asymptotically almost surely
407
(a.a.s.) if the probability the statement is true approaches 1 as n → ∞.
408
The first subsection contains Claims 25, 26, and 29, which respectively establish that proper- 
Properties (i ), (ii ), and (iii ) in Lemma 24
415
In this subsection, we prove Claims 25, 26, and 29, which correspond to properties (i ), (ii ), and (iii ) 416 in Lemma 24.
417
Claim 25. For any constants h, t, ∈ Z + , let N := tn and p := 4 (log n) 2 n −1+1/(h+1) . Then a.a.s.
418
the random graph G(N, p) has maximum degree less than (log n) 3 n 1/(h+1) .
419
Proof. It is a well-known fact that the random graph G(N, p) a.a.s. has maximum degree less 420 than 2pN for all p (log n)/n, say. Moreover,
and the proof is complete.
422
Claim 26. For any constants h, t, ∈ Z + , let N := tn and p := 4 (log n) 2 n −1+1/(h+1) . Then a.a.s.
423
the random graph G(N, p) is (h, n)-cluster free.
424
Proof. Recall the definition of an (L, Z, h, log n)-cluster given in Definition 11. It follows that in 425 the complete graph on N vertices, each (L, Z, h, log n)-cluster is defined by:
426
• Specifying a size of L for L.
427
• Picking a set L of L pairs of vertices.
428
• Picking a set Z of vertices.
429
• For each {u, v} ∈ L, picking a set of log n paths, each of which can be specified by:
430
-Picking a vertex in Z to appear in the interior of the path.
431
-Picking h − 1 other vertices to appear in the interior of the path.
432
-Ordering the h internal vertices on the path.
433
It follows that in G(N, p), the expected number of (L,
and Z ⊂
434
[N ] with |L| ≤ n(log n) −6h and |Z| = h 2 |L| is bounded above for sufficiently large n by
which goes to 0 as n → ∞. Since the expected number of forbidden (L, Z, h, log n)-clusters
437
Before we state the next claim, we introduce a definition and an external lemma that are needed 438 in its proof.
439
Definition 27. We say that a graph G is (p, a)-uniform if
Claim 29. For any constants h, t, ∈ Z + , N := tn and p := 4 (log n) 2 n −1+1/(h+1) , a.a.s. the
Proof. By Fact 28 stated above, a.a.s. we have that states that a.a.s.
449
( For the remainder of this subsection, let X 1 , X 2 , . . . , X h+1 be fixed (labeled) sets each of size n.
453
The following class of graphs describes the graphs on h+1 i=1 X i that do not have the desired path 454 abundance property.
455
Definition 30. Let B(h, n, ε, q, δ) be the set of all graphs B on
and B is not (1 − δ, log n)-path abundant.
457
Lemma 31. For any constant h ∈ Z + and any constants δ, β ∈ R + , there exist constants ε, n 4 ∈ R + 458 such that, for any n ≥ n 4 and q := 4(log n) 2 n −1+1/(h+1) , we have that
In Subsection 4.3, Lemma 31 will be used to establish Claim 42, which states that the random 460 graph G(N, p) a.a.s. has the property that it does not contain any selection of disjoint vertex 461 subsets X 1 , X 2 , . . . , X h+1 and subgraph B on h+1 i=1 X i with B ∈ B(h, n, ε, q, δ). In other words,
462
Claim 42 implies that a.a.s. G(N, p) has the property that for every section of disjoint vertex 463 subsets X 1 , X 2 , . . . , X h+1 and subgraph H on
if H ∈ H(h, n, ε, q), which is exactly property (iv ) in Lemma 24. Keep in mind that although
465
Claim 42 concerns any selection of disjoint vertex subsets X 1 , X 2 , . . . , X h+1 in G(N, p), for the time 466 being in this section we are only counting the graphs in B(h, n, ε, q, δ) on already determined vertex 467 sets X 1 , X 2 , . . . , X h+1 .
468
Essentially, we are trying to show that all but exponentially few graphs on
(see Definition 7) have the property that almost all pairs of vertices in X 1 are joined by log n 470 transversal paths. The key external lemma we will use establishes that all but exponentially few 471 graphs in H(h, n, ε, q/4 log n) (again see Definition 7) have the property that most pairs of vertices 472 in X 1 are connected by at least one path. This lemma will be related to the result we are trying to is considered. We now introduce not only the key external lemma and a related definition, but also 475 the standard Hypergeometic Bound. This will be followed by a proof of Lemma 31.
476
Definition 32 (Path Dense). A graph H on on
are joined by at least one transversal path
478
(transversal paths are defined in Definition 10).
479
The next lemma is a corollary of Lemma 5.9 in [11] . (To obtain Fact 33 below, one sets 480 the parameters in Lemma 5.9 as follows: = h + 2, β = β, δ = δ/4, γ = δ/4, ν = δ/2, q = 481 4(log n) 2 n −1+1/(h+1) , m = qn 2 /(4 log n) and noticing that n h+2 m h+1 .)
482
Fact 33. For any β, δ ∈ R + , there exists ε ∈ R + so that, for q = 4(log n) 2 n −1+1/(h+1) , m := 483 qn 2 /(4 log n), and sufficiently large n, the total number of graphs E on h+1 i=1 X i with E ∈ H(h, n, ε, m/n 2 ) 484 that are not (1 − δ/2)-path dense is at most
The following is a well-known bound on the hypergeometic distribution (see, e.g., Theorem 2. 
We will now prove Lemma 31.
491
Proof of Lemma 31. Consider any h ∈ Z + and β, δ ∈ R + . Let q = 4(log n) 2 n −1+1/(h+1) . We must
492
show that there exists an ε ∈ R + such that for sufficiently large n we have
Making use of Fact 33, set
9 2(h+1) , ε := ε F 33 ( β, δ), ε := ε/2, and m := qn 2 4 log n .
495
As mentioned before, the fundamental idea in our proof is to relate the bound in Fact 33
496
to |B(h, n, ε, q, δ)| by counting the number of 'bad families,' which are defined as follows.
497
Definition 35 (Bad Family). We call a set of graphs F = {E 1 , E 2 , . . . , E 4 log n } a bad family if 498 both the following hold:
499
• Every E ∈ F is a graph on h+1 i=1 X i with E ∈ H(h, n, ε, m/n 2 ).
500
• Fewer than half of the graphs E ∈ F are (1 − δ/2)-path dense.
501
Let F be the set of all bad families of graphs.
Proposition 36. We have
Proof. To verify Proposition 36, we use that for each F ∈ F, there are 2 log n graphs E ∈ F
504
in H(h, n, ε, m/n 2 ) that are not (1 − δ/2)-path dense. By Fact 33, the number of graphs of this 505 type is at most as in (5). This readily yields the bound in Proposition 36.
506
The next definition refers to H(h, n, 1, m/n 2 ), which is the set of graphs in H(h, n) on
which all of the bipartite graph (X i , X i+1 ) have m/n 2 edges (i.e., the choice of ε = 1 in Definition 7 508 imposes no uniformity restriction).
509
Definition 37 (Associated Family). For each graph B ∈ B(h, n, ε, q, δ), we call the set of edge-510 disjoint graphs A = {E 1 , E 2 , . . . , E 4 log n } an associated family to B if both the following hold:
511
• Every E ∈ A is a graph o on h+1 i=1 X i with E ∈ H(h, n, 1, m/n 2 ).
512
• B = 4 log n i=1 E i .
513
Since for each B ∈ B(h, n, ε, q, δ) an associated family A is obtained by partitioning the qn 2 Proof. As discussed before the proposition, it suffices to show that at least half the associated 521 families for any B ∈ B(h, n, ε, q, δ) are bad families. Hence, to prove Proposition 38, it suffices to 522 show the following two subpropositions.
523
Subproposition 39. For every B ∈ B(h, n, ε, q, δ) and every associated family A = {E 1 , E 2 , . . . , E 4 log n },
524
fewer than half of the graphs E ∈ A are (1 − δ/2)-path dense.
525
Subproposition 40. For every B ∈ B(h, n, ε, q, δ), at least half the associated families A = 526 {E 1 , E 2 , . . . , E 4 log n } have the property that all E ∈ A are in H(h, n, ε, m/n 2 ).
527
Proof of Subproposition 39. We prove the contrapositive by arguing that if at least 2 log n of the 528 graphs E ∈ A are (1 − δ/2)-path dense, then B is (1 − δ, log n)-path abundant. To this end, fix a set 529 of 2 log n graphs E ∈ A that are (1 − δ/2)-path dense. For each of theses graphs, fix one transversal 530 path for each of the (1 − δ/2) n 2 pairs of vertices {u, v} ∈ X 1 2 that are joined by traversal paths.
531
Let P be the set of paths obtained by this process, so that 532 |P| = (2 log n)(1 − δ/2) n 2 .
Also, observe that each pair of vertices {u, v} ∈ X 1 2 is joined by at most 2 log n paths in P. Now 533 suppose that exactly α n 2 pairs of vertices in
are joined by at least log n transversal paths 534 in P. It follows that 535 |P| ≤ α n 2 2 log n + (1 − α) n 2 log n.
From (6) and (7),
536
(2 log n)(1 − δ/2) n 2 ≤ α n 2 2 log n + (1 − α) n 2 log n, which implies
giving that α ≥ 1 − δ. This establishes that B is (1 − δ, log n)-path abundant, completing the proof 538 of Subproposition 39.
539
Proof of Subproposition 40. Consider any B ∈ B(h, n, ε, q, δ). For any X i ⊂ X i and X i+1 ⊂ X i+1 540 each of size | X i |, | X i+1 | ≥ εn ≥ εn, by definition of B(h, n, ε, q, δ) we have that
Now if M is a random subgraph on m = qn 2 /(4 log n) edges of the bipartite graph E B (X i , X i+1 ) 543 on qn 2 edges, then the hypergeometric bound stated in Lemma 34 (applied with
holds with probability at least
From the triangle equality applied to (8) and (9) (and fact that ε + ε = ε), this gives
with probability at least
Now consider a random partition of B into an associated family A = {E 1 , E 2 , . . . , E 4 log n }. The asso-549 ciated family A will have the desired property that all of the graphs E ∈ A are in H(h, n, ε, m/n 2 ) = 550 H(h, n, ε, q/(4 log n)) if inequality (10) is satisfied for every choice of M = E j for j ∈ [4 log n], every 551 choice of i ∈ [h + 1], and every choice of X i ⊂ X i and X i+1 ⊂ X i+1 . It follows from (11) and the 552 union bound that this will occur with probability at least
which tends to 1 as n → ∞. This establishes that a random partition of B into an associated family 554 A = {E 1 , E 2 , . . . , E 4 log n } will have the property that all of the graphs E ∈ F are in H(h, n, ε, m/n 2 ) 555 with probability at least 1/2 for sufficiently large n. It follows that at least half of the associated 556 families A = {E 1 , E 2 , . . . , E 4 log n } to any B ∈ B(h, n, ε, q, δ) have the property that all of the 557 graphs E ∈ F are in H(h, n, ε, m/n 2 ), which completes the proof of Subproposition 40.
558
Hence, we have proved Proposition 38.
559
We now return to the proof of Lemma 31, recalling that we would like to show
Propositions 38 and 36, which we have already established, together give that 561 |B(h, n, ε, q, δ)| ≤ β m n 2 m h+1 2 log n n 2 m h+1 2 log n · 2 qn 2 m, m, . . . , m −(h+1) (4 log n)!.
Thus to establish Lemma 31, it suffices to prove the following. · (4 log n)! ≤ β 2 9 2(h+1) 2m log n n 2 e m m4(h+1) log n · 2 qn 2 me
n 2 e 9m 4(h+1)m log n · 2 me qn 2
, which establishes Proposition 41.
566
This completes the proof of Lemma 31. 
Property (iv ) in Lemma 24
568
In this subsection, we will prove Claim 42, which correspond to property (iv ) in Lemma 24.
569
Claim 42. For all constants h, ∈ Z + and δ ∈ R + , there exists a constant ε ∈ R + such that the 570 following holds. For any constant t ∈ Z + , 571 q := 4(log n) 2 n −1+1/(h+1) , N := tn, and p := 4 q, 572 the random graph G(N, p) a.a.s. has the following property. For any selection of disjoint subsets
H(h, n, ε, q) is (1 − δ, log n)-path abundant.
575
Proof. Consider any h, ∈ Z + and δ ∈ R + . Let By Lemma 31, we may now fix
and n 4 := n L31 4 (h, δ, β),
578
and without loss of generality assume that ε < 1/2. Now consider any integer t ∈ Z + .
579
To show that a.a.s. every subgraph H ∈ H(h, n, ε, q) appearing in G(N, p) is (1 − δ, log n)-580 path abundant, as we previously remarked, it suffices to show that a.a.s. G(N, p) does not contain 581 disjoint subsets X 1 , X 2 , . . . , X h+1 ⊂ V (G) and a subgraph B on h+1 i=1 X i with B ∈ B(h, n, ε, q, δ).
582
By Lemma 31, for all n ≥ n 4 , the expected total number of subgraphs B ∈ B(h, n, ε, q, δ) appearing 583 in G(N, p) over all choices of subsets is bounded above by
, which tends to 0 as n → ∞. Therefore the probability that G(N, p) contains disjoint vertex subsets 585 X 1 , X 2 , . . . , X h+1 ⊂ V (G) and a subgraph B on h+1 i=1 X i with B ∈ B(h, n, ε, q, δ) also tends to 0 586 as n → ∞, completing the proof of Claim 26.
587
Proof of the Embedding Lemma
588
In this section, we prove Lemma 14, which states that for certain parameters every J ∈ J (h, n, δ)
589
(see Definition 13) is universal to the set of graphs {S (h) : |V (S)| = n(log n) −7h and ∆(S) ≤ d}.
590
The proof will be divided into two subsections, which are preceded by the following sketch of the 591 proof.
592
Consider any graph J ∈ J (h, n, δ) on will be done so that all the paths in all the associated families are edge-disjoint. We then will select 600 one path from each associated family to obtain the desired collection of internally vertex-disjoint 601 paths.
602
We will now elaborate upon this sketch. For the graph J, we say that two vertices u, v ∈ X 1 603 are (log n)-path connected if u and v are joined by at least log n pairwise edge-disjoint transversal For each uv ∈ E(A), let Π uv be a fixed set of log n pairwise edge-disjoint transversal paths in J 607 with endpoints u and v. We say the distinct edges e 1 , e 2 ∈ E(A) are incompatible if there exist 608 paths π e 1 ∈ Π e 1 and π e 2 ∈ Π e 2 such that π e 1 and π e 2 have an edge in common. Define the
f (e 1 ) := {e 2 : e 1 and e 2 are incompatible}.
Given this set-up, the proof has two steps:
611
• Find a graph embedding φ : S → A such that φ(e 1 ) ∈ f (φ(e 2 )) for every e 1 , e 2 ∈ E(S).
612
• For each edge e ∈ E(S), select a path π φ(e) ∈ Π φ(e) so that for all pairs of edges e 1 , e 2 ∈ E(S),
613
the paths π φ(e 1 ) and π φ(e 2 ) are internally vertex-disjoint.
614
The key to the first of these two steps is the following lemma. Although stated in a general context,
615
when we apply the lemma the function f will be the incompatibility function defined above.
616
Lemma 43. Let d and n be positive integers. Let A be a graph such that:
618
(ii ) Every vertex in A has degree at least (1 − 1/6d)n.
619
Let S be a graph such that:
621
(iv ) Every vertex in S has degree at most d.
622
Let f : E(A) → P(E(A)) be a function that maps each edge e ∈ E(A) to a set of edges f (e) ⊂ E(A)
623
such that:
624
(v ) |f (e)| ≤ n/6 3 d 4 for all e ∈ E(A).
625
(vi ) e 1 ∈ f (e 2 ) if and only if e 2 ∈ f (e 1 ).
626
(vii ) e ∈ f (e) for all e ∈ E(A).
627
Then there is an embedding φ : S → A such that
where f (φ(E(S))) := e∈φ(E(S)) f (e).
629
To select a system of internally vertex-disjoint paths π φ(e) ∈ Π φ(e) for the edges e ∈ S, we 630 will make use of J being (h, n)-cluster free, that for distinct edges e 1 , e 2 ∈ S the families π φ(e 1 )
631
and π φ(e 2 ) consist of pairwise edge-disjoint paths, and the following result of Aharoni and Haxell. 
636
The remaining part of this section is divided into two subsections. The first subsection contains 
643
Definition 45 (Dangerous Vertex).
644
• We call edges e 1 and e 2 in E(A) incompatible if e 1 ∈ f (e 2 ).
645
• We call a pair of incident edges xy, yz ∈ E(A) that are incompatible a useless P 3 . We call y 646 the center vertex of the useless P 3 and the pair x, z the end vertices of the useless P 3 .
647
• We call a pair of vertices {u, v} ∈ V (A) 2 a dangerous pair if u, v are the end vertices of at 648 least n/6 d 2 useless P 3 .
649
• We call a vertex v ∈ V (A) a dangerous vertex if it is in at least n/6d 2 dangerous pairs.
650
We now work to obtain an upper bound for the number of dangerous vertices in A. Recalling 651 that each edge is incompatible with at most n/6 3 d 4 other edges, the number of useless P 3 is at
It follows that the number of dangerous pairs of vertices is at most
Finally, the number of dangerous vertices is at most
Set J 0 to be the set of dangerous vertices in A.
656
Definition 46 (Guilty Vertex). Suppose S is an induced subgraph of S, A is an induced subgraph 657 of A, and φ is an embedding of the graph S into A .
658
• We call e ∈ E(A ) a forbidden edge if e ∈ f (φ (E(S ))).
659
• We will call a vertex v ∈ φ (V (S )) guilty by association, or simply guilty, if v is incident to 660 at least n/6d forbidden edges.
661
That is, a forbidden edge in A is incompatible with an edge that has already been used in the 662 embedding, and a vertex is guilty by association if it is incident to too many forbidden edges.
663
Definition 47 (Safe and Legal Embeddings). Suppose S is an induced subgraph of S, the graph
664
A is an induced subgraph of the graph A, and φ is an embedding of the graph S into the graph A .
665
• We say that the embedding φ is legal if φ (E(S )) ∩ f (φ (E(S ))) = ∅.
666
• We say vertices s 1 , s 2 in S are P 3 -connected if s 1 v, s 2 v ∈ E(S) for some v ∈ V (S).
667
• We say that the embedding φ is safe if none of the pairs {φ (s 1 ), φ (s 2 )} of vertices in A is 668 dangerous for vertices s 1 , s 2 ∈ V (S ) that are P 3 -connected in S.
669
That is, an embedding is legal if it has not used any pair of incompatible edges, and an em-670 bedding is safe if for each s ∈ S and any pair of vertices s 1 , s 2 ∈ N (s), the embedding φ has not 671 mapped s 1 and s 2 onto a dangerous pair of vertices.
672
Before formally stating our embedding algorithm, we present the main idea, which is as follows.
673
We keep a set J of 'jailed' vertices. We initially send all the dangerous vertices to jail. We then 674 construct a legal and safe partial embedding φ of an induced subgraph S ⊂ S into A \ J by 675 sequentially embedding vertices. As edges are added to the embedding, however, the number of 676 forbidden edges may increase and already embedded vertices may become guilty by association.
677
This is problematic because guilty vertices may prevent the embedding from being extended in a 678 legal manner later. To resolve this, whenever guilty vertices appear in A , we send them to jail and that when no guilty vertices are present, a legal and safe embedding can always be augmented forbidden edges were added to B for each vertex embedded. Since the number of vertices added to the embedding is at most
We now obtain a lower bound for the size of B. Notice that each guilty vertex that was added to J 717 was incident to at least n/6d forbidden edges in A . Moreover, since vertices in J remain in J, this 718 set of n/6d forbidden edges will never again appear in A . This gives
Equalities (14) and (15) yield the contradiction
completing the proof of Proposition 48.
721
Proposition 49. STEP 2 is always possible.
722
Proof. Arbitrarily pick a vertex s ∈ V (S) \ V (S ) to extend the embedding to. We must find a 723 vertex v ∈ A so that extending φ to include the pair (s, v) will produce an embedding that is 724 both legal and safe. We will now list six cases in which such a vertex v ∈ A will not produce 725 an embedding that is both legal and safe. Cases 1, 2, and 3 correspond to the map not being an 3. For some s ∈ S with ss ∈ E(S), the edge φ(s )v is not in E(A). 4. For some s ∈ S with ss ∈ E(S) and e ∈ E(S ), the edge φ(s )v is in f (φ(e )) .
734
5. For some s 1 , s 2 ∈ S with ss 1 , ss 2 ∈ E(S), the edges φ(s 1 )v and φ(s 2 )v are incompatible. 6. For some s ∈ S that is P 3 -connected in S to s, the pair {φ (s ), v} is dangerous.
736
Observe that if none of (1)- (6) holds, then extending φ to include (s, v) will produce an em-737 bedding that is both legal and safe.
738
The number of vertices in A in Cases 1 and 2 is at most
To count the number of vertices in A in Case 3, observe that s has at most d neighbors in S . Hence,
740
there are at most d choices for s . Also, from hypothesis each s is not adjacent to at most n/6d 741 vertices. Hence, the number of vertices in Case 3 at most
Similarly, to count the number of vertices in A in Case 4, again recall that s has at most d neighbors 743 in S . Also for each such neighbor s , it follows from the fact that φ (s ) is not guilty by association 744 that φ(s ) is incident to at most n/6d forbidden edges. Hence, the total number of vertices in Case 4 745 is at most
To count the number of vertices in A in Case 5, observe that there are are at most is at most
Finally, to count the number of vertices that are in Case 6, observe that in the graph S, the vertex s 751 is distance two away from at most d 2 other vertices. Since each of the images of these vertices is 752 not dangerous, the images are each in at most n/6d 2 dangerous pairs. Hence, the total number of 753 vertices v ∈ A that are in Case 6 is at most
In conclusion, there must be at least
vertices v ∈ A such that the map obtained by extending φ to include (s, v) will produce both a 756 legal and safe embedding. Proposition 49 is proved.
757
This concludes the proof of Lemma 43. 
Proof of Lemma 14
759
Consider any pair of positive integers h and d. We will make use of the following simple fact.
760
Fact 50. For every ν > 0 there exist δ > 0 and n 6 such that for every integer n ≥ n 6 the following 761 holds. If A is a graph on n vertices with at least (1 − δ) n 2 edges, then there exists a subgraph A
762
with |V ( A)| ≥ (1 − ν)n and with minimum degree at most (1 − ν)|V ( A)|.
763
With ν := 1/6d, choose δ and n 6 in accordance with the previous fact. Choose n 3 ≥ n 6 so 764 that the second inequality in (17) below is satisfied for all n ≥ n 3 . Now consider any n ≥ n 3 ,
765
any J ∈ J (h, n, δ), and any graph S with |V (S)| = n(log n) −7h and ∆(S) ≤ d. We must show 766 that S (h) ⊆ J.
767
As at the beginning of Section 5, define the auxiliary graph A by 768 V (A) := X 1 and E(A) := {uv : u and v are (log n)-path connected in J}.
Let A be a subgraph of A on n vertices such that n ≥ n/2 and every vertex in A has degree at 769 least (1 − 1/6d) n, guaranteed by Fact 50. Also, for each uv ∈ E( A), let Π uv be a fixed set of log n 770 transversal paths between u and v in J that are pairwise edge-disjoint. As before, we say that a 771 pair of distinct edges e 1 , e 2 ∈ E(A) are incompatible if there exist paths π e 1 ∈ Π e 1 and π e 2 ∈ Π e 2 772 such that π e 1 and π e 2 have an edge in common and define
773
f (e 1 ) := {e 2 : e 1 and e 2 are incompatable}.
We will use Lemma 43 to embed S into A. With the set-up above, all the hypotheses other 774 than (v ) in Lemma 43 are clearly satisfied. To verify (v ), observe that, since J has maximum 775 degree (log n) 3 n 1/(h+1) , the number of transversal paths any edge e ∈ E(J) can be in is at most
Moreover, since for every e ∈ E(A) the family Π e has exactly log n edge-disjoint paths,
where the second inequality follows from n ≥ n 3 . Thus, by Lemma 43, there exists an embedding φ 778 of S into A such that the image of E(S) under φ contains no pair of incompatible edges.
779
Finally, to select a system of internally pairwise vertex-disjoint paths from the families {Π φ(e) :
780
e ∈ E(S)}, the result of Aharoni and Haxell (Fact 44) will be used. Take X := h+1 i=2 X i , and set
781
Π e := {V (π) ∩ X : π ∈ Π e }, so that each element in Π e is a set of vertices in X that corresponds to the interior of a path in Π e .
782
Thus a system of disjoint representatives for the set of families { Π φ(e) : e ∈ E(S)} corresponds to 783 an embedding of S (h) into J. Clearly,
784
|{ Π φ(e) : e ∈ E(S)}| = |E(S)| ≤ dn(log n) −7 ≤ n(log n) −6 .
We claim that the hypothesis of Fact 44 holds. Towards contradiction, assume that there exists 785 a set L of L ≤ n(log n) −6 edges in φ(E(S)) ⊆ A such that there are at most h(L − 1) pairwise
However, one may check that l∈L Π l is an (L, Z, h, log n)-cluster of paths in the graph J. This 
which is the statement in Theorem 3.
799
The proof is based upon the following external lemma.
800
Fact 51 ([4], Corollary II.4.17, p. 52). Let d ≥ 2 be a fixed integer and suppose that dn is even.
801
The number L d (n) of d-regular graphs on n labeled vertices satisfies
Proof of Theorem 3. Let L ≤d (n) be the number of labeled (n, d)-graphs (recall that (n, d)-graphs
803
have maximum degree at most d). Fact 51 gives that, for any fixed d ≥ 2,
We now let U ≤d (n) be the number of unlabeled (n, d)-graphs, and let U (h) ≤d (n) be the number of unlabeled h-subdivisions of such graphs.
Indeed, first observe that, from (19), we have (1))n log n ≥ 2 (d/2−1+o(1))n log n .
Second, observe that if two distinct unlabeled (n, d)-graphs S 1 and S 2 both have each edge sub-809 divided h times, then the resulting graphs S 
811
To complete the proof of Theorem 3, we use the fact that if H is a graph on m edges that 812 contains a copy of every unlabeled h-subdivision of (n, d)-graphs, then it must be the case that
If m ≤ nd(h + 1), then the left hand side of (21) is at most 2 nd(h+1) , which yields a contradiction to (1))n log n .
This implies that
giving the desired bound of property that every pair of vertices of degree greater than 2 are distance at least h + 1 apart, then 825 r (Q) ≤ (log q) 20h q 1+1/(h+1) .
826
To accomplish this, we first define the 'super-subdivision' of a graph. We then show that for any 
841
Proof. For vertices x 1 , x 2 ∈ Q, let dist Q (x 1 , x 2 ) be the minimum number of edges in a path with 842 endpoints x 1 and x 2 . Let X be a maximal subset of vertices in Q that satisfies both of the following 843 properties:
844
• All vertices of degree greater than 2 are contained in X.
845
• All pairs of vertices x 1 , x 2 ∈ X satisfy dist Q (x 1 , x 2 ) > h.
846
Now construct a graph S by taking V (S) = X and joining vertices
2h + 2. It follows that ∆(S) ≤ ∆(Q) and that Q ⊆ S ( * ) .
848
In view of Proposition 53, to establish Theorem 4 it suffices to establish the following lemma. 
We construct S ( * ) on V (S) by the following procedure. For every M i,j,k ∈ M and every xy ∈ M i,j,k , 857 add a path of length k between x and y. Consequently, for any xy ∈ E(S), there are d paths of 858 length k between x and y for each k ∈ {h + 1, h + 2, . . . , 2h + 1}. It follows that the resulting graph 859 is the super-subdivision S ( * ) of S.
860
Since the full proof is notationally cumbersome, we first demonstrate the main ideas in the 
Proof. We will make three claims that are similar to the Coloring Lemma, Existence Lemma, and
871
Embedding Lemma used in the proof of Theorem 2. Before stating the first of these claims, we 872 introduce a couple definitions, the second of which is demonstrated in Figure 3 .
873
Definition 57 (C h+1,h+2 ). Let C h+1,h+2 be the graph on 2h + 2 vertices obtained from a copy of 874 the cycle C h+1 with cyclically ordered vertices x 1 1 , x 1 2 , . . . , x 1 h+1 and a copy of the cycle C h+2 with 875 cyclically ordered vertices x 2 1 , x 2 2 , . . . , x 2 h+2 and with x 1 := x 1 1 = x 2 1 .
876
Definition 58 (Incomplete Blowup of C h+1,h+2 ). An incomplete blowup H of C h+1,h+2 is obtained 877 by replacing each vertex x i j with a independent set X i j of n vertices and each edge by a (not nec-878 essarily complete) bipartite graph. Also, define
879
Recall that in the proof of Theorem 2 the class H(h, n, ε, q) was the set of incomplete blowups 880 of C h+1 in which the bipartite graphs had exactly qn 2 edges and were (ε, q)-regular (as in Defini-881 tion 21). We now define an analogous concept.
882
Definition 59. Let H * (h, n, ε, q) be the set of all graphs that are incomplete blowups of C h+1,h+2
883
where every edge in C h+1,h+2 corresponds to an (ε, q)-regular bipartite graph with exactly qn 2 884 edges.
885
Figure 3: An incomplete blowup of C h+1,h+2 for h = 3.
The next claim is analogous to the Coloring Lemma.
886
Claim 60. For any ε ∈ R + and h, ∈ Z + , there exist t, n 1 ∈ Z + such that for all n ≥ n 1 , 887 q := 4(log n) 2 n −1+1/(h+1) , N := tn, and p := 4 q, 888 every graph G ∈ I(N, p) has the following property. Any -coloring of the edges of G yields a 889 monochromatic subgraph H ∈ H * (h, n, ε, q).
890
Proof. In the proof of the Coloring Lemma (Lemma 9), we defined a cluster graph that had vertices colored by the majority color in the corresponding partition. We previously argued that the cluster 894 graph contained a monochromatic clique of size h + 1 (and hence a copy of C h+1 ). By taking t 895 sufficiently larger and an appropriate modification of the parameters in the proof, we can instead 896 find a monochromatic clique of size 2h + 2, and hence a copy of C h+1,h+2 . This will yield a 897 monochromatic H ∈ H * (h, n, ε, q).
898
Our next claim will be analogous to the Existence Lemma. To state it, we first need a modified 899 notion of path abundance.
900
Definition 61 (Transversal Paths for H * ). Let H be a partial blowup of C h+1,h+2 .
901
• For a pair of vertices u, v ∈ X 1 1 , a transversal path between u and v in H 1 is the same as 902 described in Definition 10.
903
• For a pair of vertices u ∈ X 2 1 and v ∈ X 2 h+2 , a transversal path between u and v in H 2 is a 904 path P of length h + 1 with exactly one vertex in X 2 i for each i ∈ [h + 2].
Definition 62 (Path Abundance for H * ). Let H be a partial blowup of C h+1,h+2 . We say that the graph H is (1 − δ, log n)-path abundant if both of the following hold:
907
• The graph H 1 is path abundant (as defined in Definition 10).
908
• The graph H 2 has the property that for at least (1 − δ)n 2 pairs of vertices u ∈ X 2 1 and v ∈ 909 X 2 h+2 , there are at least log n transversal paths between u and v that are pairwise edge-910 disjoint (as defined in Definition 61).
911
We now state the next claim that is analogous to the Existence Lemma.
912
Claim 63. For all h, ∈ Z + and δ ∈ R + , there exists ε ∈ R + such that for any t ∈ Z + there 913 exists n 2 ∈ Z such that the following holds. For any n ≥ n 2 and 914 q := 4(log n) 2 n −1+1/(h+1) , N := tn, and p := 4 q,
915
916
917
918
919
(iv ) Every (not necessarily induced) subgraph H ∈ H * (h, n, ε, q) of G is (1−δ, log n)-path abundant. 
922
After stating one more definition, we state a claim analogous to the Embedding Lemma.
923
Definition 64. Let J * (h, n, δ) be the set of all graphs J that are partial blowups of C h+1,h+2 such 924 that:
925
(i ) Every vertex in J has degree at most (log n) 3 n 1/(h+1) .
926
(ii ) J is (n, h)-cluster free (as defined in Definition 11).
927
(iii ) J is (1 − δ, log n)-path abundant (as defined in Definition 62).
928
(iv ) There is a matching of size (1 − δ)n between X 2 h+2 and X 2 1 .
929
As in the proof of Theorem 2, the Coloring Lemma and Existence Lemma together yield a 930 monochromatic H ∈ J * (h, n, δ). Note that the additional Property (iv) follows from the fact 931 that H ∈ H * (h, n, ε, q) and hence the bipartite graph of H induced between X 2 h+2 and X 2 1 is (ε, p)-932 regular. The next claim is analogous to the Embedding Lemma.
933
Claim 65. For all h ∈ Z + , there exist δ ∈ R + and n 3 ∈ Z + such that for all n ≥ n 3 the following holds. Every graph H ∈ J * (h, n, δ) is universal to the set of graphs 935 S (M 1 ,M 2 ,h+1,h+2) : |V (S)| = n (log n) 7h .
Proof. The proof of this claim follows the lines of the argument used to establish the Embedding
936
Lemma where S (h) was embedded into J ∈ J (h, n, δ). Recall that the main steps in this argument 937 were:
938
• Considering an auxiliary graph A with vertex set X 1 where vertices x, y ∈ X 1 were joined 939 if x and y were path connected (i.e., if there was a set Π xy of log n edge-disjoint transversal 940 paths between x and y).
941
• Defining an incompatibility function f : E(A) → P(E(A)) where each edge was incompatible 942 with certain other edges.
943
• Finding an embedding φ of S into A such that f (φ(E(S))) ∩ φ(E(S)) = ∅.
944
• Showing that for every edge xy ∈ φ(E(S)), a path π xy ∈ Π xy could be selected so that the 945 set of paths selected {π xy : xy ∈ φ(E(S))} were pairwise internally vertex-disjoint. This 946 corresponded to embedding S (h) into J.
947
The proof of Claim 65 is similar, so we only mention where it differs. We begin by fixing a 948 matching Γ between X 2 h+2 and X 1 of size at least (1 − δ)n. For a vertex v ∈ X 1 , denote the vertex
949
it is matched to in X 2 h+2 under Γ by v. Now fix an ordering v 1 , v 2 , . . . , v n of the vertices in X 1 .
950
Given this setup, we introduce the following definition. 
965
-There exist paths π ij ∈ Π 1 ij and π kl ∈ Π 1 kl such that π ij and π kl have an edge in common.
966
(This is the same notion of incompatibility as used in the proof of the Embedding
967
Lemma.)
968
-There exist paths π ij ∈ Π 2 ij and π kl ∈ Π 2 kl such that π ij and π kl have an edge in common.
969
• As before, we find an embedding φ of S into A such that f (φ(E(S))) ∩ φ(E(S)) = ∅. This is 970 possible since S has bounded degree, the graph A is almost complete, and each edge is still 971 incompatible with at most o(n) other edges.
972
• Finally, for each edge xy ∈ φ(M 2 ), we select a path π xy ∈ Π 2 xy of length h + 1 so that the sets 
976
This completes the proof of Claim 65.
977
We have now proved three claims analogous to the Coloring Lemma, Existence Lemma, and
978
Embedding Lemma. The proof of Proposition 56 now follows the lines of the proof of Theorem 2. Proof. The proof of this proposition differs from the previous proof as follows. In place of C h+1,h+2 ,
985
we take C h+1,h+3 , where the vertices are labeled x 1 1 , x 1 2 , . . . , x 1 h+1 and x 2 1 , x 2 2 , . . . , x 2 h+3 with x 1 := 986 x 1 1 = x 2 1 . We also require that 'almost perfect matchings' exist in both of the bipartite graphs
987
(X 2 h+1 , X 2 h+2 ) and (X 2 h+2 , X 2 1 ).
988
We now begin the embedding process by fixing two such perfect matchings. These matchings 989 together yield a collection of disjoint paths P 3 on three vertices that cover almost all vertices 990 in X 2 h+1 ∪ X 2 h+2 ∪ X 2 1 . For a vertex v ∈ X 1 which is covered by one of these paths of length two,
991
define the vertex v ∈ X 2 h+1 to be the corresponding vertex it is joined to in X 2 1 under our fixed 992 collection of P 3 s. The remaining part of the proof is analogous to the proof of Claim 65.
993
Having demonstrated the main idea of Lemma 54 in Propositions 56 and 67, we now briefly 994 remark on how the proof of Lemma 54 differs.
995
Proof of Lemma 54. Previously in Propositions 56 and 67, the two matchings were accommodated 996 by replacing C h+1 by C h+1,h+2 and C h+1,h+3 respectively. Here, we will 'append' a cycle of length k 
