Abstract. In this paper, via applying the method developed by A. Cianchi and V. Maz'ya, the author obtains the global boundedness of the gradient for solutions to Dirichlet and Neumann problems of a class of Schrödinger equations under the minimal assumptions for integrability on the data and regularity on the boundary of the domain. Moreover, the case of arbitrary bounded semi-convex domains is also considered.
Introduction
It is well known that the global regularity of solutions is a classical topic in the theory of elliptic PDEs. In particular, the study for the global boundedness of the gradient, equivalently, the Lipschitz continuity, of the solutions to some elliptic boundary value problems has attracted great interests in recent years (see, for example, [1, 3, 5, 6, 7, 8, 10, 17, 18] ). This topic can be traced back to the work in [19, 26, 27] .
Via a relative isoperimetric inequality (see, for example, [6, (5.1)] or (2.1) below), the Hardy-Littlewood inequality for rearrangements (see, for example, (1.11) below) and a differential inequality involving integrals over the level sets of Sobolev functions established by Maz'ya [19] , Cianchi and Maz'ya [6, 8] studied the global boundedness of the gradient for a class of quasi-linear elliptic equations or systems under the weakest integrability conditions on the prescribed date and the minimal regularity assumptions on the domains.
In this paper, motivated by the work in [6, 8, 17, 18] , via applying the method developed by Cianchi and Maz'ya [6, 8] and some estimates obtained by Shen [24, 25] , we study the global boundedness of the gradient for a class of Schrödinger equations with the Dirichlet or Neumann boundary condition under the minimal assumptions for the integrability on the prescribed dates and the regularity on the domains. Furthermore, the case of arbitrary bounded semi-convex domains is also included.
To state Schrödinger equations considered in this paper, we first recall the definition of the reverse Hölder class (see, for example, [12, 24] ). Recall that a non-negative function w on R n is said to belong to the reverse Hölder class RH q (R n ) with q ∈ (1, ∞], denoted by w ∈ RH q (R n ) if, when q ∈ (1, ∞), w ∈ L where the suprema are taken over all balls B ⊂ R n . A typical example of the reverse Hölder class is a non-negative polynomial on R n , which turns out to be in RH ∞ (R n ) (see, for example, [24] ). It is known from [12] that RH q (R n ) has the property of self-improvement. Namely, if V ∈ RH q (R n ) with some q ∈ (1, ∞), then there exists ǫ ∈ (0, ∞) such that V ∈ RH q+ǫ (R n ). Thus, for any V ∈ RH q (R n ) with q ∈ (1, ∞], the critical index q + for V is defined as follows:
(1.1) q + := sup {q ∈ (1, ∞] : V ∈ RH q (R n )} .
Let n ≥ 3 and Ω be a bounded domain in R n . Denote by W 1, 2 (Ω) and W 1, 2 0 (Ω) be the classical Sobolev space on Ω and the closure of C ∞ c (Ω) in W 1, 2 (Ω), respectively, where C ∞ c (Ω) denotes the set of all C ∞ functions on R n with compact support contained in Ω. Assume that 0 ≤ V ∈ RH q (R n ) for some q ∈ [n, ∞] and V ≡ 0 on Ω. Let f ∈ L 2 (Ω). Then u ∈ W Assume further that Ω is a bounded Lipschitz domain in R n . Then u ∈ W 1,2 (Ω) is said to be a weak solution of the Neumann boundary problem where and in what follows, ν := (ν 1 , . . . , ν n ) denotes the outward unit normal to ∂Ω, if for any v ∈ W 1,2 (Ω), (1.3) holds true.
Remark 1.1. Let f ∈ L 2 (Ω), 0 ≤ V ∈ RH n (R n ) and V ≡ 0 on Ω. Assume that u is a weak solution of (1.2) or (1.4).
(i) By (1.3), we conclude that the weak solutions of the Dirichlet problem (1.2) and the Neumann problem (1.4) are unique.
(ii) By Sobolev's inequality and the method of difference quotient, similar to the classical regularity for second order elliptic equation (see, for example, [13, Theorem 8.8 ]), we know that, for any Ω ′ ⊂ Ω with Ω ′ ⊂ Ω, u ∈ W 2,2 (Ω ′ ) and there exists a positive constant C, depending on n, V , Ω and Ω ′ , such that
(iii) Assume further that ∂Ω ∈ C 2 . Then similar to the global regularity for second order elliptic equation (see, for example, [13, Theorem 8.12]), we conclude that u ∈ W 2,2 (Ω).
Then the main results of this paper are as follows. Theorem 1.2. Let n ≥ 3 and Ω be a bounded domain in R n with ∂Ω ∈ W 2 L n−1, 1 . Assume that 0 ≤ V ∈ RH n (R n ) and V ≡ 0 on Ω, f ∈ L n, 1 (Ω) and u is the unique weak solution to the Dirichlet problem (1.2). Then there exists a positive constant C, depending on n and Ω, such that
In particular, u is Lipschitz continuous in Ω.
An argument similar to Theorem 1.2 yields that the conclusion of Theorem 1.2 also holds true in the case of bounded semi-convex domains (see Definition 1.7 below for the definition of semi-convex domains). Theorem 1.3. The same conclusion as in Theorem 1.2 holds true if Ω is a bounded semi-convex domain in R n with n ≥ 3.
(Ω) and u is the unique weak solution to the Neumann problem (1.4). Then there exists a positive constant C, depending on n and Ω, such that
Similarly, the conclusion of Theorem 1.4 also holds true in the case of bounded semiconvex domains. Theorem 1.5. The same conclusion as in Theorem 1.4 holds true if Ω is a bounded semi-convex domain in R n with n ≥ 3.
We prove Theorems 1.2-1.5 by using the method developed by A. Cianchi and V. Maz'ya [6, 8] . More precisely, via using a relative isoperimetric inequality (see, for example, (2.1) below), the coarea formula, the Hardy-Littlewood inequality for rearrangements (see, for example, (1.11) below), a differential inequality involving integrals over the level sets of Sobolev functions established by Maz'ya [19] (see also Lemma 2.1 below) and two boundedness estimates for Schrödinger equations obtained by Shen [24, 25] , we show Theorems 1.2-1.5. Remark 1.6. Let n ≥ 3 and 0 ≤ V ∈ RH n (R n ) with V ≡ 0 on Ω.
(i) ∂Ω ∈ W 2 L n−1, 1 means that Ω is locally the subgraph of a function of n − 1 variables whose second order derivatives belong to the Lorentz space L n−1,1 . It is worth pointing out that ∂Ω ∈ W 2 L n−1, 1 is the weakest possible integrability condition on second order derivatives for the first order derivatives to be continuous, and hence ∂Ω ∈ C 1,0 (see, for example, [9] ).
(ii) The assumption f ∈ L n, 1 (Ω) in Theorems 1.2-1.5 is sharp. We explain this in the case of Dirichlet boundary problems. Let B 0 := B(0, 1) be the unit ball centered at 0. The Poisson equation on B 0 with the Dirichlet boundary condition is as follows:
It was proved in [3, p. 512 ] that ∇v ∈ L ∞ (B 0 ) if and only if f ∈ L n,1 (B 0 ). Let c 0 be a positive constant. Then c 0 ∈ RH n (R n ). For the Schrödinger equation −∆u + c 0 u = f on B 0 with the Dirichlet boundary condition, we see that, when c 0 is small enough, ∇u ∈ L ∞ (B 0 ) if and only if f ∈ L n,1 (B 0 ).
In the remainder of this paper, we recall the definitions of the semi-convex domain in R n and Lorentz(-Sobolev) space. Definition 1.7. (i) Let Ω be an open set in R n . The collection of semi-convex functions on Ω consists of continuous functions u : Ω → R with the property that there exists a positive constant C such that, for all x, h ∈ R n with the ball B(x, |h|) ⊂ Ω,
The best constant C above is referred as the semi-convexity constant of u.
(ii) A nonempty, proper open subset Ω of R n is said to be semi-convex provided that there exist b, c ∈ (0, ∞) with the property that, for every x 0 ∈ ∂Ω, there exist an (n − 1)-dimensional affine variety H ⊂ R n passing through x 0 , a choice N of the unit normal to H, and an open set
(called a coordinate cylinder near x 0 with axis along N ) satisfying, for some semi-convex function ϕ : H → R,
where Ω and Ω ∁ , respectively, denotes the closure of Ω in R n and the complementary set of Ω in R n .
To characterize the semi-convex domain, we need the following notion. Definition 1.8. A set E ⊂ R n is said to satisfy an exterior ball condition at x ∈ ∂E, if there exist v ∈ S n−1 and r ∈ (0, ∞) such that
where S n−1 denotes the unit sphere in R n . For such x ∈ ∂E, let r(x) := sup{r ∈ (0, ∞) : (1.7) holds true for some v ∈ S n−1 }.
It is said that the set E satisfies a uniform exterior ball condition (for simplicity, UEBC) with radius r ∈ (0, ∞], if
and the value r in (1.8) is referred to the UEBC constant. Then it is said that the set E satisfies a UEBC, if there exists r ∈ (0, ∞] with the property that E satisfies the uniform exterior ball condition with radius r. Moreover, the largest such constant r is called the uniform ball constant of E. Remark 1.9. (i) It is well known that bounded semi-convex domains in R n are bounded Lipschitz domains, and the convex domains in R n are semi-convex domains (see, for example, [20, 22] ).
(ii) It is well known that if Ω ⊂ R n is convex, then Ω satisfies a UEBC with the uniform ball constant ∞ (see, for example, [11] ). Moreover, for any open set Ω ⊂ R n with compact boundary, it was proved in [21] that Ω is a Lipschitz domain satisfying a UEBC if and only if Ω is a semi-convex domain in R n (see also [20 
We remark that u * is the unique right-continuous non-increasing function in [0, ∞) equivalently distributed with u, and u * (s) = 0 if s ≥ |Ω|. Moreover, the function u * * : (0, ∞) → [0, ∞) is defined by, for any s ∈ (0, ∞),
Then it is easy to see that, for any s ∈ (0, ∞), u * (s) ≤ u * * (s). Furthermore, the HardyLittlewood inequality states that, for any measurable functions u and v on Ω,
Let q ∈ (1, ∞) and s ∈ (0, ∞]. Then the Lorentz space L q, s (Ω) is defined to be all measurable functions u : Ω → R satisfying that
is a Banach space, equipped with the norm, which is equivalent to · L q, s (Ω) and is obtained via replacing u * with u * * in (1.12). For Lorentz spaces, we have the following facts:
Denote by q ′ and s ′ the Hölder's conjugate exponents of q and s. Then Hölder's inequality in Lorentz spaces states that there exists a positive constant C = C (q, s) , depending on q and s, such that, for all u ∈ L q, s (Ω) and v ∈ L q ′ , s ′ (Ω),
Finally we make some conventions on notation. Throughout the whole paper, we always denote by C a positive constant which is independent of the main parameters, but it may vary from line to line. We also use C (γ, β, ...) to denote a positive constant depending on the indicated parameters γ, β, . . .. The symbol A B means that A ≤ CB. If A B and B A, then we write A ∼ B. For any measurable subset E of R n , we denote by χ E its characteristic function. We also let N := {1, 2, . . .} and Z + := N ∪ {0}. Finally, for q ∈ [1, ∞], we denote by q ′ its conjugate exponent, namely, 1/q + 1/q ′ = 1.
Preliminaries
In this section, we recall some necessary notations and auxiliary conclusions. We first recall a relative isoperimetric inequality. Let Ω be a bounded Lipschitz domain in R n with n ≥ 2. Then there exists a positive constant C such that, for any measurable set E ⊂ Ω satisfying |E| ≤ |Ω|/2,
where and in what follows, ∂E denotes the essential boundary of E, and H n−1 stands for (n − 1)-dimensional Hausdorff measure (see [16, Corollary 5.2 
.1/3] for the details).
We point out that the isoperimetric inequality (2.1) can be obtained via the geometric inequality that there exists a positive constant C = C (Ω) such that, for any measurable set E ⊂ R n with |E| ≤ |Ω|/2,
(see [16, Chapter 6] for the details) and the classical isoperimetric inequality in R n that, there exists a positive constant C = C (n) such that, for any measurable set E ⊂ R n with
We also remark that the constant in (2.1) depends on n and the constant in (2.2) (see, [6, Section 5] or [8, Section 3] for further details about (2.1)). Let u ∈ W 2, 1 (Ω). Then |∇u| ∈ W 1, 1 (Ω). From an application of the coarea formula for Sobolev functions, it follows that, for any Borel function g : Ω → [0, ∞) and t ∈ [0, ∞),
where {|∇u| > t} := {x ∈ Ω : |∇u(x)| > t} and {|∇u| = t} := {x ∈ Ω : |∇u(x)| = t} (see, for example, [2] ). Moreover, if the left hand side of (2.3) is finite for t ∈ (0, ∞), then the left hand side of (2.3) is an absolutely continuous function of t and for almost every t ∈ (0, ∞),
Furthermore, by the coarea formula again, we know that, for almost every t ∈ (0, ∞), H n−1 ({|∇u| = t} ∩ {|∇|∇u|| = 0}) = 0. Thus, for such function g as in (2.3) and
(Ω), then for almost every t ∈ (0, ∞),
Lemma 2.1. Let n ≥ 2 and Ω be a bounded Lipschitz domain in R n . Assume that v ∈ W 1, 2 (Ω) is non-negative, µ v and v * denote the distribution function and the decreasing rearrangement of v defined as in (1.9) and (1.10), respectively. Then there exists a positive constant C, depending on the constant in (2.2), such that, for almost every
, where µ ′ v denotes the derivative of µ v . Lemma 2.1 was established by Maz'ya [19] . The following Lemmas 2.2, 2.3 and 2.4 are, respectively, just [8, Proposition 3.4, Lemmas 3.5 and 3.6].
Then for any s ∈ (0, |Ω|), 
Lemma 2.5 is a corollary of the divergence theorem, the details being omitted here. Moreover, we need the following properties of the distribution function and the decreasing rearrangement (see, for example, [14, Proposition 1.4.5]). Lemma 2.6. Let Ω be an open set in R n and f a measurable function on Ω. Then for any t ∈ [0, ∞) and
Let Ω be a bounded semi-convex domain in R n with C 2 boundary. Denote by W the Weingarten matrix of ∂Ω, which is defined by the requirement that its entries are the coefficients of the second fundamental form of the surface ∂Ω. Following [20] , in this paper, W is defined by
where and in what follows, ∇ T stands for the tangential gradient, which is defined by ∇ T := ∇ − ν · ∇. Then we have the following lemma for bounded semi-convex domains in R n , which was established in [21] (see also [20, Theorem 2.6]).
Lemma 2.7. Let n ≥ 2 and Ω be a bounded domain in R n with C 2 boundary, in particular, a Lipschitz domain satisfying UEBC with some constant r 0 ∈ (0, ∞]. Then the Weingarten matrix of ∂Ω is bounded from below by −C 1 /r 0 for almost every point on ∂Ω with respect to the measure H n−1 , where the positive constant C 1 depend only on the Lipschitz character of Ω.
Lemma 2.8. Let n ≥ 3 and Ω ⊂ R n be a bounded domain with ∂Ω ∈ C 2 . Assume that u ∈ C ∞ (Ω) ∩ C 2 (Ω) satisfies u = 0 on ∂Ω. Let B denote the second fundamental form on ∂Ω and trB be its trace. Then for almost every t ∈ (0, ∞),
Moreover, if r ∈ (n − 1, ∞), then for almost every t ∈ [t u , ∞),
where t u := |∇u| * (αΩ) with α ∈ (0, 1/2] being a constant depending on n, r, trB L r (∂Ω) , Ω and the constant in (2.2).
If Ω is semi-convex, then there exists a positive constant C, depending on the Lipschitz character and the uniform ball constant of Ω, such that, for almost every t ∈ (0, ∞),
Furthermore, there exist positive constants α ∈ (0, 1/2], depending on n, Ω and the constant in (2.2), and C, depending on the Lipschitz character and the uniform ball constant of Ω, such that, for almost every t ∈ [t u , ∞), where t u := |∇u| * (αΩ),
To prove Lemma 2.8, we need the following conclusion, which is just [6, Lemma 5.1].
Lemma 2.9. Let n ≥ 3, Ω ⊂ R n be a bounded Lipschitz domain and q ∈ [1, 2(n − 1)/(n − 2)]. Then there exists a positive constant C, depending on n, q and the constant in (2.2), such that, for any u ∈ W 1,2 (Ω) with | supp u| ≤ |Ω|/2,
. Now we prove Lemma 2.8 by using Lemmas 2.5, 2.6, 2.7 and 2.9.
Proof of Lemma 2.8. To finish the proof of Lemma 2.8, we borrow some ideas from the proof of [6, Lemma 5.4] . It is easy to see that, for all t ∈ (0, ∞), the level set {|∇u| > t} is open and
Moreover, by Lemma 2.5 and the divergence theorem, we conclude that, for almost every t ∈ (0, ∞),
which, combined with (2.11) and the fact that, for almost every t ∈ (0, ∞),
Furthermore, from [15, (3.1.1.8)], it follows that on ∂Ω,
where div T and ∇ T denote the divergence operator and the gradient operator on ∂Ω, which, together with the assumption u = 0 on ∂Ω, implies that on ∂Ω,
By this, we find that, for almost every t ∈ (0, ∞),
Moreover, it is easy to see that
which, combined with (2.12), (2.13), (2.16) and (2.17), further implies that, for almost every t ∈ (0, ∞),
By this, we conclude that (2.7) holds true. Now we prove (2.8). From Hölder's inequality, we deduce that, for all t ∈ (0, ∞),
For simplicity, denote by µ the distribution function µ |∇u| of |∇u|. Let δ := (n − 1)/nr ′ − (n − 2)/n. By r > n − 1, we know that δ > 0, which, together with the facts max{|∇u| − t, 0} ∈ W 1, 2 (Ω) and |∇|∇u|| ≤ |∇ 2 u|, Hölder's inequality and Lemma 2.9, implies that, for any t ∈ [|∇u| * (|Ω|/2), ∞),
where C 2 is a positive constant depending on r and the constant in (2.2). Let
, α := min{β/|Ω|, 1/2} and t u := |∇u| * (α|Ω|). Then it follows, from Lemma 2.6, that, for any t ∈ [t u , ∞),
which, combined with (2.17), (2.18) and (2.19), further implies that (2.8) holds true. Now we prove (2.9). For any x ∈ Ω, denote by T x ∂Ω the (n − 1)-dimensional tangent plane to ∂Ω at x. Recall that, for any x ∈ ∂Ω, the second fundamental form B(x) of ∂Ω at x is the bilinear map on T x ∂Ω × T x ∂Ω given by, for any ξ, η ∈ T x ∂Ω,
where ∇ T denote the gradient operator on ∂Ω. Extend the bilinear map in (2.20) to R n × R n by demanding that a pair of vectors (ξ, η) is mapped to zero if any of them is normal. Then as pointed in [20, Definition 2.3], the Weingarten matrix of ∂Ω is then the n × n matrix associated with the extension. Thus, schematically, W = ∇ T ν on ∂Ω (with the understanding that the tangential gradient acts on the components of ν), which, together with Lemma 2.7 and the definition of trB, implies that, there exists a positive constant C 3 , depending on the Lipschitz character and the uniform ball constant of Ω, such that, for all x ∈ ∂Ω, trB(x) ≤ C 3 , which, combined with (2.15), implies that, for almost every t ∈ (0, ∞),
By replacing (2.16) with (2.21) and repeating the proof of (2.17), we conclude that, for almost every t ∈ (0, ∞),
which further implies that (2.9) holds true. Finally, we prove (2.10). From Hölder's inequality, we deduce that, for all t ∈ (0, ∞),
Moreover, repeating the proof of (2.19), we know that, for any t ∈ [|∇u| * (|Ω|/2), ∞),
where δ is as in (2.19) and C 4 is a positive constant depending on r and the constant in (2.2). Taking
, α := min{β/|Ω|, 1/2} and t u := |∇u| * (α|Ω|), replacing (2.19) with (2.22) and repeating the proof of (2.8), we conclude that (2.10) holds true. This finishes the proof of Lemma 2.8. Then for almost every t ∈ (0, ∞),
where t u := |∇u| * (αΩ) with α ∈ (0, 1/2] being a constant depending on n, r, B L r (∂Ω) , Ω and the constant in (2.
2).
Proof. The proof of this lemma is similar to that of Lemma 2.8. By (2.14) and the assumption that ∂u ∂ν = 0 on ∂Ω, we know that
Replacing (2.15) with (2.27) and repeating the proof of Lemma 2.8, we conclude that Lemma 2.10 holds true.
Proofs of Theorems 1.2-1.5
In this section, we give out the proofs of Theorems 1.2-1.5. To finish this, we need the following auxiliary lemma, which is just [14 
For any θ ∈ (0, 1),
Then there exists a positive constant C, depending on p 0 , p 1 , M 0 , M 1 , r and θ, such that, for all functions f in the domain of T and in L p, r (Ω),
We now prove Theorem 1.2 by using Lemma 3.1.
Proof of Theorem 1.2. To prove Theorem 1.2, we borrow some ideas from the proof of [6, Theorem 2.1]. We split the proof of this theorem in the following six steps.
Step 1. We first assume that ∂Ω ∈ C ∞ . By f ∈ L n, 1 (Ω), we see that f ∈ L 2 (Ω). Then from Remark 1.1(iii), it follows that the weak solution u of (1.2) belongs to W 1, 2 0 (Ω) ∩ W 2, 2 (Ω). By the standard approximation, we know that there exists a sequence
∇u k → ∇u almost everywhere in Ω, as k → ∞, which, combined with Hölder's inequality and Sobolev's inequality, further implies that
as k → ∞. By this, we conclude that
as k → ∞.
Step 2. Let {u k } k∈N be the sequence as in Step 1. For each k ∈ N, u k satisfies the same assumptions as the function u in Lemma 2.8. Thus, from (2.8), we deduce that, for each k ∈ N,
where t u k is defined analogously to t u as in Lemma 2.8. By using (3.3) and (3.1), similar to the proof of [6, (6.16 )], we obtain that, for almost every t ∈ (t u , ∞),
Step 3. In this step, we show that, for any given r ∈ (n − 1, ∞),
where C is a positive constant depending on n, r, trB L r (∂Ω) , Ω and the constant in (2.2).
By the Hardy-Littlewood inequality (1.11), we find that, for almost every t ∈ (0, ∞),
Moreover, it follows, from |∇u| ∈ W 1, 2 (Ω), that, for almost every t ∈ (0, ∞), Ω ∩ ∂{|∇u| > t} = {|∇u| = t} up to sets of H n−1 measure zero (see, for example, [2] ), which, together with (2.2), implies that, for almost every t ∈ [|∇u| * (|Ω|/2), ∞),
where C is as in (2.2). Denote simply by µ the distribution function µ |∇u| . Then by (2.1), we conclude that, for almost every t ∈ [|∇u| * (|Ω|/2), ∞),
which, combined with (3.6) and (3.7), implies that, for almost every t ∈ [|∇u| * (|Ω|/2), ∞),
From this and (3.4), we deduce that, for almost every t ∈ (t u , ∞),
Moreover, by Hölder's inequality, (2.5) and (2.4), we know that, for almost every t ∈ (0, ∞),
An argument similar to (3.9) yields that, for almost every t ∈ (0, ∞),
Furthermore, from the Hardy-Littlewood inequality (1.11), it follows that
By (2.4), (3.8), (3.9), (3.10), (3.11) and (2.6), we conclude that, for almost every t ∈ (t u , ∞),
, which, together with (2.6) again, further implies that, for almost every t ∈ (t u , ∞),
Furthermore, from the fact that |∇u| ∈ W 1, 2 (Ω), we deduce that |∇u| * is continuous and |∇u| * (µ(t)) = t for all t ∈ (0, ∞) (see, for example, [4, Lemma 6.6] ). Define the function φ V : (0, |Ω|) → [0, ∞) as, for s ∈ (0, |Ω|),
Then, for almost every t ∈ (0, ∞),
which, combined with (3.12), further implies that, for almost t ∈ (t u , ∞),
. Then by (3.14), we conclude that
Choose s 0 := min{α|Ω|, G −1 (1/4C)} and t 0 := |∇u| * (s 0 ). Then t 0 ≥ t u . From Lemma 2.6, it follows that µ(t 0 ) = µ(|∇u| * (s 0 )) ≤ s 0 ≤ G −1 (1/4C), and hence
which, together with (3.15), implies that
Moreover, by Lemma 2.2, we find that, for any s ∈ (0, |Ω|),
which, combined with Lemma 2.3, implies that
Furthermore, from Lemma 2.4, we deduce that
which, together with (3.16) and (3.17), further implies that
By this and Hölder's inequality, we conclude that
Moreover, from the equality
Hölder's inequality (1.13) and Sobolev's inequality, it follows that
. By this, we find that
which, combined with (3.18), further implies that
, we see that (3.5) holds true.
Step 4. From Step 3, we deduce that (3.2) and that, for any k ∈ N, u k = 0 on ∂Ω, and
Notice that (2.7) holds true for u k . Then an argument similar to that in Step 2 yields that, for almost every t ∈ (0, ∞),
By replacing (3.4) with (3.19) and repeating the proof of (3.5), we conclude that there exists a positive constant C, depending on n, trB L n−1, 1 (∂Ω) , |Ω| and the constant in (2.2), such that
Step 5. In this step, we prove that
where C is a positive constant depending on n, trB L n−1, 1 (∂Ω) , |Ω| and the constant in (2.2).
Denote by G Ω and Γ the Green function of the operator L Ω := −∆ + V , with the Dirichlet boundary condition, on Ω and the fundamental solution of L R n := −∆ + V on R n . Let p ∈ (1, q + ), with q + as in (1.1), and g ∈ L p (Ω). Denote by g the zero extension of g on R n . Let g + := max{g, 0} and g − := − min{g, 0}. Then
By this, V ≥ 0 and the fact that, for all x, y ∈ Ω, 0 ≤ G Ω (x, y) ≤ Γ(x, y), which is a simple corollary of the classical maximum principle, we further conclude that
Ω is bounded on L p (Ω) with p ∈ (1, q + ). From V ∈ RH n (R n ) and the self-improvement property of RH n (R n ), it follows that q + > n. Take q 1 , q 2 ∈ (1, q + ) such that q 1 < n < q 2 . For any measurable set E ⊂ Ω, by (3.22) , we find that V L
where i ∈ {1, 2}. From this and Lemma 3.1, we deduce that, for any q ∈ (q 1 , q 2 ) and
By this and (3.20), we conclude that (3.21) holds true.
Step 6. In this step, we remove the assumption ∂Ω ∈ C ∞ for Ω. From the fact that, for any open set U ∈ R n−1 , the space C ∞ (U )∩W 2 L n−1, 1 (U ) is dense in W 2 L n−1, 1 (U ), it follows that there exists a sequence {Ω m } m∈N of bounded domains such that, for all m ∈ N, Ω ⊂ Ω m and ∂Ω m ∈ C ∞ , |Ω m \ Ω| → 0 and Ω m → Ω with respect to the Hausdorff distance, as m → ∞, and trB m L n−1, 1 (∂Ω) ≤ C for some positive constant C depending on Ω, where trB m denotes the trace of the second fundamental form on ∂Ω m . We remark that the sequence {Ω m } m∈N could be chosen satisfying that the constant in (2.2), with Ω replaced with Ω m , are bounded, up to a multiplicative constant independent of m, by the corresponding constant for Ω. In fact, as the argument in [6, p. 170], we know that, for any domain U ⊂ R n−1 , the embedding W 2 L n−1, 1 (U ) → W 1, ∞ (U ) further implies that the convergence of the Lipschitz constants of the functions whose graphs locally agree with ∂Ω m to the Lipschitz constant of the function whose graph coincides with ∂Ω.
For any m ∈ N, let 2) and Ω ⊂ Ω m for any m ∈ N, it follows that, for any ψ ∈ C ∞ c (Ω),
Letting m → ∞ in (3.27), via (3.25), (3.26) and the dominated convergence theorem, we conclude that, for any ψ ∈ C ∞ c (Ω),
which, together with the fact that C ∞ c (Ω) is dense in W 1, 2 0 (Ω), implies that u is the weak solution of the problem (1.2). Moreover, it follows, from (3.26) and the fact for any m ∈ N, u m satisfies (3.21) , that ∇u L ∞ (Ω) f L n, 1 (Ω) , which finishes the proof of Theorem 1.2.
To prove Theorem 1.3, we need the following Lemma 3.2, whose proof is similar to that of [23, Lemma 6.4] , the details being omitted here.
Lemma 3.2. Let n ≥ 2 and Ω be a bounded semi-convex domain in R n . Then there exists a sequence of bounded semi-convex domain {Ω j } j∈N such that Ω ⊂ Ω j and ∂Ω j ∈ C ∞ for all j ∈ N, |Ω j \ Ω| → 0 and Ω j → Ω with respect to the Hausdorff distance, as j → ∞. Moreover, for any j ∈ N, Ω j has the uniform Lipschitz character and the uniform ball constant with Ω. Now we prove Theorem 1.3 by using Lemma 3.2.
Proof of Theorem 1.3. The proof of Theorem 1.3 is similar that of Theorem 1.2. More precisely, we repeat the proof of Theorem 1.2 by replacing (2.7) and (2.8) with (2.9) and (2.10), respectively. Moreover, from Lemma 3.2, we deduce that there exists a sequence {Ω m } m∈N of bounded, semi-convex and smooth domains such that |Ω m \ Ω| → 0 and Ω m → Ω with respect to the Hausdorff distance as m → ∞, which is employed in Step 6.
To prove Theorem 1.4, we need the notion of Neumann functions and some associated estimates. Let n ≥ 3 and Ω ⊂ R n be a bounded Lipschitz domain. By [25, (1.20) ], we know that there exists a function N (·, ·) on Ω × Ω such that, for any x, y ∈ Ω,
The function N is called the Neumann function. Moreover, for the potential V ∈ RH q (R n ), with q ∈ [n/2, ∞), the auxiliary function m(x, V ) associated with V is defined by, for all
which was introduced by Shen [24] . For the Neumann function N , we have the following estimate, which was established by Shen [25, Lemma 1.21] .
Lemma 3.3. Let n ≥ 3 and Ω ⊂ R n be a bounded Lipschitz domain. Then for any k ∈ N, there exists a positive constant C, depending on n and k, such that, for any x, y ∈ Ω,
|N (x, y)| ≤ C [1 + |x − y|m(x, V )] k 1 |x − y| n−2 .
Proof of Theorem 1.4. The proof of Theorem 1.4 is similar to that of Theorem 1.2 for the Dirichlet case. Here we point out some slight variants.
Step 1. Assume that ∂Ω ∈ C ∞ and u is the weak solution of the Neumann problem (1.4). Then from f ∈ L n, 1 (Ω) ⊂ L 2 (Ω) and Remark 1.1(iii), we deduce that u ∈ W 2, 2 (Ω).
Moreover, by [6, (6. 95)], we know that there exists a sequence {u k } k∈N ⊂ C ∞ (Ω) ∩ C 2 (Ω) such that, for any k ∈ N, ∂u k ∂ν = 0 on ∂Ω, u k → u in W 2, 2 (Ω) and ∇u k → ∇u almost everywhere in Ω. (3.29) Via replacing (3.1) with (3.29), then an argument, similar to that in Step 1 in the proof of Theorem 1.2, yields that the sequence {u k } k∈N satisfies (3.2).
Step 2. By replacing (2.8) with (2.24) and repeating the proof of Step 2 in the proof of Theorem 1.2, we conclude that, for almost every t ∈ (t u , ∞), Step 3. Via replacing |trB(x)| and (3.4) with | B(x)| and (3.30) respectively, then an argument similar to that in Step 3 in the proof of Theorem 1.2, yields that, for any given r ∈ (n − 1, ∞),
f − V u L n, 1 (Ω) , (3.31) where the implicit constant depends on n, r, | B| L r (∂Ω) , |Ω| and the constant in (2.2).
Step 4. Replacing (2.7) with (2.23) and repeating the proof of Step 4 in the proof of Theorem 1.2, we find that (3.31) holds true with the implicit constant depending on n, | B| L n−1, 1 (∂Ω) , |Ω| and the constant in (2.2).
Step 5. In this step, we prove that (3.32) where the implicit constant depends on n, | B| L n−1, 1 (∂Ω) , |Ω| and the constant in (2.2). Let L Ω := −∆+V with the Neumann boundary condition and N be the Neumann function associated with L Ω . Assume that p ∈ [1, q + ) and g ∈ L p (Ω). We claim that Ω f , similar to the proof of (3.23), we conclude that V u L n, 1 (Ω) f L n, 1 (Ω) , which, combined with (3.31), further implies that (3.32) holds true. Now we give out the proof of (3.33). For any x ∈ Ω, let w(x) := Ω N (x, y)g(y) dy. Then the inequality (3.33) is equivalent to
For any x, y ∈ Ω, let N (x, y) := N (x, y), x, y ∈ Ω, 0, else, g(x) := g(x), x ∈ Ω, 0,
x ∈ R n \ Ω, and w(x) := R n N (x, y) g(y) dy. Then g ∈ L p (R n ) and from Lemma 3.3, it follows that, for any k ∈ N and x, y ∈ R n , | N (x, y)| 1 [1 + |x − y|m(x, V )] k 1 |x − y| n−2 .
Via using these estimates and repeating the proof of [24, Theorem 3.1], we obtain that V w L p (R n ) g L p (R n ) , which implies that (3.34) holds true.
Step 6. Let {Ω m } m∈N be as in Step 6 in the proof of Theorem 1.2. Then we obtain a corresponding sequence {u m } m∈N of solution to the Neumann problems in {Ω m } m∈N , which satisfy (3.24), (3.25) , (3.26) and (3.27) for all ψ ∈ Lip(R n ). By (3.27) and letting m → ∞, we see that (3.28) holds true for any ψ ∈ Lip(R n ), which, together with the facts that Ω is a bounded Lipschitz domain and the space of the restrictions to Ω of the functions from Lip(R n ) is dense in W 1, 2 (Ω), implies that u is the weak solution of the Neumann problem (1.4). Moreover, it follows, from (3.26) and the fact for any m ∈ N, u m satisfies (3.32), that ∇u L ∞ (Ω) f L n, 1 (Ω) , which finishes the proof of Theorem 1.4.
Finally we prove Theorem 1.5.
Proof of Theorem 1.5. The proof of Theorem 1.5 is similar that of Theorem 1.4. More precisely, by using (2.25), (2.26) and Lemma 3.2, and repeating the proof of Theorem 1.4, we finish the proof of Theorem 1.5, the details being omitted here.
