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The role of stochastization of magnetic field lines is analyzed in fast reconnection phenomena occurring in magnetized 
fusion plasma during various conditions in the ASDEX Upgrade tokamak. The mapping technique is applied to trace 
the field lines of toroidally confined plasma where perturbation parameters are expressed in terms of experimental 
perturbation amplitudes determined from the ASDEX Upgrade tokamak. It is found that fast reconnection observed 
during amplitude drops of the neoclassical tearing mode instability in the frequently interrupted regime can be related 
to stochastization. It is also shown that stochastization can explain the fast loss of confinement during the minor 




An important goal of fusion research with magnetically confined plasmas is to maximize the 
achievable plasma pressure. In a tokamak, neoclassical tearing modes (NTMs), i.e. magnetic islands with 
poloidal (m) and toroidal (n) mode numbers driven unstable by the loss of bootstrap current inside the 
island, are of major concern as they are considered to be the most severe limitation to the maximum 
achievable plasma pressure. Developing of such magnetic islands require resistive reconnection of the 
magnetic field lines. The resistive reconnection assumes resistive diffusion of the magnetic field through 
the plasma which is rather slow process. It was found in ASDEX Upgrade that some MHD processes 
involving these tearing modes have much faster time scales compared to the resistive diffusion time 
( 20 10R pll msτ μ η= ≈ , where 1l cm≈  is the characteristic length of the resistive layer). These 
processes involve interaction of several modes and can be explained by stochastization of the magnetic 
field lines. Stochastization means that for the trajectory of an object time averaging and spatial averaging 
can be exchanged. This means also that the trajectory of an object starting from any point in a stochastic 
area comes infinitely close to any other point of this volume.  
In this paper we discuss in detail two such examples, namely the frequently interrupted regime of 
neoclassical tearing mode (FIR-NTM) and the minor disruption due to the interaction of the (2,1) and (3,1) 
tearing modes. During the FIR-NTM regime, the amplitude of the NTM periodically decreases to a much 
smaller value and never reaches its saturated value. The time in which these amplitude drops occur is very 
short (about 500 sμ ), much shorter than the resistive MHD reconnection rate (few tens of milliseconds in 
the ASDEX Upgrade). In particular it has been observed that the amplitude of the (m,n)=(3,2) NTM drops 
as an additional MHD instability (the (m,n)=(4,3) mode) occurs [1,2]. Generally the occurrence of the 
(m+1,n+1) modes always coincides with the (1,1) mode activity which is a necessary condition for the 
nonlinear coupling to the (m,n) NTM. Moreover, the sudden drops in NTM amplitude only occur if the 
three modes are locked in phase. The ideal (4,3) mode needs to be driven unstable by non-linear mode 
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coupling [3]. Increasing the plasma pressure gradient has a destabilizing effect on this mode and thus 
makes a non-linear destabilization easier. This might be the reason for the required high plasma pressures 
for FIR-NTMs [4,5]. The other example is the minor disruption in ASDEX Upgrade. Experiments show 
that interaction of (2,1) and (3,1) tearing modes leads to a sequence of minor disruptions [6]. This 
demonstrates that stochastization can be very important in cases of simultaneous activity of several MHD 
modes. 
 This work can be regarded as an extended and improved version of a recent letter [7]. In 
particular, new more realistic and physically justified parametrizations for perturbations of the (1,1) and 
(4,3) modes are introduced, interaction of (3,1) and (2,1) tearing modes is analyzed, mathematical details 
related to the mapping technique and to the characterization of degree of stochastization are presented.  
The work consists of five sections. In section 2, we recall some basic information about the Hamiltonian 
formalism and the mapping technique and present the specific mapping used in the present analysis. The 
experimental data and their parametrization are described in section 3. In section 4 we present the results of 
calculations based on the mapping introduced in section 2 and on the parametrizations adopted in section 3. 
Section 5 is devoted to quantitative aspects of stochasticity. Finally, in section 6 we summarize the main 
results and outline guidelines for the future work.    
 
2. Hamiltonian formalism and mapping technique 
      Magnetic field lines can be regarded as trajectories of Hamiltonian systems. For the field line tracing 
two methods can be applied: i) integration of the trajectory and ii) mapping of the trajectory. The latter is a 
modern technique for the Hamiltonian system [8,9,10] and is implemented in our code. It is more than an 
order of magnitude faster than the integration. A properly chosen mapping procedure always conserves the 
main flux preserving property of the magnetic field, which is important for a correct reproduction of the 
long-term behaviour of field lines in stochastic regions.  In this formalism the equations for magnetic field 


















ψ = is a toroidal magnetic flux canonically conjugated to the poloidal angle ϑ , ϕ  is a toroidal 
angle,  and a is a minor radius of the plasma (50 cm at ASDEX Upgrade). The Hamiltonian H  
( ) ( )ϕϑψψ ,,10 HHH +=                             (2) 
can be represented as a sum of the unperturbed flux 
( ) ( )∫= ψψψ qdH 0                                             (3) 
 and the perturbed part of the flux 
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1 cos,, χϕϑψϕϑψ        (4) 
Here ( )ψq is the safety factor characterizing the winding of the magnetic field lines, ( )ψmnH  is the 
perturbation Hamiltonian which corresponds to the perturbations of the modes (m,n) with the phases mnχ .   
 For our purposes we have chosen the symmetric symplectic mapping derived in [9] on the basis of the 
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ϑψ                            (10) 
where ( ) ( )Ψ=Ψ qw /1   is the spatial frequency of the perturbed motion and ( ) ( )kkk SS Ψ≡ ,ϑ  is the value of 
the generating function ( )εϕϕϑ ;,,, 0ΨG  taken at sections kϕϕ = , i.e. ( ) ( )0,,,, ϕϕϑϑ kkkkk GS Ψ=Ψ . The 
first order generating function in the finite interval 1k kϕ ϕ ϕ +≤ <  is given by the expression 
( ) ( ) ( )∑ Ψ−−=Ψ
mn
mnHG 00,,, ϕϕϕϕϑ  
( ) ( ) ( ) ( )[ ]mnmnmnmn nmxbnmxa χϕϑχϕϑ +−++−× cossin      (11) 
 
where ( ) ( )[ ] xxxa /cos1−= , ( ) ( ) xxxb /sin= , ( )( )( )0/ ϕϕ −−Ψ= nqmxmn , and mnχ  are phases. For the 
symmetric mapping the free parameter 0ϕ  is taken exactly in the middle of the interval [ ]1, +kk ϕϕ , i.e. 
( ) 2/10 ++= kk ϕϕϕ .  
      
 
3. Parametrizations for perturbations 
It is obvious that practical implementation of the mapping method requires knowledge of the safety 
factor and of the perturbation Hamiltonian. Determination of these quantities from the experiment is a 
challenging task, because of the large uncertainties in the measurements. 
     We have chosen the following parametrization for the safety factor: 
( ) ψψ 48.0 +=q                           (12) 
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which describes correctly the experimental position of the MHD modes in ASDEX Upgrade.  
The perturbation amplitude mnε  in the Hamiltonian for each individual mode is defined as follows 
[11]: 
      Tmnmn BB /=ε                                 (13)         
where TB  is the primary toroidal magnetic field and mnB   is the magnetic perturbation due to the (m,n) 
mode. It can be roughly estimated from the width of the magnetic islands on the basis of the standard 
formula [12] 


















r  (14) 
and used in Eq. (13) for determination of mnε . In Eq. (14) 0R  is the major plasma radius. In normalized 
units R0=(major radius/minor radius)=165cm/50cm=3.3. In Table I we summarize the average 
parameters of the three islands observed in the experiment. 
 
Table I. Island width and corresponding perturbations. 
--Double line under caption— 
(m,n)  W (cm)  W(ψ )    ψΔ    r (cm)     r         ψ        ε  
--Single line under headings— 
(1,1)      5       0.10         0.0050    15.8   0.316   0.050   2.4x10-4 
(3,2)      8       0.16         0.0128    29.6   0.592   0.175   1.5x10-3 
(4,3)      3       0.06         0.0018    25.8   0.516   0.133   3.2x10-4 
--Double line under the end of the table 
 
Approximation (14) becomes rather inaccurate for small perturbations due to large error bars for the island 
width ( mnrΔ ). Thus we try to estimate ( )rBmn  from magnetic measurements. As a first approximation, a 







ψε  for mnψ ψ≤                            (15)                                









ψε for mnψψ >  
where mnψ  is the rational magnetic surface of the (m,n) mode. This representation corresponds to the so-
called “step current” approximation (SCA), which assumes that the perturbation current due to the mode 
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has a step function structure and is strongly localized at the corresponding resonant surface with nmq /= . 
Such an assumption can be used as the zero order approximation for any type of MHD activities with 
resonant surfaces inside the plasma. SCA gives the correct asymptotic behaviour (ψ~r-m), but it cannot 
describe the perturbed flux close to the resonant surface [15] (see Fig. 1).  
 
Figure 1. Perturbation currents and perturbation fluxes for the (3,2) mode resulting from the tearing mode equation (red curves) and 
from the SCA approximation (blue curves).  A significant difference between these two approaches ( )0.81resonantr =  is evident. (This 
figure is from [15].)  
 
The MHD simulations, as well as the electron cyclotron emission (ECE) measurements, show a completely 
different behaviour of the perturbation flux [16]. This difference can be attributed to the plasma influence 
which screens all the magnetic perturbations inside the plasma. This screening effect of the plasma is not 
taken into account in SCA which always underestimates the flux and hence has to be improved. 
Parametrization (15) has two drawbacks: i) incorrect shape of the perturbation flux close to the resonant 
surface, ii) large errors of mnε  in the case of small perturbations. These defects can be eliminated by using 
the experimental information from ASDEX Upgrade. We adopt the parametrization used in [16] for 





















ψαρ      for  mnψψ ≤  
























mnψψ > .  
Hereα , β  and γ  are free parameters which fix the shape of the perturbation flux. The values of these 
parameters have been determined in [16] from the analysis of ECE measurements of the (3,2) mode and 
provide us a correct form of the perturbations which is a good approximation for resistive MHD modes. 
The perturbed flux for a resistive mode does not change sign at the resonant surface (see Fig.1). The 
situation becomes different for ideal modes. In this case, the perturbed flux changes the sign at the resonant 
surface. At the same time, the ideal MHD force balance equation is valid for both the ideal case and the 
resistive case (except in a small resistive layer). Thus, one would expect similar behaviour of the flux 
function for the two cases. For an ideal MHD mode we introduce a parametrization similar to (16) but with 
a sign jump at the resonant surface:  
 








ψ ψ μψ ψρ α βψ ψ π
⎡ ⎤ ⋅ − ⋅⎛ ⎞ ⎛ ⎞⎢ ⎥= − ⋅⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦
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ψα β γ γ ψ ψ μψρ πψ
ψ
+
⎛ ⎞− − + ⎜ ⎟ ⋅ − ⋅⎝ ⎠= ⋅
⎛ ⎞⎜ ⎟⎝ ⎠
  for  
mnψψ >  ,  
 
Here the additional parameter μ determines the width of the resonant region. Typically μ  is about 500 
which corresponds to the resonant layer about 3 percent of the plasma radius.  
The perturbation amplitudes mnB  can be directly deduced from the magnetic measurements which 
give us magnetic perturbations at the position of the magnetic probes located outside the plasma at 
1.3r a= ⋅ , where a is the minor plasma radius ( )0.845ψ = . The normalization coefficients mnρ can be 
determined by demanding that the values of mnH  given by Eqs. (16) and (17) coincide with the measured 
values at the position of the probes. In other words: 
 
( ) ( )845.0845.0 exp === ψψ mnmn HH                         (18) 
In tokamaks, instabilities at the 1q =  rational surface have a completely different structure 
compared to other internal resonant surfaces [17]. The (1,1) mode should have an ideal character in order to 
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be coupled to the resistive NTM. Thus, a new special parametrization for the ideal (1,1) mode has to be 
derived. It is a common knowledge that any MHD mode can be characterized by the incompressible helical 
displacement ξ  of the equilibrium magnetic flux surfaces. The shape of this displacement for the (1,1) 
kink mode is well known: 




,    




ξξ <⎧⎪= ⎨ ≥⎪⎩
  (19) 
where 0ξ  is the amplitude of the displacement inside the 1q =  resonant surface. The relation between the 
displacement and the perturbed flux follows from the Ohm’s law:  




TrBr r q r
R q r
ξΨ = − .     (20) 




2 (1 ( )),    <
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0,                                  
TB q
H R q
ψξ ψ ψ ψψ
ψ ψ
⎧ −⎪= ⎨⎪ ≥⎩
      (21) 
This mode is located at the plasma core where a reconstruction of the perturbation flux from ECE 
measurements is difficult. It also has a burst character during the FIR which leads to additional obstacles 
for reconstruction of the mode structure. At the same time, ECE measurements for the (1,1) fishbones in 
ASDEX Upgrade gives us values for the displacement about 1-3 cm. Thus, we can use 0 3cmξ =  as an 
upper limit for the (1,1) perturbation amplitude.  
The resulting perturbations are shown in Fig. 2. It should be noted that the parameterization for the 
resistive (1,1) mode would have almost the same shape. The only difference would come from the small 
negative part for the displacement close to q=1 resonant surface. Perturbations which are  use in the next 
section are summarized in Table II. 
 
Table II. MHD modes, their characteristics and parameterizations. 
--Double line under caption— 
(m,n)  Mode character   Parameterization equation       Type of MHD activity   
--Single line under headings— 
(1,1)        ideal                                  21       all FIR-NTMs cases  
(3,2)      resistive                              16  FIR-NTM (1,1)+(3,2)+(4,3) 
(4,3)      resistive                              16  FIR-NTM (1,1)+(4,3)+(5,4) 
(4,3)        ideal                                  17  FIR-NTM (1,1)+(3,2)+(4,3) 
(5,4)        ideal                                  17  FIR-NTM (1,1)+(4,3)+(5,4) 
(2,1)      resistive                              16       Disruption (2,1)+(3,1) 
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(3,1)      resistive                              16       Disruption (2,1)+(3,1) 




Figure 2.  Experimental perturbations for the (1,1), (3,2), (4,3) and (5,4) modes as a function of magnetic flux for the ASDEX 
Upgrade discharge #11681, t=2.98s. The parametrization for the (4,3) mode is shown for both the ideal and the resistive variants of the 
instability. The parametrization for (5,4) mode is shown only for the ideal instability. Here 04.0=α , 87.0=β , 005.0=γ , and 
500μ =  for the (3,2) , (4,3) and (5,4) modes, 5exp32 102.4 −×=H , 6exp43 104.5 −×=H , and exp 754 5.0 10H −= × .  For the (1,1) mode it is 
assumed that the displacement
0 3cmξ = . The plasma boundary and the position of the magnetic coils are indicated by the arrows. 
The dotted vertical lines mark the positions of resonance surfaces.  
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It is interesting to compare the value 4maxexp,32 105.4
−×=H , given by parametrization (15) and the 
values 4maxexp,32 106.5
−×=H  given by parametrization (16) with the amplitude of the perturbations obtained 
from the island widths (Table I). SCA predicts the width of the island corresponding to the (3,2) mode of 
the order of 4.2 cm, while parametrization (16) gives about 5.1 cm which is closer to the value 5.2 cm 
obtained in an independent ECE measurement [2]. This fact confirms that our parametrization describes the 
perturbed flux better then the simple SCA assumption. 
 
4. Analysis of the ASDEX Upgrade data 
 
In this section, the mapping technique is applied to investigate the stochastization between 
different modes for several experimental cases. Perturbations for the Hamiltonian formalism are expressed 
in terms of the experimental perturbation amplitudes determined from the ASDEX Upgrade tokamak data.  
We consider here the FIR of NTM and the minor disruption due to the interaction of the (3,1) and (2,1) 
modes. We show that stochastization can describe these two different cases.  
 
Frequently interrupted regime of the neoclassical tearing modes  
The results of the calculations performed with parametrization (21) for the (1,1) mode, parametrization 
(16) for the (3,2) mode, and parametrization (17) for the (4,3) mode are shown in Figs. 3, 4 and 5.  
 
Figure 3. The (3,2) resistive mode is used as a perturbation. Shape of the perturbation is shown in Fig. 2. The ASDEX Upgrade 




                          Figure 4. The (3,2) resistive and (4,3) ideal modes are used as perturbations. Shapes of the perturbations are 
shown in Fig. 2. The ASDEX Upgrade discharge No.11681, t=2.98s. 
 
 
                Figure 5. The (1,1) ideal, (3,2) resistive and (4,3) ideal modes are used as perturbations. Shapes of the perturbations 
are shown in Fig. 2. The ASDEX Upgrade discharge No.11681, t=2.98s. 
 
The Poincare sections of the field lines shown in Figs. 4 and 5 correspond to the time point when the 
modes are locked together. The presence of the (4,3) mode immediately produces a large region of 
stochastisity (Figs. 4 and 5).  This is due to the fact that perturbations of individual modes strongly overlap 
(Fig. 2). This overlapping is especially pronounced in the case of the (3,2) and (4,3) modes, because the 
distance between the resonant surfaces of these two modes is very small. On the one hand, the influence of 
the (1,1) mode on the stochastization itself is very weak (compare Fig. 4 with Fig. 5), because ( )11 0H ψ =  
for 11ψ ψ> . Here variations of the amplitude and the shape of this mode within the experimental errors do 
not change the overall picture.  On the other hand, the presence of the (1,1) mode is needed for providing a 
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nonlinear coupling between all the modes at the time point, when the modes are mutually locked and the 
stochastic region develops. As pointed out in Ref. 1, even a large (4,3) amplitude just before the occurrence 
of the mode coupling does not reduce the (3,2) amplitude. It drops only after the phase velocities of the 
(3,2) and (4,3) modes become equal. We conclude that our calculations support the anticipation that the 
nonlinear interaction between the (3,2) and (4,3) modes leads to stochastization and that the presence of the 
(4,3) mode really is able to prevent the (3,2) mode from growing to its saturated island size. 
  It was found in ASDEX Upgrade that the FIR is not restricted to the interaction between the (3,2) and 
(4,3) modes. The same phenomenon has been observed in the case of the resistive NTM (4,3) and the ideal 
(5,4) modes. The results of the calculations for these modes are shown in Fig. 6.  
 
               Figure 6. The (1,1) ideal, (4,3) resistive, and (5,4) ideal modes are used as perturbations. The ASDEX Upgrade 
discharge #11681, t=2.66s. 
 
The physics of the interaction is exactly the same as in the case of the (3,2) and (4,3) modes. The only 
difference is the critical value of the amplitude for the (5,4) mode which is needed for creation of a 
stochastic region between the (4,3) and (5,4) modes.  It was found that this critical value is an order of 
magnitude smaller than the experimental value! The reason for this is a very small distance between the 
(4,3) and (5,4) modes compared to the distance between the (3,2) and (4,3) modes. The resonances in this 
case completely overlap and even a tiny perturbation leads to stochastization. The stochastization does not 
occur, if the amplitude of the (5,4) mode is 20 times smaller than the experimental value. As was already 
pointed out in the previous example, to create a stochastic region one has to fulfil two conditions. First, the 
amplitude of the (5,4) mode must be larger than the threshold value, which indeed is the case. Second, all 
the modes have to be locked simultaneously. Unless both of these conditions are fulfilled, stochastization 
does not occur. Thus, for the (4,3) NTM, clearly the locking condition determines the onset. 
Our calculations also show that interaction of (3,2) NTM with ideal (4,3) mode gives practically the 
same picture as an interaction of (3,2) NTM with resistive (4,3) mode (for the same set of the parameters: 
exp, , , mnα β γ Η  as shown in Fig.2 for (4,3) mode). This is an expected result because perturbations with 
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different helicities can not cancel each other even if these perturbations have different signs (see Fig.2 for 
(3,2) resistive and (4,3) ideal modes inside the (4,3) resonant surface). The stochastization depends mainly 
on the amplitudes of these overlapping harmonics. Thus, it is not important for stochastization whether the 
(4,3) mode has a resistive or an ideal character. The same conclusion is valid for the interaction of the (4,3) 
NTM and the (5,4) mode.  
 
Minor disruption due to the interaction of the (3,1) and (2,1) tearing modes 
It was observed in ASDEX Upgrade discharge that series of minor disruptions are accompanied by the 
interaction of the (3,1) and (2,1) modes [6]. Such a minor disruption leads to temporary deterioration of 
confinement and flattening of the temperature profile. We have modeled this disruption by using the 
perturbation amplitude obtained by means of ECE measurements, by assuming that parametrization (16) is 
valid for these two tearing modes and by adjusting the safety factor to the measured positions of the 
rational surfaces (Fig. 7). 
 
Figure 7. Safety factor as a function of the magnetic flux as defined by Eq. (1). 
 
The results of the calculations are shown in Figs. 8-11.  
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                      Figure 8. The (2,1) resistive mode is used as a perturbation.  The amplitude of the perturbation 0.00008 is chosen 
such that the island width is equal to the experimental value 0.05 m, as seen in Fig. 2 of Ref.  16. Here [ ] 0.707r m ψ= . The 





                         Figure 9. The (3,1) resistive modes is used as a perturbation. The amplitude of the perturbation 0.00006 is chosen such 
that the island width is equal to the experimental value 0.02 m, as seen in Fig. 2 of Ref.  16. Here [ ] 0.707r m ψ= .The ASDEX 




                     Figure 10. The (2,1) and (3,1) modes are used as perturbations. Amplitudes of the modes are the same as in Figs. 8 and 
9. The ASDEX Upgrade discharge #6353, t=1.74s. 
 
These modes are always coupled and one can observe stochastization around the islands (Fig. 10). 
However, if the amplitude of the (2,1) is slightly increased (0.00008?0.00010), also the region between 
the modes is stochastized (Fig. 11) which means that in this case we have a trigger problem. 
 
Figure is seen 11. Same as Fig. 11, but with a larger (2,1) amplitude.  
 
One would expect that such a stochastization destroys the confinement between the corresponding resonant 
surfaces and flattens the temperature profile which is observed in the ECE measurements. This case is 
completely different as compared to the FIR-NTM case. For the FIR-NTM the perturbation amplitudes are 
always large enough to create a stochastic region, but stochastization takes place only during the coupling 
period between the two modes.  
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5. Quantitative aspects of stochastisity 
      
In this section we address some general questions related to stochastization using the example of 
interaction of the (3,2) and (4,3) modes: taken the magnitude of the (3,2) perturbation amplitude from the 
experiment, is there a lower limit of the (4,3) perturbation amplitude for the onset of stochastization? Why 
and how does the stochastic zone increase when the (4,3) perturbation amplitude increases?  What are the 
special properties of the experimental (4,3) perturbation amplitude? We will try to answer these questions 
using arguments from the theory of dynamical systems. 
For a systematic study we keep the (3,2) perturbation amplitude fixed to its experimental value 
and increase the (4,3) perturbation amplitude in small steps starting from its zero value. 
Two different approaches are used to generate a stochastic zone. First, it can be obtained as a union of 
many short stochastic trajectories starting from points inside the zone. This is used in the case of the 
Lyapunov exponent method. Second, it can be obtained by generating a single very long trajectory that 
wanders in the entire zone.  This is used in the case of the  coarse-grained method.  The advantage of the 
first approach is that it provides a global understanding of the dynamics of the system in the short time 
evolution (5000 iterations). The second approach provides information of the complex evolution of a single 
magnetic line, hence it can be considered as a local dynamical description.  
Let us first consider the system in the absence of the 43H  perturbation. It turns out that even in 
this case a thin chaotic layer surrounds the ( )3,2 mode. This is illustrated in Fig. 12 where the first 100 000 
iterations are plotted of the trajectory starting from the initial point ( )/ 3,0.175π  which is located close to 
the hyperbolic periodic point of type ( )3,2 . 
 
Figure 12. Phase portrait corresponding to the case when only the (3,2) mode is used as a perturbation. The insert shows details of 
the small red region surrounding the hyperbolic point. 
 
This observation is in agreement with the theory of area-preserving maps [18,19]. The perturbation 32H  is 
large enough to determine the transverse intersection of the stable and unstable manifolds of the hyperbolic 
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periodic point, hence the formation of the stochastic layer. Even a small (4,3) perturbation influences 
considerably the stochastization of the system. In Fig. 13 this is illustrated by means of the trajectory 
starting from ( )/ 3,0.175π .  
 
Figure 13. Phase portrait corresponding to the cases exp43 0H = (green points) and exp 743 2 10H −= ⋅  (black points). The region 
surrounding the hyperbolic point is zoomed in the square.  
 
With increasing the (4,3) perturbation amplitude, the area of the ( )3,2  mode decreases and the area of the 
stochastic zone increases. Stochasticity for a particular set of the (3,2) and (4,3) mode perturbations can 
also be studied on the basis of Lyapunov exponents. Here NT trajectories originating from random initial 
conditions 0≤ 0ψ <0.25 and 0≤ πϑ 2/0 <1 are studied. The positive Lyapunov exponent λ for each 
trajectory is calculated using the method described in [20], which is applicable to discrete maps and to Eqs. 
(5)–(10), in particular. One can rewrite the system of Eqs. (5)–(10) in the form 
( ) ( )( ) 0,,,,,,, 11111 =ΨΨ +++++ nnnnnnnnnnF ϑψϑψϑψϑψ? , where F?  is a differentiable vector function. 

















11        (23). 
 
In general we can write ( ) nn AnJA =+1  where ( ) ( ) ( )01...1 JJnJAn −= . The matrix nA  can be 
decomposed into a product of an orthogonal matrix Q
?
 and an upper triangular matrix R
?
with positive 











lim∞→=λ   (24) 
where 2,1=ii . Depending on the value of the maximal Lyapunov exponent the trajectory is marked as 
chaotic if critλλ > , where critλ is the critical value separating chaotic and non-chaotic trajectories. The 
stochastic area is defined as  
 
( )TCN NNS T /lim ∞→=   (25) 
where CN  is the number of chaotic trajectories. The area S  can be interpreted as the probability that a 
randomly started trajectory becomes chaotic. First, we analyse the sensitivity of S  with respect to variation 
of the parameters critλ , TN  and the number of iterations IN  in the case of 5exp32 102.4 −×=H  
and 6exp43 104.5
−×=H . Here we choose 05.0=critλ . For critλλ <  the trajectory follows a closed path 
and is regarded as non-chaotic, otherwise it is regarded as chaotic. This is illustrated in Fig. 14. 
 
Figure 14. Snapshot of the phase space with chaotic (red) and non-chaotic (blue) trajectories separated by the definition 05.0=critλ . 
Here the (3,2) and (4,3) modes are used as perturbations. 
 
The robustness of S  with respect to variation of the parameter critλ is illustrated by the observation that a 
variation of critλ by 50% results in the change of S by only 4% (Table III). Here the number of trajectories 
10000=TN and the number of iterations 5000=IN  are found to be optimal leading to saturated 
values of S .  
 
Table III. Dependence of the stochastization area on parameters 
--Double line under caption— 
 TN  IN  critλ  S  
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--Single line under headings— 
10000 5000 0.050 0.256 
10000 5000 0.025 0.266 
10000 5000 0.075 0.250 
1000 5000 0.050 0.263 
20000 5000 0.050 0.253 
10000 10000 0.050 0.258 
--Double line under the end of the table 
 
Next, we analyse the influence of the (4,3) perturbation on stochastization for the fixed value of the (3,2) 
perturbation amplitude. The results are shown in Fig 15 (black line). It is seen that the stochastic area grows 
almost linearly with the perturbation up to 6exp43 101.1
−×=H . The linear growth with the subsequent 
saturation is observed for (4,3) perturbation values 1.1x10-6 – 3.2x10-6. Similar step-like behaviour is 
observed for exp43H  values in the range 3.2x10-6 – 4.9x10-6. Here for the maximal 
exp
43H  value the 
probability that a randomly started trajectory becomes chaotic is 25%. 
  
Figure 15. Dependence of the stochastic area on the magnitude of the (4,3) perturbation amplitude. The black line corresponds to the 
Lyapunov exponent method and the red line represents the coarse-grained method. 
 
It is remarkable that the  values  of S  obtained by means of the Lyapunov exponent method are in 
agreement with the  values of the area computed using the coarse-grained method. In order to compare the 
results, the normalized coarse-grained areas, i.e. the current area divided by the area of [0,1] [0,0.25]×  , 
are drawn in figure 15 (red line) for various values of exp43H . The stochastic area was approximated by 
means of a grid of squares of the size 0.001 and 100000 points on the trajectory starting from ( )/ 3,0.175π  
for all the perturbations.  If N is the number of squares needed to cover the chaotic trajectory, then the 
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coarse-grained area is 610N −⋅ . Hence the normalized coarse-grained area is / 250000N . The area of the 
stochastic zone is overestimated in the coarse-grained method. For a region with the boundary of length L  
the error of the estimate is of the order 0.001L ⋅ .  This fact explains why for small perturbations the red 
line is located above the black one.  For large perturbations a single stochastic trajectory can cross with 
difficulty the entire stochastic zone. However, this zone can be covered by many short stochastic 
trajectories starting from points located in different places. In this situation the coarse-grained area becomes 
smaller than S . For this reason the red line is located below the black one in Fig. 15 for large values 
of exp43H . For longer trajectories the two approximations yield almost coinciding results. It is remarkable 
that the two alternative methods show that the system with increasing 43H  becomes more complex, more 
“chaotic, stochastic.” The coarse-grained method being more direct but less sophisticated than the 
Lyapunov method emphasizes a different aspect of stochasticity. 
 
A general theory [18,19] can be used to explain the enlargement of the stochastic zone. Namely, 
with increasing perturbation some barriers separating the neighbouring modes are destroyed and several 
other modes are embedded into the same stochastic zone, i.e. into a region with positive area covered by 
trajectories starting from the points of this area. At the same time the sizes of the modes decrease, because 
some invariant curves situated inside them are also destroyed. The increase of the stochastic zone is larger 
when the newly incorporated ( ),m n mode has small period m . In order to identify the main modes 
contributing to the enlargement of the stochastic zone, we first consider the unperturbed system. 
In the unperturbed system, corresponding to exp exp43 32 0H H= = , the periodic points that generate the 
( ),m n mode are located on the circle ,m nψ ψ= , where ,m nψ  is the unique solution of the 
equation ( ) /q m nψ = . Practically all the points of the circle ,m nψ ψ=  rotate with 
( )2 / 2 /mn mnq n mθ π ψ π= =   
 Since the safety factor q is an increasing function ofψ , the periodic points of the type ( )1 1,m n  
are closer to the polar axis 0ψ = than the periodic points of the type ( )2 2,m n if 1 1 2 2/ /m n m n< . In 
between the periodic points of type ( ),m n  with 1 1 2 2/ / /m n m n m n< <  can be found.    
 In order to select the most important modes located between the two fixed points ( )1 1,m n  
and ( )2 2,m n , one can use the Farey tree method [21]. This method is an interpolating scheme which 
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organizes rational numbers /m n into certain levels. Namely the ( )1 2 1 2,m m n n+ + mode located between 
the ( )1 1,m n  and ( )2 2,m n modes has the smallest period. By means of this technique the classification 
shown in Table IV can be obtained. 
 
Table IV.  Locations of the principal ( ),m n modes  
mn
--Double line under caption-
(m,n)     (1,1)      (6,5)        (5,4)      (4,3)       (11, 8 )        (7,5)       (3,2)         (2,1)        (3,1)  
--Single line under headings-
           0.05     ψ    0.1      0.1125     0.133    0.14375       0.15          0.175         0.3          0.55
--Double line under the end of the table
 
With increasing (4, 3) perturbation amplitude one expects to observe incorporation of those principal 
modes into the stochastic zone which are located below the (3,2) mode which remains dominant, because 
its amplitude is much larger than the amplitudes of other modes.  
These observations are in agreement with the Chirikov resonance overlap criterion [22]. 
Indeed, the unperturbed island widths are ( )32 32 32 32,max0.8 4 Hδ ψ ρ= + ⋅  
and ( )43 43 43 43,max0.8 4 Hδ ψ ρ= + ⋅ . Here 32,max 0.0064066H ≈  corresponds to max32 0.1301ψ ≈ and 
43,max 43 0.0039275H ρ= ⋅  corresponds to max 43 0.143ψ ≈  The Chirikov parameter is defined as  
32 43
32 43
δ δσ ψ ψ
+= −     (26).  
The dependence of this parameter on exp43H  is shown in Fig. 16.  Here 1σ = corresponds 
to exp -743, 7.6034 10ovlpH ≈ ⋅ . Thus, the overlapping of the ( )3,2 and ( )4,3  modes occurs for 
( )exp 7 643 8 10 ,10H − −∈ ⋅ which are larger than exp43,ovlpH .  
 
Figure 16. The Chirikov parameter as a function of exp43H . 
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In the experiment 1.2578>>1σ ≈ . This corresponds to a pronounced overlapping of the ( )3,2 and ( )4,3  
modes which is in agreement with the phase portrait shown in Fig. 14.  If exp43H  is small, the perturbation 
acts below the stochastic zone and the barriers are rapidly destroyed. When exp43H becomes large enough, 
the perturbation acts mainly inside the stochastic zone and the external barriers are slowly destroyed 
affecting transport. This explains the different shapes of evolution of the stochastic area for exp 643 10H
−<  
and exp 643 10H
−>  seen in Fig. 15. The next sudden enlargement occurs when the (5,4) mode is stochastized 
for 6exp43 104.5
−⋅>H . This is shown in Fig. 17 where the trajectory starting at ( )/ 3,0.175π  is plotted. 
Here the stochastized ( )7,5  , ( )11,8 and ( )4,3 modes can be easily identified. 
 
Figure 17. The trajectory starting from ( )/ 3,0.175π in the case of the experimental perturbation of the ( )3,2 mode,  
7exp
43 106
−⋅=H  (yellow), 7exp43 108 −⋅=H (green) and 6exp43 10−=H (black).  
A similar analysis can be carried out for the size of the area of the ( )3,2  mode. 
 
Figure 18.  The area of the (3,2) island as a function of exp43H . Experiment means the relation between the island width before and 
after the (3,2) amplitude drop obtained by means of the ECE and magnetic measurements.  
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The most pronounced decrease of the area of the ( )3,2 island is observed between the points C 
and D, i.e. between exp 743 7.5 10H
−= ⋅ and exp 743 5.5 10H −= ⋅ . This can be explained by the fact that the 
secondary chain of five islands located inside the main island enters into the stochastic zone.  The 
continuous decrease of the internal area seen in Fig. 18 is related to stochastization of other secondary 
thinner island chains. The next pronounced decrease of the area would appear when the secondary chain of 
four islands would become stochastic. This would happen for exp43H larger than the experimental 
value 65.4 10−⋅ . We can also estimate the island area reduction from the ECE and magnetic measurements. 
The relation between the measured island width after and before the amplitude drop corresponds to the 
experimental value of the island area reduction: max( ) max( ) 0.36 0.61after beforew w = −  (see Fig.18). 
This experimental estimation assumes the same shape of the island, ( ) max cos( )w w mθ θ= ⋅ ⋅ , before and 
after the amplitude drop. It does not take into account the increase of the stochastic region at the X-point 
with increasing perturbations. For this reason the experimental values are somewhat larger than predicted 
by the coarse-grained method.  
These studies prove that the experimental perturbation exp 643 5.4 10H
−= ⋅  does not play any 
special role in the dynamics of the system. For somewhat smaller or larger perturbation amplitudes the 
dynamics and the main characteristics of the stochastic zone would be the same. 
 In order to describe the complicated dynamics inside the stochastic zones shown in Fig. 14, a 
single magnetic line is followed along a large number of iterations. Here it is assumed that exp 743 6 10H
−= ⋅ . 
The motion of the magnetic line can be partially understood by examining the values of the toroidal 
magnetic flux ψ along the trajectory. The dependence of ψ  on time (number of iterations) is shown in 
Fig. 19.  Different patterns of the motion can be distinguished:  
- a wandering in the entire stochastic zone can be observed when ψ  varies in the range of all 
possible values. The zones with this property are marked by a. 
- a pseudo-trapping or temporary confinement in the inner shell below 0.17ψ = . These zones are 
marked by b. 





Figure 19. Time evolution of the toroidal magnetic flux along a stochastic trajectory in the case of exp 743 6 10H
−= ⋅ .  
 
At the beginning the magnetic line wanders in the whole stochastic zone. After this, it stays for some time 
bellow the ( )3,2  mode, because it can not traverse the remnant of the KAM barrier which separates the 
( )3,2 and ( )7,5  modes for weak perturbations.  The stages a, b, and c are of various lengths and they 
appear in an irregular manner. Hence the dynamics of the magnetic line can be interpreted as a stochastic 
one. Such an intermittent behaviour generates the strong increase of transport, phenomenon that was 
already observed in studying other systems which model the magnetic field in tokamaks [8]. 
 Another trajectory starting from the stochastic zone would exhibit a different distribution and 
different lengths of the stages a, b, and c, but the trajectory would wander inside the same stochastic region.  
 
6. Summary and discussion 
In this paper we have applied the mapping method for the field line tracing to investigate the role of 
stochastization in the FIR and during minor disruption in the ASDEX Upgrade tokamak. Using the 
magnetic and ECE measurements we have reconstructed the safety factor profile and perturbations due to 
the MHD modes and implemented them into the Hamiltonian formalism of the field line tracing. As was 
pointed out, it is very difficult to determine accurately these quantities from the experiment. Moreover, the 
perturbation amplitudes differ by a factor two for different discharges and for different time periods of the 
same discharge. In spite of these difficulties our analysis of the FIR-NTMs strongly suggests that the 
nonlinear interaction between the (3,2) and (4,3) modes leads to stochastization and that the presence of the 
(4,3) mode really is able to prevent the (3,2) mode from growing to its saturated island size. Here the (1,1) 
mode, which is needed for a nonlinear coupling between the modes, has a negligible influence on 
stochastization itself. Similar conclusions refer to the interaction between the (4,3) and (5,4) modes. 
Variations of the perturbed fluxes and safety factor profile inside the error bars do not change this result. 
We also have found that stochastization explains some cases of minor disruption observed in the ASDEX 
Upgrade tokamak. In these cases the interaction of the (3,1) and (2,1) tearing modes create stochastic 
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region between the resonant surfaces. The temperature profile becomes flat in this region, which leads to 
temporary deterioration of the plasma confinement. The two cases considered in the paper show that 
stochastization can be extremely important in the interaction of several MHD modes. Here stochastization 
plays a major role in the plasma transport.  
In this paper we also have tested two criteria of quantitative description of stochastization. In the 
future, we plan to convert these criteria into the diffusion coefficient and use it in non-linear MHD 
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