The problem of monitoring an electric power system by placing as few measurement devices in the system as possible is closely related to the well known vertex covering and dominating set problems in graphs (see [T.W. Haynes, S.M. Hedetniemi, S.T. Hedetniemi, M.A. Henning, Power domination in graphs applied to electrical power networks, SIAM J. Discrete Math. 15(4) (2002) 519-529]). A set S of vertices is defined to be a power dominating set of a graph if every vertex and every edge in the system is monitored by the set S (following a set of rules for power system monitoring). The minimum cardinality of a power dominating set of a graph is its power domination number. In this paper, we determine the power domination number of an n × m grid graph.
Introduction
In this paper we continue the study of the power domination number of graphs started in [5] . The notion of power domination in graphs was inspired by a problem in the electric power system industry. Electric power companies need to continually monitor their system's state as defined by a set of state variables, for example, the voltage magnitude at loads and the machine phase angle at generators [9] . One method of monitoring these variables is to place Phase Measurement Units, called PMUs, at selected locations in the system. Because of the high cost of a PMU, it is desirable to minimize their number while maintaining the ability to monitor (observe) the entire system. A system is said to be observed if all of the state variables of the system can be determined from a set of measurements (e.g., voltages and currents).
Let G = (V , E) be a graph representing an electric power system, where a vertex represents an electrical node (a substation bus where transmission lines, loads, and generators are connected) and an edge represents a transmission line joining two electrical nodes. The problem of locating a smallest set of PMUs to monitor the entire system is a graph theory problem closely related to the well known vertex covering and domination problems.
A PMU measures the state variable (voltage and phase angle) for the vertex at which it is placed and its incident edges and their end-vertices (these vertices and edges are said to be observed). The other observation rules are as follows:
1. Any vertex that is incident to an observed edge is observed. 2. Any edge joining two observed vertices is observed. 3. If a vertex is incident to a total of k > 1 edges and if k − 1 of these edges are observed, then all k of these edges are observed.
For a given set of vertices P ⊆ V representing the nodes where the PMU's are placed, the following algorithm determines the sets of (observed) vertices C and edges F :
1. Initialize C = P and F = {e ∈ E | e is incident to a vertex in P }. 2. Add to C any vertex not already in C which is incident to an edge in F . 3. Add to F any edge not already in F such that a. both of its end-vertices are in C or b. it is incident to a vertex v of degree greater than one for which all the other edges incident to v are in F . 4. If steps 2 and 3 fail to locate any new edges or vertices for inclusion, stop. Otherwise, go to step 2. Therefore, to solve the power system monitoring problem, we want C = V , F = E, and to minimize |P |. This monitoring problem was introduced and studied in [1] [2] [3] 9] .
In [5] , the power system monitoring problem was first studied as a variation of the well-known dominating set problem (see [6, 7] ). Let G = (V , E) be a graph. A set S ⊆ V is a dominating set in G if every vertex in V − S has at least one neighbor in S. The cardinality of a minimum dominating set of G is the domination number (G). Considering the power system monitoring problem as a variation of the dominating set problem, we define a set S to be a power dominating set if every vertex and every edge in G is observed by S. The power domination number P (G) is the minimum cardinality of a power dominating set of G. Since any dominating set is a power dominating set, 1 P (G) (G) for all graphs G.
Boisen et al. [2] investigated approximation algorithms to find a solution to the power system monitoring problem. Haynes et al. [5] showed that the power dominating set problem (PDS) is NP-complete even when restricted to bipartite graphs or chordal graphs. On the other hand, they give a linear algorithm to solve PDS for trees and study theoretical properties of the power domination number in trees.
A fundamental unsolved problem involving domination in graphs is to find the domination number of the n × m grid graph P n × P m . Jacobson and Kinch [8] determined (P n × P m ) for n = 1, 2, 3, 4 and all m, while Chang and Clark [4] determined (P n × P m ) for n = 5, 6 and all m. For n 7 and all m, the domination number of the grid P n × P m has yet to be determined. However, unlike the domination number of a grid graph, we show in this paper that the power domination number of an n × m grid graph can be completely determined.
Notation
All graphs considered in this paper will have vertex sets contained in Z × Z. Throughout, U 1 = {(x, y) ∈ Z × Z: x + y is even} and U 2 = (Z × Z)\U 1 . Let G = (V , E) be a graph with vertex set V and edge set E, and let
In order to determine the power domination number of an n × m grid graph, we introduce a simplified version of power domination. Given a graph G and T ⊆ V (G), we define the closure of T in G, denoted by C G (T ), recursively as follows: Start with T . As long as exactly one of the neighbors of some element of T is not in T , add it to T . Further, we define the star closure of T in G, denoted by C * G (T ), recursively as follows: Start with T . As long as exactly one of the neighbors of some vertex of G is not in T , add it to T . If the graph G is clear from the context, we simple write C(T ) and C * (T ) rather than C G (T ) and C * G (T ), respectively. Note that the set of vertices power dominated by a set S is C (N[S] ). In particular, if S ⊆ V is a power dominating set of G, then 
We say that a vertex v covers a row, column or diagonal D if v ∈ D.
Main result
We shall prove: Theorem 1. If G is an n × m grid graph P n × P m where m n 1, then
If n = 1, then an n × m grid graph is a path P m and P (P m ) = 1 = n/4 (any vertex of a path forms a power dominating set in the path). Hence we may assume in what follows that n 2.
The proof of Theorem 1 follows from Lemmas 2-4.
Lemma 2.
Let G = P n × C 2m with m n 2. If T ⊆ U 1 and |T | < n, then C * (T ) covers at most |T | columns.
Proof. Let V (G) = [n] × [2m]
with the obvious edge set. In particular, we note that for i = 1, 2, . . . , n, the vertices (i, 1) and (i, 2m) are adjacent. Further, since 2m is even, G is a bipartite graph with partite sets contained in U 1 and U 2 .
Let G be the graph with V (G )=V (G) and uv ∈ E(G ) if and only if d G (u, v)=2 and u and v do not cover a common row or column, or d G (u, v) = 2 and u and v cover the same boundary column. For any disjoint subsets
. We may therefore assume that C * G (T ) is connected in G . We prove, by induction on |T |, that, up to symmetry, C *
G (T ) is a rectangular set of the form (D
containing no boundary vertices and covering at most |T | columns (C * (T ) can wrap around the top and bottom), or C * G (T ) is a triangular set of the form C * G ({1} × {2a + 1, 2a + 3, . . . , 2k + 1}), covering at most |T | columns (C * (T ) can also cover the other boundary, and can also wrap around the top and bottom). For example, if m = n = 8 and T = {(2, 6), (3, 5) , (4, 4) , (4, 6) , (5, 7) , (6, 8) 
(as illustrated by the darkened vertices in Fig. 1(a) where the set T consists of the large darkened vertices and with the edge e i = (i, 1)(i, 2m) wrapping around the back of the page for i = 1, 2, . . . , n), while if m = n = 8 and T = { (1, 1), (1, 3), (1, 5), (1, 7) , (1, 9)}, then C * G (T ) is the triangular set consisting of the darkened vertices in Fig. 1(b) where the set T consists of the large darkened vertices).
If |T | = 1 the result clearly holds, so let T ⊆ U 1 with C * G (T ) connected in G , |T | < n and assume the result for all
is connected. By applying the induction hypothesis to T and T \T , and using the adjacency of C * G (T ) and C * G (T \T ), it follows in all cases that C * G (T ) has the required properties. 
. Since in a bipartite graph H with partite sets V 1 and V 2 we have for any
Now suppose that n = 8t + 4 and |S| = n/4. We first show that |T ∩ U 1 | n/2: The proof is similar to the proof of Lemma 2. With G defined as before, we prove by induction on |T | that if C * (T ) is connected in G and |T | < n/2, (In the last three cases C * (T ) can of course also have the form X × {m}.) Choosing T as before, an examination of the cases again shows that C * (T ) has the required properties.
Similarly, |T ∩ U 2 | n/2. It follows that |T ∩ U 1 | = |T ∩ U 2 | = n/2. Since |T | = 4|S|, the elements of T are grouped in 2t + 1 sets of four, with one element in U 1 and three in U 2 , or vice versa. Since 2t + 1 is odd, one of U 1 and U 2 has more groups of three vertices, hence more vertices, a contradiction. A power dominating set of cardinality two in an 8 × 10 grid graph is illustrated in Fig. 2 .
