To illustrate the privacy leakage problem associated with accelerometer data sharing, we illustrate a typical scenario of accelerometer data sharing as shown in Fig. 1 . In this scenario, data contributors send the data collected from their mobile devices (such as smartphones, tablets, and wearable devices) to credible third parties (such as government agencies and research communities), who are responsible for the data management. Once the data have been collected to the data managers, data consumers can submit their proposals to the data managers for the data analysis requests with the claimed usage. After a fully scrutiny on the proposals, data managers would process raw data through various privacy-preserving techniques. Finally, the data query API will be provided to the approved data consumers for data analysis.
However, the existing practical privacy-preserving approaches, such as data perturbation [8] , encryption [9] , and anonymization [10] may not be able to fully filter out the possibility of privacy leakage, because malicious data users may infer the private information of data contributors, even though those information have been perturbed, encrypted, or anonymized. The fundamental reason is that the shared data may statistically contain privacy information that can be inferred through various machine learning models.
To combat the statistical inference attacks, two information-based privacy paradigms (differential privacy [11] and inferential privacy [12, 13] ) have been proposed. Differential privacy intends to protect presence privacy through mathematical deduction, i.e., the presence or absence of an individual data record cannot be distinguished with arbitrary accuracy. However, if there exists correlation among data records, the attributes of absent data records can still be inferred. To avoid this issue, inferential privacy has been proposed to avoid any private attribute to be statistically inferred.
Although inferential privacy can theoretically guarantee no privacy leakage, it cannot directly apply to the application scenario of accelerometer data sharing due to the following reasons: (1) it does not consider the utility-privacy trade-off, as a consequence of which, the claimed privacy target may compromise the intended application utility (a concrete scenario can be referred to "Extension and discusssion"); (2) it does not take into account users' preferences, which have been illustrated to be subjective, i.e., different users may have different privacy concerns [14] ; (3) it is a privacy protection principle, which does not provide concrete methods to analyze the impacting factors that can affect the utility-privacy trade-off. To address the above three issues, we first consider an explanatory scenarios, where the application usage claimed by the data consumers is activity recognition and the potential privacy leakage is user identity, because activity recognition [15] is the building block for a lot of applications, such as sporting, sleeping, and health, and identity leakage is a serious privacy leakage problem with significant impact. Then, we examine the key factors that may impact the application utility (the accuracy of activity recognition) and the privacy leakage (the accuracy of identity recognition) associated with accelerometer data. Based on extensive experiments conducted through various machine learning models, we identified that data features and sampling rates play dominant roles in determine the accuracy for both activity recognition and identity recognition.
According to the principle of the inferential privacy, to avoid the dependence on a particular learning model, we proposed a mutual information based feature selection method and the associated sampling rate adjustment scheme to quantify the utility and privacy information implied by each feature and the corresponding sampling rates associated with each feature.
To include users' preferences into privacy-preserving data sharing, an interactive visualization tool is designed to enable users to observe and analyze the utility and privacy information implied by the combinations of features and sampling rates. Several interactive visualization modules and the recommended solution module help users to identify the appropriate combination of features and sampling rates that may satisfy their preferred high-utility and low-privacy goal. Intensive experiment evaluations on more than one datasets have shown that the proposed visualization scheme can effectively protect users' privacy information other than the identity privacy and can still achieve a high application utility. Moreover, the mutual information between various data attributes (such as gender, height, weight, and etc) and each underlying factor (including all features and sampling rates) are extensively evaluated through various experiments, from which it can be concluded that the proposed visualization based privacy-preserving scheme can extend to scenarios with the application utility and privacy other than activity recognition and identity recognition. Furthermore, a valuable insight on the design space is discussed for future study.
The contributions of this work can be enumerated as follows: (1) we identified the underlying key factors contributing to the utility and privacy, respectively; (2) we adopted a mutual information based scheme to identify the privacy-preserving data sharing solution that can achieve both high utility and low privacy simultaneously; (3) we proposed an interactive visualization tool that takes users' preference into account to obtain a customized privacy-preserving data sharing solution; (4) we shed a light on a potential large design space for information-aware privacy preserving data sharing.
The rest of this work is organized as follows. "Related works" presents the works most related to our work. "Factor analysis for the utility and privacy of accelerometerdata sharing" analyzes the underlying factors contributing to utility and privacy information, respectively, through experimental study. In "Mutual information based feature selection and sampling rateadjustment", a mutual information based feature selection and sampling rate adjustment scheme have been proposed. "Visualization based privacypreserving scheme" describes the interactive visualization tool designed to provide a customized privacy preserving data sharing solution. "Evaluation through case study" describes the process to use VISEE through an example, verifies the proposed work through another data set, extends the application scenarios, and discusses about the design space of the proposed privacy data sharing scheme. Finally, "Conclusion" concludes this work and describes the future work.
Related works
To protect the privacy of the shared data, numerous privacy-preserving works had been proposed. Most of the existing works applied perturbation, encryption, and anonymization to the raw data.
Data perturbation is the most common and direct privacy protection method, which hides the privacy through applying random noise on the raw data. However, it may leak privacy information through statistical inference, even though the perturbed data is hard to be reconstructed [8, [16] [17] [18] [19] [20] [21] [22] [23] . However, many limitations exist for perturbation. Perturbed data still maintain a lot of characteristics of the raw data, from which the malicious users may infer privacy information. Additionally, it requires different random algorithms to perturb different types of data. As a result, this introduces additional cost to estimate the level of privacy protection for each random algorithm. Finally, it incurs additional preprocess overheads for data users.
Data encryption implements privacy protection through applying encryption techniques to the raw data, which can still supports certain computations for learning [24] [25] [26] [27] [28] [29] [30] . Although data encryption has a strong capability to protect privacy, it is at the cost of high computation complexity. Additionally, it is unable to quantify the amount of private information to be protected. Therefore, it is hard to evaluate the performance of the encryption-based schemes in terms of the amount of protected privacy information.
Data anonymization achieved privacy protection through selecting the data to be shared or hashing sensitive information. k-anonymity partitions data into public properties and sensitive properties and requires that at least k undistinguished data exist for each equivalent class in the shared data set, so that malicious users cannot identify any individual data contributor based on the sensitive information from the other k − 1 pieces of data [31] . However, malicious users can infer any individual's privacy if any equivalent class contains sensitive attributes because k-anonymity does not consider the distribution of the sensitive properties. l-diversity solves this problem by requiring that at least l different sensitive attributes exist for each equivalent class [32] . However, l-diversity ignores the globalness of the data distribution, which can be utilized by malicious users if certain sensitive attributes occur frequently in an equivalent class. To address this, t-closeness [10] has been proposed to enforce the distribution of sensitive attributes within each equivalent class to be close to the global distribution as much as possible.
However, the above privacy protection schemes cannot resist the inference attack, because they did not quantify the privacy leakage level through information theory. Moreover, these schemes assumed that malicious users did not have background knowledge about the data. To address these issues, Dwork et al. proposed differential privacy [11] , which utilized mathematical models to guarantee the statistical properties that the presence or absence of a user's data cannot be statistically distinguishable with arbitrary accuracy, even though malicious users knew the background information of the shared data. However, differential privacy cannot withhold the inference attack if a user's data is correlated with other users' data. Although inferential privacy [12, 13] can address the data correlation issue, it cannot directly handle the trade-off between utility and privacy, since it focused on protecting the privacy without considering the application utility. Moreover, inferential privacy did not take the end users' preference into account and did not consider the utility/privacy information implied by each underlying factor.
Some recent works [33, 34] have also investigated the factors affecting users choices toward the disclosure of their personal data. Their works are different from our work, which considered the factors from the perspectives of data features and sampling rates. Although the existing works [35, 36] have utilized mutual information for feature selection, the major difference of our work from theirs lies in that our work utilizes mutual information to identify the set of features and sampling rates that balance the trade-off between the utility maximization and the privacy minimization for the sensing data sharing scenario, instead of computing the set of features that simply maximizing model accuracy. Our previous work [37] has already considered the scenarios of accelerometer data sharing. However, this previous work did not conduct extensive experiments to evaluate the effects of features and sampling rates, propose mutual information based feature selection and sampling rate adjustment scheme, or design an interactive visualization tool for customized privacy-preserving data sharing.
To illustrate the difference between previous works and this work, we enumerate their differences in Table 1 , where DifferPrivacy, InferPrivacy, FactorInvest, InfoTheory, and Utility-privacy represent the differential privacy model, the inferential privacy model, the factor investigation models/methods, the information theory based techniques, and the utility-privacy trade-off, respectively.
Factor analysis for the utility and privacy of accelerometer data sharing
To identify whether the data manager can provide the accelerometer data to the data consumers for the activity recognition application without leaking the identity information, it is necessary to carefully examine the accelerometer data. An accelerometer simply senses the accelerations of three orthogonal direction as shown in Fig. 2 . The underlying reason that accelerometer data can be used to infer a mobile device user's activity is that different activities, such as stay, walk, and jog, show different characteristic in the sensed accelerometer data. Similarly, a user's identity can be inferred due to the gait characteristic depending on a user's muscle growth, bone structure, height, weight, and etc. Previous studies on activity recognition [15, 38] and identity recognition [39, 40] have identified three key factors, namely learning model, feature selection and data sampling rate, which have significant influence on the recognition accuracy [41] . Because data managers have no idea about the models to be used by data consumers, the remaining two factors should be focused to analyze the possibility of privacy-preserving data sharing.
In the following, two sets of experiments will be conducted to evaluate the effects of the feature selection and sampling rate adjustment, respectively, on the accuracy of both activity and identity recognitions. In both of the experiment sets, two acceleration datasets were selected from the HASC corpus dataset [1] : one data set for activity recognition, consisted of the acceleration data from 100 volunteers with six activity types, namely stay, walk, jog, skip, stair-up, and stair-down, and the other one for identity recognition, which contains the acceleration data from 100 subjects with activity type being walk, as walking is known as the most common and stable human activity for distinguishing individuals [42] .
The effect of feature selection
Through carefully examination of the existing features used in the related works, 12 typical features were chosen for our experiments. These features can be divided into two categories: time domain and frequency domain. Each feature was extracted from three acceleration directions respectively. As a result, there are 36 features in total, as shown in Table 2 . Before feature extraction, we partitioned the time series of the acceleration data into multiple 1-s segments, since the average gait cycle time is about 1-s for people at the age from 18 to 49 [15] . From each segment, the 36 features were extracted to obtain a feature vector with activity and identity labels. In the first set of experiments, 10 feature combinations were prepared for the evaluation, where 5 feature combinations were manually selected by domain experts and the other 5 feature combinations were recommended by Weka [38] according to different selection strategies. For each feature combination, the results for both activity and identity recognitions were obtained by 10 classification models in Weka with default parameters and tenfold cross validation. The 10 classification models are NB (Nave Bayes), J48 (one method of decision trees), IB3 (instance-based learning), BN (Bayes Net), Logistic, LMT (Logistic model trees), RN (RBFNetwork), DT (Decision Table) , MP (Multilayer Perceptron), and RF (Random Forest), the detailed descriptions of which can be found in Bishop's famous book on machine learning [43] .
To compare those models, 10, 30, 50 users were randomly chosen to compute the accuracy for both activity recognition and identity recognition. The experiment results for activity recognition and identity recognition are shown in Tables 3 and 4 , respectively, from which it can be observed that the RF model has the highest accuracy for activity recognition, while LMT and MP are the top 2 models with the highest accuracy for identity recognition. Therefore, in the following, models RF, LMT, and MP are chosen to compute accuracy for both activity and identity recognitions.
The experiment results for the LMT, MP and RF models with 5 feature combinations, namely, All (all 36 features), X_related (12 features associated with X-axes), Y_related (12 features associated Y-axes), Z_related (12 features associated with Z-axes), AC_related (the combination of the 12 feature recommended for activity recognition by the CfsSubsetEva attribute evaluator and the BestFirst search method in Weka), ID_related (the combination of the 12 feature recommended for identity recognition by the InfoGainAttributeEval attribute evaluator and the Ranker search method in Weka), are shown in Fig. 3 .
From Fig. 3 , four observations can be directly obtained. First, ' All' achieves the highest accuracies on both activity and identity recognition. Second, Y_related is better than X_related and Z_related on activity recognition in terms of accuracy, while Z_related is a much better choice than X_related and Y_related for identity recognition. Third, even though ID_related are selected for identity recognition, it surprisingly performs well for activity recognition. Fourth, it is possible to identify a combination of features, such as Y_related, which can achieve high accuracy for activity recognition and low accuracy for identity recognition simultaneously. In a summary, the above experiment results demonstrate that the feature selection can dramatically influence the accuracy of both activity and identity recognitions. This inspires us to appropriately choose a feature set, which can achieve a good balance between utility (in term of the activity recognition accuracy) and privacy (in term of the identity recognition privacy) by maximizing the utility and minimizing the privacy simultaneously.
The effect of sampling rate
The second set of experiments is used to observe the effect of the sampling rates on both activity recognition and identity recognition in term of accuracy. The sampling rate of the experiment data is 100 Hz. In our experiments, the sampling rate is set as a hyperparameter, which is gradually reduced from 100 to 4 Hz. For each value of the sampling rate, 36 features are extracted to feed into the three classification models, LMT, MP, and RF for performance comparison. Figure 4 shows the experiment results, from which it can be observed that the accuracies for both activity and identity recognition do not change much when the sampling rate reduced from 100 to 35 Hz, and the accuracy of identity recognition declines much faster than activity recognition when the sampling rate reduces from 35 to 4 Hz.
Overall, the experiment results tell us that the deduction of sampling rate can reduce the accuracy for both activity and identity recognitions, and moreover, the accuracy reduction for the identity recognition will be much faster than activity recognition. 4 The impact of the sampling rate on the accuracies of both activity and identity recognitions Thus, sampling rate is a crucial ingredient for designing a privacy-preserving data sharing scheme.
From the two sets of experiments, we can conclude that both feature selection and sampling rate adjustment can be used to balance the trade-off between utility (activity recognition) and privacy (identity recognition). It is straightforward to come up with the idea to combine the feature selection and sampling rate adjustment to achieve a better result for privacy-preserving data sharing.
Mutual information based feature selection and sampling rate adjustment
Experiments shown in "Factor analysis for the utility and privacy of accelerometerdata sharing" have demonstrated that the combination of the feature selection and the sampling rate adjustment may enable a good privacy-preserving accelerometer data sharing scheme. However, in the real scenarios of data sharing, it is impossible to know in advance about the learning models used by the data consumers. Therefore, it is not appropriate to simply enumerate all the existing learning models to evaluate the appropriate combinations of feature selection and sampling rate adjustment. Instead, it is desirable to define a metric to quantify the amount of information contained in the shared data, so that the shared data can achieve a good balance between the utility and the privacy information through an appropriate combination of the feature selection and sampling rate adjustment.
Previous studies [44, 45] have shown that the classification type information implied by a feature can be used to evaluate the usefulness of a feature. Therefore, the mutual information between features and classification types is a good metric to measure the utility/privacy information implied by data, since mutual information can be used to quantify the information correlation between the input and output of a classification model. More specifically, a classification model for activity recognition can be used to measure the utility information in the input data, while a model for identity recognition can measure the privacy information in the data. Moreover, as mutual information originates from Shannon's information theory, which is independent of the specifical learning models, the utility/privacy information measured through mutual information can provide an upper/lower bound in term of accuracy for all learning models, including models not yet invented.
In the following, we will first describe the computation of the mutual information between different sets of features and the two classification models (i.e., activity recognition and identity recognition). Then, an algorithm will be proposed to select the set of features with high contributions to activity recognition but low contributions to identity recognition. After that, we will describe the computation of mutual information between different sampling rates and the two classification models to choose the appropriate sampling rate with high utility information but low privacy information.
To facilitate the mutual information calculation, we formalize the definition of mutual information as follows. Let F be a discrete random variable with n states, f i (i = 1 . . . n) , where f i denotes a data feature, and C be a discrete random variable with m value, c j (j = 1 . . . m), where c j represents a classification type. The mutual information between the feature variable F and the category variable C is as follow.
(1)
where H(C) is the entropy of the classification type set, and H(C|F) is the conditional entropy of the classification type set if the feature set F is known.
Mutual information based feature selection
Let C activity denote the activity type. The entropy H(C activity ) is used to measure the uncertainty about the activity types, while H(C activity |F ) evaluates the uncertainty about the activity types if the set of features is known. From Eq. (1), it can be inferred that mutual information I(F , C activity ) actually measures the reduced uncertainty of the activity types if the feature set F has been provided. Therefore, mutual information can be used to measure the information concerning the activity types implied by the feature set. In other words, mutual information is sufficient to evaluate the capability of a feature set to predict activity types.
Usually, it is not convenient to directly apply Eq. (1) to calculate the mutual information. Instead, the following equation is used to calculate the mutual information.
where p(f i ) and p(c j ) are the probability of feature f i and activity type c j , respectively, while p(f i , c j ) is the joint probability of f i and c j .
Based on the above discussion, to evaluate the contribution of each individual feature f i to predict activity types, we can simply calculate I(f i , C activity ) based on Eq. (2). In our experiments, 100 users' accelerometer data from the HASC data set [1] with 6 activity types (namely stay, walk, jog, skip, stair-up, and stair-down) under the sampling rate 100 Hz are used to calculate the mutual information associated with each individual feature. Figure 5 enumerates the ordered mutual information between each feature and activity types, where the horizontal axis presents the mutual information and the
, Similarly, the mutual information between the features and the identities can be calculated as follows.
Also, it is easy to evaluate the contribution of each individual feature f i to predict identities through the calculation of I(f i , C identity ) based on Eq. (3). 100 users' walking accelerometer data from the HASC data set under the sampling rate 100 Hz are used to calculate the contribution of each individual feature. Figure 6 enumerates the ordered mutual information between each feature and identities, where the horizontal axis presents the mutual information and the vertical axis denotes the feature names. From  Fig. 6 , it can be observed that the top 8 features are related to the Z axis, NO. 9 and NO. 10 features are related to X axis, and Y axis related features have lower ranks instead. These results are consistent with the experiment results in "The Effect of feature selection", i.e., Z_related features is more important to identity recognition.
However, the purpose of this work is to identify the set of features with high activity recognition accuracy and low identity recognition accuracy. From the utility and privacy information ranking shown in Figs. 5 and 6, respectively, two feature sets with the top mutual information associated with activity types and identities can be choses as follows:
, Yperseven, Zstandarddev, Zaverageabsdif, Yvariance, Xstandarddev, Xaverageabsdif} , and F 2 = {Zenergy, Zaverage, Znanmin, Zpereight, Zmedian, Zperseven, Zpernine, Znanmax, Xenergy, Xdomfre, Ynanmin, Ynanmax}. Through the comparison of the two feature sets F 1 and F 2 , it can be observed that F 1 ∩ F 2 = {Ynanmin, Ynanmax}. These two features actually play a role in increasing the recognition accuracy for both activity and identity. Thus, these two features should be avoided for the purpose of privacy-preserving data sharing. To select the features satisfying this purpose, we propose a Mutualinformation based Feature Selection (MFS) algorithm. The key idea of MFS is as follows: for any feature f i , if I(f i , C activity ) is large, then f i will be assigned a high accepting weight Accept(f i ); if I(f i , C identity ) is large, then f i will be assigned a high rejecting weight Reject(f i ). Whether a feature meets the high utility and low privacy requirement depends on its corresponding score, calculated as follows.
where α and β are weight parameters. Finally, all features will be ordered according to their score rankings, based on which the features with high rankings will be selected.
Based on the MFS algorithm, Score(f i ) for each f i is computed and all the features are ordered as shown in Fig. 7 . Based on this feature ranking, MFS selects a feature set F 3 = {Yaverageabsdif, Yperseven, Yvariance, Xaverageabsdif, Ypereight, Ystandarddev, Ypernine}.
Mutual information based sampling rate adjustment
Similar to feature selection, sampling rate adjustment can also be evaluated through mutual information. More specifically, when a feature can contribute significantly to activity/identity recognition, accelerometer data sampled with finer granularity may reflect more characteristic of the corresponding activity/identity types. Otherwise, the feature with less sampling rate may contain much less utility/privacy information. Therefore, in the following, the mutual information between each feature and the activity/ (4) identity type set under different sampling rates will be calculated to observe the variation trend of the mutual information along with the reducing sampling rate.
To observe the variation of mutual information I(f i , C activity ) along with the adjustment of the sampling rate, 100 users' accelerometer data labelled with the 6 activity types are used to calculate the mutual information for each sampling rate gradually reduced from 100 to 4 Hz. Figure 8 illustrates the mutual information variation for each feature along with the change of sampling rate. In Fig. 8 , the horizontal axis represents features, the vertical axis denotes the mutual information, and a red circle means the mutual information for a given pair of feature and activity type set, with the size of the circle denoting the sampling rate (the larger the circle, the larger the sampling rate).
From Fig. 8 , it can be observed that the mutual information for most features, except Xaverage, Xmedian, Yaverage, Ymedian, and Zaverage [highlighted with black boxes label with (a)-(e), respectively], decrease along with the reducing sampling rate. Actually, these 5 exceptional features provide a relatively low information to activity recognition. It can also be inferred from Fig. 8 that the features with higher rankings at the high sampling rate usually also have higher rankings under the low sampling rate.
The mutual information between the features and the identities also shows a significant trend, as illustrated through the experiment results shown in Fig. 9 , from which it can be observed that only the associated mutual information of the Yaverage feature increases from 0.0606 (at the 80 Hz sampling rate) to 0.0620 (at the 65 Hz sampling rate). All the mutual information associated with the other features decrease along with the reducing sampling rate. Through the comparison of the experiment results shown in Figs. 8 and 9 , it can be inferred that the effect of the sampling rate reduction is more significant on the mutual information associated with the identity recognition than that of the activity recognition, because the mutual information reduction associated with Fig. 8 The variation of utility information along with the change of the sampling rate each feature in Fig. 9 is larger than the counterpart in Fig. 8 . This observation convinces the contribution of the sampling rate adjustment on the privacy preserving data sharing.
Visualization based privacy-preserving scheme
Three issues exist in the mutual information based scheme proposed in "Mutual information based feature selection and sampling rateadjustment". First, an existing work [14] has shown that both utility and privacy are subjective concepts, which mean that different users (data contributors) may have different preferences. Thus, a practical solution should take into account users' preferences. Second, the mutual information based scheme involves a lot of parameter adjustment, which is hard to use in practice. Finally, it is inconvenient for the mutual information based scheme to identify the appropriate sampling rate for each selected feature.
Design goal and tasks
To address the above issues, in this section, a visualization tool is proposed to interactively analyze the utility and privacy information implied by different combinations of features and sampling rates. The visualization tool still adopts the mutual information based metric to evaluate the importance of a feature at a given sampling rate. Besides that, it utilizes the correlation coefficient to characterize the correlation among features, and allow the tool users (i.e., the data managers) to directly observe the effects of the combination of features and sampling rates to better understand the utility and privacy information implied by the data to be shared. Moreover, by interactively selecting the prefered combination of features and sampling rates, the visualization tool can learning users' preference and provide appropriate recommendation for the users to realize the objective of high utility and low risk of privacy leakage. In particular, the design objective of the visualization tool can be partitioned into the following 3 tasks: overall distribution (task 1), correlation (task 2), variation trend (task 3).
Task 1 (abbreviated as T1) is to facilitate users to observe the utility and privacy information associated with different combinations of features and sampling rates. For example, the visualization tool may provide the user with the features with high activity information at a given sampling rate, the features with less identity information at any sampling rate, or the features with high activity and low identity information at a given sampling rate.
Task 2 (abbreviated as T2) is to facilitate users to observe the correlation between the features and activity/identity types, as well as the correlation between the different features. For example, it may provide users with the feature types important to activity/ identity, the correlation between features with high identity information, or the similarity between any two features.
Task 3 (abbreviated as T3) is to facilitate users to observe the variation of activity/ identity information associated with various features along with the reducing sampling rate. For example, it may provide users the activity information variation along with the reducing sampling rate for a particular feature, the features with small variations within a range of sampling rates, or the features implying even more activity information along with the deduction of sampling rate.
Through realizing the above goals/tasks, the visualization tool proposed in this work provides the opportunities for users to analyze the activity/identity information implied by different combinations of features and sampling rates. Through interactive selection, users can accurately examine the preferred combinations to infer more related information about the data, so that the objective of privacy-preserving data sharing can be realized. The usage of the visualization tool can help users address the following issues in order to figure out a better data sharing solution.
(1) Feature set selection Through selecting the preferred features, users can observe the implied utility/privacy information. Through estimating the levels of the implied information, users can infer the corresponding feature types. More importantly, through observing the variation of the utility/privacy information implied by features along with the reducing sampling rate, users can determine the appropriate feature set. (2) Sampling rate determination Through selecting the preferred features, users can observe the variation of the implied information along with the reducing sampling rate. Users can also observe the utility/privacy information implied by different features at a given sampling rate. More importantly, users can determine the appropriate sampling rate by analyzing the common sampling rate, at which features imply high utility information and low privacy information. (3) The appropriate combination identification Through the distribution of the mutual information, users can observe the variation of the utility/privacy information along with the reducing sampling rate. Users can also infer the range of the sampling rate for the preferred features based on the level of the implied utility/privacy information. More importantly, users can also identify the appropriate combination of features and sampling rate by locating the sampling rates, at which given features may imply more/less utility/privacy information.
The visualization tool design
The interface of the visualization tool, called VISEE, proposed in this work, is shown in Fig. 10 , which includes five modules: (a) mutual information distribution diagram, (b) parallel coordinate map, (c) feature grid diagram, (d) mutual information ranking chart, (f ) recommended solutions (modules (d) and (f ) within the same switchable optional page). In the following, the functionality of each module will be described in details.
Mutual information distribution diagram
The mutual information distribution diagram is the main diagram of VISEE, the main purpose of which is to show the distribution of the utility and privacy information associated with different combination of features and sampling rates. Figure 10a shows the mutual information between the activity/identity types and the features. In this figure, the horizontal axis represents the mutual information between features and activity types, while the vertical axis denotes the mutual information between features and identities. The three geometry shapes represent the feature types in terms of the 3 accelerometer directions: triangles representing X-axis-related features, circles denoting Y-axis-related features, and diamonds meaning Z-axis-related features. Different colors represent different features types, while the sizes of figures denotes the levels of the sampling rates. For example, the icon pointed by the green mouse refers to the Y-Standarddev feature with 10 Hz sampling rate, and the corresponding activity and identity mutual information being 0.428092 and 0.175462, respectively. When a user moves the mouse over a specific icon, the detailed description of the corresponding feature will be popped up.
If a user selects a contiguous preferred region through the left mouse button, VISEE can zoom in the selected region and provide detailed information. Meanwhile, the modules shown in Fig. 10 b, c, f will be updated accordingly. The right mouse button can also In a word, users can learn the following through this module: (1) an intuitive understanding to the distribution of mutual information between features and activity/identity types, (2) the trend analysis of the utility/privacy information implied by a particular feature, (3) the observation of the detailed information concerning a particular feature point, (4) the observation and analysis of the preferred feature region. Thus, this module satisfies tasks T1 and T3.
Parallel coordinate map
Parallel coordinate map provides the opportunities for users to select contents based on their preferred values. This map uses a vertical line to represent each factor to be considered, as shown in Fig. 10b Users can select the preferred value on any axis to observe the corresponding value range on the other axes. The selected range will be highlighted through a rectangle on the corresponding axis, and the connected lines will be highlighted as blue. It has to be noted that the selection on any axis will influence the highlighted range on other axes, as shown in Fig. 11 . The users' interaction on this map will update the modules shown in Fig. 10a, c, f accordingly .
In a summary, users can learn the followings through this module: (1) observing the characteristic of the features and sampling rates associated with the range of selected utility or privacy information, (2) observing the mutual information values based on the selected features, (3) observing the activity/privacy type information implied by features Fig. 11 The interface of the parallel coordinate map at a particular sampling rate, (4) combining factors to observe the other factors. Thus, this module satisfies tasks T1, T2, and T3.
Feature grid diagram
The feature grid diagram intuitively illustrates the relatively importance of the 36 features and their correlations. As shown in Fig. 10c , each feature is represented as a circle, the center color of which denotes the type of the corresponding feature. Note that the color and feature type mapping is described in Fig. 10a . The whole circle is divided into 21 sectors, each of which corresponds to a specific sampling rate. Each sector associates with two humps. The size of the inner hump in red denotes the strength of privacy information associated with the feature at the corresponding sampling rate, while the size of the outer hump in blue represents the strength of the corresponding utility information, as shown in Fig. 12 . When a user move a mouse over any hump, the corresponding detailed description will be popped up, including the corresponding sampling rate and mutual information. The feature grid diagram adopts the MDS embedding technique to visualize the correlation among features. The closer two features in the grid, the more similar they are. This can also help address the feature optimization issues in activity Fig. 12 The interface of the feature grid module recognition and identity recognition. A user's interaction with this module will update the modules shown in Fig. 10a, b , f accordingly.
In a word, a user can learn the followings through this module: (1) intuitively understanding the utility/privacy information implied by each feature, (2) observing the correlations among features, (3) figuring out the set of features, on which the sampling rate has the significant impact, (4) analyzing feature types and clustering according to the mutual information. Thus, this module satisfies tasks T1, T2 and T3.
Mutual information ranking chart
The major task of the mutual information ranking chart is to enumerate the mutual information between features and activity/identity types at a specific sampling rate, and provide interactive ranking functionality. This module consists of two components, components (A) and (B), as illustrated in Fig. 10d. In component (A) , users can select a sampling rate to observe the corresponding mutual information between all features and the activity/identity types. In component (B), users can select a feature to observe the correponding mutual information between the selected feature and the activity/identity types at all possible sampling rates.
In component (A), the sampling rate is chosen through a drop-down list. Once the sampling rate is selected by a user, a table that enumerates all features' associated mutual information will be listed, each row of which consists of feature name, the mutual information related to activity, and the mutual information related to identity. The table is also illustrated intuitively through curves on the bottom of the component, where a user can click the feature name to sort the curve based on the corresponding mutual information. The operations on component (B) are similar.
In a word, a user can learn the following through this module: (1) intuitively apprehending the importance of each feature to either utility or privacy, (2) observing the variation of the mutual information associated with a specific feature along with the reducing sampling rate, (3) comparing the utility sensitive features and privacy sensitive features, (4) observing the change of feature types according to the variation of mutual information. Thus, this module satisfies tasks T1 and T3.
Recommended solutions
This module recommends the solution satisfying the objective of high utility and low privacy according to the preferred region selected by a user, as shown in Fig. 13 .
To obtain the recommended solution, a user can select a continuous region in the mutual information distribution module. The selected region usually includes a set of features and a set of the corresponding sampling rates. An extended version of the MFS algorithm proposed in "Mutual information based feature selection" is used to determine the appropriate sampling rate for each feature in the selected region. The larger the selected region, the more combinations of features and sampling rates, which in turn incurs more recommended solutions.
This module provides to users only the top combinations in terms of texts, according to the utility and privacy information implied by different combinations. Each combination includes the feature name and its assigned sampling rate. The solution recommended by this module is only a reference solution. Users can customize their solutions based on the observations on the other modules through comparison.
Evaluation through case study
The privacy preserving scheme through VISEE To show the effectiveness of VISEE, we first illustrated it through using VISEE to select the appropriate combination of features and sampling rates. To satisfy the objective of high utility and low privacy, a user may select a region in the mutual information distribution diagram with a high activity related mutual information range and low identity related mutual information range, as shown in the gray rectangle of Fig. 13 . Based on the user's preference, VISEE computed the recommended combination of features and sampling rates, as shown in the table pointed by the arrow in Fig. 13 . From the parallel coordinate map, it can be observed that the computed combination implies high utility information and low privacy information, as shown in the instance of the parallel coordinate map at the bottom left corner of Fig. 13 .
To verify the effectiveness of the 5 solutions recommended by VISEE, we conducted an experiment on the accuracies of activity recognition and identity recognition through various learning models mentioned in "Factor Analysis for the Utility and Privacy of AccelerometerData Sharing". The experiment results are shown in Table 5 , from which it can be concluded that the recommended solutions can reduce the accuracy of the identity recognition below 18% and improve the accuracy of the activity recognition above 67%, with the discrepancy around 55%, which is much better than the previous learning model based solutions and the mutual information based solution. 
Evaluation on the other data set
To verify that the proposed scheme can apply to the data set other than the HASC data set, we collected smartphone accelerometer data from 20 volunteers. The activity types include walking, running, riding, and standing. To exclude the influence of devices, all volunteers used the same smartphone for the experiments, with the sampling rate being 100 Hz. During the experiments, all volunteers are required to wear tight jeans with the smartphone put into the front pocket, where the three-axis directions are consistent to those of the HASC data set. The experiment location is the sport playground. For each activity type, the range of data collecting time for each volunteer is from 100 to 300s. Based on the MFS algorithm proposed in "Mutual information based feature selection and sampling rateadjustment", the feature rankings according to the utility information and privacy information can be calculated, as shown in Figs. 14 and 15, respectively. From Fig. 14 , it can be observed that, for the utility information, the top 10 features is F 4 ={Yvariance, Ystandarddev, Yenergy, Yaverageabsdif, Zvariance, Ynanmin, Ypernine, Ypereight, Zstandarddev, Zenergy}, while from Fig. 15 , we can obtain the top 10 privacy information related features: F 5 ={Zvariance, Zenergy, Yvariance, Xvariance, Xenergy, Znanmin, Zaverageabsdif, Zstandarddev, Xnanmin, Znanmax}. Therefore, for the utility information, Y axis related features have more contributions, while for the privacy information, Z axis related features have more contributions. These are consistent with those of the HASC data set described in "Mutual information based feature selection and sampling rateadjustment". Then, through the MFS algorithm for feature selection, the feature set F 6 ={Yper-eight, Ypernine, Yaverageabsdif, Ystandarddev, Yperseven, Yannmin, Yenergy, Ydomfre} was selected. Most of the features are related to Y axis. The selected feature set is used to evaluate the activity recognition and identity recognition accuracies, as shown in Table 6 , where the accuracy difference between the activity recognition and the identity recognition is up to 32.443%.
For the sampling rate adjustment, we also observed the variation of the utility and privacy information along with the adjustment of the sampling rate. The sampling rate was from 100 to 4 Hz, which is consistent with the previous setting for HASC data set. For the learning models, the RF model was used for activity recognition, while the RF, LMT, and MP models were used for identity recognition. The experiment result is illustrated in Fig. 16 , from which it can be observed that the accuracy of the activity recognition decreases significantly when the sampling rate reduced from 45 to 4 Hz (Fig. 16a) , but the reduction of the identity recognitions accuracy is much more than that of the activity recognition (Fig. 16b) , with the difference being 41.0172%.
Finally, VISEE was used to select the combinations of features and sampling rates, and the selected combination was used to compare the accuracy difference between the activity recognition and identity recognition. The result is shown in Table 7 , from which it can be observed that the accuracy difference is up to 62.7749%. This result is much better than the results shown in Table 6 and Fig. 16 . The experiment results not only convinced us that the effectiveness of the mutual information based feature selection and sampling rate adjustment, but also verified the robustness of VISEE.
Extension and discusssion
Previously, we considered the activity recognition as the application utility and the identity recognition as the privacy to be protected. In this section, we consider more data attributes, such as gender, height, weight, and age, as potential utility or privacy information. To recognized the attributes of gender, height, weight, and age, the acceleration data of 100 users from the HASC data set were preprocessed and extracted features as those described in "Factor analysis for the utility and privacy of accelerometerdata sharing". Then the RF model was applied to recognize gender, height, weight, and age, respectively. To better fit the RF model, the height attributes of the data set is clustered as follows: 150cm (146-165 provided in the data set, such as "20, early" (age range from 20 to 25 years old) and "20, late" (age range from 26 to 30).
To observe the accuracy reduction of the RF model on all the 6 types of attributes along with the reducing sampling rate, the sampling rate was adjusted from 100 to 4 Hz. The experiment results is shown in Fig. 17 , from which it can be observed that the recognition accuracy of all the other attributes reduce faster than that of the activity recognition. It can also be observed that the identity attribute is the most sensitive to sampling rate reduction, while the activity attribute is the least. For gender recognition, it only has two classes (male and female), and it is more sensitive to sampling rate reduction. This implies that the number of patterns to be recognized does not affect the recognition accuracy. Figure 17 also shows the potential privacy protection design space, as the privacy attributes, such as gender, may also be regarded as the application attributes. In that case, if the identity attribute is adopted as the privacy to be protected, it is possible to achieve a good balance between privacy and utility. However, if the height attribute is chosen as the application attribute, while the gender attribute is chosen as the privacy attribute to be protected, it is impossible to protect the privacy and satisfy the application utility at the same time.
To observe the impact of features on the recognition accuracy of those attributes, similar experiments as those in "Mutual information based feature selection and sampling rateadjustment" were conducted. The experiment results are shown in Fig. 18 , from which it could be inferred that the features contributing the most to the attributes other than activity are Z axis related features, while the Y axis related features contributed the most to the activity attribute. These results are consistent with those described in previous sections. Moreover, there exists a inclusion relation among identity, age, height, weight, and gender attributes, in the order from left to right, with the privacy protection of the previous one implies the privacy protection for the next one. This also illustrates Fig. 17 The impact of sampling rate on the recognition accuracy of all the utility and privacy attributes the possible design space for the information-aware privacy preserving sensing data sharing, considering the trade-off between utility and privacy, which may worth further investigations.
Conclusion
This work proposed a privacy-preserving sensing data sharing solution, which can balance the application utility from data consumers' requests and the privacy concerns from the data contributors. Based on an explanatory sensing data, the accelerometer data, which is widely available across billions of mobile devices, this work proposed a mutual information based feature selection and sampling rate adjustment scheme, which is further extended to an interactive visualization tool to include users' preferences into the solution design space. Intensive experiments have illustrated the effectiveness of the proposed solution. In the future, the authors will generalize this work to include more application scenarios, utilize inferential privacy models to provide mathematical guarantee for our work, and adopt deep learning to enable automatic feature generating.
