where J is a periodic function of x. The period is usually taken equal to x for historical reasons. The first equation of this type was discovered by Mathieu in connection with the problem of vibrations within an elliptic boundary, when J{x) = r] + t cos 2x has a period x.
Floquet proved that the general solution of Eq.
(1) can be written
where $ is a periodic function, with the; same period x as J(x). This general solution contains two terms with the exponents ±ju-Floquet's theorem can be expressed in a slightly different way. Let us consider the term with +m:
/(*) = «"*(*).
The condition on fix) is f(x + nx) = e"nrfix) = f/(x) with £ = e"T.
The general solution is y = DJix) + DJi-x).
We shall look for a solution in an interval of length x and use condition (3) to extend the solution from -oo to + <». This means that we shall have to meet some boundary conditions in order to match the solutions in two consecutive intervals. These matching conditions will be essential in fixing the value of ju. The method developed in this paper is based upon these general considerations and shall be explained more completely in Sec. 2. It differs completely from the classical method, as found in most textbooks.1 The standard procedure is to expand J in Fourier series J = £ enei2nx (5) n and to look for a similar expansion for the unknown periodic function $ $ = Z bnei2nl. Whittaker was able to discuss this condition in the case when the series of the cop efficients 0" in expansion (5) is absolutely convergent, and obtained a formula
where A, (0) is another infinite determinant with the following coefficients
This result is not very encouraging. First, the condition of absolute convergence for the series of the coefficients of dn is a very restrictive one. Second, we still have to compute an infinite determinant, and the computation proves very difficult unless the dn terms decrease very rapidly when n increases.
This infinite determinant takes on infinite value whenever 0O = 2n n integer
These 60 values correspond to double poles of the determinant, since both rows m = ±n obtain infinite terms. These double poles are canceled out in formula (7) by the double zeros of sin2 (ird)/2/2) and do not correspond to any singular values of n. Altogether, the method of Fourier expansion is not very practical, and leads to complicated computations.
The method presented in this paper does not involve the restrictions of the classical method, and leads to a practical solution of Hill's equation, even in such exceptional cases as periodic functions J(x) containing discontinuities or 8 functions.. We now want to discuss Hill's equation
with a periodic function J of period x defined in the following way (see Fig. 1 ):
J = '
F(x -nir) nir -ir/2 < x < nir + x/2.
Floquet's theorem assures us of the existence of two independent solutions yx , y2 characterized by the following properties (Eq. 5):
Vi(x + x) = e"r yx(x) = ?2/,(x),
£ = e*\ Let us consider yy and discuss a practical method for obtaining /n (or £). In the first interval ( -x/2 < x < x/2) the function yx may be represented by a formula (11), with a set of A and B coefficients. In the second interval (x/2 < x < 3x/2) the coefficients will be £/l and £5, according to (15). We must now write the continuity conditions for z/i and y[ across the border x/2:
We have obtained a set of simultaneous equations for the two unknowns A and B. This can be solved only when the determinant is zero:
u [ -%u2 v[ -£t>2 (17)
where we have used Eq. (12) at both points ±7t/2. Equation (17) in £ fixes the Floquet coefficients £ and I""1. The product of the two roots is unity and their sum is given by
hence , 4 sinh2 yn = 2 cosh ij.it -2 = -(wj -w2)(^ -+ (wf -wO(t>i -w2) (19) with the help of Eq. (12). Once the n exponent is obtained, the coefficients A and B result from (16) and the solution of Hill's equation (13) is achieved.
A very important case is obtained when
One may choose correspondingly for u, v an even and an odd function:
from which we obtain
a formula that will be found useful for a comparison with Whittaker's theory of Hill's equation.
The whole method is a generalization of the discussion that was previously given for the special example of a rectangular J(x) function.2 One advantage of the method is that it works with periodic J(x) functions exhibiting a finite number of discontinuities.
3. Some special examples. The case of a rectangular J(x) function can be easily investigated along these lines, and the results agree completely with those of a previous discussion2 where a slightly different method was followed.
Let us consider the case of a parabolic function
2L. Brillouin, Wave propagation in periodic structures, McGraw-Hill, New York, 1946, Ch. VIII, pp. 180-186, and Ch. IX, pp. 218-226.
We may find the solutions as power series expansions
Substituting in Eq. (10) we obtain the recurrence formulas 2u2 + a = 0, (2 n + 2) (2 n + 1)m2"+2 + au2n -b2u2n-2 = 0,
6v3 + a = 0, (2 n + 3) (2 n + 2)v2n+3 + av2n+l -b2v2n-i = 0, and the u, v functions satisfy the normalizing condition (12). The following special cases may be of interest
as may be checked by direct computation. In all these cases, there is no discontinuity of the function F on the limits ±7r/2 of the interval, and the curve on Fig. 1 is a continuous curve with a discontinuous derivative at ±7r/2.
The corresponding Hill's problem is immediately solved with the help of Equation (22) or (23). For instance, the cases indicated above under (27) and (28) yield:
These results could not have been obtained by any other method of solution.
Another example can be solved with the help of Bessel functions, which satisfy the equation°i {ziy) + v (31)
Taking a new variable x = log z, z = ex, we obtain an equation of type (10): -(33) [Vol. VI, No. 2 Thus, y = AJn(ex) + BJ.n(ex)
and we have a solution corresponding to an unsymmetrical
for which our general formulas (18) 
We now consider a function y = G~1/2 eiS, S = f G dx, ( 
Solutions u, v normalized in accordance with (12) are easily found:
An interesting example is shown in Fig. 2 
If a single function G does not yield a good enough approximation over the whole interval -ir/2, +7t/2, it may be convenient to divide this interval into two or more partial intervals using different G functions, and to join solutions at the boundaries, as shown on Figs. 2 or 3. Grouping terms with the same power of e, we obtain
yl' + G2Vl = Hy0 ,
y" + G2y2 = Hyx .
The solutions of (49a) are the u0 and v0 obtained in (42). Thus, the solution of (49b) and the further approximations can be obtained in a similar way.
As an example, let us assume an even function F which can be approximated with the even G function (43). The zero order approximation is represented by u0 and v0 of equations (44) 
These functions being automatically normalized according to (12), as a direct check easily shows.
A solution of Eq. (10) can thus be obtained step by step to any desired degree of approximation, and may be used to the solution of Hill's equation as shown in Sec. 2.
The same method could be applied to any other known solution of Eq. (10). We used the G2 functions in the zero order approximation, but any other known solution would do just as well.
6. Hill's equation containing delta function. Let us consider our fundamental Eq. (10) and assume the function F to be a delta function:
[c° X = 0 Equation (10) can be readily integrated:
fo, (x 5^ 0), y" = B8(x)y(x) (x = 0), [Vol. VI, No. 2 Thus, fa, (x < 0)
[a + By(0), (x > 0)
and we obtain our even u or odd v solutions:
v = x (odd). 
where = ir when l2 = 0. This checks with our previous result (57). Other types of J functions can be used and lead to similar results. Such a problem is completely outside the reach of the Fourier series expansion method.
7. Comparison between the present method and the classical one. We discussed in Sec. 1 the classical method of solution, and underlined its limitations. The Fourier expansion of the periodic function J must be such that the series of the Fourier coefficients be absolutely convergent. This rules out functions with discontinuities, whose Fourier coefficients decrease as slowly as 1 /n, but the classical method should apply to a continuous function J with discontinuous derivative. This is the case for the problem discussed in Sec. 4, Eq. (43): 
Terms in 1 /a2 cpuld be computed here without much trouble, but they lead to serious complications with the Whittaker's formula, that we want to discuss now. We first compute the Fourier coefficients of the periodic function J derived from F according to Eq. (14): 
The result is '•"fM1 +s)1 -i + ffe)'
Comparing (66) and (63), we note that to the first order
We also see that 0" decreases as 1/n2 as needed, and that it is of the first order in l/a Whittaker's formula (7) reads sinh2 (m |) = " Ai(0) sin2 (| el").
We shall prove easily that A,(0) is practically unity and equation (67) shows that Whittaker's formula (68) checks completely with our solution (64). Let us now discuss the infinite determinant (8):
A,(0) = | Bmv |, Bmm = 1,
Bmv = e0 -lm2' }m * Diagonal elements are all equal to unity while non-diagonal terms are proportional to 6m-P; hence, according to (66), these non-diagonal terms are all very small, of the order l/a. Such a determinant can be computed in the following way: we first take the product of the diagonal elements, that is 1. Next we take all the diagonal elements but two, namely n, n and m, m, which we replace by the non-diagonal terms Bnm and Bmn , then we take all the diagonals but three (n, n; m, m; p, p) which we replace by Bnm , Bmv , Bpm , etc. Thus, we obtain The rule is obvious, and the expansion is ordered with respect to powers of l/a, with no term in l/a and terms in l/a2 , l/a3 • • • . We decided not to use terms in l/a2 our expansions, hence our determinant is practically unity. Some difficulty may occur when 60 -4m2 becomes very small (of the order of l/a), when the determinant becomes very large. We already noticed in Sec. 1 the inadequacy of Whittaker's formula (68) near the poles of the determinant. There is a compensation, when 60 = 4m2, between the determinant having a double pole and the sin2 (x/2 (0O)1/2) a double zero. Our formula (64) does not exhibit any such trouble.
Otherwise, both methods check completely. It is hoped that the general method •developed in this paper will be found useful for practical discussion of many problems reducing to Hill's equation.
