The eigenvector or "empirical orthogonal function" approach is used t o determine the dominant precipitation anomaly patterns for the western United States for each month during the last 36 yr. I n all months there is enough intercorrelation among monthly precipitation amounts in different parts of the region that a t least 45 percent of the total variance can be explained by only three eigenvectors. Usually the most important pattern is one with a single large region of anomalous precipitation, centered in southern California, Arizona, or Nevada in winter and in Washington, Idaho, or hfontana in summer. Also important in all months is a pattern with anomalies of opposite sign in the Pacific Northwest and the Arizona-New Mexico-Texas area.
INTRODUCTION
In 1963 the U.S. Weather Bureau [20] published average values of precipitation and temperature for all State climatic divisions and for each month from January 1931 through December 1960. These data provide an excellent point-of-departure for describing the general climatology of the region for the period considered. By averaging values within State climatic divisions, much of the intrastate random variability is eliminated and what emerges is a fairly smooth and consistent picture of the spatial distributions of temperature and precipitation. This paper might be considered an extension of work done principally by Namias 1131, Klein [g], Gilman [5, 61, Stidd [17] , and their associates in the Extended Forecast Division of the U.S. Weather Bureau. However, the emphasis here is not on forecasting but, rather, on the climatology of the monthly precipitation distribution for the western United States. An attempt will be made to delineate, for each month, certain precipitation patterns that have tended to recur in several different years between 1931 and 1966. These patterns will be related, at least partially, to anomalies in the air flow in the middle troposphere.
Use is made of the eigenvector or "empirical orthogonal function" approach introduced into meteorology by Lorenz [ll] in 1956. In the present context the basic method consists of taking all 35 or 36 of the precipitation anomaly maps for a given month and condensing them to a small number of patterns or eigenvectors which explain m o s t of the total variance of the field. Unlike the original anomaly maps, the eigenvectors are uncorrelated with one another. Except for being objectively determined, they are similar to "weather types." Each eigenvector has associated with it a coefficient or amplitude whose magnitude and sign vary from year to year, depending on how closely the eigenvector resembles the particular precipitation pattern.
Eigenvector analysis, under a variety of names, has been used in many different problems in meteorology during the past decade by White et al. The data used in this study were taken primarily from [20] for the period from 1931 through 1960 and from [19] for the various States for the period from 1961 through April 1966. The 50 climatic divisions selected are Iisted in table 1 and located in figure 1. Upper air data at 700 mb.
were taken from Monthly Weather Review before 1950 and from Climatological Data, National Summary thereafter.
In the following sections, the eigenvector method will be described briefly and then applied to the problem a t hand. off by letting P be an n X m matrix of, say, average January precipitation for m climatic divisions and a series of n years. The element pc5 in the ith row and jth column of this matrix represents the average January precipitation in the j t h division during the ith year. In this study, m equals 50 and n equals 36 (January through April) or 35 (May through December). The precipitation values for each month have been standardized by subtracting out the division mean and dividing by the standard deviation. This is a step of convenience rather than of necessity, since, in this case, the m X m matrix n-'P'P= n-lA, where P' is the transpose of P, is a correlation matrix with ones along the principal diagonal.
The next step is to let where F is specified tb be an orthonormal m X m matrix for which
where i is an identity matrix, with zeros everywhere except along the principal diagonal, whose elements are all unity. Because A is a symmetric matrix, we may further specify that
be a diagonal matrix with non-zero values dk only along the principal diagonal. The matrices F . a n d D are, respectively, the eigenvector and eigenvalue matrices of the matrix A. Thus, summing both sides of this equation over the n years, reversing the order of summation, and using equations (4) and (5) gives (7) For standardized variables the sum of the m eigenvalues equals nm and the fraction of the total variance explained by the kth eigenvector equals dk/nm. Two derived variables will be used in the following analysis. The first is &, the square of the correlation coefficient between Pi and Fk for the ith month and the kth eigenvector. This tells us what fraction of the space variance of precipitation in the ith month is explained by the kth eigenvector. Since the correlation coefficient is a test only of similarity of patterns and not of absolute magnitudes, a second derived variable, v&, was used. This is defined by and, from equation (6), gives the fraction of the sum of squares of the p, for the ith month accounted for by the kth eigenvector. rg and v i k need not be correlated, although in practice they usually are, as shown in figure 2 for January and July and for the first and second eigenvectors. r i k and V ( k will be equal when the space mean values of pt5 and j k 5 are zero. This is more likely to be true for the higher order eigenvectors than for the first eigenvector, for which both p,, andfk5 usually have the same sign over practically the whole region. The latter feature results from a predominance of positive correlations of monthly precipitation amounts among the 50 climatic divisions. The percentage of the 1,225 correlations computed for each month that were positive ranged from 58.4 percent in August to 82.4 percent in October. The largest positive correlation was 0.985 between divisions 10 and 11 in southern California in March. These two regions yielded the highest positive correlation in all months except May through August and October. The largest negative correlation was -0.567 between divisions 4 and 46 and divisions 22 and 42 in June. Most of the high negative correlations were between Texas and Washington and Oregon. For all months combined, 2,189 (15 percent) of the 14,700 correlations were greater than or equal to 0.5; only 14 were less than or equal to -0.5; and 9,455 (64 percent) had an absolute magnitude of less than 0.30.
RESULTS
In table 2 is given for each month the accumulated variance explained by the first m eigenvectors, with m ranging from 1 to 10. Averaged for all months, the f i s t three eigenvectors explain slightly more than half of the total variance. These are shown, by months, in figures 3 through 8. Generally, the first eigenvector explains about 25 percent of the total variance, the second 18 percent, and the third 11 percent.
In the figures, isolines of j k j equal to 0.2, 0.1, -0.1, and -0.2 have been drawn. Although it is impossible to relate these directly to precipitation anomalies, more often than not the following association can be made: table above; if negative, the signs are all reversed and regions of much above normal precipitation become regions of much below normal precipitation. This is one of the advantages of eigenvector analysis over conventional weather typing, in that it allows the signs of the anomalies to go either way. For the most part, the years listed are those for which the geometric mean of v2 and r2 exceeded 0.25.
Anomalies in the precipitation field should reflect anomalies in the circulation pattern aloft. Therefore it seemed appropriate to superimpose on each of these figures the pattern of 700-mb. height difference between the years with the highest positive and the highest negative correlations with the eigenvector field. Rather than going into any great detail, in the following brief men'tion will be made of the more interesting features of the three most important eigenvector fields, F1, Fz, and Fa, respectively for each month. Beforestarting, however, it should be pointed out that the explained variances given in table 2 and figures 3 to 8 are averages for the 50-division area. The percentage of the total variance of precipitation in the j t h division explained by the kth eigenvector is given by explained variance= 100 (dk/n)jij.
This quantity varies over the grid. The patterns shown in figures 3 to 8 are those which are dominant for the region as a whole and not necessarily for particular divisions. For example, most of the variance of precipitation in southern Texas in January is explained by eigenvectors 2, 4, and 6, not 1, 2, and 3. I n only eight of the 40 divisions are the latter the dominant eigenvectors.
The total variance explained by the first three eigenvectors is generally highest in the western part of the grid and in winter. Average maxima range from about 70 to 90 percent. The lowest values are usually found along the Olympic coast of Washington, in northeastern North Dakota, and in southern Texas; minima normally lie between 10 and 30 percent.
Considering figures 3 to 8 as a whole, there are four basic anomaly patterns that seem to occur repeatedly. Usually the most important is one with a single large From the height difference fields it appears that the pattern may be associated mainly with east-west shifts of the major middle latitude pressure c.enters. In general, for all eigenvectors it will be noticed that regions of heavy precipitation occur where the anomaly flow aloft they have any forecasting value. Actually, it is not even obvious that the eigenvectors that have been most important during the last 30 yr. will remain so during the next 30 yr. Conceivably, completely different regimes will prevail. Most of the summer rain that falls in the Southwest is usually attributed to an intensification and westward extension of the Bermuda High, with a strong flow of unstable warm, moist air into the region from the Gulf of Mexico. This seems to be borne out by the second eigenvector for July and the first one for August. Both of these patterns indicate that enhanced precipitation in the Southwest is favored by a strong ridge over the Great Plains. At the same time, however, local 700-mb. heights may be near or even below normal. When the ridge develops to the south, over Texas, summer drought is each division as the predictand and height and temperature data at a large number of grid points at 700 or 500 mb. as the possible predictors. A second, and perhaps more satisfying approach, would also use stepwise regression. However, here the coefficients of the most important eigenvectors of the precipitation anomaly field would be predicted from the coefficients of the eigenvectors of the height and temperature anomaly fields. The first approach involves point correlations, the second area correlations. For this reason, the latter might be expected to yield more stable predictions and be fairly insensitive to small data errors. However, it would require a great deal more time and probably yield less impressive results, at least when applied to the dependent data.
The use of monthly means in a climatological study such as this is usually considered quite appropriate. However, a shorter, 5-day or weekly, averaging period might yield better and more satisfying results. For one thing the sample size mould be greatly increased. Also, there would be less chance of averaging through several different weather regimes. On the other hand, data, collection becomes a problem. Average precipitation data for the various climatic divisions are available only on a monthly basis. Either the shorter period values would all have to be computed or single station data used. The latter possibility is not very appealing.
