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Resumo
A quantidade da informac¸a˜o no formato de texto na Web esta´ continuamente a aumentar.
Desenvolver um sistema que seja capaz de classificar automaticamente estes textos em func¸a˜o
dos interesses dos utilizadores e´ muito desafiante.
A a´rea de extrac¸a˜o de conhecimento de texto (text mining) aborda o problema da clas-
sificac¸a˜o de texto. Tipicamente, a classificac¸a˜o de texto e´ utilizada para determinar os
to´picos dos documentos, como por exemplo, Desporto, Educac¸a˜o ou Mu´sica. A extrac¸a˜o
de opinia˜o (opinion mining) tem como objetivo a classificac¸a˜o de documentos em func¸a˜o
dos sentimentos nelas expressam. Essa ana´lise e´ dificultada pela subjetividade das frases e
expresso˜es utilizadas. Neste problema de extrac¸a˜o de opinia˜o a classificac¸a˜o de documentos
e´ frequentemente baseada em palavras ou termos positivos ou negativos como: Bom, Mau,
Melhor, Pior, Feio, Bonito, Gosta, Desgosta, etc.
Esta dissertac¸a˜o foca-se na extrac¸a˜o de opinia˜o, em que se classifica os documentos como
positivos ou negativos.
As abordagens utilizadas nesta dissertac¸a˜o sa˜o: (i) calcular os scores dos documentos as-
sumindo que temos uma base de dados de palavras positivas e negativas; (ii) extrair so´ as
palavras positivas e negativas; (iii) procurar sino´nimos na base de dados da WordNet. Estas
abordagens designam-se como te´cnicas lingu´ısticas.
Ale´m das te´cnicas lingu´ısticas, utilizam-se tambe´m va´rios modelos de representac¸a˜o de
documento na matriz de indexac¸a˜o, nomeadamente Bina´rio, Tf (Term frequency) e Tf-Idf
(Term frequency-Inverse document frequency).
A utilizac¸a˜o destas te´cnicas relativamente superficiais tem como objetivo melhorar o resul-
tado obtido com as te´cnicas de extrac¸a˜o de conhecimento de texto nas tarefas de extrac¸a˜o
de opinia˜o.
Na aprendizagem supervisionada, precisamos de um conjunto de treino com informac¸a˜o
da varia´vel objetivo, com o tamanho suficiente para construir um modelo de classificac¸a˜o
ou regressa˜o. No nosso caso interessam-nos modelos de classificac¸a˜o. No caso de termos
exemplos na˜o etiquetados (sem informac¸a˜o da varia´vel objetivo) a te´cnica de aprendizagem
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ativa serve para selecionar automaticamente os exemplos a etiquetar que sa˜o mais favora´veis
para a construc¸a˜o de um modelo de classificac¸a˜o. Esta selec¸a˜o pode ser feita iterativamente.
Utilizam-se enta˜o treˆs algoritmos de aprendizagem ativa para etiquetar os casos do conjunto
de treino. Os algoritmos referidos sa˜o Confianc¸a, Distaˆncia e D-confianc¸a.
A utilizac¸a˜o destes treˆs algoritmos tem como objetivo reduzir os esforc¸os de etiquetagem por
parte do utilizador, mantendo um n´ıvel razoa´vel de capacidade preditiva.
Na maioria dos problemas, a Confianc¸a produz melhores resultados comparando com a
D-confianc¸a e a Distaˆncia. Em certos problemas, como se mostra nesta dissertac¸a˜o, a D-
confianc¸a tem melhores resultados. Enquanto a Distaˆncia na˜o tem melhores resultados para
nenhum dos problemas.
As experieˆncias mostram que, na maioria dos conjuntos de dados podemos reduzir significa-
tivamente o nu´mero de exemplos necessa´rios para obter um classificador compara´vel ao que
se obte´m a partir de todos os exemplos.
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Abstract
The quantity of information in text format on the Web is continuously increasing. Develop
a system that is able to automatically classify these texts as a function of users’ interests is
very challenging.
The area of the text mining approaches a text classification. Typically, text classification
is used to identify topics in documents, such as Sports, Education or Music. The aim of
Opinion Mining is to classify documents according to their sentiment. The subjectivity of the
phrases used makes this analysis more difficult. In Opinion Mining document classification is
instead based on negative and positive words or terms such as Best, Worst, Ugly, Beautiful,
Like, Dislike, etc.
This thesis focuses on the opinion mining that classifies documents as positive or negative.
The approaches used in this thesis are: (i) calculation of the scores of the documents assuming
that we have a database of positive and negative words, (ii) extracting only the positive and
negative words (iii) looking for synonyms in the WordNet database. These approaches are
designated as linguistic techniques.
Besides of the linguistic techniques, various models of representing document on document-
term matrix are used, including Binary, Tf (Term Frequency) and Tf-Idf (Term frequency-
Inverse document frequency).
Using of these techniques relatively surfaces with the objective to improve the results obtai-
ned with the text mining techniques in tasks of opinion mining.
In supervised learning, we need a training set with the information of target variable that
is big enough to build a classification or a regression model. In our case we are interested in
classification model. In the case we have unlabelled examples (without information on the
target variable) active learning technique is used to automatically select the examples label
that are more favourable for the construction of a classification model. This selection can
be done iteratively.
We use three algorithms of active learning for labelling the cases of the training set. The
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algorithms are referred as Confidence, Distance and D-confidence.
Using of these three algorithms with the objective to reduce the intensity of labelling by the
user while maintaining a reasonable level of predictive capability.
In most problems, the Confidence produces better results when compared to the D-confidence
and the Distance. In certain problems discussed in this thesis the D-confidence has better
results while the Distance does not have best results for any problems.
The experiments show that in most datasets we can significantly reduce the number of
samples to obtain a classifier comparable to that one obtained from the whole set of examples.
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Cap´ıtulo 1
Introduc¸a˜o
O aproveitamento da tecnologia da Web pelas empresas para vender os seus produtos e o
nu´mero de pessoas que usa essa tecnologia para fazer compras online esta´ a aumentar cada
vez mais. Muitos produtos esta˜o a ser vendidos via Web, e cada vez mais pessoas esta˜o a
fazer compras por esta via.
Para perceber melhor o que o pu´blico pensa sobre um determinado bem ou servic¸o, normal-
mente as empresas reservam um espac¸o pro´prio para os seus clientes efetivos e potenciais
escreverem as suas opinio˜es e comenta´rios. Estes comenta´rios sa˜o muito importantes para
as empresas, nomeadamente para a tomada de decisa˜o.
Apo´s o nascimento da Web [25], as empresas e os indiv´ıduos passaram a poder colocar
informac¸o˜es na Web e assim facilmente outras entidades passaram a poder aceder-lhes. A
Web permite que as empresas possam facilmente interagir com os seus clientes e vice-versa.
O aumento de popularidade de informac¸a˜o no formato texto na Web, levou ao aumento da
relevaˆncia da te´cnica extrac¸a˜o de conhecimento de texto (text mining) e extrac¸a˜o de opinia˜o
(opinion mining).
A extrac¸a˜o de conhecimento de texto (text mining) e a extrac¸a˜o de opinia˜o (opinion mining)
sa˜o te´cnicas utilizadas atualmente para extrair informac¸a˜o de dados com o formato de
texto na˜o estruturado. Para limitar o nosso trabalho focalizar-nos-emos mais na extrac¸a˜o
de opinia˜o (opinion mining), em detrimento da extrac¸a˜o de conhecimento de texto (text
mining). A extrac¸a˜o de opinia˜o e´ vulgarmente identificada como a ana´lise de sentimento
[25]. Trata-se do processamento de tipo de linguagem que o pu´blico utiliza ao comentar
determinado bem, servic¸o ou assunto. A ana´lise de sentimento implica a construc¸a˜o de
um sistema para recolher e analisar as opinio˜es sobre determinado produto que surgem nos
foruns da Internet, nos grupos de discussa˜o, blogues, etc.
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Um exemplo pra´tico pode ser a decisa˜o sobre a instalac¸a˜o de uma central ele´ctrica. Su-
ponhamos que um governo quer decidir se deve instalar uma central ele´trica perto de uma
cidade [1]. Necessita, obrigatoriamente, das opinio˜es, ideias e pensamentos das pessoas que
moram perto dessa cidade. A maneira mais simples e´ aproveitar a vantagem da tecnologia
de Web para criar um fo´rum de discussa˜o, recolher e analisar as opinio˜es antes da tomada
da decisa˜o. Provavelmente, gerar-se-a˜o muitos dados e documentos o que faz com que seja
dif´ıcil lidar com este problema manualmente. Havera´ necessidade de encontrar especialistas
para analisarem os dados e mesmo estes demorara˜o muito tempo a analisa´-los.
A extrac¸a˜o de conhecimento de texto (text mining) serviria para resolver este problema,
mais espec´ıficamente a extrac¸a˜o de opinia˜o serviria para semi-automaticamente etiquetar os
comenta´rios como a favor ou contra determinada ideia. Ate´ aqui, podemos simplesmente
perceber que o problema e´ de classificac¸a˜o de texto. A classificac¸a˜o de texto e´ uma te´cnica
de extrac¸a˜o de conhecimento de texto (text mining) para classificar os documentos baseados
nos to´picos.
No ponto de partida, os documentos na˜o sa˜o classificados e etiquetados. Etiquetar estes
documentos e´ uma tarefa muito pesada quando feita manualmente. Por esta raza˜o surge
a te´cnica de aprendizagem ativa (active learning): estrate´gia em que o computador sele-
ciona os exemplos para etiquetar. Nesta dissertac¸a˜o aplicamos te´cnicas de aprendizagem
ativa como Confianc¸a (Confidence), Distaˆncia (Farthest first) e D-confianc¸a (D-confidence),
avaliamo-los num conjunto de dados existentes e etiquetados e aplicamo-los aos conjuntos
na˜o etiquetados. O trabalho inclui a selec¸a˜o de um classificador e um modelo adequado para
representac¸a˜o de texto, tendo em mente que este e´ um problema de extrac¸a˜o de opinia˜o.
1.1 Problemas
Assumimos que podemos facilmente obter documentos sobre comenta´rios de determinados
assuntos de um grupo de discussa˜o ou blogues. Portanto a ideia e´ a seguinte: precisamos
de encontrar uma te´cnica capaz de estudar estes documentos. Inicialmente propusemos a
te´cnica da aprendizagem de ma´quina (machine learning) para abordar o problema. Sabemos
tambe´m que a te´cnica de aprendizagem de ma´quina e´ uma aprendizagem supervisionada.
Na aprendizagem supervisionada, temos um conjunto de treino com tamanho suficiente
para construir um modelo de classificac¸a˜o ou regressa˜o. Para construir um modelo de
classifiac¸a˜o precisamos de um conjunto de treino em que os exemplos estejam etiquetados
(teˆm os respetivos valores da varia´vel objetivo ou classe). No entanto, a disponibilidade
de exemplos etiquetados pode ser reduzida pois o custo de especialistas humanos para
fazerem essa etiquetagem e´ elevado. As te´cnicas de aprendizagem ativa permitem selecionar
criteriosamente e de forma automa´tica os exemplos a etiquetar. Assim, reduzem-se os custos
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sem prejudicar significativamente a capacidade preditiva do modelo.
1.2 Hipo´teses
O nosso trabalho tem duas hipo´teses principais. A nossa hipo´tese relativamente a` extrac¸a˜o
de opinia˜o (opinion mining) e´ que a utilizac¸a˜o de conhecimento lingu´ıstico relativamente
superficial permite melhorar o resultado obtido com as te´cnicas de extrac¸a˜o de conhecimento
de texto nas tarefas de extrac¸a˜o de opinia˜o. A hipo´tese relativamente a`s te´cnicas existentes
de aprendizagen ativa e´ que estas permitem reduzir os esforc¸os de etiquetagem por parte do
utilizador, mantendo um n´ıvel razoa´vel de capacidade preditiva.
1.3 A Nossa Abordagem
Neste trabalho utiliza´mos te´cnicas de extrac¸a˜o de texto aplicadas ao problema de extrac¸a˜o
de opinia˜o. Para ale´m dessas te´cnicas, usa´mos te´cnicas lingu´ısticas baseadas em listas de
palavras relacionadas com sentimentos e opinio˜es. Explora´mos tambe´m o recurso WordNet,
em particular a utilizac¸a˜o de sino´nimos.
Em relac¸a˜o a` aprendizagem ativa, aplica´mos a Confianc¸a, a Distaˆncia e a D-confianc¸a
(vejam o cap´ıtulo 3) que sa˜o os treˆs algoritmos utilizados para lidar com o problema do
conjunto de treino que na˜o esta´ etiquetado, ou seja usamos estes algoritmos para preparar o
conjunto de treino necessa´rio ao algoritmo de aprendizagem de ma´quina (machine learning).
Posteriormente, explicaremos detalhadamente cada um deste algoritmos.
Em termos de metodologia de avaliac¸a˜o, usa´mos validac¸a˜o cruzada (vejam cap´ıtulo 4, sub-
subsecc¸a˜o 4.3.1.1) sobre 7 conjuntos de dados. O classificador base utilizado foi o Support
Vector Machine (SVM) (vejam cap´ıtulo 4, secc¸a˜o 4.1).
1.4 Estrutura da Dissertac¸a˜o
Este documento encontra-se organizado de seguinte forma: comec¸amos pela introduc¸a˜o do
problema no cap´ıtulo 1; os cap´ıtulos 2 e 3 descrevem o estado da arte de extrac¸a˜o de opinia˜o
e te´cnica de aprendizagem ativa; o cap´ıtulo 4 enuncia a metodologia experimental; o cap´ıtulo
5 descrevem as experieˆncias realizadas e os resultados alcanc¸ados e, por fim, a conclusa˜o e
trabalho futuro sa˜o discutidos no cap´ıtulo 6.
Cap´ıtulo 2
Extrac¸a˜o de Opinia˜o
Informac¸o˜es digitais na forma texto na˜o estruturado esta˜o a aumentar no ambiente da Web.
Hoje em dia, muitas pessoas esta˜o interessadas em fazer pesquisas para arranjar uma maneira
eficiente para transformar estas informac¸o˜es digitais em informac¸o˜es que sejam u´teis para
as empressas. Estas informac¸o˜es digitais conteˆm informac¸a˜o valiosa para as empresas. As
empresas, de qualquer modo, precisam destas informac¸o˜es para tomar deciso˜es.
2.1 Extrac¸a˜o de Opinia˜o
Extrac¸a˜o de opinia˜o e´ vulgarmente identificada como a ana´lise de sentimento [25]. Trata-
se do processamento de tipo de linguagem que o pu´blico utiliza ao comentar determinado
bem, servic¸o ou assunto. A ana´lise de sentimento implica a construc¸a˜o de um sistema
para recolher e analisar as opinio˜es sobre determinado produto que surgem nos foruns da
Internet, nos grupos de discussa˜o, blogues, etc. Antes da Web, quando um indiv´ıduo queria
comprar alguma coisa, tipicamente perguntava aos seus amigos ou familiares antes de decidir
o que comprar [25]. Quando uma empresa queria recolher as opinio˜es do pu´blico sobre uma
determinado assunto ou produto, lanc¸ava inque´ritos. Hoje, recorrendo-se a` Web ja´ na˜o e´
preciso fazer inque´ritos. As pessoas emitem opinio˜es e comenta´rios sobre os produtos e
servic¸os e expressam as suas ideias nos foruns da Internet, grupos de discussa˜o e blogues
criando o que coletivamente se designa por conteu´do gerado pelo utilizador (user generated
content) [24].
Estes comenta´rios conteˆm informac¸a˜o valiosa para as empresas. Os comenta´rios na Web
sa˜o apresentados normalmente sob a forma de texto na˜o estruturado, facto que associado a`
quantidade crescente desses comenta´rios torna muito dif´ıcil a extrac¸a˜o de informac¸a˜o u´til,
sobretudo se for realizada manualmente por peritos humanos.
16
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A tarefa e´ tecnicamente desafiante por causa da necessidade de processamento de linguagem
natural que lhe e´ subjacente, mas tambe´m assume grande interesse pra´tico [24] por contribuir
para a tomada de decisa˜o de muitos agentes econo´micos. Por exemplo, os gestores de empre-
sas para a definic¸a˜o de va´rias estrate´gias necessitam de conhecer a opinia˜o dos consumidores
e do pu´blico em geral sobre os seus bens ou servic¸os e os potenciais clientes tambe´m querem
saber as opinio˜es de clientes atuais antes de comprar um produto ou contratar um servic¸o.
Ambos, teˆm interesse em extrair informac¸a˜o u´til do conteu´do gerado pelo utilizador para
fundamentarem as suas deciso˜es.
Explorar e sumariar estes comenta´rios ou opinio˜es para os converter em informac¸a˜o u´til
requer te´cnicas e mecanismos de extrac¸a˜o de dados que permitam resolver, ainda que par-
cialmente, a complexidade e a grandeza dos conteu´dos gerados pelos utilizadores. Ha´, por
conseguinte, necessidade de aperfeic¸oar e automatizar as te´cnicas existentes ou de criar
outras novas para extrair dados e constitui-los em informac¸a˜o de modo a satisfazer crite´rios
de eficieˆncia de tempo e de recursos materiais e de efica´cia da sua disponibilizac¸a˜o aos agentes
econo´micos. A extrac¸a˜o de opinia˜o ou ana´lise de sentimento enquadra-se neste contexto.
Liu [24] refere as seguintes treˆs tarefas principais da ana´lise dos documentos que expressam
opinio˜es ou sentimentos:
1. Classificac¸a˜o do sentimento (Sentiment classification).
A classificac¸a˜o do sentimento e´ um problema de classificac¸a˜o. Embora seja ana´loga
a` classificac¸a˜o do texto, o modelo subjacente a` classificac¸a˜o de sentimento difere do
modelo de classificac¸a˜o de texto. O modelo de classificac¸a˜o do texto classifica os
documentos num to´pico predefinido, por exemplo, pol´ıtica, cieˆncia e desporto. Este
modelo prefere as palavras dos to´picos ou dos t´ıtulos dos documentos em detrimento
das palavras de opinia˜o, por exemplo, o´timo, excelente, terr´ıvel, mau, pior.
Os documentos sa˜o classificados como positivos ou negativos. A classificac¸a˜o incide
sobre o n´ıvel mais geral, o pro´prio documento, e na˜o refere sequer os aspetos que as
pessoas gostaram ou desgostaram. Assim por exemplo, da revisa˜o de um produto,
resulta apenas a classificac¸a˜o do documento como positivo ou negativo consoante o
revisor.
2. Sumarizac¸a˜o com base nas propriedades da opinia˜o (Featured-based opinion mining
and summarization).
A extrac¸a˜o atua ao n´ıvel da frase para descobrir os detalhes ou propriedades dos aspetos
que determinam os sentimentos positivos ou negativos relativos ao objeto em causa.
O objeto pode ser um produto, um servic¸o, um indiv´ıduo ou qualquer outra entidade.
Este modelo, proposto por Hu e Liu [18], formaliza mais o problema da extrac¸a˜o de
opinia˜o. Identifica as partes importantes da informac¸a˜o e descreve a estrutura do
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resultado da sumarizac¸a˜o da opinia˜o num texto na˜o estruturado.
Classificar os documentos de texto ao n´ıvel de documento ou da frase na˜o nos diz se o
autor gosta ou na˜o gosta. Um documento positivo na˜o significa que o autor tem opinia˜o
positiva sobre todos os aspetos ou propriedades do objeto. Tambe´m um documento
negativo na˜o significa que o autor expressa uma opinia˜o negativa sobre todos os aspetos
ou propriedades do objeto [26]. No documento de revisa˜o sobre um produto, o autor
normalmente descreve os aspetos positivos e negativos, embora a opinia˜o geral possa
ser positiva ou negativa.
Para extrair detalhes dos aspetos ou das propriedades, precisamos do modelo de n´ıvel
de propriedade ou feature level. Consideramos treˆs te´cnicas importantes:
• Identificac¸a˜o das propriedades do objeto.
Por exemplo, na frase ”the Picture quality of this camera is amazing”, o objeto e´
a caˆmara e a propriedade e´ a qualidade da fotografia, ”picture quality”. Em [27] a
propo˜e o modelo supervisionado de extrac¸a˜o de padra˜o. E em [31] utiliza o modelo
na˜o supervisionado. A te´cnica, basicamente, procura substantivos frequentes
nas frases como caracter´ısticas que sa˜o geralmente utilizadas para descrever as
propriedades dum objeto.
• Determinac¸a˜o da orientac¸a˜o da opinia˜o.
Procura-se na frase determinar qual a opinia˜o da propriedade do objeto que pode
ser positiva, negativa ou neutral. Na frase referida a opinia˜o da propriedade
”Picture quality” e´ positiva. Mais uma vez, ha´ muitas te´cnicas que podem ser
utilizadas. Uma abordagem, que produziu bom resultado, baseou-se no le´xico
[18]. Esta abordagem basicamente utiliza as palavras da opinia˜o na frase para
determinar a orientac¸a˜o da opinia˜o na propriedade do objeto.
• Agrupamento em sino´nimos.
A mesma propriedade de um objeto poderia ser expressa em diferentes palavras
e frases. Esta te´cnica agrupa estes sino´nimos.
3. Extrac¸a˜o de frases comparativas e relac¸o˜es (Comparative sentence and relation mi-
ning).
A extrac¸a˜o compara diretamente um objeto contra um ou mais objetos similares. O
objetivo e´ analisar e extrair as relac¸o˜es comparativas dentro das frases sobre determi-
nado objeto. Por exemplo, o computador de marca x e´ melhor do que o computador
de marca y. Em ingleˆs, a relac¸a˜o e´ normalmente expressa na forma comparativa
ou superlativa de um adjetivo ou adve´rbio. A forma comparativa e´ utilizada para
expressar a superioridade ou inferioridade de um objeto relativamente a outro - o
objeto e´ mais do que ou menos do que outro objeto. A forma superlativa e´ utilizada
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para expressar se um objeto e´ melhor ou pior do que outro. Esta te´cnica e´ melhor
explicada por Jindal e Liu [19].
Jindal e Liu [19] enunciaram duas tarefas para extrair informac¸o˜es comparativas:
• ”Dado um conjunto de documentos, identificar as frases comparativas que conteˆm
e classifica´-las em diferentes tipos ou classes”;
• ”Extrair relac¸o˜es comparativas das frases identificadas. Isso envolve a extrac¸a˜o de
entidades e das suas caracter´ısticas que esta˜o a ser comparadas, e palavras-chave
comparativas”.
A relac¸a˜o expressa-se com:(< relationWord >,< features >,< entityS1 >,<
entityS2 >), Por exemplo, a frase comparativa: ”Canon’s optics is better than
those of Sony and Nikon”. A relac¸a˜o extra´ıda e´: (better, optics, Canon, Sony,
Nikon).
Entre estas treˆs tarefas, destacamos a primeira porque vai ser utilizada nesta dissertac¸a˜o
para fazer a experieˆncia te´cnica com o algoritmo de classificac¸a˜o de SVM e como te´cnica
de aprendizagem ativa ou active learning. Procuramos a seguir aprofundar a tarefa de
classificac¸a˜o de sentimento.
2.2 Classificac¸a˜o de Sentimento
Dado o conjunto de documentos D, um classificador classifica cada documento d ∈ D em uma
de duas classes, Positiva ou Negativa, Sim ou Na˜o, Gostam ou nao gostam [25]. Para explicar
o conceito utilizamos classe Positiva e Negativa, mas no problema real podemos classificar
em outras classes dependendo das suas interpretabilidades. Positiva significa que documento
d expressa opinia˜o positiva. Negativa significa que documento d expressa opinia˜o negativa.
Por exemplo dada um documento dos comenta´rios sobre instalac¸a˜o de central ele´ctrico, e o
sistema classifica-o automaticamente em classes, positiva ou negativa.
Existem muitas te´cnicas de classificac¸a˜o que utilizam as formas de aprendizagem de ma´quina
para problemas de classificac¸a˜o [30]. O desenho de algoritmos espec´ıficos para a classificac¸a˜o
de sentimento, tambe´m e´ muito utilizado sobretudo para explorar as palavras e as frases de
opinia˜o juntamente com func¸o˜es de ca´lculo de valor [36].
A classificac¸a˜o de sentimento basicamente determina as orientac¸o˜es semaˆnticas das opinio˜es
sobre o objeto em cada documento que satisfaz a assunc¸a˜o referida.
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2.2.1 Classificac¸a˜o baseada nas frases de sentimento
As frases de sentimento sa˜o as frases que descrevem os objetos. Estas frases conteˆm um
adjetivo ou adve´rbio, porque segundo va´rias pesquisas [15,16,38] estes dois termos sa˜o bons
indicadores de subjetividade e de opinio˜es.
Turney [36] desenhou um algoritmo para lidar com este problema, seguindo a ideia de
se basear nas palavras positivas e negativas que existem em cada documento. Turney
implementou este algoritmo para classificar a revisa˜o dos clientes.
O algoritmo utiliza um processo de linguagem natural designado como part-of-speech (POS)
tagging. O part-of-speech de uma palavra e´ uma estrutura lingu´ıstica que define a sintaxe
e a morfologia de palavra. POS, em ingleˆs, sa˜o geralmente substantivos, verbos, adjetivos,
adve´rbios, pronomes, preposic¸o˜es, conjunc¸o˜es e interjeic¸o˜es. Em [24] explica que Turney
utiliza PennTreebank POS Tags padro˜es para identificar as frases.
O algoritmo do Turney consiste nos seguintes em treˆs passos:
Passo 1. Extrair as frases que conteˆm um adjetivo ou adve´rbio uma vez que segundo va´rias
pesquisas [15,16,38] estes dois termos sa˜o bons indicadores de subjetividade e de opinio˜es.
No entanto, apesar de um adjetivo isolado poder indicar subjetividade, e´ necessa´rio um
contexto suficiente para determinara sua orientac¸a˜o (ou parecer) semaˆntica. Por exemplo, o
adjetivo ”unpredictable”pode ter uma orientac¸a˜o negativa de uma revisa˜o automotiva, numa
frase como ”unpredictable steering”, mas poderia ter uma orientac¸a˜o positiva numa revisa˜o
de um filme se surgisse numa frase como ”unpredictable plot”. Por isso, o algoritmo extrai
duas palavras consecutivas, em que um membro do par e´ um adjetivo ou adve´rbio e o outro
e´ uma palavra de contexto. As duas palavras consecutivas que se extraem devem seguir as
regras definidas na tabela 2.1. Por exemplo, na primeira linha da tabela 2.1, a primeira
palavra tem que ser um adjetivo e a segunda tem que ser um substantivo e a terceira que
na˜o se extraira´ podera´ ser uma qualquer.
Tabela 2.1: Padra˜o para extrair dois-palavras em documentos [24]
Primeira Palavra Segunda Palavra Terceira Palavra (na˜o extraira´)
JJ NN ou NNS Qualquer
JJ JJ Nao NN nem NNS
NN ou NNS JJ Nao NN nem NNS
RB, RBS, RBR JJ Nao NN nem NNS
RB, RBS,RBR VB,VBD,VBN ou VBG Qualquer
Por exemplo, na frase ”this camera produces beautiful pictures”, extrai-se ”beautiful pictures”.
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Passo 2. Utiliza pointwise mutual information para calcular a semaˆntica de orientac¸a˜o.
PMI(termo1, termo2) = log
Pr(termo1 ∧ termo2)
Pr(termo1)Pr(termo2)
(2.1)
Pr(termo1∧ termo2) e´ a probabilidade de ocorrerem ambos os termos, termo1 e termo2. E
Pr(termo1)Pr(termo2) e´ a probabilidade de ocorreˆncia dos dois termos se forem estatisti-
camente independentes. O ra´cio entre Pr(termo1 ∧ termo2) e Pr(termo1)Pr(termo2) e´ a
medida do grau de dependeˆncia estat´ıstica entre os termos. O log deste ra´cio e´ a quantidade
de informac¸a˜o que se adquire sobre a presenc¸a de uma das palavras, quando observamos
a outra. A orientac¸a˜o semaˆntica ou opinia˜o (SO) de uma frase e´ calculada com base na
sua associac¸a˜o com a palavra refereˆncia positiva ”excelente”e sua associac¸a˜o com a palavra
refereˆncia negativa ”pior”:
SO(frase) = PMI(frase, ”excelente”)− PMI(frase, ”pior”) (2.2)
As probabilidades sa˜o calculadas mediante as consultas efetuadas a um motor de busca e
coletado nu´mero de hits. Para cada consulta de pesquisa, um motor de busca geralmente da´
o nu´mero de documentos relevantes para a consulta, que e´ o nu´mero de hits.
SO(frase) = log2
hits(fraseNear”excelente”)hits(”pe´ssimo”)
hits(fraseNear”pe´ssimo”)hits(”excelente”)
(2.3)
Para evitar a divisa˜o por zero, 0,01 e´ adicionado aos hits
Passo 3. Dada uma revisa˜o, o algoritmo calcula a me´dia de todas as frases SO na revisa˜o,
e classifica a avaliac¸a˜o como recomendado se a me´dia SO for positiva, caso contra´rio e´ na˜o
recomendado. Precisa de notar que, este experieˆncia utilizou AltaVista Advance Search
Engine para calcular func¸a˜o Near, para mais detalha vejam [36].
2.2.2 Usando me´todos de classificac¸a˜o de texto
A abordagem mais simples para classificac¸a˜o de sentimento consiste em tratar o problema
como se fosse um tema de um de problema de classificac¸a˜o de texto. Enta˜o, pode usar-se
qualquer algoritmo de classificac¸a˜o de texto [30], por exemplo, o na¨ıve Bayesian, SVM,
kNN, etc. A abordagem foi experimentada por [30], com as reviso˜es de filme de duas
classes, positivos e negativos. Demonstrou-se que o uso de um unigram (um saco de palavras
individuais) na classificac¸a˜o resulta num bom desempenho, usando quer o na¨ıve Bayesian
quer o SVM.
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2.2.3 Classificac¸a˜o utilizando uma func¸a˜o score
Dave [9], propuseram este algoritmo, consiste em dois passos:
Passo 1. Calcular o score para cada termo em conjunto de treino com equac¸a˜o:
score(ti) =
(Pr(ti|C)− Pr(ti|C ′))
(Pr(ti|C)− Pr(ti|C ′)) (2.4)
Em que ti e´ um termo e C e´ a classe, C
′
e´ complemento, na˜o C, Pr(ti|C) e´ a probabilidade
condicionada do termo ti na classe C e´ calculada pelo contar o nu´mero do termo ti ocorre
na classe C e o divide pelo nu´mero total dos termos nas opinio˜es de classe C. o score de um
termo e´ -1 ou 1.
Passo 2. Para classificar o novo documento di = ti...tn, o algoritmo somando os scores de
todos os termos e utilizando o total para determinar a classe.
class(di) =
{
C eval(d) > 0
C’ caso contra´rio
(2.5)
Em que,
eval(di) =
∑
j
score(tj) (2.6)
O algoritmo foi aplicado a grandes conjuntos de dados, e os resultados de accuracy variam
entre (84.6%-88.3%), sem utilizar o stemming e retirar stopwords [9].
2.3 Te´cnicas Utilizadas Nesta Dissertac¸a˜o
Pang [30] tratou o problema de extrac¸a˜o de opinia˜o com aprendizagem supervisionada ou
me´todo de Machine Learning (Aprendizagem de Ma´quina) para classificar os documentos
em duas classes: a classe positiva, se o documento expressa um sentimento positivo e a classe
negativa se o documento expressa sentimento negativo.
Na representac¸a˜o dos documentos, Pang utilizou o framework de bag-of-word e avaliou-o
com o SVM, Naive Bayes e Maximum Entropy.
A nossa abordagem e´ um pouco diferente, mas baseia-se na ideia base de Pang [30]. Uti-
liza´mos o pre´-processamento e representa´mos os documentos com matriz de indexac¸a˜o de
bag-of-word, mas com diferentes modelos, nomeadamente Bina´rio, Tf e Tf-Idf. Aproveita´mos
a lista das palavras positivas e negativas de Liu para calcular os scores e junta´-los a` matriz de
CAPI´TULO 2. EXTRAC¸A˜O DE OPINIA˜O 23
indexac¸a˜o, extra´ımos palavras positivas e negativas e procura´mos os sino´nimos das palavras
na base de dados da WordNet [2].
2.3.1 Matriz de indexac¸a˜o (Document-term matrix)
Tipicamente, os documentos sa˜o representados por vetores caracter´ısticos [14]. O modelo
mais utilizado e´ bag-of-word que e´ muito simples e utiliza todas as palavras nos documentos
como caracter´ısticos e os diferentes nu´meros de palavras designados como os nu´meros de
dimenso˜es.
A forma cla´ssica para organizar os bag-of-word e´ document-term matrix. O Document-term
matrix e´ uma matriz multidimensional que descreve a frequeˆncia dos termos que ocorrem
em todos os documentos em que as colunas sa˜o as palavras ou termos e as linhas sa˜o os
documentos.
Ha´ va´rios esquemas para determinar as entradas das linhas ou valor das linhas, o mais simples
e´ modelo bina´rio, em que 1 significa que este termo ocorre e 0 significa que na˜o ocorre. Um
outro esquema e´ utilizar modelo de Tf (term frequency) que representa os valores com base
no nu´mero de frequeˆncias dos termos no documento. O mais utilizado e´ Tf-Idf, dado o peso
a` palavra w no documento d
TF − IDFWeight(w, d) = TermFreq(w, d) ∗ log( N
DocFreq(w)
) (2.7)
Em que TermFreq(w, d) e´ a frequeˆncia de uma palavra do documento, N e´ o nu´mero de
todos os documentos, DocFreq(w) e´ o nu´mero de documentos que conte´m a palavra w [14].
2.3.2 Pre´-processamentos
A extrac¸a˜o de opinia˜o pode ser definida como uma sub-disciplina da lingu´ıstica computa-
cional, que se concentra em extrair a opinia˜o das pessoas a partir da web ou documento
de texto na˜o estruturado [29]. A extrac¸a˜o de opinia˜o (opinion Mining) tambe´m pode ser
classificada como um sub to´pico de Text Mining. Na Text Mining, tanto como na extrac¸a˜o
de opinia˜o, sa˜o necessa´rias algumas te´cnicas de pre´-processamento, como por exemplo,
remoc¸a˜o as palavras insignificantes stopwords, tokenizac¸a˜o (tokenization), reduc¸a˜o de ra´ızes
das palavras (stemming), eliminac¸a˜o de pontuac¸a˜o, conversa˜o em minu´sculas, remoc¸a˜o de
espac¸os brancos, eliminac¸a˜o de nu´meros, reduc¸a˜o de termos, bag-of-word, part-of-speech,
entre outros. Estas te´cnicas encaixam numa fase muito importante tanto na ana´lise de
texto como na ana´lise de opinia˜o. Estas te´cnicas permitem que os nossos documentos
sejam interpreta´veis em ambiente de computac¸a˜o no nosso caso R Project. Ale´m disso,
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simultaneamente, reorganiza e reestrutura os dados de forma tabular afim de que seja
acess´ıvel mais facilmente.
Existem inu´meras te´cnicas de pre´-processamento. Os pre´-processamentos teˆm vantagens
e tambe´m teˆm desvantagens: a vantagem e´, por exemplo, reduzir o tamanho de dimensa˜o
enquanto a desvantagem e´ a inevita´vel perda de informac¸a˜o importante. Para limitar o nosso
trabalho, a seguir tentamos abordar as te´cnicas que julgamos mais importantes e utilizamos
no nosso trabalho pra´tico.
2.3.2.1 Tokenizac¸a˜o (Tokenization)
Uma abordagem mais frequente na Text Mining (TM) e extrac¸a˜o de opinia˜o e´ a Toke-
nizac¸a˜o. Os documentos, inicialmente, esta˜o em forma de frase ou de para´grafos. Em TM
e´ necessa´rio que estas frases fiquem em partic¸o˜es por palavras ou termos [14]. O conceito
mais popular para representar esta abordagem e´ bag-of-word. Representar os documentos
numa colec¸a˜o na˜o-ordenada de palavras, grama´tica e ate´ ignorando a ordem das palavras.
Esta transformac¸a˜o e´ feita pela tokenizac¸a˜o.
2.3.2.2 Stopwords removal
Stopwords sa˜o as palavras insignificantes numa linguagem que ajudam a construir as fra-
ses, mas na˜o representam qualquer conteu´do dos documentos [24]. Artigos, preposic¸o˜es
e conjunc¸o˜es e alguns pronomes sa˜o candidatos a stopwords. Essas palavras sa˜o aquelas
que sa˜o tratadas e removidas na fase de pre´-processamento de dados antes de indexar os
documentos. Tratamos as Stopwords como se fosse a aplicac¸a˜o te´cnica de selec¸a˜o de termos
ou Feature Selection em ingleˆs. Esta te´cnica e´ muito importante, porque ajuda a reduzir a
dimensionalidade do nosso problema.
2.3.2.3 Stemming
Refere-se a um processo de reduc¸a˜o das palavras a` sua ra´ız [24]. Raiz de uma palavra e´
aquela que fica apo´s remoc¸a˜o dos seus prefixos e sufixos. Por exemplo as palavras do ingleˆs,
”computer”, ”computing”e ”compute”sa˜o reduzidos para ”comput”e ”walks”, ”walking”e
”walker”sa˜o reduzidos para ”walk”. Claramente que o modo stemming aumenta o valor
de recall e diminui o nu´mero de termos a considerar na indexac¸a˜o do documento [24]. No
entanto, isso pode influenciar a precisa˜o porque muitos documentos irrelevantes podem ser
considerados relevantes [24]. Por exemplo, ambas ”cop”e ”cope”sa˜o reduzidas para raiz
”cop”. No entanto, se algue´m procurar documentos sobre a ”police”, que conte´m apenas
”cope”e´ improva´vel que seja relevante. Embora muitas experieˆncias sejam realizadas pelos
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investigadores, ainda na˜o ha´ evideˆncia conclusiva de uma forma ou de outra. Na pra´tica,
deve-se experimentar com a colec¸a˜o de documentos na ma˜o para ver se stemming ajuda. O
melhor algoritmo de stemming e´ o algoritmo do Porter(1997) [13].
2.3.2.4 Selec¸a˜o de atributos
• Extrac¸a˜o de termos importantes
Uma das maneiras para reduzir a dimensa˜o do nosso problema e´ a extrac¸a˜o dos termos
ou Feature Extraction [32] que consiste em criar um novo conjunto de dados onde os
termos sa˜o originalmente de um conjunto anterior. Um exemplo simples e utilizamos no
nosso trabalho consiste em extrair palavras positivas e negativas do conjunto original.
• Document frequency
O document frequency tambe´m e´ importante na reduc¸a˜o da dimensa˜o. A ideia e´
retirar todos os termos que teˆm baixa frequeˆncia. Sebastiani abordou a ideia com mais
detalhe [28,32].
2.3.2.5 Outras tarefas de pre´-processamento
Retirar a pontuac¸a˜o, converter tudo em minu´sculas, retirar os espac¸os brancos, retirar
nu´meros. Estes pre´-processamentos na˜o sa˜o menos importantes, principalmente a reduc¸a˜o
do nu´mero de termos ou atributos e a dimensa˜o do problema para que seja trata´vel compu-
tacionalmente e caber na memo´ria do computador.
2.3.3 Te´cnicas lingu´ısticas
2.3.3.1 Calcular Score
No nosso caso, utiliza´mos a lista PosNeg (palavras positivas e negativas) de Liu e a lista
de negac¸a˜o para calcular os scores e juntarmo-los a` matriz de indexac¸a˜o como um atributo
adicional. O score e´ calculado procurando as frequeˆncias das palavras da lista de Liu nos
documentos. Formalmente, podemos definir como:
score = Npalavrapositiva−Npalavranegativa (2.8)
em que, N palavra positiva e´ a cardinalidade de palavras positivas e N palavra negativa e´ a
cardinalidade de palavras negativas.
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2.3.3.2 Extrair palavras positivas e negativas (PosNeg)
No nosso caso, utiliza´mos a lista PosNeg de Liu e a lista de negac¸a˜o (exemplo: don´t, not,
doesn´t, didn’t ect.) para extrair palavras positivas e negativas dos documentos.
2.3.3.3 Sino´nimos
Esta te´cnica e´ mais utilizada na ana´lise semaˆntica para identificar o sino´nimo de um termo ou
palavra, isto e´, identifica as diferentes palavras que conteˆm o mesmo significado. O exemplo
mais pra´tico, neste contexto, consiste em procurar os sino´nimos das palavras positivas e
negativas na base de dados de WordNet [13].
Terminamos a descric¸a˜o do estado da arte da extrac¸a˜o de opinia˜o, incidindo na tarefa e
te´cnica de extrac¸a˜o de opinia˜o cuja aplicac¸a˜o descrevemos no cap´ıtulo 5. Descrevemos
tambe´m os pre´-processamentos e te´cnicas utilizados nesta dissertac¸a˜o. A seguir vamos falar
sobre aprendizagem ativa.
Cap´ıtulo 3
Aprendizagem Ativa
Existem va´rios esquemas para o problema de classificac¸a˜o, nomeadamente as aprendiza-
gens: supervisionada, na˜o supervisionada, semi-supervisionada e ativa. A aprendizagem
supervisionada (supervised learning) pressupo˜e a existeˆncia de um conjunto de treino ja´
etiquetado [7,22]. A etiquetagem exaustiva e´ uma tarefa muito pesada se estivermos perante
um grande nu´mero de casos. A preparac¸a˜o do conjunto de treino etiquetado na˜o e´ uma
tarefa fa´cil e associa-se ao elevado custo de tempo e trabalho, principalmente se etiquetar-
mos manualmente todos os casos do conjunto de treino. Na aprendizagem supervisionada
normalmente, selecionam-se os casos ja´ etiquetados aleatoriamente para treinar o modelo.
Mas na˜o se resolve o problema dos casos na˜o etiquetados.
A aprendizagem na˜o supervisionada na˜o requer qualquer conjunto etiquetado, mas os utiliza-
dores na˜o podem efetuar agrupamentos a` medida das suas necessidades espec´ıficas e na˜o teˆm
garantia de que os clusters induzidos estejam alinhados com as classes de aprendizagem [12]
A aprendizagem semi-supervisionada (semi-supervised learning) combina as ideias de apren-
dizagens supervisionada e na˜o supervisionada [7]. Temos de ter, portanto, necessariamente
um subconjunto de casos etiquetados e outro subconjunto na˜o etiquetado. Continua a ser
necessa´rio, portanto, obter casos etiquetados. Neste caso, podemos aproveitar a te´cnica de
aprendizagem ativa (active learning).
3.1 Aprendizagem Ativa (Active learning)
A aprendizagem ativa [33] inicia-se com um pequeno conjunto de treino que cresce por
aplicac¸a˜o de um processo iterativo que vai etiquetando o conjunto. Ou seja, comec¸a-se por
treinar o modelo com conjunto L, sendo L um pequeno conjunto etiquetado e U um conjunto
na˜o etiquetado. O conjunto U e´ maior do que conjunto L. Na primeira iterac¸a˜o, treina-se o
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modelo com conjunto L, escolhe-se o caso de U que for mais informativo, isto e´, o que estiver
associado a` menor confianA˜§a. Pede-se, enta˜o, ao perito humano para etiquetar este caso e
depois junta-se ao conjunto L. Repetem-se as iterac¸o˜es ate´ a` satisfac¸a˜o de alguns crite´rios de
paragem que foram previamente definidos pelo utilizador ou, ate´, serem etiquetados todos
os casos de conjunto U.
Existem va´rios tipos de aprendizagem ativa, a diferenciac¸a˜o entre uns e outros reside no
processo de escolha do caso mais informativo em cada iterac¸a˜o [33]. Na figura 3.1, mostra-se
uma ilustrac¸a˜o do aprendizagem ativa baseando no pool-based
Figura 3.1: Ciclo da Aprendizagem ativa [33]
Sequidamente destacamos treˆs te´cnicas de aprendizagem ativa, nomeadamente Confianc¸a,
Distaˆncia e D-confianc¸a. Estes treˆs algoritmos sera˜o implementados na parte pra´tica (cap´ıtulo
5).
Antes de explicar os algoritmos de aprendizagem ativa, explicamos primeiro as anotoc¸o˜es
utilizadas para representar e explicar os algoritmos.
Nas figuras 3.2, 3.3 e 3.4: W e´ o conjunto de trabalho (working set), representativo da
amostra do problema. Li e´ o subconjunto de W que ja´ esta´ etiquetado na iterac¸a˜o i. U e´
o subconjunto de W que na˜o esta´ etiquetado. Na iterac¸a˜o i, Ui e´ o conjunto de diferenc¸a
entre W e Li; Ci e´ o conjunto das classes conhecidas no Li; K e´ o nu´mero de classes,
ck; hi representa modelo classificador na iterac¸a˜o i; qi representa a consulta (query) na
iterac¸a˜o i; Confi(uj , ck) sa˜o as confianc¸as posteriores na classe ck dado caso uj , na iterac¸a˜o
i. dist(uj , ck) e´ a distaˆncia agregada para classe conhecida, calculado por ClassDist(uj , ck)
baseando-se na distaˆncia individual entre cada par dos casos.
3.2 Confianc¸a (Confidence)
A ideia de confianc¸a e´ utilizar a noc¸a˜o de probabilidade para selecionar o caso com a menor
probabilidade para ser o pro´ximo a ser etiquetado [10]. Portanto, a ideia e´ etiquetar os casos
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na˜o etiquetados com a previsa˜o da menor probabilidade, isto e´ a que tem mais incerteza [23].
Intuitivamente, a abordagem de confianc¸a e´ usar modelo de classificac¸a˜o em cada iterac¸a˜o
para calcular a confianc¸a posterior em cada caso etiquetado para cada caso na˜o etiquetado,
ou seja, usa os casos etiquetados na iterac¸a˜o i para treinar o classificador, hi; e depois calcular
a confianc¸a para cada caso na˜o etiquetado, ordenar o resultado de confianc¸a e selecionar o
caso com menor confianc¸a para etiquetar e se juntara´ ao conjunto etiquetado.
Figura 3.2: Confianc¸a
Resumidamente, na figura 3.2 em cima, os passos mais importantes sa˜o 5 e 6, passo 5 e´
treinar o modelo com o conjunto Li, enquanto passo 6 para calcular a confianc¸a de cada
caso na˜o Li. Nesta fase, associamos a confianc¸a de cada classe para cada caso. O Passo 7
e´ para selecionar o caso com menor confianc¸a a ser etiquetado e juntaremos ao conjunto L.
Repete o passo 3 ate´ passo 9, ate´ i satisfazer algum crite´rio definido pelo utilizador (crite´rio
de paragem). No nosso caso, deixamos ate´ etiquetar todos os casos do conjunto U.
3.3 Distaˆncia (Farthest first)
Trata-se de um algoritmo que e´ utilizado para calcular a aproximac¸a˜o do problema de
otimizac¸a˜o do clustering K-Centre [17]. KFF para a aprendizagem ativa [4] consiste no
seguinte: Dado o conjunto atual de L, caso etiquetado, escolhemos um caso x ∈ U , que esteja
mais distante de L. Usa-se L
⋃
(x, y) como conjunto, para treinar o modelo do classificador.
A pro´xima consulta (query) e´ o caso mais distante do conjunto observado (mais diferente do
conjunto observado).
Resumidamente, na figura 3.3 em cima, comec¸amos por conjunto W e L. No Passo 2 calcula-
se a distaˆncia entre todos os casos com a func¸a˜o de distaˆncia euclidiana. Inicializa-se a
iterac¸a˜o no passo 3. No Passo 4 separa-se o conjunto U do conjunto W. Passo 6 e´ treinar
o modelo com o conjunto Li. Passo 7 e 8 sa˜o para selecionar o caso mais distante (mais
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Figura 3.3: Distaˆncia
diferente) do conjunto Li, baseando no resultado do passo 2. Repete o passo 4 ate´ passo 11,
ate´ i satisfazer algum crite´rio definido pelo utilizador (crite´rio de paragem). No nosso caso,
deixamos ate´ etiquetar todos os casos do conjunto U.
3.4 D-confianc¸a (D-confidence)
Escudeiro e Jorge [11] propuseram uma nova te´cnica que designaram por D-confianc¸a. Dado
o conceito alvo, um conjunto de classes e uma amostra de casos na˜o etiquetados extra´ıda do
espac¸o alvo, procura-se identificar todas classes do espac¸o alvo, efetuando poucas consultas e
minimizar o erro de precisa˜o da aprendizagem. Entretando no nosso caso, na˜o nos interessa
muito a identificac¸a˜o de classes no espac¸o alvo.
O objetivo do Escudeiro e Jorge [11] e´ identificar os casos que representam todos os outros
e cobrem todas as classes de modo a diminuir o nu´mero de consultas ao conjunto de espac¸o
alvo (working set). As consultas requerem etiquetagem para um caso espec´ıfico. Todos
os modelos de aprendizagem ativa pressupo˜em que, pelo menos, no working set, cada caso
tenham uma classe.
Normalmente, a aprendizagem ativa depende da confianc¸a do classificador para selecionar a
consulta [3] e do pressuposto que o conjunto pre´-etiquetado cobre todas as classes etiqueta-
das. No entanto, a te´cnica de D-confianc¸a [11] e´ um pouco diferente, O D-confianc¸a, pesa
a confianc¸a do classificador como inverso da distaˆncia entre o caso em questa˜o e as classes
ja´ conhecidas, ou seja calcular o ra´cio de d-confianc¸a com a confianc¸a sobre a distaˆncia. A
equac¸a˜o:(3.1) e´ para calcular o ra´cio de d-confianc¸a. Espera-se que este desvio favorec¸a a
ra´pida cobertura do espac¸o, apresentando uma tendeˆncia para explorar a´reas desconhecidas.
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Como consequeˆncia, a convergeˆncia torna-se mais ra´pida do que se utiliza´ssemos apenas a
confianc¸a.
dConf(u) = maxk
(
conf(uj , ck)
dist(uj , ck
)
(3.1)
Em que, conf(uj , ck) e´ a confianc¸a posterior na classe ck dado caso uj na iterac¸a˜o i e
dist(uj , ck) e´ a distaˆncia agregada para classe conhecida, calculado por ClassDist(uj , ck)
baseando na distaˆncia individual entre cada par dos casos. Para mais informac¸o˜es em baixo
na figura 3.4 mostramos o algoritmo de D-confianc¸a.
Figura 3.4: D-confianc¸a [11]
Resumidamente, na figura 3.4, os passos basicamente sa˜o dos passos de algoritmo confianc¸a
e algoritmo distaˆncia. O que difere e´ no passo 9, em que calcular o ra´cio de D-confianc¸a por
confianc¸a sobre distaˆncia, equac¸a˜o:(3.1).
Acabamos de abordar o estado de arte da aprendizagem ativa, comec¸amos basicamente pela
ideia geral do conceito aprendizagem ativa ate´ destacamos treˆs algoritmos recentes, nome-
adamente Confianc¸a (Confidence), Distaˆncia (Farthest first) e D-confianc¸a (D-Confidence).
Estes treˆs algoritmos sera˜o implementados na parte pra´tica (cap´ıtulo 5). A seguir vamos falar
sobre metodologia experimental, em que basicamente falamos sobre algoritmo de classificac¸a˜o
SVM, procedimento e medidas de avaliac¸a˜o.
Cap´ıtulo 4
Metodologia Experimental
Na parte de pra´tica, utilizamos o SVM como o nosso classificador, taxa de erro (error rate)
como a nossa medida de avalic¸a˜o dos erros, validac¸a˜o cruzada como me´todo de avaliac¸a˜o.
Ja´ seguir abordamos os significados de cada conceito.
4.1 Ma´quinas de Vetores Suporte - SVMs
A ma´quina de vetores suporte (Support Vector Machines- SVMs) foi inicialmente introduzida
por Vladimir Vapnik [8]. O SVM e´ considerado o algoritmo mais usado no problema de
classificac¸a˜o [39]. O SVM superou os outros algoritmos, por exemplo, o KNN e naive
Bayes no problema de classificac¸a˜o de texto [20], Tong [34] implementou o SVM com a
aprendizagem ativa (active learning) e o resultado foi melhor. Pang [30] compararam o
algoritmo SVM com o Naive Bayes e o Maximum Entropy, na classificac¸a˜o de sentimento.
O SVM continuou a ser o favorito, pois, o resultado superou os dos dois outros algoritmos.
SVM e´ um algoritmo de aprendizagem supervisionada em que ha´ dois conjuntos de dados: o
conjunto de treino e o conjunto de teste. O conjunto de treino e´ usado para treinar o modelo
ou classificador e o conjunto de teste para testar o modelo. No conjunto de treino as classes
sa˜o etiquetadas, ou sa˜o classes conhecidas, enquanto o conjunto de teste na˜o precisa de
classes. A ideia fundamental do SVM e´ encontrar um hiperplano que separe perfeitamente
as duas classes [6] o que e´ fa´cil para casos lineares, mas no caso real os problemas nem
sempre esta˜o linearmente separados. Os artigos [6, 21] explicam melhor o SVM no contexto
matema´tico.
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4.1.1 SVMs lineares
Neste problema a ideia e´ procurar o hiperplano que separa melhor as classes. Tipicamente
ha´ muitos hiperplanos, mas escolhemos aquele que tem margem ma´xima, conhecido por
maximum margin hyperplane.
Formalmente, dado X como o conjunto de treino com n objetos xi ∈ X e com as respetivas
etiquetas yi ∈ Y , em que X e´ o conjunto de entrada e Y = {−1,+1} sa˜o as poss´ıveis etiquetas
(classes). X e´ linearmente separa´vel, se e´ poss´ıvel separar os objetos das classes -1 e +1 por
um hiperplano [21].
O hiperplano e´ calculado por:
h(x) = w.x + b (4.1)
em que, w.x e´ o produto escalar entre w e x, w ∈ X e´ o vetor normal ao hiperplano e 2||w|| e´
a distaˆncia do hiperplano em relac¸a˜o a` origem, com b ∈ R.
(a) (b)
Figura 4.1: (a) Ilustrac¸a˜o de hiperplano h(x), que separa linearmente as duas classes
{−1,+1}, (b) O melhor hiperplano e´ aquele que tem margem ma´xima e esta´ representado
pela linha azul.
4.1.2 SVMs na˜o lineares
Neste problema, SVM mapear o conjunto de treino do seu espac¸o original para um novo
espac¸o de maior dimensa˜o (multidimensional) [21, 35], depois procura-se o hiperplano, que
neste novo espac¸o, capaz de separar as classes. Calcular o produto interno neste espac¸o
novo e´ computacionalmente pesado, portanto, utiliza-se outra variante de kernel que em
vez de calcular os produtos internos num espac¸o multidimensional, aproveita o facto de que
K(x; z) = Φ(x).Φ(z), portanto simplesmente substituem-se os produtos internos por ca´lculos
do kernel, muito mais simples no espac¸o de entrada original (e muito menor) [35].
Um kernel e´ uma func¸a˜o K () tal que para todo x, z ∈ X
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(a) (b)
Figura 4.2: (a) Ilustrac¸a˜o de conjunto de dados e da fronteira de decisa˜o em duas dimenso˜es,
(b) Ilustrac¸a˜o do exemplo de transformac¸a˜o de duas dimenso˜es em treˆs dimenso˜es e fronteira
de decisa˜o.
K(x; z) = Φ(x).Φ(z) (4.2)
Em que Φ e´ mapeamento de espac¸o original X para um espac¸o novo com tamanho multidi-
mensional Z. Existem treˆs func¸o˜es de kernel mais conhecidas:
Gaussian Kernel:
K(Xi;Xj) = e
(
−‖xi−xj‖
2
2σ2
)
(4.3)
Kernel Polinomial de grau d:
K(Xi;Xj) = (Xi;Xj)
d (4.4)
Kernel radial:
K(Xi;Xj) = e
−γ‖Xi−Xj‖2 (4.5)
A raza˜o que nos leva a escolher o SVM e´ muito simples, porque o SVM como um algoritmo
de aprendizagem da ma´quina teve sucesso no problema de classificac¸a˜o especialmente no
problema com alta dimensionalidade, como por exemplo classificac¸a˜o de texto [11,20,34,37].
4.2 Medidas de Avaliac¸a˜o
Ha´ muitas medidas de avaliac¸a˜o da classificac¸a˜o, as mais utilizadas sa˜o nomeadamente
accuracy, taxa de erro, precision e recall, F-measure [24]. No nosso caso, utilizamos a
taxa de erro.
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Taxa de erro e´ para medir a proporc¸a˜o do erro de previsa˜o do modelo do classificador
[21, 35]. Portanto, formalmente, dado conjunto de teste, obtemos a previsa˜o com o modelo
de classificador, para calcular a taxa de erro (L0/1), precisamos a informac¸a˜o das verdadeiras
classes do conjunto do teste.
L0/1 =
1
Ntest
Ntest∑
i=1
I(hˆ0(Xi), Yi) (4.6)
Em que, I( ) e´ a func¸a˜o do indicador, se X=Y enta˜o I(X,Y)=0, caso contra´rio I(X,Y)=1,
hˆ0(Xi) valor de previsa˜o do caso i, Yi e´ a verdadeira classe do caso i. O valor de (L0/1) e´ variar
entre 0 e 1, quanto mais pro´ximo de 0 e´ considerado melhor erro. Outra maneira de calcular
o erro de classificador e´ utilizando matriz de confusa˜o [21], em que as linhas representam as
classes verdadeiras e as colunas representam as classes de previsa˜o. A matriz de confusa˜o M
tem dimensa˜o de k × k, k e´ o nu´mero classes. A diagonal desta matriz apresenta os acertos
do classificador e os outros elementos sa˜o os erros cometidos pelo classificador. Portanto,
para calcular o erro e´:
erro : 1−
∑
iMi,i∑
i,jMi,j
(4.7)
4.3 Procedimento da Avaliac¸a˜o
4.3.1 Procedimento da avaliac¸a˜o da extrac¸a˜o de opinia˜o
Depois de construir o modelo de classificac¸a˜o, e´ necessa´rio que avaliar o seu erro de classi-
ficac¸a˜o. Nesta avaliac¸a˜o basicamente e´ para saber a fiabilidade do nosso modelo. Para medir
estes erros e´ necessa´rio que responder as seguintes perguntas: qual o paraˆmetro utilizado
para medir o erro? -medida de avaliac¸a˜o (vejam na sec¸a˜o 4.2) e como avaliar? -me´todo da
avaliac¸a˜o
4.3.1.1 Validac¸a˜o cruzada (Cross-validation)
Existem muitos me´todos de avaliac¸a˜o da classificac¸a˜o, entre eles, me´todo Hold-Out em que
dividir aleatoriamente o conjunto em dois subconjuntos, 70% como conjunto de treino e 30%
como conjunto de teste [21, 24]. O Hold-Out e´ normalmente utilizado no caso em que o
conjunto de dados e´ razoavelmente grande.
Me´todo Random Subsampling, em que aleatoriamente escolher conjunto de teste e conjunto
de treino e repetir o va´rias vezes, no final calcular erro que corresponde a` me´dia dos erros
em cada repetic¸a˜o. Entretanto o mais interessante para o nosso problema e ja´ usaram no
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problema de classificac¸a˜o do texto [5], aprendizagem ativa [10,12,34] e extrac¸a˜o opinia˜o [30]
e´ me´todo Cross-Validation (validac¸a˜o Cruzada). A ideia de validac¸a˜o Cruzada e´ similar ao
Random subsampling, essencialmente consiste em k repetic¸o˜es de algumas parte de conjunto
de dados como conjunto de treino e o resto para testar [21]. Inicialmente, comec¸a por dividir
conjunto de dados em k subconjunto com mesmo tamanho, para cada subconjunto utilizado
como conjunto de teste e o resto de k-1 como conjunto de treino. Mais uma vez, vai produzir
o k erro, o erro final e´ calculado por me´dia pesada dos k.
4.3.2 Procedimento da avaliac¸a˜o da aprendizagem ativa
Para avaliar os treˆs algoritmos de aprendizagem ativa, no nosso caso, para cada AA (apren-
dizagem ativa) na primeira iterac¸a˜o selecionamos aleatoriamente dois casos para etiquetar
manualmente e depois treinamos o classificador (o nosso caso, utilizamos SVM como o
classificador). Em seguida previmos os restos dos exemplos, baseando nos resultados da
previsa˜o, comec¸amos por simplesmente selecionar os pro´ximos casos dependendo do crite´rio
de selec¸a˜o ou consulta de cada AA. Ja´ fala´mos no cap´ıtulo 3. Portanto, formalmente como
explica´mos em cima, utilizamos 5f-cv (5 folds-Cross validation) (utilizamos apenas 5f-cv
porque os conjuntos de dados sa˜o bastante grande, portanto seria muito lenta se utilizar mais
folds) para avaliar a fiabilidade do nosso modelo. Inicialmente, dividimos aleatoriamente o
conjunto de dados em 5 partes dos mesmos tamanhos. Basicamente no´s temos 5 iterac¸o˜es
(5f-cv), em cada iterac¸a˜o seleciona dois casos pre´-etiquetados (conjunto Li) para treinar o
classificador, hi; e testa´-lo com o conjunto na˜o etiquetado, Ui; depois baseando-se no me´todo
de cada aprendizagem, nomeadamente baseando-se na Confianc¸a, Distaˆncia, e D-confianc¸a,
seleciona dez casos para juntar com conjunto U. Guardamos sempre a taxa de erro de cada
iterac¸a˜o. Portanto ate´ etiquetar todos os casos na˜o etiquetados em U, ter´ıamos n taxa de
erro em que n e´ o nu´mero de iterac¸a˜o.
4.4 Os passos necessa´rios para cada te´cnica utilizada nesta
dissertac¸a˜o
Seguidamente apresentamos a explicac¸a˜o de cada te´cnica utilizada nesta dissertac¸a˜o:
1. Matriz de indexac¸a˜o para representar os documentos;
No nosso caso, antes de implementar a matriz de indexac¸a˜o, fizemos os pre´-processamentos
- remover Stopwords, remover pontuac¸a˜o, Stemming, espac¸os brancos e os Sparseterms.
Passos necessa´rios:
• Calcular o score para cada documento;
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• Implementar o pre´-processamento e representar os documentos com matriz de
indexac¸a˜o;
• Pre´-processamento sem Sparseterms;
• Pre´-processamento com Sparseterms de 97% ate´ 99%;
• Implementar SVM com 5f-cv;
2. Palavras postivas e negativas (PosNeg);
Nesta abordagem, aproveita´mos a lista de PosNeg de Liu e a lista das palavras de
negac¸a˜o (exemplo: don´t, not, doesn´t, didn’t ect.) para extrair os atributos interessan-
tes nos documentos. Ale´m disso, calcula´mos os scores. Utiza´mos os pre´-processamentos
como 1a abordagem.
Passos necessa´rios:
• Calcular o score para cada documento;
• Extrair os atributos interessantes baseandos na lista de Liu (positivos e negativos)
e lista de negac¸a˜o (exemplo: don´t, not, doesn´t, didn’t, ect.);
• Implementar o pre´-processamento e representar os documentos com matriz de
indexac¸a˜o;
• Pre´-processamento sem Sparseterms;
• Pre´-processamento com Sparseterms de 97% ate´ 99%;
• Criar novo conjunto de dados compostos por matriz de indexac¸a˜o, score e as
etiquetagens;
• Implementar SVM com 5f-cv.
3. Sino´nimos das palavras positivas e negativas
Nesta abordagem, aproveitamos as palavras extra´ıdas na 2a abordagem para enriquecer
os atributos atrave´s da procura dos seus sino´nimos na base de dados do WordNet.
Passos necessa´rios:
• Calcular o score para cada documento;
• Extrair os atributos interessantes baseandos na lista de Liu (positivos e negativos)
e lista de negac¸a˜o (exemplo: don´t, not, doesn´t, didn’t ect.);
• Enriquecer os atributos com os seus sino´nimos na base de dados do WordNet ;
• Implementar pre´-processamento e representar os documentos com Tf-Idf;
• Pre´-processamento sem Sparseterms;
• Pre´-processamento com Sparseterms de 97% ate´ 99%;
• Criar novo conjunto de dados compostos por matriz de indexac¸a˜o, score e as
etiquetagens;
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• Implementar SVM com 5f-cv.
Tivemos a falar sobre o algoritmo SVM, metodologia de avaliac¸a˜o como e´ que avaliar o
nosso resultado, medidas utilizadas e agora seguidamente vamos entrar na parte pra´tica,
designado como experieˆncia pra´tica e resultado do cap´ıtulo 5. Resumindamente, uma parte
sobre conjunto de dados utilizados, resultados dos classificac¸a˜o de texto e resultados dos
aprendizagem ativa.
Cap´ıtulo 5
Experieˆncias e Resultados
5.1 Conjuntos de Dados
Tabela 5.1: Conjunto de dados
Conjunto de Dados Nu´mero de Casos Distribuic¸a˜o das Classes
movie-review-data (polarity
dataset v1.0)
1400 positiva: 0.5
negativa: 0.5
Teacher Reviews 2893 good: 0.756
poor: 0.244
Music Reviews 651 positive: 0.232
negative: 0.768
Airline Food Reviews 1389 positiva: 0.749
negativa: 0.251
Post-tagati Economia 579 positiva: 0.363
negativa: 0.637
Post-tagati Tecnologia 467 positiva: 0.237
negativa: 0.763
Post-tagati Environment 71 positiva: 0.437
negativa: 0.563
• Movie-Review-data (polarity dataset v1.0)
Este conjunto de dados encontra-se dispon´ıvel no:
(http://www.cs.cornell.edu/people/pabo/movie-review-data/). Foi o conjunto de da-
dos que utilizou por Pang [30] para fazer a sua experieˆncia. O conjunto de dados
composto por 700 casos positivos e 700 casos negativos.
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• Teacher Reviews
Conjunto de dados foi utilizado por Brett Drury, encontra-se dispon´ıvel no:
http://www.goo.gl/IHL6V, o conjunto de dados composto por 2893 casos, 2188 dos
casos Good e 701 dos casos Poor.
• Music Reviews
O conjunto de dados utilizado por Brett Drury, encontra-se dispon´ıvel no:
http://www.goo.gl/IHL6V, tem 651 casos, as classes positivas esta˜o com as etiquetas
de 3, 4 ou 5 (500 casos) e as classes negativas esta˜o com as etiquetas de 0 ao 2 (151
casos).
• Airline Food Reviews
O conjunto de dados utilizado por Brett Drury, encontra-se dispon´ıvel no:
http://www.goo.gl/IHL6V, tem 1389 casos, as classes positivas esta˜o com as etiquetas
de 7, 8, 9 ou 10 (1040 casos) e as classes negativas esta˜o com as etiquetas de 1, 2 ou 3
(349 casos).
• Post-tagati Economia
Este conjunto de dados e´ o problema do ePolicy, composto por 579 casos e origi-
nalmente o conjunto de dados estava classificado no ranking do seguinte, -2 ao 2.
Regularizou-se para duas classes, ranking entre -2 ate´ 0 classificamos como Negativo
(369 casos) e 1 ate´ 2 como classes Positivo (210 casos).
• Post-tagati Tecnologia
Este conjunto de dados e´ o problema do ePolicy, composto por 467 casos e origi-
nalmente o conjunto de dados estava classificado no ranking do seguinte, -2 ao 2.
Regularizou-se para duas classes, ranking entre -2 ate´ 0 classificamos como Negativo
(356 casos) e 1 ate´ 2 como classes Positivo (111 casos).
• Post-tagati Environment
Este conjunto de dados e´ o problema do ePolicy, composto por 71 casos e originalmente
o conjunto de dados estava classificado no ranking do seguinte, -2 ao 2. Regularizou-se
para duas classes, ranking entre -2 ate´ 0 classificamos como Negativo (40 casos) e 1
ate´ 2 como classes Positivo (31 casos).
5.2 Resultado das Te´cnicas de Extrac¸a˜o de Opinia˜o
A seguir encontra-se as tabelas com os resultados obtidos com os conjuntos utilizados. Como
referimos no cap´ıtulo anterior, utiliza´mos va´rios modelos de representac¸a˜o dos documentos
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na matrix de indexac¸a˜o (Tf, Bina´rio e Tf-Idf). Fizemos va´rios pre´-processamentos, nomeada-
mente TermSparse de 97% ao 99%, Na˜o usar TermSparse ou com paraˆmetro Default, Retirar
pontuac¸o˜es e Espac¸os brancos. Utiliza´mos tambe´m as te´cnicas lingu´ısticas: calcular os
Scores, utilizar so´ palavras positivas e negativas (PosNeg) para construir matriz de indexac¸a˜o.
Em gerar os resultados do erro variam de um conjunto de dados para outro conjunto de
dados. Ale´m disso os melhores resultados sa˜o obtidos com diferentes pre´-processamentos e
paraˆmetros consoante o conjunto de dados.
Os valores de erro obtido para os va´rios conjuntos de dados sa˜o todos melhores do que prever
a classe mais frequente (ver tabela 5.9). Sa˜o tambe´m compara´veis com valores encontrados na
literatura, quando dispon´ıveis. os valores NA presentes nas tabelas indicam que a execuc¸a˜o
do algoritmo na˜o foi poss´ıvel devido ao elevado nu´mero de atributos ou porque se atinjem o
limite da memo´ria dispon´ıvel.
5.2.1 Movie-Review-data (polarity dataset v1.0)
Este conjunto de dados foi utilizado por Pang [30] na sua experieˆncia. Os resultados da
experieˆncia dele foi melhor do que nosso, mas em condic¸o˜es experimentais na˜o exatamente
iguais a`s nossas. O nosso resultado e´ 0.1829 de erro (utilizando o modelo Tf-Idf, os passos
de pre´-processamento Termsparse (97%), Stemming e Stopwords e a te´cnica lingu´ıstica de
score). O valor de erro obtido prevendo sempre a classe mais frequente e´ de 0.5, claramente
pior do que o nosso melhor modelo de classificac¸a˜o. O resultado esta´ na tabela 5.2.
Tabela 5.2: Movie Pang (modelo base)
BoW PosNeg Sino´nimos
Peso /pre´-processamento Tf Bin Tf-Idf Tf Bin Tf-Idf Tf Bin Tf-Idf
Default NA NA NA 0.3436 0.5329 0.5329 0.3436 0.5329 0.5329
TermSparse 99% 0.2607 NA 0.2050 0.2336 0.2043 0.2379 0.2336 0.2043 0.2379
TermSparse 98% 0.2300 0.1943 0.1907 0.2300 0.2264 0.2236 0.2300 0.2264 0.2236
TermSparse 97% 0.2229 0.1986 0.1914 0.2271 0.2129 0.2171 0.2271 0.2129 0.2171
Default+score NA NA NA 0.3107 0.3207 0.3393 0.3107 0.3207 0.3393
TermSparse 99%+score 0.2514 NA 0.2050 0.2271 0.2007 0.2314 0.2271 0.2007 0.2314
TermSparse 98%+score 0.2207 0.1864 0.1893 0.2257 0.2207 0.2193 0.2257 0.2207 0.2193
TermSparse 97%+score 0.2164 0.1871 0.1829 0.2207 0.2071 0.2157 0.2207 0.2071 0.2157
5.2.2 Airlines Food Reviews
O erro para conjunto Airlines Food Reviews e´ 0.2036, utilizando o modelo Tf-Idf, os passos
de pre´-processamento Termsparse (98%), Stemming e Stopwords e a te´cnica lingu´ıstica de
score e palavras Positivas e Negativas. O valor de erro obtido prevendo sempre a classe mais
frequente e´ de 0.25, pior do que o nosso melhor modelo de classificac¸a˜o. O resultado esta´ na
tabela 5.3.
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Tabela 5.3: Airline Food Reviews
BoW PosNeg Sino´nimos
Peso /pre´-processamento Tf Bin Tf-Idf Tf Bin Tf-Idf Tf Bin Tf-Idf
Default 0.2513 0.2513 0.2513 0.2513 0.2513 0.2462 0.2513 0.2513 0.2462
TermSparse 99% 0.2455 0.2274 0.2361 0.2101 0.2188 0.2123 0.2101 0.2188 0.2123
TermSparse 98% 0.2166 0.2173 0.2274 0.2087 0.2094 0.2036 0.2087 0.2094 0.2036
TermSparse 97% 0.2188 0.2245 0.2325 0.2195 0.2231 0.2152 0.2195 0.2231 0.2152
Default+score 0.2513 0.2513 0.2513 0.2513 0.2513 0.2462 0.2513 0.2513 0.2462
TermSparse 99%+score 0.2455 0.2274 0.2361 0.2101 0.2181 0.2108 0.2101 0.2181 0.2108
TermSparse 98%+score 0.2166 0.2173 0.2282 0.2094 0.2087 0.2036 0.2094 0.2087 0.2036
TermSparse 97%+score 0.2195 0.2245 0.2325 0.2195 0.2238 0.2173 0.2195 0.2238 0.2173
5.2.3 Music Reviews
O erro para conjunto Music Reviews e´ 0.1538, utilizando o modelo Tf-Idf, os passos de pre´-
processamento Termsparse (97%), Stemming e Stopwords. O valor de erro obtido prevendo
sempre a classe mais frequente e´ de 0.23, pior do que o nosso melhor modelo de classificac¸a˜o.
O resultado esta´ na tabela 5.4.
Tabela 5.4: Music
BoW PosNeg Sino´nimos
Peso /pre´-processamento Tf Bin Tf-Idf Tf Bin Tf-Idf Tf Bin Tf-Idf
Default 0.2246 0.2323 0.2323 0.2323 0.2323 0.2323 0.2323 0.2323 0.2323
TermSparse 99% 0.2231 0.2015 0.2246 0.2200 0.2277 0.2246 0.2200 0.2277 0.2246
TermSparse 98% 0.2062 0.1846 0.1754 0.2077 0.2169 0.2200 0.2077 0.2169 0.2200
TermSparse 97% 0.2000 0.1769 0.1538 0.2338 0.2323 0.2492 0.2338 0.2323 0.2492
Default+score 0.2246 0.2323 0.2323 0.2323 0.2323 0.2323 0.2323 0.2323 0.2323
TermSparse 99%+score 0.2231 0.2015 0.2246 0.2200 0.2262 0.2277 0.2200 0.2262 0.2277
TermSparse 98%+score 0.2077 0.1846 0.1754 0.2077 0.2169 0.2231 0.2077 0.2169 0.2231
TermSparse 97%+score 0.2000 0.1769 0.1538 0.2354 0.2323 0.2446 0.2354 0.2323 0.2446
5.2.4 Teacher Reviews
O erro para conjunto Teacher Reviews e´ 0.1699, utilizando o modelo Tf-Idf, os passos de pre´-
processamento Termsparse (99%), Stemming e Stopwords e a te´cnica lingu´ıstica de score e
palavras positivas e negativas. O valor de erro obtido prevendo sempre a classe mais frequente
e´ de 0.24, pior do que o nosso melhor modelo de classificac¸a˜o. O resultado esta´ na tabela
5.5.
Tabela 5.5: Teacher
BoW PosNeg Sino´nimos
Peso /pre´-processamento Tf Bin Tf-Idf Tf Bin Tf-Idf Tf Bin Tf-Idf
Default NA NA NA 0.2377 0.2429 0.2391 0.2377 0.2429 0.2391
TermSparse 99% 0.9983 0.9983 0.9983 0.1727 0.1768 0.1699 0.1727 0.1768 0.1699
TermSparse 98% 0.9979 0.9983 0.9983 0.1789 0.1799 0.1844 0.1789 0.1799 0.1844
TermSparse 97% 0.9983 0.9983 0.9983 0.1889 0.1920 0.1889 0.1889 0.1920 0.1889
Default+score NA NA NA 0.2377 0.2426 0.2391 0.2377 0.2426 0.2391
TermSparse 99%+score 0.9983 0.9983 0.9983 0.1716 0.1761 0.1699 0.1716 0.1761 0.1699
TermSparse 98%+score 0.9986 0.9983 0.9983 0.1789 0.1792 0.1841 0.1789 0.1792 0.1841
TermSparse 97%+score 0.9983 0.9983 0.9983 0.1896 0.1913 0.1900 0.1896 0.1913 0.1900
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5.2.5 Post-tagati Economia
O erro para este conjunto de dados e´ 0.3130, utilizando o modelo Tf-Idf, os passos de pre´-
processamento Termsparse (98%), Stemming e Stopwords. O valor de erro obtido prevendo
sempre a classe mais frequente e´ de 0.36, pior do que o nosso melhor modelo de classificac¸a˜o.
O resultado esta´ na tabela 5.6.
Tabela 5.6: Post-tagati Economia
BoW PosNeg
Peso /pre´-processamento Tf Bin Tf-Idf Tf Bin Tf-Idf
Default NA NA NA 0.3652 0.3652 0.3652
TermSparse 99% 0.3357 0.3270 0.3165 0.3478 0.3478 0.3304
TermSparse 98% 0.3287 0.3235 0.3130 0.3635 0.3739 0.3530
TermSparse 97% 0.3287 0.3217 0.3287 0.3652 0.3809 0.3461
Default+score NA NA NA 0.3670 0.3670 0.3670
TermSparse 99%+score 0.3357 0.3270 0.3165 0.3496 0.3443 0.3357
TermSparse 98%+score 0.3287 0.3235 0.3130 0.3600 0.3687 0.3548
TermSparse 97%+score 0.3287 0.3217 0.3339 0.3670 0.3826 0.3357
5.2.6 Post-tagati Tecnologia
O erro para este conjunto de dados e´ 0.1935, utilizando o modelo Tf-Idf, os passos de pre´-
processamento Termsparse (99%), Stemming e Stopwords. O valor de erro obtido prevendo
sempre a classe mais frequente e´ de 0.24, pior do que o nosso melhor modelo de classificac¸a˜o.
O resultado esta´ na tabela 5.7.
Tabela 5.7: Post-tagati Tecnologia
BoW PosNeg
Peso /pre´-processamento Tf Bin Tf-Idf Tf Bin Tf-Idf
Default 0.2387 0.2387 0.2387 0.2387 0.2387 0.2387
TermSparse 99% 0.2129 0.2129 0.1935 0.2452 0.2452 0.2387
TermSparse 98% 0.2194 0.2194 0.2108 0.2344 0.2366 0.2409
TermSparse 97% 0.2215 0.2172 0.2129 0.2409 0.2473 0.2409
Default+score 0.2387 0.2387 0.2387 0.2387 0.2387 0.2387
TermSparse 99%+score 0.2129 0.2129 0.1957 0.2452 0.2473 0.2387
TermSparse 98%+score 0.2194 0.2194 0.2108 0.2344 0.2366 0.2409
TermSparse 97%+score 0.2215 0.2172 0.2129 0.2409 0.2473 0.2430
5.2.7 Post-tagati Environment
O erro para este conjunto de dados e´ 0.4143, utilizando o modelo Bina´rio, os passos de pre´-
processamento Termsparse (97%), Stemming e Stopwords. O valor de erro obtido prevendo
sempre a classe mais frequente e´ de 0.44, pior do que o nosso melhor modelo de classificac¸a˜o.
O resultado esta´ na tabela 5.8.
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Tabela 5.8: Post-tagati Environment
BoW PosNeg
Peso /pre´-processamento Tf Bin Tf-Idf Tf Bin Tf-Idf
Default 0.4286 0.4286 0.4286 0.4286 0.4286 0.4286
TermSparse 99% 0.4286 0.4286 0.4286 0.4286 0.4286 0.4286
TermSparse 98% 0.4286 0.4286 0.4286 0.4286 0.4286 0.4286
TermSparse 97% 0.4571 0.4143 0.4571 0.4571 0.4143 0.4571
Default+score 0.4286 0.4286 0.4286 0.4286 0.4286 0.4286
TermSparse 99%+score 0.4286 0.4286 0.4286 0.4286 0.4286 0.4286
TermSparse 98%+score 0.4286 0.4286 0.4286 0.4286 0.4286 0.4286
TermSparse 97%+score 0.4714 0.4143 0.4571 0.4714 0.4143 0.4571
Tabela 5.9: Melhor Resultado
Conjunto de dados Melhor erro Peso Termsparse Stemming Stopwords Score PosNeg Erro default
Movie 0.1829 Tf-Idf 97% Sim Sim Na˜o Na˜o 0.50
Airlines 0.2036 Tf-Idf 98% Sim Sim Sim Na˜o 0.25
Music 0.1538 Tf-Idf 97% Sim Sim Na˜o Na˜o 0.23
Teacher 0.1699 Tf-Idf 99% Sim Sim Sim Sim 0.24
Post-tagati Economia 0.3130 Tf-Idf 98% Sim Sim Na˜o Na˜o 0.36
Post-tagati Tecnologia 0.1935 Tf-Idf 99% Sim Sim Na˜o Na˜o 0.24
Post-tagati Environment 0.4143 Bin 97% Sim Sim Na˜o Na˜o 0.44
5.3 Resultados das Te´cnicas de Aprendizagem Ativa
Encontram-se em baixo os resultados das experieˆncias utilizando te´cnicas de aprendizagem
ativa (AA), portanto cada subsecc¸a˜o e´ um problema em que mostra-se um gra´fico e as
respetivas explicac¸o˜es. As anotac¸o˜es utilizadas nos gra´ficos sa˜o: c como algoritmo de
Confianc¸a, dc como algoritmo de D-confianc¸a e ff como algoritmo de Distaˆncia.
5.3.1 Movie
Figura 5.1: Movie
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A figura 5.1, representa o resultado da te´cnica de AA do conjunto de dados Movie Reviews,
o eixo X representa os erros de previsa˜o, eixo Y reprenta as iterac¸o˜es (cada iterac¸a˜o seleciona
10 casos). Utilizando o modelo Tf-Idf, os passos de pre´-processamento Termsparse (97%),
Stemming e Stopwords e a te´cnica lingu´ıstica de Score.
Como podemos observar na figura 5.1, pode-se concluir que o algoritmo com melhor resultado
e´ o algoritmo Confianc¸a. A Confianc¸a consegue atingir 0.1052 de erro, na 84a iterac¸a˜o (por
volta de 832 casos etiquetados). A` medida que o conjunto de exemplos etiquetados cresce o
erro tende para o da abordagem supervisionada (baseline): 0.1829.
5.3.2 Airline
Figura 5.2: Airline
A figura 5.2, representa o resultado da te´cnica de AA do conjunto de dados Airline Food
Reviews, o eixo X representa os erros de previsa˜o, eixo Y reprenta as iterac¸o˜es (cada iterac¸a˜o
seleciona 10 casos). Utilizando o modelo Tf-Idf, os passos de pre´-processamento Termsparse
(98%), Stemming e Stopwords e a te´cnica lingu´ıstica de score e palavras Positivas e Negativas.
Como podemos observar na figura 5.2, o erro tende a baixar com o nu´mero de iterac¸o˜es para
as treˆs abordagens de AA. Neste conjunto a te´cnica D-confianc¸a tem melhores resultados. O
valor de mı´nimo de erro atingido e´ de 0.1449 (D-confianc¸a, iterac¸a˜o 74, ou seja 732 casos).
A` medida que o conjunto de exemplos etiquetados cresce o erro tende para o da abordagem
supervisionada (baseline): 0.2036. De qualquer das formas, o erro do baseline e´ atingido
com 392 casos (iterac¸a˜o 40) com D-confianc¸a e Distaˆncia.
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5.3.3 Music
Figura 5.3: Music
A figura 5.3, representa o resultado da te´cnica de AA do conjunto de dados Music Reviews,
o eixo X representa os erros de previsa˜o, eixo Y reprenta as iterac¸o˜es (cada iterac¸a˜o seleciona
10 casos). Utilizando o modelo Tf-Idf, os passos de pre´-processamento Termsparse (97%),
Stemming e Stopwords.
Como podemos observar na figura 5.3, o erro tende a baixar com o nu´mero de iterac¸o˜es para
as treˆs abordagens de AA, embora com oscilac¸o˜es grandes. Neste conjunto a te´cnica Con-
fianc¸a tem melhores resultados. O valor de mı´nimo de erro atingido e´ de 0.111 (Confianc¸a,
iterac¸a˜o 129, ou seja 1282 casos). A` medida que o conjunto de exemplos etiquetados cresce o
erro tende para o da abordagem supervisionada (baseline): 0.1538. De qualquer das formas,
o erro do baseline e´ atingido com 182 casos (iterac¸a˜o 19) com Confianc¸a.
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5.3.4 Teacher
Figura 5.4: Teacher
A figura 5.4, representa o resultado da te´cnica de AA do conjunto de dados Teacher Reviews,
o eixo X representa os erros de previsa˜o, eixo Y reprenta as iterac¸o˜es (cada iterac¸a˜o seleciona
10 casos). Utilizando o modelo Tf-Idf, os passos de pre´-processamento Termsparse (99%),
Stemming e Stopwords e a te´cnica lingu´ıstica de score e palavras positivas e negativas.
Neste caso tambe´m, como podemos observar na figura 5.4, o erro tende a baixar com o
nu´mero de iterac¸o˜es para as treˆs abordagens de AA, apesar de o fazer de forma pouco suave.
Neste conjunto a te´cnica Confianc¸a tem melhores resultados. O valor de mı´nimo de erro
atingido e´ de 0.111 (Confianc¸a, iterac¸a˜o 45, ou seja 442 casos). A` medida que o conjunto
de exemplos etiquetados cresce o erro tende para o da abordagem supervisionada (baseline):
0.1699. De qualquer das formas, o erro do baseline e´ atingido com 422 casos (iterac¸a˜o 43)
com Confianc¸a.
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5.3.5 Post-tagati economia
Figura 5.5: Post-tagati Economia
A figura 5.5, representa o resultado da te´cnica de AA do conjunto de dados Post-tagati
economia, o eixo X representa os erros de previsa˜o, eixo Y reprenta as iterac¸o˜es (cada
iterac¸a˜o seleciona 10 casos). Utilizando o modelo Tf-Idf, os passos de pre´-processamento
Termsparse (98%), Stemming e Stopwords.
Como podemos observar na figura 5.5, o erro tende a baixar com o nu´mero de iterac¸o˜es para
as treˆs abordagens de AA. Neste conjunto a te´cnica Confianc¸a tem melhores resultados. O
valor de mı´nimo de erro atingido e´ de 0.281 (Confianc¸a, iterac¸a˜o 42, ou seja 412 casos). A`
medida que o conjunto de exemplos etiquetados cresce o erro tende para o da abordagem
supervisionada (baseline): 0.3130. De qualquer das formas, o erro do baseline e´ atingido
com 162 casos (iterac¸a˜o 17) com Confianc¸a.
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5.3.6 Post-tagati tecnologia
Figura 5.6: Post-tagati Tecnologia
A figura 5.6, representa o resultado da te´cnica de AA do conjunto de dados Post-tagati
Tecnologia, o eixo X representa os erros de previsa˜o, eixo Y reprenta as iterac¸o˜es (cada
iterac¸a˜o seleciona 10 casos). Utilizando o modelo Tf-Idf, os passos de pre´-processamento
Termsparse (99%), Stemming e Stopwords.
Como podemos observar na figura 5.6, o erro tende a baixar com o nu´mero de iterac¸o˜es para
as treˆs abordagens de AA. Neste conjunto a te´cnica Confianc¸a tem melhores resultados. O
valor de mı´nimo de erro atingido e´ de 0.178 (Confianc¸a, iterac¸a˜o 28, ou seja 272 casos). A`
medida que o conjunto de exemplos etiquetados cresce o erro tende para o da abordagem
supervisionada (baseline): 0.1935. De qualquer das formas, o erro do baseline e´ atingido
com 202 casos (iterac¸a˜o 21) com Confianc¸a.
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5.3.7 Post-tagati environment
Figura 5.7: Post-tagati Environment
A figura 5.7, representa o resultado da te´cnica de AA do conjunto de dados Post-tagati
Environment, o eixo X representa os erros de previsa˜o, eixo Y reprenta as iterac¸o˜es (cada
iterac¸a˜o seleciona 3 casos). Utilizando o modelo Bina´rio, os passos de pre´-processamento
Termsparse (97%), Stemming e Stopwords.
Este conjunto de dados e´ o conjunto de dados mais pequeno dos outros. Utilizou-se o query
para cada caso mas na˜o resultou num melhor resultado, portanto optou-se por utilizar query
de 3 casos.
Como podemos observar na figura 5.7, a te´cnica D-confianc¸a parace ter melhores resultados.
O primeiro mı´nimo local abaixo do baseline e´ de 0.361 (D-confianc¸a, iterac¸a˜o 5, ou seja 12
casos). A` medida que o conjunto de exemplos etiquetados cresce o erro tende para o da
abordagem supervisionada (baseline): 0.4143. De qualquer das formas, o erro do baseline e´
atingido com 145 casos (iterac¸a˜o 51) com Confianc¸a.
5.3.8 Resumo do resultado de aprendizagem ativa
Na maioria dos problemas, a Confianc¸a produz melhores resultados comparando com a
D-confianc¸a e a Distaˆncia. Em certos problemas, como se mostra nesta dissertac¸a˜o, a D-
confianc¸a tem melhores resultados. Enquanto a Distaˆncia na˜o tem melhores resultados para
nenhum dos problemas. A confianc¸a tem melhores resultados em problemas: Movie, Music,
Teacher, Post-tagati economia, Post-tagati tecnologia. Enquanto D-confianc¸a tem melhores
resultados em problemas: Airlines e Post-tagati environment.
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Os erros de AA ultrapassam os erros de baseline (erro de te´cnica supervisionada), significa
que com AA podemos selecionar os melhores casos para conjunto de treino. Algumas ex-
perieˆncias (Movie, Airlines, Music, Teacher, Post-tagati economia e Post-tagati tecnologia)
sugerem que uma boa selec¸a˜o de exemplos pode melhorar bastante a capacidade preditiva do
modelo baseline. Este resultado pode ser explorado para se obterem melhores classificadores
de opinia˜o. Em particular, podemos utilizar crite´rios de paragem de active learning para
decidir qual o melhor sub conjunto de exemplos a utilizar na construc¸a˜o do classificador de
opinia˜o [12].
Em conjuntos pequenos como por exemplo conjunto de Post-tagati environment, na˜o e´ fa´cil
observar o efeito da selec¸a˜o de exemplos feita pela aprendizagem ativa. De qualquer das
formas, as te´cnicas de AA sa˜o u´teis precisamente em tarefas com um elevado nu´mero de
exemplos.
Cap´ıtulo 6
Conclusa˜o e Trabalho Futuro
6.1 Conclusa˜o
6.1.1 Contribuic¸a˜o de trabalho
A nossa principal contribuic¸a˜o foi a obtenc¸a˜o de resultados experimentais a partir da aplicac¸a˜o
de aprendizagem ativa a problemas de extrac¸a˜o de opinia˜o. Em particular aplica´mos a nova
te´cnica de D-confianc¸a, que ja´ tinha mostrado bons resulatdos noutro tipo de problemas.
Fizemos tambe´m um grande nu´mero de experieˆncias em extrac¸a˜o de opinia˜o combinando
a utilizac¸a˜o de modelos vetoriais (Bina´rio, Tf e Tf-Idf) com diferentes me´todos de pre´-
processamento e te´cnicas lingu´ısticas.
6.1.2 Conclusa˜o de trabalho
Neste trabalho, explora´mos te´cnicas de extrac¸a˜o de conhecimento de texto e de extrac¸a˜o de
opinia˜o sobre alguns conjuntos de textos. Tambe´m obtivemos resultados experimentais com
treˆs te´cnicas de aprendizagem ativa nesses problemas de extrac¸a˜o de opinia˜o.
Em relac¸a˜o a` extrac¸a˜o de opinia˜o, os resultados variam de um pre´-processamento para outro,
mas maioriatariamente obte´m-se melhores resultados com modelo Tf-Idf. Os conjuntos de
dados Movie, Airline, Music, Teacher, Post-tagati economia e Post-tagati tecnologia sa˜o
aqueles que obteˆm melhores resultados com Tf-Idf, o u´nico conjunto de dados que obte´m um
melhor resultado com o Bina´rio e´ o conjunto de dados Post-tagati environment. A utilizac¸a˜o
de sparseterm e´ muito importante, com esta te´cnica, reduz-se o nu´mero de atributos, o
que significa a utilizac¸a˜o de menores recursos computacionais. Em certos problemas, ao
representar os documentos so´ com palavras positivas e negativas obtemos melhores resultados
do que utilizando todas as palavras. E´ o caso dos problemas Airline Food Reviews e Teacher
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Reviews. A utilizac¸a˜o de extrac¸a˜o de sino´nimos na base de dados WordNet na˜o melhora os
resultados na maioria dos casos, embora tambe´m na˜o piore.
Entretando, relativamente a` aprendizagem ativa (AA), as experieˆncias mostram que, na
maioria dos conjuntos de dados podemos reduzir significativamente o nu´mero de exemplos
necessa´rios para obter um classificador compara´vel ao que se obte´m a partir de todos os
exemplos. Os erros de AA ultrapassam os erros de baseline (erro de te´cnica supervisio-
nada), significa que com AA podemos selecionar os melhores casos para conjunto de treino.
Algumas experieˆncias (Movie, Airlines, Music, Teacher, Post-tagati economia e Post-tagati
tecnologia) sugerem que uma boa selec¸a˜o de exemplos pode melhorar bastante a capacidade
preditiva do modelo baseline. Este resultado pode ser explorado para se obterem melhores
classificadores de opinia˜o.
6.2 Trabalho Futuro
• Crite´rio de Paragem.
Nas nossas experieˆncias vimos que a utilizac¸a˜o de determinados exemplos pode piorar
o erro dos classificadores de opinia˜o. Poderemos enta˜o utilizar crite´rios de paragem de
aprendizagem ativa para selecionar subconjuntos dos exemplos etiquetados para que
se possa maximizar o desempenho preditivo dos classificadores. No nosso caso, infeliz-
mente, na˜o tivemos oportunidade para investigar este assunto, portanto, colocamo-lo
como o trabalho a desenvolver no futuro pro´ximo.
• Proto´tipo
Colocamos tambe´m nos trabalhos futuros, criar um proto´tipo para classificac¸a˜o de ex-
trac¸a˜o de opinia˜o com a te´cnica de aprendizagem ativa. A ideia e´ desenhar um sistema
que sirva para etiquetar os documentos e classificar os documentos automaticamente.
Apeˆndice A
Abreviaturas e Acro´nimos
5f-cv 5 folds-Cross Validation
AA Aprendizagem Ativa
bin Bina´rio
Bow Bag of Word
C Classe
Ci O conjunto das classes conhecidas no Li
ClassDist(uj ; ck) Distaˆncia individual entre cada par dos casos
Confi(uj , ck) As confiancas posteriores na classe ck dado caso uj
d ∈ D Sub documento de Documentos
D-confianca Distancia-Confianc¸a
D Documentos
dist(uj ; ck) A distaˆncia agregada para classe conhecida
DocFreq(w) O numero de documentos que contem a palavra w
ePolicy Engineering the POlicy-making LIfe CYcle
ET Extrac¸a˜o de Texto
hi Modelo de classificador na iterac¸a˜o i
hits Numero de acertos
I() Func¸a˜o de indicador
i Iterac¸a˜o
JJ Adjective
K Numero de Classes
k Numero de partic¸a˜o de k-folds Cross Validation
KFF Kernel Farthest-First
KNN K-Nearest-Neighbors
L Conjunto pequeno
L0/1 Error rate
Li Conjunto pequeno na iterac¸a˜o i
N O numero de todos os documentos
n Numero de iterac¸a˜o da avaliacao de aprendizagem ativa
NN Noun, singular or mass
NNS Noun, plural
PMI Pointwise Mutual Information
POS Part-of-speech
posneg Positivo e negativo
Pr(ti|C) Probabilidade condicionada do termo ti na classe C
qi Query na iterac¸a˜o i
RB Adverb
RBR Adverb, comparative
RBS Adverb, superlative
SO Orientac¸a˜o semA˜ntica
SVM Support Vector machine
TermFreq(w, d) A frequeˆncia de uma palavra do documento
TF-IDF Term Frequency- inverse document frequency
Tf Term Frequency
ti Um termo
U Conjunto nao etiquetado
Ui Conjunto W - Conjunto Li
VB Verb, base form
VBD Verb, past tense
VBG Verb, gerund or present participle
VBN Verb, past participle
w Word (palavra)
W working set
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