Let F be a nonlinear map in a real Hilbert space H.
Introduction
The emphasis in this paper is on the demonstration of the power of the DSM (dynamical system method) introduced and applied to solving nonlinear operator equations in [3] . In this short note we give a new proof of an Hadamard-type theorem on global homeomorphisms and a sufficient condition for surjectivity of a nonlinear map in a Hilbert space. In both cases the proof is based on the dynamical systems method (DSM). Although the global homeomorphism theorem that we prove is not new, but its proof is much shorter and simpler than the published ones (cf [2] for example).
J. Hadamard [1] proved that a smooth map F :
n , where F (j) denotes the Frèchet derivative, is a global homeomorphism of R n onto R n . This result was generalized to Hilbert and Banach spaces under the weaker condition
where a > 0 and b > 0 are constants and u is any element of the space (see [2] and references therein). Published proofs of such a result are relatively long (cf. [2] ). In [3] the DSM (dynamical systems method) was developed as a tool for a study of nonlinear operator equations. The aim of this paper is to apply the DSM for a proof of the following: Theorem 1.1. Assume that F : H → H is a map in a real Hilbert space and
where R > 0 is arbitrary and u 0 is an element of H. If 
Proofs
Consider the probleṁ
where f ∈ H is an arbitrary given element. From (1.2) and (1.3) it follows that (2.1) has a unique local solution. Using (1.4) we prove that this solution is global, i.e., exists for all t > 0, by proving a uniform bound sup t>0 u(t) < c. By c various positive constants are denoted. Furthermore, we prove that u(∞) := lim t→∞ u(t) exists, and F (u(∞)) = f . Here f ∈ H is arbitrary, so F is surjective. The above scheme is the dynamical systems method (DSM). Let us give the details. Denote F (u(t)) − f := g(t). Then, by (2.1) gġ = −g 2 , so g(t) ≤ g(0)e −t , and
If the solution u(t) does not leave the ball B(u 0 , R) for all times, then u(t) exists for all t > 0. Integrating (2.2) yields u(t) − u(0) ≤ m(R)g(0). If there is an R > 0 such that
3) then u(t) ∈ B(u 0 , R) ∀t > 0, so u(t) is the global solution to (2.1). Condition (1.4) guarantees that for any fixed u 0 there is an R > 0 such that (2.3) holds. For this R one has u(t) ∈ B(u 0 , R) ∀t > 0, there exists u(∞), the following estimate holds:
and, passing to the limit t → ∞ in (2.1) yields F (u(∞)) = f . This proves the surjectivity of F . Thus u(t) ∈ B(u 0 , c 2 ). It is well known and easy to prove that condition (1.3) implies that F is a local homeomorphism, i.e., F maps a neighborhood of any point u ∈ H homeomorphically onto a neighborhood of a point F (u). From (2.1) and the estimate u ≤ c 2 e −t we conclude as above that F is surjective. Therefore, in order to prove that F is a global homeomorphism of H onto H it is sufficient to prove that
The idea of our proof is to consider the path (1 − s)u 0 + sv := w(s) := u(0, w(s)) := u(0, s) from u 0 to v and to construct the solution u(t, w(s)) := u(t, s) to (2.1) with the initial data w(s) replacing u 0 , and then to show that u(∞, s) = u for each s and to conclude that v = u(∞, 1) = u. In this step we use the assumption(1.3) which implies that F is a local homeomorphism: if F (u(∞, s)) = F (u(∞, s + σ)) = f and ||u(∞, s) − u(∞, s + σ)|| is sufficiently small, then u(∞, s) = u(∞, s + σ) provided that F is a local homeomorphism.
Let us give the details. If s = 0 then we have u(∞, 0) = u. If σ is small, then
where c > 0 does not depend on s, r, and t, and σ > 0 does not depend on s. We prove (2.7) below. If (2.7) holds, then u(∞, s + σ) − u(∞, s) is arbitrarily small if u(0, s + σ) − u(0, s) := δ is sufficiently small. Since F (u(∞, s + σ)) = F (u(∞, s)) = f , and since F is a local homeomorphism, it follows that u(∞, s + σ) = u(∞, s). Since u(∞, 0) = u, and since σ > 0 does not depend on s, then in finite number of steps one gets to the point s + σ = 1 and concludes that u = u(∞, s) = u(∞, 1) = v, 0 ≤ s ≤ 1. Thus, to complete the proof we have to check (2.7). Denote x(t) := u(t, s + σ) − u(t, s) := z − y, and x(t) := η(t). Then, using (2.6) and (1.2), one gets:
where c > 0 is a constant and we have used the formulas:
Since η ≥ 0, one gets from (2.8) the inequalitẏ η ≤ −η + cη 2 + ce −t η, η(0) = δ. This implies (2.7). Theorem 1.1 is proved. 2
