Solvability of a neutral differential equation with deviated argument  by El-Sayed, Wagdy G.
J. Math. Anal. Appl. 327 (2007) 342–350
www.elsevier.com/locate/jmaa
Solvability of a neutral differential equation
with deviated argument
Wagdy G. El-Sayed
Department of Mathematics, Faculty of Science, Alexandria University, Alexandria, Egypt
Received 24 January 2006
Available online 15 May 2006
Submitted by L. Chen
Abstract
The paper contains theorem on the existence and asymptotic characterization of solutions of a differential
equation of neutral type with deviated argument. The mentioned differential equation admits both delayed
and advanced arguments. In our considerations we use the technique linking measures of noncompactness
with the classical Schauder fixed point principle.
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1. Introduction
The theory of differential equations with deviated argument is very important and significant
branch of nonlinear analysis. It is worthwhile mentioning that differential equations with deviated
argument appear often in investigations connected with mathematical physics, mechanics, engi-
neering, economics and so on (cf. [1,5,7,10,12,16,17], for example). One of the basic problems
considered in the theory of differential equations with deviated argument is to establish conve-
nient conditions guaranteeing the existence of solutions of those equations. It is well known that
existence of solutions of equations of such a type depends strongly on the size of the delay or
advance of the arguments involved in those equations.
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W.G. El-Sayed / J. Math. Anal. Appl. 327 (2007) 342–350 343In this paper we will study the solvability of the following differential equation with deviated
argument of neutral type
x′(t) = f (t, x(H(t)), x′(h(t))), (1.1)
where t ∈ R+ = [0,∞). We will assume that the function x = x(t) being a solution of Eq. (1.1)
satisfies the following initial condition
x(0) = 0. (1.2)
Observe that the problem (1.1)–(1.2) contains a lot of special types of functional-differential
equations.
In what follows we will prove that under some conditions the problem (1.1)–(1.2) has a so-
lution in some Banach function space. Using the technique of measures of noncompactness in
conjunction with Schauder fixed point theorem we will be able to prove our existence result
under rather general assumptions being convenient in applications.
On the other hand the mentioned technique enables us to obtain asymptotic characterization of
solutions of the problem (1.1)–(1.2). The result obtained here generalizes several ones obtained
earlier by many authors (cf. [1,2,4,5,8,11–15,18], for instance).
2. Notation, definitions and auxiliary facts
In this section we collect some facts needed in our further investigations. Suppose E is a
real Banach space with the norm ‖.‖ and the zero element θ . Denote by B(x, r) the closed ball
centered at x and with radius r . We write Br for the ball B(θ, r). If X is a subset of E then
the symbols X¯ and ConvX stand for the closure and convex closure of X, respectively. Further,
let mE denote the family of all nonempty and bounded subsets of E and by nE its subfamily
consisting of all relatively compact sets.
Following [6] we accept the following definition of the notion of a measure of noncompact-
ness.
Definition 1. A mapping μ :mE → R+ is said to be a measure of noncompactness in the space E
if it satisfies the following conditions:
(1) the family kerμ = {X ∈ mE : μ(X) = 0} is nonempty and kerμ ⊂ nE ;
(2) X ⊂ Y ⇒ μ(X) μ(Y );
(3) μ(X¯) = μ(ConvX) = μ(X);
(4) μ(λX + (1 − λ)Y ) λμ(X) + (1 − λ)μ(Y ) for λ ∈ [0,1];
(5) if (Xn) is a sequence of closed sets from mE such that Xn+1 ⊂ Xn for n = 1,2, . . . , and if
limn→∞ μ(Xn) = 0 then the set X∞ =⋂∞n=1 Xn is nonempty.
The family kerμ defined in (1) is called the kernel of the measure of noncompactness μ.
Remark 1. Let us mention that the intersection set X∞ from (5) is a member of the kernel of the
measure of noncompactness μ. Indeed, from the inequality μ(X∞) μ(Xn) for n = 1,2, . . . we
infer that μ(X∞) = 0, so X∞ ∈ kerμ. This property of the intersection set X∞ will be crucial in
our further considerations.
Further facts concerning measures of noncompactness and their properties may be found
in [6].
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interval R+ with real positive values. We will denote by C(R+,p(t)) = Cp the Banach space
consisting of all real functions x = x(t) defined, continuous on R+ and such that
sup
{∣∣x(t)∣∣p(t): t  0}< ∞.
The space Cp will be equipped with the following classical norm
‖x‖ = sup{∣∣x(t)∣∣p(t): t  0}
(cf. [6,9] for details).
Now we recollect the definition of the measure of noncompactness in the space Cp which will
be used in the sequel [3,6]. Let X be a nonempty bounded subset of the space Cp . Fix a positive
number T . For x ∈ X and  > 0 denote by ωT (x, ) the modulus of continuity of the function x
(tempered by the function p) on the interval [0, T ], i.e.,
ωT (x, ) = sup{∣∣x(t)p(t) − x(s)p(s)∣∣: t, s ∈ [0, T ], |t − s| }.
Further, let us put:
ωT (X, ) = sup{ωT (x, ): x ∈ X},
ωT0 (X) = lim
→0ω
T (X, ),
ω0(X) = lim
T →∞ω
T
0 (X).
Moreover, we put
b(X) = lim
T →∞
{
sup
x∈X
{
sup
{∣∣x(t)∣∣p(t): t  T }}}.
Finally, let us define the function μ on the family mcp by formula
μ(X) = ω0(X) + b(X). (2.1)
It may be shown that the function μ is the measure of noncompactness in the space Cp [3,6].
The kernel kerμ is the family of all bounded sets X such that functions from X are locally
equicontinuous on R+ and such that limt→∞ x(t)p(t) = 0 uniformly with respect to the set X,
i.e., for each  > 0 there exists T > 0 with the property that |x(t)|p(t)   for t  T and for
x ∈ X. This property will be important for our further study.
Finally, assume that x is a real function defined and continuous on R+. For T > 0 devote by
νT (x, ) the (usual) modulus of continuity of the function x on the interval [0, T ]:
νT (x, ) = sup{∣∣x(t) − x(s)∣∣: t, s ∈ [0, T ], |t − s| }.
3. Main result
This section is devoted to the study of the differential equation with deviating argument (1.1)
with the initial condition (1.2). The problem (1.1)–(1.2) will be investigated under the following
assumptions:
(i) The function f :R+ × R × R → R is continuous and∣∣f (t, x, y1) − f (t, x, y2)∣∣ k|y1 − y2|
for all t ∈ R+ and x, y1, y2 ∈ R, where k  0 is some constant.
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limt→∞ sup(t − h(t)) = ∞.
(iii) H :R+ → R+ is continuous and such that H(0) = 0, limt→∞ H(t) = ∞ and H(t) 
m exph(t) for t  0, where m > 0 is a constant.
(iv) There exists a continuous function a(t) = a :R+ → R+ such that a(t) → 0 as t → ∞ and∣∣f (t, x,0)∣∣ a(t) exph(t) + |x| exp(−H(t))
for t ∈ R+ and x ∈ R.
Now, let us put y(t) = x′(t). Then Eq. (1.1) with initial condition (1.2) is equivalent to the
following functional-integral equation
y(t) = f
(
t,
H(t)∫
0
y(s) ds, y
(
h(t)
))
. (3.1)
Now we can formulate our main result.
Theorem 1. Under the assumptions (i)–(iv), if additionally k +m < 1, Eq. (3.1) has at least one
solution y ∈ C(R+, exp(−h(t))) such that limt→∞ y(t) exp(−h(t)) = 0.
Proof. Consider the operator F defined on the space Ch = C(R+, exp(−h(t))) by the formula
(Fy)(t) = f
(
t,
H(t)∫
0
y(s) ds, y
(
h(t)
))
, t  0.
Obviously, the function Fy is continuous on the interval R+. Moreover, in view of our assump-
tions for arbitrarily fixed y ∈ Ch and t ∈ R+ we obtain:∣∣(Fy)(t)∣∣ exp(−h(t))

∣∣∣∣∣f
(
t,
H(t)∫
0
y(s) ds, y
(
h(t)
))∣∣∣∣∣ exp(−h(t))

∣∣∣∣∣f
(
t,
H(t)∫
0
y(s) ds, y
(
h(t)
))− f
(
t,
H(t)∫
0
y(s) ds,0
)∣∣∣∣∣ exp(−h(t))
+
∣∣∣∣∣f
(
t,
H(t)∫
0
y(s) ds,0
)∣∣∣∣∣ exp(−h(t))
 k
∣∣y(h(t))∣∣ exp(−h(t))+ a(t) exp(h(t)) exp(−h(t))
+
∣∣∣∣∣
H(t)∫
0
y(s) ds
∣∣∣∣∣ exp(−H(t)) exp(−h(t))
 a(t) + k∣∣y(h(t))∣∣ exp(−h(h(t)))
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( H(t)∫
0
‖y‖ exp(h(s))ds
)
exp
(−H(t)) exp(−h(t))
 a(t) + k‖y‖ + ‖y‖H(t) exp(h(H(t))) exp(−H(t)) exp(−h(t))
A + k‖y‖ + ‖y‖m exp(h(t)) exp(−h(t)) exp(h(H(t))− H(t))
A + k‖y‖ + m‖y‖ = A + (k + m)‖y‖,
where A = sup{a(t): t  0}. Obviously A < ∞ in view of the hypothesis (iv). The obtained
estimate shows that Fy is bounded on R+. This fact in conjunction with the continuity of Fy on
R+ yields that F transforms the space Ch into itself. Moreover, for r = A/[1− (k+m)] we have
that F maps the ball Br into itself.
In what follows let us take a nonempty subset Y of the ball Br . Fix T > 0 and take an arbitrary
function y ∈ Y . Then, evaluating similarly as before, for a fixed t , t  T , we get:∣∣(Fy)(t)∣∣ exp(−h(t))
 a(t) + k∣∣y(h(t))∣∣ exp(−h(h(t)))+ exp(−H(t)) exp(−h(t))
H(t)∫
0
∣∣y(s)∣∣ds
 sup
{
a(τ): τ  T
}+ k sup{∣∣y(t)| exp(−h(t)): t  h(T )}
+ sup
{
r exp
(−H(t)) exp(−h(t))
H(t)∫
0
exp
(
h(s)
)
ds: t  T
}
 sup
{
a(τ): τ  T
}+ k sup{∣∣y(t)∣∣ exp(−h(t)): t  h(T )}
+ sup{r[exp(h(H(t))− H(t))]H(t) exp(−h(t)): t  T }
 sup
{
a(τ): τ  T
}+ k sup{∣∣y(t)∣∣ exp(−h(t)): t  h(T )}
+ mr sup{exp(h(H(t))− H(t)): t  T }.
Hence, taking into account the assumptions (ii)–(iv), we obtain
b(FY ) kb(Y ), (3.2)
where the index b(Y ) was defined in the previous section.
Next, let us fix T > 0 and  > 0. Take arbitrary t, s ∈ [0, T ] with |t − s| . Then we derive
the following chain of inequalities:∣∣(Fy)(t) − (Fy)(s)∣∣

∣∣∣∣∣f
(
t,
H(t)∫
0
y(τ) dτ, y
(
h(t)
))− f
(
s,
H(s)∫
0
y(τ) dτ, y
(
h(s)
))∣∣∣∣∣

∣∣∣∣∣f
(
t,
H(t)∫
0
y(τ) dτ, y
(
h(t)
))− f
(
t,
H(t)∫
0
y(τ) dτ, y
(
h(s)
))∣∣∣∣∣
+
∣∣∣∣∣f
(
t,
H(t)∫
y(τ) dτ, y
(
h(s)
))− f
(
s,
H(t)∫
y(τ) dτ, y
(
h(s)
))∣∣∣∣∣
0 0
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∣∣∣∣∣f
(
s,
H(t)∫
0
y(τ) dτ, y
(
h(s)
))− f
(
s,
H(s)∫
0
y(τ) dτ, y
(
h(s)
))∣∣∣∣∣
 k
∣∣y(h(t))− y(h(s))∣∣+ νT1 (f, ) + νT2 (f, ), (3.3)
where we denoted
νT1 (f, ) = sup
{∣∣f (t, x, y) − f (s, x, y)∣∣: t, s ∈ [0, T ], |t − s| ,
|x| r exp(m expT ), |y| r exph(T )},
νT2 (f, ) = sup
{∣∣f (t, x1, y) − f (t, x2, y)∣∣: t ∈ [0, T ], |x1|, |x2| r exp(m expT ),
|x1 − x2| rνT (H, ) exph(T ), |y| r exph(T )
}
.
Now, let us denote:
q() = νT1 (f, ) + νT2 (f, ).
From the uniform continuity of the function f (t, x, y) on compact subsets of R+ × R × R we
deduce that q() → 0 as  → 0. Further, on the base of (3.3) we get:∣∣(Fy)(t) exp(−h(t))− (Fy)(s) exp(−h(s))∣∣

∣∣(Fy)(t) exp(−h(t))− (Fy)(s) exp(−h(t))∣∣
+ ∣∣(Fy)(s) exp(−h(t))− (Fy)(s) exp(−h(s))∣∣
 k
∣∣y(h(t))− y(h(s))∣∣ exp(−h(t))+ q() exp(−h(t))
+ ∣∣(Fy)(s)∣∣∣∣exp(−h(t))− exp(−h(s))∣∣
 k
∣∣y(h(t))− y(h(s))∣∣ exp(−h(h(t)))+ q()
+ r exp(h(T ))νT (exp(−h(t)), )
 k
∣∣y(h(t)) exp(−h(h(t)))− y(h(s)) exp(−h(h(s)))∣∣
+ k∣∣y(h(s)) exp(−h(h(s)))− y(h(s)) exp(−h(h(t)))∣∣
+ q() + r exp(h(T ))νT (exp(−h(t)), )
 kωT
(
y, νT (h, )
)+ kr exp(h(h(T )))νT (exp(−h(h(t))), )
+ q() + r exp(h(T ))νT (exp(−h(t)), ).
Keeping in mind the uniform continuity of the functions t → exp(−h(t)) and t → exp(−h(h(t)))
on the interval [0, T ], from the above estimate we infer that
ωT0 (FY ) kωT0 (Y ).
Consequently
ω0(FY ) kω0(Y ). (3.4)
Now, linking (3.2) and (3.4) we obtain
μ(FY) kμ(Y ), (3.5)
where μ is the measure of noncompactness defined by formula (2.1).
Furthermore, let us consider the sequence of sets (Bnr ), where B1r = ConvF(Br),
B2r = ConvF(B1r ) and so on. Observe that all sets of this sequence are nonempty, bounded,
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seen that
μ
(
Bnr
)
 knμ(Br).
The above inequality in conjunction with the fact that k < 1 yields that limn→∞ μ(Bnr ) = 0. Thus,
from the axiom (5) of Definition 1 we infer that the set X = ⋂∞n=1 Bnr is nonempty, bounded,
closed and convex. Moreover, in view of Remark 1 we deduce that X ∈ kerμ. It should be also
noted that the operator F maps the set X into itself.
Now we show that F is continuous on the set X. To do this fix  > 0 and take arbitrary
functions x, y ∈ X such that ‖x − y‖  . Taking into account the fact that X ∈ kerμ and the
description of sets belonging to kerμ we can find T > 0 such that for each z ∈ X and t  T the
inequality |z(t)| exp(−h(t)) /2 is satisfied.
In what follows observe that in view of our assumptions, for an arbitrarily fixed t ∈ R+ we
obtain:∣∣(Fx)(t) − (Fy)(t)∣∣

∣∣∣∣∣f
(
t,
H(t)∫
0
x(s) ds, x
(
h(t)
))− f
(
t,
H(t)∫
0
x(s) ds, y
(
h(t)
))∣∣∣∣∣
+
∣∣∣∣∣f
(
t,
H(t)∫
0
x(s) ds, y
(
h(t)
))− f
(
t,
H(t)∫
0
y(s) ds, y
(
h(t)
))∣∣∣∣∣
 k
∣∣x(h(t))− y(h(t))∣∣
+
∣∣∣∣∣f
(
t,
H(t)∫
0
x(s) ds, y
(
h(t)
))− f
(
t,
H(t)∫
0
y(s) ds, y
(
h(s)
))∣∣∣∣∣.
Hence we get:∣∣(Fx)(t) − (Fy)(t)∣∣ exp(−h(t))
 k
∣∣x(h(t))− y(h(t))∣∣ exp(−h(h(t)))
+
∣∣∣∣∣f
(
t,
H(t)∫
0
x(s) ds, y
(
h(t)
))− f
(
t,
H(t)∫
0
y(s) ds, y
(
h(t)
))∣∣∣∣∣ exp(−h(t))
 k +
∣∣∣∣∣f
(
t,
H(t)∫
0
x(s) ds, y
(
h(t)
))− f
(
t,
H(t)∫
0
y(s) ds, y
(
h(t)
))∣∣∣∣∣ exp(−h(t)). (3.6)
Now, let us assume that t ∈ [0, T ]. Then we have:
∣∣∣∣∣f
(
t,
H(t)∫
0
x(s) ds, y
(
h(t)
))− f
(
t,
H(t)∫
0
y(s) ds, y
(
h(t)
))∣∣∣∣∣ exp(−h(t))
 νT2 (f, ) exp
(−h(t)) νT2 (f, ), (3.7)
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νT2 = sup
{∣∣f (t, x,u) − f (t, y,u)∣∣: t ∈ [0, T ], |x|, |y| r exp(m expT ),
|x − y|  exp(m expT ), |u| r exp(h(t))}.
Observed that in virtue of the uniform continuity of the function f = f (t, x,u) on compact
subsets of R+ × R × R we conclude that νT2 (f, ) → 0 as  → 0.
Further, let us assume that t > T . Then, taking into account that x, y ∈ X and that F trans-
forms the set X into itself we have that Fx,Fy ∈ X. Hence, keeping in mind the characterization
of the set X given above, we get
∣∣(Fx)(t) − (Fy)(t)∣∣ exp(−h(t))

∣∣(Fx)(t)∣∣ exp(−h(t))+ ∣∣(Fy)(t)∣∣ exp(−h(t)) . (3.8)
Now, linking (3.6)–(3.8) we deduce that the operator F is continuous on the set X.
Finally, taking into account all facts concerning the set X and the operator F :X → X and
applying the Schauder fixed point principle we infer that F has at least one fixed point y in the
set X. Obviously the function y = y(t) is a solution of Eq. (3.1). Moreover, keeping in mind that
X ∈ kerμ we obtain that y(t) exp(−h(t)) → 0 as t → ∞. Thus the proof is complete. 
Remark 2. It can be shown that Theorem 1 guarantees the existence of a solution x = x(t) of
the problem (1.1)–(1.2) such that x(t) = o(∫ t0 exp(h(s)) ds) as t → ∞.
The below given example illustrates the result contained in Theorem 1.
Example 1. Let us consider the following differential equation with deviated argument
x′(t) = arctg
[
t
t2 + 1 exp
t
2
+ x
(
1
3
(
exp
t
2
− 1
))
sin
(
x
(
1
3
(
exp
t
2
− 1
)))]
+ y
(
t
2
)/[
2 + x2
(
1
3
(
exp
t
2
− 1
))]
. (3.9)
Equation (3.9) will be considered together with the initial condition (1.2). Observe that the prob-
lem (3.9)–(1.2) is a special case of the problem (1.1)–(1.2), where the function f has the form
f (t, x, y) = arctg
[
t
t2 + 1 exp
t
2
+ x sinx exp
(
−1
3
exp
t
2
)]
+ y
2 + x2 .
Moreover, h(t) = t2 ,H(t) = 13 (exp t2 − 1) and a(t) = tt2+1 . It is easily seen that the function f
satisfies the assumption (i) with k = 12 . On the other hand it satisfies also the assumption (iv).
Apart from this the functions h(t) and H(t) satisfy (ii) and (iii) with m = 13 . Summing up all
the above facts, in view of Theorem 1 we conclude that the problem (3.9)–(1.2) has a solution
x = x(t) such that
x(t) = o
(
2
(
exp
t
2
− 1
))
as t → ∞.
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