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Applications of multisymmetric syzygies in
invariant theory
M. Domokos∗
Abstract A presentation by generators and relations of the nth symmetric power
B of a commutative algebra A over a field of characteristic zero or greater than n is
given. This is applied to get information on a minimal homogeneous generating sys-
tem of B (in the graded case). The known result that in characteristic zero the algebra
B is isomorphic to the coordinate ring of the scheme of n-dimensional representa-
tions of A is also recovered. The special case when A is the two-variable polynomial
algebra and n = 3 is applied to find generators and relations of an algebra of invari-
ants of the symmetric group of degree four that was studied in connection with the
problem of classifying sets of four unit vectors in the Euclidean space.
Key words: symmetric product, generators and relations, multisymmetric polyno-
mials, trace identities, Cayley-Hamilton theorem
MSC: 13A50, 16R30
1 Introduction
Let n be a positive integer and let A be a commutative K-algebra (with identity 1),
where K is a field of characteristic zero or char(K) > n. Denote by T n(A) the nth
tensor power of A on which the symmetric group Sn acts by permuting the tensor
factors, and write T n(A)Sn for the subalgebra of Sn-invariants. First we give a pre-
sentation of this commutative K-algebra in terms of generators and relations. Note
that even if this algebra is finitely generated, we have to take a redundant (typically
infinite) generating system that allows a simple description of the relations.
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2 M. Domokos
The key step is to pay attention to a K-vector space basis of T n(A)Sn which
comes together with a rule to rewrite products of the generators of T n(A)Sn into
normal form. The rewriting algorithm is furnished by relations that come uniformly
from one master relation. This yields the desired presentation of T n(A)Sn , see The-
orem 1. As an application we deduce information on a minimal generating system
of T n(A)Sn in the case when A is graded, see Corollary 1 and Corollary 2. This has
relevance for instance for the study of polynomial invariants associated with repre-
sentations of wreath products, see Section 3.
Since the master relation mentioned above comes from the Cayley-Hamilton
identity of matrices, as a corollary of Theorem 1 we obtain Corollary 4 asserting that
T n(A)Sn is isomorphic to the subalgebra O(rep(A,n))GL(n,K) of GL(n,K)-invariants
in the coordinate ring of the scheme of n-dimensional representations of A (where
A is a finitely generated K-algebra and char(K) = 0). This latter result is due to
Vaccarino [30, Theorem 4.1.3], who proved it by a different approach.
In Section 5 we turn to a very concrete application of Theorem 1. Its special case
when A = k[x1,x2] is a two-variable polynomial ring was used in [10], [11] to derive
generators of the ideal of relations among a minimal generating system of T 3(A)S3 .
This is applied here to give a minimal presentation of the ring of invariants RS4 of
the permutation representation of the symmetric group S4 associated with the action
of S4 on the set of two-element subsets of the set {1,2,3,4}. This ring of invariants
was studied before by Aslaksen, Chan and Gulliksen [2] because of its relevance
for classifying sets of four unit vectors in an euclidean space. A minimal generating
system of RS4 was computed in [2]. Here we get simultaneously the generators and
relations essentially as a consequence of the minimal presentation of T 3(K[x1,x2])S3
mentioned above. We note that the ring of invariants RS4 fits into a series that has
relevance for the graph isomorphism problem, and has been studied for example in
[28].
Acknowledgements I thank Wai-kit Yeung for a question about the topic of Section 4 that inspired
me to formulate Theorem 1.
2 Generators and relations for symmetric tensor powers of a
commutative algebra
Choose a subset M ⊂ A such that 1 /∈M and {1}∪M is a K-vector space basis in
A. For w ∈M set
[w] := w⊗ 1⊗·· ·⊗ 1+ 1⊗w⊗ 1⊗·· ·⊗ 1+ · · ·+ 1⊗·· ·⊗ 1⊗w. (1)
Proposition 1. The products [w1] · · · [wr] with r ≤ n, wi ∈ M constitute a K-vector
space basis of T n(A)Sn .
Proof. The elements w1⊗·· ·⊗wn with wi ∈ {1}∪M constitute a basis in T n(A),
and Sn permutes these basis vectors. For a multiset {w1, . . . ,wr}with r≤ n, wi ∈M ,
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denote by O{w1,...,wr} the Sn-orbit sum of the monomial w1 ⊗·· ·⊗wr ⊗ 1⊗·· ·⊗ 1,
and call r its height. Clearly these elements constitute a basis in T n(A)Sn . As-
sume that the multiset {w1, . . . ,wr} contains d distinct elements with multiplicities
r1, . . . ,rd (so r1 + · · ·+ rd = r), then expanding [w1] · · · [wr] as a linear combina-
tion of the above basis elements, the coefficient of O{w1,...,wr} is r1! · · ·rd!, and all
other basis elements contributing have strictly smaller height. This clearly shows
the claim.
Remark 1. The special case when A = K[x1, . . . ,xm] is a polynomial ring and M is
the set of monomials appears in [15, Proposition 2.5’], [3] (see [4] for the interpre-
tation needed here), and [10]. A formally different but related statement is Lemma
3.2 in [30].
Take commuting indeterminates Tw (w ∈M ), and write F for the commutative
polynomial algebra F := K[Tw | w ∈M ]. Write
ϕ : F → T n(A)Sn
for the K-algebra homomorphism given by Tw 7→ [w] for all w ∈M .
To a multiset {w1, . . . ,wn+1} of n+1 elements from M we associate an element
Ψ{w1...,wn+1} ∈ F as follows. Write Pn+1 for the set of partitions λ = λ1
⋃
. . .
⋃λh
of the set {1, . . . ,n+ 1} into the disjoint union of non-empty subsets λi, and denote
h(λ ) = h the number of parts of the partition λ . Set
Ψ{w1,...,wn+1} = ∑
λ∈Pn+1
(−1)h(λ )
h(λ )
∏
i=1
(
(|λi|− 1)! ·T∏s∈λi ws
)
,
where for a general element a ∈ A (say for a = ∏s∈λi ws) we write
Ta := c0n+ ∑
w∈M
cwTw
provided that a = c0 +∑w∈M cww, with c0,cw ∈ K.
Theorem 1. The K-algebra homomorphism ϕ is surjective onto T n(A)Sn , and its
kernel is the ideal generated by the Ψ{w1,...,wn+1}, where {w1, . . . ,wn+1} ranges over
all multisets of n+ 1 elements in M .
Proof. Surjectivity of ϕ follows from Proposition 1. The fact that Ψ{w1,...,wn+1} be-
longs to ker(ϕ) follows from the Cayley-Hamilton identity. Let Y (1), . . . ,Y (n+ 1)
be n× n matrices over an arbitrary commutative ring. For a permutation pi ∈ Sn+1
with cycle decomposition
pi = (i1 · · · id) · · · ( j1 . . . je)
set
Trpi = Tr(Y (i1) · · ·Y (id)) · · ·Tr(Y ( j1) · · ·Y ( je)).
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Then we have the equality
∑
pi∈Sn+1
sign(pi)Trpi = 0 (2)
called the fundamental trace identity of n×n matrices. This can be proved by multi-
linearizing the Cayley-Hamilton identity to get an identity multilinear in the n matrix
variables Y (1), . . . ,Y (n), and then multiplying by Y (n+1) and taking the trace; see
for example [23], [21], [13] for details. For a∈ A denote by a˜ the diagonal n×n ma-
trix whose ith diagonal entry is 1⊗·· ·⊗1⊗a⊗1⊗·· ·⊗1 (the ith tensor factor is a).
The substitution Y (i) 7→ w˜i (i = 1, . . . ,n+ 1) in (2) yields that ϕ(Ψ{w1,...,wn+1}) = 0.
The coefficient in Ψ{w1,...,wn+1} of the term Tw1 · · ·Twn+1 is (−1)
n+1
, and all other
terms are products of at most n variables Tu. Therefore the relation ϕ(Ψ{w1,...,wn+1})=
0 can be used to rewrite [w1] · · · [wn+1] as a linear combination of products of at
most n invariants of the form [u] (where u ∈ M ). So these relations are sufficient
to rewrite an arbitrary product of the generators [w] in terms of the basis given by
Proposition 1. This implies our statement about the kernel of ϕ .
Remark 2. (i) The ideal of relations among the generators of the algebra of multi-
symmetric polynomials (i.e. the special case T n(A)Sn with A = K[x1, . . . ,xm]) has
been studied by several authors, see [16], [17], [18], [7], [5], [6], [29]. Slightly more
generally, the case of Theorem 1 when A is the qth Veronese subalgebra of the m-
variable polynomial algebra K[x1, . . . ,xm] was given in Theorem 2.5 of [10] (whose
approach is close to an argument for a different result in [3]). The above proof is a
generalization to arbitrary commutative A of the proof of Theorem 2.5 in [10].
(ii) Although the presentation of T n(A)Sn given in Theorem 1 is infinite, in certain
cases an a priori upper bound for the degrees of relations in a minimal presentation
is available, and a finite presentation can be obtained from the infinite presentation
above (see for instance [10, Theorem 3.2], building on [8]). Based on this procedure
even a minimal presentation is worked out in [11] for T 3(K[x1, . . . ,xm])S3 .
Suppose that A is generated as a K-algebra by the elements a1, . . . ,am. Take the
m-variable polynomial algebra K[x1, . . . ,xm] and denote by ρ : K[x1, . . . ,xn] → A
the K-algebra surjection given by ρ(xi) = ai for i = 1, . . . ,m. This induces a K-
algebra surjection T n(ρ) : T n(K[x1, . . . ,xm]) → T n(A) in the obvious way. Since
T n(ρ) is Sn-equivariant and char(K) does not divide |Sn|, we deduce that it restricts
to a K-algebra surjections T n(ρ) : T n(K[x1, . . . ,xm])Sn → T n(A)Sn . Since the algebra
T n(K[x1, . . . ,xm])Sn is classically known to be generated by [xi1 . . .xid ] where d ≤ n,
1 ≤ i1 ≤ ·· · ≤ id ≤ m (see [25], [19], [20], Chapter II.3 in [31], [27], and for a
characteristic free statement see [12], [24] or [30, Corollary 3.14]), we obtain the
following known fact:
Proposition 2. The K-algebra T n(A)Sn is generated by
{[ai1 . . .aid ] | d ≤ n, 1 ≤ i1 ≤ ·· · ≤ id ≤ m}.
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Remark 3. Proposition 2 follows also directly from Theorem 1, since the relation
ϕ(Ψ{w1,...,wn+1}) = 0 can be used to rewrite [w1 · · ·wn+1] as a linear combination of
products of invariants of the form [u] where u is a proper subproduct of w1 · · ·wn+1.
Moreover, when A= k[x1, . . . ,xm] is a polynomial ring, the above generating set is
minimal. For a general commutative K-algebra A the generating set in Proposition 2
may not be minimal. As an application of Theorem 1 we shall derive some informa-
tion on a minimal homogeneous generating system of T n(A)Sn when A is graded. We
shall work with graded algebras R =
⊕
∞
d=0 Rd , where R0 = K. Set R+ :=
⊕
d>0 Rd .
We say that a homogeneous r ∈ R+ is indecomposable if r /∈ (R+)2; that is, r is not
contained in the subalgebra generated by lower degree elements.
Corollary 1. Let A be a graded algebra whose minimal positive degree homoge-
neous component has degree q.
(i) Suppose that b is a non-zero homogeneous element in A with deg(b)< (n+ 1)q.
Then [b] is an indecomposable element in the graded algebra T n(A)Sn (whose
grading is induced by the grading on A).
(ii) Suppose that B is a K-linearly independent subset of A consisting of homo-
geneous elements of positive degree strictly less than (n + 1)q. Then the set
{[b] | b ∈ B} is part of a minimal homogeneous K-algebra generating system
of T n(A)Sn .
Proof. Obviously (i) is a special case of (ii), so we shall prove (ii). Extend the set
B to a subset M ⊂ A such that
1. M consists of homogeneous elements of positive degree;
2. {1}∪M is a K-vector space basis of A.
This is possible by the assumptions. Consider the corresponding (infinite) presen-
tation of A by generators and relations given in Theorem 1. Endow F with a grad-
ing such that deg(Tw) = deg(w) for all w ∈ M . According to Theorem 1 the ideal
ker(ϕ) is generated by Ψ{w1,...,wn+1}, where {w1, . . . ,wn+1} ranges over all multi-
sets of n+ 1 elements in M . Clearly Ψ{w1,...,wn+1} ∈ F is homogeneous of degree
deg(w1)+ · · ·+ deg(wn+1). For each wi we have deg(wi)≥ q, implying
deg(w1)+ · · ·+ deg(wn+1)≥ (n+ 1)q > deg(b) for all b ∈B.
Consequently ker(ϕ) is a homogeneous ideal generated by elements of degree
strictly greater than deg(b) for any b ∈ B. By the graded Nakayama Lemma (see
for example [9, Lemma 3.5.1]) it is sufficient to show that the cosets {b+(A+)2 |
b ∈ B} are K-linearly independent in the factor space A/(A+)2. This is equivalent
to the condition that if
h = ∑
b∈B
cbTb ∈ ker(ϕ)+ (F+)2 for some cb ∈ K, (3)
then all coefficients cb are zero, that is, h = 0. The ideals ker(ϕ) and (F+)2 are
homogeneous, and since all non-zero homogeneous components of ker(ϕ) have de-
gree strictly grater than deg(b) for all b ∈ B, we deduce from (3) that h ∈ (F+)2.
6 M. Domokos
Now h is a linear combination of the variables in the polynomial ring F (in possibly
infinitely many variables), so this leads to the conclusion h = 0.
Proposition 2 and Corollary 1 have the following immediate corollary:
Corollary 2. Suppose that A is a graded algebra generated by homogeneous ele-
ments of the same positive degree q. Let B be the union of K-vector space bases
of the positive degree homogeneous components of A of degree strictly less than
(n+ 1)q (for example, B may consist of a set of products of length at most n of the
generators of A). Then {[b] | b ∈B} is a minimal homogeneous K-algebra generat-
ing system of T n(A)Sn .
3 Wreath products
Corollary 1 and Corollary 2 can be applied in invariant theory, one of whose basic
targets is to find a minimal homogeneous K-algebra generating system in an algebra
of polynomial invariants S(V )G. Here G is a group acting on a finite dimensional
vector space V via linear transformations, and S(V ) is the symmetric tensor algebra
of V (i.e. a polynomial algebra with a basis of V as the variables) endowed with
the induced G-action via K-algebra automorphisms, and S(V)G is the subalgebra
consisting of the elements fixed by G.
For a group G and a positive integer n the wreath product G ≀ Sn is defined as
the semidirect product H ⋊ Sn, where H = G× ·· · ×G is the direct product of n
copies of G, and conjugation by σ ∈ Sn yields the corresponding permutation of the
direct factors of H. Given a G-module V there is a natural G ≀ Sn-module structure
on V n =V ⊕·· ·⊕V (n direct summands) given by
(g1, . . . ,gn,σ) · (v1, . . . ,vn) = (g1 · vσ−1(1), . . . ,gn · vσ−1(n)). (4)
Consider the corresponding algebra S(V n)G≀Sn of polynomial invariants. Clearly we
have S(V n)G≀Sn ⊆ S(V n)H ⊆ S(V n). Since H is normal in G ≀ Sn, the subalgebra
S(V n)H ⊆ S(V n) is Sn-stable, and S(V n)G≀Sn = (S(V n)H)Sn . With the usual identi-
fication S(V n) = T n(S(V )) we obtain
S(V n)H = S(V n)G×···×G = T n(S(V )G),
and formula (4) shows that the action on S(V n) corresponds to the action on
T n(S(V)) via permutation of the tensor factors. We conclude the identification
S(V n)G≀Sn = T n(S(V)G)Sn .
Therefore Corollary 1 and Corollary 2 have the following consequence:
Corollary 3. Let q denote the minimal positive degree of a homogeneous element
in S(V )G, and let B be the union of K-vector space bases of the homogeneous
components of S(V)G of positive degree strictly less than (n+ 1)q.
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(i) Then {[b] | b ∈B} is part of a minimal homogeneous K-algebra generating sys-
tem of S(V n)G≀Sn .
(ii) Assume in addition that S(V)G is generated by its homogeneous component of
degree q. Then {[b] | b ∈ B} is a minimal homogeneous K-algebra generating
system of S(V n)G≀Sn .
Example 1. (i) Let G be the special linear group SLq(K) acting by left multiplication
on the space V =Kq×r of q×r matrices. Then by classical invariant theory (see [31])
we know that S(V )G is generated by the determinants of q× q minors, all having
degree q, so Corollary 3 (ii) applies for S(V n)G≀Sn .
(ii) Let G be the cyclic group of order q acting by multiplication by a primitive
qth root of 1 on V = Km. In this case the ring S(V n)G≀Sn can be interpreted as the
ring of vector invariants of some pseudo-reflection group. Note that [10, Theorem
2.5 (ii)] is a special case of Corollary 3 (ii).
4 The scheme of semisimple representations of A
In this section we need to assume that char(K) = 0. Choose K-algebra genera-
tors a1, . . . ,am of A, and consider the K-algebra surjection pi : K〈x1, . . . ,xm〉 →
A, xi 7→ ai from the free associative K-algebra. Take m generic n× n matrices
X(1), . . . ,X(m) (their mn2 entries are indeterminates in an mn2-variable polyno-
mial algebra K[x(r)i j | 1 ≤ i, j ≤ n, r = 1, . . . ,m]). Take the factor of this polyno-
mial algebra by the ideal generated by all entries of f (X(1), . . . ,X(m)), where f
ranges over ker(pi) (in particular, the entries of X(r)X(s)−X(s)X(r) are among
the generators of this ideal). This algebra is the coordinate ring O(rep(A,n)) of
the scheme rep(A,n) of n-dimensional representations of A (by definition of this
scheme). Denote by Y (1), . . . ,Y (m) the images in the n× n matrix algebra over
O(rep(A,n)) of the generic matrices X(1), . . . ,X(m). Then the K-algebra surjection
ρ : K〈x1, . . . ,xm〉→O(rep(A,n))n×n given by xi 7→Y (i) factors through a K-algebra
homomorphism ρ¯ : A → O(rep(A,n))n×n. Recall that the conjugation action of the
general linear group GL(n,K) on n× n matrices induces an action (via K-algebra
automorphisms) on O(rep(A,n)). Consider the K-algebra homomorphism
γ : F →O(rep(A,n)) given by Tw 7→ Tr(ρ¯(w)).
Corollary 4. The K-algebra homomorphism γ factors through an isomorphism γ :
T n(A)Sn → O(rep(A,n))GL(n,K) (so γ = γ ◦ϕ).
Proof. Since the fundamental trace identity holds for matrices over the commutative
ring O(rep(A,n)), we conclude that all the Ψ{w1,...,wn+1} belong to ker(γ). By The-
orem 1 these elements generate the ideal ker(ϕ), hence ker(γ) ⊇ ker(ϕ), implying
the existence of a K-algebra homomorphism γ with γ = γ ◦ϕ .
The homomorphism γ (and hence γ) is surjective onto O(rep(A,n))GL(n,K) be-
cause the algebra of GL(n,K)-invariants is generated by traces of monomials in the
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generic matrices Y (1), . . . ,Y (m) (this follows from [26] since the characteristic of K
is zero, hence GL(n,K) is linearly reductive).
Define β : K[x(r)i j | 1 ≤ i, j ≤ n, r = 1, . . . ,m]→ T n(A) as the K-algebra homo-
morphism given by X(r) 7→ a˜r (we use the notation of the proof of Theorem 1, so a˜r
is a diagonal n×n matrix over T n(A) whose jth diagonal entry is 1⊗·· ·⊗1⊗ar⊗
1⊗·· ·⊗ 1 (the jth tensor factor is ar). Since f (a˜1, . . . , a˜m) = 0 for any f ∈ ker(pi),
we conclude that β factors through a homomorphism β : O(rep(A,n))→ T n(A) in-
ducing Y (i) 7→ a˜i. It is easy to see that β (γ([w]) = β (Tr(ρ¯(w))) = [w], hence β ◦ γ
is the identity map on T n(A)Sn . This shows that γ is surjective as well, and hence it
is an isomorphism.
The isomorphism T n(A)Sn ∼= O(rep(A,n))GL(n,K) is a result of Vaccarino [30,
Theorem 4.1.3]. The proof given above is different, and it is an adaptation of the
proof of [10, Theorem 4.1]. The special case when A is a polynomial ring is dis-
cussed also in [14] and [22]. Motivated by [1] we call O(rep(A,n))GL(n,K) the coor-
dinate ring of the scheme of semisimple n-dimensional representations of A.
5 The symmetric group acting on pairs
Write
([n]
2
)
for the set of two-element subsets of {1, . . . ,n}. The symmetric group Sn
acts on the
(
n
2
)
-variable polynomial algebra
Rn = K[x{i, j} | {i, j} ∈
(
[n]
2
)
]
as
σ · x{i, j} = x{σ(i),σ( j)} for σ ∈ Sn.
The subalgebra RSnn was studied for two reasons, the first comes from graph theory.
Given a simple graph Γ with vertex set {1, . . . ,n} and a polynomial f ∈ Rn denote
by f (Γ ) the value of f under the substitution
x{i, j} 7→
{
1 if {i, j} is an edge in Γ
0 otherwise.
Suppose that f1, . . . , fr generate the K-algebra RSnn . The following statement is well
known (see for examle [9, Lemma 5.5.1]):
Proposition 3. The graphs Γ and Γ ′ on the vertex set {1, . . . ,n} are isomorphic if
and only if fi(Γ ) = fi(Γ ′) for all i = 1, . . . ,r.
The second motivation to study RSnn comes from the problem of classifying sets of
n unit vectors in the Euclidean space Rm. We refer to [2] for the details (see also [9,
Section 5.10.2]).
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From now on we focus on the case n = 4 and set R := R4. For our purposes a
more convenient generating system of R is x1,x2,x3,z1,z2,z3 where
x1 = x{1,2}+ x{3,4}, x2 = x{1,3}+ x{2,4}, x3 = x{1,4}+ x{2,3}
z1 = x{1,2}− x{3,4}, z2 = x{1,3}− x{2,4}, z3 = x{1,4}− x{2,3}.
We shall use the notation of Section 2. Take for A the polynomial algebra K[x,z].
Identify T 3(A) with R as follows:
x1 = x⊗ 1⊗ 1, x2 = 1⊗ x⊗ 1, x3 = 1⊗ 1⊗ x
z1 = z⊗ 1⊗ 1, z2 = 1⊗ z⊗ 1, z3 = 1⊗ 1⊗ z.
Consequently we have
x1 + x2 + x3 = [x], z
2
1 + z
2
2 + z
2
3 = [z
2], x1z
2
1 + x2z
2
2 + x3z
2
3 = [xz
2], etc.
Theorem 2.
(i) The algebra RS4 is generated by the ten elements
[x], [x2], [x3], [z2], [z4], [z6], [xz2], [x2z2], [xz4], z1z2z3.
(ii) Consider the surjective K-algebra homomorphism φ from the ten-variable poly-
nomial algebra
F = K[Tw,S | w ∈ {x,x2,x3,y,y2,y3,xy,x2y,xy2}]
onto RS4 given by
φ(S) = z1z2z3 and φ(Tw) = [ψ(w)],
where ψ : K[x,y]→ K[x,z] is the K-algebra homomorphism mapping x 7→ x and
y 7→ z2. The kernel of φ is minimally generated (as an ideal) by the element
S2−
1
3 Ty3 +
1
2
Ty2 Ty−
1
6T
3
y (5)
and the five elements (given explicitly in the proof)
J3,2, J2,3, J4,2, J3,3, J2,4. (6)
Proof. Denote by H the abelian normal subgroup of S4 consisting of the three dou-
ble transpositions and the identity. The variables x1,x2,x3 are H-invariant whereas
z1,z2,z3 span H-invariant subspaces on which H acts via its three non-trivial char-
acters. It follows that the subalgebra RH is generated by
x1,x2,x3,z
2
1,z
2
2,z
2
3,z1z2z3.
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Denote by P the subalgebra of RH generated by the six algebraically independent
elements x1,x2,x3,z21,z22,z23. The square of the remaining generator z1z2z3 belongs
to P, hence
RH = P⊕Pz1z2z3 (7)
is a rank two free P-module. Since H is normal, RH is an S4-stable subalgebra of R,
and the action of S4 on RH factors through an action of S4/H ∼= S3. More concretely,
S4 permutes the elements x1,x2,x3 and it permutes the elements z1,z2,z3 up to sign.
In fact z1z2z3 is S4-invariant (as one can easily check) and there exists a surjective
group homomorphism pi : S4 → S3 (with kernel H) such that for any g ∈ S4 we have
g · xi = xpi(g)(i), g · z2i = z
2
pi(g)(i) (i = 1,2,3).
This shows in particular that P is an S3 = S4/H-stable subalgebra of RH , and since
z1z2z3 is S3-invariant, we deduce from (7) that
RS4 = (RH)S3 = PS3 ⊕PS3z1z2z3 (8)
is a rank two PS3-module. Denote by φ ′ the restriction of φ to the nine-variable
polynomial algebra
F
′ = K[Tw | w ∈ {x,x2,x3,y,y2,y3,xy,x2y,xy2}].
Then φ ′ : F ′ → PS3 is a K-algebra homomorphism. The K-algebra homomorphism
ψ : K[x,y]→ K[x,z] induces an isomorphism
ψ˜ : T 3(K[x,y])→ P, xi 7→ xi, yi 7→ z2i , i = 1,2,3
(where we identify T 3(K[x,y]) with K[x1,x2,x3,y1,y2,y3] similarly to the identifica-
tion of T 3(K[x,z]) and R). Therefore we have
φ ′ = ψ˜ ◦ µ (9)
where µ stands for the K-algebra surjection
µ : F ′ → T 3(K[x,y])S3 , Tw 7→ [w] for w ∈ {x,x2,x3,y,y2,y3,xy,x2y,xy2}
studied in [10] and [11]. In particular, since T 3(K[x,y])S3 is known to be minimally
generated by the elements [w] with w∈ {x,x2,x3,y,y2,y3,xy,x2y,xy2}, the K-algebra
homomorphisms µ and hence φ ′ are surjective onto T 3(K[x,y])S3 , respectively onto
PS3 . By (8) statement (i) of Theorem 2 follows. Moreover, by (9) we have
ker(φ ′) = ker(µ).
It was explained first in [10] how to deduce from a special case of Theorem 1 a min-
imal generating system of ker(µ). Later in [11] a natural action of the general linear
group GL2(K) was taken into account and it was proved that ker(µ) is minimally
generated as a GL2(K)-ideal by J3,2 and J4,2 given as follows:
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J3,2 = 6Tx2yTxy− 3Txy2Tx2 − 2Tx2yTxTy +Txy2T 2x − 4T2xyTx
+ 2TxyT 2x Ty− 3Tx3Ty2 + 4Tx2TxTy2 −T 3x Ty2 +Tx3T 2y −Tx2TxT 2y
J4,2 = 6T 2x2y +T
2
xyTx2 − 3T2xyT 2x − 6Tx3Txy2 + 2Tx2Txy2 Tx
+ 4Tx3TxyTy− 2Tx2TxyTxTy + 2TxyT 3x Ty− 4Tx2yTx2Ty−T 2x2Ty2
+T 2
x2T
2
y + 4Tx2T
2
x Ty2 −Tx2T
2
x T
2
y −T
4
x Ty2 − 2Tx3TxTy2
The GL2(K)-submodule of ker(µ) generated by J3,2 is two-dimensional with K-
basis J3,2,J2,3 where
J2,3 = 6Txy2 Txy− 3Tx2yTy2 − 2Txy2TxTy +Tx2yT 2y − 4T2xyTy
+ 2TxyT 2y Tx− 3Ty3Tx2 + 4Ty2TyTx2 −T 3y Tx2 +Ty3T 2x −Ty2TyT 2x .
The GL2(K)-submodule of ker(µ) generated by J4,2 is three-dimensional with K-
basis J4,2,J3,3,J2,4 where
J3,3 = 3Tx2yTxy2 −TxyTx2 Ty2 +T 3xy +TxyT 2x Ty2 − 5T2xyTxTy− 3Tx3Ty3
+ 2TxyTxy2 Tx +Tx2TxTy3 − 3Tx2Txy2 Ty + 2Tx2yTxyTy + 3Tx2TxTy2Ty
+Tx3Ty2 Ty +Tx2TxyT
2
y −T
3
x Ty2Ty + 2T
2
x TxyT
2
y −Tx2TxT
3
y − 3TxTx2yTy2
J2,4 = 6T 2xy2 +T
2
xyTy2 − 3T2xyT 2y − 6Ty3Tx2y + 2Ty2Tx2yTy
+ 4Ty3TxyTx− 2Ty2TxyTxTy + 2TxyT
3
y Tx− 4Txy2Ty2Tx−T
2
y2Tx2
+T 2y2T
2
x + 4Ty2T 2y Tx2 −Ty2T 2y T 2x −T4y Tx2 − 2Ty3TyTx2 .
Relation (5) is just Newton’s formula expressing the third elementary symmetric
polynomial of z21,z22,z23 in terms of their power sum symmetric functions. It follows
from (8) that relation (5) together with ker(φ ′) generate the ideal ker(φ). Since
(6) is a minimal generating system of the ideal ker(µ) = ker(ϕ ′) by [10], [11], the
elements (6) together with (5) constitute a minimal homogeneous generating system
of ker(φ).
Relation (5) shows that the generator φ(Ty3) = [z6] of RS4 is redundant. Consider
the subalgebra
F1 = K[Tw,S | w ∈ {x,x2,x3,y,y2,xy,x2y,xy2}]
of F in Theorem 2. A minimal presentation of RS4 in terms of generators and rela-
tions is as follows:
Corollary 5. (i) The algebra RS4 is minimally generated by the nine elements
[x], [x2], [x3], [z2], [z4], [xz2], [x2z2], [xz4], z1z2z3.
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(ii) The kernel of the surjective K-algebra homomorphism
φ |F1 : F1 → RS4
is minimally generated (as an ideal) by the five elements
˜J3,2, ˜J2,3, ˜J4,2, ˜J3,3, ˜J2,4
obtained from the elements (6) via the substitution
Ty3 7→ 3S2 +
3
2
Ty2Ty−
1
2
T 3y .
Remark 4. A minimal generating system (as well as the so-called Hironaka decom-
position) of RS4 was given by Aslaksen, Chan and Gulliksen [2, Theorem 4] by
different methods. The authors also mention that they found the basic syzygies (re-
lations) among the generators with the aid of computer, but the relations turned out
to be quiet complicated, and so they left it out from their paper.
References
1. M. Artin, On Azumaya algebras and finite dimensional representations of rings, J. Algebra
11 (1969), 532–563.
2. H. Aslaksen, S.-P. Chan and T. Gulliksen, Invatiants of Sn and the shape of sets of vectors,
Applicable Algebra in Engineering, Communication and Computing 7 (1996), 53-57.
3. A. Berele, Trace identities for diagonal and upper triangular matrices, International J. Al-
gebra and Computation 6 (1996), 645-654.
4. A. Berele and A. Regev, Some results on trace cocharacters, J. Algebra 176 (1995), 1013-
1024.
5. E. Briand, Polynoˆmes multisyme´triques, Ph. D. dissertation, Universite´ de Rennes I and
Universidad de Cantabria, October 2002.
6. V. M. Bukhshtaber and E. G. Rees, Rings of continuous functions, symmetric products, and
Frobenius algebras, (in Russian), Uspekhi Mat. Nauk 59 (2004), 125–144.
7. J. Dalbec, Multisymmetric functions, Beitra¨ge Algebra Geom. 40 (1999), 27–51.
8. H. Derksen, Degree bounds for syzygies of invariants, Adv. Math. 185 (2004), 207-214.
9. H. Derksen and G. Kemper, Computational Invariant Theory, 1st edition, Springer-Verlag,
Berlin, 2002.
10. M. Domokos, Vector invariants of a class of pseudo-reflection groups and multisymmetric
syzygies, J. Lie Theory 19 (2009), 507-525.
11. M. Domokos and A. Puska´s, Multisymmetric polynomials in dimension three, J. Algebra
356 (2012), 283-303.
12. P. Fleischmann, A new degree bound for vector invariants of symmetric groups, Trans.
Amer. Math. Soc. 350 (1998), 1703-1712.
13. E. Formanek, The polynomial identities and invariants of n×n matrices, Regional Confer-
ence Series in Mathematics 78, American Math. Soc., 1991.
14. W. L. Gan and V. Ginzburg, Almost-commuting variety, D-modules, and Cherednik alge-
bras, Int. Math. Research Papers 2006:2 (2006), 1-54.
15. I. M. Gelfand, M. K. Kapranov and A. V. Zelevinsky, Discriminants, Resultants, and Mul-
tidimensional Determinants, Birkhauser, Boston, 1994.
Applications of multisymmetric syzygies in invariant theory 13
16. Fr. Junker, Die Relationen, welche zwischen den elementaren symmetrischen Functionen
bestehen, Math. Ann. 38 (1891), 91-114.
17. Fr. Junker, Ueber symmetrische Functionen von mehreren Reihen von Vera¨nderlichen,
Math. Ann. 43 (1893), 225-270.
18. Fr. Junker, Die symmetrischen Functionen und die Relationen zwischen den Elementar-
functionen derselben, Math. Ann. 45 (1894), 1-84.
19. P. A. MacMahon, Combinatory Analysis, Vol II, Cambridge Univ. Press, 1916.
20. E. Noether, Der Endlichkeitssatz der Invarianten endlicher Gruppen, Math. Ann. 77 (1915),
89-92.
21. C. Procesi, The invariant theory of n×n matrices, Adv. Math. 19 (1976), 306–381.
22. C. Procesi, Invariants of commuting matrices, arXiv:1501.05190.
23. Yu. P. Razmyslov, Trace identities of full matrix algebras over a field of characteristic zero,
(in Russian), Izv. Akad. Nauk. SSSR Ser. Mat. 38 (1974), 723-756.
24. D. Rydh, A minimal set of generators for the ring of multisymmetric functions, Ann. Inst.
Fourier (Grenoble) 57 (2007), 1741-1769.
25. L. Schla¨fli, ¨Uber die Resultante eines Systemes mehrerer algebraischer Gleichungen, Vi-
enna Academy Denkschriften 4 (1852).
26. K. S. Sibirskiı˘, Algebraic invariants for a set ofmatrices, (in Russian), Sib. Math. Zhurnal
9 (1968), 152–164.
27. S. A. Stepanov, Polynomial invariants of finite groups over fields of prime characteristic,
(in Russian), Diskret. Mat. 11 (1999), 3-14.
28. N. M. Thie´ry, Algebraic invariants of graphs; a study based on computer exploration,
SIGSAM Bulletin 34 (2000), 9-20.
29. F. Vaccarino, The ring of multisymmetric functions, Ann. Inst. Fourier (Grenoble) 55
(2005), 717-731.
30. F. Vaccarino, Moduli of linear representations, symmetric products and the non commu-
tative Hilbert scheme, Geometric methods in representation theory. II, 437-458, Se´min.
Congr., 24-II, Soc. Math. France, Paris, 2012.
31. H. Weyl, The Classical Groups, Princeton University Press, 1939.
