The E/E (electric/electronic) architecture of a modern vehicle is a complex distributed system, where up to 80 electronic control units (ECUs), interconnected by several communication buses, need to collaborate with each other in order to implement the various comfort and safety features.
INTRODUCTION
The E/E (electric/electronic) architecture of a modern vehicle consists of a large number of electronic control units (ECUs) forming a complex distributed embedded system. Sensors detect the surrounding environment, computational units process the obtained information and actuators control the behavior of the vehicle.
With every vehicle generation the demand for safety and comfort features is increasing, resulting in an everincreasing complexity of the overall system. Various subsystems need to collaborate with each other, which makes the design of the E/E architecture a major challenge. Furthermore, the power consumption of the electric and electronic components is also becoming a subject of consideration. It negatively affects the fuel consumption of vehicles with combustion engines or the maximum range for electric vehicles.
In order to address this situation, tool support for modeling and simulation in an early phase of the development process is necessary. The engineer needs to evaluate design alternatives and check whether all design goals will be achieved, e.g. functional requirements, performance constraints or power budgets.
The commercially available tool PREEvision allows model-based E/E development (Vector Informatik GmbH, 2013) . It provides several abstraction layers for modeling a system from different architectural viewpoints, e.g. requirements, logical architecture, hardware component architecture. Through the usage of different metrics, it is possible to evaluate static properties of the system, such as communication dependencies. However, it is not possible to simulate the models and gain information about the dynamic behavior.
Another CASE tool for the model-based development of embedded systems is AutoFOCUS 3 which is specialized for reactive and embedded systems (Hölzl and Feilkas, 2011) . It supports different layers of models and allows for timing simulation and verification of the modeled application.
The tool box UPPAAL is used for modeling, simulation and verification of real-time systems. It focuses on model checking of applications that can be modeled as networks of timed automata extended with integer variables, structured data types, user defined functions, and channel synchronization (Behrmann et al., 2004) .
The performance and timing analysis tool SymTA/S uses formal scheduling analysis techniques and symbolic simulation in order to determine system-level performance data such as end-to-end latencies, bus and processor utilization, and worst-case scheduling scenarios (Henia et al., 2005) . It can be used for design space exploration and verification of heterogeneous architectures.
In this paper, we propose E/E-MaSiF (E/E Modeling and Simulation Framework), a domain specific framework, specialized for the evaluation of E/E architectures. The novelty is the focus on the design space exploration with respect to power consumption in an early phase of the development process. The framework provides a visual modeling environment and supports the engineer through basic consistency checks and automated genera- Once an E/E architecture is fully specified, the framework can simulate it with respect to power consumption and performance values and provide a graphical representation of the results. Due to the high-level modeling approach, the simulation results are only approximated values, but it makes it possible to compare design alternatives already in an early stage of the development process. The engineer can clone and reuse existing E/E models, modify them, and evaluate the behavior of the changed system. The rest of this paper is structured as follows: the next section introduces the modeling framework and the overall UI concept. Later on, the system architecture is described. As one building block of the architecture the business logic is highlighted and described in more detail. Afterwards, an example of the visualization of the simulation-based results is presented. Finally, the last section concludes the paper and gives an outlook on future work.
DESIGN SPACE EXPLORATION
The presented framework is built around the ITE-Sim simulator (Walla et al., 2012b) and is used to evaluate design alternatives in an early stage of the E/E architecture development process. The framework automatically generates the necessary input files for the simulator and provides a visual representation of the simulation results to the user.
In order to cope with the overall complexity, modelbased development has to be applied. Figure 1 shows two screenshots of the modeling environment. The user can switch between the different views of the application by using the navigation bar on the left-hand side.
As can be seen in figure 1a the different functions of a vehicle can be modeled as directed graphs called functional chains, where the nodes represent functional blocks and the edges indicate the communication flow (Hillenbrand and Muller-Glaser, 2009 ). This abstraction indicates the logical architecture of the application, since the actual implementation is not yet available during that design phase. However, the internal behavior of each functional block is further specified through a separate trace primitive description. This concept was introduced in (Walla et al., 2012b) . It allows an annotation of each functional block with it's computation and communication properties, i.e. data to be processed when a block is executed or the amount of data to be transmitted when a block is communicating with other blocks. Through this abstraction of the real implementation, the modeling of the functions of a vehicle is independent from the underlying hardware. Figure 1b shows the modeling view of the technical architecture of the vehicle, where the hardware layout of the distributed system can be specified. The user can drag and drop new ECUs into the view and connect them via communication buses. Furthermore, each ECU is described in more detail by defining sub-components inside it, i.e. computational units, communication transceivers, sensor interfaces, or actuators. The sub-components are assumed to be operated in various power states with different power and performance properties.
Having modeled the functional chains and the technical architecture, the designer needs to decide which functional block will be executed on which hardware component. This mapping is restricted by various functional constraints, e.g. location of sensor/actuators or available hardware resources, but is mainly based on the knowledge of previous vehicle generations.
However, since power consumption is becoming increasingly important, the partitioning needs to be done also with energy-efficiency considerations in mind, e.g. power savings due to temporarily switching off unused functions or ECUs is highly dependent on the deployment of the various vehicle functions (Walla et al., 2012a) . In order to evaluate the power consumption of the system, the power management strategy needs to be defined. This is done by modeling a set of power management plans (PMP) for each ECU. A PMP is a directed graph over power states of the sub-components of an ECU and functional blocks mapped on the ECU together with timing conditions (Barthels et al., 2011) . On the one hand, this graph indicates the scheduling of the functional blocks, and on the other hand, it describes the change of the operating points of the sub-components, e.g. switching to an idle-mode when all required functional blocks have been executed.
An example of a PMP is shown in figure 2. The concept of PMPs enables the evaluation of various power management strategies, like Partial Networking (Fuchs et al., 2010) or Pretended Networking (Schmutzler et al., 2010) .
With this information it is possible to evaluate the modeled E/E architecture with respect to power consumption. The user defines a specific driving scenario (Samuel et al., 2002) , which corresponds to the input for the sensors over time, and can simulate the execution of the vehicle functions.
In order to be able to perform a design space exploration, it is possible to clone a modeled E/E architecture, perform modifications to them, for example, change the mapping of functional blocks or the power management strategy, and repeat the simulation. This enables the designer to compare the power related consequences of different experiment configurations in a short period of time.
SYSTEM ARCHITECTURE
The overall system architecture is shown in figure 3 in form of components. The components are arranged in tiers. They have data flow between them, user and simulator interaction, and a database for persistency. The rectangular components encapsulated in the tiers together represent a standalone system, a visual modeling environment (VME). The VME supports the user on the way towards the full experiment configuration, needed to perform simulation, serving as an intermediary between the simulator and the user.
On the presentation tier the user interacts with a graphical user interface, built with Swing and JGraphX technologies. The graphical user interface invokes processing functions of the business logic (BL) component in the logic tier. The business logic contains the data model of Persistence for the configuration is supported in the data tier via Java Persistence API (JPA), which interfaces a MySQL database.
When the modeling is finished, the business logic component performs post configuration checks and calls an XML generator, to transform the configuration data into XML input to the simulator. The external simulator component is described well in (Walla et al., 2012b) . After getting the input from the VME, the simulator communicates back to the VME via standard output and a specialized communication protocol based on sockets. The simulation data component is responsible to receive the simulator output and pass it one level up, where the data is associated back again with the model in the BL component, from which the simulator input generation has been performed.
Later on, the result visualization component presents to the user the simulation data in a graspable and analyzable form. All components of the VME are clearly separated, which allows for reuse and ease of modifications.
BUSINESS LOGIC
As described in the section on the system architecture, the business logic component is a central component for the system, meaning that all other modules communicate to it and use functions provided by it. Among the BL component functionality most of the domain oriented functions are concentrated. These domain oriented functions are discussed next. 
Experiment Cloning
To support the reuse of configuration parts, some of the parts are stored in the Session object, and only the parts specific for one particular experiment are stored in the Experiment object.
When experimenting with different power management strategies, and different functional block mappings, it is handy to be able to reuse the pure hardware and software configuration parts. This is performed by placing exactly this information into the Experiment objects, which can be many in one session.
In order to practically benefit from the information sharing in the Session object among several Experiment objects, one should create several experiments, which differ. The difference, however, between two experiments, can be "minor", e.g. one functional block remapped, and the power management plans (PMPs) modified accordingly.
After the first experiment has been configured, the second and further experiments, can be created as a clone of the existing one. Starting from the Experiment object in the structure shown in figure 4, all objects allow to create a clone of themselves.
The task of cloning starts to be less trivial, when it comes to cloning a PMP, which is a BL object containing a graph together with the JGraphX visual model of it. Cloning of such a structure must preserve the coherence of the new graph clone (BL model) and its JGraphX model newly acquired clone. The corresponding isomorphism is computed during the cloning.
Correct by Construction Principle
Manipulating on the BL objects, the user has to maintain the configuration in a correct state. Correctness here is taken in a most general, or weak, sense, which does not include the configuration completeness, and rather means mechanical consistency of the model.
The BL component takes care, that after each operation starting from a correct state, the user ends up in a new state which is also correct (in a sense as above). The system architecture is designed in such a way, that more complex routines to support correctness (in a stronger sense) can be integrated.
All operations on the data model within the BL component provide information on their success or failure, and automations are performed to keep the correct state.
As an example here we can consider a deletion of a functional block. It should not be possible to delete a functional block and to keep all edges leading to it in the visual representation. Furthermore, the deleted functional block has to be removed from the softwareto-hardware mapping, and all other parts referencing it. The BL component takes care of the deletion, performing routine clean-up operations.
After the deletion of a functional block from the configuration, one of the PMPs, as a graph, can turn to be disjoint, which is logically incorrect (unreachable nodes appear). Post configuration checks are implemented in the BL component to filter out this and similar situations.
Post-Configuration Checks Infrastructure
The weakness of the correct by construction approach gives birth to a need for the post-configuration checks. Trivial examples of a not valid configuration would be a not complete configuration, where the user does not specify some vital configuration details, e.g. newly added functional blocks not mapped on the hardware components or PMPs. The post-configuration checks are implemented in each of the configuration objects and allow to test the object by itself, as well as the valid state of its descendants as on figure 4.
In the area of configuration validation and verification, the current system can be significantly improved, running checks dynamically (in the time of modeling) as well as making the checks more complete and complex. A good example of a useful checks could be PMP timing checks, as a check for schedulability, with all timing properties preservation. Here the term function means a feature of the system being modeled. Applying to the automotive domain examples could be: ignition ready, engine running, parking sensor working, wind screen wipers cleaning and similar. A function is defined as a set of functional blocks, supporting its operation. In the related work, common concepts are also denoted as feature (Metzger, 2004) , or service interaction (Broy, 2005) .
The interrelation of functions is shown figure 5. On the left, a so-called functions graph (FG) is shown. Nodes in the graph correspond to system functions. A function B can have a dependency on another function A (an edge from A to B), which means that B can only be activated (at a run time) after A has already been activated. Two functions can be denoted as conflicting, when they can not be active together at the same time.
The modeled system (vehicle) can have different states of operation. A set of functions, activated together at some point of time, we name here a functional state (FS). Of the 8 functional states depicted in figure 5 , only 4 stay to be valid (rectangles with the white background) due to the conflicts and dependencies defined by the FG on the left-hand side. Among the valid FSs, 8 transitions exist, which corresponds to switching particular functions on or off.
A full experiment configuration must include all possible FSs. For every FS the configuration has to specify transition conditions (under which circumstances the system reaches the FS) as well as a PMP for each of the ECUs. These procedures are automated in E/E-MaSiF.
For the user of E/E-MaSiF, the task to model the FSs and match them to corresponding PMPs is simplified to providing the functions graph, as in figure 5 .
The FSG generation starts from the empty FS. Then all the functions are activated one by one, respecting de- After the FSs and transitions are generated, the matching of the PMPs is performed (figure 6) for each ECU. The aim of this procedure is to identify, which PMP an ECU has to run, when the system enters a given FS.
For each of the ECUs a set of user-composed PMPs is specified together with the generated FSG. For each FS a set of supporting PMPs are defined, as PMPs containing all the FS required by the functional blocks. The minimal PMP of all matching PMPs is assigned to be the PMP to activate, when the system enters a given FS.
The minimality criteria can vary, depending on the user preferences. Currently, it means simply the lowest number of functional blocks present in each PMP.
The user of the system is verbosely informed, if the matching can not be performed due to lack compatible artifacts for specific FS.
SIMULATION VISUALIZATION
Once the user has modeled a concrete instance which passes all checks of the business layer, the model is translated to a simulation specification using XML. This specification contains all generated model properties like concrete functional states and matched power management plans. The simulator runs this specification and yields power and performance values for the architecture at hand.
Concrete model instances can be analyzed and visualized with the tool. Different specifications can be compared and visualized in a standardized way. Figure 7 depicts the aggregated consumptions per ECU and per ECU Component Type for an exemplary system specification. It shows on the left hand-side, that within the current experiment, a quarter of the total system's consumption is amounted to ECU 1 while three quarters are amounted to ECU 2. On the right side, the total consumption during the experiment is amounted to the type of components. It is visible that in the example at hand, all component types except the Transceivers roughly amount for an equal share of the total consumption.
Selecting a specific ECU, the user can visualize detailed consumptions. This type of chart is depicted in figure 8 . The charts are showing the dynamics of the system. On the left hand-side, the instantaneous power consumption of the selected ECU are given, while on the right hand-side, the accumulated energy consumption can be analyzed.
The possibility to open, maintain, and visualize different experiments at the same time enables the user to explore the design space and to evaluate different specifications of complex automotive systems.
CONCLUSION
This paper presented a new modeling and simulation framework for the evaluation of automotive embedded systems. It supports engineers in an early phase of the development by providing simulation-based information about the power consumption and performance of future E/E architectures.
The business logic of the framework provides basic consistency checks and assists the user through automated generation of some parts of the model. Furthermore, it administrates the storing, retrieving and cloning of evaluation sessions.
Simulating different variants in an early stage can help the developer understand the interplay of different vehicle functions and their power management and energy consumption.
Future work includes an OpenGL extension to the visualization of the simulation-based results. The user will be able to understand and to analyze the behavior of the vehicle in respect to a certain power management strategy, e.g. temporary switching of unused ECUs, in a 3D environment.
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