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I. INTRODUCTION
The main motivation for studying convex directions for Hurwitz stable polynomials comes from the edge theorem [2] which states The authors are with the Department of Electrical and Electronics Engineering, Bilkent University, Bilkent, Ankara 06533, Turkey (e-mail: ozguler@ee.bilkent.edu.tr; karim@ee.bilkent.edu.tr).
Publisher Item Identifier S 0018-9286(02)02837-4.
that, under mild conditions, it is enough to establish the stability of the edges of a polytope of polynomials in order to conclude the stability of the entire polytope. Each edge is a convex combination r(s)+(10)q(s); 2 [0; 1] of two vertex polynomials r(s); q(s).
If the difference polynomial p(s) = r(s) 0 q(s) is a convex direction for q(s), then the stability of the entire edge can be inferred from the stability of the vertex polynomials. In [15] , Rantzer gave a condition which is necessary and sufficient for a given polynomial to be a convex direction for the set of all Hurwitz stable polynomials. However, this global requirement is unnecessarily restrictive when examining the stability of a particular segment of polynomials and it is of more interest to determine conditions for a polynomial to be a convex direction for a given polynomial, or still better, for specified subsets of Hurwitz stable polynomials. Various solutions to the edge stability problem are already well known [1] , [3] . Bialas [4] gave a solution in terms of the Hurwitz matrices associated with r(s) and q(s). The segment lemma of [6] gives another condition which requires checking the signs of two functions at some fixed points. In [9] , [13] , and [16] , various definitions of local convex directions have been used. Among these, the following geometric characterization of [9] is the most relevant one to edge stability we have described above: A polynomial p(s) is called a (local) convex direction for q(s) if the set of > 0 for which q(s) + p(s) is Hurwitz stable is a single interval on the real line. Note that, if p(s) is a convex direction in this sense, the stability of q(s) and p(s) + q(s) implies the stability of q(s) + p(s) for all 2 [0; 1], but not vice versa, i.e., the main definition used in [9] and [13] is more stringent than the one concerning the edge stability. In this note, we will use the definition given in [16] , namely, a local convex direction with respect to q(s) is a polynomial p(s) such that all polynomials which belong to the convex combination of q(s) and q(s) + p(s) are Hurwitz stable. In [9] , it is also shown that if one requires the local condition to be satisfied for each Hurwitz stable q(s), then Rantzer's condition is obtained.
One motivation for deriving an alternative condition to those of [4] and [6] is to make contact with Ranzter's condition starting with the less stringent definition of local convexity. A second motivation is that none of the above local results seem to be suitable in determining convex directions for subsets of Hurwitz stable polynomials. Our main result in Theorem 1 is shown to be suitable for obtaining convex directions for certain subsets of Hurwitz stable polynomials. The condition provided in Theorem 1 also gives Rantzer's condition in a rather straightforward manner when it is satisfied by every Hurwitz stable polynomial. It is thus one natural local version of the global condition of Rantzer.
The note is organized as follows. In Section II, some properties of Hurwitz stable polynomials are reviewed. In Section III, we state and prove our main result, Theorem 1, which gives a new condition for checking edge stability. An application of Theorem 1 to subsets of polynomials is given in Corollary 1. Finally, in Section IV, Ranzter's condition for global convex directions is rederived based on the local condition of Theorem 1. Some preliminary results of this paper are reported in [14] . This property also given in [15] seems to be known in network theory as pointed out by [5] (see also [10] for a proof based on the Hermite-Biehler Theorem, and [11] for related conditions).
II. PRELIMINARIES
Before proceeding any further, let us fix some notation. is known as the Hermite-Biehler Theorem which is based on the following definition.
A pair of polynomials (h(u); g(u)) is said to be a positive pair [8] if h(0)g(0) > 0, the roots fu i g of h(u) and fv i g of g(u) are real, negative, simple and with k := deg(h) and l := deg(g) either i) or ii)
The Hermite-Biehler Theorem [8] statesthe following: a polynomial q(s) with even-odd parts (h(u); g(u)) is Hurwitz stable if and only if (h(u); g(u)) is a positive pair.
The "root interlacing condition" i) and ii) can be replaced by positivity of certain polynomials of u. Consider the polynomials
Lemma 1 [14] :
positive pair if and only if i) all roots of h and g are real and negative;
The root sensitivity of (K; u) is defined by K(du=dK), and gives a measure of the variation in the root location of (K; u) with respect to percentage variations in K. The root sensitivities of (K; u) and (K; u), respectively, are easily computed to be
III. LOCAL CONVEX DIRECTIONS Our main result in this section yields a characterization of polynomials p(s); q(s) which satisfy the local convexity condition (LCC) 
Suppose for some u < 0, the first condition in (3) fails. For this value of u
By our hypothesis, the right-hand side is nonpositive which contradicts the fact that V q+p (u) > 0. Thus, the first condition in (3) must hold.
Similarly, using (5), the second condition in (3) is obtained.
[If] Consider the identities
where
for all u 2 fu < 0: f(u)e(u) 0g for which A(u) < 0. But then for such u, the right-hand side of (6) also stabilizes the whole family.
IV. CONVEX DIRECTIONS FOR ALL HURWITZ-STABLE POLYNOMIALS
In this section, we investigate the relation between the local condition of Theorem 1 and the phase growth condition of [15] which characterizes those polynomials p(s) which satisfy LCC for all q(s) 2 H.
In Theorem 2 below, we give an alternative proof of Rantzer's result. One part of this proof (the "if" part) is particularly straightforward and makes the connection between the local condition and the phase growth condition very clear.
The other direction of the proof requires a construction and hence it is not straightforward. We first prove a lemma used in this part of the proof of Theorem 2. The claim is that given any point j!0 on the imaginary axis and any numerator polynomial p(s) such that p(j! 0 ) 6 = 0, one can design a stable denominator polynomial r(s) such that the root-locus (or the complementary root-locus) of (p(s))=(r(s)) passes through j! 0 . (15) by Euclidean algorithm in C[s]. We can in particular choose a Hurwitz stable polynomial r 0 (s) with real coefficients such that deg(r 0 ) deg(p) and such that the even-odd components Hence, using (18) and ( The construction of q(s) for which LCC fails is exactly the same as above. 
V. CONCLUSION
Theorem 1 gives a necessary and sufficient condition for a polynomial p(s) to be a local convex direction for a Hurwitz stable polynomial q(s). This condition is a generalization of Rantzer's phase growth condition for global convex directions. The main advantage of the condition is that it can be used to identify "subsets" of Hurwitz stable polynomials for which a given polynomial is a convex direction. Computationally, the tests provided by [4] and [6] may be more advantageous. However, we note that the main condition for local convexity is equivalent to the positivity of polynomials (6) and (7) for u < 0 and 2 [0; 1].
By the main result in [7] , the positivity of these polynomials can be checked by performing only a finite number of elementary operations (arithmetic operations, logical operations, and sign tests).
