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Abstract
We employ the recently developed multi-time scale averaging method to study the
large time behavior of slowly changing (in time) Hamiltonians. We treat some known
cases in a new way, such as the Zener problem, and we give another proof of the Adiabatic
Theorem in the gapless case. We prove a new Uniform Ergodic Theorem for slowly changing
unitary operators. This theorem is then used to derive the adiabatic theorem, do the
scattering theory for such Hamiltonians, and prove some classical propagation estimates
and Asymptotic Completeness.
1 Introduction
The dynamics of a system perturbed by a time-dependent potential is difficult to analyze
in general terms. This problem shows up in many fields as adiabatic processes in Quantum
Mechanics, as effective theories in scattering and nonlinear dynamics, in noisy and/or
periodically perturbed systems, and more.
A “special” case of fundamental importance is the possibility of identifying a small
parameter that controls the rate of change of the system/perturbation. The most celebrated
example is the adiabatic theorem in QM e.g., [12, 14], where one assumes that the perturbing
potential, W , changes with time as
W (x, εt) (1.1)
where ǫ is assumed small, and the time dependence vanishes after some finite time, that
is W (x, ǫt)) = W (x,∞)) for ∀t > t∞ typically t∞ is of order 1/ε. However, many other
examples exist where the slow change never really stops, or continues for a time much
larger than 1/ε. In this case, the standard adiabatic theorem fails [5, 6]
In this work we will study three different examples. The Landau-Zener(LZ) type Hamil-
tonian, the gapless adiabatic theorem in Quantum Mechanics and scattering theory for
some slowly changing potentials.
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The LZ model is discussed in section 3. We study in detail the behavior in time for
small, medium and large times, using our new multi-scale time averaging method [1]. The
method we use is of general nature, can be applied in a similar way to the general form of
such Hamiltonian.
In particular we show the time scales on which the LZ Hamiltonian has a nontrivial
action, with error estimates. Then, in section 4 we consider the adiabatic theorem in
Quantum mechanics. First we prove a uniform adiabatic ergodic theorem. That is we
show that for Hamiltonians which change slowly in time, the RAGE theorem holds. See
theorem 4.
Then it is applied to give a new proof of the gapless adiabatic theorem.
In section 5 we consider the scattering problem on a short-range slowly changing(i.e
adiabatic) potentials.
We prove some basic propagation estimates and then for a class of potentials, we show
that the limits defining the scattering matrix are uniform in ǫ→ 0 provided the potential
perturbation V (x, ǫt) = V (x,∞) for t ≥ cexp (ǫ−1/4)
An important example is the Landau-Zener type Hamiltonians, the simplest of which
is the 2× 2 case given by
H(t) =
(
εt B
B −εt
)
acting on C2. (1.2)
In this work, we study the problem of slowly changing potentials, with or without the
assumption of finite “life-time”. We consider in detail the LZ model: our aim is to prove
that it is asymptotically stable/complete, in the sense that the asymptotic Hamiltonian is
an explicit, time-independent operator. Moreover, we find the interaction time [17, 18, 13]
that is, the time after which the dynamics is time-independent up to explicitly given small
correction.
We also analyze the short time behavior of the system. It turns out to be oscillatory.
We then analyze other problems that can be treated by the same approach: scattering
theory and the adiabatic case. For this, we prove a new Uniform Ergodic Theorem.
The method we employ is a multiscale time averaging technique, recently developed by
us [1]. In this approach, we study by time-averaging, the dynamics given by
i
∂ψ
∂t
= βA(t)ψ (1.3)
where |β| ≪ 1, A(t) is a family of self-adjoint operators acting in a Hilbert space H with
initial condition ψ(t = 0) = ψ ∈ H.
We show that by averaging over a time interval of order 1√
β
, followed by a normal
form transformation, the above problem is replaced by a new, piecewise time-independent
problem generated by the averaged Hamiltonian, and a correction generated by a system
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as above, but with A(t)→ A˜(t) and β → Cβ 32 . This process can be redone repeatedly, to
all orders in β.
2 Slowly changing potentials and time averaging
Consider the problem
i
∂ψ
∂t
= (−∆+W (εt, x))ψ (2.1)
ψ(t = 0) = ψ0 ∈ L2 (Rn) ,
where W (εt, x) is a smooth bounded function such that for some σ > σ0 > 1, 0 < ε << 1
sup
t
||〈x〉σW (εt, x)||L∞ < C0 <∞ (2.2)
Here
〈x〉2 = 1 + |x|2. (2.3)
We are interested in the behavior of the solutions of such an equation, for t > 1. We
assume
sup
τ
∣∣∣∣∣∣∣∣〈x〉σ ∂W (τ, x)∂τ
∣∣∣∣∣∣∣∣
L∞
< C1 <∞. (2.4)
The solution exists for all times, in L2. See Reed-Simon [15]. Traditionally, this problem is
treated by the adiabatic theory. Here, we will show how to treat this and similar problems
by multiscale time averaging techniques. We will use the multiscale time-averaging of [1].
Let T0 = 1/
√
ε.
Define
W (x) =
1
T0
ˆ T0
0
W (εt, x) dt =
1
εT0
ˆ εT0
0
W (τ, x) dτ (2.5)
Then
W (εt, x)−W (x) = −1
εT0
ˆ εT0
0
[W (τ, x)−W (εt, x)] dτ
=
−1
εT0
ˆ εT0
0
W ′(y(τ), x)(τ − εt)dτ
y = y(τ),
(2.6)
where we used that W (τ, x)−W (t, x) = ∂W∂y′ (y′, x)
∣∣∣
y′=y(τ)
(τ − t) for some y(τ) ∈ [τ, t]. For
t ≤ T0, one has |τ − εt| ≤ εT0, and therefore, we have:
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Lemma 1.
sup
t≤T0
sup
x
∣∣W (εt, x)−W (x)∣∣ 〈x〉σ ≤ C1εT0 = C1√ε. (2.7)
Hence, if we let (see [1])
W j(x) =
1
T0
ˆ (j+1)T0
jT0
W (εt, x) dt, (2.8)
then for jT0 ≤ t ≤ (j + 1)T0
H(εt)− (−∆+W j(x)) = O (〈x〉−σ)√ε. (2.9)
Let
A˜(t) =
(
H(εt)−H(g)0 (εt)
)
ε−1/2 (2.10)
where
H
(g)
0 (εt) = −∆+W j(x) for jT0 ≤ t ≤ (j + 1)T0. (2.11)
Then, by (2.9), ||〈x〉σA˜(t)||L2∩L∞ ≡
∣∣∣∣∣∣〈x〉σA˜(t)∣∣∣∣∣∣
L2
+
∣∣∣∣∣∣〈x〉σA˜(t)∣∣∣∣∣∣
L∞
= C(C0+C1) ≤ O(1),
where C is a universal constant independent of the Hamiltonian. Therefore, we can rewrite
(2.1) in the form
i
∂ψ
∂t
=
[
ε1/2A˜(t) +H
(g)
0 (εt)
]
ψ(t). (2.12)
This implies that
ψ(t) = V (t)ψ˜(t) (2.13a)
with time ordering (see Eq. 2.3 [1] )
V (t) = T e−i
´ t
0 H
(g)
0 (εs) ds (2.13b)
and (
ε1/2A˜(t) +H
(g)
0
)
ψ = i
∂ψ
∂t
= H
(g)
0 (εt)ψ(t) + V (t)i
∂ψ˜
∂t
. (2.14)
The second equality is found by direct differentiation of (2.13a) Therefore
V (t)i
∂ψ˜
∂t
= ε1/2A˜(t)V (t)ψ˜(t) (2.15)
or
i
∂ψ˜
∂t
= ε1/2V (t)−1A˜(t)V (t)ψ˜(t) ≡ βA(t)ψ˜(t). (2.16)
We have used 2.13b which implies
ψ(t) = T e−i
´ t
0 H
(g)(εs) dsψ˜(t) (2.17)
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and then by
V (t)−1A˜(t)V (t) ≡ A(t); β ≡ √ε. (2.18)
We now apply the multiscale-averaging of [1] to Equation (2.16) where A(t) plays the role
of the Hamiltonian. By Theorem 3 there:
ψ˜(t) ≡ U0(t)U1(t)U˜−12 φU2 (t) (2.19a)
i
∂
∂t
φU2 (t) = β
3/2ANF(t)φ
U
2 (t) (2.19b)
||ANF (t)|| = O(1). (2.19c)
Where ANF is obtained by a normal for transformation of the potential averaging,ANF
is denoted by A˜ and it is given by (2.18) and φU2 = ψ (0)
Here U0(t) is generated by
i∂tU0(t) = βA
g
0(t)U0(t)
(2.20)
where
A
g
0(t) ≡ A(n)0 , for nT0 ≤ t < (n+ 1)T0 (2.21)
and
A
(n)
0 ≡
1
T0
ˆ (n+1)T0
nT0
A(s) ds, T0 = β
−1/2. (2.22)
U1(t) is generated by βA
g
1(t) with
A
(n)
1 ≡
1
T0
ˆ (n+1)T0
nT0
U−10 (t)
[
A(t)−Ag0(t)
]
U0(t) dt (2.23)
U2 ≡ 1 + iβU−11 (t)
(ˆ t
0
(
A(t′)−Ag1(t′)
)
dt
)
U1(t) = O(βt); |t| ≤ 1√
ε
. (2.24)
Obtained by a model form transformation.
Next to the leading order we get approximating ANF by 1 and it implies that φ
U
2 is a
constant therefore using (2.24) and taking U2 in the leading order implies
ψ(t) = V (t)U0(t)[U1(t)ψ0 − U1(t)
(
iβ
ˆ t
0
(
A(t′)−Ag1(t′)
)
dt′
)
ψ(0) +O
(
β2
)
] +O
(
β3/2t
)
(2.25)
substituting V (t), U0 and U1 implies
ψ(t) = T e−i
´ t
0 H
(g)
0 (t
′)dt′T e−iβ
´ t
0 A
g
0(t
′)dt′T e−iβ
´ t
0 A
g
1(t
′)dt′ (U−12 ψ(0)) +O (β3/2t) (2.26)
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In order to simplify this, we use the following Lemma
Lemma 2.2
Let A and B be self adjoint. Then
O ≡ T ei
´ t
0
A(s)dsT ei
´ t
0
B(s)ds = T e+i
´ t
0
C(t′)dt′ (2.27)
where
C(t) = A(t) + T ei
´ t
0
A(s)dsB(t)T e−i
´ t
0
A(s)ds (2.28)
Proof: Differentiation of O with respect to t yields
∂
∂t
O = A(t)T ei
´ t
0 A(s)dsT ei
´ t
0 B(s)ds+T ei
´ t
0 A(s)dsB(t)T ei
´ t
0 B(S)ds =
[
A(t) + Tei
´ t
0 A(s)dsB(t)Te−i
´ t
0 A(s)ds
]
O
(2.29)
identifying the term in the square brackets with C(t) completes the proof of the Lemma.
3 Landau Zener Majorana Example
The Landau Zener problem is defined by the Schro¨dinger equation [2, 3, 14, 13, 17, 18, 16,
12, 5, 6].
i
∂
∂t
ψ = H(εt)ψ (3.1)
where ψ is chosen to be a spinor and the Hamiltonian is
H(εt) =
[
εt B
B −εt
]
= εtσz +Bσx (3.2)
where σx, σy and σz are the Pauli matrices. This is a two state system (or its finite
dimensional generalizations) The adiabaticity parameter is ǫ. Therefore in the present
work it will be assumed to be small. The time-averaged Hamiltonian in the interval nT0 ≤
t ≤ (n+ 1)T0 is given by
Hn =
[
εT0
(
n+ 12
)
B
B −εT0
(
n+ 12
)] (3.3)
and in this interval H
(g)
0 of (2.11) takes this value.
The propagator of (2.13a) is, for nT0 < t < (n+ 1)T0, given by
V (t) = e−iHNt (t)fn−1 · · · f1f0 (3.4)
where
fn ≡ e−iHnT0 . (3.5)
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The effective Hamiltonian of Equation (2.18), is
A(t) = V (t)−1
[
H(εt)−H(g)0 (t)
]
V (t). (3.6)
In the interval NtT0 < t < (Nt + 1)T0 the term in the square brackets is
H(εt)−HNt =
[
εt B
B −εt
]
−
(
εT0
(
Nt − 12
)
+B
B −εT0
(
Nt − 12
)) (3.7)
= aNt(t)
[
1 0
0 −1
]
= aNt(t)σz (3.8)
where
aNt(t) = t− εT0
(
Nt +
1
2
)
. (3.9)
since it must commute with σz at time zero. Therefore the equation for ψ˜(t) takes the
form
i
∂ψ˜
∂t
=
√
εA(t)ψ˜ =
√
εa(t)σzψ˜. (3.10)
This equation can be easily solved, and one can see that it does not produce any transition.
Hence, the entire relevant dynamics is determined by the piecewise constant (in time)
averaged Hamiltonian.
We turn now to the calculation of V (t) of (3.7)
For this purpose we use the relation T0ε
2 = 1 and write
fn = e
−i[εT 20 (n+ 12)σz+BT0σx] = e
i
[
σz+
σx
εT0(n+
1
2 )
]
(n+ 12)
(3.11)
we denote V (t = nT0) = Vn (3.12)
Vn+1 = fnVn (3.13)
A very useful formula is [4] , p. 203
f(a+~b · ~σ) = α+ ~β · ~σ (3.14)
where
α =
1
2
[f(a+ b) + f(a− b)] (3.15)
~β =
~b
2b
[f(a+ b)− f(a− b)]. (3.16)
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In our case f (x) = e−ixand
an = 0 and b˜n =
(
BT0, 0, εT
2
0
(
n+
1
2
))
(3.17)
bn = T0
√
B2 + ε2T 20
(
n+
1
2
)2
(3.18)
αn = cos bn ~βn = −i
(
BT0, 0, εT0
(
n+
1
2
))
sin bn
bn
(3.19)
=
−i sin bn
T0
 BT0√
(B)2 + ε2T0
2 (n+ 12)2 , 0,
εT0
2
(
n+ 12
)√
B2 + ε2T0
2 (n+ 12)

(3.20)
(3.21)
(3.22)
fn = cos bn +
−i sin bn
bn
(
BT0 · σx + εT02
(
n+
1
2
)
σz
)
(3.23)
Let us consider three different domains
I T0εn≫ B (3.24)
II T0εn ∼ B (3.25)
III T0εn≪ B (3.26)
First we obtain the expression for fn,fn+1 ,where fnis given by 3.4 with
We begin by recalling the definitions:
T0 ≡ 1√
ε
(3.27)
bn = ǫT
2
0
(
n+
1
2
)√
1 +
B2
ǫ2T 20
(
n+ 12
)2 (3.28)
In domain I
εT0
(
n+ 12
)
B
≫ 1 (3.29)
Therefore
bn = ǫT
2
0 +
B2
2ǫ
(
n+ 12
) +O( B2
ǫ2T 20 n
)2
n (3.30)
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For future use, we write fn in the following forms
fn ≡ e−i(εT02(n+
1
2)σz+BT0σx) (3.31)
= e−iT0(
√
ε(n+ 12)σz+Bσx) (3.32)
= e
−iT0√ε(n+ 12)
[
σz+
B√
ε(n+12)
σx
]
(3.33)
fn ≡ e−i
√
εT0(n+ 12)[σz+εnσx] (3.34)
with ǫn =
B√
ǫ
(
n+ 12
) (3.35)
(3.36)
fn of 3.23 can be written as
fn =
[
cos bn − i
bn
sin bnεT
2
0
(
n+
1
2
σz
)]
×
[
1−
[
cos bn − i
bn
sin bnT
2
0 (n+
1
2
)
σz
]−1 i
bn
sin bnBT0σx
(3.37)
where bn is given by (3.18). We define now b
′
n by
e−ib
′
nσz ≡
[
cos bn − i
bn
sin bnεT
2
0
(
n+
1
2
)
σz
]
(3.38)
then
fn = e
ib′nσz
[
I + eib
′
nσz i
BT0
bn
sin bnσx
]
(3.39)
where its main part is given by
F
(
b
′
n
)
= e−ib
′
nσz
and ǫn is given by 3.35. note that b
′
n is defined through fn so that approximately for large
n e−ibnσz or b′n ∼ bn. The reason it can be done is that bn grows as n. We introduce the
small correction.
e+ib
′
nσz
BT0
bn
sin bnσx ≡ εXn . (3.40)
We define tn = T0
√
ε
(
n+ 12
)
and turn to the calculation of the product, using Lemma
2.2 (Eq ??,2.25 ) one finds
fnfn+1 = e
−itn(σz+εnσx)e−itn+1(σz+εn+1σx) (3.41)
= e−itn(σz+εnσx)e−itn
(
tn+1
tn
σz+
tn+1
tn
εn+1σx
)
(3.42)
= exp i
ˆ tn
0
Cn(s)ds (3.43)
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where
Cn(s) = σz + εnσx + e
−is(σz+εnσx)
[
tn+1
tn
σz +
tn+1
tn
εn+1σx
]
e+is(σz+εnσx) (3.44)
Using 3.20 - 3.23 one finds
e−is(σz+εnσx) =
1
2
e−is
√
1+εn2 +
1
2
eis
√
1+εn2 (3.45)
−
(
i sin s
√
1 + εn2
) 1√
1 + εn2
(σz + εnσx) (3.46)
= cos s
√
1 + εn2 − i√
1 + εn2
sin
√
1 + εn2s (σz + εnσx) (3.47)
We turn to define ε′n and ε˜n
e−is
√
1+εn2σz
(
I + eis
√
1+ε3n
2σz −i√
1 + εn2
sin
√
1 + εn2εnσx
)
(3.48)
≡ e−is
√
1+ε′n
2σz (I + ε˜n(s)σx) (3.49)
and it satisfies
ǫ
′
n ≈ ǫn
We now turn to calculate the leading term with the help of (3.48)
e−is(σz+εnσx)
tn+1
tn
σze
is(σz+εnσx) (3.50)
= e−is
√
1+ε′n
2σz (I + ε˜nσx)
(
tn+1
tn
)
σz (I − ε˜nσx) eis
√
1+εn2σz . (3.51)
Now (3.41) takes takes form
fnfn+1 = exp
[
−i
ˆ tn
0
Cn(s)ds
]
(3.52)
with
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(3.53)
Cn(s) = σz + εnσx +
tn+1
tn
σz +
tn+1
tn
F
(
s
√
1 + ε′n
2
)
εn+1σxF
∗
(
s
√
1 + ε′n
2
)
+ (3.54)
F
(
s
√
1 + ε′n
2
)
ε˜n(s)
tn+1
tn
(−2iσy)F ∗
(
s
√
1 + ε′n
2
)
+O
(
ε˜2n(s)
)
σz (3.55)
=
[
1 +
tn+1
tn
+O
(
ε˜n
2
)]
σz + εnσx + iF
(
s
√
1 + ε′n
2
)
ε˜nσyF
∗
(
s
√
1 + ε′n
2
)(−tn+1
tn
)
(3.56)
+ F
(
s
√
1 + ε′n
2
)
ε˜n+1σx
(
+tn+1
tn
)
F ∗
(
s
√
1 + ε′n
2
)
(3.57)
so,
fnfn+1 = T exp
[
(−i)[tn+tn+1+On(ε)]σz+i tnεntn+tn+1 σx(tn+tn+1) (3.58)
· (tn + tn+1 +O(ε)) tn+1
tn (tn + tn+1 +On)
(3.59)
ˆ tn
0
Fεn+1σxF
∗ds+ 2i
tn+1
tn
ˆ tn
0
F
(
s
√
1 + ε′n
2
)
σyF
∗
(
s
√
1 + ε′n
2
)
ds
]
(3.60)
= T exp(−i
{
[tn + tn+1 +O(εn)]
[
σz +
εntn
O(εn) + tn + tn+1
σx +
tn+1
O(εn) + tn + tn+1
1
tn
ˆ tn
0
G(s) · · ·
]}
)
(3.61)
where
G(s) = · · · = 1
tn
ˆ tn
0
2iFεn(s)σyF
∗ds+
1
tn
ˆ tn
0
Fεn+1σxF
∗ds. (3.62)
The expansion has two parts, the integral one which is time dependent part denoted by
G (s), the rest. Therefore the following Lemme is useful
Lemma3.1.
Let U(t) = T e−iAt−i
´ t
0 B(s)ds with B(t) = U(t)BU∗(t). Then dUdt = (−iA− iβ(t))F .
If U = e−iAtW (t) then
W˙ = −ieiAtB(t)e−iAtW (3.63)
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In our case
A = σz
(
1 +
tn+1
tn
)
a (O (ǫn) +O (ǫ˜n)) , B(t) = CnF
(
t
√
1 + ε′n
2
)
ε˜n(s)σyF
∗ (3.64)
Cn =
−tn+1
tn
· 1
tn
(3.65)
⇒ W˙ ≈ iCnε˜n(t)σyW. (3.66)
Where we used that e−AtF ≈ 1, and it is understood that t = tn is taken. Integrating,
we get
W (tn) = e
−iCnσyεn
´ tn
0
1√
1+εn2
sin
√
1+εn2sds
(3.67)
= e
−i tn+1
tn
σy(cos
√
1+εn2tn−1) εn
1+εn2
1
tn . (3.68)
The integral is bounded therefore its contribution will turn out to be small. We arrived
at
fnfn+1 ∼ exp i
ˆ tn+tn+1+On(ε)
0
D˜nds
with
D˜n ∼ σz +
(
tn
tn + tn+1 +O(εn)
εnσx +
tn+1
tn + tn+1 +On(ε)
εn+1σx
)
. (3.69)
What we did actually is extended the domain of integration from tn to tn + tn+1 prefactor
of the leading term was set to remain the same while the corrections are different. Hence
to the leading order
fnfn+1 ≈ e−i(tn+tn+1)σz (3.70)
Iterating the process D˜n is replaced by ˜Dn+1 so that The correction term decreases com-
pared to the σz term. Continuing the precess results in
fnfn+1fn+2 = exp i
ˆ tn+tn+1+tn+2+On+1(ε)
0
D˜n+1(s)ds D˜n+1(s) ∼ (3.71)
σz + σx
(
tn
tn + tn+1 + tn+2 +On+1(ε)
εn +
tn+1
(· · · )εn+1 +
tn+2
(· · · )εn+2
)
. (3.72)
If we iterate the process starting from 3.41, to leading order one finds,
fN0f2f3...fN ≈ e−i(tN0 ....tN)σz + C.C (3.73)
where N0 is the minimal n in Domain I.
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The first correction in 3.72 is of order 1
N2
since tn is of order N0 while ǫn is of order
1
N0
. Therefore in the limit N →∞ it vanishes
The εn contributions decay with iterations, since each one is proportional to one time
tn, out of overall time t1 + t2 + · · ·+ tN .
Therefore Vn ≈ e−iNσz commuting with σz, based on (2.10),(2.18) we find
i
∂ψ˜
∂t
=
√
εA(t)ψ˜ =
√
εa(t)σzψ˜. (3.74)
Domain III
In this Domain fn takes the form
fn = e
−iBT0σx (I + corrections) (3.75)
and this form holds for n+ 12 ≪ BT0 where T 20 ǫ = 1 was used.
A procedure similar to the one that was used in domain I leads to
VN ≈ e−iNBT 20 σx (3.76)
In this case A of (2.18) is
A =
√
ǫan (t) e
iNBT0σxσze
−iNBT0σx (3.77)
where an is given by (3.9).
In this Domain therefore, to the leading order ψ develops with a Hamiltonian propor-
tional to σx while ψ˜ evolves by the Hamiltonian (3.77)
Domain II
In this domain there is no simple expression for V of 2.13b,2.13a and it reduces to products
of matrices
4 Adiabatic Theorem
In this section, we give a new proof of the adiabatic theorem in the gapless case. Further-
more, we prove an ergodic theorem that holds uniformly for the dynamics generated by
adiabatic Hamiltonians. In fact, the ergodic theorem implies the adiabatic theorem. We
start with the formulation of the theorem.
Theorem 2.
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The Adiabatic Theorem
Let {H(s) {|s ∈ [0, 1]}} be a family of bounded self-adjoint operators on {H} - a sepa-
rable Hilbert space.
Assume that
1. i) H(s), H˙(s), H¨(s) are bounded and continuous uniformly in s ∈ [0, 1] (where f˙ ≡
df
dt ).
2. ii) H(s) has an eigenvector ψ0(s), with projection P0(s) on the bound state we focus
on. It will be denoted ψ0 here and in in what follows.
(a) P (s), P˙ (s), P¨ (s) are bounded and continuous, uniformly in s ∈ [0, 1].
(b) There is a minimal distance between the eigenvalue λ0(s) of ψ0(s) and any other
eigenvalue of H(s). λ0(s) may be embedded in the continuous spectrum of H(s).
Then, if the initial condition of the Schro¨dinger equation (ε > 0, small)
i
∂ψε
∂t
= H(εt)ψε (4.1)
is ψ(0) = ψ0(t) at t = 0, we have that for all 0 < t ≤ 1ǫ .
‖ψε(t)− eiθ(t)ψ0(εt)‖ = oε(1) . (4.2)
Here, oε(1) stands for a function that vanishes as ε → 0 and θ (t) is a real valued
function of t
Proof
The proof follows the strategy of Kato[24], which reduces the problem to estimating the
size of an appropriate wave operator. Let UK(t) stand for the associated Kato dynamics
i
dUk (t)
dt
= K (t)Uk (t) (4.3)
K (t) ≡ H (ǫt) + iǫ
[
P˙0 (ǫt) , P0 (ǫt)
]
(4.4)
where P˙0(εt) stands for
∂P0(µ)
∂µ |µ=ǫt and K (t) is the Hamiltonian of the Kato dynamics.
The main property of the Kato dynamics is that it evolves P0(0) to P0(εt), unitarily:
P0 (ǫt)Uk (t) = UkP0 (0) (4.5)
Then, the proof of the theorem follows from showing that
‖U∗(t)UK(t)P0(0) − P0(0)‖ ≤ oǫ(1) for 0 ≤ t ≤ 1/ε. (4.6)
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Writing the above as the integral of the derivative (Cook’s method), the problem is reduced
to proving that (see Eq. 4.17)
‖ε
ˆ 1/ε
0
U∗(t)
[
P˙0(εt), P0(εt)
]
UK(t)P0(0)dt‖ = oǫ(1). (4.7)
A key observation for the proof is the following proposition, a consequence of the
formula for integration by parts:
Proposition 1.
Let A(t), B(t) be families of bounded smooth operators and 0 < ǫ≪ 1; then,
ǫ
ˆ 1/ε
0
A(t)B(t)dt = ǫ
(ˆ s
0
A(s′)ds′
)
B(s)|s=1/ε (4.8)
−ǫ
ˆ 1/ε
0
(ˆ s
0
A(s′)ds′
)
dB(s)
ds
ds
Furthermore, assume that
‖ǫ
ˆ 1/ε
0
A(s)ds‖ = oε(1) (4.9)
and
‖dB(s)
ds
‖ = O(ε), (4.10)
then
‖ǫ
ˆ 1/ε
0
A(t)B(t)dt‖ = oε(1). (4.11)
Proof. The proof starts with integration by parts.
To prove 4.11, we write the second term on the RHS of Eq. (4.8) as
ǫ
ˆ 1/ǫ
0
(ˆ 1/√ε
0
A(s′)ds′
)
dB(s)
ds
ds+ ǫ
ˆ 1/ε
0
(ˆ s
1/
√
ε
A(s′)ds′
)
dB(s)
ds
ds. (4.12)
The norm of the first term in Eq (4.12) is bounded by
√
ε
ˆ 1/ε
0
‖√ε
ˆ 1/√ε
0
A(s′)ds′‖‖dB(s)
ds
‖ds ≤ √ε
ˆ 1/ε
0
O(ε)o√ε(1)ds ≤
√
εo√ε(1). (4.13)
The second term in (4.13) is bounded by
ˆ 1/ε
0
O(ε)ds sup
1
ε
≥s≥1/√ε
‖ǫ
ˆ s
1/
√
ε
A(s′)ds′‖ ≤ (4.14)
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sup
1√
ǫ
≤s≤ 1
ǫ
O (ǫ)
[∥∥∥∥∥ǫ
ˆ 1/√ǫ
0
A
(
s′
)
ds′
∥∥∥∥∥+
∥∥∥∥ǫ ˆ s
0
A
(
s′
)
ds′
∥∥∥∥
]
≤ǫ 1√
ǫ
+ sup
1√
ǫ
<s< 1
ǫ
O (ǫ)
s
∥∥∥∥ˆ s
0
A
(
s′
)
ds′
∥∥∥∥ ≤ O (ǫ)σǫ (1)
This completes proof of proposition 1
If we now write the integrand of Eq. (4.7) as (using the unitarity of U)
U∗(t)
[
P˙0(εt), P0(εt)
]
P0(εt)U(t)U
∗(t)UK(t)P0 (4.15)
and notice that
i
d
dt
U∗(t)UK(t)P0 (0) = U∗(t)
[
H(εt)−H(εt) + iǫ
[
P˙0, P0
]]
UK(t)P0 (0) (4.16)
= ǫU∗(t)
[
P˙0, P0
]
UK(t)P0 (0) = O(ε), (4.17)
then (4.6) follows from the above proposition if we prove that
‖ǫ
ˆ 1/ε
0
U∗(t)
[
P˙0(εt), P0(εt)
]
P0(εt)U(t)dt‖ = oε(1). (4.18)
Now, using that P0(s)
2 = P0(s) it follows that
P˙0P0 + P0P˙0 = P˙0, so (4.19)
P0P˙0P0 + P0P˙0 = P0P˙0 (4.20)
or P0P˙0P0 = 0, (P˙0P0 − P0P˙0)P0 = P˙0P0 (4.21)
using the fact that ∑
j
Pj + Pc = I
where {Pj} are the bound states and Pc is the projection on the continuum combined with
(4.21) we find that the integrand of (4.18) is
U∗(t)
∑
j 6=0
Pj(εt)P˙0(εt)P0(εt) + Pc(H(εt))P˙0(εt)P0(εt)
U(t). (4.22)
:
Lemma 3.
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Let H1, H2 bounded self adjoint . operators, and such that ‖H1 −H2‖ ≤ δ. Suppose
‖ 1
T
ˆ T
0
A1(s)ds‖ ≡ ‖ 1
T
ˆ T
0
eiH1tAe−itH1dt‖ = oT (1). (4.23)
(that is, oT (1)→ 0 as T →∞), where Aj = eiHjtAe−iHjt with j = 1, 2 . Then
‖ 1
T
ˆ T
0
A1(s)ds− 1
T
ˆ T
0
A2(s)ds‖ ≤ δoT (1) (4.24)
where oT (1) is as above.
Remark
The Lemma does not require that the ergodic bound ( Eq. (4.23)) holds for H2. It will
follow if δ . 1, and with the same rate function oT (1).
Proof
The difference in (4.24) can be written as
‖ 1T
´ T
0
[
eitH2A
(
e−itH1 − e−itH2)+ (eitH1 − eitH2)Ae−itH1] dt‖ (4.25)
= ‖ 1T
´ T
0 [A1(t) (I − Ω12(t)) + (I − Ω21(t))A2(t)] dt‖
Where Ωij = e
iHjte−iHit. The result now follows by applying the proposition, using our
assumption that
‖ 1
T
ˆ T
0
A1(t)dt‖ = oT (1),
with similar relations for A2 and
‖ d
dt
Ωij(t)‖ = ‖ d
dt
eiHite−iHjt‖ = ‖eiHiti(Hi −Hj)e−iHj t‖
≤ ‖Hi −Hj‖ ≤ δ, (4.26)
for i, j = 1, 2; i 6= j.
We now turn back to slowly changing Hamiltonians. We saw that in this case the
solution ψ(t) is given by ( see Sec.2, 2.25 and 2.26 )
ψ(t) = U(t)ψ0 = V (t)U˜ (t)ψ0
with
U (t) = V (t) · U˜ (t)
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The evolution of the averaged Hamiltonian is given by V (t) while the correction is
given by U˜ (t). The adiabaticity is reflected by mostly constant U˜ and more precisely∥∥∥∥∥dU˜ (t)dt
∥∥∥∥∥ ≤ constβ = const√ǫ , 0 ≤ t ≤ 1ǫ
and so, now let us define the averaged Hamiltonian
A¯(T ) ≡ 1
T
ˆ T
0
U∗(t)AU(t)dt (4.27)
=
1
T
ˆ T
0
U˜∗(t)V ∗(t)AV (t)U˜(t)dt
≡ 1
T
ˆ T
0
U˜∗(t)AV (t)U˜ (t)dt.
where
AV (t) ≡ V ∗(t)AV (t). (4.28)
To estimate A¯(T ), we break the sum into N =
{
1√
ε
}
intervals of size 1√
ε
where {x} is the
closest integer to x.
We write:
ǫ
ˆ 1
ε
0
U˜∗(t)V ∗(t)AV (t)U˜(t)dt (4.29)
=
√
ε
N−1∑
j=0
√
ε
ˆ (j+1) 1√
ε
j 1√
ε
U˜∗(t)AV (t)U˜(t)dt. (4.30)
Therefore, if we can prove that
√
ε
ˆ (j+1)ε− 12
jε−
1
2
U˜∗(t)AV (t)U˜ (t)dt ≤ o√ε(1), (4.31)
uniformly in j, the ergodic theorem will follow for the pair (U(t), A).
By the proposition 1 provided
‖dU˜ (s)
ds
‖ ≤ √ε = β (4.32)
and using the proposition 1 for U˜ and U˜∗ the result (4.31) follows from
‖√ε
ˆ (j+1) 1√
ε
j 1√
ε
AV (s)ds‖ = o√ε(1) (uniformly in j) (4.33)
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Since condition (4.32) is satisfied by construction of the averaging, it remains to verify the
estimate 4.33 on the piecewise constant dynamics V (t).
Next we prove:
Theorem 4. Uniform Ergodic Theorem
Under our previous assumptions on the family of Hamiltonians {H(s)|0 ≤ s ≤ 1}, sup-
pose A is a compact operator, and denote by Pc(t) the projection on the Hilbert subspace
of continuos spectrum of Hc(H(εt)). Then,
‖ 1
T
ˆ T
0
U∗(t)APc(ǫt)U(t)dt‖ = oT (1) (4.34)
where T = 1ε , U(t) is generated by the family of Hamiltonians H(εt), for all ε sufficiently
small.
Proof
By the discussion above Eqs (4.30 - 4.32), we need only to show that
‖√ε
ˆ (j+1)ε− 12
jε−
1
2
V ∗(t)APc(t)V (t)dt‖ = oε(1) uniformly in 0 ≤ j ≤ ε−
1
2 (4.35)
Now, recall that (Sec 2 and [1])
V (s) = Vn(s − nT0)Vn−1(T0) · · · V1(T0) (4.36)
where
Vi(s) = e
−iH¯i(s) (4.37)
T0 =
1√
β
= ε−
1
4 (β ≡ √ǫ). (4.38)
H¯i is the averaged Hamiltonian in the time interval i. So,we have to evaluate
Sj =
√
ε
ˆ (j+1)T 20
jT 20
V ∗ (s)APc (s)V (s) ds (4.39)
=
√
β
N−1∑
k=0
√
β
ˆ jT 20+(k+1)T0
jT 20+kT0
V ∗1 (T0) · · · V ∗njk(s− njkT0)APc(s) · (4.40)
Vnjk · · ·V1(T0)ds
We divided the j-th interval into N = {T0} subintervals. In each of these the averaged
Hamiltonian is constant.
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Taking the norm of the above, we get the bound on each term in the sum over j is :
|Sj| ≤ 1
T 20
T0 sup
j
‖
ˆ Tjk+T0
Tjk
V ∗njk (s− njkT0)APc(s)Vnjk (s− njkT0) ds‖ ≤ (4.41)
≤ sup
j, k
k ≥ 1
oTjk(1), (4.42)
nj is the index of the j,k interval starting at time Tjk = jT
2
0 + kT0. The last inequality
results from the ergodic theorem for systems with time independent Hamiltonians [10]
It is left to show uniformity of the estimate in j.
Lemma H¯
H¯j =
1
T 20
ˆ (j+1)T 20
jT 20
H(εs)ds = H(yj) +
√
ε
2
H ′(yj) + sup
y
‖H¨(y)‖OH (ε) (4.43)
Where OH (ǫ) is a bound operator with norm O (ǫ)
Proof
H¯j =
1
T 20
1
ε
ˆ yj+√ε
yj
H(y)dy =
1√
ε
ˆ yi+√ε
yj
H(y)dy (4.44)
=
1√
ε
[ˆ yj+√ε
yj
H(yj)dy +
ˆ yj+√ε
yj
H˙(yj)(y − yj)dy (4.45)
+
ˆ yj+√ε
yj
1
2!
H¨(y˜)(y − yj)2dy
]
(4.46)
where
y ≡ εs, yj ≡ εjT 20 = εjε−
1
2 = ε
1
2 j, y˜ = y˜(y) ⊂ [yj, yj +√ε] . (4.47)
The statement of the Lemma then follows by our previous boundless assumption
‖H‖ < C (4.48)∥∥∥H˙∥∥∥ < C (4.49)∥∥∥H¨∥∥∥ < C (4.50)
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and
sup
y
|y − yj| ≤
√
ε. (4.51)
To continue the proof of theorem 4, assumeA = A(εt), with sup0≤s≤1
∥∥∥A˙ (s)∥∥∥ < C <∞.
To prove the uniformity in (j, k) of the estimate in (4.41), it is sufficient to prove the
uniformity in s ∈ [0, 1] of the bound on (4.53) with T = 1/ǫ.
Using the known ergodic (RAGE) estimate for time independent hamiltonians due to
[9, 11] [ǫm, E − Vec], the needed bound for each fixed s, will follow if the operator APc is
compact and time independent.
To this end we write
A (ǫt)Pc (ǫt) = A (s)Pc (s) +
ˆ t
ǫ−1s
d
dt′′
A
(
ǫt′′
)
Pc
(
ǫt′′
)
dt′′ (4.52)
Using the assumed uniform boundedness of the derivatives A˙, P˙c, the bound (4.54) - (4.55)
follows.
Now using the ergodic theorem (RAGE) for (4.54), given any η > 0, it follows that for
all T ≥ Tη (s), the term (4.54) is bounded by η. Hence (4.53) follows.
Given η > 0, then for all s ∈ [0, 1], there exists time Tη(s) s.t. (t′ = t− ε−1s)
‖ 1
Tη(s)
ˆ Tη(s)
0
eiH(s)t
′
A(ǫt)Pc(ǫt)e
−iH(s)t′dt′‖ (4.53)
≤ ‖ 1
Tη(s)
ˆ Tη(s)
0
eiH(s)t
′
A(s)Pc(H(s))e
−iH(s)t′dt′‖ (4.54)
+‖ 1
Tη(s)
ˆ Tη(s)
0
Tη (s) ǫ
[
‖A‖‖P˙ (s)‖+ ‖A˙‖‖P (s)‖
]
dt′‖ (4.55)
≤ η + Tη (s) ε sup
s∈[0,1]
[
‖A‖‖P˙ (s)‖+ ||A˙ (s)Pc (s) ||
]
. (4.56)
The continuity of H(s),A (s) in s, implies that if |s − s′| is sufficiently small, then for all
such s, s′, ‖H(s) − H(s′)‖ < 110Tη(s) and ‖A (s)−A (s′)‖ ≤
η
2 .By Lemma 3 the estimate
(4.24) holds for all such H(s′), with the same Tη(s). Note that the expression of (4.54) is
equal to
‖ 1
Tη(s)
ˆ Tη(s)+ǫ−1s
sǫ−1
eiH(s)t
′
APc(H (s))e
−iH(s)t′dt′‖ (4.57)
since change of variables t′ → t′ − ǫ−1s produces factors et′iH(s)(ǫ−1s) which drop due to
unitarity.
Therefore, by the compactness of [0,1], it follows that there is a finite subcover of such
intervals, centered at {si}Ki=1, K <∞.
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Hence, for Tmax = supsi T η2
(si), we have that for all T η
2
≥ Tmax
‖ 1
Tη
ˆ ε−1s+Tη
sε−1
e+iH(s)t
′
A (ǫt)Pc(t)e
−iH(s)t′dt‖ < η
2
+ Cǫ
Tη
2
(4.58)
Choose ε−1 = T 4max.
By Lemma H¯, for any yi ≤ 1/ǫ, T0 ≡ ǫ−1/2 we have :
‖H¯j −H(yj)‖ ≤ O(
√
ǫ) (4.59)
and therefore by Lemma 3 we can apply the above estimate (4.58) for all yj ≤ 1ε and
Tη ≤ O(ε−1/2) = O
(
T 2max
)
, choosing sǫ−1 ≡ yj in equation (4.47).
Collecting all of the above, we conclude that (choosing T η
2
= ǫ−1/2)∥∥∥∥∥√ǫ
ˆ ǫ−1s+ǫ−1/2
sǫ−1
eiH(s)t
′
A (st)Pc (H (ǫt)) e
−iH(s)t′dt′
∥∥∥∥∥ < η
uniformly in s.
By (4.59) and Lemma 3, we can replace H (s) by H¯j for yj = ǫ
1/2j = ǫs
Remark as can be seen from the proof, the compact operator A can be adiabatically
time dependent.
Proof of the Gapless Adiabatic Theorem
To complete the proof of the theorem we need to show the estimate (4.6 ). By the
properties of the Kato dynamics, the integrand can be written as (4.22).
We need to prove (4.7). The integrand of (4.7) is given by the expression 4.22. The
second term in 4.22 is controlled by the above ergodic theorem,
since by assumption P0 is finite rank and hence compact. Moreover,
P˙0(εt)P0(εt)− P˙0(yj)P0(yj) = O(εT0) if |εt− yj| ≤ T0 (4.60)
by arguments like (4.52)
∂t
(
P˙ (εt)P (εt)
)
= O(ε)
(
‖P˙‖+ ‖P¨‖
)
. (4.61)
To deal with the first term in the expression 4.22, the term
U∗(t)
∑
j 6=0
Pj(εt)P˙0(εt)P0(εt)UK(t)ψE0 (4.62)
(we can put the UK(t) dynamics back again) we approximate U
∗(t)Pj by Kato’s dynamics
again:
U∗(t)Pj(εt) = U∗(t)UKj (t)U
∗
Kj (t)Pj(εt) (4.63)
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with UKj(t) generated by Kj = λj(ǫt
′) + iǫ
[
P˙j(εt
′), Pj(εt′)
]
so that
UKj(t) = T e−i
´ t
0 λj(εt
′)−iε[P˙j(εt′),Pj(εt′)]dt′ (4.64)
Then, the expression (4.62) takes the form
ei
´ t
0
λj(s)ds
[
U(t)∗UKj(t)
]
e−i
´ t
0
λj(s)dsU∗kjPj(εt)P˙0(εt)P0(εt)UK0(t)ψE0 (4.65)
We integrate this last expression by parts, where the first integration is of the composite
integration of the phase factor. The rest of the terms are (integrals of) derivatives of[
U(t)∗UKj(t)
]
, e−i
´ t
0 λi(s)dsU∗Kj (t)Pj(εt)P˙0(εt)P0(εt)UK0(t)ψ0 (4.66)
and are all of order ε (see 4.17 and 4.41). Without the loss of generality we assume λ0 = 0.
The composite integration gives
ˆ t
0
dt′ei
´ t′
0
λj(εs)ds =
1
(iλj(εt))
ei
´ t
0
λj(εs)ds (4.67)
− 1
(iλj(0))
+
ˆ t
0
dt′
iλ2j
ελ˙j(εt
′)ei
´ t′
0 λj(εs)ds. (4.68)
Since we assume that there is a uniform gap between the eigenvalues, |λj | ≥ δ > 0, and
therefore the above expression is of order 1
δ2
.
We conclude that the contribution of (4.62) to (4.7) is of order ǫ/δ2 as is the case for
Adiabatic theorem with a gap.
Finally, we remark that if there is an eigenvalue crossing, finitely many times, the
argument of Kato applies to give another correction of order oε(1).
5 Scattering Theory
Scattering theory provides an important theoretical and computational tool for analyzing
adiabatic Hamiltonians. Recently, it became of crucial importance to understand these
processes in the study of soliton (and other coherent) dynamics. Typically, linearizion
around soliton, and derivation of the modulation equation for its parameters lead to matrix
valued adiabatic Hamiltonians. Our goal in this section is to show how the method of
multi-time scale averaging, combined with the Uniform Ergodic Theorem for adiabatic
Hamiltonians lead to scattering theory. In particular, we prove some classical propagation
estimates and asymptotic completeness.
The analysis of time dependent potential scattering is complicated by the fact that
energy is not conserved and cannot be localized. Some parts of the solution run away to
infinity in the energy, while other parts concentrate on zero!
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Propagation estimates were thus used, which included asymptotic localization of the
momentum/energy. In some special cases, where the interaction is decaying fast in time
enough one can prove the existence of asymptotic distribution of energies [19, 8, 9, 11, 23,
21, 22] . Here, we show how the Ergodic theorem provides another route.
Consider the case where there are no bound states. The general case will be considered
elsewhere. U(t)ψ has no bound states. Can we prove scattering for U(t)ψ, where U(t) is
generated by H(εt)? We assume H(εt) = −∆+ V (εt, x), where
sup
t
||〈x〉σV (εt, x)||L∞ + sup
t
∣∣∣∣∣∣∣∣〈x〉σ ∂V (τ, x)∂τ
∣∣∣∣∣∣∣∣
L∞
< C0. (5.1)
First we notice, that a small localized perturbation does not change the scattering estimates
in favorable cases.
Proposition 2. Assume ψ = U (0)(t)ψ solves the equation
i
∂ψ
∂t
= H0(t)ψ0, ψ0 = ψ(t = 0) (5.2)
and such that ∣∣∣∣〈x〉−σψ(t)∣∣∣∣
L2
≤ Cσ,2〈t〉−α, α > 1. (5.3)
Let Wε(x, t) be a localized function, bounded
sup
t
∣∣∣∣〈x〉+2σWε(x, t)∣∣∣∣L∞ < C0ε. (5.4)
Then, if ε is small enough, depending on C0, Cσ,2, we have∣∣∣∣〈x〉−σU(t)ψ0∣∣∣∣L2 ≤ C 〈t〉−α , (5.5)
where U(t)ψ0 solves the equation
i
∂
∂t
(U(t)ψ0) = (H0(t) +Wε(x, t))U(t)ψ0. (5.6)
Proof.
ψ(t) ≡ U(t)ψ0 = U (0)(t)ψ0 − i
ˆ t
0
U (0)(t− s)Wε(x, s)ψ(s)ds.
Then∣∣∣∣〈x〉−σψ(t)∣∣∣∣
L2
≤
∣∣∣∣∣∣〈x〉−σU (0)ψ(t)∣∣∣∣∣∣+ ˆ t
0
∣∣∣∣∣∣〈x〉−σU (0)(t− s)〈x〉−σ1∣∣∣∣∣∣
L2
(5.7)
× ∣∣∣∣〈x〉+σ1Wε(x, s)〈x〉+σ2 ∣∣∣∣L∞ ∣∣∣∣〈x〉−σψ(s)∣∣∣∣L2 ds (5.8)
≤Cσ2〈t〉−α + Cσ,2
ˆ t
0
〈t− s〉−α〈s〉−αCσ,2ǫ
∣∣∣∣〈s〉α〈x〉−σψ(s)∣∣∣∣
L2
ds (5.9)
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Hence,
sup
t≤T
〈t〉α ∣∣∣∣〈x〉−σψ(t)∣∣∣∣
L2
≤ Cσ,2 + ǫC0Cσ,2C˜ sup
0≤s≤T
∣∣∣∣〈s〉α〈x〉−σψ(s)∣∣∣∣
L2
(5.10)
The result follows if ǫC0Cσ,2C˜ < 1.
To Apply the above proposition to U(t)ψ using the multiscale time averaging, we need
to verify that
1. U(t)ψ0 = U0(t)U1(t) . . . UN (t)ψ0 = V0,ε(t)ψ0 where the generator of V0,ε is the gen-
erator of U0(t) plus a small localized perturbation for all t.
2. That the scattering (local decay or similar) estimates hold for U0(t)ψ˜.
We want to apply the Ergodic theorem to the dynamics above. We will assume |V (x)| +
|x · ∇V | ≤ c〈x〉−σ , σ > 1. The Ergodic theorem applies for any operator C s.t.
sup
j
‖ 1
T
ˆ T
0
Ce−iHjtdt‖ = oT (1), (5.11)
so, it is sufficient to verify it for the time independent averaged Hamiltonians.
If C is compact, the result above is known as the RAGE theorem (see e.g., CFKS). We
want to apply it to a noncompact operator C which is O (〈x〉−σ) for some σ > 0, without
introducing high energy cutoff.
Local smoothing estimates hold for Hj: (p ≡ −i∇x)
ˆ ∞
−∞
‖〈x〉− 12−ε|p| 12 e−iHjtψ‖2L2dt < C‖ψ‖2L2 . (5.12)
For each T , 1T
´ T
0 e
−iHjt〈x〉−σ′eiHjtdt is a bounded self-adjoint operator. Hence, for σ > 1,
‖ 1
T
ˆ T
0
eiHjt〈x〉−σe−iHjtdt‖ (5.13)
= sup
‖f‖L2=1
1
T
〈f,
ˆ T
0
eiHjt〈x〉−σe−iHjtfdt〉 (5.14)
= sup
‖f‖L2=1
1
T
ˆ T
0
‖〈x〉−σ2 e−iHjtf‖2dt < O
(
1
T
)
. (5.15)
Therefore, in this case we have the following Ergodic estimate
‖ 1
T
ˆ T
0
U∗(εt)〈x〉−σU(εt)dt‖ = O
(
1
T
)
. (5.16)
(5.17)
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For a general Hamiltonian, restricted to the continuous spectrum , we can expect that
O
(
1
T
)
be replaced by
O
(
T−α
)
, α ≤ 1. (5.18)
We have the following immediate result:
Theorem (Energy bound)
For the above system the “energy” can grow at most by O(ε), up to time of order 1ε .
Thus, the kinetic energy (the H1 norm) can change by order 1.
Proof
‖U∗(εt)H(εt)U(εt) − U∗(0)H(0)U(0)‖ (5.19)
= ‖
ˆ t
0
U∗(εt)
∂H(εt)
∂t
U(εt)dt‖ (5.20)
= ‖
ˆ t
0
U∗(εt)
∂W (x, εt)
∂t
U(εt)dt‖ (5.21)
. ε‖
ˆ t
0
U∗(εt)〈x〉−σU(εt)dt‖ ≤ O(ε). (5.22)
Since H(εt) = −∆+ V (x, εt), with V bounded, the result follows.
Asymptotic Completeness
The proof of asymptotic completeness requires showing the following strong limit :
s− lim eiH0tU(t)ψ (5.23)
exists for a dense set of ψ as t→ ±∞. By Cook’s method this is reduced to proving that
ˆ ∞
‖W (x, εt)U(t)ψ‖2dt ≤ c <∞. (5.24)
This last estimate follows directly from the above local decay estimate, provided the Hamil-
tonian becomes time independent after time 1/ε.
Moreover, if the potential is slowly and adiabatically becoming time independent, that
is if
W (x, εt) ≡W0(x, εt) + (1 + εt)−aW1(x, εt) (5.25)
with W0 time dependent up to time 1/ε, and W1 nonzero for all times; a > 0. This last
statement follows by the following two simple observations: First , we can extend the proof
of local decay estimate to arbitrary time of size M/ε, for M large, and fixed, by changing
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ε to a smaller number, depending on M. Then, after time M/ε, the W1 term is small, and
absorbed as small perturbation of H0 = −∆+W0 (x,∞) as shown in the beginning of the
section.
This last example is already of considerable interest, since such Hamiltonians appear
naturally in approximate nonlinear systems.
It is more difficult to get estimates for the case when the Hamiltonian does not turn
off. In this case the standard Adiabatic Theorem does not apply, but one still would like
to know the large time behavior of the system. This is considered below.
We will now use monotoic propagation observables [20]. The operator we use is of the
form
tanh(A/R). (5.26)
Here A is the generator of dilation A = 12 (x · p+ p · x) and R is a (large) constant.
from this we derive the [20] following general estimate:
Theorem 5. Let the dynamics U(t) be generated by the Hamiltonian −∆ +W (x, t) and
such that W is a sufficiently regular function, together with the derivatives (x · ∇)nW ,
0 ≤ n ≤ N,N > 3. We also assume that W decays fast enough at infinity in x. Then, the
following propagation estimate holds:
1
R
ˆ T
0
〈
pψ(t), F (
|A|
R
≤ 1)pψ(t)
〉
dt ≤ (5.27)
C
R
ˆ T
0
〈
pψ(t), < x >−σ F (|x| ≤ X0)pψ(t)
〉
dt+ 2‖ψ‖2,
where σ is the decay rate of the potential, and for large enough (depending W) X0
Theorem 6. Assume H (ǫt) is given as above and, H (ǫt) is time dependent up to times
eǫ
− 14
Assume moreover that we have the following Ergodic type estimate:
sup
n
ˆ (n+1)/√ǫ
n/
√
ǫ
〈
pψ(t), < x >−σ pψ(t)
〉
dt ≤ c. (5.28)
Then: ˆ T
1
〈
pψ(t), F (
|A|
R
≤ 1)pψ(t)
〉
dt
t
≤ c‖ψ‖2.
Proof. Then Applying Theorem 5 with
(
R ≡ T/ ln2 T ):
ln2 T
T
ˆ T
1
〈
pψ(t), F (
|A|
T/ ln2 T
≤ 1)pψ(t)
〉
dt ≤ 2‖ψ‖2 + c√ǫT ln
2 T
T
, (5.29)
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We therefore obtain, upon choosing T ≤ e1/ε1/4 that
ln2 T
T
ˆ T
1
〈
pψ(t), F (
|A|
R
≤ 1)pψ(t)
〉
dt ≤ (5.30)
c‖ψ‖2,
for all
R ≤ T
ln2 T
.
Next, By integration by parts and the above estimate, we get
ˆ T
1
〈
pψ(t), F (
|A|
R
≤ 1)pψ(t)
〉
dt
t
≤ c‖ψ‖2. (5.31)
Here R,T as above and this estimate is uniform in ǫ ↓ 0.
Theorem 7. (Asymptotic completeness)
AC holds for the above Hamiltonian (uniformly in ǫ ↓ 0) which depends on time up to
T ≤ eǫ−1/4 .
Proof. We need to prove that for a dense set of ψ: s − limU∗0 (t)U (t)ψ exists, uniformly
in ǫ.
We break the expression above as
U∗0 (t)F
( |A|
R
≤ 1
)
U (t)ψ + U∗0 (t)F
( |A|
R
≥ 1
)
U (t)ψ ≡ I1 + I2
To prove that I2 has a strong limit, we use cook’s method:
d
dt
U∗0 (t)FU (t)ψ = U
∗
0 (t) {i [H0, F ] + FW}U (t)ψ.
The first term i [H0, F ] =
1
RpF
′
( |A|
R
)
p+O
(
p2/R2
)
. Therefore the first term is integrable
by theorem 6.
The second term is of the form
eiH0tF
( |A|
R
> 1
)
〈x〉−σ U (t)ψ =
e−iH0tF
( |A|
R
> 1
)
F (|p| > kR) 〈x〉−σ 1|p| |p|U (t)ψ
+eiH0tF
( |A|
R
> 1
)
F (|p| ≤ kR) 〈x〉σ U (t)ψ ≡ J1 + J2
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The first term on the r.h.s is bounded by
‖J1‖L2 ≤ c sup‖f‖
1
kR
∥∥∥〈x〉−σ/2 Fe−iH0tf∥∥∥∥∥∥〈x〉−σ/2 (1 + |p|)U (t)ψ∥∥∥
(ˆ T
0
〈f, J1ψ〉 dt
)
≤ 1
kR
ˆ T
0
∥∥∥〈x〉−σ/2 Fe−iH0tf∥∥∥2 dt+ 1
kR
ˆ T
0
∥∥∥〈x〉−σ/2 (1 + |p|)U (t)ψ∥∥∥2 dt
The first term is bounded for all T, a property of the free flow H0.
The second term, for T ≤ e1/ǫ1/4 is bounded by(using also 5.28)
c
kR
√
ǫT.
we used that F (|p| > kR) 〈x〉−σ/2 |p|−1 = F |p|−1 〈x〉−σ/2+F 〈x〉−σ/2
[
〈x〉σ/2 , 1|p|
]
〈x〉−σ/2 =
O
(
1
kR
) 〈x〉−σ/2 . The second term J2 is bounded by (k ≪ 1) , δ > 0
∼ eiH0tO (1)F (|x| > δR) 〈x〉−σ U (t)ψ = O (δ−σR−σ) . (5.32)
By choosing the range of integration T ≤ e1/ǫ1/4 and R = T/ ln2 T, σ > 1 we get that
J1 ≤ c
k
√
ǫ ln2 T ≤ c
k
J2 ≤
(
δ−σT−σ ln2σ T
)
T ≤ CT−a, a > 0.
Next we estimate I1.
We claim that I1 → 0 as t→∞; uniformly in ǫ ↓ 0.
Estimate (5.31) implies that
1
T
ˆ T
0
〈
ψ (t) , F (|p| ≥ δ)F
( |A|
R
≤ 1
)
F (|p| ≥ δ)ψ (t)
〉
dt ≤ C
δ2 ln2 T
(5.33)
so, in particular
〈
ψ (t) , F (|p| ≥ δ)F
( |A|
R ≤ 1
)
F (|p| ≥ δ)ψ (t)
〉
is small for t large.
The estimate I1:
I1ψ = e
−iH0tF
( |A|
R
≤ 1
)
F
(
p2 ≤ ǫ)U (t)ψ
‖I1ψ‖ ≤ ‖F (A ≤ R)U (t)ψ‖ =
(
U (t)ψ,F 2 (A ≤ R)U (t)ψ)1/2
(
U (t)ψ,F 2 (A ≤ R)U (t)ψ)− (U (0)ψ,F 2 (A ≤ R)U (0)ψ) =ˆ t
0
〈
ψ
(
t′
)
, i
[
H
(
t′
)
, F 2
]
ψ
(
t′
)〉
dt′ =
ˆ t
0
〈
ψ
(
t′
)
,
1
R
pF˜ (A) pψ
(
t′
)〉
dt′ +
ˆ t
0
〈
ψ
(
t′
)
, i
[
W (x, ǫt) , F 2)A
]
ψ
(
t′
)
dt′
〉
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The first term is negative, as F˜ ∼ F ′2 (A) . The second term the integrand is of the order〈
ψ (t′) , 1R 〈x〉−σ F ′ (A)ψ (t′)
〉
. If we integrate the second term, the up to time T = eǫ
−1/4
and use the assumption (5.28) with R ∼ T/ ln2 T, the integral of the W term is bounded
by
C
ln2 T
T
√
ǫT = C · 1 = C <∞
Since the first term is negative it is also uniformly bounded, by the uniform boundness of
the R.H.S .
So the convergence is independent of ǫ.
Moreover if we let t→∞, then by assumption H (ǫt) = H (∞) for all t > eǫ−1/4 .
Therefore, the integrand can be extended to t =∞.
It follows that
U∗ (t)F 2 (A ≤ R)U (t)ψ s−→ F±ψ
as t→ ±∞
Moreover, since for all |t| > eǫ−1/4 the Hamiltonian is time independent and satisfies the
usual scattering and decay estimates, it follows that F± ≡ 0.
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