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ABSTRACT 
Approximate r asoning refers in general to a broad class of solution techniques 
where either the inference procedure or the environment for inference is imprecise. 
Algorithms for approximate spatial reasoning are important for coping with the 
widespread imprecision and uncertainty in the real worM. This paper develops an 
integrated framework for representing induced spatial constraints between aset of 
landmarks given imprecise, incomplete, and possibly conflicting quantitative and 
qualitative information about them. Fuzzy logic is used as the computational basis 
for both representing quantitative information and interpreting linguistically ex- 
pressed qualitative constraints. 
KEYWORDS: spatial reasoning: qualitative reasoning: fuzzy logic 
INTRODUCTION 
This section describes the general notion of approximate reasoning and 
introduces qualitative reasoning as a popular method of approximate r asoning. 
A taxonomy of spatial reasoning problems is proposed, and the importance of 
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qualitative spatial reasoning is described. The section concludes with a sum- 
mary of the focus and an outline of the paper. 
Approximate Reasoning: Definition and Use 
Even though most of us have an intuitive idea of the meaning of the term 
"approximate reasoning," it is useful to define it precisely. In general, any 
reasoning system consists of two distinct components: 
• The inference ngine--the inference procedure used for reasoning 
• The environment--the particular domain in which the inference ngine is 
used 
Each of these components can either be precise (i.e., certain and complete) 
or imprecise (i.e., uncertain and/or incomplete). Based on their individual 
natures, four types of reasoning procedures can be identified: 
1. Precise inference procedure in a precise environment--such as in the 
application of Newton's laws of physics. 
2. Imprecise inference procedure in a precise environment--such as 
heuristic optimization techniques for various problems, for example, the 
traveling salesman problem. 
3. Precise inference procedure in an imprecise nvironment--such as 
Dempster-Shafer theory, various fuzzy logic techniques, and qualitative 
reasoning 
4. Imprecise inference procedure in an imprecise nvironment--such as 
heuristic prediction of stock price movements 
The term "approximate reasoning" is used in a broad sense to refer to 
situations where either the inference procedure or the environment is imprecise 
or both of them are imprecise (2-4, above). Various representations for 
imprecision are common--for example, heuristics, probabilities, fuzzy logic 
and qualitative reasoning. The results of approximate reasoning are also 
usually imprecise. This paper considers precise inference procedures in an 
imprecise nvironment. In reality, most real-world environments are impre- 
cise, but many reasoning models use precise world models that are simplifica- 
tions of the real world. 
Approximate reasoning is important and can be useful for one or more of the 
following reasons: 
• Complexity. Real-world situations can be enormously complex, and it 
may not always be possible to obtain precise models. Even if precise 
mathematical formulations are available, they can be computationally 
intractable; examples include many large-scale optimization problems. 
• Imprecise data. In many situations it may not be possible to obtain 
accurate data owing to various constraints (such as cost to obtain data or 
danger in obtaining data). 
• Hostile environment. In some hostile environments, such as battle 
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management, quick reactions to sudden stimuli are facilitated by approxi- 
mate reasoning. 
• Resource constraints. There may be various resource constraints (e.g., 
time and memory) that may entail the use of approximate r asoning. 
• Man-mach ine  communicat ion.  Humans reason in approximate terms 
and often express orders and desires in imprecise, linguistic terms. In 
contrast, most machines do not reason in such imprecise ways. 
Man-machine communication may be enhanced by adopting approximate 
reasoning models in machines; for example, it may be more natural to tell 
a robot to move about 3 feet  fo rward  and take a left turn than to 
specify the same instruction in terms of coordinates. 
Qualitative Reasoning 
Qualitative reasoning is an important technique for approximate reasoning 
and has been a subject of considerable research during the past years, 
especially within the artificial intelligence community. Some of the seminal 
research in this area was done by Hayes [1, 2] in the area of naive physics, 
Forbus [3, 4] in qualitative process theory, de Kleer [5, 6] in qualitative 
physics, and by Kuipers [7, 8] in qualitative simulation. The essential compo- 
nent of all these theories is the provision of a computational framework for the 
qualitative analysis of both physical and nonphysical systems. For example, 
qualitative process theory is a model-building methodology that recognizes the 
elements of a model from a physical description of a system and then applies a 
closed-world assumption to create the appropriate set of constraints. On the 
other hand, qualitative simulation starts with a set of qualitative constraints and 
an initial state and predicts the set of possible future states for the system. 
These theories can be used to reason qualitatively about physical systems; for 
example, it can be reasoned qualitatively that a ball thrown upwards will 
eventually come to a halt at some height and then fall back to earth. While 
motivating the need for qualitative reasoning. Forbus [4] has emphasized that it 
is widespread in human cognition. An ordinary person can qualitatively reason 
about he behaviour of the ball thrown up in the air without he use of physical 
equations. 
D'Ambrosio [9] noted that pure qualitative reasoning techniques have certain 
limitations, for example, an inability to characterize quantity magnitudes and 
large ambiguities in terms of both the number of possible situations that may be 
occurring and the magnitude, time scale, and so on over which they occur. As 
a possible solution to this, he suggested the use of linguistic variables (as 
proposed by Zadeh [10]) as a semiquantitative extension to the qualitative 
value and relationship representations i  conventional qualitative reasoning. In 
this paper I also adopt he position that it is useful and sometimes necessary to 
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augment qualitative spatial reasoning with such a semiquantitative extension to 
enable the generation of practically useful conclusions. As a simple example, 
imagine that an autonomous weapon system knows that an enemy target is 
about 50 miles north and moving east quite rapidly. Then if it takes 5 minutes 
to set up the guns, the system must have some quantitative idea of the position 
of the target after 5 minutes to decide where to aim. Forbus [4] has noted that 
many qualitative spatial reasoning programs (such as NEWTON [5] and FROB 
[22]) also used quantitative methods to answer complex spatial queries. 
Spatial Reasoning: Definition and Taxonomy 
The term "spatial reasoning" refers in general to reasoning about problems 
dealing with entities occupying space. These entities can be either physical 
entities (e.g., books, chairs, cars) or abstract entities (e.g., enemy territory). 
Physical entities are tangible and occupy physical space; abstract entities are 
intangible but nevertheless can be associated with a space in some coordinate 
system. It is evident hat spatial reasoning is a general problem applicable to 
many different domains (e.g., human cognition, robot path planning, au- 
tonomous vehicle control, battlefield sensor fusion, general-purpose planning). 
Consequently, it is not surprising that it has been an area of intense research 
for researchers from various fields including psychology, linguistics, robotics, 
vision, artificial intelligence, and databases. 
Researchers from each of these various fields have their own special 
concerns and have focused on different approaches. Psychologists, (Piaget and 
Inhelder [11], Hutchins [12], McReynolds [14]) have primarily been concerned 
with the ways humans learn, store, and manipulate geographical data. Linguis- 
tics (Retz-Schmidt [15]) have concentrated upon studying how humans express 
spatial information in natural anguage. A large amount of research in spatial 
reasoning has occurred in robotics (Kak and Chen [13], Brooks [16, 17]). It is 
futile to try to summarize research in robotics in a few lines. Rather, the reader 
is referred to journals such as IEEE Journal of Robotics and Automation 
and Journal of Robotic Systems. Research in robotics usually uses precise, 
numerical data about he environment that are expressed in the form of one or 
more of the following--skeletons, generalized cones, convex polygons and 
Voronoi diagrams. Modeling real-world situations in such schemes generally 
results in complex data structures and solution methods. Researchers in vision 
(Kak and Chen [13]) have focused on identifying shapes and identities of 
objects from raw sensor data obtained from cameras. Researchers in data bases 
(Kak and Chen [13], Gunther [18]) have primarily been concerned with 
developing suitable physical evel implementations for supporting spatial data 
(as required for many CAD applications). Artificial intelligence researchers 
(Kak and Chen [13], McDermott and Gelsen [19], Davis [20], McDermott 
[21], Forbus [22], Kuipers and Byun [23]) have focused on general-purpose 
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planning and reasoning procedures about spatial properties of objects such as 
blocks on a table or robot motion simulators. 
From a computational perspective, Kuipers and Levitt [24] and Davis [20] 
have proposed partial classifications of spatial information. The following 
taxonomy of spatial reasoning problems draws on and extends their research: 
• Sensorimotor: This refers to the system's input-output relation with the 
external environment and includes the use of sensors to obtain data from 
the external world and the execution of actions via actuators to perform 
output activities. 
• Representation. There are two levels of representation f spatial data: 
logical and physical. Physical representations are concerned with the 
actual data structures and physical storage schemes used for spatial data 
(as studied by database researchers). Logical representations comprise 
the logical modeling of spatial information, such as generalized cones, 
Voronoi diagrams, landmarks, and topological maps. 
• Learning. There are three distinct activities in this group: assimilation, 
for assimilating new information into an existing core of spatial knowl- 
edge: identification, for recognizing identities between known objects in 
a new scene; and prediction, for predicting the nature and behavior of 
(possibly imprecisely known) objects (usually based on domain knowl- 
edge and past experience). 
• Planning. This refers to the highest level of spatial reasoning, where the 
core spatial knowledge is used in reasoning and inferring procedures with 
some application in mind, for example, robot path planning or military 
tactical situation assessment. 
Approximation Spatial Reasoning: Motivating Examples 
Approximate reasoning about space forms an integral part of our daily lives. 
Consider the case of crossing a traffic intersection. We only have an approxi- 
mate idea of the velocities and positions of various objects (e.g., cars and 
pedestrians), but we nevertheless manage to cross roads safely and easily. 
Other similar examples include parking a car and moving from one room to 
another. 
There are other important real-world scenarios which require the use of 
approximate spatial reasoning methods. Consider the case of large oil spills 
such as the spill caused by the Exxon tanker (Valdez) in Alaska. One of the 
constraints in the crucial early few days was a lack of information about the 
exact nature and extent of the oil spill. Equipment for obtaining information 
and tracking the oil spill was lacking, and cleanup efforts had to rely mainly on 
crude, visual estimates of the oil spill provided by fishermen and reporters 
from boats and planes. It is important to note that this information was usually 
imprecise, incomplete, expressed in linguistic terms (e.g., the oil spill is 
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about 4 miles wide), and often conflicting (when obtained from different 
sources). It was many days after the spill that some reliable estimates were 
available, and even then the information was usually imprecise and incomplete. 
The underlying fact was that the magnitude of the disaster was simply too great 
and the location too remote to successfully move in enough accurate sensors 
and equipment. Without precise information, the application of precise spatial 
reasoning models is not possible. 
Another similar situation is caused by large forest fires, such as the fire in 
Yellowstone National Park during the summer of 1988. Small forest fires are 
usually left to burn themselves out as part of a process of natural regeneration 
of the forest flora. But in dry summers (as in 1988), these fires can get out of 
control and spread to large areas and threaten the destruction of the forest, its 
wildlife, and nearby neighborhoods. Obtaining information about the location 
and spread of the fire is essential for planning for its control. It is usually not 
possible to obtain precise information about these factors because the area 
covered is large, the number of personnel available is relatively small, and it is 
difficult and dangerous to reach many parts of the forest. Information about he 
spread of the fire is again usually available only from imprecise visual reports 
logged by firemen on the ground and observers in the air. 
Many other scenarios can be described (e.g., unmanned underwater robots, 
spacecraft robots, battlefield management) where it is useful and often impera- 
tive to perform approximate spatial reasoning for one or more of the reasons 
described earlier. 
Qualitative Spatial Reasoning 
Kuipers and Byun [23] and Brooks [16, 17] have mentioned several criti- 
cisms of conventional pproaches (using generalized cones, convex polygons, 
etc.) to spatial reasoning, such as difficulty in modeling the real world, metric 
inconsistency, noise and inaccuracy of sensory input, slip and miscalibration of 
motor output, and unnatural man-robot communication. In light of these 
criticisms and the advantages of approximate r asoning (listed in the first two 
subsections), some researchers have advocated the use of qualitative reasoning 
techniques for spatial reasoning problems. 
Forbus [22] developed the FROB program for qualitative reasoning about 
space and motion in a simplified domain called the bouncing ball world. He 
argued that theorem proving and symbolic manipulation of algebraic expres- 
sions cannot account for the incredibly good spatial reasoning capabilities of 
humans. His approach consisted of constructing a space graph (i.e., a graph- 
like structure showing the relative interconnections between various predefined 
regions of space) and describing the motion of balls by a sequence of 
qualitatively distinct motion states called an action sequence. Kuipers and Byun 
[23] advocated the use of qualitative spatial reasoning techniques for robot 
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exploration and map learning. Their approach as focused on a robot simulator 
learning a topological model of an unknown place. Levitt and coworkers [24, 
25] developed the Qualnav model, which performs qualitative navigation using 
orientation regions based on a knowledge of landmarks. McDermott and Davis 
[20, 21, 26] have attempted to deal with the imprecision in spatial knowledge 
by using range measurements to represent the fuzziness in the spatial knowl- 
edge but have not focused on qualitative solution methods. 
Focus of This Paper 
With reference to the taxonomy of spatial reasoning problems (described 
earlier), this paper deals with the logical representation problem. The logical 
representation problem corresponds to the topological and metric levels in 
the four-level semantic hierarchy proposed by Kuipers and Levit [24] and the 
representation level in the classification scheme of Davis [20]. 
The available spatial information in many real world scenarios is typically a 
mix of qualitative and quantitative data. Further more, this information is 
usually imprecise, incomplete and possibly conflicting (when obtained from 
multiple sources). The research presented in this paper aims to develop a 
computational framework for representing the induced spatial constraints 
between a set of objects or landmarks given imprecise, incomplete and 
possibly conflicting qualitative and quantitative spatial information about 
them.Such an integrated framework can serve as a necessary and useful basis 
for the development of solutions regarding various aspects of the learning and 
planning problems in spatial reasoning. For example, suitable navigation 
techniques can be devised on the basis of a complete set (qualitative and 
quantitative) of the spatial information available at any moment. 
Briefly, quantitative constraints refer to precise information about the loca- 
tion of objects (e.g., the chair is 2 feet from the desk), whereas qualitative 
constraints refer to imprecise, linguistic statements expressing spatial con- 
straints (e.g., the chair is near the desk). The different kinds of constraints 
considered in this paper are described in the next section. Fuzzy logic provides 
a convenient and useful computational framework for representing and manipu- 
lating qualitative linguistic propositions and will be used as the underlying 
mathematical tool in this paper. Descriptions of relevant parts of fuzzy logic 
are included where needed, but the reader is referred to one of the several 
good references on fuzzy logic (e.g., Zadeh [10, 271, Zimmerman [28], 
Kaufmann and Gupta [29]) for further details. 
This paper departs from prior research in qualitative spatial reasoning 
models by using fuzzy logic to provide a computational interpretation for 
linguistically expressed imprecise spatial constraints. This enables the develop- 
ment of a representational framework that integrates both quantitative and 
qualitative constraints. 
314 Soumitra Duna 
Structure of the Paper 
This paper contains four more sections. The next section presents a formal 
statement of the problem addressed in this paper. The third section describes 
the representation f different kinds of spatial constraints. The proposed spatial 
reasoning model is discussed in the fourth section. The fifth section concludes 
the paper. 
PROBLEM DEFINITION 
This section presents a formal statement of the problem addressed in this 
paper. It also describes the different kinds of spatial constraints based on 
landmarks and relative positions considered in this research. 
Nature of Spatial Information 
Kuipers and Levitt [24] noted that research by cognitive psychologists (e.g., 
Kozlowski and Bryant [30], Shepard and Metzler [31], Pylyshyn [32]) and 
zoologists (Schone [33]) has dearly demonstrated that humans and animals 
record distinctive visual landmarks and use the structure inherent in local and 
temporal relationships between landmarks to guide navigation. McDermott and 
Gelsey [19] found that military commanders base their judgments regarding 
terrain analysis on the recognition and analysis of "significant features" or 
landmarks in the environment. Even preliminary work on the connection 
between memory structure and neurobiology for spatial reasoning as reported 
by Foreman and Stevens [34] strongly supports landmark-based understanding 
of spatial environments. Levitt and coworkers [24, 25] recognized the impor- 
tance of landmarks while building the Qualnav model for qualitative naviga- 
tion. In the Qualnav model, navigation is performed by observing the change 
in position relative to landmarks in the environment. Landmarks, as defined by 
Levitt et al. [25], are uniquely distinguishable points that are visible in the 
scene. Thus, for example, looking at San Francisco Bay from Berkeley, some 
landmarks are the Golden Gate bridge, the Bay bridge, and the San Francisco 
downtown skyline. On a smaller scale, landmarks can be unique objects in a 
scene; for example, the various chairs and tables in a room can be considered 
as landmarks in the room. Thus the actual definition of landmarks is domain 
dependent. In this paper, I use the term "landmarks" to refer to unique, 
distinct objects in the environment, some or all of which may be visible in any 
given scene. From here on I refer to landmarks as simply objects (in the 
scene), unless there is some scope for confusion. 
Researchers uch as Hutchins [12], McReynolds [14], and Piaget and 
Inhelder [11] have emphasized the important role played by information about 
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the relative positions of objects (landmarks) in human spatial reasoning. 
Usually such information about he relative positions of objects is known only 
in approximate or qualitative terms such as 
The chair is near the desk. 
The river flows behind the house. 
Some researchers (e.g., McDermott and Davis [20, 21, 26]) have attempted to
deal with this imprecision by using range data on the relative distances between 
objects, such as 
The distance between the desk and the chair is between 2 and 4 feet. 
Such an approach can apply in some situations but has some important 
limitations: 
1. The boundaries of ranges may not be easily obtainable. Excessively large 
ranges may result in poor discrimination i the results. 
2. There is a loss of semantic meaning when the linguistic qualification 
near is replaced by the range between 2 and 4 feet. This is because not 
all distances in the range 2 to 4 feet are "near" to the same degree; that 
is, the degree to which 2 feet is "near" is different from the degree to 
which 4 feet is "near"  (within the same context). This becomes very 
important in some situations. For example, while estimating the location 
of an enemy target, it is not enough to give the range of its location; it is 
necessary to be able to specify a specific location for which to aim--a 
location where the possibility or probability of the target's existence is 
highest. 
3. Finally, it is much more natural to be able to deal direcdy with linguistic 
descriptions of spatial knowledge, because that is how humans typically 
describe real-world situations. 
As mentioned earlier, the focus of this paper is to provide a computational 
framework for reasoning with quantitative and qualitative spatial constraints on 
the relative and absolute positions of objects (landmarks). Some examples of 
the types of problems we would like to be able to solve follow. 
EXAMPLE 1 Given: 
Object A is far east of  object B. 
Object C is about 5 miles from object B. 
What can we say about the relative positions of objects A and C? 
It is usually impossible to consider spatial reasoning in isolation from 
temporal reasoning because, in any dynamic domain, the positions of many 
objects change over time. Thus we would also like to deal with problems like 
the following. 
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EXAMPLE 2 Given: 
Object A is to the far east of object B. 
Object A is moving south rapidly. 
What can we say about the relative positions of objects A and B after l0 
minutes? 
Problem Definition 
A more formal statement of the logical representation problem being consid- 
ered in this paper can be formulated as: 
Given: 
A set of objects (landmarks) and 
a set of constraints on the spatial positions these objects. 
Find: 
The induced spatial constraints. 
There are certain assumptions and limitations in this formulation that need to 
be clarified. The objects we are considering are simplified point representations 
of landmarks with possibly an associated set of spatial properties. These 
properties may include particular physical properties uch as color and shape, 
distinctive features [important for applications such as terrain analysis (McDer- 
mott and Gelsen [19], Kuipers and Byun [23])], contextual information, and so 
on. These properties are important for various aspects of the learning and 
planning problems, but this will not be discussed in this paper. 
There are essentially two classes of constraints on objects: 
1. Position constraints, which constrain the spatial positions of the objects 
2. Motion constraints, which constrain the motion of the objects over time 
Position constraints can be further classified into four categories: 
1. Propositional--qualitative linguistic descriptions of the relative posi- 
tions of objects (e.g., the chair is near the desk) 
2. Metrical--when the positions of objects can be quantitatively specified 
with accuracy (e.g., the chair is 2 feet from the desk) 
3. Range--when relative positions are quantitatively specified by range 
data (e.g., the distance between the desk and the chair is between 2
and 4 feet) 
4. Visual--when it is possible to only graphically depict a fuzzy area in 
which the object is located (see Figure 5) 
Motion constraints are useful for analyzing dynamic systems and can be 
classified into three categories analogous to position constraints: 
1. Propositional--for example, Object A is moving eastwards slowly. 
2. Metrical--for example, Object A is moving east at 30 miles per 
hour. 
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3. Range--for example, Object A is moving east with a velocity between 
25 and 35 miles per hour. 
4. Visual--when it is possible to only graphically depict an aproximate 
direction in which the object is moving. 
It is important to note that these constraints are generally incomplete (i.e., 
not all distances between all objects are known accurately) and can be 
potentially conflicting (e.g., when information from different sources is to be 
correlated). Thus the developed model should provide the best possible answer 
given the available information and indicate all possible conflicts. It should also 
be mentioned that the above classification of constraints is not exhaustive; 
rather it is indicative of the type of constraints considered in this paper. 
REPRESENTATION OF CONSTRAINTS 
It is necessary to find a suitable computationally tractable representation for 
the constraints mentioned in the previous section before building a model to 
reason with them. This section describes how this can be done. 
Position Constraints 
The following subsections describe how to represent each of the four types 
of position constraints described earlier. The essential idea is to transform the 
constraint into an equivalent possibility distribution defining the constraint on 
the objects implicit or explicit in the description of the constraint. Concepts 
from fuzzy logic such as linguistic variables (Zadeh [10]) and test score 
semantics (Zadeh [27]) are used for these transformations. 
PROPOSITIONAL CONSTRAINTS The central idea of test score semantics is 
that a proposition p in natural anguage can be put in the canonical form 
p= X isF  
where X is the collection of variables X 1, X2 , . . . ,  X n either explicit or 
implicit in p,  and F is the joint possibility distribution of these n variables, 
Alternatively, we can say that p translates into a possibility assignment 
equation: 
p ---) I~(XI, X2,..." Xn ) = F 
where F is a fuzzy subset of a universe of discourse U. For example, the 
proposition 
p = Bob is short 
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Grade l 
of 
Member- 
ship 
0 
10 Height in inches 100 
Figure 1. The Fuzzy Set SHORT 
is translated into the following possibility assignment equation: 
II1_leight(Bob ) = SHORT 
where SHORT is a fuzzy subset of the universe of discourse U = [10 inches, 
100 inches] (see Figure 1), and Height(Bob) is a variable implicit in p, and 
Ilneight(Bom is the possibility distribution of the variable Height(Bob). The 
above possibility assignment equation implies that 
Possibility ( Height (Bob) = u) = # SHOrt r (U) 
where u is a specified value of the variable Height(Bob), iZsHoRr(u) is the 
grade of membership of u in the fuzzy set SHOR T, and the left-hand side is 
read as "the possibility that Height(Bob) is u inches." 
As another example, consider the following propositional constraint: 
Object A is about 5 miles away from object B in a northeasterly direction. 
The corresponding possibility assignment equation is 
l- ltoc(A), locfB) = (about 5 miles X northeasterly direction) 
where X represents he Cartesian product [28] of the fuzzy sets about 5 miles 
and northeasterly direction. Assume that the fuzzy sets about 5 miles and 
northeasterly direction are defined by the possibility distributions as shown in 
Figure 2. Then the fuzziness in the location of object A relative to object B is 
as shown in Figure 3. We can project his fuzziness in the relative positions of 
A and B onto the X and the Y axes as shown in Figure 4. If we assume 
arbitrary shapes of possibility distributions, the tasks of computation and 
projection become complex. Researchers (Zimmerrnan [28]) have found that a 
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4 5 6 35 45 55 
Radius in miles --IP" Angle in degrees 
Figure 2. Fuzzy Number Representations f Fuzzy Sets 
simple approximation f these distributions to triangular (or trapezoidal) shapes 
has usually yielded satisfactory results while greatly reducing the computa- 
tional complexity. Once we restrict hese distributions to triangular shapes, we 
can represent them by fuzzy numbers (Zimmerman [28]), where a fuzzy 
number has the generic format 
(c , l , r )  
where c is the mean value, and 1 and r are the left and right spreads, 
respectively. We assume normal fuzzy numbers, those for which the member- 
ship value at the mean is 1. Thus, referring back to Figure 2, the fuzzy sets can 
be represented by the following two fuzzy numbers: 
about 5 miles = (5, 1, 1) 
northeasterly direction = (45, 10, 10) 
Fuzziness in location 
of bject A relative to 
object B 
I ° 
5 4 5  / \ 
Figure 3. Fuzziness in the Location of Object A 
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Figure 4. Projections Onto the X and YAxes 
The corresponding triangular possibility distributions for the X and Y axes 
projections can be found by simple geometry (see Figure 4). 
Projection along X axis -- (5 cos 45, (5 cos 45-4 cos 55), 
(6 cos 35-5 cos 45) ) 
Projection along Y axis = (5 sin 45, (5 sin 45-4 sin 35), 
(6 sin 55-5 sin 45) ) 
Of course, here we are making the simplifying assumptions that the mean 
value of the projections onto the X and Y axes, X C and Yc, lie at the point of 
intersection of R C and 0c, the mean values of the distributions along the radius 
R and the angle 0. 
Thus essentially, for the two-dimensional case, any linguistic propositional 
constraint can be transformed into equivalent possibility distributions on the X 
and Y axes. A similar procedure can be followed for higher dimensions. 
METRICAL AND RANGE CONSTRAINTS Let U be a classical set of objects 
called the universe of discourse, and let u represent a generic element of U. A 
fuzzy set F in a universe of discourse U is characterized by a membership 
function 
#F:U~ [0, 1] 
where t~F(U) denotes the membership of u in the fuzzy set F. A fuzzy set is a 
generalization of a classical set, as a classical subset A of U can be written as 
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a fuzzy subset with a membership function #A taking binary values, 
~1 if ueA 
/£A(U)  = if urA  
Thus a metrical constraint transforms into a possibility distribution where 
the distribution is simply a fuzzy set with only one value (with membership 
value 1), and a range constraint transforms into a possibility distribution that is 
a fuzzy set with membership value 1 for all values within the specified range. 
For example, the metrical constraint 
Object A is 5 miles northeast of object B 
translates into the possibility assignment equation 
Iltoc(A), Ioc(B) = (5 miles, northeast) 
and the numbers "5 miles" and "northeast" can be represented as follows 
(using the triangular fuzzy number format): 
5 miles = (5,0,  0) 
northeast = (45,0, 0) 
The projections on the X and Y axes are also numbers in this case and can 
again be represented using the triangular fuzzy number format: 
Projection on X axis = (5 cos 45,0,  0) 
Projection on Y axis = (5 sin 45,0,  0) 
VISUAL CONSTRAINTS Sometimes it is only possible to graphically depict a 
fuzzy area where an object A may be located (see figure 5). The visual 
- 7 1 "0~ 
¥ I 
I I 
Figure 5. Translation of Visual Constraints 
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constraint can be translated into equivalent possibility distributions on the X 
and Y axes using the projection procedure described above. The process is 
simplified with the following two assumptions: [a] the mean values of the X 
and Y projections lie at the centroid of the fuzzy area depicting the visual 
constraint and [b] the possibility of the object existing at a point within the 
fuzzy area decreases monotonously from the centroid towards the boundaries. 
Motion Constraints 
A motion constraint such as Object A is moving at about 5 m/hr  in a 
north-easterly direction can be represented by a "fuzzy velocity vector" 
whose fuzziness in the known magnitude and direction can be projected onto 
the X and Y axes by a procedure similar to that for position constraints (see 
figures 3 and 4). The use of motion constraints in spatial reasoning shall be 
illustrated in an example in the next section. 
SPATIAL REASONING 
This section develops the spatial reasoning model based on the representa- 
tion of constraints (position and motion) as described in the previous ection. 
Mathematical Basis 
Consider two possibility assignment equations 
H(A1, A2,"', Al, Sl, B2,'", Bin) = El 
I ' I (e l ,  B2,'", Sn, CI, C2 ,'", Cn) : F2  
where F 1 and F z are fuzzy sets defining the joint possibility distributions of the 
variable pairs (A  i, Bi) and (B i ,  Ci) , respectively. Now we can derive the joint 
possibility distribution of A 1, A z , " ' ,  A t and C l, C2 , . . ' ,  C, by applying 
the compositional rule of inference (Zimmerman [28]): 
I ' I (AI,  A2,,.. ' AI, C1,C2,...,Cn) -~ FIOF 2 
where the composition operator o can be interpreted by the max-min rule 
defined as 
r I (A  1, A2,-.- , A 1, C1, C2 ,..., Cn) 
= max min [H(A1, A2,..." AI" bl ' b2,... ' bm ) , 
(b l , ' . ' ,  bm)a(B1 , . . .  , B m) 
I ' I (bl,  b2,... ' bn, CI, C2,..., Cn)] 
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For arbitrary fuzzy sets, F 1 and F 2, the above operation of composition can 
be computationally expensive. When the fuzzy sets F 1 and F 2 are constrained 
to triangular possibility distributions, fuzzy numbers can be used to represent 
them, and in such a case the above composition operation reduces to the 
addition of two fuzzy numbers (Kaufman and Gupta [29], Sheng [35]): 
[I(AI,A2,...,AI, CI,C2,...,Cn) = F 1 +f F2 
where +f  refers to the addition of two fuzzy numbers. Assuming the follow- 
ing generic format for F 1 and F 2, 
F,  = (Cl ,  l , ,  r , )  and F 2 = (c 2, l 2 , r2) 
their addition is defined as follows (Zimmerman [28], Kaufman and Gupta 
[29]): 
F1 +fF2  = (c  I + cz , l l  + 12,r l  + r2) 
where +f represents fuzzy addition. Similarly, their subtraction and multipli- 
cation are defined as 
F 1 - - fF  2 = (c  I - c2,11 + 12,r l  + r2) 
]71 *f F2 = (C1"C2, l, c2 + 12c 1, r,c2 + r2cl) 
where - f  and *f represent fuzzy subtraction and multiplication, respectively. 
Essenee of Spatial Reasoning Model 
The essence of the spatial reasoning model can be described with the help of 
a simple example. Consider four distinct objects A, B, C, and D as shown in 
Figure 6. Assume that the following pieces of information are available: 
r I (A ,  B) = F FI(B, C) = O 
r I (A ,  D) = H I I (D,  C) = I 
where F, G, H,  and I are appropriate possibility distributions expressing the 
relative position constraints on the objects A, B, C, and D. Now it is evident 
B 
F G 
c 
H I 
D 
Figure 6. Relative Positions of Objects A, B, C, and D 
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that there are two distinct methods of computing the relative positions of 
objects A and C: one using the information about he distance between A and 
B and that between B and C and the other using the information about the 
relative positions of objects A and D and those of D and C. Computation- 
ally, these two methods can be represented as
H(A ,  B )*H(B ,  C) = FoG 
I-I( A, D)oII( D, C) = H . I  
The two different sources for computing the relative positions of objects A 
and C will in general yield conflicting results (owing to possible uncertainties 
in the various pieces of information and/or different sources for the informa- 
tion), and it is necessary to maintain consistency between the two answers. 
This is achieved by taking the fuzzy intersection of the two distributions, 
min (FOG, HoI) 
Assume that there is another piece of information directly specifying the 
relative position constraint on objects A and C: 
rI( A, C) = K 
where K is an appropriate fuzzy set. Then to arrive at the best answer for the 
relative positions constraint on objects A and C, we would have to take the 
fuzzy intersection of three distributions: 
min (FOG, HoI, K) 
Thus there are two fundamental ideas in the spatial reasoning model: 
1. Compute the spatial constraint on the relative positions of any two objects 
using all possible routes. 
2. Check all the conflicting answers for consistency. 
Algorithmic Description of Spatial Reasoning Model 
A flowchart describing the proposed spatial reasoning model is presented in 
Figure 7. The model relies upon a knowledge base containing the various 
constraints expressed in the form of possibility distributions, which are then 
decomposed (projected) onto each axis. Along each axis there is a formal 
algorithm (described informally in the preceding subsection) that computes the 
spatial constraints induced along that axis by the initial set of constraints. If
desired, the constraints along each axis can be composed to give an answer in 
3-dimensional space. The answer can be expressed in linguistic terms by a 
process of linguistic approximation (Zimmerman [28]). 
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[,Linguistic Spatial Descriptions I 
[.Possibility Assignment Equations I 
I Fuzzy Spatial Decomposition I 
I 
s e o, ossi,i  
Assignment Eqns. I Assignment Eqns. I Assignment Eqns. 
For X axis I For Y axis I For Z axis 
V T V 
Generalized War -  Generalized War -  Generalized War- 
shall's Algorithm shall's Algorithm shall's Algorithm 
V f V 
Possibility Possibility I Possibility 
I 
Distribution Distribution I Distribution 
[ FuzzY Spatial Composition I 
V 
I Linguistic Approximation I 
Figure 7. Proposed Spatial Reasoning Model 
The set of constraints along each axis can be represented in the form of a 
graph where the nodes represent objects and the arcs between odes represent 
the known spatial constraint between the objects representing those nodes. 
Such a network can also alternatively be represented in the form of a matrix, 
termed the spatial constraint matrix. If there are n objects under considera- 
tion, there will be n rows and n columns. The entry aij will represent the 
known spatial constraint between objects 0 i and Oj. Thus if we were to query 
the spatial relation between any two objects (0  i, Oj), then the desired answer 
(i.e., possibility distribution representing the constraint) is found by finding all 
paths between 0 i and Oj and taking the fuzzy intersection of the possibility 
distributions on these various paths. It is easy to note that this operation 
essentially involves taking the transitive closure of the spatial constraint 
matrix. Warshall's algorithm (Baase [36]) is a well-established polynomial 
algorithm for taking the transitive closure of a binary relation matrix. A 
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generalized version of Warshall's algorithm described by Sheng [35] is used 
below for spatial reasoning. Sheng used the generalized Warshall's algorithm 
for implementing a temporal reasoning model. There are certain similarities 
between temporal reasoning and one-dimensional spatial reasoning. Thus in 
certain aspects, the spatial reasoning model described above can be considered 
as a generalization of Sheng's temporal reasoning model. 
Generalized Warshall's Algorithm 
Let the input be the n x n spatial constraint matrix W, and let the desired 
output be the n x n matrix D where d U is the desired spatial constraint 
between objects 0 i and Oj. The algorithm is as follows: 
D+W 
for k+l  to n; 
for i~ l  to n; 
for j~ l  to n; 
d,++- ^ (di+, d;~ +: d~i )
where +f  and A represent fuzzy number addition and fuzzy intersection, 
respectively. The above algorithm takes O(n 3) time. It should be noted that the 
above algorithm is used for the spatial constraints along each axis separately. 
Thus if we were considering the two-dimensional case, the generalized War- 
shall's algorithm would have to be used twice, once each for the spatial 
constraints along the X and Y axes. The following example will clarify the 
application of this algorithm. 
EXAMPLE 3 Assume that we have the following spatial descriptor statements 
(for simplicity we are considering only the one-dimensional case and thus can 
ignore the need to take projections onto different axes): 
Object 2 is about 4 miles east o f  object 1. 
Object 3 is more or less 5 miles east o f  object 2. 
and the spatial query 
What is the spatial relation between objects 3 and 1? 
Assume that the fuzzy sets about 4 miles east and more or less 5 miles east 
can be represented by the fuzzy numbers (4, 1, 1) and (5, 1, 2), respectively, 
where the left and right spreads of the fuzzy numbers denote the fuzziness in 
the spatial constraints between the corresponding objects. Then IV, the spatial 
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constraint matrix, can be represented as 
(0, 0, 0) (4 ,1 ,1)  (0, oo, oo) 
( -4 ,1 ,1 )  (0 ,0 ,0)  (5 ,1,2)  
(0,oo, o) (-5,2,1) (0,0,0) 
where (0, oo, oo) is used to represent an unknown spatial constraint value. Also 
note that in the above matrix, while the element a12 = (4, 1, 1) indicates that 
object 2 is about 4 miles east of object 1, the element a21 = ( -4 ,  1, 1) 
indicates that object 1 is about 4 miles west (opposite of east) of object 1. 
After running through the generalized Warshall's algorithm, we get D, the 
transitive closure of W, as 
(0, 0, 0) (4, 1,1) (9, 2,3) 
( -4 ,  1,1) (0 ,0,0)  (5,1,2)  
( -9 ,3 ,2 )  ( -5 ,2 ,1 )  (0 ,0,0)  
Thus the spatial constraint between objects 3 and 1 is represented by the 
fuzzy number (9, 2, 3), which is to be interpreted as saying that object 3 is 
about 9 miles east of object 1 with the fuzziness in the spatial constraint being 
given by the left and right spreads of 2 and 3, respectively. 
REASONING ABOUT MOTION Most real-world situations are dynamic, and 
positions of objects usually change with time. Thus it is important to be able to 
reason about the changing positions of moving objects. 
Suppose the following piece of information is added to the data given in 
Example 3: 
Object 3 is moving east at about 3 miles per hour. 
Now if a user queries for the spatial constraint on objects 3 and 1 after about 1 
hour, it can be obtained as shown below (assuming that object 1 is stationary). 
Assume the following fuzzy set representations: 
about 3 miles per hour = (3, 1,1) 
about one hour = (1,0.2,0.2)  
The distance moved by object 3 in about one hour is 
(3, 1,1) *f (1,0.2,0.2)  = (3, 1.6, 1.6) 
Thus the spatial constraint between objects 3 and 1 after about one hour is 
(5,2,  3) 4-/ (3, 1.6, 1.6) = (8, 3.6,4.6) 
If the description of velocities of objects is given in two (or more) dimen- 
sions (e.g., Object C is moving in a northeasterly direction at about 3 miles 
per hour), then the fuzzy representations of velocities can be projected onto 
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the X and Y axes (for the two-dimensional case), and a similar procedure can 
be followed to determine the spatial constraint between objects along each axis. 
CONCLUSION 
This paper has described initial results in the development of an approximate 
spatial reasoning model that integrates qualitative and quantitative constraints. 
Much of human reasoning is approximate in nature. Especially in the domain 
of spatial reasoning, humans consistently reason approximately with demon- 
strably good results. Though the mental processes behind human spatial 
abilities are not well understood, it is useful to try to build some similar 
capabilities in machines. The proposed spatial reasoning model is a step in this 
direction. 
Only a subset of the representation problem has been addressed in this 
paper, but is should serve as a useful (and necessary) basis for representing 
core spatial knowledge on which to build applications involving spatial plan- 
ning and learning capabilities. The proposed spatial reasoning model should be 
useful for many applications including path planning, terrain analysis and 
general problem solving in the real world. As the algorithm takes polynomial 
time, it is computationally tractable and easily implemented. 
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