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0. Introduction
Let k be an algebraically closed field of characteristic p ≠ 0 and Xg ⊂ A3k a normal surface defined by an equation of the
form zp = g(x, y)with g ∈ k[x, y]. Varieties of this type are known as Zariski surfaces and much effort has been focused on
understanding their divisor class groups. The class group could often be an elusive invariant, but apparent breakthroughs
for Zariski surfaces came in [1,2] and [4] which present programmable algorithms for calculating them. However, recently
I discovered errors in both of them. The algorithm developed in [1] depends on an incorrect lemma (Lemma 5, p. 249). It
can be corrected, but the program is already too slow to make it worth the effort, as the program often takes several hours
to complete the computation, even for cases of low degree and small characteristic. The algorithm in [4] is more efficient
than the original one, but it contains a computational ambiguity that requires a considerably more complex program to
correct (Step 5 of the algorithm, pp. 5–6, and [6]). This paper presents a new algorithm for computing the class group of a
Zariski surface. It ismuch simpler and computationallymore efficient than earlier algorithms, particularly in the general case
discussed in Section 4. Unlike its predecessors, it does not require calculating pth roots, avoids lengthy loops, and involves
only standardmatrix computations already built intomost mathematical programs. Perhapsmost importantly, in Section 4,
for a general case, it defines an easily calculated matrix whose rank completely determines the order of the class group of
Xg , which should shed light on how class group order stratifies the moduli space of Zariski surfaces in each characteristic.
1. Preliminaries
The algorithms derived in this article is based on Galois descent techniques developed in Pierre Samuel’s Tata notes [7].
The reader is referred there for the definitions of a Krull domain and divisor class group of a Krull domain [7, pp. 1–4]. All
of the rings studied herein are Noetherian integrally closed domains and are thus Krull rings [7, p. 6]. If R is a Noetherian
integrally closed domain, then X = Spec(R) is regular in codimension one and the group ofWeil divisors of X , denoted Cl(X),
and the divisor class group of R, denoted Cl(R), as defined by Samuel are isomorphic [3, p. 130]. The following theorems are
from Samuel’s notes.
Theorem 1.1. Let A ⊂ B be Krull rings with B integral over A. Then there is a well defined group homomorphism φ : Cl(A) →
Cl(B) [7, pp. 19–20].
Remark 1.2. The homomorphism φ : Cl(A)→ Cl(B) can be described by its behavior on height one prime ideals, since their
divisors generate the class group of a Krull domain [7, pp. 5–7]. If Q is a height one prime of A, then φ(Q ) = ∑ e(q : Q )q,
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where the sum is over all prime ideals q lying over Q (which are necessarily height one) and e(q : Q ) is the ramification
index of q over Q [7, pp. 18–21].
Remark 1.3. Let B be a Krull ring of characteristic p ≠ 0 and L be the quotient field of B. Let △ be a derivation of L such
that △(B) ⊂ B. Let K = kernel of △ and A = B K . Then A is a Krull ring with B integral over A (since Bp ⊂ A).
SetL = {a−1△a : a ∈ L and a−1△a ∈ B} andL ′ = {u−1△u : u is a unit in B}. ThenL ′ is an additive subgroup ofL .
Theorem 1.4. (a) Let φ : Cl(A) → Cl(B) be the homomorphism described in (1.2). There exists a canonical monomorphism
φ¯ : kerφ → L /L ′. (b) If L is the quotient field of B and [L : K ] = p and△(B) is not contained in any height one prime of B, then
φ¯ is an isomorphism [7, pp. 63–64].
Remark 1.5. If I ∈ Cl(A) is in the kerφ, then φ(I) = aB for some a ∈ L. Samuel shows that a−1△a ∈ B and defines
φ¯(I) = a−1△a. SinceL ⊂ B and the characteristic of L is p, each nonzero element of kerφ has order p.
Theorem 1.6. If [L : K ] = p, then (a) there exists α ∈ A such that △p = α△ and (b) an element t ∈ L is equal to v−1△v for
some v ∈ L if and only if△p−1t − αt + tp = 0 [7, pp. 63–64].
2. Galois descent and logarithmic derivatives
Hereafter, k represents an algebraically closed field of characteristic p ≠ 0 and g ∈ k[x, y] a polynomial of degree n ≠ 0
such that gx and gy have no common factors in k[x, y]. Xg will denote the surface in A3k defined by the equation zp = g and
Dg the Jacobian derivation on k(x, y) defined by Dg = gy ∂∂x − gx ∂∂y . Fg will denote the field extension of the prime subfield
generated by the coefficients of g .
Lemma 2.1. The coordinate ring of Xg is isomorphic to the ring Bg = k[xp, yp, g].
Proof. Let θ : k[x, y, z] → Bg be the homomorphism that sends x to xp, y to yp, z to g , and a to ap for all a ∈ k. θ is surjective
since k is perfect. Hence, kerθ is a height one prime ideal containing the principal ideal I generated by zp−g . Since the latter
is a height one prime, I = kerθ . Therefore, the coordinate ring of Xg is isomorphic to Bg . 
Lemma 2.2. Bg = D−1g (0) ∩ k[x, y].
Proof. Since Dg(x) = gy ≠ 0, k(xp, yp)  k(xp, yp, g) ⊂ D−1g (0)  k(x, y). Hence, k(xp, yp, g) = D−1g (0). Since Xg has only
finitely many singular points, Bg is normal by (2.1) and Serre’s normality criterion. Since D−1g (0) ∩ k[x, y] is integral over Bg
and they have the same quotient field, the two are equal. 
Lemma 2.3. Let Lg = {f −1Dg f : f ∈ k(x, y) and f −1Dg f ∈ k[x, y]} be the additive group of logarithmic derivatives of Dg in
k[x, y]. Then Cl(Bg) ∼= Lg .
Proof. By (1.4) and the fact that Dg(k[x, y]) is not contained in any height one prime of k[x, y] (since Dg(x) = gy and
Dg(y) = −gx) and [k(x, y) : k(xp, yp, g)] = p. 
Remark 2.4. By (1.6) there exists αg ∈ Bg such that Dpg = αgDg . In 1980, Richard Ganong conjectured to me that αg is given
by the formula, αg =∑p−1i=0 g i∇(gp−1−i), where ∇ = ∂2p−2/∂xp−1∂yp−1. In an attempt to verify this, the author proved the
next theorem [5] under the assumption that the highest degree form of g is not in k[xp, yp]. Stohr and Voloch later proved it
in general [8].
Theorem 2.5. Let αg ∈ Bg be such that Dpg = αgDg . Then for all f ∈ k[x, y], Dp−1g f − αg f = −∑p−1i=0 g i∇(gp−1−if ), where
∇ = ∂2p−2/∂xp−1∂yp−1.
Corollary 2.6. αg =∑p−1i=0 g i∇(gp−1−i).
Proof. Let f = 1 in (2.5). 
Corollary 2.7. A polynomial t ∈ k[x, y] is inLg if and only if ∇(g it) = 0, for i = 0, 1, . . . , p− 2, and ∇(gp−1t) = tp.
Proof. Since∇(k(x, y)) = k(xp, yp) and {g i : 0 5 i 5 p− 1} is independent over k(xp, yp), the corollary follows by (1.6) and
(2.5). 
Proposition 2.8. LetHg = {t ∈ k[x, y] : ∇(gp−1t) = tp}. ThenLg ⊂ Hg and deg(t) ≤ n− 2 for each t ∈ Hg .
Proof. Lg ⊂ Hg by (2.7). A comparison of degrees on both sides of the equation ∇(gp−1t) = tp yields pdeg(t) ≤
deg(t)+ (p− 1)n− 2(p− 1), i.e. deg(t) ≤ n− 2. 
Definition 2.9. For a field F and positive integers r and s , let F r×s be the set of r × s matrices with entries in F . If
M = [aij] ∈ F r×s and q is an integer, let M(pq) = [apqij ]. Ir will denote the identity matrix in F r×r and 0rs the zero matrix
in F r×s. When the context makes plain the dimension of the zero matrix, we will simply denote it by 0. If M ∈ F r×s, let
row(M) denote the row space ofM .
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Definition 2.10. Let g ϵ k[x, y] be as above. Let V be the k-vector space of polynomials in k[x, y] of degree at most n − 2
(where n = deg(g)) and for each r = 0, . . . , p−1, letWr be the k-vector space of polynomials in k[xp, yp] of degree at most
(r + 1)n − 2p. For r = 0, . . . , p − 1, let Tr : V → Wr be the linear transformation defined by Tr(f ) = ∇(g r f ) and letMg,r
be the matrix of Tr with respect to the monomial bases {xiyj : 0 ≤ i + j ≤ n − 2} and {xipjjp : 0 ≤ i + j ≤ (r+1)np − 2} of V
andWr , respectively. ThenMg,r is a nr (nr−1)2 × n(n−1)2 matrix with coefficients in k, where nr is the greatest integer less than
or equal to (r+1)np .
Lemma 2.11. For each t =∑n−2i+j=0 αijxiyj ∈ k[x, y], let→x t =

α00
α10
α01
...
 in k n(n−1)2 . Then the map t → →x t mapsHg isomorphically
to the group of solutions of the square systemMg,p−1
→
x = →x (p), with→x (p) as in (2.9), and mapsLg isomorphically to the group of
solutions of the system Mg,i
→
x = →0 , 0 ≤ i ≤ p− 2, Mg,p−1→x = →x
(p)
.
Proof. The systemMg,p−1
→
x = →x (p) is obtained by comparing coefficients on both sides of the equality∇(gp−1t) = tp . Thus
t is a solution of the latter equation if and only if
→
x t is a solution of the matrix equation. The map is also clearly additive.
Similarly, the system Mg,i
→
x = →0 , 0 ≤ i ≤ p − 2, Mg,p−1→x = →x
(p)
is obtained by comparing coefficients on both sides of
the equations ∇(g it) = 0, for i = 0, 1, . . . , p− 2, and ∇(gp−1t) = tp in (2.7). 
Definition 2.12. By (2.10), Mg,p−1 is a square matrix of dimension n(n−1)2 , which hereafter will be denoted simply by Mg .
Also, let Lg denote the block matrix
 Mg,0...
Mg,p−2
. By (2.11), t → →x t maps Lg isomorphically to the group of solutions of the
system Lg
→
x = →0 ,Mg→x = →x
(p)
.
3. Linearized systems
Definition 3.1. Let A ∈ krxr and L ∈ ks×r . Let π : kr+s → kr be the projection πr

a1 · · · ar+s  =  a1 · · · ar . Given
B0 = {→y 1, . . . ,→y m} a basis of the left orthogonal complement of the block matrix
[
A
L
]
, let L(A,B0) ∈ k(s+m)×r be defined
by L(A,B0) =
[
L
[B0]( 1p )
]
, where [B0] =

π(
→
y1)
...
π(
→
ym)
 in km×r . Now let L0 = L and for each i = 0, 1, . . . , let Li+1 = L(A,Bi)i ,
whereBi is a basis for the left orthogonal complement of
[
A
Li
]
.
Lemma 3.2. Let A ∈ kr×r , L ∈ ks×r , W be the left orthogonal complement of
[
A
L
]
, and
→
v ∈ k1×r . Then→v ∈ πr(W ) if and only
if
→
v A ∈ row(L).
Proof.
→
v = πr(→w) for some→w = [a1, . . . , ar+s] ∈ W if and only if→v A = −[ar+1, . . . , ar+s]L ∈ row(L). 
Notation 3.3. Let A in kr×r , L in ks×r , and Li be as defined in (3.1). For each i, let ri(A, L) = rank(Li) and r(A, L) = ri0(A, L),
where i0 is minimal such that ri0(A, L) = ri0+1(A, L).
Remark 3.4. ri(A, L), i0, and r(A, L) in (3.3) do not depend on the choices of bases of the orthogonal complements at each
step in (3.1). Also, i0 ≤ r − rank(L) since for each i, Li is a submatrix of Li+1.
Lemma 3.5. Let A ∈ kr×r , L ∈ ks×r and i0 be minimal such that ri0(A, L) = ri0+1(A, L). Then r(A, L) = ri(A, L) for all i ≥ i0.
Proof. Suppose rj(A, L) = rj+1(A, L) for some positive integer j. Then row(Lj) = row(Lj+1). Thus if some linear combination
of the rows of A belongs to row(Lj+1), then the same combination of the rows of A belongs to row(Lj), and vice versa.
From this it follows that if Wj and Wj+1 are the left orthogonal complements of
[
A
Lj
]
and
[
A
Lj+1
]
, respectively, then
πr(Wj) = πr(Wj+1). Therefore, row(Lj+1) = row(Lj+2), i.e. rj+1(A, L) = rj+2(A, L). 
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Lemma 3.6. Let A ∈ kr×r , L ∈ ks×r , and B = {→y 1, . . . ,→y m} be a basis of the left orthogonal complement of
[
A
L
]
. Then the
solution set of the system A
→
x = →x (p), L→x = →0 , is identical to the solution set of the system A→x = →x (p), L1→x =
→
0 , where
L1 = L(A,B).
Proof. Since L is a submatrix of L1, the solution set of the second system is contained in that of the first. If
→
y =
a1 · · · ar b1 · · · bs  is in the left orthogonal complement of [ AL
]
, then ℓ = a1ℓ1+ · · · + arℓr ∈ row(L). Hence, if
(x1, . . . , xr) is a solution of the system L
→
x = →0 , then ℓ→x = →0 . Hence, if (x1, . . . , xr) is a solution of the system, A→x = →x
(p)
,
L
→
x = →0 , then→0 = ℓ→x = [a1 · · · ar ]A→x = [a1 · · · ar ]→x
(p) = a1xp1 + · · · + arxpr , and therefore (x1, . . . , xr) is a solution of the
linear equation corresponding to thematrix

a
1
p
1 · · · a
1
p
r

= π(→y )( 1p ). Therefore, the solution set of A→x = →x (p), L→x = →0
is contained in that of A
→
x = →x (p), L1→x =
→
0 . 
Proposition 3.7. Let A ∈ kr×r , L ∈ ks×r , Li (i = 0, 1, 2, . . .) be as in (3.1). Assume i0 is the minimum i such that ri(A, L) =
ri+1(A, L). Then rank
[
A
Li0
]
= r.
Proof. We proceed by induction on the number of nonzero columns of A. If A has no nonzero columns, then A is the zero
matrix and L1 = Ir . If the rank(L0) = r , then i0 = 0 and rank

A
L0

= r . If rank(L0) < r , then i0 = 1 and rank
[
A
L1
]
= r .
Assume now that A has exactly s nonzero columns, which after a permutation of columns we may assume are the first
s columns of A, counting from the left. Thus A =  A′ 0r(r−s) , with A′ ∈ kr×s. If t = rank(A), then t ≤ s. Without loss
of generality we may assume that the top t rows of A are a basis of row(A). Then each of the last r − t rows of A are linear
combinations of the first t rows. This implies by (3.2) that the left orthogonal complement of A has a basis B consisting of
elements of the form
→
wi =

bi1 · · · bis 0 · · · 0  + →e i, t + 1 ≤ i ≤ r , where →e i ∈ k1×r has 1 in the ith position
and 0 elsewhere. Since the left orthogonal complement of A is contained in the left orthogonal complement of
[
A
L
]
,B can
be extended to a basis B0 of the left orthogonal complement of
[
A
L
]
. Hence, L1 = L(A,B0) includes rows of the same form,
i.e. L1 contains a submatrix of the form

L′ Ir−t

, where L′ ∈ k(r−t)×t . Using elementary row operations, we can eliminate
all entries in A above Ir−t in
[
A
L1
]
by subtracting from each row of A an element of row

L′ Ir−t

, thus replacing A in[
A
L1
]
by a row-equivalent matrix B =  A′′ 0r(r−t) , with A′′ ∈ kr×t , and by (3.2) having the property that πr of the left
orthogonal complement of
[
A
L1
]
is equal to πr of the left orthogonal complement of
[
B
L1
]
.
We now distinguish between two cases.
Case 1. If t = s, then rank
[
A
L1
]
= r and rank
[
A
Li
]
= r for all i ≥ 1, which agrees with the statement of the
proposition if i0 ≥ 1. If i0 = 0, then row(L0) = row(Li) for all i ≥ 0, which implies rank
[
A
L0
]
= rank
[
A
L1
]
= r ,
which verifies the proposition.
Case 2. If t < s, then by induction, the statement of the theorem holds for B and L1 and hence for A and L1. Then if i0 ≥ 1,
the minimal i such that ri(A, L1) = ri+1(A, L1) is i0 − 1, from which we obtain rank
[
A
Li0
]
= r . If i0 = 0, then again
row(L0) = row(Li) for all i ≥ 0 and rank
[
A
L0
]
= rank
[
A
L1
]
= r , since the theorem holds for A and L1 and the
minimal i such that ri(A, L1) = ri+1(A, L1) is 0, which verifies the proposition. 
Corollary 3.8. Let A ∈ kr×r , L ∈ ks×r , Li (i = 0, 1, 2, . . .) be as in (3.1). Assume j ∈ N such that rj(A, L) = rj+1(A, L). Then
rank
[
A
Lj
]
= r.
Proof. By (3.7) and the fact that row(Li) = row(Li+1) for all i. 
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Lemma 3.9. Let B ∈ kr×r and assume det(B) ≠ 0. Then the solution set of the system B
→
x
→
y

=
→
x
(p)
→
0

with
→
x in ks and
→
y in
kr−s is a p-group of type (p, . . . , p) of order ps.
Proof. By Bezout’s theorem the system has ps solutions, counted with multiplicity and considered in projective space.
Clearly, there are no solutions at infinity. If (a1, . . . , ar) is a solution of B
→
x
→
y

=
→
x
(p)
→
0

, then the system remains fixed
under the change of coordinates xi → xi−ai. Hence, every solution has the samemultiplicity, which is one since det(B) ≠ 0.
The other conclusions are simple consequences of the fact that char(k) = p. 
Theorem 3.10. Let A ∈ kr×r , L ∈ ks×r . Then the system A→x = →x (p), L→x = →0 is a p-group of type (p, . . . , p) of order pr−r(A,L).
Proof. Let Li, i = 0, 1, 2, . . . , be as described in (3.1) and let m = r(A, L). Let j be any positive integer such that
rj(A, L) = rj+1(A, L). By (3.5) rank(Lj) = rj(A, L) = m. By (3.6) the solution set of the system A→x = →x
(p)
, L
→
x = →0 is
identical to the solution set of the system A
→
x = →x (p), Lj→x =
→
0 . By (3.8) rank
[
A
Lj
]
= r . Hence, there are submatrices
A′ ∈ k(r−m)×r of A and L′j ∈ km×r of Lj such that rank
[
A′
L′j
]
= r . The solution set of A→x = →x (p), Lj→x =
→
0 is contained in
the solution set of the system A′
→
x = →x (p), L′j
→
x = →0 .
To show the reverse containment, it is enough to show that if I, I ′ ⊂ k[x1, . . . , xr ] are the ideals generated by the
polynomials defining the first and second system, respectively, then I ⊂ I ′. Without loss of generality, we may assume
A′ consists of the top r − m rows of A. Since rank(L′j) = rank(Lj), we need only show that the polynomials corresponding
to the last m equations of A
→
x = →x (p) belong to I ′. Let∑αqixi − xpq , with r − m < q ≤ r , be such a polynomial and
→
α =  αq1 · · · αqr . Since rank[ A′L′j
]
= r , there exists a vector→a =  a1 · · · ar−m 0 · · · 0  ∈ k1×r such that
→
a A+→α ∈ row(L′j) = row(Lj). Thus,
∑
αqixi + xpq ∈ I ′ if and only if a1xp1 + · · · + ar−mxpr−m + xpq ∈ I ′, but by (3.2) the latter
is the case since
→
a
( 1p ) + →eq ∈ row(Lj+1) = row(Lj), where→eq ∈ k1×r has 1 for the qth entry and all other entries 0.
Therefore, A
→
x = →x (p), L→x = →0 has the same solution group as A′→x = →x (p), L′j
→
x = →0 , which is a p-group of type
(p, . . . , p) of order pr−m by (3.9). 
The determination of r(A, L) involves repeated calculation of pth roots of increasing exponent. The next Proposition 3.12
shows that this can be avoided.
Definition 3.11. Let A ∈ kr×r and let L ∈ ks×r . Let πr : kr+s → kr be the projection πr

a1 · · · ar+s  =  a1 · · · ar .
GivenB = {→y 1, . . . ,→y m} a basis of the left orthogonal complement of the blockmatrix
[
A
L
]
, let L[A,B] ∈ k(s+m)×r be defined
by L[A,B] =
[
L(p)
[B]
]
, where [B] =

π(
→
y1)
...
π(
→
ym)
 in km×r . Now let L0 = L(p) and for each i = 0, 1, . . . , let Li+1 = L[Ai+1,Bi]i ,
where Ai = A(pi) and Bi is a basis for the left orthogonal complement of
[
Ai+1
Li
]
. For each i, let ri[A, L] = rank(Li) and
r[A, L] = ri0 [A, L], where i0 is minimal such that ri0 [A, L] = ri0+1[A, L]. The next result implies that r(A, L) = r[A, L].
Proposition 3.12. Let A ∈ kr×r , L ∈ ks×r and let Li, Bi, Li, Bi be as described in (3.1) and (3.11), respectively. Then for each
i ≥ 1, row(Li) = row(L(pi+1)i ).
Proof. The i = 0 case is immediate from the definitions. Assume that for some positive integer j the statement of
the proposition holds for all i ≤ j. If Bj = {→y1, . . . , →ym} is a basis for the left orthogonal complement of
[
A
Lj
]
, then
B′j = {
→
y
(pj+1)
1 , . . . ,
→
y
(pj+1)
m } is a basis for the left orthogonal complement of

A(p
j+1)
L(p
j+1)
j

, which by (3.2) has the same image
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under πr as the left orthogonal complement of
[
A(p
j+1)
Lj
]
=
[
Aj+1
Lj
]
(since row(Lj) = row(L(pj+1)j )). Thus row(Lj+1) =
row

L
(p)
j[B′j]

= row

L(p
j+2)
j
[Bj](pj+1)

= row(L(pj+2)j ). 
Corollary 3.13. Let A ∈ kr×r and L ∈ ks×r . Then for each i = 0, 1, 2, . . . , ri(A, L) = ri[A, L]. In particular, r(A, L) = r[A, L].
The Main Algorithm 3.14. Let g ∈ k[x, y] be a polynomial of degree n ≠ 0 such that gx and gy have no common factors
in k[x, y] and Xg the surface in A3k defined by the equation zp = g . Let m = n(n−1)2 . The determination of the group of Weil
divisors of Xg reduces to the following series of standard matrix computations. Step (1) Determine Mg ∈ km×m and Lg as
defined in (2.11) and (2.12). Step (2) Let N = m− rank(Lg), L0 = L(p)g , and for each 1 ≤ i ≤ N , calculate Li+1 = L[Ai+1,Bi]i as
described in (3.11), where Ai = M(pi)g and Bi is a basis for the left orthogonal complement of
[
Ai+1
Li
] 
equivalently, Bi is
a basis for the kernel of
[
Ai+1
Li
]T
. Step (3) By (3.4), (3.5), (3.10) and (3.13), Cl(Xg) is a p-group of type (p, . . . , p) of order
pm−rank(LN ).
Remark 3.15 (Modifications to the Main Algorithm). In (3.14) we calculate Li until i = N because (3.4) and (3.5) guarantee
that r(A, L) = rank(LN) (i.e. rank(LN) = rank(LN+1)). Alternatively, in Step 2, we could recursively calculate each Li together
with its rank until we determine i0, the minimal i such that rank(Li) = rank(Li+1), in which case the order of Cl(Xg) will
be pm−rank(Li0 ). Another option, which may be useful when n is large, is to replace each matrix Li when it is calculated by its
reduced row-echelon form. Lastly, note that when g ∈ Fp[x, y], then Mg ∈ Fm×mp , where Fp is the prime subfield of k, and
thus Ai = Mg for each i.
4. The nonsingular case
This section considers the casewhereMg is nonsingular,whereMg is as inDefinition 2.12, and obtains a simplified version
of the above algorithm (3.15).
Lemma 4.1. Let A ∈ kr×r be nonsingular and let L ∈ ks×r . Let W be the left orthogonal complement of
[
A
L
]
, πr : kr+s → kr the
projection πr

a1 · · · ar+s  =  a1 · · · ar , and→v ∈ kr . Then→v ∈ πr(W ) if and only if→v ∈ row(LA−1).
Proof. By (3.2),
→
v ∈ πr(W ) if and only if→v A ∈ row(L), but→v A ∈ row(L) if and only if→v ∈ row(LA−1). 
Lemma 4.2. Let A ∈ kr×r be nonsingular and let L ∈ ks×r . Let L′0 = L and for each i = 0, 1, 2, . . . , let L′i+1 =
[
L′i
(L′iA−1)
( 1p )
]
.
Then for each i = 0, 1, 2, . . . , row(Li) = row(L′i).
Proof. The i = 0 case holds since L0 = L′0 = L. Assume that for some positive integer j the statement of the proposition
holds for all i ≤ j. Let Bj be a basis for the left orthogonal complement of
[
A
Lj
]
. By (4.1) and the hypothesis, row([Bj]) =
row(LjA−1) = row(L′jA−1). Therefore, row(Lj+1) = row
[
Lj
[Bj]( 1p )
]
= row

L′j
(L′jA−1)
( 1p )

= row(L′j+1). 
Lemma 4.3. Let A ∈ kr×r be nonsingular and let L ∈ ks×r . Let B0 = L and Bi = L(
1
pi
)
(A−1)
( 1
pi
) · · · (A−1)(
1
p2
)
(A−1)(
1
p ) for each
i = 1, 2, 3, . . . . For each i = 0, 1, 2, . . . , let L′′i =
 B0...
Bi
. Then for each i = 0, 1, 2, . . . , row(L′′i ) = row(L′i), where L′i is as in
(4.2).
Proof. The i = 0 case holds since L′0 = L′′0 = L. Assume that for some positive integer j the statement of the proposition
holds for all i ≤ j. Then row(L′j+1) = row(L′j) + row((L′jA−1)(
1
p )) = row(L′′j ) + row((L′′j A−1)(
1
p )) = ∑ji=0 row(Bi) +∑j
i=0 row((BiA−1)
( 1p )) =∑j+1i=0 row(Bi) = row(L′′j+1), since (BiA−1) 1p = Bi+1. 
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Proposition 4.4. Let A ∈ kr×r be nonsingular and let L ∈ ks×r . Let B0 = L and for each i = 1, 2, 3, . . . , let Bi =
L(p
i)(A)(p
i−1) · · · (A)(p)(A). LetLi =
B0...Bi
, i ≥ 0. Then for each i = 0, 1, 2, . . . , rank(Li) = rank(L′′i ), where L′′i is as in (4.3).
Proof. For each i = 0, 1, 2, . . . ,L(pi)i A(pi−1) · · · A(p)A =
Bi...B0
, which implies rank(Li) = rank(L′′i ). 
Corollary 4.5. Let A ∈ kr×r be nonsingular and let L ∈ ks×r . Let ri(A, L) be as defined in (3.1). Then for each i = 0, 1, 2, . . . ,
ri(A, L) = rank(Li). In particular, if for some j, rank(Lj) = rank(Lj+1), then r(A, L) = rank(Lj).
Proof. The first statement is immediate from (4.2), (4.3), and (4.4) and the second follows from (3.5). 
The Main Algorithm whenMg is Nonsingular 4.6. The determination of Cl(Xg), as described in the previous section, when
Mg is invertible involves the following simplifications. Let n = deg(g), m = n(n−1)2 , and N = m − rank(Lg), with Lg as
described in (2.12). CalculateBi = L(pi)g (Mg)(pi−1) · · · (Mg)(p)(Mg) for 0 ≤ i ≤ N andLN =
B0...BN
. By (3.4), (3.5), (3.10),
(3.13) and (4.5), Cl(Xg) is a p-group of type (p, . . . , p) of order pm−rank(
LN ).
Remark 4.7 (Modifications to the Algorithm when Mg is Nonsingular). In (4.6) we could calculate eachLi together with its
rank until we determine i0, theminimal i such that rank(Li) = rank(Li+1), inwhich case the order of Cl(Xg)will be pm−rank(Li0 ).
We could also replace eachLi by its reduced row-echelon form. Lastly, note that when g ∈ Fp[x, y], then Mg , Lg ∈ Fm×mp ,
where Fp is the prime subfield of k, and thus for each i, Bi = LgM ig .
5. Examples
Example 1. Let k be an algebraically closed field of characteristic 3, g = x+ y+ x2 + y2 + x2y+ xy2 + x4 + xy3 + 2y4, and
Xg ⊂ A3k the surface defined by zp = g . We have
Mg =

0 2 2 1 2 1
2 0 0 2 1 2
0 2 2 1 2 1
0 0 0 0 0 1
0 0 0 0 1 2
0 0 0 1 1 1
 and Lg =  0 1 1 1 0 1  .
Since det(Mg) = 0, we use the algorithm of (3.14) to calculate Cl(Xg). Then L0 = L(p)g = Lg and Ai = M(pi)g = Mg for all i.
Also, following (3.15), we will replace each Li by its reduced row-echelon form with the trivial rows deleted, which we will
denote Li. A basis of the left orthogonal complement of
[
A0
L0
]
is

1 0 2 0 0 0 0

,

1 0 0 0 0 1 1

.
Hence,
L1 =
 1 0 0 0 0 1
0 1 0 1 0 0
0 0 1 0 0 1

.
Continuing,
L2 =
 1 0 0 0 0 10 1 0 0 1 10 0 1 0 0 1
0 0 0 1 2 2
 ,
and Li = L2 for i ≥ 3 . By (3.10) the order of Cl(Xg) is p2, i.e. Cl(Xg) is isomorphic to Zp ⊕ Zp.
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Example 2. Let k be an algebraically closed field of characteristic 3, g = x+ y+ x2 + 2xy+ 2y2 + 2xy2 + x4 + 2xy3 + 2y4,
and Xg ⊂ A3k the surface defined by zp = g . We have
Mg =

0 2 0 1 2 1
1 1 1 1 2 2
2 1 1 1 1 0
0 0 0 0 0 1
0 0 0 0 1 1
0 0 0 1 2 1
 and Lg =  0 2 0 2 2 1  .
Since det(Mg) ≠ 0, we can use (4.6) to calculate Cl(Xg). Then for each i = 0, 1, 2, . . . ,Bi = LgM ig and
LN =L6 =

B0B1B2B3B4B5
 =

0 2 0 2 2 1
2 2 2 0 2 0
0 2 1 0 0 2
1 0 0 2 0 0
0 2 0 1 2 0
2 2 2 2 0 1
 .
Since rank(L6) = 5, the order of Cl(Xg) is p, i.e. Cl(Xg) ∼= Zp.
Example 3. This example simply shows that the algorithm of (4.6) does not in general work if det(Mg) = 0. Let k and g be
as in Example 1. If we were to use (4.6), then
LN =L6 =

B0B1B2B3B4B5
 =

0 1 1 1 0 1
2 2 2 1 1 2
1 2 2 1 1 1
1 0 0 2 1 2
0 2 2 0 2 1
1 1 1 1 0 2
 .
The rank ofL6 is 3, but from Example 1 the order of Cl(Xg) is 1 and not p6−rank(L6).
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