Abstract. Projection pursuit index measuring quality of projected clusters (QPC) introduced recently optimizes projection directions by minimizing leave-one-out error searching for pure localized clusters. QPC index has been used in constructive neural networks to discover non-local clusters in high-dimensional multiclass data, reduce dimensionality, aggregate features, visualize and classify data. However, for n training instances such optimization requires O(n 2 ) calculations. Fast approximate version of QPC introduced here obtains results of similar quality with O(n) effort, as illustrated in a number of classification and data visualization problems.
Introduction
Projection pursuit (PP) searches for the most "interesting" projections of multidimensional data by optimizing some objective functions referred to as the projection index [1, 2] . Many projection indices have been introduced, both for unsupervised and for supervised learning. Such algorithms as the principal component analysis (PCA), independent component analysis (ICA) and Fisher's discriminant analysis (FDA) are special cases of the projection pursuit approach. The "pursuit" aspect involves search for sequence of unique projections that gives different, low-dimensional insight into data structures. Most PP algorithms, including the QPC presented here, use linear projections.
The major advantage of PP methods is the potential to avoid the "curse of dimensionality" by reducing the data to low-dimensional space. The noisy and non-informative features are ignored, and only most valuable relations, depending on the definition of projection index, are preserved in the reduced space. Transformation of data by PP may be presented in form of a feedforward neural network where sequence of hidden nodes represent successive projections and learning procedure corresponds to optimization of certain PP index. In contrast to the backpropagation learning of all network parameters at the same time PP indices define intermediate goals for learning [3] making the final separation of the data much easier. The Quality of Projected Clusters (QPC) projection index [4] is aimed at finding linear transformations that create compact clusters of vectors, each with vectors from a single class, separated from other clusters. Each QPC node may thus map data into several useful pure clusters, while sigmoid functions in multi-layer perceptrons (MLPs) perform much simpler mappings. In the next section the QPC index is described and some modifications that decrease computational cost are discussed, followed by comparison of speed of learning and quality of generated projections in terms of classification generalization. Various algorithms may be used in the space generated by QPC transformations. Here we have used Naive Bayes algorithm on the trained data, and on the same data reduced by the fast and the original QPC version.
The QPC Projection Index Learning Speed Improvement
For a given dataset X = {x 1 , . . . , x n } ⊂ R d , where each vector x i is associated with class C(x i ), the QPC index is defined by [5] :
where α ij are real constants that satisfy conditions: if C(
should be localized with maximum for x = 0, for example it is a Gaussian function. Then for a given direction w ∈ R d vectors x i and x j will increase QPC value if after projection on w they fall close to each other and are from the same class, but if they are from different classes QPC index is decreased by a value dependent on distance between these vectors after projection on w. Thus maximization of Eq. (1) leads to linear transformation that create compact and pure clusters of vectors from the same class, well separated from other clusters, provides a leave-one-out estimator measuring quality of this projection. Proper choice of constants α ij and width of function G(x) might force QPC optimization to prefer solutions with higher between-cluster separation over solutions characterized with better within-class purity and compactness. In all experiments presented in this paper Gaussian functions were used for localization. To normalize the QPC index value α ij = 1/nn j is used for all i, j = 1, . . . , n satisfying condition C(
, where n j denote number of instances that belong to class associated with x j , and n is the number of all instances.
Optimization of the QPC index provides solutions that might be useful in many machine learning supervised learning applications for data visualization and dimensionality reduction. Recently [5, 6] this index was successfully applied to train and construct several neural networks architectures for classifications of multi-class problems.
Major disadvantage of QPC (like most of the projection pursuit indexes) is high computational cost. Each evaluation of Eq. (1) has computational complexity O(dn 2 ), where d is the number of dimensions and n is the number of instances in training dataset, which may make this approach useless for datasets with large number of instances, especially when many iterations is needed for convergence of the optimization process. This drawback can be overcome by using a set of prototypes T = {t 1 , . . . , t k } as a reference points providing estimation for dataset class distribution. For given set of prototypes T , where each prototype t i is associated with class C(t i ), the approximation of the QPC index might be expressed as follows:
where constants Solutions generated by maximization of Eq. (2) strongly depend on the number of prototypes and their initialization (position and label association). The algorithm described below allows for computing an approximation to the QPC index value for a given direction without the need of finding reference points, and might also be used for estimation of initial positions of prototypes.
Consider the set of vectors
. . , n) projected on the w direction, with the whole span of projected points divided into k equal intervals of width h:
Let β i be the center of the i-th interval:
For each class C i and j-th interval the partial QPC index is defined by:
where
Let associate interval j with class C i that gives maximum:
The approximate value of QPC index for direction w and k intervals is computed from:
The computational cost of evaluation of Eq. (7) is O(kndc) where c denotes the number of classes. Eq. (7) might be directly used for searching for optimal w, however this approximation is used here only for setting initial positions of the prototypes and their labels. Direction w define line in d dimensional space y = γw + µ, where γ ∈ R and µ ∈ R d is an arbitrary point along this line that may be taken as the center position of all data vectors X . Then for a given direction w and k intervals with centers in β i , initial positions of prototypes t i ∈ R d placed on this line are given by:
These prototypes are used here to initialize optimization procedure of the QPC index given by Eq. (2) . Maximum number of prototypes do not exceed the number of intervals k, but might be reduced if prototypes for the same class become neighbors after projection. Additionally, the width of these intervals give a direct estimation of the spread of G(x) function. For Gaussian functions setting the standard deviation to σ = h guarantees that the partial QPC functionQ Ci,j given by Eq. (5), will depend mostly on data projected inside the i-th interval, and to a lesser extent on vectors that belong to the adjacent intervals.
Results

Learning Speed Comparison
Tab. 1 presents comparison of time needed for training of the standard QPC index defined by Eq. 1 (denoted here as QPC1) and the approximated QPC index (denoted here as QPC2) defined by Eq. (2) for several classification problems with various size and complexity of inherent relations. Most of these datasets come from the UCI repository [7] (Abalone, Appendicitis, Australian Credit Rating, Breast Cancer Wisconsin, Glass, Heart, Ionosphere, Iris, Ljubljana Breast Cancer, Monk's 1 training part, Congressional Voting Records, Spam and Wine). In addition two artificial dataset were used: 10-dimensional parity problem and Concentric Rings dataset containing 2 important features defining points inside 4 rings (one per class) and 2 noise variables drawn from uniform distribution. Both QPC1 and QPC2 use Gaussian function for G(x) and a gradient descent procedure with the same learning rate (0.1) and the same stop condition. Initial positions of the prototypes for QPC2 have been set according to Eq. (8) with number of intervals k = 20. To avoid occurrence of local minima each optimization process was initialized 10 times with different weight values w between [−0.5, 0.5] and after short optimization the most promising solution has been converged to the final value. Each learning procedure was repeated 10 times and the average time required for convergence, the number of iterations and the final index value are reported in Tab. 1. Value of projection index referred in Tab. 1, both for QPC1 and QPC2, have been computed according to Eq. (1).
Results presented in Tab. 1 show great improvement of QPC2 performance compared to the QPC1. The Wilcoxon's signed-rank test [8] indicates significant difference of the average time used for computation at a confidence level of 99% (p-value of 0.0061) in favor of QPC2. Reduction of computation time occurs especially for the datasets with large number of instances like Abalone and Spam. Results for those data were excluded from statistical analysis to avoid dominance of these large values.
Projections obtained from QPC2 provide good approximation of solutions that might be found by the full QPC1 index. In most cases improvement of performance involves only slight loss of quality of obtained solutions. Fig. 1 presents scatter plots generated by projection of data vectors on the first two directions w T 1 x and w T 2 x found by optimization of QPC1 and QPC2. The second direction w 2 have been found in the direction orthogonal to the first one. For the Australian dataset distinct separation between two groups of vectors is obtained. First projection on w 1 is sufficient to distinguish this two clusters. The Monk's 1 problem projected on the two dimensional space generated by QPC2 revealed inherent relations for this artificial dataset with symbolic features, leading to almost complete separation of instances with opposite labels. For the 10-bit parity problem both approaches found correct projections on diagonals of the hypercube representing Boolean function. In case of Concentric Rings noise has been suppressed and the two-dimensional ring structure hidden in this data was recovered.
Comparison of Generalization
The QPC projection index may be used for generation of new features that should reveal interesting aspects of analyzed data. Such features may be beneficial for training of almost any learning machines. Tab. 2 presents results obtained by training the Naive Bayes (NB) classifier with kernel density estimation on problems used for performance testing. First column contains results of NB trained on the original data. Each successive column represent results for NB trained on data projected on 1, 2 and 3 directions generated by the full (QPC1) index maximization and by its fast approximation (QPC2). Classification accuracy has been estimated using 10 fold stratified cross-validation repeated 10 times for each dataset and each method. To compare generalization of NB classifier trained with and without initial QPC transformation for each dataset corrected resampled t-test was used [9] and significant differences (at significance level 0.05) are marked with dots (see Tab. 2). Features produced by QPC2 lead to similar accuracy to that of full QPC1. The Wilcoxon's signed-rank test shows no significant difference in accuracy of NB trained on the first three directions obtained by both QPC optimizations, giving p-value greater than 0.1 in all three cases (Tab. 2 last row). For all datasets t-test also shows no significant differences in NB accuracy between QPC1 and QPC2 transformation. In most cases NB trained on data projected on the first QPC direction produce results that are not significantly different from NB trained on the original data (10 ties obtained by corrected resampled t-test with level of significance equal to 5%). For 2 datasets t-test shows difference in accuracy in favor of original NB, but for 4 datasets the QPC transformations have improved NB generalization. For NB trained on data projected to the first two directions no significant degradation of accuracy is noted with comparison to NB trained on the original dataset. The Wilcoxon's signed-rank test confirms that there is no significant difference between accuracy of NB trained on first QPC projection and NB trained on original data, and there is significant difference in favor of NB trained on data projected to 2 or 3 dimensions obtained from QPC index both for QPC1 and QPC2. Thus a great reduction in dimensionality is obtained by using QPC features.
Discussion
The approximate version of the Quality of Projected Clusters projection pursuit method introduced in this paper greatly improve performance without degradation of the quality of results. As has already been stressed [10] separability is not the best goal of learning when problems are difficult, some intermediate tasks should be defined to derive information that may help in finding optimal solutions. Many methods fail on difficult problems, such as the parity problem or the noisy concentric rings problem, but searching for good linear projection direction followed by simple one-dimensional nonlinear functions to distinguish pure clusters after the projection handles such problems without much effort. Therefore we are confident that such methods provide important computational intelligence tools.
Projections found by QPC may be used to enhance data representation expanding feature spaces (this was done in [11] , where remarks on relations with kernel methods may be found). Each projection may also be implemented as a node in a hidden layer of feedforward network. This may be either followed by a simple linear layer (as in the multilayer perceptrons), or used only for initialization of weights. The prototypes obtained from QPC2 training may be directly used for classification as the nearest prototype vectors, or used for initialization in any radial-basis function method. The full QPC index has already been successfully applied to several constructive neural network architectures including QPC-NN [6] and QPC-LVQ [5] . The QPC-NN method build neural network optimizing QPC index within general sequential constructive method scheme proposed by [12] . The QPC-LVQ combines learning vector quantization [13] to map local relations with linear projections given by QPC to handle non local relations. Modification introduced in previous section should considerably increase performance of the QPC-based networks without loss of their generalization powers. Results of all these procedures will be presented in a longer paper in the near future.
