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Starting from arbitrary sets of quantum states and measurements, referred to as the prepare-
and-measure scenario, a generalized Spekkens non-contextual ontological model representation of
the quantum statistics associated to the prepare-and-measure scenario is constructed. Any prepare-
and-measure scenario is either classical or non-classical depending on whether it admits such a
representation. A new mathematical criterion, called unit separability, is formulated as the relevant
classicality criterion — the name is inspired by the usual notion of quantum state separability. Using
this criterion, we first derive simple upper and lower bounds on the cardinality of the ontic space.
Then, we recast the unit separability criterion as a possibly infinite set of linear constraints to be
verified, from which we derive two separate converging hierarchies of algorithmic tests to witness
non-classicality or certify classicality. We relate the complexity of these algorithmic tests to that
of a class of vertex enumeration problems. Finally, we reformulate our results in the framework
of generalized probabilistic theories and discuss the implications for simplex-embeddability in such
theories.
I. INTRODUCTION
a. Background: previous notions of classicality.
Studying the non-classicality of quantum mechanics is a
field that originated from the collective effort of the sci-
entific community to obtain meaningful interpretations
of the ontologically opaque yet undoubtedly successful
theory of quantum mechanics. One of the early influen-
tial works highlighting how quantum mechanics departs
significantly from classical mechanics was that of Eis-
tein, Podolsky and Rosen [1]: there, it was brought to
light that local realism, a natural notion of classicality, is
in conflict with the quantum description of nature. Re-
alism means that one posits the existence of a hidden
state that should describe the actual physics behind the
scenes, the ontic (actual) state of the system. Local real-
ism means that the ontic state cannot be updated from
a spacelike-separated spacetime region. This notion was
further studied and turned into an experimentally verifi-
able no-go theorem by Bell [2]: the no-go theorem states
that quantum mechanics cannot be described by a lo-
cal hidden variable model. For the perspective of this
manuscript, it is important to notice that this notion of
classicality only applies to spacelike-separated systems,
whereas a single quantum system is not eligible to be
tested via the prism of local realism.
A natural generalization of local realism is that of non-
contextual realism, where the associated classical model
is called non-contextual hidden variable model. This
notion of classicality assumes that at the ontic state
level, the outcome statistics of one measurement are 1)
statistically independent from the outcome statistics of
any other commuting measurement and 2) non-varying
with respect to changing the jointly-measured commut-
ing measurement. This notion was formalized and shown
to be inconsistent with quantum mechanics by Kochen
and Specker [3]. Only commuting measurements may be
tested through the prism of non-contextual realism but
possibly on a single quantum systems, which was not the
case with local realism.
The work of Spekkens [4] lead to a new notion of
non-contextuality. The assumption of realism is simi-
lar to that of the previously mentioned notions of clas-
sicality, but the scope of non-contextuality is somewhat
more universal. The first step towards formulating an
assumption of non-contextuality is to formulate a notion
of operational equivalence, such as e.g. the operational
equivalence of an electron spin- 12 degree of freedom and
a photon polarization degree of freedom as two imple-
mentations of a qubit. The corresponding assumption of
non-contextuality is to posit that operationally equiva-
lent procedures have an identical representation at the
level of the ontic model. In [4], several no-go theorems
are presented to show the incompatibility of quantum
mechanics with respect to Spekkens’ non-contextuality.
Quantum procedures may be eligible for testing their
classicality with respect to Spekkens’ non-contextuality
irrespective of the existence of commuting measurements.
Furthermore, the incompatibility of quantum mechanics
and Spekkens’ non-contextuality has known links with
computational efficiency of quantum protocols [5, 6].
b. The objective notion of classicality. The present
work aims at obtaining a notion of classicality that is
applicable to an arbitrary prepare-and-measure scenario
and that provides an answer to the question of whether
the scenario is classical or not with respect to that no-
tion of classicality. The prepare-and-measure scenario
may consist of all states and measurements allowed by
quantum mechanics within a given Hilbert space, but it
can also consist of strict subsets of these: this would be
interesting if for instance one has an apparatus that only
allows to produce certain types of states or perform cer-
tain types of measurements. Then, one could answer the
question of whether this specific apparatus has a classi-
cal description or not. Alternatively, one can associate to
a given quantum protocol a corresponding prepare-and-
measure scenario that only features the states and mea-
surements relevant for the protocol. For instance, the set
of states of the scenario could be special types of multi-
qubit states of a quantum computer that are relevant for
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2a given algorithm. Then, assessing the classicality of the
prepare-and-measure scenario associated to the protocol
is an indirect way of assessing the classicality of the pro-
tocol itself. This assessment may help identify resources
that are most useful for efficient protocols.
Local realism and non-contextual realism are well-
motivated and widely useful notions of classicality, but
they do not quite fulfill the requirement that any set
of states and set of measurements are eligible for a test
of classicality. Indeed, local realism specializes to local
measurements on spacelike separated systems, and non-
contextual realism specializes to commuting measure-
ments. On the other hand, the universality of Spekkens’
notion of non-contextuality makes it a promising basis
for the formulation of our objective notion of classicality.
c. Content overview. Section II will formalize the
quantum prepare-and-measure scenario under considera-
tion, motivate and define the adjustments to Spekkens’
non-contextuality that are to be made, and turn the clas-
sicality of a scenario into the existence of a classical model
as in theorem 1 on page 5. Then, in section III, the classi-
cality of a given prepare-and-measure scenario is turned
into the unit separability criterion as in theorem 2 on
page 6. This criterion allows one to extract theoretical
properties of the classical model, such as the ontic space
cardinality bounds of theorem 3 on page 6. Furthermore,
an algorithmic formulation that evaluates the criterion
for a given scenario is presented in section IV. In section
V, parallel independent work treating generalized proba-
bilistic theories is discussed and connected to the content
of this manuscript.
II. PRESENTATION OF THE CLASSICAL
MODEL
A. The prepare-and-measure scenario
Let H be a finite dimensional Hilbert space corre-
sponding to the quantum system. The set of Hermi-
tian matrices acting on H is denoted L(H). L(H) has
the structure of a real inner product space of dimen-
sion dim(L(H)) = dim(H)2: its inner product, often ref-
ered to as the Hilbert-Schmidt inner product, is defined
by 〈a, b〉L(H) := TrH[ab] for all a, b ∈ L(H). The set
of density matrices, i.e. positive semi-definite, trace-one
hermitian matrices acting on H, is denoted S(H). The
set of quantum effects, i.e. positive semi-definite matrices
E acting on H such that 1H − E is also positive semi-
definite, is denoted E(H).
Definition 1. Let s ⊆ S(H) be a non-empty subset of
states that is convex.
Physically, any non-convex set S1 of density matrices
together with the possibility of taking classical proba-
bilistic mixtures leads to a set of states S2 that is the
convex hull of S1, and hence S2 is convex.
Definition 2. Let e ⊆ E(H) be a subset of effects such
that
(i) e is convex;
(ii) 1H ∈ e;
(iii) if E ∈ e, also (1H − E) ∈ e.
The convexity requirement (i) for e is motivated by
allowing classical probabilistic mixtures of different mea-
surements, see appendix B 1 for an explicit example. The
other requirements (ii) and (iii) come from the fact that
in any pratical application, the effects in e will come from
complete POVM sets. Note that (iii) does not restrict
one to two-outcome measurements: given any POVM
{Ek ∈ E(H)}k, one may include all Ek ∈ e and then,
for consistency with (iii), also for all k the binned effect∑
j 6=k Ek will have to belong to e.
The pair (s, e) is refered to as being an instance of
a quantum prepare-and-measure scenario, or just a sce-
nario for brevity.
B. The reduced space
Since we are primarily concerned with quantum pro-
tocols that involve preparing a given state ρ ∈ s and
measuring it once with a complete set of effects where
each effect E belongs to e, the experimental predictions
of quantum mechanics for such protocols are entirely en-
coded in the probabilities 〈ρ,E〉L(H) for all ρ ∈ s and
E ∈ e.1 For any set X ⊆ L(H), we denote the lin-
ear span of its elements as span(X) ⊆ L(H), which
is the minimal vector subspace that contains X. For
any a ∈ L(H), the projection of a over any vector sub-
space V ⊆ L(H) equipped with an orthonormal ba-
sis {vi ∈ V}i is denoted PV (a) :=
∑
i 〈vi, a〉L(H) vi.
The projection of a set X ⊆ L(H) over V is denoted
PV (X) := {PV (x) : x ∈ X}.
Definition 3 (Reduced space). Let
R := Pspan(e) (span(s)) (II.1)
be the reduced space associated to the scenario (s, e).
R ⊆ L(H) is a vector space that we equip with the inner
product inherited from L(H).
Note that dim(R) ≤ dim(L(H)) = dim(H)2. The
main property of the reduced space is the following. See
appendix B 2 for a proof.
Proposition 4. For all ρ ∈ s, for all E ∈ e,
〈ρ,E〉L(H) = 〈PR (ρ) , PR (E)〉R . (II.2)
1 One is of course allowed to go beyond this setting by including
post-measurement states in the set s which is a way to account
for multiple consecutive measurements.
3Proposition 4 shows that we can in fact restrict the
analysis of the probabilities associated to (s, e) to the
analysis of all probabilities
〈
ρ¯, E¯
〉
R for all ρ¯ ∈ PR (s)
and for all E¯ ∈ PR (e).
C. Definition of the classical model
We now motivate the construction of the classical
model that we are considering for the scenario (s, e).
This model is largely based on the mathematical descrip-
tion and notation introduced in [4].
1. Ontic space
We introduce the notion of an ontic state space, or
ontic space for short, denoted Λ. An ontic state λ ∈ Λ is
meant to describe a classical state of the system, so that
Λ can be thought of as a classical phase space that will
be assigned to the quantum setup.
Let P denote a preparation procedure, i.e. a set of
operational instructions that fully specify the steps one
needs to take to obtain the same preparation. The first
idea of the classical model is to associate to each prepara-
tion procedure P a classical probability distribution, i.e.
normalizable and non-negative, over Λ. We refer to these
probability distributions as the ontic state distributions.
The ontic state distribution gives the probability Pr[λ|P ]
that the system is in the ontic state λ after having been
prepared by the preparation procedure P .
Let M be a measurement procedure with outcomes
labeled by k. We denote by Mk the event that the out-
come k occured when the measurement procedureM was
carried out. Any operational detail should be included
in the specification of M . In the classical model, the
measurements will be represented as classical probability
distributions over the outcomes k; but these probability
distributions, refered to as the response functions, will
not depend on the quantum states directly. Instead, the
response functions will “read off” the value of a given
ontic state λ to produce the outcome statistics. The re-
sponse function is thus represented by the conditional
probabilities Pr[Mk|λ]. The actual outcome statistics,
given a preparation P and an eventMk, will be the out-
come statistics Pr[Mk|λ] averaged over the probability
that the system was in the ontic state λ, which is speci-
fied by the ontic state distribution Pr[λ|P ]:
Pr[Mk|P ] =
∫
Λ
dλPr[λ|P ]Pr[Mk|λ]. (II.3)
2. Non-contextual state representation
In complete generality, the probability Pr[λ|P ] could
depend on any detail of the preparation procedure P .
This is not very satisfactory: we know from quantum
mechanics that all possible measurement statistics are
uniquely determined from the density matrix ρ(P ) asso-
ciated to the preparation procedure P .
The standard assumption of non-contextuality that
would prevail here was introduced by Spekkens in [4].
There, it is justified that any detail of the preparation
procedure P which is not reflected in the density matrix
ρ(P ) is part of the context. The corresponding assump-
tion of non-contextuality is that the non-contextual on-
tic state distribution only depends on the density matrix
ρ(P ): thus, we make the replacement
Pr[λ|P ]→ Pr[λ|ρ(P )]. (II.4)
For example, in the case of a mixed quantum state, the
ontic state distribution associated with that quantum
state does not depend on which ensemble decomposition
the mixed state may have originated from. Another ex-
ample is the case where a mixed state originated from the
partial trace of a pure entangled state on a larger Hilbert
space: the ontic state distribution does not distinguish
among the different purifications.
In the setup considered here, the only states available
are in the set s, so that it would be reasonable to re-
quire that there exists a valid ontic state distribution
Pr[λ|ρ] for any ρ ∈ s, without requiring anything else
for the other quantum states in S(H) \ s. However, we
argue that this is still too permissive given that the only
measurements available are those taken out of the set e,
and we would like to posit a generalized notion of non-
contextuality. Indeed, it is clear from proposition 4 that
any detail of the preparation procedure that is reflected in
ρ ∈ s but that is not reflected in the reduced density ma-
trix PR (ρ) will not be resolved by the available measure-
ment resource e and is thus part of a context. Our gener-
alized notion of non-contextuality, following the guiding
principles of [4], is that the ontic state distribution only
depends on PR (ρ), i.e. we make the further replacement
Pr[λ|ρ]→ Pr[λ|PR (ρ)]. (II.5)
While this work was in development, effectively the same
concept of non-contextuality was considered in [7] — see
section V B for differences and similarities in the results.
The conventional label for the ontic state distribution is
µ [4]: for all λ ∈ Λ, for all ρ ∈ s,
µ(PR (ρ) , λ) := Pr[λ|PR (ρ)]. (II.6)
This means that µ has the following domain:
µ : PR (s)× Λ→ R. (II.7a)
The normalization and non-negativity of the probability
distributions read
∀ρ¯ ∈ PR (s) :
∫
Λ
dλµ(ρ¯, λ) = 1, (II.7b)
∀λ ∈ Λ,∀ρ¯ ∈ PR (s) : µ(ρ¯, λ) ≥ 0. (II.7c)
4It is also reasonable to require that the ontic state dis-
tribution mapping represents classical probabilistic mix-
tures of quantum states by classical probabilistic mix-
tures of ontic states. This is formulated as a convex-
linearity requirement of the form:
∀λ ∈ Λ,∀p ∈ [0, 1],∀ρ¯1, ρ¯2 ∈ PR (s) :
µ(pρ¯1 + (1− p)ρ¯2, λ)
= pµ(ρ¯1, λ) + (1− p)µ(ρ¯2, λ). (II.7d)
3. Non-contextual measurement representation
As previously stated, the response function distribu-
tion Pr[Mk|λ] could in principle depend on all opera-
tional details of M . The notion of non-contextuality
that would prevail here [4] would be that the response
function distribution does not depend on more than the
POVM {Ek(Mk)}k associated to the measurement pro-
cedure M . Thus, we make the replacement
Pr[Mk|λ]→ Pr[Ek(Mk)|λ]. (II.8)
This is motivated by the fact that in quantum mechanics,
two distinct measurement procedures which lead to the
same POVM are equivalent with respect to the statistics
that are produced upon measuring any state. Equation
(II.8) implies that the response function does not resolve
whether a POVM originated from a coarse-graining of
a finer POVM; nor does it resolve whether the POVM
originated from tracing out the result of a projective mea-
surement on a larger Hilbert space.
In our setup where all available POVM elements be-
long to e, it is reasonable to require that there exists a
valid response function Pr[E|λ] for all E ∈ e, irrespec-
tive of what is predicted for other quantum effects in
E(H) \ e. This is however too permissive: consider dis-
tinct quantum effects E1, E2 ∈ e. Given the set s and
proposition 4, it could be that PR (E1) = PR (E2) so that
the effects are indistinguishable in this setup. Thus, the
part of a quantum effect E ∈ e which is not reflected in
PR (E) is part of a new kind of context, and we make the
further replacement
Pr[E|λ]→ Pr[PR (E) |λ]. (II.9)
The mapping that associates a response function to each
quantum effect is denoted ξ, following the notation of [4]:
for all λ ∈ Λ, for all E ∈ e,
ξ(PR (E) , λ) := Pr[λ|PR (E)]. (II.10)
The domain of ξ is then:
ξ : PR (e)× Λ→ R. (II.11a)
The explicit normalization and non-negativity are im-
posed as follows:
∀λ ∈ Λ,∀K ∈ N ∪ {+∞},
∀
{
Ek ∈ e :
∑K
k=1Ek = 1H
}K
k=1
:∑K
k=1 ξ(PR (Ek) , λ) = 1, (II.11b)
∀λ ∈ Λ,∀E¯ ∈ PR (e) : ξ(E¯, λ) ≥ 0. (II.11c)
In addition to the properties already specified, the re-
sponse function mapping should represent classical prob-
abilistic mixtures of quantum effects as classical proba-
bilistic mixtures of response functions:
∀λ ∈ Λ,∀p ∈ [0, 1],∀E¯1, E¯2 ∈ PR (e) :
ξ(pE¯1 + (1− p)E¯2, λ)
= pξ(E¯1, λ) + (1− p)ξ(E¯2, λ). (II.11d)
We are now able to formulate our definition of the gen-
eralized non-contextual ontological model. For brevity,
we will simply use the term “classical model” in this
manuscript, although this is of course one specific defini-
tion of classicality that is by no means the only choice.
Definition 5 (Classical model). The classical model for
(s, e) is specified as follows. Let µ be the ontic state map-
ping that has domain (II.7a) and that satisfies (II.7b),
(II.7c), and (II.7d). Let ξ be the response function map-
ping that has domain (II.11a) and that satisfies (II.11b),
(II.11c), and (II.11d). The classical model is required to
reproduce the statistics that quantum mechanics predicts
for the available states and measurements. Using propo-
sition 4 to write down the probability in quantum me-
chanics and equation (II.3) to write down the probability
in the classical model, this requirement may be formulated
in the reduced space R as follows:
∀ρ¯ ∈ PR (s) ,∀E¯ ∈ PR (e) :〈
ρ¯, E¯
〉
R =
∫
Λ
dλµ(ρ¯, λ)ξ(E¯, λ). (II.12)
D. Structure of the classical model
Let us now use the properties of the classical model to
derive basic results related to its structure which will be
useful for our later endeavours. The following proposi-
tion is proven in appendix B 3, and is motivated by the
analysis of the no-go theorem developed in [8].
Proposition 6. Let λ ∈ Λ be arbitrary. Starting from
the convex-linear mappings
µ(·, λ) : PR (s)→ R≥0, (II.13a)
ξ(·, λ) : PR (e)→ R≥0, (II.13b)
there exist unique linear extensions
µ(·, λ) : R → R, (II.14a)
ξ(·, λ) : R → R. (II.14b)
5Following [8], we may apply Riesz’ representation the-
orem, stated in appendix B 3, for any fixed λ ∈ Λ to
obtain that there exist unique F (λ) ∈ R, σ(λ) ∈ R such
that for all λ ∈ Λ, r ∈ R:
µ(r, λ) = 〈r, F (λ)〉R (II.15a)
ξ(r, λ) = 〈σ(λ), r〉R . (II.15b)
We will express the non-negativity requirements of
(II.7c) and (II.11c) using the notion of the polar convex
cone.
Definition 7 (Polar convex cone). For any real inner
product space V of finite dimension, for any X ⊆ V, the
polar convex cone2 X+V is defined as
X+V :=
{
y ∈ V : ∀x ∈ X, 〈x, y〉V ≥ 0
}
. (II.16)
We may now formulate the following theorem which
links the existence of the classical model to the existence
of specific mathematical primitives. The proof is pre-
sented in appendix B 4. Such a representation is a gen-
eralization of the frame representation of quantum me-
chanics introduced in [9].
Theorem 1 (Basic classicality criterion). Given (s, e)
that lead to the reduced space R (definition 3), there ex-
ists a classical model with ontic state space Λ if and only
if there exist mappings F , σ with ranges
F : Λ→ PR (s)+R , (II.17a)
σ : Λ→ PR (e)+R , (II.17b)
satisfying the normalization condition
∀λ ∈ Λ : 〈σ(λ), PR (1H)〉R = 1 (II.18)
as well as the consistency requirement: for all r, s ∈ R,
〈r, s〉R =
∫
Λ
dλ 〈r, F (λ)〉R 〈σ(λ), s〉R . (II.19)
This theorem will in particular prove useful to de-
termine the unit separability criterion in the next sec-
tion. For completeness, as proven in appendix B 4,
we have the alternative expressions PR (s)
+R = R ∩
(s+L(H)), and PR (e)
+R = R ∩ (e+L(H)). Furthermore,
equation (II.18) is equivalent to a trace condition since
〈σ(λ), PR (1H)〉R = TrH[σ(λ)].
III. UNIT SEPARABILITY AND
CARDINALITY BOUNDS
In this section, we will derive a more powerful crite-
rion, refered to as unit separability, for the existence of
2 See appendix A for definitions of convex and conic sets.
a classical model. This criterion was inspired by the no-
go theorems of [8, 9]. The main two notions that will
be introduced are a notion of generalized separability as
well as a notion of a generalized Choi-Jamio lkowsky iso-
morphism, providing the means to reformulate the con-
sistency of the classical model with respect to the predic-
tions of quantum mechanics.
A. Mathematical preliminaries
1. Generalized separability
Consider the tensor product space R⊗R with R as in
definition 3. It is a real inner product vector space — its
inner product is defined for product operators as follows:
for all a, b, x, y ∈ R,
〈a⊗ b, x⊗ y〉R⊗R := 〈a, x〉R 〈b, y〉R . (III.1)
To obtain the complete inner product, extend this ex-
pression by linearity. Then, we define the two following
sets which are of primordial importance:
Definition 8 (Generalized product operators). The set
of generalized product operators is defined to be
Prod(s, e) := {F ⊗ σ ∈ R⊗R : F ∈ PR (s)+R ,
σ ∈ PR (e)+R}. (III.2)
Recall that the convex hull conv(X) of a set X is the
set of all convex combinations of finitely many elements
of X, as defined in appendix A.
Definition 9 (Generalized separable operators). The set
of generalized separable operators is defined to be
Sep(s, e) := conv(Prod(s, e)) . (III.3)
Refering to the definitions introduced in appendix A,
Prod(s, e) is a cone and Sep(s, e) is a convex cone. More
details on the structure of Prod(s, e) and Sep(s, e) are
presented in appendix C 1.
2. Choi-Jamio lkowsky isomorphism
We will make use of a simple generalization of the Choi-
Jamio lkowsky isomorphism [10]. Let L(R) be the space
of linear maps from R to R. The Choi-Jamio lkowsky
isomorphism maps each linear map in L(R) to an element
of R⊗R.
Definition 10. For any Φ ∈ L(R), let J(Φ) ∈ R⊗R be
the Choi-Jamio lkowsky operator defined uniquely by the
relations
∀r, s ∈ R : 〈r,Φ(s)〉R = 〈J(Φ), r ⊗ s〉R⊗R . (III.4)
6The proof of uniqueness, of bijectivity and explicit co-
ordinate solutions are derived in appendix C 2. The fol-
lowing lemma is also proven in appendix C 2:
Lemma 11. For any orthonormal basis of R {Ri ∈
R}dim(R)i=1 :
J(1R) =
dim(R)∑
i=1
Ri ⊗Ri. (III.5)
B. The unit separability criterion
Starting from theorem 1, we may now derive an al-
ternative criterion for the existence of a classical model.
First, we make an assumption for the types of ontic
spaces that we are considering.
Definition 12 (Riemann integrable classical model). A
classical model with ontic space Λ as introduced in defi-
nition 5 is Riemann integrable if and only if there exist
∆ : N× N→ R≥0, (III.6a)
λ(dis) : N× N→ Λ, (III.6b)
such that
∀ρ¯ ∈ PR (s) ,∀E¯ ∈ PR (e) :
∫
Λ
dλµ(ρ¯, λ)ξ(E¯, λ)
= lim
N→∞
N∑
k=1
∆N,k µ
(
ρ¯, λ
(dis)
N,k
)
ξ
(
E¯, λ
(dis)
N,k
)
. (III.7)
N can be thought of as being a number of subsets that
form a discrete partition of Λ, while k is a discrete index
running over all such subsets and λ(dis) ∈ Λ is a value
in that subset of Λ. Riemann integrable classical models
include in particular:
(i) classical models equipped with discrete, finite on-
tic spaces Λ, which means that Λ is isomorphic to
{1, . . . , N} for some N ∈ N;
(ii) classical models equipped with discrete, countable
infinite ontic spaces Λ, which means that Λ is iso-
morphic to N;
(iii) classical models equipped with a continuous ontic
space Λ isomorphic to Rd for some d ∈ N such that
for all ρ¯ ∈ PR (s), E¯ ∈ PR (e), the real function
µ(ρ¯, ·)ξ(E¯, ·) : Rd → R≥0 is Riemann integrable.
Such classical models are reasonable physically be-
cause they may be seen as describing a system with
finitely many continuous degrees of freedom such as
position and momentum of finitely many particles.
Theorem 2 (Main theorem: unit separability). The
prepare-and-measure scenario (s, e) admits a Riemann
integrable classical model (definition 12) if and only if:
J(1R) ∈ Sep(s, e). (III.8)
This formulation is useful because it allows one to de-
rive properties of the classical model when it exists: the
main theoretical application is described in section III C
where the cardinality of the ontic space
∣∣Λ∣∣ is shown to
be constrained by the dimension of the reduced space R.
Note that J(1R) is easy to compute, whereas Sep(s, e) is
harder to characterize. Still, well-known algorithmic re-
sults from convex analysis make the separability criterion
decidable as decribed in section IV.
Proof overview. The complete proof is given in
appendix C 3. Essentially, the goal is to show that
if there exists a classical model for (s, e), then the ontic
mappings F and σ from theorem 1 satisfy:
J(1R) =
∫
Λ
dλF (λ)⊗ σ(λ). (III.9)
The assumption of Riemann integrability allows to prove
that (III.9) implies J(1R) ∈ Sep(s, e).
For the other direction, the idea is to show that if
J(1R) ∈ Sep(s, e) holds, then there exists a decompo-
sition of the form
J(1R) =
n∑
i=1
Fi ⊗ σi (III.10)
for Fi ∈ PR (s)+R and σi ∈ PR (e)+R which yields a valid
Riemann integrable model allowing to compute quantum
statistics as follows: for all ρ¯ ∈ PR (s), E¯ ∈ PR (e),〈
ρ¯, E¯
〉
R =
n∑
i=1
〈ρ¯, Fi〉R
〈
σi, E¯
〉
R .  (III.11)
C. Ontic space cardinality
In this section, we will show two simple bounds for the
cardinality
∣∣Λ∣∣ of the ontic state space. For our purposes,
it suffices to distinguish two cases: either
∣∣Λ∣∣ <∞ which
means that Λ is a finite set consisting of
∣∣Λ∣∣ many ele-
ments, or
∣∣Λ∣∣ = ∞ which means that Λ is countable or
uncountable infinite. Then, one can show a lower and
upper bound for the size of the ontic space as in the fol-
lowing theorem. The proof is given in appendix C 4.
Theorem 3 (Ontic space cardinality bounds). For any
(s, e) that admit a classical model with ontic state space
Λ, it holds that either Λ is an infinite set, or it is discrete
and respects
dim(R) ≤ ∣∣Λ∣∣. (III.12)
Furthermore, if (s, e) admit a Riemann integrable clas-
sical model (definition 12), there exists a classical model
for (s, e) with discrete ontic space Λmin which verifies
dim(R) ≤ ∣∣Λmin∣∣ ≤ dim(R)2 ≤ dim(L(H))2. (III.13)
Recall that dim(L(H)) = dim(H)2: the dimension of
the quantum Hilbert space thus plays an important role
in determining the maximal cardinality of the ontic space.
7D. Alternative reduced spaces
We have defined the reduced space in definition 3 as
R = Pspan(e) (span(s)) . (III.14)
However, one could ask whether an alternative definition
of the reduced space would preserve the same physical
motivation for the classical model while implying a pos-
sibly distinct notion of classicality for the prepare-and-
measure scenario (s, e). Such an alternative definition
could for instance be obtained from swapping the roles
of s and e in the definition of R, thus leading to a po-
tential alternative reduced space Pspan(s) (span(e)).
In this section, we will define and motivate a general-
ized class of reduced spaces from which one can construct
generalized Spekkens’ non-contextual classical models,
and prove that the corresponding notions of classicality
are all equivalent. To start with, consider the following
class of reduced spaces:
Definition 13. An alternative reduced space is any real,
finite dimensional inner product space Ralt together with
two linear maps f, g : L(H)→ Ralt that verify
∀ρ ∈ s,∀E ∈ e :
〈ρ,E〉L(H) = 〈f(ρ), g(E)〉Ralt , (III.15a)
span(f(s)) = Ralt, (III.15b)
span(g(e)) = Ralt. (III.15c)
The fact that both maps f, g have their image in the
same vector space allows one to preserves the symmetry
between the treatment of states and effects. The real
inner product structure of any Ralt is a simple math-
ematical choice. We will return to the validity of the
choice of finite dimensionality of Ralt later. Equation
(III.15c) is motivated by the fact that for any ρ ∈ s,
the probabilities {〈ρ,E〉L(H) : E ∈ e} do not necessar-
ily fully determine ρ. On the other hand, with equation
(III.15c) and the non-degeneracy of the inner product at
hand, the probabilities {〈f(ρ), g(E)〉Ralt : E ∈ e} com-
pletely determine f(ρ). Thus, f(ρ) is a good primitive
to devise a non-contextual model that only resolves the
degrees of freedom that are resolved by g(E). This argu-
ment can be repeated swapping each ρ, s and f with E,
e and g respectively, to motivate analogously equation
(III.15b). The inner product bilinearity and equations
(III.15b), (III.15c) imply that if (III.15a) is to hold then
f, g have to be linear maps.
Without attempting to fully characterize the set of so-
lutions to definition 13, we prove that while R as defined
in definition 3 is indeed a valid solution to definition 13,
it is not the only such solution. The proof is given in
appendix D 1.
Proposition 14. The choice
Ralt := R = Pspan(e) (span(s)) , (III.16a)
f(·) := PR (·) , (III.16b)
g(·) := PR (·) (III.16c)
yields a valid alternative reduced space in definition 13;
and so does the swapped version
Ralt := Pspan(s) (span(e)) =: R′, (III.17a)
f(·) := PR′ (·) , (III.17b)
g(·) := PR′ (·) . (III.17c)
We required the dimension of Ralt to be finite: in fact,
definition 13 allows to prove the following proposition,
see appendix D 1 for a proof.
Proposition 15. It holds that for any reduced space Ralt
(definition 13), dim(Ralt) = dim(R) where R is defined
in definition 3.
Recall that the vector space inclusion R ⊆ L(H)
bounds the dimension of R and thus also bounds that
of any Ralt: dim(Ralt) ≤ dim(L(H)) = dim(H)2.
The classical model is defined for a given alternative
reduced space in appendix definition D.2 by analogy to
the classical model formulated for R. It turns out that if
one were to use any alternative reduced space, one would
derive equivalent results to those already obtained. In
addition, a result that holds formulated in R is usually
equivalent to that formulated in any Ralt. Most im-
portantly we have the following equivalence, proven in
appendix D 2:
Theorem 4 (Equivalence of reduced spaces). Given any
(s, e), consider R and any Ralt constructed from (s, e).
There exists a classical model with ontic space Λ con-
structed on R (definition 5) if and only if there exists
a classical model constructed on Ralt (appendix defini-
tion D.2) with the same ontic space Λ.
Note that the ontic primitives of the models in R and
a given Ralt may be different, in particular they may
belong to distinct vector spaces; but the ontic space that
underlies the classical model is the same in either case.
The implications of theorem 4 are the following:
(i) saying that the scenario (s, e) admits a classical
model is a statement which can be made regardless
of which reduced space one chooses to use;
(ii) in the case of Riemann integrable classical models
(definition 12), the generic case is that the ontic
space is discrete as stated in theorem 3. Then, ac-
cording to theorem 4, any choice of alternative re-
duced space Ralt will yield ontic spaces of the same
cardinality as those of R.
Our choice to useR rather than another alternative re-
duced spaceRalt is without significance. Some additional
equivalences between the alternative reduced spaces that
are relevant for the algorithmic evaluation of the unit
separability criterion will be provided in section IV E.
8IV. ALGORITHMIC FORMULATION,
WITNESSES AND CERTIFIERS
The content of this section is organized as follows.
First, we describe general results from convex analysis
and introduce the vertex enumeration problem in sec-
tion IV A. Then, we describe general theoretical results
that hold for an arbitrary scenario (s, e) in section IV B:
these results help characterize the set of separable op-
erators Sep(s, e) appearing in the unit separability cri-
terion of theorem 2. In section IV C, we specialize to
the to-be-defined polyhedral scenarios for which the unit
separability criterion can be verified exactly. In section
IV D, we show how to certify the classicality or witness
the non-classicality of an arbitrary scenario (s, e) using
the results of the polyhedral case, and discuss the conver-
gence of the resulting hierarchies of algorithmic tests. In
section IV E, we show the equivalence between the com-
putational complexity of this algorithmic formulation as
performed in R and the formulation in any alternative
reduced space.
A. Vertex enumeration
Let us introduce some notation. A review of the main
convex analysis definitions is presented in appendix A,
and the proofs of the propositions of this section are pre-
sented in appendix E 1.
For any finite dimensional real inner product space V,
let X ⊆ V be an arbitrary set. The conic hull coni(X) is
the set of elements of the form λx ∈ V for any λ ∈ R≥0
and x ∈ X. A convex cone C ⊆ V is one that equals
its convex hull and also its conic hull: C = conv(C) =
coni(C). A half-line is the conic hull of a single element
of the vector space. An extremal half-line of C is a half-
line whose elements cannot be expressed as the average of
linearly independent elements of C. The set of extremal
half-lines of a convex cone C is denoted extr(C).
Definition 16 (Pointed cone). Let C ⊆ V be a convex
cone. C is said to be a pointed cone if
(i) C is closed;
(ii) C 6= ∅ and C 6= {0};
(iii) there exists a linear function L : V → R such that
for all c ∈ C \ {0}, L(c) > 0.
The following proposition guarantees the representa-
tion of pointed cones as the convex hull of their extremal
half-lines.
Proposition 17. If C ⊆ V is a pointed cone, then it
holds that
C = conv
(⋃
l∈extr(C) l
)
. (IV.1)
We will also need the representation of the polar cone
(definition 7) as the convex hull of its extremal half-lines:
the following definition and proposition will be useful for
that purpose.
Definition 18 (Spanning cone). A convex cone C ⊆ V
is a spanning cone in V if
(i) C is closed;
(ii) C 6= V;
(iii) span(C) = V.
Notice that the spanning cone property depends on the
vector space V in which one embeds C.
Proposition 19. If C ⊆ V is a spanning cone, then
the polar cone C+V ⊆ V (definition 7) is a pointed cone,
which implies by proposition 17 that
C+V = conv
(⋃
l∈extr(C+V ) l
)
. (IV.2)
We see that if C ⊆ V is a spanning pointed cone in
V, both C and the polar C+V may be represented as the
convex hull of their respective extremal half-lines. This
defines the so-called vertex enumeration problem3:
Definition 20 (Vertex enumeration problem). For C ⊆
V a spanning pointed cone, the vertex enumeration prob-
lem consists in obtaining the extremal half-lines of C+V
from the extremal half-lines of C. We denote the vertex
enumeration map V.EV
[ · ]:
V.EV
[
extr(C)] := extr(C+V ). (IV.3)
The last proposition that will prove useful is the follow-
ing half-space representation of a convex cone, starting
from its extremal half-lines4.
Proposition 21. A solution to the vertex enumeration
problem allows one to represent a spanning pointed cone
C ⊆ V as the intersection of half-spaces:
C = ⋂
l∈V.EV
[
extr(C)
] l+V . (IV.4)
B. General aspects of the algorithm
The proofs of the propositions of this section are pre-
sented in appendix E 2.
For the purpose of determining the structure of
Sep(s, e), it turns out that rather than considering the
convex sets PR (e) and PR (s), the main objects of inter-
est are the convex cones coni(PR (s)) and coni(PR (e)),
where X denotes the closure of X. Indeed:
3 We follow the denomination given in the literature, e.g. in [11],
but we define the vertex enumeration problem even if the cone
has infinitely many extremal half-lines.
4 A half-space H ⊆ V is the geometric interpretation of a homoge-
neous linear inequality solution set H := {v ∈ V : LH(v) ≥ 0}
where LH is a linear functional. By Riesz’ representation the-
orem B.1, there exists a unique vH ∈ V such that LH(·) =
〈vH , ·〉V . It is then clear that H = {vH}+V = [coni(vH)]+V .
Thus, the polar cone of a half-line is a half-space and conversely.
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PR (s)
+R = [coni(PR (s))]+R , (IV.5a)
PR (e)
+R = [coni(PR (e))]+R . (IV.5b)
These expressions are useful due to the fact that the
vertex enumeration problem is well-defined for the sets
coni(PR (s)) and coni(PR (e)):
Proposition 23. coni(PR (s)) and coni(PR (e)) are
spanning pointed cones in R.
Together with proposition 22, this shows that ap-
plying the vertex enumeration map to coni(PR (s))
and coni(PR (e)) will yield the extremal half-lines of
PR (s)
+R and PR (e)
+R :
extr(PR (s)
+R) = V.ER
[
extr(coni(PR (s)))
]
, (IV.6a)
extr(PR (e)
+R) = V.ER
[
extr(coni(PR (e)))
]
. (IV.6b)
Knowing the extremal half-lines of PR (s)
+R and
PR (e)
+R , the characterization of Sep(s, e) as the convex
hull of its extremal half-lines is readily obtained. First
consider the following proposition:
Proposition 24. Sep(s, e) is a spanning pointed cone in
R⊗R.
This proposition together with proposition 17 guaran-
tees that we may represent Sep(s, e) as the convex hull
of its extremal half-lines. The following definition will
prove useful in this section:
Definition 25. Given any two sets X,Y ⊆ R, the min-
imal tensor product set X ⊗set Y ⊆ R ⊗ R is defined
as
X ⊗set Y := {x⊗ y : x ∈ X, y ∈ Y }. (IV.7)
If l1 and l2 are half-lines in R, then l1 ⊗set l2 is a half-
line in R⊗R. The following proposition makes explicit
the extremal half-lines of Sep(s, e):
Proposition 26. It holds that
extr(Sep(s, e)) =
{
l1 ⊗set l2 : l1 ∈ extr(PR (s)+R),
l2 ∈ extr(PR (e)+R)
}
. (IV.8)
Thus, knowing the extremal half-lines of PR (s)
+R and
PR (e)
+R is equivalent to knowing the extremal half-lines
of Sep(s, e). Now, apply the vertex enumeration map to
these extremal half-lines:
extr(Sep(s, e)+R⊗R) = V.ER⊗R
[
extr(Sep(s, e))
]
.
(IV.9)
The extremal half-lines of Sep(s, e)+R⊗R are of particular
interest. We introduce the set Wit(s, e) ⊂ R ⊗ R that
picks out the norm-one elements of each extremal half-
line:
Wit(s, e) :=
{
Γ ∈ l : ‖Γ‖R⊗R = 1,
l ∈ extr(Sep(s, e)+R⊗R)
}
, (IV.10)
The hyperspace representation of proposition 21 applied
to Sep(s, e) and the fact that [coni(X)]+R⊗R = X+R⊗R
for any X ∈ R⊗R allows one to write:
Sep(s, e) =
{
Ω ∈ R⊗R : 〈Ω,Γ〉R⊗R ≥ 0
∀Γ ∈ Wit(s, e)} . (IV.11)
Starting from the unit separability criterion of theorem 2,
we see that (s, e) admit a Riemann integrable classical
model if and only if
∀Γ ∈ Wit(s, e) : 〈J(1R),Γ〉R⊗R ≥ 0. (IV.12)
Thus, for any non-classical (s, e), there must exist a
“non-classicality witness” Γ0 ∈ Wit(s, e) such that
〈J(1R),Γ0〉R⊗R < 0. (IV.13)
This notion of non-classicality witness will be further ex-
plored in the next sections.
C. Solvable cases: polyhedral scenarios
The main bottleneck for an efficient implementation of
the algorithm described so far is the actual resolution of
the vertex enumeration problem in equations (IV.6) and
(IV.9). In this section, we describe the case of polyhedral
scenarios, for which the unit separability criterion may be
evaluated in finite time.
Definition 27 (Polyhedral scenarios). The prepare-and-
measure scenario (s, e) is said to be a polyhedral scenario
if the convex cones coni(PR (s)) and coni(PR (e)) have
finitely many extremal half-lines:
Ns :=
∣∣extr(coni(PR (s)))∣∣ <∞, (IV.14a)
Ne :=
∣∣extr(coni(PR (e)))∣∣ <∞. (IV.14b)
A sufficient condition for (s, e) to form a polyhedral
scenario is that s is the convex hull of finitely many quan-
tum states, and e is the convex hull of finitely many quan-
tum effects. The motivation for the name is that convex
cones that are generated by finitely many extremal half-
lines are special cases of the well-known polyhedral con-
vex cones [12].
In the vertex enumeration problem, if C ⊂ V is a span-
ning pointed cone that has finitely many extremal half-
lines, i.e. if C is polyhedral, then C+V will have finitely
many extremal half-lines, as described in e.g. section 4.6
of [12]. Efficient algorithms to solve the vertex enumera-
tion in this case exist in the literature such as the reverse
search approach of [11].
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Thus, for a polyhedral scenario (s, e), the first ver-
tex enumeration problems, i.e. those of equations (IV.6),
will each produce a finite number of extremal half-
lines. Let there be Ms ∈ N extremal half-lines of
PR (s)
+R , and Me ∈ N for PR (e)+R . These will form,
via proposition 26, the Ms · Me extremal half-lines of
Sep(s, e). Then, the vertex enumeration of (IV.9) will
yield the finite set Wit(s, e). It then suffices to verify∣∣Wit(s, e)∣∣ homogeneous linear inequalities in R ⊗R as
in (IV.12)5 to obtain a definite answer for the classicality
or non-classicality of (s, e). If the runtime of the ver-
tex enumeration problem as in definition 20 is denoted
V.E.T
(∣∣extr(C)∣∣, ∣∣extr(C+V )∣∣,dim(V)), and assuming that
determining the extremal half-lines of coni(PR (s)) and
coni(PR (e)) is comparatively simple, then the total run-
time6 of the algorithm will be of order
V.E.T
(
Ns,Ms,dim(R)
)
+ V.E.T
(
Ne,Me,dim(R)
)
+ V.E.T
(
Ms ·Me,
∣∣Wit(s, e)∣∣,dim(R)2). (IV.15)
It is now natural to ask what form assumes the time
complexity V.E.T
(
n,m, d
)
. To compare with the existing
literature, note that vertex enumeration of the spanning
pointed cones described in this article is equivalent to
vertex enumeration of a compact polyhedral convex set:
this is made explicit in lemma E.2. As far as the au-
thors are aware, the computational complexity of such a
vertex enumeration problem is an open question [13, 14].
However, it still holds that when certain structural as-
sumptions on the structure of the input convex set are
made, the vertex enumeration problem admits efficient
solutions, i.e. solutions for which V.E.T
(
n,m, d
)
is poly-
nomial in n,m, d [11, 14]. It it an open question whether
the algorithm described in this manuscript considers ver-
tex enumeration problems for which such structural as-
sumptions are generically met.
D. Polyhedral approximations
In the general case where (s, e) is not a polyhedral
scenario (definition 27), or where (s, e) is a polyhedral
scenario but the runtime of the previous algorithm is
prohibitively long due to e.g. a large number of extremal
half-lines, one may still choose any polyhedral inner or
outer approximation of the relevant cones, yielding ei-
ther classicality certifiers or non-classicality witnesses as
described in the following sections.
5 Verifying m linear inequalities in an inner product space of di-
mension d has complexity O(md), which is negligible compared
to the vertex enumeration problems involved here.
6 Here we focus on time complexity of the algorithm, but (IV.15)
is of course also valid for space complexity.
1. Classicality certifiers
First, consider an outer approximation of the input
cones: let C(out)s , C(out)e ⊆ R be spanning pointed cones
(definitions 16 and 18) in R such that
coni(PR (s)) ⊆ C(out)s , (IV.16a)
coni(PR (e)) ⊆ C(out)e , (IV.16b)
and such that
∣∣extr(C(out)s )∣∣, ∣∣extr(C(out)e )∣∣ < ∞. Such
cones always exist: let us give a constructive exam-
ple. Consider the hyperspace description of coni(PR (s)),
coni(PR (s)) as in proposition 21. If one keeps a finite
set of at least dim(R) hyperspaces, the resulting cones
will be spanning pointed cones outer approximations of
coni(PR (s)), coni(PR (s)) with finitely many extremal
half-lines. The algorithm described in the previous sec-
tion may be run in exactly the same way as in the poly-
hedral case, with C(out)s and C(out)e replacing coni(PR (s))
and coni(PR (e)) as inputs to the algorithm. Let Sep(in)
be the cone that the algorithm will characterize:
Sep(in) := conv
(
[C(out)s ]+R ⊗set [C(out)e ]+R
)
. (IV.17)
Using lemma A.7 and equations (IV.16), it can be shown
that
Sep(in) ⊆ Sep(s, e), (IV.18)
which justifies the reversed superscript of Sep(in): outer
conic approximations in (IV.16) yield an inner approxi-
mation of Sep(s, e) in (IV.18). Then, let {Γ(in)i ∈ R⊗R}i
be the finite set of witnesses produced by the algorithm,
i.e. there is one Γ
(in)
i for each extremal half-line of the
convex cone [Sep(in)]+R⊗R . By the hyperspace descrip-
tion of proposition 21, if it holds that for all i,〈
J(1R),Γ
(in)
i
〉
R⊗R
≥ 0, (IV.19)
then J(1R) ∈ Sep(in) and thus also J(1R) ∈ Sep(s, e)
thanks to equation (IV.18). This guarantees the clas-
sicality of (s, e): in that case, the finite set {Γ(in)i }i is
referred to as a set of classicality certifiers.
If instead (IV.19) does not hold for all i, then the ap-
proximation is inconclusive. One may then, for example,
use refined polyhedral outer approximations C(out)s ′ ⊂
C(out)s , C(out)e ′ ⊂ C(out)e that are subsets of the previous
ones but still verify (IV.16) to obtain a finer inner ap-
proximation of Sep(s, e), and repeat the procedure. The
convergence of this hierarchy of finer approximations will
be discussed shortly but let us first describe the outer ap-
proximations of Sep(s, e).
2. Non-classicality witnesses
In parallel to attempting to certify the classicality of
(s, e) by using outer approximations, one may also con-
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sider inner approximations to the input cones: choose
spanning pointed cones C(in)s , C(in)e ⊆ R such that
C(in)s ⊆ coni(PR (s)) , (IV.20a)
C(in)e ⊆ coni(PR (e)) , (IV.20b)
and such that
∣∣extr(C(in)s )∣∣, ∣∣extr(C(in)e )∣∣ <∞. Such cones
always exist. For example, consider the extremal half-
line description of coni(PR (s)), coni(PR (s)) as in propo-
sition 17. By keeping a finite set of at least dim(R)
extremal half-lines, the resulting cones will be span-
ning pointed cones inner approximations of coni(PR (s)),
coni(PR (s)) with finitely many extremal half-lines. The
algorithm may be run in that case as well, with C(in)s ,
C(in)e as inputs rather than coni(PR (s)), coni(PR (s)).
Let Sep(out) be the cone that the algorithm will charac-
terize:
Sep(out) := conv
(
[C(in)s ]+R ⊗set [C(in)e ]+R
)
. (IV.21)
Using lemma A.7 and equations (IV.20), it can be shown
that
Sep(s, e) ⊆ Sep(out), (IV.22)
which again justifies the reversed superscripts. The re-
sulting set of witnesses is denoted {Γ(out)i ∈ R⊗R}i, i.e.
there is one Γ
(out)
i for each of the extremal half-lines of
[Sep(out)]+R⊗R . Then, if there exists j such that〈
J(1R),Γ
(out)
j
〉
R⊗R
< 0, (IV.23)
then looking back at the hyperspace representation of
proposition 21, J(1R) /∈ Sep(out), and by the subset in-
clusion (IV.22) also J(1R) /∈ Sep(s, e). Γ(out)j is refered
to as a non-classicality witness of the scenario (s, e).
If there does not exist such a j, then the approxima-
tion is inconclusive and one should use a refined inner
approximation in (IV.20).
3. Comments on convergence
It is important to realize that finer and finer approx-
imations will have more and more extremal half-lines,
and will yield a computationally harder vertex enumera-
tion problem — see section IV C for a partial description
of the complexity of the problem in each instance of a
polyhedral input to the algorithm. The procedure of re-
peatedly refining the inner or outer approximations will
in principle converge to a definite answer provided that
J(1R) is in an interior or exterior point of the closed
(proposition C.9) convex cone Sep(s, e). Whether there
exists instances of (s, e) such that J(1R) is a bound-
ary point7 of Sep(s, e) is an open question. An alterna-
7 From theorem 2, such boundary points describe classical scenar-
ios (s, e).
tive approach to refining the polyhedral approximations
would be to change the inner or outer approximations
randomly while keeping the number of extremal half-lines
fixed. This procedure would have the merit of probing
more of the structure of (s, e) while keeping the compu-
tational complexity fixed, but there is no guarantee for
the convergence of this approach.
4. Connections with quantum entanglement
The present algorithm may be recast as a basic algo-
rithm to treat the usual problem of verifying the entan-
glement of a given bipartite state. Let us give the key
ideas to relate the two procedures. Let the convex cone
of positive semi-definite matrices be P(H) ⊂ L(H):
P(H) := {h ∈ L(H) : 〈h, |ψ〉〈ψ|〉L(H) ≥ 0 ∀ |ψ〉 ∈ H}.
(IV.24)
The cone of unnormalized bipartite product states onH⊗
H is P(H)⊗set P(H). The convex cone of unnormalized
separable quantum states, Q.Sep, is:
Q.Sep := conv(P(H)⊗set P(H)) . (IV.25)
If a state Ω ∈ L(H⊗H) belongs to Q.Sep, it is said to be
separable, else it is said to be entangled.
To recast the problem of determining whether Ω is en-
tangled or not to an application of the algorithm de-
scribed in the previous sections, consider the follow-
ing main identifications. First, in the previous algo-
rithm, replace R with L(H). Then, the input cones
coni(PR (s)) and coni(PR (e)) are both replaced with
P(H). The tensor product cone Q.Sep is related to
(P(H),P(H)) in the same way that Sep(s, e) is re-
lated to (coni(PR (s)) , coni(PR (e))). For this identifi-
cation to work, one needs to recall the basic result that
P(H)+L(H) = P(H). Then, the state Ω ∈ L(H ⊗ H) re-
places J(1R). Characterizing whether Ω ∈ Q.Sep can
thus be reduced to a non-polyhedral instance of the pre-
vious algorithm, due to the infinite number of extremal
half-lines of P(H): the set of extremal half-lines of P(H)
is equal to the set of all half-lines coni(|ψ〉〈ψ|) with
|ψ〉 ∈ H. Thus, it makes sense to use inner and outer
approximations as described in section IV D. Here, “clas-
sicality certifiers” become “separability certifiers” and a
“non-classicality witness” becomes an entanglement wit-
ness in the usual sense of the literature, see e.g. [15] for
a review. Due to the complexity of vertex enumeration
in the general case, there exist more efficient algorithms
in the literature to produce entanglement witnesses such
as the SDP hierarchy of [16].
E. Computational equivalence of reduced spaces
In section III D, it was shown that the classicality of
(s, e) is a concept that is independent of whether one
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chooses to work with the initial reduced space R (defini-
tion 3) or with any alternative reduced spaceRalt (defini-
tion 13). The previous sections suggested an algorithmic
procedure to verify the classicality of (s, e) through an
evaluation of the unit separability criterion, theorem 2.
One may ask whether it is simpler to execute this algo-
rithmic procedure when working in R or any other Ralt.
The most computationally intensive part of the algorithm
is to solve the vertex enumeration problem, and, as stated
in section IV C, the complexity of the vertex enumeration
problem depends on 1) the dimension of the ambient vec-
tor space, but by proposition 15 these are the same in R
and any Ralt, and 2) the number of extremal half-lines
of the cone and its dual. The following propositions will
prove the equivalence of number of extremal half-lines of
the relevant convex cones built in R or any other Ralt.
Definition 28. Given any two finite dimensional real
inner product spaces U , V such that dim(U) = dim(V),
two convex cones C ⊆ U and D ⊆ V are said to be iso-
morphic, denoted C ∼ D, if and only if there exists an
invertible linear map Φ : U → V such that
Φ(C) = D. (IV.26)
Applying this definition to the relevant cones in our
setup, we obtain:
Proposition 29. Choosing any alternative reduced space
Ralt with associated mappings f, g (definition 13), it
holds that:
coni(PR (s))) ∼ coni(f(s)) , (IV.27a)
coni(PR (e))) ∼ coni(g(e)) , (IV.27b)
Sep(s, e) ∼ Sep(s, e)alt, (IV.27c)
where
Sep(s, e)alt := conv
(
f(s)+Ralt ⊗set g(e)+Ralt
)
. (IV.28)
The following proposition will allow one to assert the
computational equivalence of R and Ralt:
Proposition 30. Given any two finite dimensional real
inner product spaces U , V such that dim(U) = dim(V),
any two convex cones C ⊆ U and D ⊆ V such that C ∼ D
have the following properties:
(i) there is a one-to-one correspondence between the
extremal half-lines of C and those of D;
(ii) the same holds for the extremal half-lines of the po-
lar cones due to C+U ∼ D+V .
Propositions 29 and 30, proven in appendix E 3, prove
that all the cones involved in the algorithm that verifies
the unit separability criterion will yield vertex enumera-
tion problems of the same complexity because this com-
plexity depends on the number of extremal half-lines as
described in (IV.15).
V. CONNECTIONS WITH GENERALIZED
PROBABILISTIC THEORIES
A. Generalized probabilistic reformulation
Although we formulated the classical model of defini-
tion 5 for quantum primitives, the fact that the sets s, e
originate from the Hibert space of the quantum system is
not crucial for the present classical model construction.
Instead, rather than considering the vector space L(H)
equipped with the Hilbert-Schmidt inner product, con-
sider any real inner product space V of finite dimension:
L(H)→ V. (V.1a)
Then, replace s by Ω ⊆ V and e by E ⊆ V, following
standard notation [7, 17]:
s→ Ω, (V.1b)
e→ E . (V.1c)
The probability that an effect E ∈ E occurs upon mea-
suring a state ρ ∈ Ω is given by the inner product 〈ρ,E〉V
by analogy with the usual Hilbert-Schmidt inner product
probability rule of quantum mechanics. The properties
required for Ω and E that are necessary for the results
of this manuscript are the following. Ω and E must be
non-empty, bounded convex sets such that for all s ∈ Ω
and e ∈ E : 〈s, e〉V ≥ 0. There must exist u ∈ E such that
for all s ∈ Ω: 〈s, u〉V = 1 — this u replaces 1H:
1H → u. (V.1d)
We also require that for all e ∈ E : u− e ∈ E .
All the results of this manuscript can then easily be
rederived in this generalized setting: once the prepare-
and-measure scenario is defined, the derivations only rely
on the axiomatic properties of the state and effect sets to-
gether with the basic real, finite-dimensional inner prod-
uct space structure which are assumed both in the quan-
tum setting and this generalized setting. As an illustra-
tion, the reduced space of definition 3 obtained under the
substitution (V.1) is
RG := Pspan(E) (span(Ω)) ⊆ V. (V.2)
B. Connections with simplex-embeddability
Recently, a similar approach to the contextuality of
arbitrary prepare-and-measure scenarios was presented
in [7]. In this section, we will relate the present results
to their work. First, we give an explicit name to the
category of generalized probabilistic theories considered
in their work:
Definition 31 (Tomographically complete generalized
probabilistic theories, after [7]). A generalized probabilis-
tic theory (V,Ω, E) is tomographically complete if and
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only if the sets Ω and E are closed and
span(Ω) = V, (V.3a)
span(E) = V. (V.3b)
To match the previous notation of this manuscript, this
pair (Ω, E) is said to be a tomographically complete
prepare-and-measure scenario.
For tomographically complete generalized probabilistic
theories, the reduced space under the substitution (V.1)
becomes simply the vector space V, since
Pspan(E) (span(Ω)) = PV (V) = V. (V.4)
The definition 1 in [7] (reproduced in appendix defini-
tion F.1) of simplex-embeddability applies only to tomo-
graphically complete generalized probabilistic theories:
indeed, if the generalized probabilistic theory was not
tomographically complete, the Spekkens’ non-contextual
model considered in [7] for such a theory would have to be
formulated in a distinct fashion. In this manuscript, such
a generalized Spekkens’ non-contextual model has been
formulated in definition 5. It turns out, however, that for
tomographically complete generalized probabilistic theo-
ries, there is a certain equivalence between the classical
model of this manuscript and the classical model of [7]:
Proposition 32. Any tomographically complete gener-
alized probabilistic theory (V,Ω, E) is simplex-embeddable
in d dimensions in the sense of definition 1 of [7], if and
only if the tomographically complete prepare-and-measure
scenario (Ω, E) admits a classical model in the sense of
definition 5 (under the substitution (V.1)) with a discrete
ontic space of finite cardinality d.
Now consider an arbitrary tomographically complete
generalized probabilistic theory denoted G := (V,Ω, E).
Then, let b(G) ∈ N be such that if G is simplex-
embeddable, then it is also simplex-embeddable in at
most b(G) dimensions. It was asked in [7] whether there
existed such a bound. Proposition 32 proves as a corol-
lary the existence of this bound:
Corollary 33. For any tomographically complete gener-
alized probabilistic theory G = (V,Ω, E) for which there
exists d ∈ N such that G is simplex-embeddable in d di-
mensions, it holds that G is also simplex-embeddable in
dmin ∈ N dimensions with
dim(V) ≤ dmin ≤ dim(V)2, (V.5)
i.e. b(G) = b(V,Ω, E) = dim(V)2.
Proof. If G = (V,Ω, E) is simplex-embeddable, then by
proposition 32, the prepare-and-measure scenario (Ω, E)
admits a finite, discrete classical model which is a spe-
cial case of Riemann integrable classical models (defi-
nition 12 under the substitution (V.1)). By theorem 3
under the substitution (V.1), there also exists a classical
model with a minimal ontic space cardinality
∣∣Λ∣∣ =: dmin
such that dim(V) ≤ dmin ≤ dim(V)2 where we used (V.4)
to substitute R in theorem 3 with V rather than with
Pspan(E) (span(Ω)). Again by proposition 32, this means
that the generalized probabilistic theory G is simplex-
embeddable in dmin dimensions. 
In [7], by leveraging arguments of [18], it was shown
that if a tomographically complete generalized proba-
bilistic theory is such that E admits finitely many ex-
tremal points, then there exists such a bound b(G), and
the analysis of [18] also suggests that a similar bound
holds if the set of states Ω has finitely many extremal
points. However, this bound which is the number of ex-
tremal points of the polytope defined in the “Characteri-
zation P1 of the noncontextual measurement-assignment
polytope” of [18], depends on the set E and does not
have a clear behavior as the number of extremal points
of E grows — it could in principle diverge. For fixed V,
however, the upper bound dim(V)2 of corollary 33 re-
mains constant for arbitrary choice of (Ω, E), even with
infinitely many extremal points.
We now turn to applying the results of [7] to the origi-
nal framework of this manuscript. In [7], an argument
is given about the need for so-called “dimension mis-
matches”. This useful argument can be rephrased in our
setup as a proof that the lower bound dim(R) in theo-
rem 3 is not always tight, i.e. there exist (s, e) that admit
a Riemann integrable classical model with minimal ontic
state space cardinality
dmin = dim(R) + 1. (V.6)
While not always tight, it is easy to see from the simplex-
embedability criterion of [7] that there exist (s, e) such
that the lower bound in theorem 3 is saturated. These
considerations raise the open question of whether the up-
per bound dim(R)2 in theorem 3 is tight, i.e. whether
there exist (s, e) such that the minimal ontic space has
cardinality dim(R)2.
VI. CONCLUSION
After introducing the prepare-and-measure scenario
(s, e) and the reduced space R, a generalized Spekkens’
non-contextual model was formulated as in theorem 1 on
page 5. A new classicality criterion, unit separability,
was extracted in theorem 2 on page 6. This theorem al-
lowed to extract properties for the size of the ontic space
Λ, with most importantly the new bound
∣∣Λ∣∣ ≤ dim(R)2
in theorem 3 on page 6. The algorithmic formulation of
the criterion was discussed in section IV, allowing one
to evaluate numerically the (non-)classicality of a given
scenario. Connections with generalized probabilistic the-
ories were given in section V, with most importantly the
ontic space cardinality bounds translating as dimension
bounds for simplex-embeddability as in corollary 33 on
page 13. Future directions of research include most im-
portantly the application of the classicality criterion to
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modern protocols in quantum information theory. Such
applications will hopefully uncover links between this no-
tion of non-classicality and the efficiency of quantum pro-
tocols.
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Throughout this appendix, unless stated otherwise, we
refer to the definitions and notations introduced in the
main text.
Appendix A: Review of convex analysis
Throughout this section, we assume that V is a finite
dimensional real inner product space. For a more detailed
review, see [12].
Definition A.1 (Convex set). A set X ⊆ V is convex if
and only if for all 0 ≤ λ ≤ 1, for all x1, x2 ∈ X,
(λx1 + (1− λ)x2) ∈ X. (A.1)
Definition A.2 (Convex hull). For any set X ⊆ V, the
convex hull conv(X) is defined as
conv(X) :=
{∑n
i=1 λixi : n ∈ N,
λi ∈ R≥0,
∑n
i=1 λi = 1, xi ∈ X
}
. (A.2)
It holds that conv(X) is the smallest convex set that
contains X.
Definition A.3 (Extreme points). Let X ⊆ V be a con-
vex set. x ∈ X is an extreme point of X if and only if,
given λ ∈ ]0, 1[ and x1, x2 ∈ X such that
x = λx1 + (1− λ)x2, (A.3)
one necessarily has x1 = x2 = x. The set of extremal
points of X is denoted ep(X).
Definition A.4 (Conic set). A set X ⊆ V is a cone, or
a conic set, if and only if for all λ ≥ 0, for all x ∈ X,
λx ∈ X. (A.4)
Definition A.5 (Conic hull). For any set X ⊆ V, the
conic hull coni(X) is defined as
coni(X) :=
{
λx : λ ∈ R≥0, x ∈ X
}
. (A.5)
It holds that coni(X) is the smallest conic set that
contains X.
Definition A.6 (Extremal half-lines, see section 4.4 in
[12]). Let C ⊆ V be a convex cone. A vector c0 ∈ C,
c0 6= 0 is an extremal direction of C if and only if, for all
d1, d2 ∈ C that verify
c0 = d1 + d2, (A.6)
d1 and d2 are linearly dependent. It is then easy to show
that for any λ ∈ R, λ > 0, λc0 is also an extremal direc-
tion of C. The half-line coni(c0) is said to be an extremal
half-line of C, i.e. all non-zero elements of the extremal
half-line are extremal directions. The set of all extremal
half-lines of C is denoted extr(C).
Note that extr(C) is a set of set of points of C.
Lemma A.7. Consider two sets X ⊆ Y ⊆ V. It holds
that
Y +V ⊆ X+V . (A.7)
Proof. Let v ∈ Y +V . Then, consider any x ∈ X, and we
will show that 〈v, x〉V ≥ 0. But since X ⊆ Y , it holds
that x ∈ Y . Thus by definition 7 of the polar cone and
since v ∈ Y +V , it holds that 〈x, v〉V ≥ 0. Thus, v ∈ X+V .

Appendix B: Presentation of the classical model
1. The prepare-and-measure scenario
Let us give an example of how convex mixtures of ef-
fects may be obtained from probabilistic mixtures. Sup-
pose that E1 and E2 belong to e, the set of quantum
effects that are accessible in the lab. Then, Ei is part of
the complete POVM {Ei,1H−Ei} for i = 1, 2. Note that
the effect 1H −Ei may come from binning the outcomes
of the elements of the original POVM.
Suppose that one associates to Ei the outcome +1
and to 1H − Ei the outcome −1. Then, if one mea-
sures {E1,1H − E1} with probability λ ∈ [0, 1] and
{E2,1H−E2} with probability 1−λ, then effectively the
effect associated with obtaining outcome +1 is described
by E(λ) := λE1 + (1− λ)E2, while the outcome −1 has
associated quantum effect 1H−E(λ). This shows that if
one allows for such probabilistic mixtures, effectively the
set of effects becomes convex.
2. The reduced space
In this section, we present general results about the
reduced space that are used in the main text as well as
in the following appendices.
Definition B.1. Let V be a real inner product space of
finite dimension, and let X ⊆ V be a vector subspace. Let
{xi ∈ X}dim(X )i=1 be an orthonormal basis with respect to
the inner product of V. Then, we define the projection
over X as:
∀v ∈ V : PX (v) :=
dim(X )∑
i=1
〈xi, v〉V xi. (B.1)
The projection of a set S ⊆ V is defined as the set of
projected elements of S, i.e.
PX (S) := {PX (s) : s ∈ S}. (B.2)
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Lemma B.2. Let V be a real inner product space of finite
dimension, and let X ⊆ V be a vector subspace equipped
with the inner product inherited from V. Then, for all
v ∈ V, for all x ∈ X :
〈v, x〉V = 〈PX (v) , x〉X . (B.3)
Proof. Let {Xi ∈ X}i be an orthonormal basis of X .
Extend this basis to an orthonormal basis of V of the
form {Xi}i ∪ {Vj}j . Due to the orthogonality relations,
we have 〈Xi, Vj〉V = 0 for all i, j, which also implies
∀x ∈ X ,∀j : 〈x, Vj〉V = 0. (B.4)
Thus, using the completness relation v =∑
i 〈Xi, v〉V Xi +
∑
j 〈Vj , v〉V Vj , we have
〈v, x〉V =
∑
i
〈Xi, v〉V 〈Xi, x〉V +
∑
j
〈Vj , v〉V 〈Vj , x〉V
= 〈∑i 〈Xi, v〉V Xi, x〉V = 〈PX (v) , x〉V
= 〈PX (v) , x〉X .  (B.5)
Lemma B.3. For any real inner product space V of finite
dimension, and for any vector subspaces X1 ⊆ X2 ⊆ V,
∀v ∈ V : PX1 (v) = PX1 (PX2 (v)) . (B.6)
Proof. Choose an orthonormal basis {Xi}i of X1 and ex-
tend it to an orthonormal basis {Xi}i ∪ {Sj}j of X2.
Then,
PX1 (PX2 (v))
=
∑
i
〈Xi, v〉V PX1 (Xi) +
∑
j
〈Sj , v〉V PX1 (Sj) . (B.7)
But thanks to PX1 (Xi) = Xi for all i and PX1 (Sj) = 0
for all j, the claim follows. 
Proposition 4 is now proven as a special case of the
following proposition.
Proposition B.4. Let V be any real inner product space
of finite dimension, and let X ⊆ V and Y ⊆ V be vector
subspaces thereof equipped with the inner product inher-
ited from V. Let
Z := PY (X ) . (B.8)
Z is a vector subspace which we equip with the inner
product inherited from V. Then, for all x ∈ X , for all
y ∈ Y,
〈x, y〉V = 〈PZ (x) , PZ (y)〉Z . (B.9)
Proof. By lemma B.2, and due to y ∈ Y,
〈x, y〉V = 〈PY (x) , y〉Y (B.10)
But now PY (x) ∈ Z, so that
〈x, y〉V = 〈PY (x) , PZ (y)〉Z . (B.11)
Then, thanks to lemma B.3, and using Z = PY (X ) ⊆ Y,,
for any x ∈ X it holds that
PZ (x) = PZ (PY (x)) . (B.12)
But PY (x) ∈ Z, so that it actually holds that
PZ (x) = PY (x) , (B.13)
and then equation (B.11) becomes
〈x, y〉V = 〈PZ (x) , PZ (y)〉Z .  (B.14)
Lemma B.5. Let V be any real inner product space of
finite dimension. Let X ⊆ V and Y ⊆ V be vector sub-
spaces. Let x ⊆ X be any spanning set of X , and let
y ⊆ Y be any spanning set of Y. Let
Z := PY (X ) . (B.15)
Then,
span(PZ (x)) = Z, (B.16a)
span(PZ (y)) = Z. (B.16b)
Proof. First, consider:
span(PZ (x)) = PZ (span(x)) = PZ (X )
= PZ (PY (X )) = PY (X ) = Z, (B.17)
where we used Z ⊆ Y and lemma B.3, to conclude
PZ (X ) = PZ (PY (X )). Now, consider
span(PZ (y)) = PZ (Y) . (B.18)
Let {Zi}i be an orthonormal basis of Z, and extend it to
an orthonormal basis {Zi}i ∪ {Yj}j of Y (indeed, Z is a
subset of Y). Then,
PZ (Y) = PZ
({∑
i αiZi +
∑
j βjYj : αi, βj ∈ R
})
=
{∑
i αiZi : αi ∈ R
}
= Z.  (B.19)
Lemma B.5 can be specialized as follows.
Corollary B.6. The projected states and effects span the
whole reduced space:
span(PR (s)) = R, (B.20a)
span(PR (e)) = R. (B.20b)
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Lemma B.7. For all ρ¯ ∈ PR (s),
〈ρ¯, PR (1H)〉R = 1. (B.21)
Proof. For all ρ¯ ∈ PR (s), there exists ρ ∈ s such that
ρ¯ = PR (ρ) . Then,
〈ρ¯, PR (1H)〉R = 〈PR (ρ) , PR (1H)〉R . (B.22)
Using proposition 4,
〈ρ¯, PR (1H)〉R = 〈ρ,1H〉L(H) = TrH[ρ] . (B.23)
The claim then follows from the fact that for all ρ ∈ s ⊆
S(H), TrH[ρ] = 1. 
We now prove the following lemma which will be used
to derive the main classicality criterion, theorem 2.
Lemma B.8. For all σ ∈ PR (e)+R , the trace of σ sat-
isfies
〈σ, PR (1H)〉R ≥ 0 (B.24)
with equality if and only if σ = 0.
Proof. Due to PR (1H) ∈ PR (e), for all σ ∈ PR (e)+R it
holds that
〈σ, PR (1H)〉R ≥ 0. (B.25)
Now consider the case when σ ∈ PR (e)+R and
〈σ, PR (1H)〉R = 0. This implies by linearity that for
all E ∈ e,
〈σ, PR (E)〉R + 〈σ, PR (1H − E)〉R = 0. (B.26)
But by definition 2, if E ∈ e, also 1H − E ∈ e, so that
PR (1H − E) ∈ PR (e). Then, both terms 〈σ, PR (E)〉R
and 〈σ, PR (1H − E)〉R are non-negative and sum to zero,
which implies that they both are zero. This shows that
for all E ∈ e,
〈σ, PR (E)〉R = 0. (B.27)
But thanks to corollary B.6 and the non-degeneracy of
the inner product, this means that σ = 0. The other
direction is trivial. 
Lemma B.9. It is impossible with the assumptions of
the main text that PR (s) = {0} or that PR (e) = {0}.
This implies that it is impossible that PR (s)
+R = {0} or
that PR (e)
+R = {0}. As a corollary, the cone Prod(s, e)
is never the trivial cone {0 ∈ R⊗R}, nor is the convex
cone Sep(s, e) the trivial convex set {0 ∈ R⊗R}.
Proof. Suppose that PR (s) = {0}. This implies, for any
ρ¯ ∈ PR (s), that 〈ρ¯, PR (1H)〉R = 0, which is a contradic-
tion to lemma B.7.
Suppose now PR (e) = {0}. Then, since s 6= ∅ ac-
cording to definition 1, choose any ρ¯ ∈ PR (s). Then,
the fact that PR (1H) ∈ PR (e) leads to 〈ρ¯, PR (1H)〉R =〈ρ¯, 0〉R = 0 which again violates lemma B.7.
Then, note that PR (e) ⊆ PR (s)+R . Thus, if
PR (s)
+R = {0}, also PR (e) = {0}, since PR (e) 6= ∅
according to definition 2. But PR (e) = {0} has been
shown to be impossible.
For the other case, note that PR (s) ⊆ PR (e)+R , so
that if PR (e)
+R = {0}, then also PR (s) = {0} since
PR (s) 6= ∅ according to definition 1. This has been
shown to be impossible. 
3. Linear extensions to the ontic mappings
We now prove proposition 6 as follows: proposi-
tion B.11 proves how the extension is built for µ, while
proposition B.12 considers the extension for ξ. Both
propositions B.11 and B.12 will make use of the following
lemma. Note that convex and conic sets are defined in
appendix A.
Lemma B.10. Let V be a real inner product space of
finite dimension, and let C ⊆ V be a convex cone such
that
span(C) = V. (B.28)
Let f : C → R be any function that satisfies the following
two properties8:
∀α ∈ R≥0,∀c ∈ C : f(αc) = αf(c), (B.29a)
∀c1, c2 ∈ C : f(c1 + c2) = f(c1) + f(c2). (B.29b)
Then, there exists a unique function
g : V → R (B.30)
that is linear and that verifies
g|C = f, (B.31)
which means that
∀c ∈ C : g(c) = f(c). (B.32)
8 Observe that ∀c1, c2 ∈ C, α ∈ R≥0, αc1 ∈ C, c1 + c2 ∈ C since C
is convex and conic.
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Proof. First, we will show that f satisfies the following:
for all αi ∈ R, for all ci ∈ C such that
∑
i αici ∈ C,
f
(∑
i αici
)
=
∑
i αif(ci). (B.33)
To start with, let c1, c2 ∈ C be such that c1 − c2 ∈ C.
Then, using equation (B.29b),
f ((c1 − c2) + c2) = f(c1 − c2) + f(c2), (B.34)
which is equivalent to
f(c1 − c2) = f(c1)− f(c2). (B.35)
Then, let I = {1, . . . , n} for some n ∈ N, let {αi ∈
R}i∈I and {ci ∈ C}i∈I be such that
∑
i∈I αici ∈ C. Then,
let9
I+ := {i ∈ I : sgn(αi) = +1}, (B.36a)
I0 := {i ∈ I : αi = 0}, (B.36b)
I− := {i ∈ I : sgn(αi) = −1}. (B.36c)
Using these,
f
(∑
i∈I αici
)
= f
(∑
i∈I+ |αi|ci −
∑
j∈I− |αj |cj
)
.
(B.37)
Clearly, both sums
∑
i∈I± |αi|ci belong to C. Using equa-
tion (B.35),
f
(∑
i∈I αici
)
= f
(∑
i∈I+ |αi|ci
)
−f
(∑
j∈I− |αj |cj
)
.
(B.38)
Then, using repeatedly equation (B.29b) to expand the
sums, as well as equation (B.29a) to extract the positive
factors, and bringing back the trivial summands {i ∈ I0},
we obtain equation (B.33).
We can now easily extend f to a linear map g whose
domain is V. To do so, choose a basis {Si ∈ C}dim(V)i=1
of V. This is always possible thanks to the assumption
(B.28). For any v ∈ V and i ∈ I, let si(v) ∈ R be the
coordinate of v in the basis {Si}i. Of course, si : V → R
is linear for each i. Then, define for all v ∈ V:
g(v) :=
∑
i
si(v)f(Si). (B.39)
This choice for g is unique: indeed, if g|C = f is to hold,
then in particular g has to agree with f on the basis
elements {Si}i, but the action of a linear map on a ba-
sis completely determines its action on the whole space.
Thanks to equation (B.33), it is then easy to see that
indeed
g|C = f. (B.40)
9 The sign function sgn(x) is −1 if x < 0, 0 if x = 0 and 1 if x > 0.
The absolute value is |x| = sgn(x)x.
Explicitly, for all c ∈ C,
g(c) = g (
∑
i si(c)Si) =
∑
i si(c)f(Si)
= f (
∑
i si(c)Si) = f(c).  (B.41)
Proposition B.11. Let λ ∈ Λ be arbitrary. Starting
from the convex-linear mapping
µ(·, λ) : PR (s)→ R≥0, (B.42)
there exists a unique linear extension
µext(·, λ) : R → R. (B.43)
Proof. Throughout this proof, we omit the fixed argu-
ment λ. Recalling PR (s) ⊆ coni(PR (s)) ⊆ R, let us
first look for the intermediate function
µcone : coni(PR (s))→ R, (B.44)
that satisfies, for all α ∈ R≥0, for all ρ¯ ∈ PR (s),
µcone(αρ¯) = αµ(ρ¯). (B.45)
Equation (B.45) is a necessary condition for linearity
which can be formulated given the restriction of the do-
main to a conic set. Recall lemma B.7:
∀ρ¯ ∈ PR (s) : TrH[ρ¯] = 〈ρ¯, PR (1H)〉R = 1. (B.46)
Thus, the right-hand side of equation (B.45) may be
rewritten as follows when α 6= 0:
µcone(αρ¯) = TrH[αρ¯]µ
(
αρ¯
TrH[αρ¯]
)
. (B.47)
This shows that the unique choice for µcone is the follow-
ing: for all r ∈ coni(PR (s)),
µcone(r) :=

0 if r = 0,
TrH[r]µ
(
r
TrH[r]
)
else.
(B.48)
One important property that µcone satisfies is that it
agrees with µ when the argument is in PR (s).
Let us now show that µcone verifies the assumptions of
lemma B.10. Clearly, using corollary B.6,
span(coni(PR (s))) = R. (B.49)
Furthermore, since s is convex and PR (·) is linear, PR (s)
is convex. Therefore coni(PR (s)) is a convex cone. This
property together with equation (B.49) allows to verify
equation (B.28). Let us now prove that µcone verifies
(B.29a): let α ∈ R≥0, and r ∈ coni(PR (s)). If either
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α = 0 or r = 0, then clearly µcone(αr) = αµcone(r). If
both α 6= 0 and r 6= 0, then
µcone(αr) = TrH[αr]µ
(
αr
TrH[αr]
)
= αTrH[r]µ
(
r
TrH[r]
)
= αµcone(r). (B.50)
Thus µcone verifies (B.29a). Now let r, s ∈ coni(PR (s)),
and we will verify (B.29b). If r = 0 or s = 0, or both,
then trivially µcone(r + s) = µcone(r) + µcone(s). Other-
wise if r, s 6= 0,
µcone(r + s) = TrH[r + s]µ
(
r + s
TrH[r + s]
)
= TrH[r + s]µ
(
r
TrH[r + s]
+
s
TrH[r + s]
)
= TrH[r + s]µ
(
p
r
TrH[r]
+ (1− p) s
TrH[s]
)
(B.51)
where we defined for brevity p = TrH[r] /TrH[r + s]. By
the convex-lineariy of µ as in equation (II.7d), however,
this becomes
µcone(r + s) =
TrH[r + s]
(
pµ
(
r
TrH[r]
)
+ (1− p)µ
(
s
TrH[s]
))
= TrH[r]µ
(
r
TrH[r]
)
+ TrH[s]µ
(
s
TrH[s]
)
= µcone(r) + µcone(s). (B.52)
Thus, µcone fully verifies the assumptions of
lemma B.10. This shows that there exists a unique linear
µext : R → R (B.53)
such that
µext|coni(PR (s)) = µcone. (B.54)
But then, by subset inclusion, and because µcone extends
µ,
µext|PR (s) =
(
µext|coni(PR (s))
)∣∣∣
PR (s)
= µcone|PR (s) = µ.  (B.55)
Proposition B.12. Let λ ∈ Λ be arbitrary. Starting
from the convex-linear mapping
ξ(·, λ) : PR (e)→ R≥0, (B.56)
there exists a unique linear extension
ξext(·, λ) : R → R. (B.57)
Proof. Again, we omit the fixed argument λ ∈ Λ through-
out the proof. First, note that ξ(0) = 0. This follows
easily from (II.11b).
Then, we show the following property of ξ. If there
exists E¯ ∈ PR (e) and α ∈ R≥0 such that also αE¯ ∈
PR (e), then,
ξ(αE¯) = αξ(E¯). (B.58)
Without loss of generality assume that α ≤ 1 (indeed, if
α > 1, one may simply interchange the role of αE¯ and
E¯). Then
ξ(αE¯) = ξ(αE¯ + (1− α) · 0) = αξ(E¯) + (1− α)ξ(0)
= αξ(E¯), (B.59)
where we used the convex linearity of ξ as in equation
(II.11d).
Let us now look for the intermediate extension
ξcone : coni(PR (e))→ R (B.60)
that verifies, for all α ∈ R≥0, for all E¯ ∈ PR (e),
ξcone(αE¯) = αξ(E¯). (B.61)
Equation (B.61) is a necessary condition for linearity
which can be formulated on a conic domain. The only
way to define this extension is clearly the following: for
all r ∈ coni(PR (e)), by definition A.5 of the conic hull
there always exist αr ∈ R≥0 and E¯r ∈ PR (e) such that
r = αrE¯r, and then define
ξcone(r) := αrξ(E¯r). (B.62)
This definition is meaningful because it does not depend
on the αr, E¯r that one chooses. Indeed, suppose that
instead of decomposing r = αrE¯r, one chooses instead
r = βrF¯r where βr ∈ R≥0, F¯r ∈ PR (e). If r = 0 the
present discussion is irrelevant, so that we may assume
that αr, βr > 0. Then, the value one obtains with the
alternative decomposition r = βrF¯r is
βrξ(F¯r) = βrξ
(
1
βr
r
)
= βrξ
(
αr
βr
E¯r
)
. (B.63)
Using equation (B.58) applied to E¯r, (αr/βr)E¯r ∈
PR (e), (B.63) becomes
βrξ(F¯r) = αrξ(E¯r). (B.64)
This proves that ξcone as in (B.62) is well-defined. Also,
it is clear that equation (B.61) is verified. It is then easy
to see that ξcone verifies the first assumption (B.29a) of
lemma B.10:
∀α ∈ R≥0,∀r ∈ coni(PR (e)) :
ξcone(αr) = αξcone(r). (B.65)
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Also, thanks to corollary B.6, the span assumption (B.28)
of lemma B.10 is verified in this case: indeed,
span(coni(PR (e))) = R. (B.66)
Let us verify the last assumption (B.29b) of lemma B.10:
let r, s ∈ coni(PR (e)), and we will show that
ξcone(r + s) = ξcone(r) + ξcone(s). (B.67)
Let αr, αs ∈ R≥0, E¯r, E¯s ∈ PR (e) be such that
r = αrE¯r, (B.68a)
s = αsE¯s. (B.68b)
Then, using equation (B.65),
ξcone(r + s) = ξcone(αrE¯r + αsE¯s)
= (αr + αs)ξcone
(
αr
αr+αs
E¯r +
αs
αr+αs
E¯s
)
. (B.69)
Note that by the convexity of e and of PR (e),(
αr
αr+αs
E¯r +
αs
αr+αs
E¯s
)
∈ PR (e), so that in fact
ξcone(r + s)
= (αr + αs)ξ
(
αr
αr+αs
E¯r +
αs
αr+αs
E¯s
)
. (B.70)
Using the convex-linearity property (II.11d) of ξ,
ξcone(r + s)
= αrξ(E¯r) + αsξ(E¯s) = ξcone(r) + ξcone(s). (B.71)
Thus also the assumption (B.29b) is verified and we may
apply lemma B.10 to conclude that there exists a unique
linear map
ξext : R → R (B.72)
that agrees with ξcone on coni(PR (e)), and thus also that
agrees with ξ of PR (e). 
Theorem B.1 (Riesz’ representation theorem, see theo-
rem 4.47 in [19]). Let V be an arbitrary real inner product
space of finite dimension. For any linear map f : V → R,
there exists a unique F ∈ V such that
∀v ∈ V : f(v) = 〈F, v〉V . (B.73)
4. Basic criterion for the existence of a classical
model
We now restate and prove the basic criterion for the
existence of the classical model.
Theorem 1 (Basic classicality criterion). Given (s, e)
that lead to the reduced space R (definition 3), there ex-
ists a classical model with ontic state space Λ if and only
if there exist mappings F , σ with ranges
F : Λ→ PR (s)+R , (II.17a)
σ : Λ→ PR (e)+R , (II.17b)
satisfying the normalization condition
∀λ ∈ Λ : 〈σ(λ), PR (1H)〉R = 1 (II.18)
as well as the consistency requirement: for all r, s ∈ R,
〈r, s〉R =
∫
Λ
dλ 〈r, F (λ)〉R 〈σ(λ), s〉R . (II.19)
Proof. We start from definition 5 of the classical model,
bearing in mind the extended ontic state mapping and
extended ontic response function mapping introduced in
proposition 6, as well as their representation as scalar
products in equation (II.15). By construction, the de-
sired convex-linearity requirements in equations (II.7d)
and (II.11d) are automatically verified as a special case
of the linearity of the scalar products in (II.15). Let us
constrain the mappings F : Λ → R and σ : Λ → R by
imposing the relevant non-negativity constraints (II.7c)
and (II.11c):
∀λ ∈ Λ,∀ρ¯ ∈ PR (s) : 〈ρ¯, F (λ)〉R ≥ 0, (B.74a)
∀λ ∈ Λ,∀E¯ ∈ PR (e) :
〈
σ(λ), E¯
〉
R ≥ 0. (B.74b)
Using the definition 7 of the polar cone, this is equivalent
to
∀λ ∈ Λ : F (λ) ∈ PR (s)+R , (B.75a)
∀λ ∈ Λ : σ(λ) ∈ PR (e)+R . (B.75b)
This proves that the non-negativity of the ontic primi-
tives (II.7c) and (II.11c) is equivalent to the ranges of F
and σ as in equations (II.17).
The consistency requirement (II.12) in the definition 5
of the classical model reads:
∀ρ¯ ∈ PR (s) ,∀E¯ ∈ PR (e) :〈
ρ¯, E¯
〉
R =
∫
Λ
dλ 〈ρ¯, F (λ)〉R
〈
σ(λ), E¯
〉
R . (B.76)
Due to span(PR (s)) = span(PR (e)) = R (proven in
corollary B.6), it is clear that (B.76) implies, and is
implied by, the consistency requirement (II.19) of the-
orem 1.
Let us now show that the normalization of σ as in
equation (II.18) is implied by the definition 5 of the
classical model. This is easy to see: starting from
the normalization (II.11b), we have in particular that
ξ(PR (1H) , λ) = 1 for all λ ∈ Λ. This translates as equa-
tions (II.18).
22
Let us now prove that the normalization of σ as in
equation (II.18) implies the full normalization of the ontic
response function (II.11b):
∀λ ∈ Λ,∀
{
Ek ∈ e :
∑K
i=1Ek = 1H
}
:
K∑
k=1
ξ(PR (Ek) , λ) =
K∑
k=1
〈σ(λ), PR (Ek)〉R
= 〈σ(λ), PR (1H)〉R = 1. (B.77)
The normalization of the ontic states as in equation
(II.7b) reads: for any ρ¯ ∈ PR (s),∫
Λ
dλµ(ρ¯, λ) =
∫
Λ
dλ 〈ρ¯, F (λ)〉R
=
∫
Λ
dλ 〈ρ¯, F (λ)〉R 〈σ(λ), PR (1H)〉R
= 〈ρ¯, PR (1H)〉R = 1. (B.78)
We used first the normalization (II.18) of σ, then the
consistency requirement (II.19) and finally lemma B.7 to
conclude.
Overall, we have shown that definition 5 implies the
structure of theorem 1, and the latter suffices to recover
a valid classical model as in definition 5. 
The following general lemma proves the alternative
expressions PR (s)
+R = R ∩ s+L(H) and PR (e)+R =
R∩ e+L(H).
Lemma B.13. Let V be a finite dimensional real inner
product space. Let X ⊆ V be any set. Let U ⊆ V be
a vector subspace of V equipped with the inner product
inherited from V. It holds that:
PU (X)
+U = U ∩X+V . (B.79)
Proof. Let us prove that PU (X)
+U ⊆ U ∩X+V . Let u ∈
PU (X)
+U . Then, u ∈ U so it suffices to verify u ∈ X+V .
For all x ∈ X, using lemma B.2,
〈u, x〉V = 〈u, PU (x)〉U ≥ 0, (B.80)
where we used u ∈ PU (X)+U to conclude. Thus, it holds
that u ∈ U ∩X+V .
Let us now prove that U ∩ X+V ⊆ PU (X)+U . Let
u′ ∈ U ∩ X+V . For all x¯ ∈ PU (X), choose x ∈ X such
that x¯ = PU (x). Then, using lemma B.2,
〈u′, x¯〉U = 〈u′, x〉V ≥ 0, (B.81)
where we used u′ ∈ X+V and x ∈ X to conclude. 
Appendix C: Unit separability and cardinality
bounds
1. Generalized separablity
a. Review of elementary analysis
Let us first state some elementary results about con-
vergence, sequences and closed sets. A more complete
description can be found in [20] for example. Let V be a
finite dimensional real inner product space. V is a com-
plete normed space equipped with the norm induced by
the inner product:
∀v ∈ V : ‖v‖V :=
√
〈v, v〉V . (C.1)
A sequence (vk ∈ V)k∈N is convergent if and only if there
exists v∗ ∈ V such that
lim
k→∞
vk = v
∗, (C.2)
which is a short hand notation to state that
lim
k→∞
‖vk − v∗‖V = 0. (C.3)
Note that as a special case of the definition of a con-
tinuous function [20], any function f : V → R that is
continuous has the property that for any convergent se-
quence (vk ∈ V)k∈N, it holds that
limk→∞ f(vk) = f(limk→∞ vk). (C.4)
We state without proof the following lemmas. Their
proofs are either simple exercises or stated explicitly in
[20].
Lemma C.1. The norm ‖·‖V : V → R is continuous,
and for every fixed v0 ∈ V, the scalar products 〈·, v0〉V :V → R and 〈v0, ·〉V : V → R are also continuous.
Lemma C.2. Any subset X ⊆ V is closed if and only if,
for any sequence (xk ∈ X)k∈N that converges to x∗ ∈ V,
the limit x∗ belongs to X.
Lemma C.3. Any convergent sequence (vk ∈ V)k∈N is
also a bounded sequence. This means that there exists a
finite constant C ∈ R such that
∀k ∈ N : ‖vk‖V ≤ C. (C.5)
Lemma C.4. If a sequence (vk ∈ V)k∈N converges, than
for any subsequence defined by the strictly increasing set
of indices {kl}l∈N ⊆ N, it holds that
lim
l→∞
vkl = lim
k→∞
vk. (C.6)
Lemma C.5. Let N ∈ N. For each n = 1, . . . , N , let
(v
(n)
k ∈ V)k∈N be a sequence that converges to V (n) ∈ V.
Then, it holds that
lim
k→∞
N∑
n=1
v
(n)
k =
N∑
n=1
V (n). (C.7)
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Lemma C.6. Let N ∈ N. For each n = 1, . . . , N , let
V(n) be an arbitrary real inner product space of finite di-
mension. Let (v
(n)
k ∈ V(n))k∈N be a real sequence that
converges to V (n) ∈ V(n). Then, it holds that the limit of
the tensor product equals the tensor product of the limits:
lim
k→∞
N⊗
n=1
v
(n)
k =
N⊗
n=1
V (n). (C.8)
Proof overview. The first thing to show is that the limit
of the product of two convergent sequences in R is equal
to the product of the limits of the sequences. Then, gen-
eralize to any number of real sequences by recursion. Fi-
nally, expend the tensor products in any basis of the un-
derlying vector spaces and apply the result derived for
the real sequence case. 
Theorem C.1 (Bolzano-Weierstrass theorem). Any
bounded sequence (vk ∈ V)k∈N, where V is any finite-
dimensional real inner product space, admits a conver-
gent subsequence (vkl)l∈N. Specifically, if the sequence
(vk)k∈N satisfies, for some constant C ∈ R independent
of k,
∀k ∈ N : ‖vk‖V ≤ C, (C.9)
then there exists a strictly increasing subset of indices,
denoted {kl}l∈N ⊆ N, and there exists v∗ ∈ V such that
the subsequence (vkl)l∈N converges to v
∗:
lim
l→∞
vkl = v
∗. (C.10)
Proof. We specialised the more general theorem 6.21 in
[20] according to the needs of the present matter. 
b. Generalized product operators
Refering to the definition 8 of the generalized prod-
uct state set Prod(s, e), let us first verify the following
lemma.
Lemma C.7. Prod(s, e) is a closed set.
Proof. Consider any sequence (dk ∈ Prod(s, e))k∈N. By
definition of Prod(s, e), there exist sequences(
ak ∈ PR (s)+R
)
k∈N
, (C.11a)(
bk ∈ PR (e)+R
)
k∈N
, (C.11b)
such that dk = ak⊗ bk for all k ∈ N. Then, for all k ∈ N,
there always exist mk ∈ R and nk ∈ R such that
ak = ‖ak‖Rmk, ‖mk‖R = 1, (C.12a)
bk = ‖bk‖R nk, ‖nk‖R = 1. (C.12b)
Now suppose that this sequence (dk)k∈N is convergent
and converges to d∗ ∈ R ⊗ R. We want to show that
d∗ ∈ Prod(s, e). We know
d∗ = lim
k→∞
dk = lim
k→∞
(‖ak‖R · ‖bk‖R)(mk ⊗ nk). (C.13)
The norm ‖·‖R⊗R being continuous according to
lemma C.1, it holds that
‖d∗‖R⊗R = lim
k→∞
‖dk‖R⊗R = lim
k→∞
(‖ak‖R · ‖bk‖R),
(C.14)
where we used ‖mk ⊗ nk‖R⊗R = ‖mk‖R · ‖nk‖R = 1
according to (C.12). This shows that the real sequence
(‖ak‖R · ‖bk‖R ∈ R)k∈N converges to ‖d∗‖R⊗R. Next,
consider the sequence (mk ∈ R)k∈N: it is bounded
in norm thanks to its normalization (C.12a). By the
Bolzano-Weierstrass theorem C.1, we may extract a con-
vergent subsequence with indices {jl ∈ N}l∈N ⊆ N. The
corresponding limit is denoted m∗ ∈ R, that is,
lim
l→∞
mjl = m
∗. (C.15)
The sequence (njl ∈ R)l∈N is also bounded from (C.12b)
so by the Bolzano-Weierstrass theorem C.1 we can fur-
ther extract a convergent subsequence with indices
{kl ∈ N}l∈N ⊆ {jl}l∈N ⊆ N, (C.16)
and we denote the corresponding limit n∗ ∈ R. With this
further refinement of indices, both subsequences (mkl)l∈N
(using lemma C.4) and (nkl)l∈N converge in R, i.e.
lim
l→∞
mkl = m
∗, (C.17a)
lim
l→∞
nkl = n
∗. (C.17b)
Using lemma C.6 applied to R⊗R⊗R to commute the
limit and the product, and using lemma C.4 for the sub-
sequence (dkl)l∈N, we obtain:
d∗ = lim
l→∞
dkl
=
(
lim
l→∞
‖akl‖R · ‖bkl‖R
)(
lim
l→∞
mkl
)
⊗
(
lim
l→∞
nkl
)
= ‖d∗‖R⊗R (m∗ ⊗ n∗). (C.18)
To show d∗ ∈ Prod(s, e), it only remains to show that
m∗ ∈ PR (s)+R , (C.19a)
n∗ ∈ PR (e)+R . (C.19b)
First, note that for all l ∈ N, due to akl ∈ PR (s)+R , it
holds that for all ρ¯ ∈ PR (s):
0 ≤ 〈akl , ρ¯〉R = ‖akl‖R 〈mkl , ρ¯〉R . (C.20)
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For the indices {l ∈ N : ‖akl‖R > 0}, equation (C.20)
implies that mkl ∈ PR (s)+R . For the remaining indices
{l ∈ N : ‖akl‖R = 0}, we can make an arbitrary choice
in (C.12a) when we write 0 = akl = 0 ·mkl : choose any
normalized mkl ∈ PR (s)+R for these indices. This is
always possible thanks to lemma B.9. This shows that
for all l ∈ N, mkl ∈ PR (s)+R . Using lemma C.1, we may
commute the scalar product with the limit to obtain, for
all ρ¯ ∈ PR (s),
〈m∗, ρ¯〉R = lim
l→∞
〈mkl , ρ¯〉R ≥ 0. (C.21)
To conclude, we used that R≥0 is a closed interval of
R. This proves that m∗ ∈ PR (s)+R . By an entirely
analogous reasoning we obtain that n∗ ∈ PR (e)+R .
This proves that for any converging sequence (dk ∈
Prod(s, e))k∈N, we have
lim
k→∞
dk ∈ Prod(s, e), (C.22)
which according to lemma C.2 proves that Prod(s, e) is
closed. 
c. Generalized separable operators
Let us first prove the following proposition.
Proposition C.8 (Specialized Carathodory’s theorem
for convex cones). For all Ω ∈ Sep(s, e), there exist n ∈
{1, . . . ,dim(R)2} and families{
Fi ∈ PR (s)+R
}n
i=1
, (C.23a){
σi ∈ PR (e)+R
}n
i=1
, (C.23b)
which satisfy
Ω =
n∑
i=1
Fi ⊗ σi. (C.24)
Proof. This proposition is the content of Carathodory’s
theorem for convex cones as presented in theorem 4.3.2
in [12]. For completeness, we present a proof with the
notation adapted to the context of this manuscript.
Suppose that there exists Ω ∈ Sep(s, e) for which the
shortest convex decomposition over Prod(s, e) is of length
n ≥ dim(R)2 + 1:
Ω =
n∑
i=1
Fi ⊗ σi. (C.25)
Because the space R ⊗R is of dimension dim(R)2, any
family of n ≥ dim(R)2 + 1 elements of R ⊗ R has to
be linearly dependent: this is the case of the set {Fi ⊗
σi ∈ R ⊗ R}ni=1. This implies that there exist scalars
{αi ∈ R}ni=1 not all zero such that
n∑
i=1
αi(Fi ⊗ σi) = 0. (C.26)
Suppose that for all i = 1, . . . , n: αi ≤ 0. Because not all
αi are zero, there must exist i such that αi < 0. In that
case, replace all αi by their opposite −αi so that there
now exists i such that αi > 0.
Thus, without loss of generality, there must exists i
such that αi > 0. We now can assert that maxj αj > 0.
Now, consider the following alternative decomposition of
Ω where we subtracted a multiple of 0 in the form of
(C.26) from the initial decomposition (C.25):
Ω =
n∑
i=1
(Fi ⊗ σi)− 1
maxj αj
n∑
i=1
αi(Fi ⊗ σi)
=
n∑
i=1
(
1− αi
maxj αj
)
(Fi ⊗ σi). (C.27)
Define
θi := 1− αi
maxj αj
. (C.28)
For all i = 1, . . . , n we have θi ≥ 0. Now clearly, for j0
such that maxj αj = αj0 , we have that θj0 = 0 which
means we can rewrite Ω as a shorter positive linear com-
bination of elements of Prod(s, e):∑
i∈{1,...,n}\{j0}
θi(Fi ⊗ σi). (C.29)
This yields the contradiction, and we conclude that any
element of Sep(s, e) can be written as a convex combina-
tion of at most dim(R)2 elements of Prod(s, e). 
Proposition C.9. Sep(s, e) is a closed convex cone.
Proof. Consider any converging sequence (Ωk ∈
Sep(s, e))k∈N with limit Ω∗ ∈ R ⊗ R. Let I =
{1, . . . ,dim(R)2}. Note that by proposition C.8, for all
k ∈ N, there exists a decomposition of Ωk as dim(R)2
elements of Prod(s, e)10 which we write as {d(k)i ∈
Prod(s, e)}i∈I :
Ωk =
∑
i∈I
d
(k)
i . (C.30)
10 One may have to pad shorter decompositions with 0 ∈ Prod(s, e).
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Let us prove that for all i ∈ I, the sequence (d(k)i )k∈N
is bounded. We have to show that there exists a finite
upper bound λi ∈ R independent of k such that∥∥∥d(k)i ∥∥∥R⊗R ≤ λi. (C.31)
Let {Rm ∈ R ⊗ R}m∈I be an orthonormal basis of
R⊗R. Thanks to corollary B.6, we can also pick dim(R)2
elements of the form{
ρ¯p ⊗ E¯p : ρ¯p ∈ PR (s) , E¯p ∈ PR (e)
}
p∈I (C.32)
to obtain a basis of R⊗R, although this basis will in gen-
eral not be an orthonormal one. The two bases {Rm}m∈I
and {ρ¯p ⊗ E¯p}p∈I are related by an invertible change of
basis: there exists a dim(R)2 × dim(R)2 real, invertible
matrix Q with components {Qmp ∈ R}m,p∈I such that:
∀m ∈ I : Rm =
∑
p∈I
Qmp(ρ¯p ⊗ E¯p), (C.33a)
∀p ∈ I : ρ¯p ⊗ E¯p =
∑
m∈I
Q−1pmRm. (C.33b)
Expanding the norm in the orthonormal basis {Rm}m∈I ,
it holds that∥∥∥d(k)i ∥∥∥2R⊗R
=
〈
d
(k)
i ,
∑
m∈I
〈
Rm, d
(k)
i
〉
R⊗R
Rm
〉
R⊗R
=
∑
m∈I
〈
d
(k)
i , Rm
〉2
R⊗R
=
∑
m∈I
∑
p∈I
Qmp
〈
d
(k)
i , ρ¯p ⊗ E¯p
〉
R⊗R
2 . (C.34)
Then, using the triangle inequality for the absolute value:
∥∥∥d(k)i ∥∥∥2R⊗R ≤∑
m∈I
∑
p∈I
|Qmp|
〈
d
(k)
i , ρ¯p ⊗ E¯p
〉
R⊗R
2 ,
(C.35)
where we used that due to d
(k)
i ∈ Prod(s, e),
∀i, p ∈ I, ∀k ∈ N :
〈
d
(k)
i , ρ¯p ⊗ E¯p
〉
R⊗R
≥ 0, (C.36)
which allowed us to remove the absolute value off of these
scalar products in (C.35). Then, let
χ1 :=
∑
m∈I
(
max
p∈I
|Qmp|
)2
∈ R≥0. (C.37)
The upper bound (C.35) becomes
∥∥∥d(k)i ∥∥∥2R⊗R ≤ χ1
∑
p∈I
〈
d
(k)
i , ρ¯p ⊗ E¯p
〉
R⊗R
2 . (C.38)
Due to (C.36), ∀i, p ∈ I, ∀k ∈ N :〈
d
(k)
i , ρ¯p ⊗ E¯p
〉
R⊗R
≤
∑
j∈I
〈
d
(k)
j , ρ¯p ⊗ E¯p
〉
R⊗R
. (C.39)
This allows us to upper-bound equation (C.38) as
∥∥∥d(k)i ∥∥∥2R⊗R ≤ χ1
∑
j,p∈I
〈
d
(k)
j , ρ¯p ⊗ E¯p
〉
R⊗R
2
= χ1
∑
p∈I
〈
Ωk, ρ¯p ⊗ E¯p
〉
R⊗R
2
= χ1
 ∑
p,m∈I
Q−1pm 〈Ωk, Rm〉R⊗R
2
≤ χ1
 ∑
p,m∈I
|Q−1pm|
∣∣〈Ωk, Rm〉R⊗R∣∣
2 .
(C.40)
Let
χ2 :=
max
m∈I
∑
p∈I
|Q−1pm|
2 ∈ R≥0. (C.41)
Then, the bound becomes
∥∥∥d(k)i ∥∥∥2R⊗R ≤ χ1χ2
(∑
m∈I
∣∣〈Ωk, Rm〉R⊗R∣∣
)2
. (C.42)
Note that for all m ∈ I:
〈Ωk, Rm〉2R⊗R ≤
∑
n∈I
〈Ωk, Rn〉2R⊗R = ‖Ωk‖2R⊗R .
(C.43)
The bound (C.42) becomes
∥∥∥d(k)i ∥∥∥2R⊗R ≤ χ1χ2
(∑
m∈I
‖Ωk‖R⊗R
)2
= χ1χ2
∣∣I∣∣2 ‖Ωk‖2R⊗R
= χ1χ2 dim(R)4 ‖Ωk‖2R⊗R . (C.44)
The sequence (Ωk)k∈N converges, so by lemma C.3, it is
a bounded sequence: there exists C ∈ R≥0 such that for
all k ∈ N, ‖Ωk‖R⊗R ≤ C. We have shown that for all
i ∈ I, for all k ∈ N,∥∥∥d(k)i ∥∥∥2R⊗R ≤ χ1χ2 dim(R)4C2. (C.45)
We may now apply the Bolzano-Weierstrass theo-
rem C.1 to the bounded sequence (d
(k)
1 )k∈N to extract a
first set of strictly increasing indices {al}l∈N ⊆ N such
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that the induced subsequence of (d
(al)
1 )l∈N converges.
Then, consider the subsequence (d
(al)
2 )l∈N. Using (C.45),
it is bounded as well, so that there exists a subset of
strictly increasing indices
{bl}l∈N ⊆ {al}l∈N ⊆ N (C.46)
such that the subsequence (d
(bl)
2 )l∈N converges. By
lemma C.4, the subsequence (d
(bl)
1 )l∈N converges to the
same limit as (d
(al)
1 )l∈N. Repeat this procedure to obtain
a new set of strictly increasing indices
{cl}l∈N ⊆ {bl}l∈N ⊆ {al}l∈N ⊆ N (C.47)
so that the sequences (d
(cl)
1 )l∈N, (d
(cl)
2 )l∈N and (d
(cl)
3 )l∈N
converge, etc., and after dim(R)2 steps, the process stops.
We denote the final set of strictly increasing indices
{kl}l∈N, and we denote the limits as
∀i ∈ I : d∗i := lim
l→∞
d
(kl)
i ∈ Prod(s, e), (C.48)
where we used lemma C.7 to conclude that the lim-
its lie in Prod(s, e). Note that the freedom in choos-
ing the convergent subsequences from the bounded se-
quences is irrelevant: in any case, using lemma C.4, the
induced subsequence (Ωkl)l∈N converges to Ω
∗. Then, us-
ing lemma C.5 to commute the sum and the limit,
Ω∗ = lim
k→∞
Ωk = lim
l→∞
Ωkl = lim
l→∞
∑
i∈I
d
(kl)
i =
∑
i∈I
d∗i .
(C.49)
Thanks to equation (C.48), this proves Ω∗ ∈ Sep(s, e),
and because the sequence (Ωk)k∈N was arbitrary in
Sep(s, e), this proves that Sep(s, e) is a closed set. 
2. Choi-Jamio lkowsky isomorphism
We now prove the consistency of the definition 10 of
the Choi-Jamio lkowsky isomorphism. We restrict to the
study of linear maps from R to R, i.e. maps in L(R),
but these results hold equally well should one replace R
with any real inner product space of finite dimension.
Lemma C.10. For any Φ ∈ L(R), if the Choi-
Jamio lkowsky operator J(Φ) exists, then it is unique.
Proof. Suppose that there exist two operators
J(Φ), J˜(Φ) ∈ R ⊗ R which satisfies the require-
ment of definition 10. We will show that J(Φ) = J˜(Φ).
Indeed, by equation (III.4), for any r, s ∈ R,〈
J(Φ)− J˜(Φ), r ⊗ s
〉
R⊗R
= 〈r,Φ(s)〉R − 〈r,Φ(s)〉R
= 0. (C.50)
This being valid for any r, s ∈ R ⊗ R, by the non-
degeneracy of the scalar product we obtain
J(Φ) = J˜(Φ). (C.51)
This proves that for any Φ ∈ L(R), the Choi-
Jamio lkowsky operator J(Φ) is unique. 
Lemma C.11. The definition 10 is consistent in that
for all Φ ∈ L(R), J(Φ) exists and is unique. Given an
orthonormal basis {Ri ∈ R}dim(R)i=1 of R, it is given by
J(Φ) =
dim(R)∑
i=1
Φ(Ri)⊗Ri. (C.52)
Proof. The existence may be proven as follows. One can
always expand J(Φ) ∈ R⊗R in the basis {Ri⊗Rj}dim(R)i,j=1
of R⊗R, with coefficients {j(Φ)i,j ∈ R}dim(R)i,j=1 :
J(Φ) =
∑
i,j
j(Φ)i,jRi ⊗Rj , (C.53a)
j(Φ)i,j = 〈J(Φ), Ri ⊗Rj〉R⊗R . (C.53b)
Then, using equation (III.4), for all i, j = 1, . . . ,dim(R),
j(Φ)i,j = 〈Ri,Φ(Rj)〉R . (C.54)
Inserting this result into (C.53a),
J(Φ) =
∑
j
(∑
i
〈Ri,Φ(Rj)〉RRi
)
⊗Rj . (C.55)
One recognizes the completeness relation for the basis
{Ri}i:
∀r ∈ R : r = ∑dim(R)i=1 〈Ri, r〉RRi. (C.56)
Inserting this result in equation (C.55), equation (C.52)
is readily obtained. This proves the existence of J(R)
for any Φ ∈ L(R), and the uniqueness follows from
lemma C.10. 
Lemma C.11 proves the expression for J(1R) in
lemma 11 as a corollary.
Lemma C.12. The Choi-Jamio lkowsky mapping in def-
inition 10 is indeed an isomorphism. The inverse map-
ping, for any Ω ∈ R⊗R, is denoted J−1[Ω] ∈ L(R) and
is defined by the relations:
∀r, s ∈ R : 〈r,J−1[Ω](s)〉R = 〈Ω, r ⊗ s〉R⊗R . (C.57)
The injectivity of J(·) is particularly interesting: for any
two functions Φ1,Φ2 ∈ L(R),
J(Φ1) = J(Φ2) =⇒ Φ1 = Φ2. (C.58)
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Proof. It suffices to prove that
∀Φ ∈ L(R) : J−1[J(Φ)] = Φ, (C.59a)
∀Ω ∈ R⊗R : J(J−1[Ω]) = Ω, (C.59b)
which follows easily from the relations (III.4) and (C.57).

The following lemma will prove useful in appendix C 3.
Lemma C.13. Let Φ ∈ L(R). Suppose that there exists
nΦ, and ai, bi ∈ R for i = 1, . . . , nΦ such that
J(Φ) =
nΦ∑
i=1
ai ⊗ bi. (C.60)
Then, the dimension rank(Φ) of the image vector space
of Φ satisfies
rank(Φ) ≤ nΦ. (C.61)
Proof. Let {Ri ∈ R}dim(R)i=1 be an orthonormal basis of
R. Then, the linear map Φ ∈ L(R) may be represented
as a real matrix in this basis. We will be using the com-
pleteness relation of R in the form (C.56):
Φ(r) =
dim(R)∑
k=1
〈Rk,Φ(r)〉RRk
=
dim(R)∑
k=1
〈J(Φ), Rk ⊗ r〉R⊗RRk
=
dim(R)∑
k=1
nΦ∑
i=1
〈ai, Rk〉R 〈bi, r〉RRk
=
nΦ∑
i=1
〈bi, r〉R ai. (C.62)
Clearly, this shows that the image vector subspace
Im(Φ) := {Φ(r) : r ∈ R} ⊆ R verifies
Im(Φ) ⊆ span({ai}nΦi=1) , (C.63)
which implies that the dimensions respect
rank(Φ) := dim(Im(Φ)) ≤ dim (span({ai}nΦi=1) ) ≤ nΦ.
(C.64)

3. The unit separability criterion
Theorem 2 (Main theorem: unit separability). The
prepare-and-measure scenario (s, e) admits a Riemann
integrable classical model (definition 12) if and only if:
J(1R) ∈ Sep(s, e). (III.8)
Proof. Suppose that there exists a Riemann integrable
classical model for (s, e), so that equations (II.17), (II.18)
and (II.19) of the basic classicality criterion theorem 1
are verified. It is easy to show that the definition 12
of a Riemann integrable classical model implies that the
right-hand side of the consistency requirement (II.19) can
be rewritten as:∫
Λ
dλ 〈r, F (λ)〉R 〈σ(λ), s〉R
= lim
N→∞
N∑
k=1
∆N,k
〈
r, F
(
λ
(dis)
N,k
)〉
R
〈
σ
(
λ
(dis)
N,k
)
, s
〉
R
.
(C.65)
Rewritting the right-hand side in tensor product form
using the scalar product property (III.1):∫
Λ
dλ 〈r, F (λ)〉R 〈σ(λ), s〉R =
lim
N→∞
〈
N∑
k=1
∆N,kF
(
λ
(dis)
N,k
)⊗ σ(λ(dis)N,k ), r ⊗ s
〉
R⊗R
.
(C.66)
Define for all N ∈ N:
AN :=
N∑
k=1
∆N,kF
(
λ
(dis)
N,k
)⊗ σ(λ(dis)N,k ). (C.67)
Then, the left-hand side of equation (II.19) can be rewrit-
ten using the identity map and the defining property of
the Choi-Jamio lkowsky isomorphism as in (III.4):
〈r, s〉R = 〈r, 1R(s)〉R = 〈J(1R), r ⊗ s〉R⊗R . (C.68)
Thus, equation (II.19) is equivalent to: ∀r, s ∈ R,
〈J(1R), r ⊗ s〉R⊗R = limN→∞ 〈AN , r ⊗ s〉R⊗R . (C.69)
Equation (C.69) shows in particular that all the compo-
nents of AN converge to the components of J(1R), which
proves the convergence of the sequence (AN )N∈N:
lim
N→∞
AN = J(1R). (C.70)
By the definition of AN in (C.67), the non-negativity of
∆N,k as in (III.6a), the domains of F , σ as in (II.17) and
the definition 9 of Sep(s, e):
∀N ∈ N : AN ∈ Sep(s, e). (C.71)
28
Proposition C.9 proved that Sep(s, e) is a closed set
within R⊗R, so it holds that
lim
N→∞
AN ∈ Sep(s, e). (C.72)
and thus also, by (C.70), that
J(1R) ∈ Sep(s, e). (C.73)
We have proven that if the scenario (s, e) admits a
Riemann integrable classical model of the form of defini-
tions 5 and 12, then J(1R) ∈ Sep(s, e).
Let us consider the other direction: suppose that
J(1R) ∈ Sep(s, e). By proposition C.8, there exist
n ≤ dim(R)2 and{
F˜i ∈ PR (s)+R
}n
i=1
, (C.74a){
σ˜i ∈ PR (e)+R
}n
i=1
, (C.74b)
such that
J(1R) =
n∑
i=1
F˜i ⊗ σ˜i. (C.75)
If we assume that any zero element in the decomposition
(C.75) has been removed, then for all i = 1, . . . , n we may
assume σ˜i 6= 0 which also implies according to lemma B.8
that
∀i = 1, . . . , n : 〈σ˜i, PR (1H)〉R > 0. (C.76)
Let, for all i = 1, . . . , n :
Fi := 〈σ˜i, PR (1H)〉R F˜i, (C.77a)
σi := (〈σ˜i, PR (1H)〉R)−1 σ˜i. (C.77b)
We now show that the Fi’s and σi’s of equations (C.77)
constitute a valid classical model as framed in theo-
rem 1. First, the non-negativity requirements of equation
(II.17) are verified thanks to equations (C.74), (C.76) and
(C.77):
Fi ∈ PR (s)+R , (C.78a)
σi ∈ PR (e)+R . (C.78b)
The normalization in (II.18) is verified:
∀i = 1, . . . , n : 〈σi, PR (1H)〉R = 1 (C.79)
as can be seen from equation (C.77b). Finally, the repro-
duction of quantum statistics in equation (II.19) is still
verified: indeed, from equations (C.75) and (C.77),
J(1R) =
n∑
i=1
Fi ⊗ σi, (C.80)
which in turns implies ∀r, s ∈ R :
〈r, s〉R =
n∑
i=1
〈r, Fi〉R 〈σi, s〉R . (C.81)
It is easy to see that such a model is Riemann integrable
in the sense of definition 12.
We have thus shown that J(1R) ∈ Sep(s, e) if and
only if the scenario (s, e) admits a Riemann integrable
classical model. 
4. Ontic space cardinality
We now prove theorem 3.
Theorem 3 (Ontic space cardinality bounds). For any
(s, e) that admit a classical model with ontic state space
Λ, it holds that either Λ is an infinite set, or it is discrete
and respects
dim(R) ≤ ∣∣Λ∣∣. (III.12)
Furthermore, if (s, e) admit a Riemann integrable clas-
sical model (definition 12), there exists a classical model
for (s, e) with discrete ontic space Λmin which verifies
dim(R) ≤ ∣∣Λmin∣∣ ≤ dim(R)2 ≤ dim(L(H))2. (III.13)
Proof. Suppose that (s, e) admit a classical model with
discrete ontic space Λ = {1, . . . , ∣∣Λ∣∣}. Note that such a
model is automatically Riemann integrable according to
definition 12: the primitives ∆ and λ(dis) take the form
∆N,k =
{
1 if k ≤ ∣∣Λ∣∣,
0 else,
(C.82a)
λ
(dis)
N,k = min
(
k,
∣∣Λ∣∣). (C.82b)
Building upon the proof of the unit separability criterion,
theorem 2, we see that equations (C.67) and (C.70) taken
together in the case when Λ is discrete imply
J(1R) =
|Λ|∑
i=1
Fi ⊗ σi. (C.83)
Equation (C.83) together with lemma C.13 imply∣∣Λ∣∣ ≥ rank(1R) = dim(R). (C.84)
This proves the first part of theorem 3.
We now prove the second part. If there exists a Rie-
mann integrable classical model for (s, e), then J(1R) ∈
Sep(s, e) by the unit separability criterion theorem 2. By
proposition C.8, there exists a decomposition of J(1R)
over n elements of Prod(s, e) where n ≤ dim(R)2. As-
sume that n is minimal, i.e. that this decomposition of
J(1R) over elements of Prod(s, e) is the shortest one. In
particular this implies that there are no zero elements
in the decomposition so that we are in the case consid-
ered in equation (C.77) in the proof of theorem 2. This
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decomposition allows one to construct a valid classical
model of cardinality
∣∣Λ∣∣ = n (where n ≤ dim(R)2) as
demonstrated in e.g. equation (C.81). This cardinality
is minimal: if there was an ontic space of cardinality
n′ < n, then equation (C.83) would yield a decomposi-
tion of J(1R) over n′ < n elements of Prod(s, e) whereas
n was assumed minimal. The already proven first part
of theorem 3 also proves that n ≥ dim(R). Finally, the
fact that dim(R)2 ≤ dim(L(H))2 follows easily from the
fact that R ⊆ L(H). 
Appendix D: Alternative reduced spaces
1. Construction of the alternative classical model
Let us restate and prove proposition 14:
Proposition 14. The choice
Ralt := R = Pspan(e) (span(s)) , (III.16a)
f(·) := PR (·) , (III.16b)
g(·) := PR (·) (III.16c)
yields a valid alternative reduced space in definition 13;
and so does the swapped version
Ralt := Pspan(s) (span(e)) =: R′, (III.17a)
f(·) := PR′ (·) , (III.17b)
g(·) := PR′ (·) . (III.17c)
Proof. First off, the choice R = Pspan(e) (span(s)) to-
gether with f, g = PR verifies (III.15a) by virtue of
proposition 4, and verifies equations (III.15b), (III.15c)
by virtue of corollary B.6. Thus, this choice fits in as a
special case of definition 13.
Now consider the choice R′ = Pspan(s) (span(e)) to-
gether with f, g = PR′ . It verifies (III.15a) as a corollary
of proposition B.4, and equations (III.15b) and (III.15c)
are verified as an application of lemma B.5. 
We will make use of the following lemma.
Lemma D.1. Consider any choice of Ralt, f and g as
in definition 13. For all s ∈ span(s), for all e ∈ span(e),
it holds that
〈PR (s) , PR (e)〉R = 〈f(s), g(e)〉Ralt . (D.1)
Proof. It suffices to extend by linearity proposition 4 and
(III.15a) of definition 13:
〈PR (s) , PR (e)〉R = 〈s, e〉L(H) , (D.2a)
〈f(s), g(e)〉Ralt = 〈s, e〉L(H) . 
We now restate and prove the equality between the
dimensions of the alternative reduced spaces.
Proposition 15. It holds that for any reduced space Ralt
(definition 13), dim(Ralt) = dim(R) where R is defined
in definition 3.
Proof. We will first prove the existence of an invert-
ible linear map between the two vector spaces Ralt and
R. Then, theorem 2.35 in [19] allows to conclude that
dim(Ralt) = dim(R).
Let d := dim(R) and dalt := dim(Ralt) (which is finite
by definition 13). Let {Ti ∈ Ralt}dalti=1 be an orthonormal
basis of Ralt. By equation (III.15b), it is possible to find
for all i = 1, . . . , dalt an element si ∈ span(s) such that
Ti = f(si).
Now let {Rj ∈ R}dj=1 be an orthonormal basis of R.
Then, using corollary B.6, choose for all j = 1, . . . , d
elements uj ∈ span(s) such that Rj = PR (uj).
Let Φ : R → Ralt and φ : Ralt → R be defined by: for
all r ∈ R, for all t ∈ Ralt,
Φ(r) =
dalt∑
i=1
〈PR (si) , r〉R Ti, (D.3)
φ(t) =
d∑
j=1
〈f(uj), t〉Ralt Rj . (D.4)
The main property of Φ is that, for any e ∈ span(e),
Φ(PR (e)) = g(e). Indeed, using lemma D.1,
Φ(PR (e)) =
dalt∑
i=1
〈PR (si) , PR (e)〉R Ti
=
dalt∑
i=1
〈f(si), g(e)〉Ralt Ti
=
dalt∑
i=1
〈Ti, g(e)〉Ralt Ti = g(e). (D.5)
In the last line, we used the completeness relation ofRalt.
Similarly, for any e ∈ span(e), it holds that φ(g(e)) =
PR (e). Indeed:
φ(g(e)) =
d∑
j=1
〈f(uj), g(e)〉RRj
=
d∑
j=1
〈PR (uj) , PR (e)〉RRj
=
d∑
j=1
〈Rj , PR (e)〉RRj = PR (e) , (D.6)
where we used the completeness relation of R.
Let us now compute φ(Φ(r)) for any r ∈ R. By
corollary B.6, there must exist e ∈ span(e) such that
r = PR (e). Using (D.5) and (D.6):
φ(Φ(r)) = φ(Φ(PR (e))) = φ(g(e)) = PR (e) = r. (D.7)
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Similarly, for any t ∈ Ralt, there exists by equation
(III.15c) e′ ∈ span(e) such that t = g(e′). Then, using
(D.5) and (D.6) again:
Φ(φ(t)) = Φ(φ(g(e′)) = Φ(PR (e′)) = g(e′) = t. (D.8)
Thus we have proven that φ = Φ−1, and hence Φ : R →
Ralt is an invertible linear map. The claim follows by
e.g. theorem 2.35 in [19]. 
Let us now define the classical model on any alternative
reduced space Ralt.
Definition D.2. The classical model for (s, e) on a given
alternative reduced space Ralt is specified as follows. Ralt
and the mappings f and g are the primitives of defini-
tion 13. Let Λalt be the ontic space. Let µalt be the ontic
state mapping that has domain
µalt : f(s)× Λalt → R (D.9)
and that satisfies
∀ρ¯ ∈ f(s) :
∫
Λalt
dλµalt(ρ¯, λ) = 1, (D.10a)
∀λ ∈ Λalt,∀ρ¯ ∈ f(s) : µalt(ρ¯, λ) ≥ 0, (D.10b)
∀λ ∈ Λalt,∀p ∈ [0, 1],∀ρ¯1, ρ¯2 ∈ f(s) :
µalt(pρ¯1 + (1− p)ρ¯2, λ)
= pµalt(ρ¯1, λ) + (1− p)µalt(ρ¯2, λ). (D.10c)
Let ξalt be the response function mapping that has domain
ξalt : g(e)× Λ→ R (D.11a)
and that satisfies
∀λ ∈ Λalt,∀K ∈ N ∪ {+∞},
∀
{
Ek ∈ e :
∑K
k=1Ek = 1H
}K
k=1
:∑K
k=1 ξalt(g(Ek), λ) = 1, (D.11b)
∀λ ∈ Λalt,∀E¯ ∈ g(e) : ξalt(E¯, λ) ≥ 0, (D.11c)
∀λ ∈ Λalt,∀p ∈ [0, 1],∀E¯1, E¯2 ∈ g(e) :
ξalt(pE¯1 + (1− p)E¯2, λ)
= pξalt(E¯1, λ) + (1− p)ξalt(E¯2, λ). (D.11d)
The classical model is required to reproduce the statistics
that quantum mechanics predicts for the available states
and measurements — this is formulated using (III.15a):
∀ρ¯ ∈ f(s),∀E¯ ∈ g(e) :〈
ρ¯, E¯
〉
Ralt =
∫
Λalt
dλµalt(ρ¯, λ)ξalt(E¯, λ). (D.12)
Lemma D.3. For any reduced space Ralt (definition 13),
for all ρ¯ ∈ f(s),
〈ρ¯, g(1H)〉Ralt = 1. (D.13)
Proof. Simply note that there must exist ρ ∈ s such that
ρ¯ = f(ρ), and then by virtue of (III.15a),
〈ρ¯, g(1H)〉Ralt = 〈ρ,1H〉L(H) = 1.  (D.14)
Proposition D.4. Let λ ∈ Λalt be arbitrary. Starting
from the convex-linear mappings
µalt(·, λ) : f(s)→ R, (D.15a)
ξalt(·, λ) : g(e)→ R, (D.15b)
there exist unique linear extensions
µalt(·, λ) : Ralt → R, (D.16a)
ξalt(·, λ) : Ralt → R. (D.16b)
Proof. The proof is the same as those of proposition B.11
and proposition B.12: the same constructions apply in
this case. The results which needed to be verified are
the span assumptions (III.15b) and (III.15c) as well as
lemma D.3 for the case of µalt: replace TrH[ρ¯] with
〈ρ¯, g(1H)〉Ralt in the proof of proposition B.11. 
Theorem D.1 (Basic criterion for the existence of a clas-
sical model on Ralt). Given (s, e) that lead to an alter-
native reduced space Ralt with associated mappings f, g
(definition 13), there exists a classical model on Ralt with
ontic space Λalt if and only if there exist mappings Falt,
σalt with ranges
Falt : Λalt → f(s)+Ralt, (D.17a)
σalt : Λalt → g(e)+Ralt, (D.17b)
satisfying the normalization condition
∀λ ∈ Λalt : 〈σalt(λ), g(1H)〉Ralt = 1 (D.18)
as well as the consistency requirement: ∀r, s ∈ Ralt,
〈r, s〉Ralt =
∫
Λalt
dλ 〈r, Falt(λ)〉Ralt 〈σalt(λ), s〉Ralt .
(D.19)
Proof. It suffices to apply Riesz’ representation theo-
rem B.1 to the linear extensions of proposition D.4 and
to read off their properties from the definition D.2 of the
classical model similarly to what was done in the proof
of theorem 1. 
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2. Equivalence of reduced spaces
Let us restate and prove theorem 4.
Theorem 4 (Equivalence of reduced spaces). Given any
(s, e), consider R and any Ralt constructed from (s, e).
There exists a classical model with ontic space Λ con-
structed on R (definition 5) if and only if there exists
a classical model constructed on Ralt (appendix defini-
tion D.2) with the same ontic space Λ.
Proof. Suppose first that (s, e) admit a classical model on
R in the form of definition 5 with ontic space Λ: we will
show that this implies the existence of a classical model
for (s, e) on Ralt equipped with the same ontic space Λ.
The existence of a classical model for (s, e) of R is
equivalent to the existence of Λ, F and σ as in theo-
rem 1. Consider corollary B.6, which we restate in a
slightly different form:
PR (span(s)) = R, (D.20a)
PR (span(e)) = R. (D.20b)
This implies that for any element r ∈ R, there ex-
ists s ∈ span(s) such that r = PR (s); and there ex-
ists e ∈ span(e) such that r = PR (e). Applying this
reasoning for every λ ∈ Λ to F (λ) ∈ PR (s)+R ⊆ R,
σ(λ) ∈ PR (e)+R ⊆ R, there must exist mappings
S : Λ→ span(s) , (D.21a)
E : Λ→ span(e) , (D.21b)
such that for all λ ∈ Λ, the primitives from theorem 1
verify
F (λ) = PR (E(λ)) , (D.22a)
σ(λ) = PR (S(λ)) . (D.22b)
At this point, the existence of a classical model on R is
equivalent to the existence of the mappings S and E as
in (D.22). But the existence of these mappings implies
the existence of a valid classical model on Ralt: indeed,
define for all λ ∈ Λ,
Falt(λ) := g(E(λ)), (D.23a)
σalt(λ) := f(S(λ)). (D.23b)
Let us verify that the primitives Falt, σalt verify all re-
quirements of theorem D.1, starting with the verifica-
tion of (D.19). Let r, s ∈ Ralt be arbitrary. By equa-
tions (III.15b) and (III.15c), there exist r′ ∈ span(s),
s′ ∈ span(e) such that r = f(r′) and s = g(s′). Using
lemma D.1:
〈r, s〉Ralt = 〈f(r′), g(s′)〉Ralt = 〈PR (r′) , PR (s′)〉R .
(D.24)
Using (II.19) to expand the last term of the previous
equation, the definition (D.22) of the mappings E, S and
lemma D.1:
〈r, s〉Ralt =
∫
Λ
dλ 〈PR (r′) , F (λ)〉R 〈σ(λ), PR (s′)〉R
=
∫
Λ
dλ 〈PR (r′) , PR (E(λ))〉R 〈PR (S(λ)) , PR (s′)〉R
=
∫
Λ
dλ 〈f(r′), g(E(λ))〉R 〈f(S(λ)), g(s′)〉R
=
∫
Λ
dλ 〈r, Falt(λ)〉Ralt 〈σalt(λ), s〉Ralt . (D.25)
This derivation being valid for all r, s ∈ Ralt proves
(D.19). Equations (D.17) and (D.18) are verified simi-
larly. This proves that if there exists a classical model
for (s, e) constructed on R with ontic space Λ, then there
exists a classical model for (s, e) constructed onRalt with
the same ontic space Λ.
The other direction is proven analogously. Suppose
that there exists a classical model constructed on Ralt
with ontic space Λalt. Starting with the primitives Falt,
σalt of theorem D.1, choose for all λ ∈ Λalt elements
Ealt(λ) ∈ span(e) such that PRalt (Ealt(λ)) = Falt(λ),
and Salt(λ) ∈ span(s) such that PRalt (Salt(λ)) = σalt(λ).
This is always possible thanks to equations (III.15b) and
(III.15c). Then, define for all λ ∈ Λalt:
F (λ) := PR (Ealt(λ)) , (D.26a)
σ(λ) := PR (Salt(λ)) . (D.26b)
(D.26c)
It is then easy to verify that these F and σ verify the
requirements of theorem 1, and thus that there exists a
classical model onR with the same ontic space Λalt. This
concludes the proof. 
Appendix E: Algorithmic formulation, witnesses and
certifiers
1. Resolution of convex cones
Throughout this section, V is a finite dimensional real
inner product space.
Let us recall the definition of a pointed cone, then
prove proposition 17.
Definition 16 (Pointed cone). Let C ⊆ V be a convex
cone. C is said to be a pointed cone if
(i) C is closed;
(ii) C 6= ∅ and C 6= {0};
(iii) there exists a linear function L : V → R such that
for all c ∈ C \ {0}, L(c) > 0.
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Lemma E.1 (Adapted from theorem 8.1.3 in [12]). For
any non-empty compact convex set X ⊆ V, it holds that
X is the convex hull of its extremal points (definition
A.3):
X = conv(ep(X)) . (E.1)
The following lemma relates the extremal half-lines of
a given pointed cone to the extremal points of a certain
compact convex “slice” of the cone.
Lemma E.2. If C ⊆ V is a pointed cone, then let L be
the linear functional of definition 16 and let
H := {v ∈ V : L(v) = 1}. (E.2)
It holds that C ∩ H is a non-empty compact convex set
such that:
extr(C) = {coni(c) : c ∈ ep(C ∩H)}. (E.3)
Proof. C ∩ H is a non-empty set: indeed, by the defini-
tion 16 of pointed cones, C \ {0} is a non-empty set, and
for any c ∈ C \ {0} which is a non-empty set by defini-
tion 16, it holds that L(c) > 0. But then, c/L(c) ∈ C
verifies L(c/L(c)) = 1, so that c/L(c) ∈ C ∩H. Clearly,
C ∩H is a closed set: the closure follows from the closure
of C, by definition 16 and the closure of H in (E.2). The
convexity of C ∩ H follows from the convexity of C and
that of H.
Let us prove that C∩H is bounded. We reason by con-
tradiction: suppose that C∩H was not bounded. Follow-
ing the reasoning of section 8.1 of [12], the unbounded-
ness of the closed convex set C ∩H is equivalent to to the
existence of d ∈ V, d 6= 0, c ∈ C such that for all λ ∈ R≥0,
(c + λd) ∈ C ∩ H. Clearly, this implies L(d) = 0. But
by the convex structure of C, it holds that for any λ ≥ 1,
the following convex combination lies in C:(
1− 1
λ
)
0 +
1
λ
(c+ λd) ∈ C. (E.4)
By the closure of C, the limit point belongs to C:
d = lim
λ→∞
1
λ
(c+ λd) ∈ C. (E.5)
Thus, d is a point of C that verifies L(d) = 0: this implies
d = 0 which is a contradiction. This proves that C ∩H is
bounded. This proves that C∩H is a non-empty compact
convex set.
Let us now prove (E.3). For any l ∈ extr(C), there
exists c0 ∈ l be such that L(c0) = 1. We will show that
c0 ∈ ep(C∩H). Consider any λ ∈ ]0, 1[ and c1, c2 ∈ C∩H
such that
c0 = λc1 + (1− λ)c2. (E.6)
Then, because c1, c2 ∈ C ∩ H ⊂ C, and because c0 is
part of an extremal direction (definition A.6) of C, this
implies without loss of generality (if c2 = 0 and c1 6= 0,
swap c1 with c2) that there exists α ∈ R such that c1 =
αc2. Applying the linear map L to this equation and
recalling c1, c2 ∈ H shows that α = 1, and thus c1 = c2.
Together with (E.6), c1 = c2 = c0. This proves that
c0 ∈ ep(C ∩ H). This shows that for any l ∈ extr(C),
there exists c0 ∈ ep(C ∩H) such that
l = coni(c0) , (E.7)
and thus it holds that
extr(C) ⊆ {coni(c) : c ∈ ep(C ∩H)}. (E.8)
Now, let c0 ∈ ep(C∩H), and we will show that coni(c0) ∈
extr(C). It suffices to prove that c0 is an extreme direc-
tion of C according to definition A.6. Let d1, d2 ∈ C be
such that c0 = d1 + d2. Note that 1 = L(d1) + L(d2)
due to c0 ∈ H, and since d1, d2 ∈ C: L(d1), L(d2) ≥ 0,
which implies in particular L(d1), L(d2) ∈ [0, 1]. We will
show that d1 and d2 are linearly dependent. If either
d1 or d2 is zero this is trivial, so assume that they are
both non-zero. Thus we have L(d1), L(d2) ∈ ]0, 1[. Then,
rewrite
c0 = L(d1)
d1
L(d1)
+ (1− L(d1)) d2
L(d2)
. (E.9)
Due to di/L(di) ∈ C ∩ H for i = 1, 2 and the fact that
c0 is an extremal point of C ∩H, the convex combination
(E.9) implies
d1
L(d1)
=
d2
L(d2)
, (E.10)
which implies the linear dependence of d1 and d2. Thus,
c0 is an extremal direction of C and coni(c0) ∈ extr(C).
Since c0 was arbitrary in ep(C∩H), this proves the reverse
inclusion to (E.8). Thus, the equality
extr(C) = {coni(c) : c ∈ ep(C ∩H)} (E.11)
holds. 
Proposition 17. If C ⊆ V is a pointed cone, then it
holds that
C = conv
(⋃
l∈extr(C) l
)
. (IV.1)
Proof. By applying lemma E.1 to the non-empty compact
convex set C ∩ H (with H defined in lemma E.2, and
the non-empty compact convex set also established in
lemma E.2):
C ∩H = conv(ep(C ∩H)) . (E.12)
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It is clear that C = coni(C ∩H). It is also easy to show
that for any setX ⊆ V, conv(coni(X)) = coni(conv(X)).
Thus,
C = coni(C ∩H) = coni(conv(ep(C ∩H)))
= conv(coni(ep(C ∩H))) . (E.13)
Note that coni(ep(C ∩H)) = ⋃c∈ep(C∩H) coni(c). By
(E.3) of lemma E.2, it holds that
coni(ep(C ∩H)) = ⋃l∈extr(C) l. (E.14)
Together with (E.13) this proves
C = conv
(⋃
l∈extr(C) l
)
.  (E.15)
Let us restate definition 18 and prove proposition 19.
Definition 18 (Spanning cone). A convex cone C ⊆ V
is a spanning cone in V if
(i) C is closed;
(ii) C 6= V;
(iii) span(C) = V.
We will need the following lemma.
Lemma E.3. Let C ⊆ V be a closed convex cone. Then,
[C+V ]+V = C. (E.16)
Proof. If C is the empty set, (E.16) is readily verified. We
thus assume C to be non-empty. One direction is easy to
verify directly:
C ⊆ [C+V ]+V . (E.17)
Let us consider the other direction. Suppose there existed
v0 ∈ [C+V ]+V such that v0 /∈ C. Using that C is closed,
by theorem 3.2.2 in [12], there exists n ∈ V, α ∈ R such
that
∀c ∈ C : 〈n, c〉V ≥ α, (E.18a)
〈n, v0〉V < α. (E.18b)
Because 0 ∈ C for any cone, (E.18a) implies α ≤ 0. This
proves that
〈n, v0〉V < 0. (E.19)
The conic structure of C and (E.18a) imply, for all c ∈ C,
∀λ ∈ R≥0 : 〈n, λc〉V ≥ α, (E.20)
or, for all λ > 0, 〈n, c〉V ≥ (α/λ). By taking the limit
λ→∞, this proves that 〈n, c〉V ≥ 0, so that
∀c ∈ C : 〈n, c〉V ≥ 0, (E.21a)
〈n, v0〉V < 0. (E.21b)
Equation (E.21a) proves that n ∈ C+V . Thus, it must
holds that since v0 ∈ [C+V ]+V , 〈n, v0〉V ≥ 0, which con-
tradicts equation (E.21b). This contradiction proves that
there cannot exists v0 ∈ [C+V ]+V and v0 /∈ C, which
proves that [C+V ]+V ⊆ C. Thus both inclusions are
proven and the claim follows. 
Proposition 19. If C ⊆ V is a spanning cone, then
the polar cone C+V ⊆ V (definition 7) is a pointed cone,
which implies by proposition 17 that
C+V = conv
(⋃
l∈extr(C+V ) l
)
. (IV.2)
Proof. Let us prove that C+V is a pointed cone by ver-
ifying the assumptions of definition 16. Clearly, from
definition 7 of the polar cone, C+V is closed. Now, let us
prove that C+V 6= {0}. We reason by contradiction: if
C+V = {0}, this means that [C+V ]+V = V. But since C is
closed by virtue of (i) in definition 18, by lemma E.3, it
holds that [C+V ]+V = C. Thus, if C+V = {0}, then C = V,
which contradicts assumption (ii) of definition 18.
It remains to verify the property (iii) of pointed cones
in definition 16. By property (iii) of spanning cones in
definition 18, span(C) = V, so that we may choose a basis
of V of the form {ci ∈ C}dim(V)i=1 . Consider the linear map
L : V → R defined by
L(·) :=
dim(V)∑
i=1
〈ci, ·〉V . (E.22)
Clearly, for all d ∈ C+V , L(d) ≥ 0. If L(d) = 0 for some
d ∈ C+V , then by the non-negativity of each term in the
sum we must have for all i = 1, . . . ,dim(V): 〈ci, d〉V =
0. Because the ci’s span V, by linearity of the scalar
product it holds that 〈v, d〉V = 0 for all v ∈ V. The non-
degeneracy of the inner product proves d = 0, so that L
verifies indeed assumption (iii) of definition 16.
We have proven that spanning cones defined in def-
inition 18 have polar cones which are pointed cone as
defined in definition 16. 
Proposition 21. A solution to the vertex enumeration
problem allows one to represent a spanning pointed cone
C ⊆ V as the intersection of half-spaces:
C = ⋂
l∈V.EV
[
extr(C)
] l+V . (IV.4)
Proof. Since C is a spanning pointed cone, by defini-
tion 16 it is closed, so that by lemma E.3,
C = [C+V ]+V = {v ∈ V : 〈v, d〉V ≥ 0 ∀d ∈ C+V}. (E.23)
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In particular, for all v ∈ C, it holds that 〈v, d〉V ≥ 0 for
all d ∈ l ∈ extr(C+V ). Thus,
C ⊆ ⋂l∈extr(C+V ) l+V . (E.24)
Now, let v ∈ ⋂l∈extr(C+V ) l+V . We will show that also
v ∈ C. By equation (E.23), it suffices to verify that for
an arbitrary d ∈ C+V , 〈v, d〉V ≥ 0. Now, since C is a
spanning cone, by proposition 19, it holds that there must
exist a finite number N ∈ N of elements di each belonging
to an extremal line li of C+V such that
d =
N∑
i=1
di. (E.25)
Then, 〈v, d〉V =
∑N
i=1 〈v, di〉V . Due to v ∈⋂
l∈extr(C+V ) l
+V , and di ∈ li ∈ extr(C+V ), it is clear that
〈v, d〉V ≥ 0. Thus, it holds that
C = ⋂l∈extr(C+V ) l+V . (E.26)
Because C is a spanning pointed cone, the vertex enu-
meration problem of definition 20 is well-defined and it
holds that extr(C+V ) = V.EV
[
extr(C)], which concludes
the proof. 
2. General aspects of the algorithm
Lemma E.4. It holds that
PR (s) = PR (s), (E.27a)
PR (e) = PR (e). (E.27b)
Proof. Let us prove (E.27a). Clearly, PR (s) ⊆ PR (s).
Then, let ρ¯∗ ∈ PR (s) be arbitrary. By lemma C.2,
there exists a sequence (ρ¯n ∈ PR (s))n∈N such that
ρ¯∗ = limn→∞ ρ¯n. For all n, choose any ρn ∈ s such that
PR (ρn) = ρ¯n. Because the set s is bounded, the sequence
(ρn ∈ s)n∈N is also bounded. By the Bolzano-Weierstrass
theorem C.1, there exists a set of indices {nk}k ⊆ N and
ρ∗ ∈ s such that
lim
k→∞
ρnk = ρ
∗. (E.28)
Then, by lemma C.4, the subsequence (ρ¯nk)k must con-
verge to ρ¯∗, so that
ρ¯∗ = lim
k→∞
ρ¯nk = lim
k→∞
PR (ρnk) = PR (ρ
∗) ∈ PR (s) .
(E.29)
Note that we used the continuity of PR (·) to conclude.
The proof of (E.27b) is analogous and relies on the
boundedness of e. 
Proposition 22.
PR (s)
+R = [coni(PR (s))]+R , (IV.5a)
PR (e)
+R = [coni(PR (e))]+R . (IV.5b)
Proof. Let us prove equation (IV.5a) explicitly. Strictly
speaking, we could simply use PR (s) rather than PR (s)
in every instance it appears, but since the two sets are
equal (lemma E.4), for notational purposes we prefer the
use of PR (s). First, note that the polar of a set is equal
to the polar of its closure. Indeed, consider PR (s)
+R .
One direction is clear thanks to lemma A.7: PR (s)
+R ⊆
PR (s)
+R . Now, consider any s ∈ PR (s)+R , and let us
show that also s ∈ PR (s)+R . It suffices to show that
〈s, ρ¯〉R ≥ 0 for any element ρ¯ ∈ PR (s). Such elements ρ¯
can be written as the limit of a converging sequence (ρ¯n ∈
PR (s))n∈N, thanks to lemma C.2. Then, by lemma C.1
which states the continuity of the scalar product, and by
the closure of the set R≥0, it holds that
〈s, ρ¯〉R = limn→∞ 〈s, ρ¯i〉R ∈ R≥0. (E.30)
Thus we have PR (s)
+R = PR (s)
+R . Clearly, the po-
lar cone of a set X and the polar cone to coni(X) are
equal, so that PR (s)
+R = coni(PR (s))
+R . This proves
equation (IV.5a), and the proof of equation (IV.5b) is
completely analogous. 
The following lemmas is an intermediate step towards
proving proposition 23.
Lemma E.5. There exists a linear map L : R → R such
that for all s ∈ coni(PR (s)),
L(s) ≥ 0 (E.31)
with equality if and only if s = 0.
Proof. Choose L(·) = 〈·, PR (1H)〉R. For all s ∈
coni(PR (s)), there exists λ ∈ R≥0 and ρ¯ ∈ PR (s) such
that s = λρ¯. Then, L(s) = λL(ρ¯) = λ ≥ 0 where we used
lemma B.7 to assert 〈ρ¯, PR (1H)〉R = 1 (strictly speaking,
if ρ¯ ∈ PR (s) \PR (s), one needs to consider a converging
sequence of elements of PR (s) to assert that the limit
also has unit trace). Also, L(s) = 0 implies λ = 0 so that
s = λρ¯ = 0. Thus, for all s ∈ coni(PR (s)), L(s) ≥ 0
with equality if and only if s = 0. 
Lemma E.6. There exists a linear map L : R → R such
that for all e ∈ coni(PR (e)),
L(e) ≥ 0 (E.32)
with equality if and only if e = 0.
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Proof. Choose a (non-orthornomal) basis of R in the
form {PR (ρi) : ρi ∈ s}dim(R)i=1 , which is always possi-
ble by corollary B.6. Then, define for all r ∈ R:
L(r) =
dim(R)∑
i=1
〈PR (ρi) , r〉R . (E.33)
Then, consider an arbitrary element of coni(PR (e)) writ-
ten in the form λPR (E) for some λ ∈ R≥0 and E ∈ e.
Thanks to proposition 4,
L(λPR (E)) = λ
dim(R)∑
i=1
〈ρi, E〉L(H) ≥ 0. (E.34)
Equality implies for all i = 1, . . . ,dim(R) that
0 = λ 〈ρi, E〉L(H) = 〈PR (ρi) , λPR (E)〉R , (E.35)
but since the set {PR (ρi)}i spans R, this implies
〈r, λPR (E)〉R = 0 for all r ∈ R, which by the non-
degeneracy of the inner product implies
λPR (E) = 0.  (E.36)
Proposition 23. coni(PR (s)) and coni(PR (e)) are
spanning pointed cones in R.
Proof. Let us verify the definition 16 of pointed cones.
The closure of coni(PR (s)) and coni(PR (e)) is clear, so
(i) of definition 16 is verified. By lemma B.9, PR (s) and
PR (e) are strict supersets of {0 ∈ R}, which proves that
also coni(PR (s)) and coni(PR (e)) are strict supersets
of {0}, verifying (ii) of definition 18. The property (iii)
was proven separately in lemmas E.5 and E.6. Thus,
coni(PR (s)) and coni(PR (e)) are pointed cones in R.
Now we verify the definition 18 of spanning cones.
Consider the property (ii) (“C 6= V”) of definition 18: it
is automatically verified thanks to the fact that (ii) (“C 6=
∅, C 6= {0}”) of definition 16 holds. Property (iii) follows
directly from the subset inclusion PR (s) ⊂ coni(PR (s))
and PR (e) ⊂ coni(PR (e)) together with corollary B.6.
This proves that coni(PR (s)) and coni(PR (e)) are also
spanning cones. 
Proposition 24. Sep(s, e) is a spanning pointed cone in
R⊗R.
Proof. The closure of Sep(s, e) was proven in proposi-
tion C.9. By lemma B.9, Sep(s, e) 6= {0} ⊂ R ⊗ R.
Then, define the linear map L : R ⊗ R → R by: for all
Ω ∈ R⊗R,
L(Ω) :=
dim(R)∑
i,j=1
〈
ρ¯i ⊗ E¯j ,Ω
〉
R⊗R , (E.37)
where {ρ¯i ∈ PR (s)}dim(R)i=1 and {E¯j ∈ PR (e)}dim(R)j=1
are two bases of R, which is possible thanks to corol-
lary B.6. Now consider any Ω ∈ Sep(s, e): then, by
definition 9, there exists n ∈ N and {Fk ∈ PR (s)+R}nk=1,
{σk ∈ PR (e)+R}nk=1 such that Ω =
∑n
k=1 Fk⊗σk. Then,
L(Ω) =
∑
i,j,k
〈ρ¯i, Fk〉R
〈
E¯j , σk
〉
R . (E.38)
Thanks to the domains of the respective elements, each
scalar product is a non-negative number. Thus L(Ω) ≥ 0,
and equality implies for all k = 1, . . . , n that
∀i, j = 1, . . . ,dim(R) : 〈ρ¯i ⊗ E¯j , Fk ⊗ σk〉R⊗R = 0.
(E.39)
But {ρ¯i ⊗ E¯j}dim(R)i,j=1 is a basis of R⊗R, so that in fact,
for all k = 1, . . . , n:
∀R ∈ R⊗R : 〈R,Fk ⊗ σk〉R⊗R = 0. (E.40)
By the non-degeneracy of the inner product, each term
Fk ⊗σk is zero so that Ω = 0. This proves that Sep(s, e)
is a pointed cone.
For the spanning cone aspect, (ii) of definition 18 holds
thanks to (iii) of definition 16. The spanning property
(iii) of definition 18 follows from the fact that the follow-
ing basis of R⊗R:
{E¯i ⊗ ρ¯j : E¯i ∈ PR (e) , ρ¯j ∈ PR (s)}dim(R)i,j=1 (E.41)
is a subset of Sep(s, e). This concludes the proof. 
In the course of the proof of proposition 26, we will
need the notion of partial scalar product over a tensor
product space, which took its inspiration from the partial
trace familiar from quantum mechanics.
Definition E.7 (Partial scalar product). For any a⊗b ∈
R⊗R, for any r ∈ R, define
S1(a⊗ b, r) := 〈a, r〉R b, (E.42a)
S2(a⊗ b, r) := 〈b, r〉R a, (E.42b)
and extend these definitions by linearity to obtain bilinear
maps:
S1(·, ·) : (R⊗R)×R → R, (E.43a)
S2(·, ·) : (R⊗R)×R → R. (E.43b)
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Lemma E.8. For any Ω ∈ Sep(s, e), for any ρ¯ ∈ PR (s),
it holds that
S1(Ω, ρ¯) ∈ PR (e)+R . (E.44)
For any Ω ∈ Sep(s, e), for any E¯ ∈ PR (e), it holds that
S2(Ω, E¯) ∈ PR (s)+R . (E.45)
Proof. Consider any Ω ∈ Sep(s, e). By definition 9, there
exist n ∈ N and {Fi ∈ PR (s)+R}ni=1, {σi ∈ PR (e)+R}ni=1
such that Ω =
∑n
i=1 Fi⊗σi. Then, by definition E.7, for
any ρ¯ ∈ PR (s),
S1(Ω, ρ¯) =
n∑
i=1
〈Fi, ρ¯〉R σi. (E.46)
Since PR (e)
+R is a convex cone, σi ∈ PR (e)+R and
〈Fi, ρ¯〉R ≥ 0, it holds that S1(Ω, ρ¯) ∈ PR (e)+R . The
proof that for any E¯ ∈ PR (e): S2(Ω, E¯) ∈ PR (s)+R is
analogous. 
Proposition 26. It holds that
extr(Sep(s, e)) =
{
l1 ⊗set l2 : l1 ∈ extr(PR (s)+R),
l2 ∈ extr(PR (e)+R)
}
. (IV.8)
Proof. It is easy to see from definition 9 of Sep(s, e) that
Sep(s, e) =
conv
(⋃
l1∈extr(PR(s)+R ),l2∈extr(PR(e)+R ) l1 ⊗set l2
)
.
(E.47)
This shows that the set of extremal half-lines of Sep(s, e)
have to be a subset of or equal to the set{
l1 ⊗set l2 : l1 ∈ extr(PR (s)+R), l2 ∈ extr(PR (e)+R)
}
.
(E.48)
It remains to show that the set (E.48) contains no more
than the extremal half-lines of Sep(s, e), i.e. that each
half-line in (E.48) is indeed an extremal half-line of
Sep(s, e).
For any l1 ∈ extr(PR (s)+R), choose F ∈ l1, F 6= 0.
Then, for any l2 ∈ extr(PR (e)+R), choose σ ∈ l2, σ 6= 0.
Now consider any Ω1,Ω2 ∈ Sep(s, e) that verify
F ⊗ σ = Ω1 + Ω2. (E.49)
Choose now any ρ¯ ∈ PR (s), and take the partial scalar
product defined in definition E.7:
〈F, ρ¯〉R σ = S1(Ω1, ρ¯) + S1(Ω2, ρ¯). (E.50)
Note that 〈F, ρ¯〉R ≥ 0 and thanks to lemma E.8,
S1(Ω1, ρ¯) and S1(Ω2, ρ¯) belong to the cone PR (e)
+R .
There are two cases to consider. If 〈F, ρ¯〉R > 0, then
〈F, ρ¯〉R σ is part of the extremal half-line l2 of PR (e)+R .
Then, the definition A.6 of extremal half-lines and equa-
tion (E.50) imply that S1(Ω1, ρ¯) and S1(Ω2, ρ¯) are both
scalar multiples of σ:
S1(Ω1, ρ¯) = f1(ρ¯)σ, (E.51a)
S1(Ω2, ρ¯) = f2(ρ¯)σ, (E.51b)
where we allowed the scalar multiples fi(ρ¯) ∈ R to depend
on ρ¯.
This was when 〈F, ρ¯〉R > 0. If instead, 〈F, ρ¯〉R = 0,
then (E.50) becomes S1(Ω1, ρ¯) + S1(Ω2, ρ¯) = 0. Both
elements S1(Ωi, ρ¯) belong to PR (e)
+R , so that by tak-
ing the inner product with any E¯ ∈ PR (e), we must
have
〈
S1(Ωi, ρ¯), E¯
〉
R = 0 for i = 1, 2. Since the set
PR (e) spans R according to corollary B.6, it must be
that S1(Ωi, ρ¯) = 0 ∈ R. In this case, extend the maps fi
defined in (E.51) to be 0 for such ρ¯.
This proves that for any ρ¯ ∈ PR (s), there exist maps
fi : ρ¯ ∈ PR (s) → R such that (E.51) still holds. The
mappings fi inherit properties from the left-hand sides
of (E.51): in particular, the fi must be convex linear
over the domain PR (s). By repeating the argument of
proposition B.11, it holds that there exist unique linear
extensions fi : R → R. By Riesz’ representation theo-
rem B.1, there exist g1, g2 ∈ R such that fi(r) = 〈gi, r〉R
for all r ∈ R. Thus, for i = 1, 2, we must have: for all
r, r′ ∈ R,
〈S1(Ωi, r), r′〉R = 〈〈gi, r〉R σ, r′〉R , (E.52)
which may be rewritten as
〈Ωi, r ⊗ r′〉R⊗R = 〈gi ⊗ σ, r ⊗ r′〉R⊗R . (E.53)
The non-degeneracy of the inner product implies Ωi =
gi⊗σ. Now, choose any E¯ ∈ PR (e) such that
〈
σ, E¯
〉
R ≥
0. This is always possible, otherwise it implies that σ = 0.
By lemma E.8, it must be that S2(Ωi, E¯) ∈ PR (s)+R ,
which implies that gi ∈ PR (s)+R .
We return to equation (E.49) which now reads:
F ⊗ σ = g1 ⊗ σ + g2 ⊗ σ. (E.54)
Since we assumed σ 6= 0, this implies
F = g1 + g2. (E.55)
This is a decomposition of the extremal direction F ∈
PR (s)
+R over two other directions gi ∈ PR (s)+R : is
must be that the gi’s are linearly dependent, which im-
plies the linear dependence of Ω1 = g1 ⊗ σ and Ω2 =
g2 ⊗ σ.
This proves that the direction F ⊗σ is extremal, which
proves that any half-lines in{
l1 ⊗set l2 : l1 ∈ extr(PR (s)+R), l2 ∈ extr(PR (e)+R)
}
(E.56)
is an extremal half-line of Sep(s, e). This concludes the
proof. 
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3. Computational equivalence of reduced spaces
Proposition 30. Given any two finite dimensional real
inner product spaces U , V such that dim(U) = dim(V),
any two convex cones C ⊆ U and D ⊆ V such that C ∼ D
have the following properties:
(i) there is a one-to-one correspondence between the
extremal half-lines of C and those of D;
(ii) the same holds for the extremal half-lines of the po-
lar cones due to C+U ∼ D+V .
Proof. Since C ∼ D, let Φ : U → V be the invertible
linear map of definition 28 that verifies Φ(C) = D.
(i) It suffices to prove that given an extremal direction
c ∈ C, Φ(c) is an extremal direction of D. Take d1, d2 ∈ D
such that
Φ(c) = d1 + d2. (E.57)
Then, apply the inverse linear map Φ−1:
c = Φ−1(d1) + Φ−1(d2). (E.58)
The fact that c ∈ C is an extremal direction of C and the
fact that Φ−1(d1),Φ−1(d2) ∈ C imply that Φ−1(d1) =
Φ−1(d2) = c; but by applying the map Φ this proves
that
d1 = d2 = Φ(c), (E.59)
and thus Φ(c) is an extremal direction of D. Thus, Φ is
a linear isomorphism that makes a one-to-one correspon-
dence between extremal lines of C and of D.
(ii) Let us prove that C+U ∼ D+V . It suffices to exhibit
an invertible isomorphism Ψ : U → V such that
Ψ(C+U ) = D+V . (E.60)
Let Ψ be the dual map to the inverse of Φ: Ψ := (Φ−1)∗.
This map is invertible and linear: its inverse is simply
Φ∗. Let us verify (E.60): let u ∈ C+U , and we will prove
that (Φ−1)∗(u) ∈ D+V . Indeed, for all d ∈ D, the dual
property reads〈
(Φ−1)∗(u), d
〉
V =
〈
u,Φ−1(d)
〉
U . (E.61)
The properties of Φ inherited from definition 28 prove
that Φ−1(d) ∈ C. Due to u ∈ C+U and Φ−1(d) ∈ C, the
right-hand side of (E.61) is non-negative. d ∈ D was
arbitrary so that indeed, for all u ∈ C+U ,
Ψ(u) = (Φ−1)∗(u) ∈ D+V . (E.62)
The invertibility of Ψ then proves (E.60). 
Lemma E.9. For any Ralt with associated mappings f ,g
(definition 13), there exist invertible linear maps Φs,Φe :
R → Ralt such that for all s ∈ span(s), for all e ∈
span(e),
Φs(PR (s)) = f(s), (E.63a)
Φe(PR (e)) = g(e). (E.63b)
Proof. A suitable choice for Φe was given in the proof of
proposition 15. We will slightly tune this construction to
obtain a valid choice for Φs.
Let d := dim(R) = dim(Ralt) (by proposition 15).
Let {Ti ∈ Ralt}di=1 be an orthonormal basis of Ralt. By
equation (III.15c), there exist elements ei ∈ span(e) such
that Ti = g(ei) for all i = 1, . . . , d.
Now let {Rj ∈ R}dj=1 be an orthonormal basis of R.
By corollary B.6, there exist elements fj ∈ span(s) such
that Rj = PR (fj) for all j = 1, . . . , d.
Then, define the linear maps Φs : R → Ralt and φs :
Ralt → R by: for all r ∈ R, for all t ∈ Ralt,
Φs(r) =
d∑
i=1
〈PR (ei) , r〉R Ti, (E.64a)
φs(t) =
d∑
j=1
〈g(fj), t〉Ralt Rj . (E.64b)
It holds that Φs(PR (s)) = f(s) for all s ∈ span(s). In-
deed, using lemma D.1 but swapping the arguments of
the symmetric scalar product: for all s ∈ span(s),
Φs(PR (s)) =
d∑
i=1
〈PR (ei) , PR (s)〉R Ti
=
d∑
i=1
〈g(ei), f(s)〉Ralt Ti
=
d∑
i=1
〈Ti, f(s)〉Ralt Ti = f(s). (E.65)
In the last line, we used the resolution of the identity for
Ralt in the basis {Ti}i. Similarly, for all s ∈ span(s)
it holds that φs(f(s)) = PR (s). Indeed, using again
lemma D.1: for all s ∈ span(s),
φs(f(s)) =
d∑
j=1
〈g(fj), f(s)〉Ralt Rj
=
d∑
j=1
〈PR (fj) , PR (s)〉RRj
=
d∑
j=1
〈Rj , PR (s)〉RRj = PR (s) . (E.66)
We used the completeness relation of R in the basis
{Ri}i. Let us now verify that φs = Φ−1s . For all r ∈ R,
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let s ∈ span(s) be such that r = PR (s).
φs ◦ Φs(r) = φs(Φs(PR (s))) = φs(f(s)) = PR (s) = r,
(E.67)
where we used the properties (E.65) and (E.66) to con-
clude. This shows φs ◦ Φs = 1R. The proof that
Φs ◦ φs = 1Ralt is analogous. Thus φs = Φ−1s . 
Proposition 29. Choosing any alternative reduced space
Ralt with associated mappings f, g (definition 13), it
holds that:
coni(PR (s))) ∼ coni(f(s)) , (IV.27a)
coni(PR (e))) ∼ coni(g(e)) , (IV.27b)
Sep(s, e) ∼ Sep(s, e)alt, (IV.27c)
where
Sep(s, e)alt := conv
(
f(s)+Ralt ⊗set g(e)+Ralt
)
. (IV.28)
Proof. Due to coni(s) ⊆ span(s), the invertible linear
map Φs from lemma E.9 verifies by equation (E.63a):
Φs(PR (coni(s))) = f(coni(s)). (E.68)
The fact that linear operations and conical hulls commute
implies (IV.27a), and the proof of (IV.27b) is analogous.
Now, proposition 30 proved that if two cones are iso-
morphic in the sense of definition 28, their polar cones
are also isomoprhic. Let Ψs : R → Ralt be the invert-
ible linear map that relates the polar cones of the cones
involved in (IV.27a):
Ψs(PR (s)
+R) = f(s)+Ralt. (E.69)
We used proposition 22 and its alternative version inRalt
to simplify the expressions of the polar cones. Similarly,
let Ψe : R → Ralt be the invertible linear map that
relates the polar cones of the cones of (IV.27b):
Ψe(PR (e)
+R) = g(e)+Ralt. (E.70)
The linear map that establish (IV.27c) is then simply the
tensor product map Ψs⊗Ψe that acts as follows: for any
r, r′ ∈ R,
Ψs ⊗Ψe(r ⊗ r′) = Ψs(r)⊗Ψe(r′), (E.71)
and extend this definition by linearity. This linear map is
invertible, and allows one to easily verify (IV.27c). This
concludes the proof. 
Appendix F: Connections with generalized
probabilistic theories
Let us restate the definition of a simplex-embeddable
generalized probabilistic theory. We build on top of the
notation of section V, and additional notation comes from
[7].
Definition F.1 (Adapted from [7]). A tomographically
complete generalized probabilistic theory (definition 31)
(V,Ω, E) is simplex embeddable in d dimensions if and
only if there exist:
(i) a d-dimensional real inner product space W;
(ii) a simplex ∆d ⊂ W with d linearly independent ver-
tices denoted {δi ∈ W}di=1;
(iii) a linear map ι : V → W such that ι(Ω) ⊆ ∆d;
(iv) a linear map κ : V → W such that for all E ∈ E,
for all i = 1, . . . , d: 〈κ(E), δi〉W ∈ [0, 1];
where the maps ι, κ must verify the consistency require-
ment: for all ρ ∈ Ω, E ∈ E:
〈ρ,E〉V = 〈ι(ρ), κ(E)〉W . (F.1)
The fact that the vertices of the simplex ∆d are linearly
independent in (ii) of definition F.1 is equivalent to the
fact that their affine span does not contain the origin
0 ∈ W, which was the condition stated in definition 1 of
[7]. Let us now prove proposition 32.
Proposition 32. Any tomographically complete gener-
alized probabilistic theory (V,Ω, E) is simplex-embeddable
in d dimensions in the sense of definition 1 of [7], if and
only if the tomographically complete prepare-and-measure
scenario (Ω, E) admits a classical model in the sense of
definition 5 (under the substitution (V.1)) with a discrete
ontic space of finite cardinality d.
Proof. First, note that the existence of a classical model
as in definition 5 under the substitution (V.1) is equiv-
alent to the criterion given in theorem 1 under the sub-
stitution (V.1). We will prove the claim using the latter
rather than the former.
Suppose that the generalized probabilistic theory
(V,Ω, E) is simplex-embeddable in d dimensions as in def-
inition F.1: we will first prove that there exists a classical
model as in theorem 1 under the substitution V.1 with
a discrete, finite ontic space of cardinality d. The set
{δi ∈ W}di=1 forms a basis ofW, so that there must exist
coordinate functions λi : V → R for all i = 1, . . . , d such
that
∀v ∈ V : ι(v) =
d∑
i=1
λi(v)δi. (F.2)
By Riesz’ representation theorem B.1, there must exist
{Fi ∈ V}di=1 such that: for all v ∈ V, for all i = 1, . . . , d,
λi(v) = 〈v, Fi〉V (F.3)
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Consider now for any i = 1, . . . , d the linear maps
〈κ(·), δi〉W : V → R. (F.4)
Applying Riesz’ representation theorem B.1 again, there
must exist {σi ∈ V}di=1 such that: for all v ∈ V, for all
i = 1, . . . , d,
〈κ(v), δi〉W = 〈σi, v〉V . (F.5)
The consistency requirement (F.1) of definition F.1 reads:
for all ρ ∈ Ω, for all E ∈ E ,
〈ρ,E〉V = 〈ι(ρ), κ(E)〉W =
d∑
i=1
λi(ρ) 〈δi, κ(E)〉W
=
d∑
i=1
〈ρ, Fi〉V 〈σi, E〉V . (F.6)
Consider now theorem 1 under the substitution (V.1).
Recall that for a tomographically complete generalized
probabilistic theory, the reduced space is simply given by
the whole vector space V as was illustrated in (V.4). We
will show that the primitives Λ = {1, . . . , d}, {Fi ∈ V}di=1
and {σi ∈ V}di=1 match the requirements of theorem 1.
First off, the generalized version of the consistency re-
quirement (II.19) of theorem 1 is equivalent to (F.6) to-
gether with the fact that span(Ω) = span(E) = V as
assumed in definition 31.
Let us now verify the positivity relations of equations
(II.17). Let ρ ∈ Ω. By definition F.1, it holds that
ι(ρ) ∈ ∆d. (F.7)
The main property of a simplex such as ∆d is that it is
the convex hull of its d extremal points which are linearly
independent: thus, any point ι(ρ) ∈ ∆d may be written
as a convex combination
ι(ρ) =
d∑
i=1
λi(ρ)δi, (F.8)
with
∀i = 1, . . . , d : λi(ρ) ≥ 0, (F.9a)
d∑
i=1
λi(ρ) = 1. (F.9b)
Because the set {δi}di=1 forms a basis of W, the λi(ρ)’s
are unique and are thus the same as in (F.2). Rewriting
(F.9) with the operators Fi defined in (F.3): for all ρ ∈ Ω,
∀i = 1, . . . , d : 〈Fi, ρ〉V ≥ 0, (F.10a)
d∑
i=1
〈Fi, ρ〉V = 1. (F.10b)
Equation (F.10a) proves that
Fi ∈ Ω+V , (F.11)
which corresponds to the non-negativity requirement
(II.17a) under the substitution (V.1) (again recall R = V
in this case). We now recall the property (iv) of the defi-
nition F.1 of simplex-embeddability, and rewrite it using
equation (F.5): for all E ∈ E , for all i = 1, . . . , d,
〈σi, E〉V = 〈κ(E), δi〉V ∈ [0, 1]. (F.12)
The fact that 〈σi, E〉V ≥ 0 proves (II.17b) under the sub-
stitution (V.1): indeed, it holds that for all i = 1, . . . , d,
σi ∈ E+V . (F.13)
Equations (II.17) and (II.19) are verified, so let us ver-
ify (II.18). First, recall the defining property of the unit
element u ∈ E : for all ρ ∈ Ω, 〈ρ, u〉V = 1. Using (F.6),
for any ρ ∈ Ω,
1 = 〈ρ, u〉V =
d∑
i=1
〈ρ, Fi〉V 〈σi, u〉V . (F.14)
Since for all i = 1, . . . , d, it holds that 〈ρ, Fi〉V ≥ 0 ac-
cording to (F.11) and 〈σi, u〉V ∈ [0, 1] according to (F.12),
if there existed j such that 〈σj , u〉V < 1, then,
1 =
d∑
i=1
〈ρ, Fi〉V 〈σi, u〉V <
d∑
i=1
〈ρ, Fi〉V = 1. (F.15)
We used (F.10b) to conclude. This yields a contra-
diction so that we conclude that 〈σi, u〉V = 1 for all
i = 1, . . . , d which proves (II.18) under the substitu-
tion (V.1). Thus, we conclude that if the tomographi-
cally complete generalized probabilistic theory (V,Ω, E)
is simplex-embeddable in d dimensions, then there ex-
ists a classical model for the tomographically complete
prepare-and-measure scenario (Ω, E) as in theorem 1 un-
der the substitution (V.1) with the ontic space Λ =
{1, . . . , d}.
Consider now the other direction: suppose that the
tomographically complete prepare-and-measure scenario
(Ω, E) admits a classical model with discrete ontic space
of cardinality d. Again, the assumption of tomograph-
ically complete (Ω, E) imply R = V as in (V.4). Let
the ontic primitives of theorem 1, under the substitution
(V.1) be denoted {Fi ∈ Ω+V}di=1 and {σi ∈ E+V}di=1.
Now, we consider the euclidean space Rd, equipped with
an orthonormal basis {δi ∈ Rd}di=1. These define the
simplex ∆d ⊂ Rd:
∆d := conv
({δi}di=1) . (F.16)
Now, define the linear maps ι, κ : V → Rd by: for all
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v ∈ V,
ι(v) =
d∑
i=1
〈v, Fi〉V δi, (F.17a)
κ(v) =
d∑
i=1
〈σi, v〉V δi. (F.17b)
We will now verify first the consistency requirement
(F.1), then (iii) and (iv) of definition F.1: this will prove
the validity of the simplex-embedding under considera-
tion. Using the orthonormality of the basis {δi}i: for all
ρ ∈ Ω, for all E ∈ E ,
〈ι(ρ), κ(E)〉Rd =
d∑
i=1
〈ρ, Fi〉V 〈σi, E〉V = 〈ρ,E〉V , (F.18)
where we used the consistency requirement (II.19) of the
theorem 1 for the existence of the classical model to con-
clude. This proves the consistency requirement (F.1) of
definition F.1. Let us now prove (iii), i.e. that for all
ρ ∈ Ω: ι(ρ) ∈ ∆d. Fix the argument ρ ∈ Ω. By the
definition (F.17a), ι(ρ) =
∑d
i=1 〈ρ, Fi〉V δi. The property
(II.17a) stating in this case that Fi ∈ Ω+V proves that:
for all i = 1, . . . , d,
λi := 〈ρ, Fi〉V ≥ 0. (F.19)
Furthermore, using the normalization 〈σi, u〉V = 1 as in
(II.18) first, and then the consistency requirement (II.19):
d∑
i=1
λi =
d∑
i=1
〈ρ, Fi〉V =
d∑
i=1
〈ρ, Fi〉V 〈σi, u〉V
= 〈ρ, u〉V = 1. (F.20)
Equations (F.19) and (F.20) prove that ι(ρ) =
∑d
i=1 λiδi
is a convex combination of the δi’s, and hence for any
ρ ∈ Ω it holds that ι(ρ) ∈ ∆d ⊆ Rd. Hence (iii) of
definition F.1 is verified.
Let us now verify (iv), i.e that for all E ∈ E , for all
i = 1, . . . , d: 〈κ(E), δi〉Rd ∈ [0, 1]. Fix i ∈ {1, . . . , d} and
E ∈ E . By the definition (F.17b) of the mapping κ and
the orthonormality of the δi’s: 〈κ(E), δi〉Rd = 〈σi, E〉V .
Using the normalization (II.18):
1 = 〈σi, u〉V = 〈σi, E〉V + 〈σi, u− E〉V . (F.21)
Using that since E ∈ E , also u − E ∈ E , and using
(II.17b) that states here that σi ∈ E+V , it holds that
〈σi, E〉V , 〈σi, u− E〉V ≥ 0. Then, (F.21) implies also
that 〈σi, E〉V ≤ 1. This proves that
〈κ(E), δi〉V = 〈σi, E〉V ∈ [0, 1]. (F.22)
Thus (iv) of definition F.1 is also verified. This proves
that indeed (V,Ω, E) is simplex-embeddable in d dimen-
sions. 
