The method of wavelet thresholding for removing noise, or denoising, has been researched extensively due to its effectiveness and simplicity. Much of the work has been concentrated on finding the best uniform threshold or best basis. However, not much has been done to make this method adaptive to spatially changing statistics which is typical of a large class of images. This work proposes a spatially adaptive wavelet thresholding method based on context modeling, a common technique used in image compression to adapt the coder to the non-stationarity of images. We model each coefficient as a random variable with the Generalized Gaussian prior with unknown parameters. Context modeling is used to estimate the parameters for each coefficient, which are then used to adapt the thresholding strategy. Experimental results show that spatially adaptive wavelet thresholding yields significantly superior image quality and lower MSE than optimal uniform thresholding.
INTRODUCTION
In this paper we address the classical problem of removing additive noise from a corrupted image, or denoising. In recent years there has been a plethora of work on using wavelet thresholding [3] for denoising, in both the signal processing and statistics community, due to its effectiveness and simplicity. In its most basic form, this technique denoises in the orthogonal wavelet domain, where each coefficient is thresholded by comparing against a threshold; if the coefficient is smaller than the threshold, it is set to zero, otherwise it is kept or modified. The intuition is that because the wavelet transform is good at energy compaction, small coefficients are more likely due to noise, and large coefficients due to important signal features (such as edges). The threshold thus acts as an oracle deciding whether or not to keep the coefficients. Most of the literature thus far has concentrated on developing threshold selection methods, with the threshold being uniform or at best one threshold for each subband. Very little has been done on developing thresholds that are adaptive to different spatial characteristics. Other works investigate the choice of wavelet coefficient expansion for the thresholding framework. One particularly interesting result is that thresholding in a shift-invariant expansion (dubbed translation-invariant (TI) denoising by Coifman and Donoho [2] ) eliminates some of the unpleasant artifacts introduced by modifying the coefficients of the orthogonal wavelet expansion. In this paper, we use the wisdom that thresholding in a shift-invariant, overcomplete representation outperforms the orthogonal basis, and also investigate 0-8186-8821-1/98 $10.00 0 1998 IEEE an issue that has not been explored, namely, the spatial adaptivity of the threshold value.
A spatially adaptive thresholding strategy is needed because sometimes a uniform threshold is not good enough. The essence of a threshold is that it should be large enough to kill the noise, but small enough to keep the signal features. However, when the noise coefficients happen to be larger than the signal coefficients, it may not possible to accomplish both goals with just one threshold. Thus, if we can extract additional information from the image to distinguish between the important and noisy coefficients, then adaptive thresholds can be used to reap both the benefits of keeping the important signal features while removing most of the noise.
Most natural images have non-stationary properties, since they typically consist of regions of smoothness and sharp transitions. These regions of varying characteristics can be well differentiated in the wavelet domain, as can be seen in the wavelet decomposition of the lena image in Figure 1 . One observes areas of high and low energy (or large and small coefficient magnitude), represented by white and black pixels, respectively. Areas of high energy correspond to signal features of sharp variation such as edges and textures; areas of low energy correspond to smooth regions. When noise is added, it tends to increase the magnitude of the wavelet coefficient on average. Specifically, in smooth regions, one expects the coefficients to be dominated by noise, thus most of these coefficients should be removed, especially since noise is highly visible here. In regions of sharp transition, the coefficients have a lot of energy due to the signal, and some due to noise (which is not as visible in these regions), thus they should be kept, or at most modified only a little, to ensure that most of the signal details are retained. Thus, the idea is to distinguish between the low and high energy regions, and modify the coefficients using a spatially adaptive thresholding strategy.
It has long been accepted in the subband coding community that for a large class of images, the coefficients in each subband form a distribution well described by the Generalized Gaussian prior [7] . The classification-based compression method in [8] found that these coefficients can be further clustered into several subgroups, each described by this distribution but of different parameters. The clustering of the coefficients is based on context-modeling, a popular method used in compression for differentiating pixels of varied characteristics. Thus, context-modeling allows us to model each coefficient as a Generalized Gaussian random variable with varying parameters. Now, given that we can estimate the parameters for each coefficient, the next step is to use them to calculate the threshold. In [l] , we found that when the signal coefficients are modeled as Generalized Gaussian random variables and the noise as Gaussian, the threshold f = CT' /CT, is a good approximation to the optimal threshold which minimizes the mean squared error of the thresholding estimator, where u2 is the noise power, and u, is the standard deviation of the signal. The simplicity of this threshold makes it easy to achieve spatial adaptivityone only needs to quantify the local characteristic in uZ to make the threshold !f' adaptive on a pixel-by-pixel manner.
Our proposed algorithm is based on using adaptive thresholding in the overcomplete wavelet expansion. This method outperforms both using only adaptive thresholding in the orthogonal expansion or using only uniform thresholding in the overcomplete expansion like the TI denoising. That is, by combining both features, we achieve results which are significantly more superior than either method alone. The organization of this paper is as follows. In Section 2, we introduce the threshold selection method when there is only one class of Generalized Gaussian distributed random variable corrupted by additive Gaussian noise. Because this threshold selection is based on iid noise assumption, the discussion will first set in the orthogonal wavelet transform. Then context modeling is introduced to allow each coefficient be modeled as random variables of different parameters, and the parameters are used to make the threshold spatially adaptive. Finally, we discuss how to extend this adaptive method in the orthogonal expansion to the overcomplete expansion. In Section 3, we will compare the spatially adaptive results with those from the best uniform thresholding strategy (in the mean squared error sense), in both the orthogonal and overcomplete expansion, and show that the combination of using spatially adaptive thresholding and overcomplete expansion yields superior results in both the visual quality and the mean squared error.
ADAPTIVE ALGORITHM
The adaptive algorithm will be developed in the following manner. First, we introduce the concept of modeling the orthogonal wavelet coefficients by the Generalized Gaussian prior (with unknown parameters), and develop a threshold selection method when the coefficients are corrupted by Gaussian noise. Then context modeling is used to model each coefficient as a random variable with different unknown parameters, allowing essentially an infinite mixture of distributions. The threshold for each coefficient is adjusted according to the estimated parameters for that coefficient. Lastly, since the aforementioned algorithm is developed in the orthogonal expansion where the coefficients are uncor- related, we will need to take care in extending it to the overcomplete expansion, where coefficients are correlated.
Coefficient Modeling and Threshold Selection
Let the corrupted image model be 
, J and o E { H L , LH, H H , LL).
It has been observed that for a large class of images, the coefficients from each subband (except LL) form a symmetric distribution that is sharply peaked at zero, well described by the Generalized Gaussian distribu-
where C(a,p) = and r(t) = sooo e-2Lut-1du is the gamma function. . max(lz1 -T , 0), then the optimal threshold T" is defined to be the argument which minimizes the expected squared error, where YIX -q5(y -z,02) and X -GG,,p(z): In [l] , we found that T* can be well approximated by T = u 2 / u x , where Q, is the standard deviation of X . Thus, by estimating the standard deviation of the signal coefficients in each subband, we have a uniform threshold that is adaptive to each subband characteristic. Note that it is not necessary to explicitly estimate the parameters a, ,f3 since the standard deviation suffices for our purpose.
The threshold 5? = u2/uz is not only nearly optimal but also has an intuitive appeal. For such a choice, the normalized threshold T / Q is inversely proportional to uz, the standard deviation of XI and proportional to Q, the noise standard deviation. When a/a, << 1, the signal is much stronger than the noise, thus T / a is chosen to be small in order to preserve most of the signal and remove some of the noise; vice versa, when u/u, >> 1, the noise dominates and the normalized threshold is chosen to be large to remove the noise which has overwhelmed the signal. Thus, this threshold choice adapts to both the signal and noise characteristics reflected in the parameters Q and ox.
2.2.
To make the threshold $ spatially adaptive, we need to develop a method to estimate mX locally, not just at the subband level. To do this, we adopt the context modeling idea used frequently in image compression for adapting the coder to changing image characteristics. That is, the statistical model for a given coefficient is conditioned on a function of its neighbors. In the wavelet-based compression scheme in [8], context modeling was used to further categorize coefficients into several classes of varied activity levels within each subband, that is, classes of Generalized Gaussian distribution with different parameters a, p. The distribution parameters are estimated from the coefficients for each class, which are then used to adapt the coder. Since the description of each class and the distribution parameters needs to be sent as overhead, only four classes were used in [8] . For the denoising problem, there is no need to conserve bits, thus it is not necessary to explicitly classify the pixels, and parameters can be estimated for each coefficient (rather than for each class), resulting in virtually an infinite mixture of distributions.
Consider one particular subband with M 2 Coefficients, and a particular pixel Y('@) [ There are several noteworthy remarks to be made about our proposed approach. One may ask why the local variance is not estimated from, say, a local window, but rather from an indirect way of grouping the coefficients first via its context. Estimating from a local neighborhood is simple, and, as demonstrated by the good performance of the image coder in [4] , it yields an estimate good enough for adapting the coder. However, our experience with noisy images show that such an estimate yields considerably more unreliable variance estimates and also blotchy denoised image. This is because the estimate is highly sensitive to the window size we choose: a small window contains few points and thus yields unreliable estimates; a large window adapts slowly to different characteristics. The context-based grouping allows one to congregate those coefficients with similar context though not necessarily spatially adjacent. It also allows a large number of coefficients to be used in the variance estimation, thus yielding a more reliable estimate. Via some simulations, we find that the neighborhood choice Bij and the weight w used in the context calculation is not very sensitive, as a simple equally weighted average of the eight nearest neighbors yield approximately the same result.
Up to now we have not discussed how to estimate the noise variance a ' . In some practical cases, it is possible to measure a2 based on information other than the corrupted observation. If this is not the case, we estimate it by using the robust median estimator in the highest subband of the
Thresholding in Overcomplete Expansion
Thresholding in the orthogonal wavelet domain produces significantly noticeable artifacts such as Gibbs-like ringing and blips. To ameliorate this unpleasant phenomenon, Coifman and Donoho [2] proposed the translatzon-inwariant ( T I ) denoising. Let shift,,, [.] denote the operation of circularly shifting the input by k indices in the vertical direction and l indices in the horizontal, and let Unshift, e [.] be a similar operation but in the opposite direction. Also, let Denoise[.,T] denote the operation of taking the DWT of an input signal, threshold it with a chosen uniform threshold T , then transform it back to the space domain.
Then the TI denoising yields an output which is the average of the thresholded copies over all possible shifts: 
TI].
The rationale is that since the orthogonal wavelet transform is a time-varying transform and thresholding the coefficients produces ringing-like phenomena, thresholding a shifted input would produce ringing at different locations, and averaging over all different shifts would yield an output with more attenuated artifacts than a single copy alone. TI denoising can be shown to be equivalent to thresholding in the overcomplete representation implemented by the nonsubsampled filter bank as will be described below, up to some scaling in the thresholds. It has been shown to remove some of the ringing artifacts, because denoising in the redundant expansion can be interpreted as an additional averaging. Thus we proceed to extend our spatial adaptive algorithm to this redundant expansion.
The adaptive algorithm in the orthogonal basis described above can easily be extended to the overcomplete basis. Now consider the same orthogonal filters but used in a filter bank without downsampler (see [6] for more detail on non-subsampled filter banks). The filters are renormalized MSE/a AdaptDWT OrcUnifDWT 
Since each set contains uncorrelated coefficients, the noise are also iid within each set as well, and thus the adaptive algorithm can be used for each set of Coefficients. This approach let us circumvent the issue of denoising correlated coefficients with colored noise, which is not an easy task. There are several other minor details in this implementation. Firstly, one needs to alter the noise power (T' at each decomposition scale to a2/4" due to the renormalization of the filters. Secondly, the definition of the parent coefficient used in the neighborhood of the context is slightly changed: the parent of a coefficient in scale s is simply the coefficient at the same spatial location in scale s+l.
EXPERIMENTAL RESULTS
We use the images barbara and lena as test images. aid Gaussian noise at different levels of CT' are generated using randn in MATLAB. For the orthogonal wavelet transform, four levels of decomposition are used, and the wavelet employed is Daubechies' symmlet with 8 vanishing moments.
There are four methods that we compare, and the MSE results are shown in Table 1 . The AdaptD WT method refers to the proposed adaptive thresholding using the orthogonal transform DWT, and AdaptNS refers to adaptive thresholding using the non-subsampled wavelet transform. Figure   4 shows a magnified region in the barbara image for u = 25.
The AdaptNS method outperforms all the other methods in both visual quality and MSE performance. It yields significantly less ringing artifacts and blotchiness than the methods using DWT. The OrcUnifNS method using uniform thresholds in the non-subsampled framework still shows significant noise in the smooth background. Thus, it is both the spatial adaptive thresholds and the overcomplete representation that contribute to the superior quality of the AdaptNS method. The adaptive methods denoise better especially in the flat regions, where the uniform methods yields images with much noise and "blips". Note that although the MSEs for the lena image is similar between the adaptive and uniform oracle methods, the visual quality in the adaptive method is far superior as it produces a denoised image that is smooth in the flat regions and has less artifacts around the edges as well.
CONCLUSION
We have proposed a simple and effective spatially and scalewise adaptive method for denoising via wavelet thresholding in the overcomplete expansion. The issue of spatially adapting the threshold values has not been addressed in the literature. As we have shown in this paper, adapting the threshold values to local signal energy allows us to keep much of the edge and texture details, while eliminating most of the noise in smooth regions. The results shows substantial improvement over the best uniform thresholding, both in visual quality and mean squared error.
