The key open problem of string theory remains its nonperturbative completion to M-theory. A decisive hint to its inner workings comes from numerous appearances of higher structures in the limits of M-theory that are already understood, such as higher degree flux fields and their dualities, or the higher algebraic structures governing closed string field theory. These are all controlled by the higher homotopy theory of derived categories, generalised cohomology theories, and L ∞ -algebras. This is the introductory chapter to the proceedings of the LMS/EPSRC Durham Symposium on 'Higher Structures in M-Theory':
Introduction
During the twenty years since its inception, the conjecture of M-theory [1] , see also [2] , has greatly contributed to the understanding of string theory, and its basic ideas have found their way into the textbooks, see e.g. [3] . Nevertheless, a proper definition or rather a formulation of M-theory as a coherent theory, and, consequently, a formulation of a full non-perturbative completion of string theory, remains an open problem to date [4, Section 12] .
This lack of a proper formulation of non-perturbative string theory is problematic as is witnessed, for instance, in recent debates about the existence or non-existence of de Sitter vacua in string theory [5] [6] [7] . Table 1 The basic higher structures in string theory are visible directly in the first quantised string. They are essentially related to the fact that the charged spinning string is a higher-dimensional analogue of the charged spinning particle. A key issue in formulating M-theory is that its underlying principles have remained unclear. If available hints are anything to go by, M-theory is not simply going to be defined by a Lagrangian, nor a scattering matrix, nor any other traditional structure of quantum physics. The suggestions that M-theory might be defined indirectly by plain quantum field theory, either as matrix model quantum mechanics or via the AdS/CFT correspondence, interesting as they are, all suffer from requiring certain limits and backgrounds that seem to preclude a formulation of the full theory.
However, one set of ideas that has been at the forefront from the early days of string theory is the appearance of what nowadays is encapsulated under the notion of higher structures. This is essentially short for higher homotopy structures (as in higher homotopy groups). Such structures manifest themselves in the higher degrees that are carried by string theoretic objects as compared to their field theoretic counterparts, notably the higher degrees of the flux fields, and the resulting higher order gaugeof-gauge transformations. See Table 1 for some details. Generally, the appearance of homotopy theory is simply the consequence of the gauge principle in physics.
Indeed, higher structures are already seen in basic first quantised bosonic string theory. The coupling of the bosonic string to the Kalb-Ramond 2-form B -field is the higher degree 2 analogue of the coupling of the charged particle to the 1-form vector potential, and the Bfield gerbe which governs the corresponding Freed-Witten anomaly cancellation [12, 13] is nothing but the higher principal 2-bundle version [14] of the line bundle which implements Dirac charge quantisation for the charged particle. Moreover, for the first quantised heterotic string one observes that the (twisted) string structure, which mathematically reflects its Green-Schwarz anomaly cancellation [8, 9] , is the higher analogue of spin structures for spinning particles, in the direct sense of appearing one step higher in the homotopy Whitehead tower of the orthogonal group (see Figure 1 ).
Once we switch to the 'second quantisation' of the string known as string field theory, higher algebraic structures become ubiquitous. In particular, the Hilbert space of closed string field theory carries a higher algebraic structure known as an L ∞ -algebra [15] . While bosonic open string field theory has a Chern-Simons like formulation [16] , its supersymmetric completion also requires the introduction of a higher homotopy algebra known as an A ∞ -algebra, see e.g. [17] .
Given the fundamental role of string theory, and therefore string field theory, is supposed to play in physics, it is not surprising that higher structures appear in many different contexts within (mathematical) physics such as: i) Field theory: a) Any classical field theory gives rise to a (quantum) homotopy algebra, a higher algebraic structure governing its dynamics by means of the BRST/BV formalism; b) The AKSZ construction of field theories [18] is based on symplectic higher Lie algebroids; c) The abstract definition of a topological quantum field theory makes use of higher categories of cobordisms, see e.g. [19] ; d) Many moduli spaces of field theories are best described using stacks, which are essentially higher versions of manifolds; e) The six-dimensional superconformal field theories based on the N = (1, 0) or N = (2, 0) tensor multiplet contain a 2-form gauge potential which is part of a connection on a higher principal bundle;
ii) Supergravity: a) Higher-degree differential form fields that appear in supergravity belong to connections on higher principal bundles; b) The tensor hierarchies appearing in gauged supergravity are (twisted) higher gauge theories; orientation structure
Riemannian structure
Figure 1
Shown is the tower of classifying spaces BG (see Example 3.16) of higher analogs of the group G = Spin. Where the latter is obtained from the special orthogonal group SO by universally cancelling the first homotopy group, the 2-group (see Example 3.17) String is obtained by universally cancelling the next higher non-trivial homotopy group, namely the third. Each 'hook' in the figure is a homotopy fibre sequence which means that the cohomology classes shown measure the obstructions to equipping space-time with the given structure. The obstruction 1 2 p 1 to string structure, hence the higher analog to the obstruction w 2 to spin structure, embodies the GreenSchwarz anomaly cancellation for the heterotic string [8, 9] .
The next higher fractional classes p 2 appear in the anomaly polynomial of the heterotic five-brane [10] (see also [11] ). The spaces K are Eilenberg-MacLane spaces (see Example 3.8). Furthermore, the p i denotes the i -th Pontryagin class and w i the i -th Stiefel-Whitney class of the tangent bundle T X of X .
iii) Models of (quantum) space-time: a) T-duality suggests a generalisation of modelling spacetime by ordinary manifolds. This leads to orbifolds and, more generally, stacks. b) For quantum space-times, non-commutativity is only first step. Non-associativity follows from higher geometric quantisation, and ultimately the algebra of smooth functions is replaced by an A ∞ -algebra. The fuzzy funnel of M2-branes ending on M5-branes shows the necessity for such a higher quantisation in M-theory [20] .
iv) Mathematical physics:
a) The transition from point particles to strings implies the transition from a space-time manifold to loop space. Bundles over loop space correspond to higher bundles over the space-time manifold: an Abelian gerbe over a manifold M maps to an Abelian principal bundle over the loop space of M and a spin structure on L M corresponds to a string structure on M ; b) The Courant algebroids of generalised geometry, which form a key mathematical structure underlying T-duality, are best seen as higher symplectic Lie algebroids [21] .
The above mentioned T-duality, which interchanges the momentum modes of a string with its winding modes around a compact cycle, is part of a huge web of dualities, linking various string and M-theory vacuum configurations. Much of the fascination with string theory is based on this structure and improving our understanding of string theory dualities is essential if progress is to be made with defining M-theory. T-duality, in particular, is interesting since it sets apart string theory from ordinary particle (quantum) field theory. Another important example is S-duality, a generalisation of electromagnetic duality, which links strongly coupled field theories to weakly coupled ones. Understanding S-duality is certainly one of the aims of the intense study of the superconformal six-dimensional field theory known as the (2,0)-theory: compactifying this theory in different ways to four dimensions yields an important example of S-duality. As we shall explain further below, the mathematical language underlying dualities is category theory, and it is encouraging that this fits nicely with the above mentioned higher homotopical structures arising from the gauge principle.
Altogether, we arrive at the correspondences in Table 2 and we shall explore these in the main part of this article. 3 The idea of higher structures
Basics of category theory
In the following, we concisely summarise some basic facts on category theory. For a detailed account on category theory and its applications we recommend the text books [22] [23] [24] . Mathematical objects such as sets, groups, vector spaces, etc. are always studied together with corresponding (homo)morphisms or structure preserving functions. The mathematical gadget combining both objects and morphisms is a category. A category can thus be seen as a relational set: a collection of objects, with information how these may be mapped to each other in a structure preserving way, see Figure 2 . Categories are, of course, completely elementary. They could be introduced in elementary school in place of set theory Venn diagrams [22] . This is contrary to the fortunately less and less widely spread belief that category theory is esoteric.
Categories are as simple as they turn out to be profound and useful. Category theory proves that the nature of the objects in any category may entirely be reconstructed from the system of morphisms relating them. This means that category theory provides for mathematics something like what physicists value as Mach's principle and what philosophers call structuralism [25] -hence just what we need for understanding dualities and higher structures in string theory.
The basic examples of categories include the concrete categories listed in Table 3 whose objects are sets equipped with mathematical structure in the classical sense of Bourbaki (for instance, sets equipped with a group structure or with a topology), and whose morphisms are functions between these sets that respect that structure (for instance, group homomorphisms or continuous functions, respectively).
We often write Obj(C ) and Mor(C ) for the objects and morphisms of a category, respectively. The collection of morphisms from an object C 1 ∈ Obj(C ) to another object C 2 ∈ Obj(C ) will be denoted by hom C (C 1 ,C 2 ). Having introduced categories as relational sets, we would clearly also like to have a notion of morphism between categories encoding relations between them. Such a morphism is called functor, and it is simply a pair of maps between the objects and the morphisms of two categories which preserve the relations between the objects that are encoded in the morphisms, see Figure 3 . Put together, small categories 1 and functors form themselves the category of small categories Cat.
Examples of functors are abundant, and here we shall only give some basic examples as well as two examples in the context of string theory. Many more examples will make their appearance later on. Working with categories or relational sets instead of ordinary sets allows for a more detailed notion of distinction between objects. We can not only ask if two objects are equal, as in set theory, but we can also ask if two elements are related. It is only natural to want to extend this notion of distinction from objects to morphisms, which requires the introduction of relations between relations or morphisms between morphisms, which are also known as 2-morphisms. Iteration of this procedure leads then to the introduction of n-morphisms for any n ∈ N. Such extended notions of categories are called higher categories or n-categories, where n labels the highest non-trivial level of n-morphism.
While we shall return to higher categories below, it is important to notice that the category of small categories Cat is naturally a 2-category and the study of its 2-morphisms, called natural transformations, was the original motivation for developing category theory, see also [26, page 1] . Given two functors F,G : C → D between two categories C and D, a natural transformation α : F ⇒ G transforms the functor F into the functor G, respecting the internal structure as displayed in Figure 6 . Thus, Cat becomes a 2-category. 
Example 3.4. (Evaluation map)
Let us return to Examples 3.2 and 3.3 and consider the composition of these functors. Given a closed string configuration space Maps(S 1 , X ) as in Figure 5 , we may extract from the pair of a world sheet field φ and a point σ ∈ S 1 on the circle the value of that world sheet field at that point. This is the evaluation map,
As the space-time X varies, these evaluation maps can be understood as the components of a natural transformation, see Figure 6 , from the composite of the two functors of Figures 4 and 5 to the identity functor on topological spaces:
Let us make two more remarks concerning natural transformations. Firstly, a natural transformation α which has a left-and right-inverse or, equivalently, for which the component maps α (−) : Obj(C ) → Mor(D) are isomorphisms for each object is called a natural isomorphism. Secondly, any two given categories C and D, the functors between them and the natural transformations between those form the functor category Fun(C , D).
Natural transformations play a key role in our discussion since they allow us to define categorical equivalence, adjoint pairs, and adjoint equivalences which correspond to the appropriate notions of 'sameness' of categories, dualities, and duality equivalences, respectively. We briefly review the three in the following.
We often call two mathematical objects 'essentially the same' or isomorphic, if we have an invertible map between them. Invertibility of a morphism amounts to the existence of another morphism so that left and right compositions of both equal the identity map. In the 2-category Cat, it makes sense to loosen these equalities to relations with the identity map, which yields the concept of 'weak inverses'. We thus call two categories C and D equivalent, if we have a pair of functors F and G,
together with natural isomorphisms
rendering F and G weak inverses of each other. Next, we turn to a generalisation of this picture. An adjunction between two categories C and D is a pair of functors L : C → D and R : D → C equipped with natural
hold. These identities are simply the usual counit-unit relations, (6) (which correspond to the 'zigzag-identities' in the ambient 2-category). We say that L is left-adjoint to R, R is right-adjoint to L, and L and R form an adjoint pair denoted by L R. We also write
One of the basic theorems of category theory shows (see e.g. [27, Proposition 1.39]) that two functors L R being adjoint to each other means equivalently that there is a natural identification of morphisms 'from
which gives a manifest expression of how L and R are dual to each other (and motivates the nomenclature).
Example 3.5. (Left-adjoint functor)
As a simple example, consider the functor L : Set → Grp that assigns to each set the free group generated by the elements of the set and let R : Grp → Set be the (forgetful) functor that assigns to each group its underlying set. Then, the functor L is left-adjoint to R.
In the special case when both the unit η and counit ε are natural isomorphisms, we obtain an adjoint equivalence. Clearly, an adjoint equivalence is a special case of an equivalence of categories. One can show that any categorical equivalence can be improved to an adjoint equivalence. (9) which we called ε, suggesting the role of a counit in an adjunction. There is also a natural transformation for the inverse composition of the functors, which is constructed as follows. Every space-time X has a canonical map into the space of closed string configurations with the result of adding a compact dimension to X . Concretely, it is given by sending each x ∈ X to the string configuration that wraps the circle fibre over x,
As in Example 3.4, varying the space-time X yields the natural transformation
Altogether, the pair of natural transformations that extract string embedding fields (2) and assign wrapping modes (11) exhibits the pair of functors that assigns wrapped brane configurations, see Figure 4 , and performs Kaluza-Klein compactifications, see Figure 5 , as being adjoint to each other (e.g. [28, Proposition 3.41] 
This concludes our lightening review of basic category theory. Next, we shall apply them in the context of dualities.
Duality: a categorical point of view
Duality is certainly an ancient notion in philosophy which famously makes a curious reappearance in string theory. It was noticed some time ago [29] that an excellent candidate to make precise the idea of duality is the mathematical concept of adjunctions, which, as seen above, are formulated in terms of the concept of natural transformation. Typically these are introduced as concepts in category theory but as the founding fathers of category theory noticed, the theory is really the minimum backdrop to speak about natural transformations [26, page 1] , hence about adjunction [30, page 3] , and hence about duality [29] in the first place, see Figure 7 .
duality of dualities = adjoint triple dual equivalence = adjoint equivalence
The hierarchy of concepts in category theory. Historically, the concepts of category theory were introduced by algebraic topologists in order to make sense of the natural transformations which they saw in cohomology theory. Similarly, mathematically inclined string theorists could have invented category theory as the minimum mathematical context for speaking about duality.
Some of the dualities in string theory are realised as equivalences of categories and as such often not advertised as adjunctions between categories. As mentioned above, however, these equivalences can be improved to duality or adjoint equivalences. Examples of string theoretic dualities that are expressed as equivalences of categories include mirror symmetry [31] , see also [32] , and S-duality in the guise of geometric Langlands duality [33] , see also [34] .
Let us start by discussing an important example from mathematics, namely the duality between spaces and their algebras of functions. Given any flavour of geometry (say differential geometry) and chosen coefficient space (say the real line) there is a functor which sends spaces to their algebras of functions and sends morphisms f between spaces to the pre-composition with these maps, Spc functor that assigns algebras of functions
Here, on the right-hand-side, we have the opposite category of algebras since a map between spaces induces the pullback of functions which goes in the opposite direction.
Example 3.7. (Smooth manifolds)
As a concrete example, consider the real algebra of smooth real-valued functions C ∞ (X , R) on some smooth manifold X . The functor (13) reads explicitly as
This functor has a remarkable property which is of profound relevance for the mathematical formulation of physics: clearly only very special objects (algebras) are in its image but for those that are, it establishes a bijection between the smooth functions between manifolds and algebra homomorphisms between their algebras of functions
This statement is sometimes referred to as Milnor's exercise, see [35, . By the structuralism Table 4 The duality between geometry and algebra is witnessed by fully faithfulness of functors assigning algebras of functions. established by category theory, which, recall, says that the nature of objects of a category is entirely reflected in the system of morphisms that relates it to other objects, this implies that for all practical purposes the algebras of functions C ∞ (X , R) with morphisms between them read in reverse are a complete stand-in for smooth manifolds X .
In general, a functor with the property that it induces bijections between the sets of morphisms (16) is called fully faithful or a full embedding. Again, by the structuralism this means that if we retain all the objects in the image of F with all their morphisms to carve out a new category im(F ) inside D, then a fully faithful functor F exhibits C and im(F ) as being equivalent categories, and we have
Applying this general fact of category theory to functors (13) that assign algebras of functions to spaces in given flavours of geometry means that as soon as these functors happen to be fully faithful, they exhibit a dual equivalence between geometric spaces and the corre-sponding kinds of algebras, A wealth of types of geometries are characterised via their algebras of functions by such fully faithful functors (see Table 4 ). This is what underlies the tremendous success of theoretical physics in discovering and handling new types of geometries-notably supergeometry, noncommutative geometry, and differential graded geometry, by deforming and handling algebras of functions. 
In fact, this isomorphism applies not just to sets of maps, but also to sets of their homotopy classes. We will discuss this in somewhat more detail in Section 3.3.
Let us now specialise to the case where the coefficient space Y is the Eilenberg-MacLane space 4 K (Z, p + 2), which is the classifying space for ordinary cohomology. This means that
is the ordinary cohomology of X × S 1 that measures topological classes of flux fields to which p-branes may couple; here, square brackets on the left-hand-side denote homotopy equivalence classes. For instance, for p = 1, this measures the B -field flux on X ×S 1 to which the string couples while for p = 2, it measures the C -field flux to which the membrane couples. The general adjunction (19) yields in this case
(p+2)-form flux on space-time with an extra compact dimension
(p+2)-form and (p+1)-form fluxes on lower-dimensional space-time (21) and hence,
This exhibits the double dimensional reduction on flux fields [36, Section 4.2]. The isomorphism itself also follows as a special case of the Gysin exact sequence, hence of the Serre spectral sequence, but the derivation via adjunction (19) makes manifest [37, Remark 3.9] that this is really the construction of double dimensional reduction for branes in string theory [38] . In fact, double dimensional reduction as an adjunction applies more generally, also for Kaluza-Klein compactification on non-trivial circle bundles and in superspace, such as for T-duality of Ramond-Ramond fluxes [37] , and also including gauge enhancement, such as for M/IIA-duality [39] . This is reviewed in more detail in the contribution [40] to this volume.
Homotopy theory and the gauge principle
Let us now return to a point we already made when introducing natural transformations and expand on it. Traditionally, mathematics and physics have been founded on set theory whose concept of sets is that of bags of distinguishable points. However, fundamental physics is governed by the gauge principle which says that it is meaningless to ask if any two given things such such as two field histories x and y are equal. Instead, the right question to ask is if there is a gauge transformation between them:
In mathematics this is called a homotopy.
The gauge principle applies to gauge transformations/homotopies themselves, and thus leads to gaugeof-gauge transformations or homotopies of homotopies (24) and so on to ever higher gauge transformations or higher homotopies:
A collection of elements with higher gauge transformations/higher homotopies is called a higher homotopy type. Hence the theory of homotopy types, homotopy theory [41] , see also [28] , is a mathematical foundation like set theory [42] , see also [43] but with the concept of gauge transformation built into it [44] : homotopy theory is gauged mathematics. 
I
/ G * * ? The standard realisation of homotopy in Top shown in Figure 8 is defined as in Figure 9 via cylinder spaces X × I (as in Figure 4 ) and path spaces Maps(I , X ) (as in Figure 5 ).
In order to speak of homotopies or gauge transformations in more generality than this, one simply generalises this concept of cylinders and path spaces: a category C with a good supply of cylinder objects X ×I and path space objects Maps(I , X ) inducing left/right homotopies as in Figure 9 is called a model category which is short for category of models for homotopy types [45] , see e.g. 
whose objects are good models for homotopy types and whose morphisms are homotopy classes of morphisms in C .
Example 3.9. (Topological homotopy theory)
The archetypical example of homotopy theory, often understood by default, is that presented by topological spaces: the category Top of topological spaces,c which we already encountered in our list of concrete categories in Table 3, becomes the model category Top Quillen via the usual cylinder spaces and path spaces as in Figure 8 . This is the foundational result of Quillen's [45] , see also [28, Section 1]. Beware, however, that when regarded in topological homotopy theory, topological spaces lose their geometric nature (their topology) which now just serves to conveniently present a homotopy type, i.e. a system of higher order gauge transformations. The combination of actual geometry (topological, differential geometric or super geometric) with homotopy theory is the topic of higher geometry discussed in Section 3.5 below.
Example 3.10. (Chain homotopy theory)
Various shadows of higher homotopy theory are more widely familiar. An important example is the homotopy theory of chain complexes also known as homological algebra, see e.g. [46] and in particular [47] for this point of view. Consider a chain complex V • in non-negative degree,
Let x, y ∈ V 0 be two elements in degree 0 whose images in degree-0 chain homology
. This means that there exists an element h ∈ V 1 in degree 1 such that the difference y − x is a coboundary ∂h = y − x. Hence, every such h is a reason for the equality [x] = [y] and so, a homotopy ∂h = y − x ←→ x h − − → y . Next, let h 1,2 ∈ V 1 be two coboundaries between x and y. Then, an element χ ∈ V 2 with ∂χ = h 2 − h 1 is a way for them to be equal by means of a homotopy between homotopies (24). Specifically, this is a way for them to be equal in degree 1 chain homology H 1 (V • ) := ker(∂| V 1 )/im(∂| V 2 ) in the sense that
. It is now evident how this generalises to third-order homotopy as in (25) is the chain complex 
Furthermore, we trivially have the chain homotopy
The statement of the Poincaré lemma is then that we also have a chain homotopy the 'other way around', that is,
Together, the diagrams (31) [51, 52, 37, 39, 53] , this provides the homotopy theory of what in the supergravity literature are called FDAs or CISs: local models for higher dimensional supergravity on superspace [54, 55] , see also [56] .
Figure 10
A simplicial set X is a sequence of sets X n whose elements behave like the n-simplices inside X with maps between them that behave like assigning faces of simplices f n i as well as assigning degenerate simplices d n i
. In homotopy theory simplicial sets provide a particularly useful tool for handling systems of higher order gauge transformations, as in (23), (24), and (25).
Example 3.13. (Simplicial homotopy theory)
A precise and useful handle on general systems of higher order gauge transformations-as in (23), (24), and (25)-is provided by simplicial homotopy theory [45] , see also the text book [48] . 5 Here, a simplicial n-simplex is an n-dimensional generalisation of a triangle; a simplicial complex is what is obtained from glueing simplices of any dimension, and, generally a simplicial set X is defined by: i) for each n ∈ N∪{0} a set X n of would-be n-simplices;
ii) with maps between these sets that behave like a) sending (n + 1)-simplices to their n-dimensional faces-the face maps f n i
: X n → X n−1 for i = 0, . . . , n; b) constructing degenerate (n + 1)-simplices on given n-simplices-the degeneracy maps d n i : X n → X n+1 for i = 0, . . . , n; and obey the simplicial identities:
see Figure 10 .
We may also view a simplicial set as a functor. Indeed, let ∆ be the simplex category which is the category that has the finite totally ordered sets [n] := {0, . . . , n} 5 For a discussion within the context of higher principal bundles and higher gauge theory, see also [57] .
for n ∈ N∪{0} as objects and order-preserving maps as morphisms. A simplicial set X is then simply a functor X : ∆ op → Set, that is, a Set-valued presheaf on ∆. The face and degeneracy maps follow the generators that generate the morphisms of ∆.
The prime example of a simplicial set is the standard simplicial n-simplex ∆ n which is the functor hom ∆ (−, [n]) :
Furthermore, the standard simplicial 1-simplex I := ∆ 1 serves as the interval object (26) in simplicial homotopy theory (see Figure 9 ). This corresponds to a model category of simplicial sets denoted by sSet Quillen .
A slightly less trivial example of a simplicial set is the resulting cylinder object I × ∆ 2 on the 2-simplex shown in 
Figure 11
The canonical cylinder object on the simplicial 2-simplex in simplicial homotopy theory. Morphisms of simplicial sets out of this exhibit a left homotopy (as in Figure 9 ) between its restrictions to the top and to the bottom simplicial 2-simplices (filled triangles).
It is important to stress, however, that this has nothing to do with discretised space-time: whilst simplicial sets are indeed combinatorial concepts, they capture systems of higher gauge transformations as in (23), (24) , and (25) . It is certainly true that we may associate to every topological space X its singular simplicial set
and that this construction establishes an equivalence between topological and simplicial homotopy theory. It retains, however, no geometric information about X , and it is not meant to. Instead, the geometry of X is retained and combined with homotopy theory/higher gauge theory in the theory of higher geometry to which we turn in Section 3.5. A simplicial set as in Figure 10 is called a Kan complex or ∞-groupoid if its simplicial n-simplices may be composed and each has an inverse under composition both up to simplicial (n + 1)-simplices. It turns out that ∞-groupoids are the good models for simplicial homotopy types.
Example 3.15. (Delooping groupoid)
For G a discrete group its delooping groupoid is the simplicial set BG (which happens to be an ∞-groupoid) which is defined by: i) a single simplicial 0-simplex * ; ii) simplicial 1-simplices g : * → * corresponding to the group elements g ∈ G;
iii) simplicial 2-simplices corresponding to the products in the group, that is, *
iv) simplicial 3-simplices witnessing associativity of the product; v) and so on.
Note that this simplicial set is the nerve of a category with one object * and a set of morphisms G.
An adjunction between model categories is called a Quillen adjunction
if, very roughly (see [28, Definition 2.46, Lemma 2.48] for details) the left adjoint functor L preserves cylinder objects and the right adjoint functor R preserves path space objects (as in Figure 9 ). This, in turn, induces (see [28, Proposition 2.49] ) an adjunction of derived functors on homotopy categories (27) , the derived adjunction:
A Quillen adjunction is called a Quillen equivalence if this derived adjunction is an equivalence of categories. For instance, simplicial and topological homotopy theory are Quillen equivalent via the singular simplicial complex functor defined in (33) ,
Consequently, both represent the homotopy theory of ∞-groupoids ('spaces').
Example 3.16. (Classifying spaces)
Under the Quillen equivalence (38), the delooping groupoids BG of a discrete group G from Example 3.15 translate into the classifying spaces BG ∼ = |BG|, for example the Eilenberg-MacLane space |BZ| ∼ = K (Z, 1) (see Example 3.8). The analogous statement applies to groups with geometric structure, such as locally contractible topological groups, in particular Lie groups. This requires enhancing plain simplicial sets to simplicial presheaves over the category of manifolds, hence enhancing plain ∞-groupoids to geometric ('cohesive') ∞-groupoids, discussed in Section 3.5 below,
The analogous construction then yields classifying spaces BG ∼ = |BG| of topological groups such as the String group G = String, as they appear in Figure 1 . In fact, any topological group G has a universal principal bundle, that is, a principal G-bundle whose total space is contractible. The total space of the universal bundle for G is usually denoted by EG and its base space, the classifying space for principal G-bundles, by BG. Then, any principal G-bundle over a topological manifold X is given by the pull-back of EG by means of a classifying map γ : X → BG, and equivalent principal G-bundles over X are described by different representatives of the homotopy classes [X , BG] of γ. This is discussed in detail in [58] .
Higher structures
A plain mathematical structure á la Bourbaki consists of three types of ingredients:
i) a collection of sets; ii) a collection of functions between these; iii) a collection of axiomatic equations between these.
Consider, for example, the definition of a group. We have i) a set G and the one-element set * ;
ii) three functions between these sets: a) multiplication:
iii) which satisfy the axiomatic equations a) associativity:
for all g , g 1,2,3 ∈ G.
A higher structure is like a Bourbakian mathematical structures, however, one i) replaces sets by higher homotopy types; ii) replaces functions by homotopies; iii) replaces axiomatic equations by equations which hold up to higher homotopies; iv) enforces coherence laws.
Here, coherence laws are the required conditions that iterated (higher) homotopies are unique up to (higher) homotopies. This process is sometimes also called (vertical) categorification.
Example 3.17. (2-group)
The categorification of a group as defined in [59, 60] is also called a 2-group and encodes Figure 12 The pentagon identity is the higher companion of the associator α. It says that the two ways of rebracketing the product of four elements in a higher group via the associator must be homotopic via a higher order homotopy. In a 2-group, which has only first-order homotopies, the pentagon identity is thus an actual equality. Its Lie algebraic analogue, satisfied by L ∞ -algebras, is shown in Figure 13 .
a group structure on a homotopy 1-type. The associativity equality is to be replaced by a choice of homotopy
called the associator. The coherence to be imposed on this is the condition that the composite homotopy
is unique in that the two ways of composing associators to achieve this are related by a homotopy-of-homotopies, and, consequently, an equality (by assumption that we have just a 1-type). This coherence condition is called the pentagon identity and shown in Figure 12 . It implies coherence in the sense that all homotopies of rebracketing any expression, using the given associators, coincide [61] . Recall the simplicial set BG from Example 3.15. For G Abelian, this category carries naturally a 2-group structure with trivial associator.
An ubiquitous higher structures which is particularly relevant to applications in mathematical physics are the higher versions of Lie algebras. To construct these, we regard a Lie algebra as a mathematical structure consisting of i) a vector space V (i.e. a set with linear structure) over a field K ii) equipped with a function a) Lie bracket:
Figure 13
The higher Lie-algebraic analogue of the pentagon identity from Figure 12 relates the different ways to use the Jacobiator in an L ∞ -algebra to rebracket four elements. Again, the higher homotopies filling this diagram are trivial in the case of a 2-term L ∞ -algebra.
iii) such that the following equations hold: a) skew-symmetry:
for x, y, z, x 1,2 ∈ V and k 1,2 ∈ K.
The corresponding higher structure is now obtained by internalising this in a homotopy theory (an ∞-category). This entails a) promoting the underlying set to a higher homotopy type, b) enhancing the constraining equations by homotopies, and then c) imposing coherence of these homotopies. When interpreted in chain homotopy theory, the resulting higher homotopy Lie algebras are strong homotopy Lie algebra (the 'strong' refers to coherence) or L ∞ -algebras (for 'L'ie algebras with homotopies up to infinity). This structure was first found in closed string field theory [15] and then highlighted in [62] .
We thus arrive at a chain complex (V • , ∂), endowed with a graded skew-symmetric chain map
that is, a graded-skew symmetric bilinear map
which respects the differential
and which satisfies the Jacobi identity up to a specified homotopy called the Jacobiator
for x, y, z ∈ V • , which, in turn, satisfies higher coherence axioms up to higher homotopies. The Jacobiator coherence condition, which says that the two possible ways of rebracketing four elements are homotopic, is shown in Figure 13 . This is the higher Lie theoretic analogue of the Pentagon identity in Figure 12 . One can now show that the Jacobiator is encoded in a map µ 3 : V 0 ∧ V 0 ∧ V 0 → V 1 , and together with µ 1 = ∂ and µ 2 , which is induced by the map [−, −], we obtain the usual higher product or bracket formulation of a 2-term L ∞ -algebra, see [63] .
Higher geometry and classical sigma models
With a general idea of higher structures at our disposal, we discuss now general higher geometric structures.
Consider any of the categories of affine spaces listed in Table 4 :
We may bootstrap a notion of generalised spaces, so-called ∞-stacks, from these affine spaces.
In particular, the notion of an ∞-stack turns out to be the right notion of geometry as seen by classical sigma models. In order to determine a generalised target space X , consider for each brane world volume Σ ∈ Obj(Spc affine ) the collection of sigma model fields {Σ → X }.
For this to be sensible, we need to impose some minimum consistency conditions: i) For every Σ ∈ Obj(Spc affine ) there should be a simplicial set (see Figure 10 ) of sigma model fields into X and their gauge-of-gauge equivalences, Σ → Maps(Σ, X ). ii) For every morphism f ∈ Mor(Spc affine ) there should be a function pre-composition of sigma model fields with f :
iii) This should be compatibility with composition of morphisms in Spc affine .
A moment of reflection shows that these three consistency conditions say nothing but that classical sigma-models see generalised spaces X as probe-assigning functors of the form
These are also called simplicial presheaves on the category of affine spaces. Hence, the category of generalised spaces modelled on the category of affine spaces should be a full subcategory (16) of the functor category
see also Example 3.13. This is also called a simplicial sheaf topos or the ∞-stack ∞-topos over Spc affine . This is naturally a model category (see Section 3.3) and thus exhibits the homotopy theory of higher geometry modelled on Spc affine .
The key bootstrap theorem of functorial geometry then says that consistency condition i) becomes true: indeed, in the category of generalised spaces now constructed, we have the following natural identification:
This statement is known as the Yoneda lemma. The higher (stacky) geometry thus obtained secretly underlies much of gauge field theory (see [44, 65] ) and string theory (see [66, 67] ).
Contributions to this volume
The contributions to this volume can be grouped into the following main topics: i) Higher differential geometry and higher Lie theory; ii) Higher structures and M-branes; iii) Generalised, doubled and exceptional geometry; iv) Higher structures in classical field theories; v) Higher structures and quantum field theories Below, we shall give a very concise introduction to each of these and list the relevant contributions to this volume.
Higher differential geometry and higher Lie theory
As indicated previously, higher differential geometry refers to the formulation of differential geometry within higher geometry. In this formulation, we replace ordinary smooth manifolds with Lie ∞-groupoids, which can be regarded as Kan simplicial manifolds. These, in turn, allow us to define higher analogues of all the familiar objects from differential geometry.
The higher analogue of the infinitesimal approximation of a Lie group by a Lie algebra exists, and Lie ∞-groupoids differentiate to Lie ∞-algebroids, which are most conveniently described in the language of differential graded manifolds. They are crucial in the implementation of the gauge principle: together, higher differential geometry and higher Lie theory lead to natural definitions of higher principal bundles with connections.
We have already given a motivational introduction to this topic in the introduction and Section 3. Let us repeat that classical geometric notions such as manifolds, principal fibre bundles, and Lie groups are often not sufficient to describe structures arising in gauge and string theories. For example, moduli spaces of solutions to certain gauge field equations or brane configurations require the notion of stacks. Roughly speaking, these can be regarded as Lie groupoids or categorified spaces. Likewise, Abelian gerbes, which are central Lie groupoid extensions, and their higher generalisations appear very naturally in string theory. In particular, supergravity form fields and the Kalb-Ramond field of string theory belong to connective structures on the categorified bundles that have (higher) Lie groupoids as their structure groups.
A clean formulation and a resulting clear understanding of these mathematical structures is, in our opinion, a prerequisite for significant progress in M-theory. The following contributions in this volume developed various aspects of higher differential geometry: [68] 
Higher structures and M-branes
As already mentioned in the introduction, M-theory has already contributed significantly to our understanding of string theory at a heuristic level, but a proper formulation of this theory remains an open problem. One step towards such a formulation is a better understanding of the most fundamental ingredients of M-theory, namely M2-and M5-branes, which are the M-theory analogues of strings and D-branes within string theory.
The interactions of D-branes are mediated by strings ending on them and in the simplest case (e.g. after 'turning off' gravity which amounts to decoupling closed strings), the dynamics of N coincident flat and parallel Dbranes is described by maximally supersymmetric YangMills theory with gauge group U(N ), dimensionally reduced to the world-volume of the D-branes. An analogue of this description for M2-branes which satisfies most expectations was found a while ago [72] [73] [74] . However, the corresponding theory for M5-branes, which is often called the (2,0)-theory because of its supersymmetry, is still unknown. This theory has attracted a significant amount of interest due to its central role in the web of string theory dualities. There are many indications that the (2,0)-theory is a higher gauge theory and that higher structures are fundamental to its understanding.
Higher structures in the context of M-branes are discussed in the following contributions: better known as Courant algebroids. These algebroids arise in string theory when studying the geometry underlying T-duality. Let us stress again that this symmetry is one of the key features distinguishing string theory from a theory of point particles. It is also an important ingredient in the web of dualities connecting various string theories.
Formulating a field theory in which T-duality becomes a manifest symmetry was the initial goal of double field theory [82, 83] , see also [84] . The corresponding lift to Mtheory is known as exceptional field theory. The biggest success of double and exceptional field theory is certainly the construction of appropriate action principles which allow for the expected Kaluza-Klein type reduction to various (super)gravity theories.
A number of aspects of these actions such as their precise mathematical meaning and their global formulations, however, have remained elusive. Clearly, higher geometries and higher symmetry algebras are underlying double and exceptional field theory. Our understanding of these, however, is still in its infancy but crucial to further progress in both fields.
This volume contains the following contributions related to generalised, doubled, and exceptional geometry: [84] 
Higher structures in classical field theories
As mentioned in the introduction, the construction of classical string field theory is based on higher algebraic structures: L ∞ -algebras in the case of closed string field theory, A ∞ -algebras in the case of open string field theory, and a combination of both in the case of open-closed string field theory (with the latter requiring further study).
If we accept the fundamental role of string field theory, it is not too surprising that these homotopy algebras cast a shadow in ordinary classical field theories. This becomes evident in the classical part of the BV formalism applied to a field theory, which is a two-step resolution 6 of the space of classical observables. The latter is obtained from the space of field configurations by dividing out gauge equivalences and subsequently restricting to solutions of the field equations. A Chevalley-Eilenberg resolution (which corresponds to the setup of the ordinary BRST formalism) takes care of the gauge equivalences, while a Koszul-Tate resolution (which introduces the antifields into the formalism) handles the restriction to solutions of the equations of motion. The result is a differential graded vector space which is equivalent to an L ∞ -algebra. See [88] for a recent discussion of the L ∞ -perspective of the BV formalism.
This perspective allows for a nice reformulation of physical concepts in a purely algebraic way. For instance, equivalent field theories have L ∞ -algebras which are categorically equivalent.
The contributions related to string field theory and the resulting L ∞ -algebras in classical field theories in this volume are:
[89] M. Grigoriev 
Higher structures in quantum field theories
Eventually, our world is best described by quantum field theories to which the above mentioned classical field theories are mere approximations. First, let us stress again that the BV formalism, which is the relevant formalism for a general quantisation of a classical field theory, is manifestly based on higher structures. This has a number of consequences and implies in particular that higher structures also play a key role in algebraic quantum field theory and conformal field theory. In addition, aspects of the correspondence between the equivalence of classical field theories and categorical equivalence of their L ∞ -algebras survive quantisation: there are examples of field theories linked by the renormalisation group which are generated by categorically equivalent data.
