There has been increasing interests in learning resting-state brain functional connectivity of autism disorders using functional magnetic resonance imaging (fMRI) data. The data in a standard brain template consist of over 200,000 voxel specific time series for each single subject.
INTRODUCTION
The functional brain network refers to the coherence of the brain activities among multiple spatially distinct brain regions. It plays an important role in information processing and mental representations (Bullmore and Sporns, 2009; Sporns et al., 2004) , and could be altered by one's disease status. Supekar et al. (2008) ; Koshino et al. (2005) ; Cherkassky et al. (2006) showed that patients with neurodegenerative diseases (such as the Alzheimer's disease and the Autism Spectrum Disorder) have different function network compared with controls. As a result, the inference on functional brain network will benefit the study of these diseases. Our research goal is to infer the whole functional networks of the brain regions.
Recent advances in the neuroimaging technologies provide great opportunities for researchers to study functional brain network based on massive nueroimaging data, which are generated using various imaging modalities such as positron emission tomography (PET), functional magnetic resonance imaging (fMRI), and electroencephalography (EEG). In a neuroimaging experiment, the scanner records the brain signals over multiple times at each location (or voxel) in the three-dimensional brain, leading to a four-dimensional imaging data structure. In a typical fMRI study, the number of voxels can be up to 200,000 and the number of imaging scans over time is round 100-200. In light of the brain function and the neuroanatomy, the human brain can be partitioned to 100-200 anatomical regions and each region contains 200 to 4,000 voxels. Such high dimensionality and complexity of the data imposes great challenges on the inference of the whole brain network.
Due to the ultra-high dimensionality of voxel numbers (up to 200,000), direct inference on the network of voxels is extremely computationally expensive. More importantly, the network of interest is the network of brain regions, not voxels. To this end, Andrews-Hanna et al. (2007) examines the functional connectivity of a particular brain region, called seed region, by correlating the seed region brain signals against the brain signals from all other regions. Although this method yields a clear view of the functional connectivities between one region of interest (the seed region) and other regions (Biswal et al., 1995; Cordes et al., 2000) , it fails to examine the functional network on a whole brain scale. Alternatively, Velioglu et al. (2014) proposed to form meshes around a seed voxel by regressing p functionally nearest neighbor voxels on the seed voxel, where number of regressors p is determined by minimizing the Akaike's final prediction error (Akaike, 1969) .
Then two voxels are considered as functionally connected if one serves as a functional predictor as the other. The number of all connected voxel pairs between two anatomic regions are treated as the dependence level between these two regions. Although this method successfully provides a functional network among anatomic regions, no inference results are provided on what level of connectivities should be regarded as significant. Another commonly used method (Huang et al., 2009 (Huang et al., , 2010 is to summarize one statistic (such as the largest principal component of voxel signals) in each region and then study the dependence between these statistics. Commonly used measures of dependence include covariance matrix or Gaussian Graphical model. See Supekar et al. (2008) ; Weiss and Freeman (2001) ; Huang et al. (2009) ; Marrelec et al. (2006) . Since only one statistic is summarized in each region, the dependence among these summarized statistics sometimes fail to represent the dependence among the regions.
In this article, we propose a new method to estimate the region-level functional connectivity for each individual. Instead of summarizing one statistic in each region, we summarize multiple statistics so that information of the region can be adequately captured. These statistics can be viewed as functional components of the region. The correlation matrix between the components in two regions are used to measure the dependence between two regions. We assume that two regions are functionally connected if and only if at least one pair of components are correlated between these two regions.
We then concatenate these functional components region by region. No region-level functional connectivity implies that the covariance matrix (or equivalently its inverse) of the concatenated components has a block-diagonal structure. This is a reasonable assumption and has been used in many existing literatures. (See Rubinov and Sporns (2010) ; Bowman et al. (2012) ; Huang et al. (2009) .) Thus, to construct a functional network of brain anatomic regions, we check if the correlation matrix of two regions has a block diagonal structure.
Previous literatures for testing high dimensional covariance/correlation matrix include testing whether the covariance matrix is proportional to the identity matrix (Ledoit and Wolf, 2002; Birke and Holder, 2005; Schott, 2007; Chen et al., 2010; Cai and Ma, 2013; Li and Qin, 2014) , and testing whether two covariance matrices are equal (Li and Chen, 2012; Cai et al., 2013; Li and Qin, 2014) . To the best of our knowledge, no existing methods have been proposed to address whether a rectangle block of a covariance matrix is zero. However, ideas in those literatures can be borrowed to construct test statistics for our problem. There are mainly two types of existing test statistics:
one is chi-square type of statistic based on the sum square of sample covariances. and the other is the extreme type of statistic based on the largest absolute self-standardized sample covariance. In general, the chi-square type of statistics performs better when the alternative network is dense and the extreme type of statistics performs better when the alternative network is sparse. In imaging studies, the network of functional components is usually sparse. Therefore, we will use the extreme type of statistics. Details will be discussed in Section 3.
The rest of the paper is organized as follows. In Section 2, we introduce the notations and define the testing hypotheses of our interests. Section 3 presents two procedures to control type I error of each hypothesis and a multiple testing procedure to control family-wise error rate. Theoretical properties of the proposed procedures are discussed in Section 4, and their numerical performances are shown in Section 6. We apply the proposed procedures on a resting-state fMRI data of subjects with and without autism spectrum disorder (ASD), and compare the functional networks of anatomic regions between cases and controls. The results match the clinical characteristics of ASD.
MODEL AND HYPOTHESES
In fMRI studies, blood-oxygen-level dependent (BOLD) signals are collected at a large number of voxel locations for n scans. The standard preprocessing steps including motion correction, slice-timing correction, normalization, de-trending and de-meaning procedures are applied to the BOLD signals (Worsley et al., 2002; Friman and Westin, 2005; Lindquist, 2008) , and then the signals are clustered based on their voxel locations mapping to the existing anatomic regions.
After clustering, the signals are summarized into functional components to reduce the dimension of voxels and eliminate the redundancy of high coherent signals. One way to summarize the functional components is to perform principal component analysis (PCA) in region s to extract the first q s principal components. Alternatively, independent component analysis (ICA) can be perform to extract q s independent components. The choice of summarizing method depends on the distribution of the processed signals. See Anderson (2003) ; Richard and Yuan (2012) .
For each patient, assume that q s functional components are summarized in region s. Each functional component is of length n, containing replications of signals across n scans. After removing the temporal-correlation between the scans, denote by X k,s,i the k-th scan of the i-th component in s-th brain region. Then these components can be treated as independent across scans.
Denote by X k,s = (X k,s,1 , . . . , X k,s,qs )
T the vector of functional components in region s of scan k, and by
the correlation matrix between region s and region t. To test whether region s and region t are functionally connected, we set up the hypotheses:
A rejection of H 0,st implies that regions s and region t have significant functional connectivity.
The goal is to test H 0,st with controlled type I error, and also to perform multiple testing on H 0,st simultaneously to control family-wise error rate.
The difficulty of this testing problem lies in the large number of parameters and relatively small number of replications. First, the number of summarized functional components in each region may increase with the number of scans n. Second, the number of total region pairs p(p − 1)/2 usually largely exceeds n. Therefore, we need to address the high dimensional challenges in testing each hypothesis and testing a large number of them simultaneously.
TESTING PROCEDURES
To test H 0,st , we propose two testing procedures to fit different distribution assumptions of the functional components. Therefore, neither of them can universally outperform the other. We further develop a multiple testing procedure to control the family-wise error (FWER) for testing { H 0,st : 1 ≤ s < t ≤ p} simultaneously.
Test I: Marginal Dependence Testing
The first procedure is based on the Pearson correlation between the components in two regions.
Denote by the pairwise correlation ρ st,ij = Cor(X k,s,i , X k,t,j ). Then the null hypothesis H st,0 :
Υ st = 0 is equivalent to H st,0 : max 1≤i≤qs,1≤j≤qt |ρ st,ij | = 0. A straightforward approach is to check whether the sample correlation between two regions is close to zero. Denote the Pearson correlation between the i-th component in region s and the j-th component in region t byρ st,ij , i.e.,
the sample covariance between the i-th component in region s and the j-th component in region t, andσ ss,ii andσ tt,jj are sample variances defining in the similar manner. The test statistic is defined as
With mild conditions (details in Section 4), under H 0,st , T
st asymptotically follows the Gumbel distribution
To control type I error at level α, we reject H 0,st if T
st exceeds the (1 − α)-th quantile of F (x),
i.e., T
st > q α , with
Test II: Local Conditional Dependence Testing
The alternative testing procedure is based on the Pearson correlation between the residuals of local neighborhood selection in two regions.
In region s, we regress on each component X k,s,i the rest of components,
where X k,s,−i is the vector of X k,s by removing the i-th component. In region t with t = s, we build up similar regression model
Let ρ ε,st,ij = Cor(ε k,s,i , ε k,t,j ) be the correlation of the error terms in two models. Clearly, the null hypothesis H 0,st is equivalent to
We therefore develop a testing procedure to test if the correlations ρ ε,st,ij are all zero. If the coefficients β s,i and β t,j in model (5) and (6) were known, we would know the value of each realization of the random error ε k,s,i and ε k,t,j , and center them asε
Based on model (5) and (6), the centered realization of randome errorε k,v,l could be expressed as
Consequently, the Pearson correlation betweenε k,s,i andε k,t,j would bẽ
Unfortunately in practice, the coefficients in (5) and (6) are unknown. However, the coefficients can be well estimated by existing methods, such as Lasso or Dantzig selector. Suppose "good" 1 coefficient estimatorsβ s,i andβ t,j exist. Then the centered error termε k,v,l can be estimated bŷ
Similar as Test I, we obtain the test-statistics as follows.
ε,st,ij − 2 log(q s q t ) + log log(q s q t ).
Under certain condtions (discussed in Section 4) and H 0,st , T
st also follows the distribution F (x) in (3). Therefore, to control type I error at level α, we reject H 0,st if T
st > q α , where q α is the
Family-Wise Error Rate Control
Considering the standard space of the brain (Mazziotta et al., 1995, Montreal Neurological Institute, MNI) and the commonly used brain atlas: the Automated Anatomical Labeling (TzourioMazoyer et al., 2002, AAL) regions, the number of region pairs in the whole brain is over 4,000, which is much larger than the number of scans (typically a couple of hundreds). This motivates the needs of correction for multiplicity when testing any two of them are connected, in order to detect the functional connectivity of the whole brain. We propose procedure (9) to test { H 0,st : 1 ≤ s < t ≤ p} simultaneously and control the family-wise error rate (fwer). The procedure can involve either
st , depending on the structure assumption of the dependence structure of local voxels. It turns out that to control fwer at level α, we only need to adopt a higher threshold. The adjusted testing procedure is as follows:
for b = 1, 2. The threshold depends on the desired family-wise error rate α, and the total number of region pairs p(p − 1)/2.
THEORY
In this section, we show the null distributions of the test statistics in procedures I and II, their power, and the optimality properties of the proposed tests. Also, we prove that the multiple testing procedure (9) is able to control family-wise error rate. For a finite set A = {a 1 , . . . , a s }, Card(A) = s counts the number of elements in A. For two real number sequences {a n } and {b n }, write a n = O(b n ) if |a n | ≤ C|b n | hold for a certain positive constant C when n is sufficiently large; write a n = o(b n ) if lim n→∞ a n /b n = 0; and write a n b n if c|b n | ≤ |a n | ≤ C|b n |, for some positive constants c and C when n is sufficiently large.
Also assume the number of variables in all regions are comparable, i.e., q 1 q 2 . . . q p . Let
. . , X n,v are independently and identically distributed for each region v.
Asymptotic Properties for Test I
Denote by Υ vv = (ρ vv,ij ) qv×qv the correlation matrix of X k,v . For X k,v,i , denote by r
v,i the number of other components in region v that at non-negligibly correlated with
where α 0 is a positive constant. For a positive constant ρ 0 < 1, define
v contains index i such that X k,v,i is highly correlated to at least one other component in region v.
We need the following conditions: (C1.2) Sub-Gaussian type tails: For region v = s, t, suppose that log(q v ) = o(n 1/5 ). There exist some constants η > 0 and K > 0 such that
(C1.2*) Polynomial-type tails: For region v = s, t, suppose that for some γ 1 , c 1 > 0, q 0 ≤ c 1 n γ 1 +1/2 , and for some > 0,
Conditions (C1.2) and C(1.2*) impose constraints on the tail of the distribution of X k,v,i , and the corresponding order of q v . They fit a wide rage of distributions. For example, Gaussian distribution satisfy Condition (C1.2), and Pareto distribution P areto(α) (a heavy tail distribution) with α sufficiently large satisfy Condition (C1.2*).
Condition (C1.3) holds immediately with κ 1 = 1 under the null H 0,st , and thus we only need it for the power analysis. Under the alternative H 1,st , it holds for a bunch of distributions. For instance, it holds when the concatenated vector (X
T follows elliptically contoured distributions (Anderson, 2003) . In particular, for multivariate Gaussian distributions, κ 1 ≤ 2.
We first present the asymptotic null distribution of T
st .
Theorem 1. Suppose that (C1.1) and (C1.2) (or (C1.2*)) hold. Then under H 0,st , as n, q 0 → ∞,
When (C1.1) is not satisfied, i.e., the correlation matrices Υ ss and Υ tt are arbitrary, it is difficult to derive the limiting null distribution of T
st . However, Test I can still control the type I error.
Proposition 1. Under (C1.2) (or (C1.2*)) and the null H 0,st , for 0 < α < 1,
where q α is defined in (4).
When the desired type I error α is small, log{1/(1 − α)} ≈ α. Therefore, Test I can still control type I error close to the desired level. When there comes a rare circumstance that a larger type I error is desired for the test, we can define α = 1 − exp(−α) and reject H 0,st when T
I is always a asymptotically valid test, for arbitrary correlation matrices Υ ss and Υ tt . However, the power will be reduced when we threshold T
(1) st at the a higher level q α .
We now turn to the power analysis of Test I. To test the correlation between region s and region t, we define the following class of correlation matrix:
It turns out that Test I distinguishes Υ st in U
( 1) st {4(1 + κ 1 )} from a zero matrix with a probability approaching to one asymptotically.
Theorem 2. Suppose that (C1.2) (or (C1.2*)) and (C1.3) hold. Then as n and q 0 both go to infinity,
To distinguishes the alternative from the null, Test I requires only one entry in the correlation matrix Υ st larger than (c log d st /n) 1/2 . The rate is optimal in terms of the following minimax argument. Denote by F
(1)
st the collection of distributions satisfying (C1.2) or (C1.2*), and by T
(1) st,α the collection of all α-level tests over F
Theorem 3 shows that, if the maximum absolute correlation is less than (c 0 log d st /n) 1/2 , for some c 0 , no test can perfectly distinguish the alternative from the null. Thus, Theorems 2 and 3 together indicate that Test I has certain rate optimality property.
Theorem 3. Suppose (C1.2) or (C1.2*) holds. Let α and β be any positive numbers with α+β < 1.
There exists a positive constant c 0 such that for all large n and q 0 ,
In Theorem 2 and 3, the difference between the null and the alternative is measured by the maximal absolute value of the entries in Υ st . Another commonly used measure is the Frobenius norm Υ st F . Denote by r st the count of the nonzero entries in Υ st , i.e.,
Consider the following class of matrices:
We now show that Test I enjoys the rate optimality property measured by Frobenius norm too.
Corollary 1. Suppose that (C1.2) or (C1.2*) holds. Then for a sufficiently large c, as n and q 0 both go to infinity,
Let α, β be any positive number with α + β < 1. There exists a positive contant c 0 such that for all large n and q 0 ,
In Theorem 4, we assume that r st ≤ q γ 2 0 . The assumption is quite reasonable for brain network, because if the connections of the functional components exist between two brain regions, they are usually sparse.
Asymptotic Properties for Test II
For Test II, the conditions required for achieving its asymptotic property are different from what required for Test I.
Recall that ε k,s,i and ε k,t,j are the error term of regressing all other components on one component within the region, as defined in (5) and (6), and σ ε,st,ij = Cov(ε k,s,i , ε k,t,j ). Let Υ ε,st = (ρ ε,st,ij ) be the correlation matrix between ε k,s = (ε k,s,1 , . . . , ε k,s,qs ) T and ε k,t = (ε k,t,1 , . . . , ε k,t,qt ) T . Then
v,i the number of other ε k,s,j that are non-negligibly correlated (> (log q 0 ) −1−α 0 ) with it,
For a positive constant ρ 0 < 1, define the following set that ε k,v,i is highly correlated with at least
We need the following conditions:
Condition ( Mazumder and Hastie (2012) . Obviously, the covariance matrix and inverse covariance matrix are different, and consequently many data only satisfy one of these two conditions, and then the corresponding procedure should be applied to the data.
the maximum eigenvalue operator. Also assume log q 0 = o(n 1/5 ).
In general, the theoretical properties of Test II hold for many non-Gaussian distributions as well. However, only under the Gaussian distribution assumption, ρ ε,vv,ij has an interpretation of conditional dependence such that
Condition (C2.2) makes Condition (C2.1) a natrual assumption on the conditional dependency.
Since σ vv,ii ≤ λ max (Σ vv ) and σ vv,ii ω vv,ii ≥ 1, this condition also implies that Var(ε k,s,i ) = 1/ω vv,ii ≤ c 0 . s = t and i = j, with probability tending to one,
Note thatε k,v,i is the centered residual andε k,v,i is the centered random error. The term | 1 n n k=1ε k,s,iεk,t,j − 1 n n k=1ε k,s,iεk,t,j | is determined by the difference between β v,i and its estimator β v,i . We will specify in Section 5 some estimation methods and corresponding sufficient conditions under which Condition (C2.3) will hold.
Theorem 5 specifies the null distribution of T
Theorem 5. Suppose that (C2.1), (C2.2) and (C2.3) hold. Then under H 0 , as n, q 0 → ∞, for all
st weakly converges to the Gumbel distribution F (x) in (3).
The derivation of the limiting null distribution of T
st calls for Condition (C2.1); when it is not satisfied, we can still control type I error based on the following proposition.
Proposition 2. Under (C2.2) and (C2.3) and the null H 0,st ,
where
The power analysis of Test II parallels to that of Procedure I. Let r ε,st = qs i=1 qt j=1 I(ρ ε,st,ij = 0). Define the following two classes of matrices:
We have the following theorem.
Theorem 6. Suppose that (C2.2), and (C2.4) hold. Then
st ≥ q α = 1, and lim
for some c 2 ≥ c 1 . 
Theorem 7. Suppose (C2.2) holds. Let α, β be any positive number with α + β < 1, There exists a positive constant c 3 such that for all large n and q 0 ,
Asymptotic Properties for Multiple Testing Procedure
The properties of the the multiple testing procedure (9) are based on the limiting null distribution of each test statistic. Based on Theorems 1 and 5, we have the following results.
Theorem 8. Consider the multiple testing procedure (9). If (C1.1) and (C1.2) (or (C1.2*)) hold, the procedure (9) with T
st controls the family-wise error rate at level α. If (C2.1) and (C2.2) hold, the procedure with T
st controls the family-wise error rate at level α.
ESTIMATION OF β V,I
Test II depends on the estimators of regression model. Estimating regression coefficients has been investigated extensively in the past several decades; methods include the Dantzig selector (Candes and Tao, 2007) , the Lasso (Tibshirani, 1996) , the SCAD (Fan and Li, 2001) , the adaptive Lasso (Zou, 2006) , the Scaled-Lasso (Sun and Zhang, 2012) , the Square-root Lasso (Belloni et al., 2011) , etc.. In this paper, we focus on the Dantzig selector and Lasso, and discuss when they will yield good estimators than can be used for our testing procedures. In particular, we will discuss the necessary conditions for (C2.3) to hold.
Before we discuss the estimating methods, we introduce the following notations. For region v and
) be the sample covariance between this components and other components in the region. Denote byΣ vv,−i,
T the sample covariance matrix without component i, and let D v,i = diag(Σ vv,−i,−i ). For the following methods, the tuning parameters are
Dantzig Selector. For v = 1, . . . , p and i = 1, . . . , q v , the Danztig selector estimators are obtained byβ
Lasso. For v = 1, . . . , p and i = 1, . . . , q v , the Lasso estimators are obtained bŷ
We now demonstrate that under certain conditions, the methods yield good estimators that satisfy the need to testing. Define by a v,1 and a v,2 the error bound In fact, Proposition 3 holds for any Dantzig selector estimatorβ v,i (δ) with δ ≥ 2; and Proposition 4 holds for any Lasso estimatorβ v,i (δ) with δ > 2. For computational simplicity, we chose δ = 2.02. In numerical studies, we found such choice work well in testing.
SIMULATION STUDIES
In this section, we evaluate the performance of the our methods via two simulation studies: one is focused on the size and power of the proposed tests for two regions, the other illustrates how to identity the functional brain network using the proposed tests under family-wise error rate controls.
Size and Power
We simulate X k , for k = 1, . . . , n, from a normal distribution with mean zero and covariance
where Fisher's Z transformation is then taken to obtain the testing statistics T
12 for this simple approach, which is given by
Using the results by Hotelling (1953) , it is straightforward to show that √ n − 3T 
12 | > z α/2 , where z α is the 1 − α normal quantile. We refer to this testing procedure as test III.
To define different model specifications on Σ 11,22 , we introduce a few auxiliary matrices. Let Let Λ d = (λ ij ) d×d with λ ii ∼ U(0.5, 2.5) and λ ij = 0 for i = j. Now, we define four different models for Σ 11 and Σ 22 .
• Model 1 (Independent Cases): Σ ss = Λ qs , for s = 1, 2.
• Model 2 (Block Sparse Covariance Matrices):
qs , for s = 1, 2, where δ i = |λ min (A qs )| + 0.05.
• Model 3 (Block Sparse Precision Matrices):
qs , for s = 1, 2, where δ * i = |λ min (A −1 qs )| + 0.05.
• Model 4 (Binded Sparse Covariance Matrices):
qs , for s = 1, 2, where τ s = |λ min (B qs )| + 0.05.
• Model 5 (Binded Sparse Precision Matrices):
qs , for s = 1, 2, where τ * s = |λ min (B −1 qs )| + 0.05.
To simulate the empirical size, we assume Σ 12 = 0 q 1 ×q 2 . To evaluate the empirical power, let Σ 12 = (σ ij ) q 1 ×q 2 with σ ij ∼ s ij Bernoulli[5/(q 1 q 2 )] with s ij ∼ N(4 log(q 1 q 2 )/n, 0.5). The sample size is taken to be n = 80 and 150, while the dimension (q 1 , q 2 ) varies over (50, 50), (100, 150), (200, 200) and (250, 300). The nominal significant level for all the tests is set at α = 0.05. The empirical sizes and powers for the five Models, reported in Tables 1 and 2 , are estimated from 5,000
replications.
Obviously when the covariance matrix of each region is sparse, Test I controls the type I error better; and when the precision matrix is sparse, Test II controls the type I error better. This implies the essence of condition (C1.1) and (C2.1) when deriving the limiting null distribution. On the other hand, the simulation also shows that without these two conditions, there is very little inflation in the type I error. The power analysis shows the similar pattern. In general, Test I/II has a larger power when the covariance/precision matrix is sparse. Both Tests I and II achieve a much larger power than Test III (Person correlation test on the first PC scores), although the empirical sizes of Test III are comparable to the proposed tests.
Network Identifications
In this section, we perform the simulation studies to illustrate the performance of our proposed testing procedure with the family-wise error rate control on the network identifications. We simulate a region-level brain network according to the Erdös-Rényi model (Erdös and Rényi, 1960) .
We set the number of regions p = 90, and the probability of any two brain regions being functional connected as 0.01. The simulated brain network is shown in Figure 1 in the supplementary document.
For every two connected brain regions s and t on the simulated network, we consider four models that we discussed in Section 6.1 for the specifications of Σ ss and Σ tt . Similar to the simulation studies for evaluating the empirical power, we set Σ st = (σ ij ) qs×qt with σ ij ∼ s ij Bernoulli(10/d st ) with s ij ∼ N(4 log(d st )/n, 1). We set sample size n = 150 and simulate the fMRI time series based on a normal model, i.e. X k ∼ N(0, Σ q×q ), for k = 1, . . . , n, where q = p s=1 q s and Table 3 reports the accuracy of the network identification and the performance for multiple testing. Denote E st as the indicator of the true connectivity between region s and region t, and E a,st as the indicator of the estimated connectivity at the a-th iteration, 1 ≤ s < t ≤ p and a = 1, . . . , 5000. The nettpr is defined as the percentage of exactly identifying the correct network, the fwer is the empirical familywise error rate which is the frequency of having one or mode false discoveries of the functional connectivity over the brain network, and the fdr is the empirical false discovery rate which is the proportion of falsely detecting the functional connectivities among the entire detections. Mathematically, nettpr = 1 5000 Table 3 shows the similar pattern as Tables 1 and 2 . When the covariance matrix is the identity matrix, Test I performs better than Test II since the optimization step of Test II introduces extra errors. In addition, Test I is computationally much faster than Test II. Therefore we recommend Test I when the covariance matrix is the identity matrix or sparse, and Test II when the precision matrix is sparse and its inverse is not sparse.
APPLICATION
In this section, we demonstrate our method via an analysis of the resting-state fMRI data that are collected in the autism brain imaging data exchange (ABIDE) study (Di Martino et al., 2013) . The major goal of the ABIDE is to explore the association of brain activity with the autism spectrum disorder (ASD), which is a widely recognized disease due to its high prevalence and We take a whitening transformation of original fMRI signals using the AR(1) model (Worsley et al., 2002) 
DISCUSSION
In additional to this, the novel contributions of our work include: 1) we propose a new framework to identify the functional brain network using formal statistical testing procedures, which make full use of the massive voxel-level brain signals and incorporate the brain anatomy into the analysis, producing neurologically more meaningful interpretations. 2) we establish the statistical theory of the proposed testing procedures, which provides the solid foundation for making valid inference on the functional brain network. 3) the proposed method is computationally very efficient and can be paralleled to achieve fast computing performance. 4) Although the development of our proposed approach is motivated by the analysis of brain imaging data, it is a general method for network construction and can be readily applied to other problems, such as identification of gene networks and social networks.
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SUPPLEMENTARY MATERIAL
The supplementary material includes the proof of and all technical lemmas, and the simulated network ( Figure 1 ) on 90 regions using Erdos-Rényi model discussed in Section 6.2.
PROOF OF MAIN THEOREMS
Without loss of generality, in this section, we assume E(X k,s,i ) = E(X k,t,j ) = 0, and Var(X k,s,i ) = Var(X k,t,j ) = 1 unless otherwise stated. Due to the space limit, we list the proofs of some theorems In addition, to simplify the notation in the proof, we denote by d st = q s q t the total number of entries in the covariance matrix Υ st . And also define c(d st , α) = 2 log(d st ) − log log(d st ) + q α , where q α is the (1 − α)th quantile of null distribution F (x).
To prove Theorem 2, we need Lemma 1 and Lemma 2.
Lemma 1. Recall that θ 1,st,ij = σ ss,ii σ tt,jj andθ 1,st,ij =σ ss,iiσtt,jj . Under the conditions of (C1 .2) or (C1.2*) and the null H 0,st , there exists some constant C > 0, such that as n, q 0 → ∞,
Under the conditions of (C1 .2) or (C1.2*), we have for some constant C > 0 that P max
also holds when substituting θ st,ij to θ 1,st,ij .
Proof of Theorem 2. Define
By Lemma 1,
Since T st,3 ≤ 2T st,4 + 2T st,2 and T st,3 ≥ 4(1 + κ 1 ) log d st ,
By Condition (1.3), T st,5 ≥ T st,4 /κ 1 . It follows that
By Lemma 2,
Proof of Theorem 4. It suffices to show the results for normal distribution which satisfies (C2) and (C2*). Denote min(q s , q t ) = q * (s, t). Let M(s, t) = {S : S ⊆ {1, . . . , q * }, Card(S) = r st } denote the set of all the subsets of {1, . . . , q * } with cardinality r st . Letm be a random subset of {1, . . . , q * }, which is uniformly distributed on M. Consider such covariance matrix of (X s , X t ) T :
Here c is a positive constant which will be specified later. Without loss of generality, suppose q s ≤ q t .
Let's reorder the variables X = (X s,1 , X t,1 , . . . , X s,qs , X t,qs , . . . , X t,qt ) T . Then the covariance matrix of X is Σm = diag(A(i), . . . , A(i), I qt−qs ), with
It is easy to see that the precision matrix is Ωm = diag(B(i), . . . , B(i), I qt−qs ), with
We construct a class of Σ: Q = {Σm,m ∈ M(s, t)}. Let Σ 0 = I, and Σ 1 be uniformly distributed on Q. Let µ ρ be the distribution of Σ 1 . It is a measure on {∆ ∈ S(r st , s, t) : ∆ 2 F = r st ρ 2 }. Let dP a (X) be the likelihood function given Σ a , a = 0, 1. Define
where E µρ is the expectation on Σm. By the arguments in Section 7.1 in Baraud (2002) , it suffices
We have
Set Ω m + Ω m − 2I = (a s 1 ,s 2 ,i,j ), s 1 , s 2 ∈ {s, t}, i = 1, . . . , q s 1 , and j = 1, . . . , q s 2 . If i ∈ m ∩ m ,
, and the theorem is proved.
Proof of Theorem 5. Define
By Condition (2.3) and max i |σ ε,ss,ii − σ ε,ss,ii
By (C2.2), θ ε,st,ij ≥ 1/c 2 0 . Thus with proability tending to one, 
Thus, it suffices to show that for any x ∈ R,
The rest of the proof is similar to the proof of Theorem 1.
Proof of Proposition 3. We first decomposeσ ε,st,ij as follows:
We bound each term in order.
Note that for all s, t ∈ {1, . . . , p},
And also for any M > 0, there exists sufficiently large C > 0 such that
Recall the definition of a v,1 and a v,2 in (13).
When s = t and i = j, Cov(ε k,s,i , X k,s,−i ) = 0. Therefore
When s = t and under H 1,st ,
Therefore, max 1≤i≤qs,1≤j≤qt
We can show bounds for A 2,s,t,i,j similarly.
Next, we bound A 3,s,t,i,j .
It is easy to show that for any M > 0, there exists sufficiently large C > 0 such that
When s = t, under H 0,st , Σ st,−i,−j = 0; and under H 1,st , Σ st,−i,−j 2 ≤ c 0 . By the inequality
we have under H 0,st , max 1≤i≤qs,1≤j≤qt 
By the proof of Proposition 4.1 in Liu (2013) , page 2975, with probability tending to 1,
And it follows that
And also by
and the inequality
we can see that the restricted eigenvalue assumption RE(s, s, 1) in Bickel et al. (2009) , page 1711, holds with κ(s, s, 1) ≥ cλ min (Σ) 1/2 . And by the proof of Theorem 7.1 in Bickel et al. (2009) ,
Proof of Proposition 4. By Proof of Proposition 4.2 in Liu (2013), we have with probability tending to one,
Then by ( 
Proof of Theorem 1. Without loss of generality, we assume that µ s,i = µ t,j = 0, σ ss,ii = σ tt,jj = 1, for i = 1, . . . , q s , and j = 1, . . . , q t . To simplify notation, let T = n · max ijρst,ij .
By Lemma 1, with probability at least 1 − O(q
By similar arguments as (9) and (11),
By Lemma 2, it suffices to show that for any x ∈ R,
as n and d → ∞.
It suffies to show that for any x ∈ R,
as n and q 0 → ∞.
We arrange the indices {(i, j) : (i, j) ∈ A st } in any ordering and set them as
2) holds, and τ n = n 1/2 /(log d st ) 2 if (C1.2*) holds. Note that under the null, σ st,i 1 j 1 = 0. By Markov inequality, under (C1.2),
and under (C1.2*),
The later inequality uses the independence between X k,s,i l and X k,t,j l under H 0,st .
Therefore,
By Bernstein's inequality,
It is easy to see that with probability larger than 1 − O(d
It suffices to prove that for any fixed x ∈ R, as n, d → ∞,
By Bonferroni inequality, for any integer m with o < m < K/2,
By Theorem 1 in Zaïtsev, A.Y. (1987) , we have 
and similarly
By Lemma 3, we get lim sup
for any integer m. Let m → ∞, we prove the theorem.
Without loss of generality, in this section, we assume E(X k,s,i ) = E(X k,t,j ) = 0, and Var(X k,s,i ) = Var(X k,t,j ) = 1 unless otherwise stated.
Proof of Proposition 1. Define T (1) st,ij = nρ st,ij . By the proof of Theorem 1, under (C2) (or (C2*)), we have
Proof of Lemma 1. Under H 0,st , θ st,ij = σ ss,ii σ tt,jj andθ st,ij =σ ss,iiσtt,jj . Thus
It suffices to show that
and the same holds forσ tt,jj .
Without loss of generality, we assume that µ s,i = µ t,j = 0, σ ss,ii = σ tt,jj = 1, for i = 1, . . . , q s , and j = 1, . . . , q t . We havê
We first prove the results under (C1.2). Define
Let t 1 = η(log q 0 ) 1/2 /(2n 1/2 ). Then we have
where c η is a positive number only depends on η. Similarly,
It remains to prove the lemma under (C1.2*). Definê
The last inequality is by Bernstein's inequality and condition (C1.2*). Definê
Then, following the similar argument, we have
. By the proof of Lemma 4 in Cai et al. (2013) , it follows that
where ε n = max{(log q 0 ) 1/6 /n 1/2 , (log q 0 ) −1 }. We can write
By Theorem 1 in Jing et al. (2003) , we have
Together with (12), we have the conclusion. Note that under the null, θ 1,st,ij = θ st,ij . So (12) also holds for θ st,ij under H 0,st .
Proof of Lemma 3. When d = 1, it is easy to get
We now prove the lemma for d ≥ 2. Note that for any 1 ≤ i, j ≤ q s and 1 ≤ k, l ≤ q t , under H 0,st , we have Cov(X s,i X t,k , X s,j X t,l ) = σ ss,ij σ tt,kl .
To simplify notation, denote X s,i by X im 1 X s,j by X im 2 , X t,k by X jm 1 , and X t,l by X jm 2 . Define graph G im 1 jm 1 im 2 jm 2 = (V im 1 jm 1 im 2 jm 2 , E im 1 jm 1 im 2 jm 2 ), where V im 1 jm 1 im 2 jm 2 = {i m 1 , j m 1 , i m 2 , j m 2 } is the set of vertices and E im 1 jm 1 im 2 jm 2 is the set of edges. There is an edge between a = b ∈ {i m 1 , j m 1 , i m 2 , j m 2 } if and only if |ρ ss,ij | = |ρ im 1 im 2 | ≥ (log q 0 ) −1−α 0 or |ρ tt,kl | = |ρ jm 1 jm 2 | ≥ (log q 0 ) −1−α 0 , for all a, b ∈ {i m 1 , j m 1 , i m 2 , j m 2 }. G im 1 jm 1 im 2 jm 2 is a v vertices graph (v-G) if the number of different vertices in V im 1 jm 1 im 2 jm 2 is v. It is a e edges graph (e-E) if Card(E im 1 jm 1 im 2 jm 2 ) = e.
A vertex in G im 1 jm 1 im 2 jm 2 is said to be isolated if there is no edge connected to it. Note that for any 1 ≤ m 1 = m 2 ≤ d, G im 1 jm 1 im 2 jm 2 could only be 3G/4G, and 0E/1E/2E. We say a graph G = G im 1 jm 1 im 2 jm 2 satisfies the weak correlation condition (13) if G is a 3G0E, 4G0E or 4G1E.
(S13)
For any G im 1 jm 1 im 2 jm 2 satisfying Condition (13) |Cov(X im 1 X j m1 , X im 2 X jm 2 )| = O{(log d) −1−α 0 }.
We now define the following set 
We first prove (16). Further divide I 0l as follows. Let (k 1 , . . . , k d ) ∈ I 0l and let S * ⊆ (k 1 , . . . , k d ) be the largest cardinality subset satisfying (14). Define Let V l be the covariance matrix of (N a 1 , N b 1 , . . . , N b l ). It follows that V l −V l 2 = O((log q 0 ) −1−α 0 ), whereV l = diag(D, I l−1 ) with D to be the covariance matrix of (N a 1 , N b 1 ).
By the conditions, for all a 1 and b 1 , Figure S1: Simulated network on 90 regions using the Erdos-Rényi model
