We give the first polynomial-time approximation schemes (PTASs) for the following problems: (1) uniform facility location in edge-weighted planar graphs; (2) k-median and k-means in edge-weighted planar graphs; (3) k-means in Euclidean spaces of bounded dimension. Our first and second results extend to minor-closed families of graphs. All our results extend to cost functions that are the p-th power of the shortest-path distance. The algorithm is local search where the local neighborhood of a solution S consists of all solutions obtained from S by removing and adding 1/ O(1) centers.
Introduction
In this paper, we address three fundamental problems, facility location, k-median and k-means clustering, in two settings, graphs and Euclidean spaces. The problem of approximating k-means clustering in low-dimensional Euclidean space has been studied since at least 1994 [22] ; since then, many researchers have given approximation schemes that are polynomial for fixed k but exponential in k. Very recently, building on [13] , a bicriteria polynomial-time approximation scheme has been given [8] for k-means: it finds (1 + )k centers whose cost is at most 1 + times the cost of an optimal k-means solution. As the authors of that paper point out, it remained an open question whether there is a true polynomial-time approximation scheme for k-means in the plane (where k is considered part of the input); the best polynomial-time approximation bound known was 9 + . In this paper, we resolve this open question by giving the first polynomial-time approximation scheme for arbitrary (i.e. nonconstant) k in low-dimensional Euclidean space.
Our analysis of the k-means approximation scheme shows that it can also be applied to graphs belonging to a fixed nontrivial minor-closed family. 1 For example, for any fixed integer g, graphs embeddable on a surface of genus g form such a family. In particular, planar graphs forms such a family. Thus we also obtain the first polynomial-time approximation scheme for k-means in planar graphs.
The problem of (uncapacitated) metric facility location in graphs has similarly been studied for many years. The first polynomial-time approximation algorithm, with a logarithmic performance guarantee, was given by Hochbaum in 1982 [21] . The first polynomial-time approximation algorithm to achieve a constant approximation ratio was given by Shmoys, Tardos and Aardal [29] in 1997. The current best approximation algorithm for metric (uncapacitated) facility location, due to Li, has approximation ratio 1.488 [27] . Guha and Khuller [16] proved that there exists no polynomialtime approximation algorithm with approximation ratio of 1.463 for metric facility location problem unless N P ⊆ DT IM E[n O(log log n) ]. The best approximation ratio for the k-median problem is 1 + √ 3 by [28] . In order to obtain a substantially better approximation ratio, therefore, one must restrict attention to special metrics. Because facility location problems often arise on the surface of the earth, it is natural to consider the metrics induced by planar graphs. Researchers have been trying to find a polynomial-time approximation scheme for the planar restriction for many years. An unpublished manuscript [2] by Ageev dating back at least to 2001 addressed the planar case via a straightforward application of Baker's method [7] , giving an algorithm whose performance on an instance depends on how much of the cost of the optimal solution is facility-opening cost. Despite the title of the manuscript, the algorithm is not an approximation scheme for instances with arbitrary weights. Since then there have been no results on the problem despite efforts by several researchers in the area.
In this paper, we give the first polynomial-time approximation scheme for (uncapacitated uniform) facility location where the metric is that induced by a planar graph or, more generally a graph belonging to a fixed nontrivial minor-closed family.
Additional references: In arbitrary metric spaces, lower bounds of 1 + 2/e and 1 + 3/e on the approximation ratio for the k-median and k-means problems respectively , see Guha and Khuller [16] and Jain et al. [23] . Guruswami et al. [18] showed that there is not PTAS for k-median if both k and d are part of the input. More recently, Awasthi et al. [6] showed APX-Hardness for k-means if both k and d are part of the input.
In Euclidean spaces, (1 + ε)-approximation algorithms have been proposed for either fixed k or fixed d for the k-median problem For fixed k there exists different PTAS (See [14] for the best known so far). When the number of dimensions is fixed, Arora et al. gave the first PTAS [4] for the k-median problem. This result was subsequently improved to an efficient PTAS by Kolliopoulos et al. [25] and Har-Peled et al. [19, 20] . For the k-means problem, Kanungo et al. [24] showed that local search achieves a 9 + ε-approximation in the general metric case and this remains the best known approximation guarantee so far even for fixed d.
Local Search for metric k-median was first analyzed by Korupolu et al [26] . They gave a bicriteria approximation using k · (1 + ε) centers an achieving a cost 3 + 5/ε times the optimum k-clustering. This was later improved to k · (1 + ε) centers an achieving a cost 2 + 2/ε times the optimum k-clustering by Charikar an Guha [12] . Arya et al. [5] gave the first analysis showing that Local Search with a neighborhood of 1/ε gives a 3 + 2ε approximation to k-median. Moreover, they show that this bound is tight. As mentioned earlier, Kanungo et al. [24] showed that local search is a 9 + ε-approximation for k-means in general metric.
Local search is a very popular algorithm for clustering and has been widely used : see [11] in the context of parallel algorithms, [17] in the streaming model and [9] for distributed computing. See [1] for a general introduction to theory and practice of local search.
Results
We describe a simple and natural, and previously studied local-search algorithm for clustering problems, parameterized by the desired cluster size k, the objective function cost(·), and a parameter s governing the local-search neighborhood.
Algorithm 1 Local Search for finding k clusters 1: Input: A metric space and associated cost function cost(·), an n-element set C of points, error parameter > 0, positive integer parameters k and s 2: S ← Arbitrary size-k set of points 3: while ∃ S s.t. |S | ≤ k and |S − S | + |S − S| ≤ s and cost(S )
S ← S 6: end while 7: Output: S We consider two kinds of metric spaces. For any fixed positive integer d, we consider R d equipped with Euclidean distance. For any undirected edge-weighted graph G, we consider the metric completion of G, i.e. the metric space whose points are the vertices of G and where the distance between u and v is defined to be the length of the shortest u-to-v path in G with respect to the given edge-weights. When p = 2, the objective function is the k-means objective function. When p = 1, the objective function is that of k-median.
When the metric space is R d , it is not trivial to implement an iteration of Algorithm 1. However, as observed in [8] (see [22] ), there is a method using an arrangement of algebraic surfaces to execute an iteration in n O(ds) time. We therefore obtain the following. It is straightforward to implement Algorithm 1 applied to the metric completion of a graph. We therefore obtain: Corollary 2. There is a polynomial-time approximation scheme for k-means and for k-median in planar graphs and in bounded-genus graphs.
More generally, for any nontrivial minor-closed family of edge-weighted graphs, there is a polynomial-time approximation schemes for k-means and for k-median for graphs in that family.
The local-search algorithm is easily adapted to the case where we do not specify the number of clusters but instead specify a per-cluster cost. This case includes a variant of the facility location problem. Definition 1.1 (Uncapacitated Uniform Facility Location). The Uncapacitated Uniform Facility Location problem is as follows: given a finite metric space, a subset C of points, and a facility opening cost f , find a subset S of points that minimizes cost(S) == f |S| + c∈C min u∈S dist(c, u).
To address this problem, we use a simple modification of the local-search algorithm given earlier. 
Preliminaries
We will use the following technical lemma in order to give a general proof that encompasses both the cases of k-median and k-means. Throughout the paper we assume p constant and define ε 1 to be a positive constant.
Proof. By the triangular inequality,
Definitions for graphs
For a graph G, we use V (G) and E(G) to denote the set of vertices of G and the set of edgs of G, respectively. For a subgraph H of G, the vertex boundary of H in G, denoted ∂ G (H), is the set of vertices v such that v is in H but has an incident edge that is not in H. (We might write ∂(H) if G is unambiguous.) A vertex in the vertex boundary of H is called a boundary vertex of H. A vertex of H that is not a boundary vertex of H is called an internal vertex. We denote the set of internal vertices of H as I(H). Definition 2.2. Let c 1 and c 2 be constants (depending on G). For a number r, a weak r-division of a graph G (with respect to c 1 , c 2 ) is a collection R of subgraphs of G, called regions, with the following properties.
1. Each edge of G is in exactly one region.
2. The number of regions is at most c 1 |V (G)|/r. Proof. Alon, Seymour, and Thomas [3] proved a separator theorem for the family of graphs excluding a fixed graph as a minor. Any nontrivial minor-closed family excludes some graph as a minor (else it is trivial). Frederickson [15] gave a construction for a stronger kind of r-division of a planar graph. The construction uses nothing of planar graphs except that they have such separators.
Let G be an undirected graph with edge-lengths. Fix an arbitrary priority ordering of the vertex set V (G). For every subset S of V (G), we define the Voronoi partition with respect to S. For each vertex v ∈ S, the Voronoi cell with center v, denoted V S (v), is the set of vertices that are closer to v than to any other vertex in S, breaking ties in favor of the highest-priority vertex of S.
Proof. Let u ∈ V S (v), and let p denote a v-to-u shortest path. Let w be a vertex on P . Assume for a contradiction that, for some vertex v ∈ S, either the v -to-w shortest path p is shorter than the shortest v-to-w path, or it is no longer and v has higher priority than v. Replacing the v-to-w subpath of p with p yields a v-to-u path that either is shorter than p or is no longer than p and originates at a higher-priority vertex than v. If G belongs to a minor-closed family K then so does G Vor(S) .
Definitions for fixed-dimension Euclidean spaces
We define analogous notions for the case of Euclidean spaces of fixed dimension d. Consider a set of points C in R d . For a set Z of points in R d and a bipartition C 1 ∪ C 2 of C, we say that Z separates C 1 and C 2 if, in the Voronoi diagram of C ∪ Z, the boundaries of cells of points in C 1 are disjoint from the boundaries of cells of points in C 2 .
Definition 2.5. Let c 1 and c 2 be constants. Let C be a set of points in R d . For an integer r > 1, a weak r-division of C (with respect to c 1 , c 2 ) is a set of boundary points Z ⊂ R d together with a collection of subsets R of C ∪ Z called regions, with the following properties.
2. The number of regions is at most c 1 |C|/r.
3. Each region contains at most r points of C ∪ Z.
The following theorem is from [10, Theorem 3.7] .
Theorem 2.6. [10, Theorem 3.7] Let P be a set of n points in R d . One can compute, in expected linear time, a sphere S, and a set Z ⊆ S, such that
• There are most σn points of P in the sphere S and at most σn points of P not in S, and
• Z is a Voronoi separator of the points of P inside S from the points of P outside S.
Here c and σ < 1 are constants that depends only on the dimension d.
From that theorem we can easily derive the following. Theorem 2.7. Let d be a fixed positive integer and r be a positive integer. Then there exist c 1 , c 2 such that every set of points C ⊂ R d has a weak r-division with respect to c 1 , c 2 .
Proof. We describe a recursive procedure to construct the set Z in the definition of weak r-division of C. Assuming that |C| > r, find a sphere S and a set Z 0 satisfying Theorem 2.6. Let Z 1 be the result of applying the procedure to the union of Z 0 with the set of points inside C, and similarly obtain Z 2 from the set of points outside C.
It is clear that the set Z returned by the procedure satisfies all the properties of a weak rdivision except for Property 4, which requires some calculation. Let b(n) be the maximum number of points returned when the procedure is applied to a set C of size at most n, where n > (1 − σ)r. If n ≤ r then b(n) = 0, and if n > r then
We show by induction that b(n) ≤ β n r 1/d − γn 1−1/d for suitable constants β, γ > 0 to be determined. We postpone the basis of the induction until β, γ are selected.
By the inductive hypothesis,
, as can be seen by taking its second derivative. For any α ∈ [1 − σ, σ], there exists a number 0 < µ < 1 such that
Since a weighted average is at least the minimum,
Since f is strictly concave, δ > 0. We choose γ = (c + 2c/r 1/d )/δ, for then the first term in Inequality 1 is bounded by γδn 1−1/d , and we obtain
which is nonnegative for an appropriate choice of β depending on σ and γ.
Techniques
We provide the definitions needed by our techniques.
Definition 2.8. Let ε < 1/2 be a positive constant and L and G be two solutions for the k-clustering problem with parameter p. Given a facility f 0 ∈ G and a facility ∈ L, we say that the pair (f, ) is 1-1-isolated if most of the clients served by in L are served by f in G, and most of the clients served by f in G are served by in L : in other words,
We now define the concept of isolated regions; 1-1-isolated regions correspond to the special case of isolated regions when L 0 consists of a single facility.
• Most of the clients served by
Theorem 2.9. Let ε < 1/2 be a positive constant and L and G be two solutions for the k-clustering problem with exponent p. Letk denote the number of facilities f of G that are not in an isolated region. There exists a set S 0 of facilities of G of size at least ε 3k /6 that can be removed from G at low cost:
Tightness of the results
We show that up to a factor of 1/ε O(1) , the results are tight. For any ε > 0, there exists a family of graphs that contains K 1/ε as a minor and for which the local search algorithm can return a solution of cost exactly ( We analyze Local Search for Uniform Facility Location (Algorithm 2) applied to the metric completion of an edge-weighted graph G belonging to a nontrivial minor-closed family K. in the case when G is a connected planar edge-weighted graph.
Throughout this section we consider a solution L output by Algorithm 2 (the "local" solution) and a globally optimal solution G of value OPT. Let F = L ∪ G. Let r = 1/ε 2 . Consider the graph G Vor(F ) defined in Definition 2.4, and recall that each vertex of G maps to a vertexv in the contracted graph G Vor(F ) .
Since G belongs to K and G Vor(F ) is obtained from G by contraction, it too belongs to K and hence it has an r-division. Let H 1 , . . . H κ be the regions of this r-division. For i = 1, . . . , κ, define V i and B i as follows:
That is, V i is the set of vertices in the union of the local solution and the global solution that map via contraction to vertices of the region H i , and B i is the set of vertices in the union that map to boundary vertices of H i .
Let
We define L i = L∩V i and G i = G ∩V i . We consider the mixed solution M i defined as follows:
Proof. To obtain M i from L, one can remove the vertices in L ∩ V i that are not in G , and add the vertices in G ∩ V i that are not in L. Thus the size of the symmetric difference is at most
Since the vertices of L ∪ G are centers of Voronoi cells, these vertices all map to different vertices in the contracted graph G Vor(F ) . Therefore |(L ∪ G ) ∩ V i | is at most the number of vertices in region H i , which is at most r = 1/ε 2 .
Lemma 3.2. Let H i be a region of the r-division of G Vor(F ) . Suppose c and v are vertices of G such that one of the vertices in {ĉ,v} is a vertex of H i and the other is not an internal vertex of H i . Then there exists a vertex x ∈ F such thatx is a boundary vertex of the region H i and dist(c, x) ≤ dist(c, v).
Proof. Let p be a shortest c-to-v path in G. By the conditions onĉ andv, there is some vertex w of p such thatŵ is a boundary vertex of H i . Let x be the center of the Voronoi cell whose contraction yieldsŵ. By definition of Voronoi cell, dist(w, x) ≤ dist(w, v). Therefore replacing the w-to-v subpath of p with the shortest w-to-x path yields a path no longer than p. 
Proof. First supposeĉ is an internal vertex of H i , and let v be the facility in
Then by Lemma 3.2 there is a vertex x ∈ F such thatx is a boundary vertex of H i and dist(c, x) ≤ dist(c, v). As before, x is in G i so m i c ≤ g c . Since g c ≤ g c , this proves the claimed upper bound. Now, supposeĉ is not an internal vertex of H i and let v be the facility in L closest to c. If v is not in V i then it is in the mixed solution M i , so m i c = c . Suppose v is in V i . Then by Lemma 3.2 there is a vertex x ∈ F such thatx is a boundary vertex of H i and dist(c, x) ≤ dist(c, v). Since x is in F andx is a boundary vertex of H i , we know x is in G ∩ V i , which is G i . Therefore x is in M i . Since dist(c, x) ≤ dist(c, v), we obtain m i c ≤ c , which proves the claimed upper bound.
Proof. Let v be a vertex of G . For i = 1, . . . , κ, ifv is an internal vertex of the region H i then v contributes only one towards the left-hand side. Ifv is a boundary vertex of H i then v ∈ B i . Therefore
To finish the proof, we bound the sum in the right-hand side. Each vertex in F is the center of one Voronoi cell, so G Vor(F ) has |F| vertices. For each region H i , there is one vertex in B i that corresponds to each boundary vertex of H i , so κ i=1 |B i | is the sum over all regions of the number of boundary vertices of that region, which, by Property 4 of r-divisions, is at most c 2 |F|/r 1/2 , which, by choice of r, is at most c 2 ε|F|, which in turn is at most c 2 ε(|G| + |L|).
Proof. (Proof of Theorem 1.3) Lemma 3.1 and the stopping condition of Algorithm 2 imply the following:
We now decompose the right-hand side. For a client c, we denote by c , g c and m i c the distance from the client c to the closest facilities in L, G and M i respectively. This gives
Using Lemma 3.3 and summing over c shows that
Combining Inequalities (2), (3) and (4), we obtain
We next sum this inequality over all κ regions of the weak r-division and use Lemma 3.4.
Since κ ≤ c 1 |F|/r ≤ c 1 ε 2 n, we obtain
This completes the proof of Theorem 1.3. Proof. The number of iterations of the while loop is O(n/ε), see [5, 13] for more details. At each iteration, the number of neighboring solutions considered is |F | 1/ε O(1) . Thus the running time of Algorithm 1 is n 1/ε O(1) .
Approximation Ratio
We show Theorem 1.2. The proof is similar for graphs and for points lying in R d . We consider a solution L output by Algorithm 1 and an optimal solution G. We apply Theorem 2.9 to G and L in order to find a set S 0 ⊂ G such that cost(G − S 0 ) ≤ (1 + 2 3p+1 ε)cost(G) + 2 3p+1 εcost(L) and |S 0 | ≥ ε 3 |G|/6. Throughout we let G 1 denote the solution which consists of G − S 0 .
We define a subgraph
for an isolated region (L 0 , f 0 ), add to E the edges of a shortest path from c to L 0 and edges of a shortest path from c to f 0 . Second, for each client c that is in V L ( ) ∩ V G (f ) where neither nor f are isolated, add to E the edges of a shortest path from c to and edges of a shortest path from c to f . Let V be the vertices spanned by the resulting set of edges E .
We will use C 1 to denote the clients c considered in the previous paragraph, namely the clients
where neither nor f are isolated. We call them good clients; the others are bad clients. Let F = G 1 ∪ L.
We now consider G Vor (F) and proceed to an r-division R 1 , R 2 , . . . of the connected components of G Vor(F ) for some r = 1/ε 4 . For each boundary elements that is a facility of L, we arbitrarily choose one of the regions on whose boundary it sits and declare it to belong to that region. (The purpose is to define a partition of all facilities of L.) Moreover, for each boundary facility f , consider all the regions that have f on their boundary, and create clones of f , one for each such region. Thanks to that transformation, the regions R 1 , R 2 , . . . define a partition of the clones. Let G * be the solution which consists of G 1 and the (cloned) boundary elements induced by the r-division.
LetF be the set of facilities of L and G that are not in a 1 − 1 isolated region andk = |F|. Proof. Observe first that each 1-1 isolated region results in a connected component of size 2 in G Vor(F ) and so, no boundary elements is introduced for such connected components. Now, recall from the definition that the total number of boundary elements of the r-division, R 1 , R 2 , . . . is at most c 1 ·|n 0 |/r, where n 0 is the total number of elements of G 1 and L that are not part of an isolated region (L 0 , f 0 ) with |L 0 | ≤ 1/ε 4 − 1. Since r = 1/ε 4 we have that |G * | ≤ |G 1 | + c 1 · ε 4 |F|.
Lemma 4.3. Consider the solution G * and the r-division into regions R 1 , R 2 , . . .. We have the following properties,
2. G * is feasible : |G * | ≤ k.
3. For each client good client c, i.e. c ∈ C 1 , the facility that serves c in L and the facility f that serves c in G * belong to the same region of the r-division.
Proof. We first prove Property 1. Observe that by Theorem 2.9, cost(
We now prove Property 2. By Theorem 2.9, we have that |G 1 | ≤ k − ε 3k /12. By Lemma 4.2 we thus have
for ε small enough. We turn to the proof of 3. Consider a good client c and let be the facility that serves c in L and f be the facility that serves c in G * . Since c is good, the two paths belong to G and so, there is a path connecting to f in G Vor(F ) . Thus, if and f do not belong to the same region of the r-division, there exists a boundary element on the path from f to . Hence, there exists a facility f ∈ G * that such that dist(c, f ) ≤ dist(c, f ) and the lemma follows.
Throughout the rest of the proof, we will bound the cost of L by the cost of G * .For any facility f of G * that is not in G 1 and that was introduced when applying the r-divison to a connected component that corresponds to an isolated region of G, we say that f belongs to an isolated region. We now consider the regions of the r-division R 1 , R 2 , . . . and state the following lemma whose proof is adapted from [13] .
Lemma 4.4 (Balanced Clustering). Let S = {S 1 , ..., S p } be a collection of disjoint sets. Each set contains elements of type either A or B and has size at least 1/(2ε 2 ) and at most 1/ε 2 . The total number of elements of type A is at least the total number of elements of type B.
There exists a clustering of {S 1 , ..., S p } in clusters satisfying the two following properties. For any cluster C,
• Balanced: the total number of elements of A in the sets of C is at least the total number of elements of B in the sets of C,
We now apply Lemma 4.4 with R consisting of the regions of the r-division, where each region is seen as a set of facilities of L ∪ G * , and instantiate A with L and B with G * in order to define super-regions that satisfy the properties of Lemma 4.4.
Let L(R) (resp. G * (R)) be the set of facilities of L (resp. G * ) in the super-region R. We consider the mixed solution
Proof. Observe that the region produced by the r division contains at most c 1 /ε 4 facilities for some constant c 1 . Therefore, applying Lemma 4.4, we obtain that the super-regions contains at most O(1/ε 10 ) facilities and the lemma follows.
, define Reassign G * →L as the cost of assigning c to the facility of L 0 that is the closest to f 0 . We prove the following lemma.
for some constant c 4 .
, and let denote the facility of L that is the closest to f 0 . By Lemma 2.1, dist(c, )
Substituting, we have that
By definition of isolated regions,
so the ratio is at most ε/(1 − ε). Summing over ∈ L 0 proves the Lemma.
, and let denote the facility serving it in L. By
To upper bound dist( , f 0 ), we use an averaging argument.
Substituting,
Lemma 4.8. Consider an isolated region (f, L 0 ). Let be a facility of L 0 . For any super-region R, M R contains f or a facility that is at distance at most dist( , f ) from f .
Proof. Since and f belong to the same isolated region (f, L 0 ) and ∈ L 0 , they belong to the same connected component of G Vor (F). Now consider a super-region R which does not contain . Then ∈ L(R). Thus, either f ∈ R or a boundary element ∈ R of the r-division is on the path from to f . Thus, ∈ M R and dist( , f ) ≤ dist( , f ), proving the lemma.
Lemma 4.9. Let c be a client and R a super-region. Consider the cost of c in the mixed solution M R . The value of m R (c) − l c is less than or equal to:
if (c) / ∈ R and g * (c) ∈ R and g * (c) is not in an isolated region. Reassign L →G * (c) − l c if (c) ∈ R and g * (c) / ∈ R and g * (c) is not in an isolated region Reassign G * →L (c) − l c if (c) ∈ R and g * (c) / ∈ R and g * (c) is in an isolated region 0 otherwise.
Proof. Recall that the super-regions form a partition of the facilities of L and of G * . Let R( (c)) be the region that contains (c) and R(g * (c)) be the region that contains g * (c). Therefore, we consider the case where c is such that R( (c)) = R(g * (c)) and such that g * (c) is not in an isolated region. Since c is bad, (c) is in an isolated region. Thence, by Lemma 4.8, the cost in solution M R( (c)) is at most Reassign L →G * (c). Moreover, in solution R(g * (c)), the cost is at most g c . Finally, for any other region R = R( (c)), R(g * (c)), (c) / ∈ R and so (c) ∈ M R and therefore m R (c) ≤ l c . This concludes the proof of the lemma.
We now partition the clients into three sets, Λ 1 , Λ 2 , Λ 3 . Let Λ 1 be the set of clients such that there exists a super-region R such that (c) ∈ R and g * (c) / ∈ R and g * (c) is not in an isolated region. Let Λ 2 be the set of clients such that there exists a super-region R such that (c) ∈ R and g * (c) / ∈ R and g * (c) is in an isolated region. Finally let Λ 3 be the remaining clients : Λ 3 = C − Λ 1 − Λ 2 . The following corollary follows directly from Lemma 4.9 and by observing that the super-regions form a partition of L and G * , and by the definition of Λ 1 , Λ 2 , Λ 3 .
Corollary 4.
For any client c, we have that
We now turn to the proof of Theorem 1.2.
Proof of Theorem 1.2. By Lemma 4.5, for any super-region R the solution M R is in the local neighborhood of L. By local optimality, we have
Observe that the number of regions is at most k ≤ n. Thus, summing over all region we have Proof. The number of iterations of the while loop is O(n/ε), see [5, 13] for more details. At each iteration, the number of neighboring solutions considered is n d/ε O(d) . This corresponds to the number of partitions of n points induced by the Voronoi diagram generated by 1/ε O(d) generator points in R d , see [22] for more details. Thus the running time of Algorithm 1 is
In the case of points in R d . The proof is identical for points lying in R d . We explain how to modify the beginning of the proof of the graph case, the rest of the proof applies directly. We let C 1 denote the set of client that do not belong to the symetric difference of V L (L 0 ) and V G (f 0 ) of any isolated region (L 0 , f 0 ). We call them good clients; the others are bad clients. Let F = G 1 ∪ L. We now consider each isolated region (L 0 , f 0 ), with |L 0 | > 1/ε 4d − 1, and proceed to an r-division of L 0 ∪ {f 0 } with r = 1/ε 4d . Moreover, for the remaining facilities of L and G 1 that are not in any isolated region, we proceed to an r-division of those points with r = 1/ε 4d . We denote by R 1 , R 2 . . . the subset of all the regions defined by the above r-divisions. Let Z denote the set of boundary elements of all the r-divisions. Let G * be the solution which consists of G 1 ∪ Z. LetF be the set of facilities of L and G that are not in a 1 − 1 isolated region. We now branch with the rest of the proof of Theorem 1.2, starting from Lemma 4.2.
6 Reducing the number of clusters : Proof of Theorem 2.9
We recall the statement of Theorem 2.9.
Theorem 2.9. Let ε < 1/2 be a positive constant and L and G be two solutions for the k-clustering problem with exponent p. Letk denote the number of facilities f of G that are not in an isolated region. There exists a set S 0 of facilities of G of size at least ε 3k /6 that can be removed from G at low cost: cost(G − S 0 ) ≤ (1 + 2 3p+1 ε)cost(G) + 2 3p+1 εcost(L).
Let ε < 1/2 be a positive constant and L and G be two solutions for the k-clustering problem with parameter p. Observe that since ε < 1/2, each facility of L belongs to at most one isolated region. LetG denote the facilities of G that are not in an isolated region.Theorem 2.9 relies on the following claim, whose proof we momentarily defer.
Lemma 6.1. There exists a function φ :G → G such that reassigning all the clients of V G (f ) to φ(f ) for every facility f ∈G increases the cost of G by at most 2 3p+1 ε −2 (cost(L) + cost(G)).
Proof of Theorem 2.9. Consider the abstract graph H where the nodes are the elements of G and there is a directed edge from f to φ(f ). More formally, H = (G, { f, φ(f ) | f ∈G}). Notice that every node of H has outdegree at most 1. Thus, there exists a coloring of the nodes of H with three colors, such that all edges are dichromatic.
Let S denote the color set with the largest number of nodes ofG. Set S contains at least |G|/3 nodes ofG.
Arbitrarily partition S into 1/ε 3 parts, each of cardinality at least ε 3 |G|/3. By Lemma 6.1 and an averaging argument, there exists a part S 0 such that reassigning each facility f ∈ S 0 to φ(f ) increases the cost by at most 2 3p+1 ε −2 ε −3 (cost(L) + cost(G)) = 2 3p+1 ε(cost(L) + cost(G)).
We first bound ∆ 1 . By Lemma 2.1, we have that dist(f, ) p ≤ 2 p (dist(f, c) p + dist( , c) p ) = 2 p (g c + l c ) for any client c ∈ V G (f ) ∩ V L ( ). Therefore,
and so,
We now turn to bound the cost of ∆ 2 . Let f min be the facility of G that is the closest to . Let
Again, by Lemma 2.1, dist( , ψ( , f )) p , for f = f min yields dist( , ψ( , f )) p ≤ 2 p (dist( , c) p + dist(c, ψ( , f )) p ) ≤ 2 p (dist( , c) p + dist(c, f ) p ) = 2 p (l c + g c ) for any client c ∈ V G (f ) ∩ V L ( ). Thus,
We conclude by analyzing ∆ 4 . Observe that if / ∈L(f min ) then we are done : the clients in V G (f min ) are not reassigned through . Thus we assume ∈L(f min ). We now apply Lemma 2.1 to dist( , ψ( , f min )) p . Namely, for any client c ∈ V L ( ) − V G (f min ) we have dist( , ψ( , f min )) p ≤ 2 p (dist( , c) p +dist(c, ψ( , f min )) p ) ≤ 2 p (l c +g c ), since ψ( , f min ) is the facility of G that is the second closest to . Replacing we have,
(l c + g c ).
Hence,
Now, since ∈L(f min ), we have that
Putting ∆ 1 , ∆ 2 , ∆ 3 , ∆ 4 together we obtain that the total cost of the reassignment is at most 2 3p+1 (cost(G) + cost(L))/ε 2 .
