Abstract. The user's knowledge plays a pivotal role in the usability and experience of any information system. Based on a semantic network and query logs, this paper introduces a metric for users' knowledge on a topic. The finding that people often return to several sets of closely related, well-known, topics, leading to certain concentrated, highly activated areas in the semantic network, forms the core of this metric. Tests were performed determining the knowledgeableness of 32,866 users on in total 8 topics, using a data set of more than 6 million queries. The tests indicate the feasibility and robustness of such a user-centered indicator.
have difficulty finding the right word to represent their exact information need; i.e., they are confined to the words they know (Furnas et al., 1987) . 2) A query log represents the history of searches. As a user performs a query to learn new information, a query log primarily indicates that what has recently been learned. 3) Users often return to very specific domains when performing a new search (Wedig and Madani, 2006) . These domains are indicative of what is familiar to the user; i.e., domains the user has at least above-average knowledge about.
Reliability is a salient problem for user profiles based on implicit sources. Logs can contain noise; e.g., due to sharing a browser with a different user. Moreover, polysemy is a structural problem for information retrieval. Polysemy refers to the need of context in order to know the intentioned meaning of a word. Any knowledge metric based on implicit sources has to deal with this uncertainty.
The remainder of this paper looks at the feasibility of measuring the amount of knowledge a user has about a certain topic. A semantic KM is introduced in Section 2, using a query log as data source. The idea that users posit many queries on closely related topics that are very well-known to them, forms the basis for the metric of knowledge presented in Section 3. Some examples of the use of the metric are shown in Section 4. Finally, the results are discussed, reflecting on the feasibility of a web system adaptive to the knowledge base of users.
Knowledge Model
The KM was build on WordNet version 3.0. WordNet is a collection of 117, 659 related synonym sets (synsets), each consisting of words of the same meaning (Miller, 1995) . As input data, an AOL query log was used (cf. Pass et al., 2006) . This log consists of 21, 011, 340 raw queries, gathered from 657, 426 unique user ID's. As in general a large proportion of all queries is caused by a small percentage of identifiable users (Wedig and Madani, 2006) , only a subset of the most active 5% of users was used. One outlier was removed, having 106, 385 queries compared to 7, 420 for the next highest user. The final subset consisted of 32, 866 users and was responsible for 29.23% of all unique queries.
The procedure used to analyze the query logs is an iterative one, analyzing each unique query present in the (subset of the) log. For each query (q), the total set of synsets touched upon (S q ) was computed as follows:
(1)
Here, S(w) gives the set of all possible synsets s of lexical dictionary W (i.e., WordNet) related to the word w of query q. All possible lemmata for each word w were used to retrieve the synsets s.
With the analysis of the query log noise reduction was disregarded; no effort was spent to reduce the effects of polysemy. This resulted in substantial noise within the data set. On average, for the subset of the data used, a query loaded upon 13.92 synsets. The results of the analyses were stored as a large collection of (user, query, synset, part-of-speech) tuples. This collection allowed for the retrieval of the number of times a user posited a query on a specific synset Q(s).
Similarity Metric
The distance between a certain topic and the KM indicates the amount of knowledge a user has on that topic. We exploit this by measuring the semantic distance k(t) (See Equation 6) between a synset t, representing the topic, and the KM. This is done by looking at the number of activated synsets A near the topic synset t, which is inspired by the finding that people stick to certain domains for their searches (Wedig and Madani, 2006) . This leads to a large number of (unique) queries in a specific domain and, accordingly, to very few queries in non-familiar domains. By looking at areas of activation, the method attends one of the core problems of user profiling: polysemy. It is expected that polysemy will lead to the random, isolated, activation of synsets and not to the activation of an area of synsets. The number of activated synsets A n (t) is defined as:
where Q(s) is the previously defined number of queries per synset s (See Section 2) and S n is the set of synsets in exactly n steps related to topic t (Gervasi and Ambriola, 2003) :
Here, w is the word of interest (i.e., the topic t), s represents all the synsets in lexical dictionary W (e.g., WordNet) of which the word w is part of, and r(s, s ) is a boolean function that indicates whether or not there is any relationship between synset s and s'. Please note that S 0 is the same as S from equation 1 and that S n (w) has a memory: it includes the synsets up to n. Following Gervasi and Ambriola (2003) , hyponymy relationships are excluded from function r(s, s ). The absolute count A is not directly useful for two reasons. First, the growth in synsets for higher ns is approximately exponential (cf. Figure 1 ). This can lead to very high values of A n (t) for higher ns. Second, a normalized value is preferable, allowing to estimate the limits of the function k N (t). Consequently, there is a need for a strict limiting function for the contribution of A n (t) to k N (t). Let c 1 be a constant and A n be defined in Equation 2; then, the weighted activation a at n steps from topic t is given by:
The constant c 1 is indicative for how many activated synsets are needed. Since lower values of A n (t) are very informative (as opposed to higher values), we choose for a value of 1 2 . Figure 2 illustrates this idea. It is unlikely that a user has as much knowledge on synsets n = 3 steps away as on synsets n = 1 step away. Therefore, a decay function is needed, giving a high penalty to activation far away. We use the following exponential decay function to achieve this:
where n is the number of steps of the connection and c 2 a constant determining the distance penalty. The output of this function is illustrated in Figure 3 for c 2 = 1 2 over n = 10 steps. The idea clearly shows from this figure. Activation in the KM close to the input synsets are given a higher weight, to such an extent that twice as much weighted activation is needed at n = 1, four times as much activation at n = 2, etc.
Combining Equations 4 and 5, the knowledge a user has on a topic synset t can be estimated by the function k(t):
The result is a weighted count of how many related synsets a user has previously touched upon, able to indicate how close a topic is to the user's knowledge. The maximum of the function is 2.00, the minimum is 0. A short review of the behavior of k N (t) helps interpreting its range. Consider some hypothetical users and their unweighted activation values of A n (t), as shown in Table 1 . The values of k N (t) are shown in the last column. An interpretation of the values of A n (t) is that the first user has relatively little knowledge about the topic, the second and third have reasonable knowledge, and the fourth has a lot of knowledge. Therefore, as a rule of thumb, we use the value of 0.85 as a threshold. 
Proof of Concept
As a proof of concept, the KM and metric were tested on eight topics. The performed test method defines, for all users, their knowledge about the topic. This was done through the following steps. Each topic is represented by a word; subsequently, for every word, the corresponding synsets were collected. Next, for each user, k N (t) was computed. A value of N = 5 was used. The distribution of users over k N (t) is illustrated by a 10-bins histogram, counting the number of users per bin of k N (t), shown in Figure 4 . Furthermore, the total number of "knowledgeable users" (K) for each topic was calculated by counting the number of users with k N (t) > 0.85; i.e., the previously defined threshold. The values of K for each topic are shown in Table 2 . Three of the eight topics were derived from a list of topics that Wedig and Madani (2006) identified as being sticky topics: those topics that a group of users often return to. The sticky topics are: lottery, travel, and money. Figure 4(a-c) illustrates that for all three topics there is a particular user group active in the topic and a greater set of users inactive; i.e., with k N (t) < 0.85). From these distributions of users, the knowledge metric can identify knowledgeable users.
Furthermore, Figure 4d shows a very uncommon word: malonylurea (Gervasi and Ambriola, 2003) . This word refers to a chemical compound often used in barbiturate drugs. Being a word previously unknown to the authors of this article, the expectation was that this word will not have many users common to the word. This expectation was correct, as K = 0.
The topic vacation is, besides a very common word, also a somewhat peculiar word concerning its semantic relatedness. The word corresponds to two synsets that after following its relationships for n = 3 steps still lead to only S 3 (t) = 8 synsets. Compared to the average, this is a very low number of synsets; see also Figure 1 . However, the metric can still identify (at least part of) the knowledgeable users: K = 4, 952; see Figure 4e ). Finally, two somewhat related words were analyzed: university ( Figure 4f ) and school (Figure 4g ). Both are very popular topics, respectively having K = 7, 551 and K = 14, 077 users. Moreover, the topics were combined by taking only those users regarded as knowledgeable users (K) on both topics and averaging their values of k N (t). This was still a large number of users: K = 4, 701; see also Figure 4h . Hence, a concatenation of topics also seems possible.
Discussion
Founded on the notion that people perform most of their searches on a few salient topics, this paper introduced a metric of knowledge. Queries of users were monitored and the synsets used were identified. This revealed that areas of the semantic network on which a user had posed queries before were most activated. This provided a metric of users' knowledge on a topic. Using the metric introduced in Section 3, Section 4 showed that it is indeed feasible to give an indication of a user's knowledge. Moreover, we showed that this indication can be founded on i) relatively limited data, ii) only a restricted KM, and iii) a noisy data set, as no effort was put into noise reduction. So, if based on a measure of the spread of activation, the possibility of "measuring knowledge" seems to be quite robust and can, thus, be applied to make information systems adaptive.
Several improvements can be made to the source, model, and metric. To start with the source, the use of queries provides limited information. This is partly due to the inherent ambiguity of the often short, keywords-based, queries. However, users also, often, only search for items that are at a certain moment in their interest. Hence, using only this source gives a skewed KM. A more elaborate approach could for example be the use of the content of a user's home directory.
The metric itself has room for improvement as well. For example, the constants c 1 and c 2 can be further optimized. Moreover, the implementation of semantic relationship, as introduced in Section 3, can be improved. Currently, it is a simple distance measure: the n relations a synset is away from a topic. Other measures have been proposed as well; e.g., Hirst-StOnge, Resnik, LeocockChodorow, and Jiang-Conrath (Budanitsky and Hirst, 2006) . However, not all features will be suitable for our purpose -a measure of distinctness between two items of knowledge (or, information) is needed, which is consistent with how the user will experience it (Van der Sluis et al., in press). A similar notion holds for the threshold of .85, used to indicate when a user is knowledgeable: user tests are needed to compare the metric to how the user perceives his knowledgeableness.
The last argument of perceived relatedness and knowledgeableness is intrinsically interweaved with the used model of knowledge. For the purpose of modeling knowledge, a semantic model such as WordNet is distinct from a true reflection of knowledge. Besides the absence of named entities in WordNet, one of the most salient problems is the small number of relations needed to converge a large part of all synsets. This causes the effect seen in all examples shown in Figure 4 , where almost all users tend to obtain a low relationship with the topic of interest. This is even the case for very uncommon words such as malonylurea. Hence, a more elaborate model can hold much more power in distinguishing between parts of the model, alleviating the need for a strict decay function; see also Figure 3 .
Every KM that is based on implicit sources will be particularly successful in identifying true positives; i.e., topics on which a user has knowledge. In contrast, the identification of false negatives forms a more substantial challenge. No one data source will cover all the knowledge a user has. Every KM will also, to a lesser extent, suffer from false positives. This can occur when people simply forget about a topic or when they share their account with a different user. However, this is less of a problem when looking at the spread of activation, as this spread indicates that a user has often returned to that topic. Moreover, when using not up-to-date logs, this problem should be less prominent.
LaBerge and Samuels (1974) noted about comprehension: "The complexity of the comprehension operation appears to be as enormous as that of thinking in general" (p. 320). Notwithstanding, by looking at the spread of activation extracted from a user's query history, it is feasible to infer part of the comprehensibility: the relatedness of a (new) topic to a model of the user's knowledge. This metric will pave the way to adaptive web technology, allowing systems to directly aim for a user's understandability, interest, and experience.
