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ABSTRACT 
As George Bergman pointed out at the International Conference of Mathematicians in 
Vancouver {1974) (2) category theory can be a very efficient way to determine all possible 
operations on sets. In fact, under certain conditions the operations on the values of a {rep-
resentable) set valued functor are in one to one correspondence with the cooperations on the 
representing object and the relations that hold between those operations can be determined 
by analyzing the relations that hold between the cooperations on the representing object. 
In this thesis the ideas of Bergman described in the above cited paper together with a 
number of other approaches are applied to determine how much structure can be imposed 
upon the group of units of an arbitrary ring and the idempotent elements of commutative 
rings. 
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CHAPTER 1. Introduction 
Algebra, one of the oldest and still most popular branches of mathematics, is the study of 
algebraic structures. An algebraic structure, loosely speaking, is a object together with one or 
more operations on it. If there is more than one operation on the set these operations often 
satisfy certain relations. 
The class of objects which share certain properties is called a category. Some of the most 
common such categories consist of objects which posses an underlying set (e.g. groups, rings, 
fields, vector spaces). 
Often these sets can be regarded as members of different categories and accordingly are 
endowed with a number of operations between which relations hold. In the case that a par-
ticular object is part of different categories, one can try (more often than not successfully) to 
make use of certain facts that are true in one category to gain knowledge about other objects 
in the second category. 
One other approach to analyze algebraic structures is to look at their substructures (whether 
those lie within this category or in a different one) and gain knowledge about the original ob-
ject by composing the pieces of the puzzle gained by analyzing the subobjects. Frequently the 
opposite approach works quite as well, i.e. to look at the objects which contain an object as 
subobjects. 
As George Bergman pointed out at the International Conference of Mathematicians in 
Vancouver (1974) (2) category theory can be a very efficient way to determine all possible 
operations on sets. In fact, under certain conditions the operations on the values of a (rep-
resentable) set valued functor are in one to one correspondence with the cooperations on the 
representing object and the relations that hold between those operations can be determined 
2 
by analyzing the relations that hold between the cooperations on the representing object (this 
will be discussed in more detail in Theorem 2.1). 
One example of such a class are rings. Rings are by their definition groups which in addition 
posses a multiplication operation. To make the concept of operations and relations a bit more 
explicit I will go into a bit more detail about groups here. A group G consists of a set IGI 
together with a binary operation '·' : (x, y) M x · y (usually referred to as multiplication, 
which has to satisfy "associativity", i.e. x · (y · z) = (x · y) · z), a nullary operation '1' : 0 M 1 
(satisfying 1 · x = x = x · 1 for all x E G) and a unary operation •-1' : x M x-1 (satisfying two 
relations, namely x · x-1 = 1 = x-1 · x and (x-1)-1 = x). For a more rigorous introduction 
please refer to Definition 2.10). 
The class of objects we will be dealing with mostly in this thesis are rings. A ring R is a 
set IRI together with a binary operation'+' (addition), under which together with the nullary 
operation 0 and unary-, the underlying set IRI forms a group. In addition to those operations 
there is another binary relation'·' and a nullary operation '1' satisfying some more relations. 
In the proceeding of this thesis we will make use of all these concepts to discuss the category 
of rings and in particular the structure that can be put on certain subsets (units and idempotent 
elemens) in more depth. 
The main results of my research are included in Chapter 3 and Chapter 4, whereas in 
Chapter 2 the theory and definitions of the above mentioned fields that will be needed later 
on are introduced. I tried to include all the definitions and theorems that are needed to make 
this thesis self-contained and hopefully readable without consulting too many other books. 
However the volume of this paper and the number of fields and topics that played a role 
in my research (group theory, ring theory, group rings, universal algebra, category theory, 
representation theory, topology) make it virtually impossible to include more than the vital 
theory that we will need. In general I have tried to follow the notation of the following books 
which I found good sources to study and helpful references. 
As for general algebra I follow (and highly recommend) the notation used by Lang (14), 
for more ring related theory however Hungerford's book (11) or Herstein's book (9) might be 
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better references. The theory needed to understand my thesis is also covered in Dummit's (8) 
and Van Der Waerden's algebra books. For category theory Bergman's lecture notes (3) are a 
good source to get used to the material, whereas Borceux (5) encyclopedia might be of more 
help to the reader already familiar with the basic concepts of categories and functors. For a 
more specialized treatment of categories of associative rings I recommend the book of Bergman 
and Hausknecht (4). A good reference for representation theory is the work of Micheler and 
Ringel (15) and for group rings I recommend and follow the works of Passman (16), Sehgal 
(18) and Polcino Millies together with Sehgal (17). Finally the universal algebra needed to 
understand my thesis is covered in Cohn's book (7). 
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CHAPTER 2. Preliminaries 
2.1 Category Theory 
Most classes of algebraic objects share the following properties: 
(i) The existence of an identity map of an object to itself. 
(ii) Associativity of maps, when they are composed. 
For example it is easy to see that the classes of sets, groups and rings together with the 
maps, group homomorphisms and ring homomorphisms between them respectively share those 
properties. Categories are a more general concept for this notion. 
Definition 2.1 (Categories). A category A consists of a collection of objects Ob(A) and for 
two objects A, BE Ob{A) a set of morphisms Mor(A, B) of A into B, and for three objects 
A, B, CE Ob{A) a law of composition Mor(B, C) x Mor(A, B)-+ Mor(A, C) satisfying the 
following axioms: 
(i) Two sets Mor(A,B) and Mor(A',B') are disjoint unless A= A' and B = B', in which 
case they are equal. 
{ii) For each object A of A there is a morphism idA E Mor(A, A) which acts as left and 
right identity for the elements of M or(A, B) and M or(B, A) respectively for all objects 
BE Ob{A). 
(iii) The law of composition is associative (when defined), i.e. given f E M or(A, B), g E 
Mor(B,C)andhEMor(C,D)then(hog)of=ho(gof),forallobjectsA, B, C, DE 
Ob( A). 
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An element of M or(A, B) is often called an arrow, represented by the notation f : A --+ B 
(explaining the name). A is called the domain or source of f. The collection of all morphisms 
in a category A is denoted by Ar(A), the arrows of A, and if no confusion is possible, it is 
convenient to write f E Ar(A) to mean that f E M or(A, B) for some A, B E Ob( A). If the 
context makes it clear, often instead of Ob(A) we will write only A. 
We will denote the following important categories, which we will be dealing with frequently 
in this paper, as follows: 
1. The category of sets and maps, Set 
2. The category of groups with group homomorphisms, Group 
3. The category of rings with ring homomorphisms, Ring 
4. The category of rings with a unit element 1 and ring homomorphisms preserving it, 
Rings1 
5. The subcategory of Rings1 consisting of commutative rings with a unit element 1 to-
gether with their homomorphisms, ComRing1 . 
Definition 2.2 (Functors). Let A and B be categories. A covariant functor F of A into B 
(F : A -+ B) is a rule which to each object A E A associates an object F(A) EB, and to each 
morphism f : A-+ A' associates a morphism F(f) : F(A) -+ F(A') such that: 
(i) For all A EA we have F(idA) = idF(A)· 
(ii) If f : A-+ A' and g : A' -+A" are two morphisms of A then F(g of) = F(g) o F(f). 
A contravariant functor F from A into B satisfies (i) as above, and "reverses arrows" in (ii), 
i.e. to each morphism f : A -+Bit associates a morphism F(f) : F(B) -+ F(A) such that given 
another morphism g: B-+ C then F(g of) = F(f) o F(g). 
When not explicitly stated that a functor is contravariant, the term functor will mean 
covariant functor. 
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If A is a category whose objects have a underlying set (for example Groups, Rings ), 
we can define a functor U : A --+ Sets which takes an object in A to its underlying set, 
and any morphism (in our examples a group- or ring homomorphism respectively) to the same 
mapping, but now considered merely as a set map, without the additional homomorphism 
properties. This important example of a functor, which we will use frequently is called the 
"forgetful" functor, which we will always denote by U. 
It is now only natural to ask, under which conditions two functors should be considered 
to be "essentially" the same, for this we strive to develop a notion of isomorphism between 
categories. 
Definition 2.3 {Natural Transformations). Let F, G: A~ B be two (covariant) functors 
from A to B. A natural transformation a : F :::::} G from F to G is a class of morphisms 
(aA : FA --+ GA)AEA of B indexed by the objects of A and such that for every morphism 
f : A --+ A' in A, aA' o F(f) = G(f) o aA, i.e. the following diagram commutes. 
FA 
Ff 1 
FA' 
~ 
--+ 
°'A' 
GA 
1 Gf 
GA' 
In the case of contra variant functors F, G : A ~ B a natural transformation a : F :::::} G is a 
class of morphisms (aA: FA--+ GA)AEA of B indexed by the objects of A and such that for 
every morphism f : A --+ A' in A, G(f) o aA' = aA o F(f), making the following diagram 
commutative. 
FA ~ GA 
Ff r r Gf 
FA' --+ GA' 
°'A' 
Definition 2.4 {Full and faithful functors). Let A and B be categories, F: A --+ B be 
a functor from A to B, A, A' E A a pair of objects in A and arrow f : A --+ A' a morphism 
between them. 
We consider the mapping Mor(A,A')--+ Mor(FA, FA') and f--+ Ff. 
• The functor F is faithful when these mappings are injective for all A, A' E A. 
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• The functor F is full when these mappings are surjective for all A, A' EA. 
• The functor F is an isomorphism of categories when it is full and faithful and induces a 
bijection Ob(A) --+ Ob(B) on the objects of A and B. 
Definition 2.5 (Representable Functors). Let A be a category, and A be a fixed object 
of A. The functor Mor( A,-) : A ---+ Set defined by Mor(A, -)(B) = Mor( A, B) and if 
f : B ---+ C is a morphism of A, the corresponding mapping Mor(A, -)(!) = Mor(A, f) : 
Mor(A,B)---+ Mor(A,C) is defined by Mor(A,J)(g) =fog, for an arrow g E Mor(A,B). 
Mor(A, -)(!) will also be denoted as f o _. 
In the same way we can define a contravariant functor Mor(-, A) : A ---+ Sets by setting 
Mor(-, A)(B) = Mor(B, A) for all objects B in Ob( A) and for a morphism f : B ---+ C 
we define Mor(-, A)(!) = Mor(!, A) to map Mor(C, A) to Mor(B, A) by composing f with 
g E Mor( C, A), so that Mor(!, A)(g) = g o f. Mor(A, - ) (!) will also be denoted as _ o f. 
A functor which is naturally isomorphic to one of the functors Mor( A,-) or Mor(-, A) is called 
a representable functor, represented by the object A. 
2.2 Universal Algebra 
Definition 2.6 {Initial, Terminal and Zero Objects). Let A be a category. An initial 
object of A is an object I E Ob( A) such that for any object X E Ob( A) the set of morphisms 
Mor( I, X) has exactly one element. A terminal object of A is an object T E Ob( A) such that 
for all objecst X E A the set of morphisms Mor(X, T) has exactly one element. An object that 
is both initial and terminal is called a zero object. 
As a consequence of the previous definitions, there can be (up to isomorphism) only one 
initial / terminal object in each category. The concept of category is far more general than 
we will need in the following chapters. We will be dealing most frequently with the categories 
of Rings, Rings1 , ComRing1 , Sets and Groups and their "special" objects. All those are 
"algebraic structures" and share the properties that their objects have an underlying set, and 
with the exception of Sets posses some common operations on them. 
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Therefore it is convenient to pause a moment and have a look at some explicit examples 
of the concepts introduced so far as they apply to those categories. As we will see, keeping 
in mind the underlying category is crucial, since the "same" concept (e.g. a terminal object) 
may mean something completely different in different categories. 
Before starting with the examples we need to introduce three more important concepts, 
the concept of freeness the definition of which can be given for categories in general, but which 
I will only give as it applies to the categories mentioned above, the concept of free groups and 
coproducts. 
Definition 2.7 (Free Objects). Let A be a category of algebraic structures, F be an object 
of A and X be a subset of F. Then F is free in A over X if for all objects RE Ob(A) and 
for all set maps f: X--+ R there is a unique A-morphism fin Mor(F, R) which extends f to 
F, i.e. there exists a unique A-morphism f: F--+ R such that fix = f. 
At times it is more convenient to give this definition in terms of commuting diagrams, so 
equivalently to the above definition F E Ob(A) is free in A over X if given any set map 
f : X --+ R there is a unique A-morphism f : F --+ R making the following diagram 
commute (where i: X--+ Fis the canonical inclusion map). 
F 
f ------R 
One of the most important free objects in a category A is the free product of a family 
(Ai)iEI of objects of A indexed by some indexing set I. 
Definition 2.8 (Free Products). A free product p = rriEI Ai of the family {Ai)iEI is (if it 
exists) a object of A together with a family of morphisms {Ji : P --+ Ai)iEI of A such that 
given a family (gi : C --+ Ai) iEI there exists a unique homomorphism h : C --+ P such that 
fi oh= 9i for all i E I, making the diagram below commutative. 
Ai Ji p 
"' 
9i l :J'h 
c 
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When dealing with the same A = Ai for all i E I the above described free product is often 
denotet as A 1 . 
In a similar way one defines the notion of a coproduct by the freeness property but reversing 
the arrows: 
Definition 2.9 (Coproducts). A coproduct of a family (Ai)iEI is a object S together with a 
family of mappings (Ji : Ai --t S) iEI such that given a family of morphisms (gi : Ai --t C) iEI 
there exists a unique homomorphism h : S --t C such that ho fi = 9i for all i E J, i.e. the 
following diagram commutes for all i in I. 
c 
fi ------- s 
3'h 
What do these concepts mean explicitly in the categories of ComRing1 and Rings1? 
The initial object in ComRing1 and Rings1 is Z, since we required the morphisms of 
both categories to be homomorphisms preserving the unit element. Since Z is generated by 
1 there is at most one homomorphism from Z to any ring R in ComRing1 or Rings1 . The 
existence of a homomorphism from Z to R follows from the fact, that Z is the free group on 
one generator. 
The terminal object in these two categories is the trivial ring Rtriv = (0) 0= 1 . In fact, for 
any ring R in ComRing1 or Rings1 there is only one homomorphism R --t Rtriv mapping 
every element of R to 0 = 1 in Rtriv, so Rtriv satisfies the properties of a terminal object. 
To discuss coproducts, we consider the ring R = Z[x] and the coproducts of zero, one, two 
and n copies of R in ComRing1 and Rings1 . 
Since 11 (O) R = 110 R we have to find an object together with a family of inclusion maps 
fi with i E 0 in ComRing1 {and Rings1 respectively) such that given a third object C and 
a family of maps 9i with i E 0 there is a unique h : lJ (O) R --t C which satisfies ho fi = gi, 
but since these conditions are empty, this just reduces to the definition of a initial object (i.e. 
a unique map for any object C), and we see that in both categories lJ (o) R = Z. 
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The first copower of R (in both cases) is just R (together with the identity map) itself, the 
conditions to check being straightforward and left to the reader. 
For n 2: 2 the n-fold coproduct of R, lJ (n) R = R 11···11 R, in ComRing1 is the integer 
polynomial ring on n commuting variables Z[x1, ... , Xn], whereas in Rings1 it is the integer 
polynomial ring on n noncommuting variables Z(x1, ... , Xn), so that here the objects of Rings1 
are different from (and much more unpleasant to deal with than) those of ComRing1 . 
Definition 2.10 (Operations). Let n be a nonnegative integer and S be a set of a category 
A. An n-ary operation on a set S means a mapping from sn to S (one could more generally 
define an I-ary operation for any indexing set I to mean a map from 81 , the I-fold direct 
product of S, to S). 
For example one could describe a group G as a 4-tuple (IGI, ·, - 1 , 1) of the set IGI, the 
binary operation of multiplication, the unary operation of inversion and the constant or nullary 
operation 1. Likewise one could consider a ring R with identity 1asa6-tuple (IRI, +, ·, -, 0, 1). 
Definition 2.11 (Cooperations). Let n be a nonnegative integer and Q be an object of a 
category A. A n-ary cooperation on a set Q is a mapping from Q into then-fold coproduct 
of Q, lJ (n)Q. More generally for any indexing set I an I-ary cooperation means a map from 
lJ (I)Q into Q. 
Operations and cooperations are not completely unrelated, in fact, as the following theorem 
shows, under certain conditions there is a one to one correspondence between them. 
Theorem 2.1. Let A be a category, Q be an object of A and F : A ---+ Sets be naturally 
isomorphic to the functor Hom ( Q, - ) from A to Sets represented by the object Q. Suppose 
furthermore that B is the richest category through which we can factor F, i.e. there is a functor 
J : A ---+ B such that UJ = F, i.e. the following diagram commutes. 
A 
~ 
F B 
/u 
Sets 
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Then there is a one to one correspondence between the n-ary cooperations on Q and the n-ary 
operations on F(R). 
Proof. Without loss of generality we assume that F = Hom ( Q, - ) and define for all ob-
jects R in A the functor GR = Hom(-, R). Then GR is a contravariant functor from A to 
Sets with GR(Q) = F(R) and GR turns finite coproducts into products, i.e. GR(ll (n)Q) = 
(GR(Q)r = (Hom(Q,R)r = (F(R)r. In fact, by the properties of the coproduct for any 
f3 E Hom(ll (n)Q, R) we get an n-tuple of homomorphisms (/31, ... , f3n) by composition with 
the canonical inclusion maps of each copy of Q into their coproduct, i.e. f3i = f3 o ij as shown 
below: 
Q Q ... Q 
~-··» 
(31 
Suppose we have an n-ary cooperation j on Q, i.e. J: Q ---+ Il (n)Q and an object R in 
A. We get a n-ary operation f = GR(f) = _o Jon the set F(R) = Hom(Q,R), i.e. a map 
f : F(R) x · · · F(R) ---+ F(R) as the following diagram shows. 
Q __ 1 __ II(n)Q 
Gj JG 
F(R) --!-- F(R)n 
To be more precise, for every n-ary cooperation J and morphism f3 E Hom(ll (n)Q, R) we get 
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a n-ary operation by composition with J, i.e. f3 .....+ f = f3 o j as shown below. 
R 
Although not as straightforward, the converse part is also true, the following proof that 
every n-ary operation on F{R) is induced by a n-ary cooperation on the representing object Q 
is due to my advisor C. Bergman. 
So again we suppose that F : A --+ Sets is isomorphic to the representable functor Hom ( Q, - ) 
and that for all objects R of A we are able to form the contravariant functor GR= Hom(-, R) 
from A to Sets and that GR turns finite coproducts into products. 
Let r1, ... ,rn be elements of F{R) = GR(Q). Then, using the universal property of the 
coproduct lJ (n)Q there is a unique A-morphism [r1, ... , rn] : Q lJ · · · lJ Q --+ R such that 
[r1, ... , rn] o ij = Tj for j = 1, ... , n, i.e. there is a unique homomorphism r = [r1, ... , rn] 
which makes the following diagram commute. 
Q Q ... Q 
~-··» 
R 
Suppose that f is a n-ary operation defined on all algebras in B and let T = 11 (n)Q. 
To simplify notation we furthermore denote F(T) by Tx, denote the instantiation of f on 
Tx by frx : (Txt --+ Tx and let y = f(i1, ... , in) E Tx {where again the ij are the 
canonical inclusion maps of the j-th copy of Q into the n-fold coproduct of Q). We define 
finally J: Q--+ T by j = y and wish to show that for all R in A we have GR{f) = JRx that 
is to show for r1, ... , rn E Rx GR{f)(r1, ... , rn) = f Rx {r1, · · · , rn). 
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The fact that UJ = F says that as set-maps (i.e. as morphisms in Sets) a= J([r1, ... , rn]) = 
F([r1, ... , rn]). Thus a(ij) = F([r1, ... , rn])(ij) = [r1, ... , rn]oij = Tj· Also a(y) = F([r1, ... , rn])(y) = 
[ri, ... , rn] o y = [ri, ... , rn] o J = GR(/)[r1, ... , rn]· 
But since [r1, ... , rn] : T --t Risa ring homomorphism we see that a= J([r1, ... , rn]) : 
rx --t RX is a B-morphism which implies that JRX(r1, ... ,rn) = JRX(ai1, ... ,ain) = 
afrx (i1, ... , in) = a(y) = [r1, ... , in](y) = [r1, ... , rn] o J = GR(/)(r1, ... , rn)· D 
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2.3 Group Rings 
Definition 2.12 (Group Rings). Let R be an integral domain, and G be a multiplicative 
group. Then we can form a new ring, the group ring R[G] of all formal finite sums of the form 
a= Lax·X 
xEG 
(2.1) 
with ax ER and only finitely many ax f; 0. The x's corresponding to nonzero coefficients are 
called the support of a, denoted as supp(a), and to put it differently 
R[G] ={a I lsupp(a)I < oo}. 
R[G] becomes a ring, if we define for a= :ExEG ax· x, f3 = :ExEG bx· x E R[G] addition by 
a + f3 = ( L ax · X) + ( L bx · X) = L (ax + bx) · X 
xEG xEG xEG 
and multiplication by 
a · f3 = ( L ax · X) · ( L bx · X) = L ( L (ax by)) · z · 
xEG xEG zEG x·y=z 
If the sum in equation 2 .1 is taken over distinct elements of G, then every element has a unique 
representation of this form, called the normal form of a. 
Definition 2.13 (Augmentation map). Let G and R be as above and H be a subgroup of 
G. The homomorphism p : R[H] ----+ R, :ExEH ax · x t-+ :ExEH ax is called the augmentation 
map and it's kernel the augmentation ideal, denoted as 
w(R[H]) = {a E R[H] I p(a) = 0} = {Lax· x I Lax= 0} 
xEG xEG 
It is generated (over R) by the elements of the form (iz · x - lz · la) , since 
xEH 
xEH xEH xEH xEH xEH 
Theorem 2.2. Let G be a torsion free group, x E G and H = (x) be the cyclic subgroup 
generated by x. Then the annihilator of w(R[H]) is {O}. 
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Proof. We proceed by contradiction, and suppose we have an a #- 0 such that a· w(R[H]) = 0. 
Since w(R[H]) is generated by (lz·x-lz·lc) this is equivalent to a(lz·lc-lz·h) = 0 for 
xEH 
all h E H and hence ah = a. But this says, that every element of H permutes the finitely many 
elements of supp( a). But then there have to be two different elements, hi and h2 in H, which 
induce the same permutation on supp( a), which is impossible since H (being a subgroup) acts 
faithfully on G. D 
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2.4 Ordered Groups 
This section follows closely the proof that free groups are ordered groups, given by Donald 
S. Passman in (16). I have adapted and shortened it to the needs of this paper, trying to make 
it self contained. 
Definition 2.14 (Ordered Groups). A group G is an ordered group or 0-group, if the 
elements of G can be linearly ordered in a manner compatible with the group multiplication, 
i.e. there is a linear ordering < on G, satisfying for all x, y, z E G with x < y that xz < yz 
and zx < zy. 
Lemma 2.3. Let G be an 0-group, and x, x', y and y' be elements of G with x < x' and y < y'. 
Then xy < x'y'. 
Proof. If x < x' then by the definition of an 0-group we have that xy < x'y. By the same 
reasoning x'y < x'y', since y < y'. By the transitivity of< we get the desired result. D 
It is clear that subgroups of 0-groups are 0-groups (under the same ordering). 
We will use ~ as shorthand for < or =. In fact, an equally well working approach to ordering 
groups would be to base the definition on ~. 
Theorem 2.4. The group ring R[G] with R an integral domain and G an 0-group has only 
trivial units, i.e. all units are of the form r · g with r E R, g E G. 
Proof. Suppose we have a unit u and its inverse v in the group ring, so that supp( u) U supp( v) 
has more than three elements (i.e. not both are trivial, and wlog we suppose that isupp(u)\ > 
1). We can then choose 9min, gmax E supp( u) such that 9min < g < 9max V g E supp( u) \ 
{9min, 9max} and then choose hmin, hmax (which must not necessarily be distinct if \supp(v)\ = 
1) with the same properties. By the properties of 0-groups gminhmin ~ gh ~ 9maxhmax'<lg E 
supp(u) h E supp(v) where equality holds on either side if and only if g = 9min or 9max and 
h = hmin or hmax. So that those two terms are uniquely represented and hence cannot be 
cancelled by any other elements of supp(uv). But an element of R[G] which has more than 
two elements in its support cannot be IR· la= lR[G]· D 
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Definition 2.15 (Positive Cones). The positive cone of an (by<) ordered group G, denoted 
as P(G), is the set of elements which are bigger than 1. P(G) = {x E Gil< x}. 
The following lemmata and theorems characterize the connection between positive cones 
and 0-groups and give us some sufficient conditions for a group to be an 0-group. We start by 
showing that any 0-group possesses a positive cone and that any group possessing a positive 
cone is an 0-group. 
Lemma 2.5. Let G be a group. If G is an 0-group with positive cone P = P( G) then 
{i) P is a subsemigroup {i.e. closed under multiplication}; 
{ii} G =PU {1} U p-l is a disjoint union where p-l = {x-1 I x E P}; 
{iii} P is a normal subset of G, i.e. Vx E G x-1 Px = P. 
Conversely, if G has a subset P satisfying {i}, {ii} and {iii) then G becomes an 0-group with 
positive cone P, by defining x < y ¢::::::} yx-1 E P. 
Proof. Suppose G is an 0-group. Let x, y E P, z E G, then (i) and (iii) hold by Lemma 
2.3 , since 1 < x, 1 < y =:;. 1 = 1 · 1 < xy and 1 = z-1 · 1 · z < z-1 · x · z and (ii) holds, 
since < is a linear ordering, so that for all x E G either 1 < x ( ¢::::::} x E P) or 1 = x or 
x < 1 ( ¢::::::} 1 < x-1 ¢::::::} x-1 E P {::} x E p-l ). 
For the converse suppose P ~ G satisfies (i), (ii) and (iii) and define an ordering < by x < 
y fe': yx-1 E P. Then < is transitive: x < y and y < z ¢::::::} yx-1, zy-1 E P so by (i) 
zx-1 = zy-1 · yx-1 E P which by definition means x < z. Furthermore, Vx, y E G by (ii) 
either xy-1 E P ( ¢::::::} y < x), xy-1 = 1 ( ¢::::::} x = y) or xy-1 E p-l ( ¢::::::} (xy-1)-1 = 
yx-1 E P ¢::::::} x < y). Finally it remains to be shown that < is consistent with the group 
multiplication, so suppose x, y, z E G and x < y. Then yz · (xz)- 1 = yx-1 E P ¢::::::} xz < yz 
and by (iii) zy · (zx)- 1 = z(yx-1 )z-1 E P ¢::::::} zx < zy. Obviously Pis the positive cone of 
G under this ordering (y = y · 1-1 E P ¢::::::} 1 < y). D 
Definition 2.16. Let G be a group and x1, ... , Xn E G. 
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S(x1, ... ,xn) is the subsemigroup generated by x1, ... ,xn. 
SG(x1, ... , xn) is the normal subsemigroup generated by x1, ... , Xn· 
Where the exponential notation is used to denote conjugation in the group. 
Lemma 2.6. G is an 0-group if and only if for any finite set of non identity elements x1, ... , Xn E 
G there are Ei = ±1, i = 1, ... ,n such that 1 ¢. sG(x~1 , ••• ,x~n). 
Proof. "=>": For all 1 ~ i ~ n choose Ei such that 1 < x:i, then SG ( x~1 , ••• , x~n) is contained 
in the positive cone of G' so in particular 1 ¢. sG ( x~1 ' ••• ' x~n). 
"-¢=": Let S = G \ {1}, T = {-1, 1} and consider the family 
F satisfies the hypothesis of the Compactness Theorem (theorem A.1), i.e. if (A,!) E F and 
B ~ A then ( B, f I B) E F and by assumption for every finite A there is a function f : A -+ T 
with 1 ¢_ SG(x{(xi), ... , x~(xn)) and therefore there exists a function g : S-+ T whose restric-
tion to all finite subsets A of Sis in F. 
We now set P = {x ES I g(x) = 1} and show that this defines a positive cone for G: 
First we observe that Pis multiplicatively closed, since x, y E P => 1 ¢_ SG(xg(x), yg(y), (xy)g(xy)) = 
SG(x,y, (xy)g(xy)) => g(xy) = 1. 
Secondly, G =PU {1} U p-l is a disjoint union, since 1 ¢_ SG(xg(x),x-g(x- 1)) 3 xg(x)-g(x- 1 ), 
which shows that g(x) =f. g(x-1 ). 
And finally Pis normal in G, for if x E P, z E SG(x) => g(z) = 1, else g(z) = -1, but then 
1 E z-lsG(x) ~ SG(x, z-l) = SG(xg(x), zg(z)), a contradiction. 
By lemma 2.5, G is an 0-group. D 
If A and B are 0-groups then A x B becomes an 0-group by lexicographical ordering, or 
equivalently by defining the positive cone of Ax B by P(A x B) d;f (P(A) x B) U ( {1} x P(B)). 
By induction a direct product of finitely many 0-groups is an 0-group. 
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Lemma 2.7. Let G be a group. Then either of the following imply that G is an 0-group. 
(i) All finitely generated subgroups of G are 0-groups. 
{ii) G has a family of normal subgroups Hv with nv Hv = (1) and GI Hv is an 0-group for 
all v. 
Proof. We proceed by contradiction and therefore assume that G is not an 0-group. So by 2.6 
there exist x1, ... , Xn E G such that 1 E s0 ( x~1, ... , x~n) for all 2n choices of Ei = ± 1. 
For (i): In each case we can write 1 as a finite product 1 = (x;:1 )91 · · · (x~;r )Br. So there is a 
finitely generated subgroup H = (g1, ... , gr) of G, with 1 E SH ( x~1 , •.• , x~n) for all choices of 
the Ei which is a contradiction to (i) which asserts that H is an 0-group. Therefore G is an 
0-group. 
For (ii): nv Hv = (1) implies that there is a finite intersection of H = niHv; with X1, ... 'Xn tJ. 
H. Let - : G ---+ G / H denote the canonical homomorphism G -+ G = G / H. Then Xi #- 1 
and 1 E sCf (x~1 , ••• , x~n) for all choices of sign Ei. But G = G / H is contained isomorphically 
in Il~=l G / Hv; which is an 0-group. Contradiction. D 
Lemma 2.8. If G is an 0-group, and R = Q[ G], the rational group ring, then the additive 
group R+ can be ordered with positive cone P = P(R+) in such a way that GP, PG~ P. 
Proof. Let 0 #- a = amax · Xmax + · · · E R, where Xmax is the largest element of G in the 
support of a and amax its rational coefficient. Let P = {a I amax > O}. 
By Lemma 2.5 this defines a positive cone for G: 
Clearly R =PU {O} U (-P) is a disjoint union. Also, Pis closed under addition. In fact, if 
aamax · Xmax + · · · and /3 = bmax · Ymax + · · · are elements of P and / = a+ /3 = Cmax · Zmax + · · · , 
Cmax ;::: max(amax, bmax) with equality if and only if amax #- bmax· And certainly P is normal 
in the abelian group R+. 
Since G is an 0-group, for all x E G a, ax, xa have amax as the coefficient of the largest 
element in their support, which shows that PG ~ P and GP ~ P as claimed. D 
Definition 2.17. Let R be a ring, Ube a subgroup of units of R, U:::; Rx. Tn(U, R) denotes 
the set of all n x n upper triangular matrices with diagonal entries in U. 
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Lemma 2.9. Let R be a ring, U ~ Rx. If R+ is an 0-group with positive cone P and 
PU, UP~ P then Tn = Tn(U,R) is an 0-group. 
Proof. We impose an ordering on the matrix positions, and define 
( . . ) ( t) def . . t . . t d . i, J < s, ¢:=::} J - i < - s, or J - i = - s an i < s 
i.e. starting in the upper left corner and proceeding down the diagonal, then passing on to the 
superdiagonal and so on (we need not consider entries below the diagonal, since we are only 
dealing with upper triangular matrices). We now order Tn by comparing entries according to 
this ordering. If a = [aij], f3 = [bij] E Tn with a -=/= f3 there is a first position, say (s, t) where 
they disagree, and we define a « f3 fef; ast < bst in the ordering of R+. 
Clearly « is a linear ordering, so it suffices to show that it is consistent with matrix multipli-
cation. So let a, f3 as above, r = hil E Tn and a1 = [/ij], f31 = [gij]· 
Let i ~ j, then /ij = :Ei::;k:<::i aikCkj and gij = :Ei::;k:<::i bikCkj· If (i,j) < (s, t) then fork as in 
the sums aik = bik so /ij = gij· On the other hand, if (i, j) = (s, t) certainly (s, k) ~ (s, t) with 
< ¢:=::} k = t. Therefore gst - !st = (bst - a8t)Ctt E PU ~ P, which implies that O!/ « f31. 
Similarly 1a « 1f3 since UP~ P so Tn is an 0-group (ordered by«). D 
Theorem 2.10. Let A and B be torsion free 0-groups, n ~ 2 and Gn be the direct product of 
A, B and the 2n infinite cyclic groups (xi) and (Yi). 
Then there exists a homomorphism Un : A* B -t Tn = Tn(Gn, Q[Gn]) such that no elements 
of A* B of length n - 1 are in the kernel of Un· 
Proof. We start by defining some matrices, out of which we will compose the homomorphism 
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Cln· So let 
XI YI 1 1 
0 0 1 0 
X= ,Y= z-' -
0 0 0 1 1 
Xn Yn 1 
Next for a E A, b E B we let 
1 1 
a 0 b 0 
a(a) = 1 ' {3(b) = 1 
0 a 0 b 
and then we set a'(a) = z-Ia(a)Z, f3'(b) = z-I{3(b)Z, a"(a) = x-Ia'(a)X and {3"(b) = 
y-If3'(b)Y. All of these are homomorphisms, as one can easily check (from A respectively B 
to Tn), and extend to a unique homomorphism Cln: A* B-+ Tn. Observe that 
1 -1 
* -1 
z-I= 
0 1 -1 
1 
so that if a'(a) = [a~j] and a"(a) = [a~j] then a~,i+I (a)= ±(1-a) and a~:i+l = ±x;I(l-a)xi+l· 
Similar statements hold for {3' and {3". 
Let w E A* B be of length n - 1, and say w starts out in A, so w = aib2a3b4 · · · Cn-I with 
A 3 ai =/:- 1 =/:- bj E B and Cn-I in A or B depending on the parity of n. Then Cln(w) = 
a"(aI)f3"(b2)a"(a3){311 (b4) · · · and we consider the (1, n) entry, say e of this product. Since all 
occurring matrices are upper triangular (and using 1" in place of a" or {311 depending on n), 
e= (2.2) 
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In precisely one of these products all the subscripts 1, kl, ... , kn-2, n are distinct. This is the 
term (with z replacing either x or y) 
t = a~2(a1)f3~3(b2)a~4(a3)f3~s(b4) · · · 'YZn-l n (cn-1) = 
±x11x2Y21y3x31x4y41y5 · · · z;:;-2 1zn(l - al)(l - b2)(1- a3)(1- b4) · · · (1 - Cn-l· 
(2.3) 
Since A and B are torsion free, this term is not zero in Q[GnJ, since the (1 - ai), (1 - bi) and 
(1 - Cn-l) are not zero divisors by theorem 2.2. All other terms of the sum (2.2) involve at 
least one diagonal entry, so that some Xi's or yi's cancel. So this term is the unique summand 
for e in the coset (A x B)x11x2y21y3x31x4y41y5 · · · z;:;-2 1 Zn and hence cannot be cancelled by 
any of the other terms. So e # 0 and (}n(w) # 1. D 
Now it is merely a matter of arranging the previous lemmata and the theorem to prove the 
following theorem: 
Theorem 2.11. A free product of 0-groups is an 0-group. 
Proof. Let Gn be as in the previous theorem, and Hn = ker(Jn· Then n~=2 Hn = (1) and 
each Gn is an 0-group (being a direct product of 0-groups), so that Lemma 2.8 applies, and 
Q[Gn]+ can be ordered with positive cone P such that PGn, GnP ~ P. 
By lemma 2.9 Tn(Gn, Q[Gn]) is an 0-group. 
Now since (A* B)/Hn is isomorphic to a subgroup of Tn, hence an 0-group, Lemma 2.7 (ii) 
implies that A * B is an 0-group. 
By induction any free product F = II*~ Ai of finitely many 0-groups Ai is an 0-group. 
i=l 
Since any finitely generated subgroup of II*. Ai (for an arbitrary indexing set I) is contained 
iEl 
in the free product of finitely many factors, we are done by Lemma 2.7 (i). D 
As a corollary we get 
Corollary 2.12. Free groups are ordered groups. 
Proof. Since the cyclic group on one generator is an 0-group Lemma 2.9 and then Theorem 
2.11 apply. Using those repeatedly yields the desired result. 
D 
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CHAPTER 3. The Group of Units of an Arbitrary Ring 
Although category theory is certainly important and interesting in its own right, from the 
algebraists point of view it is one of many tools (or at least can be used as such) to examine 
the structure of algebraic objects. 
One application of the category-theoretic tools we have introduced so far is to look at the 
category of rings, Rings1 with a unit element 1 whose morphisms are the ring-homomorphisms 
preserving the unit element. For any ring R the subset Rx = {u ER I :Jv ER, u·v = v·u = 1} 
of invertible elements in a ring, its units, forms a (multiplicative) group (defining the group 
multiplication to be the multiplication in the ring) and the restriction of any ring homomor-
phism to the group of units is (with this so defined multiplication) a group homomorphism. 
If we for a moment just set this additional structure aside, we merely are left with a set 
of units and in this way we get a functor F : Rings1 --+ Sets by associating with a ring R 
its group of units, considered as a set, i.e. F(R) = FR = Rx, and for two rings R, S and a 
ring homomorphism a: R--+ S between them, the map (which of course we know is a group 
homomorphism) F(a) = gJRx : Rx --+ sx restricting the ring homomorphism to Rx (and 
only using the homomorphism properties of the ring multiplication "·"), which we then (if no 
confusion is possible) will denote by a again. 
That this is actually a functor is easy to check: The first point being that the restriction of 
the identity map on a ring R to its group of units Rx is the identity map on Rx, and given three 
rings R, S, T and two ring homomorphisms a : R --+ S and f3 : S --+ T the composition 
~lsx ogJRx of the restricted maps ~lsx and g_IRx makes sense (a ring homomorphism preserving 
the unit element sends units to units, since if u E Rx ::::} :Jv, such that uv = vu = lR, 
so ls = a(lR) = a(uv) = a(u)a(v) = a(vu) = a(v)a(u), showing that a(Rx) ~ SX) 
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and is (on Rx) clearly the same map as the restriction of (3 o a (namely (3 o alRx) , so that 
F((3 o a)= F(f3) o F(a) as desired. 
As can be seen in the last paragraph using a rigorous notation for all those maps is not 
only a big hassle but in fact may be confusing and conceal otherwise simple facts, so in the 
following by abuse of notation I will denote F (a) simply by a again, hoping that the context 
makes the sort of map (ring homomorphism vs. set map) and the domains clear. 
This functor F is naturally isomorphic to a representable functor, as the following lemma shows. 
Lemma 3.1. The functor F : Rings1 --t Sets as in the previous paragraphs is naturally 
isomorphic to Hom(Q, -) with representing object Q = Z(x, y) /(xy - 1, yx - 1) 
Proof. We construct the representing object Q to be the ring freely generated by one unit x 
with inverse y = x-1 (One might also think of Q as the ring of all finite Laurent series over Z 
or as the integral group ring over the free group on one generator x, which will turn out to be 
quite helpful later on). 
First we notice that in Ring1 any homomorphism <P : Q --t R from Q to any ring R is 
completely determined by the image <f>(x) of x. This follows from the fact that x is a unit in 
Q with {unique) inverse y, and those two generate the ring Q. Therefore the image </>(y) of y 
has to be also a unit, in fact the (unique) inverse of <P(x) E Rx. So for every homomorphism 
<P we get an element of Rx (namely <f>(x)). 
Conversely for every element u of Rx we can define an homomorphism <P : Q --t R E 
Hom ( Q, R) by setting </>( x) = u. That we are able to define a homomorphism in this way 
is due to the fundamental homomorphism theorem and the freeness of Z(x, y) in Rings1 , that 
is, for every other ring S and s1, s2 E S there is a unique homomorphism <P : Z(x, y) --t S 
which preserves the unit element, and sends x to s1 and y to s2. 
So let u be an element of Rx. We use the freeness property of Z(x, y) to get the unique ho-
momorphism </>1 : xi--+ u, y i--+ u-1. By the fundamental homomorphism theorem, ¢1 factors 
through Z(x,y)/(ker(</>1)) whence we get two homomorphisms </>2: Z(x,y)/(ker(¢1)) --t R 
and <Pa: Z(x,y) --t Z(x,y)/(ker(</>1)) such that </>1 = </>2 o ¢3 . This is shown in the following 
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diagram. 
¢1 Z(x,y) R 
~J /. 
Z(x, y) / ( ker( </>1)) 
By the universal property of Z(x, y) the homomorphism ¢3 is unique. We now look at the 
homomorphism ¢4: Z(x,y) ----+ Q which sends x to x + (1- xy, 1- yx) and y toy+ (1-
xy, 1 - yx) . Since ( 1 - xy, 1 - yx) ~ ker ( ¢3) we get the unique factorization of ¢3 = </>4 o </>s 
through Q that makes the triangle commute. 
Z(x,y) __ <Pa_ ..... Z(x,y)/(ker(</>1) 
··] /. 
Z(x,y)/(1- xy, 1-yx)) 
Putting these two diagrams together (or equivalently composing </>2 with </>s) we see that there 
is indeed a unique homomorphism </> = ¢2 o ¢5 : Q ----+ R which sends x + (1- xy, 1 - yx) to 
u and y to x + (1 - xy, 1 - yx) to u-1 as shown below. 
Z(x, y) 
l cp4 
cp3 Q . 
l c/Js 
¢1 ----R 
3' <P 
Z(x,y)/(ker(</>1)) 
Putting it all together, the last paragraphs assert that for every ring R there is a bijection O'.R 
between the set of homomorphisms Hom ( Q, R) and the set of elements of the group of units of 
R. Furthermore, for R, R' E Rings1 and f : R----+ R' a homomorphism between them, the 
square in the diagram below commutes. 
Rx= FR ~ Hom(Q,-)(R) = Hom(Q,R) 
fl Rx =Ff 1 1 Hom(Q,-)(f)=fo_ 
R'x =FR' -------+ Hom(Q, -)(R') = Hom(Q,R') 
ORI 
Rings1 
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----Sets Hom(Q,-) 
Figure 3.1 
Given a ring homomorphism f and unit u E Rx following the arrows through the upper 
right corner produces first the homomorphism <Pu E Hom(Q, R) that sends x f-+ u, which by 
Hom(Q, -)(f) = f o _is sent to f o <Pu = ¢J(u) which sends x f-+ f(u). This is just the same 
homomorphism as we get if following the arrows first down, getting the image f ( u) E R' x 
of our unit u (where of course JIRx (u) = f(u)) and then passing on to the right to get the 
homomorphism ¢J(u) E Hom(Q, R') sending x f-+ f (u). D 
Of course we know that the set Rx is not only a set, but actually forms a group (under 
the ring multiplication), so that there are certain operations on this set. For example we have 
a nullary operation e taking any element of Rx to the unit element 1, a unary operation i 
taking elements of Rx to their inverses, and a binary operation m taking two elements of Rx 
to their product, where of course some additional relations between these operations hold (as 
for example the associative law). 
Also any combination of these operations produces a unit, as is easy to see. It is therefore just 
natural to ask, whether there are any more operations that we can put on this set Rx, what 
they are (if they exist) and if they satisfy any other relations. Or in other words, how much 
structure can we impose on this functor Hom(Q, -)? That is, what is the richest category of 
algebras B such that we can factor Hom ( Q, - ) through the forgetful functor U : B ----+ Sets 
making the triangle in figure 3.1 commute? 
Let's address each of these questions one at a time. 
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If we fix a ring R E Ob(Rings 1 ), and form the representable (contra variant) functor G = 
Hom(-,R) : Rings1 --+ Sets then G(Q) = Hom(Q,R) = F(R) = Rx. G turns finite 
coproducts into finite products, so that if we have a ring homomorphism & : Q --+ 11 (n)Q = Q 
applying the G functor yields a n-ary operation on Rx: 
Q & 11(n)Q=Q11···11 Q ----+ 
Gl lG 
RX +------ n(n) RX = RX x ... x RX G(&) 
We wish to determine all operations on Rx that arise in this way. We start with the nullary 
operations on Rx. This boils down to the (not too difficult) problem of determining all possible 
homomorphisms & from Q to its 0-fold coproduct which is just the initial object of Rings1 , 
Z. All homomorphisms are determined on what they do to the generator x and since x has to 
be mapped to a unit of Z there are exactly two homomorphisms &1 : x i-+ 1 and &2 : x i-+ -1. 
These in turn (by applying the G functor), yield the only two nullary operations on Rx , which 
pick out 1 and -1 respectively. In diagrams this reads as follows: 
Q ~ ll(o)Q=Z Q ~ ll(o)Q=Z 
Gl lG Gl lG 
Rx +------ (Rx )0 Rx +------ (Rx )0 
G(&1) G(&2) 
There is only one homomorphism ((3 : 1 i-+ 1) preserving the identity from Z to R, and 
we get the first nullary operation al = G(&1) = _ o &1 : Hom(Z, R) --+ Hom(Q, R) =Rx by 
composing (3 with &1, so al = (3 o &1 : x i-+ 1. Similarly, for &2 we get a2 = (3 o &2 : x i-+ -1. 
So indeed, there is one more operation (in addition to the group operations which we 
already observed to exist)! 
Now let's have a look at the unary operations on Rx. If we have a ring homomorphism 
& : Q--+ 11 (l)Q = Q, by the above remarks, applying the G functor yields a unary operation 
a: Rx--+ Rx by composing homomorphisms (3: xi-+ u E Hom(Q,R) with&. 
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Q & IJQ=Q ---t 
Gl lG 
RX +---- f1RX =RX G(&) 
As already noted, every ring homomorphism & : Q ---+ Q respecting the unit element 1 is 
completely determined by its value on x, which in Q is a unit and therefore has to map to a 
unit in Q. So if we are able to determine the units of Q, we get (almost for free) the unary 
operations on Rx. 
As also noted earlier, Q is essentially the integer group ring on the infinite cyclic group 
N · N · G = (x), so suppose we have two elements u = L:n: aix\ v = L:n: bjxJ E Z[G] with u · v = 1. 
Where Nu and nu (Nv and nv) are chosen minimally respectively maximally such that they 
bound the support of u (and v), i.e. Nu and Nv are the greatest integers such that aNu f:. 
0 f:. bNv and nu and nv are the smallest ones with anu f:. 0 f:. bnv. When forming the product 
u·v = L:1::t~v CkXk (with Ck= L:i+j=k aibj) we see that the uniquely formed elements xnu+nv 
and xNu+Nv are in the support of the product U • V (none of the integers anu, a Nu bnu, bNu are 
zero). This shows that Jsupp(u · v)J ~ 2, in particular u · v f:. lz ·la = lz[a] the support of 
which is just la. So every unit u in Q is just an multiple of a unit in Zand a power of x, i.e. 
u is of the form ±xn with n E N. 
Therefore & : x f---t t=.xk with E = ±1 and k E Z which produces (by composition with 
/3 E Hom{Q, R), x f---t u E Rx) all the unary operations a : Rx ---+Rx and a= & o (3, x f---t 
wk. Which does (given the group operations of multiplication and inversion and the shortly 
discovered negation) not yield a "new" type of operation. As we will see shortly, these are 
essentially all the operations we can get. 
Before passing to the general case of n-ary operations, let's have a look at the one binary 
operation we already know has to exist, namely multiplication. This operation is derived from 
the cooperation & : Q---+ Q lJ Q which sends x to x1x2 . 
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Rx +---- Rx IT Rx 
G(&) 
And G(&) : Hom(Q 11 Q, R) ---+ Hom(Q, R) by _o&. Since Hom(Q 11 Q, R) = Hom(Q, R) x 
Hom(Q, R) by f3 E Hom(Q 11 Q, R) t-+ (f3i, f32) E Hom(Q, R) x Hom(Q, R), the reverse direc-
tion, i.e. that (f3i, (32) extends to a unique homomorphism from Q 11 Q to R, is given by the 
properties of the coproduct. 
R 
Where the map 'Y = f3i 11 f32 is granted to extend both f31 and f32 at the same time uniquely, 
that is, given the canonical injection maps i1 and i2 from Qi and Q2 into Q1 11 Q2 the map 
f3 = f3i ll (32 is the unique homomorphism with the property that f3 o ii = f3i and f3 o i2 = f32. 
By now it is clear how to proceed to the general case. For n-ary operations, we have 
to characterize all homomorphisms a : Q ---+ 11 (n)Q. 11 (n)Q = Q111···11 Qn, the n-fold 
coproduct of Q with itself (for notation Qj, the lh copy of Q, is generated by Xj and Yi = xj1 ), 
is the integer group ring on the free group on n generators F(n) = F(xi, ... ,xn)· Since by 
Theorem 2.12 this is an 0-group, by Theorem 2.4 the only units in Q are trivial ones, i.e. of 
the form E • x with E E zx = {-1, 1} and x E F(n). But then x = x~:x~~ · · · x~: for some 
N E N0 , 1 ~ ij ~ n and Ej = ±1 for 1 ~ j ~ N. Again we get the corresponding n-ary 
operation a= G(&) by composing (3 E Hom(ll (n)Q, R) = IT(n) Hom(Q, R) ((3 = (f3i, ... , f3n) 
with (3j : Xj t-+ Uj = f3(xj)). Then a(x) = ((3 o &)(x) = f3(&(x)) = (3(Ex~:x~~ · · · x~:) = 
E(3(x~: )f3(x~~) .. · f3(x~~) = E(3(xi 1 )£I f3(xi 2 )E2 .. · f3(xiN )EN = E • u~: u~~ .. · u~~, so 
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Qn-1 
: 'Y 
' R 
Figure 3.2 
can be obtained by repeated multiplication of the generators Xj and taking their inverses 
inv(x) = x-1 and negatives neg(x) = -x. 
As to address the last question, what relations hold between these operations, we have 
to analyze when two elements of lJ (n)Q built by those operations are equal. We notice that 
since for any ring RE Rings1 , n elements u1, ... ,un in Rx and expression r(x1, ... ,xn) E 
(11 (n)Q) x of the generators of lJ (n)Q, by the universal properties of the coproduct lJ (n)Q 
we get a expression in Rx involving u1, ... , Un which can be built by inversion, negation and 
multiplication. This is shown in Figure 3.2, where the ij are the canonical injection maps 
from each copy Qj into their coproduct, the Uj : Qj --+ R map Xj to Uj, and 'Y is the 
unique homomorphism making the diagram in Figure 3.2 commute, so that Uj = 'Y o ij, and 
(lJ(n)Qr 3 r(x1, ... ,xn) f-t "f(r(x1, ... ,xn) = r(u1, ... ,un) E RX, i.e. by "replacing" Xi 
by Ui in rx1, ... , Xn, so that in addition to the group axioms in Rx the additional relations 
-(-x) = x and -(xy) = (-x)y = x(-y) holds for all x and y in (11 (n)Qr. 
We therefore introduce a new algebraic structure determined by these properties, which we 
will call group with negative or n-group. 
Definition 3.1 (Group with Negative). A group with negative or n-group is a 5-Tupel 
(N, ·, 1,-1 , -) such that (N, ·, 1,-1 ) is a group, and the operation - : N --+ N, x f-t -x 
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satisfies C x) · y = -( x · y) = x · Cy) and - C x) = x. 
By the way this definition is set up, the set of units Rx of any ring R E Rings1 can be 
considered a n-group, simply by setting -u = -u, the additive inverse of u in the ring R. 
It is also clear, that every group G can be made into an n-group N = a- on the same 
underlying set IGI, if we define - : N ~ N to be the identity map. The additional structures 
required hold trivially. 
Interestingly, all n-groups are either of the (trivial) form mentioned in the last paragraph, 
or the negation operation does not fix any element at all. In other words, if in a n-group N 
there is an element x with - x = x, then for all y E N -y = y. This immediately follows from 
the fact that xy = -C(xy)) = Cx)Cy) which holds by the axioms for all x and yin N. If we 
have an x with -x = x we see that xy = Cx)Cy) = xCy), we can cancel x in the group N 
and get - y = y for all y E N. 
Definition 3.2 {Group with Negative Homomorphism). Let N and M be n-groups. 
A group with negative (or n-group) homomorphism a : N ~ M is a group homomorphism 
between the groups N and M which respects the negation operation, i.e. aCx) = -a(x). If 
M is a sub n-group of the multiplicative semigroup (R, ·, 1) of a ring R, then in addition we 
demand that a maps -(lN) to -lR (equivalently -1R = -lR), the additive inverse of lR in R. 
We now show that every n-group N can be embedded by a n-group homomorphism in the 
group of units Rx of a ring R, in a certain sense a converse of the fact that every Rx is a 
n-group. 
Theorem 3.2. Let N be a n-group. Then there is a ring R and n-group homomorphism which 
embeds N in Rx. 
Proof. Let I = (lz · x + lz · C x)) xEN be the ideal of the group ring Z[N] generated by all 
elements of the form lz·x-(-lz) · Cx) so that I= { Efin. (an ·x+an · C x))} and R = Z[N]/ I. 
We define - : N ~ R by x f--t x = lz · x + I and claim that - has the desired properties. 
First we note that this is actually an homomorphism (since x + y = lz · (x + y) +I= (lz · x + 
J) + (lz · y + J) = x + Y) and claim that it is injective. Assume therefore that x and y are two 
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different elements of N whose images under - are the same, so that from x = y we see that 
lz · x - lz · y is an element of I and can therefore be written as a finite sum of terms of the 
form an· n +an· Cn) where n EN and 0 #an E Z so that 
lz · x - lz · y = L(an · n +an· Cn)) 
fin. 
(3.1) 
where by the comment following Definition 3.2 either - n = n for all n E N or -n # n for all 
n E N. In the first case we get see that lz · x - lz · y = 2 l:fin. an· n, a contradiction, since each 
element in the group ring has a unique representation, and lz · x - lz · y = lz · x + (-lz) · y 
is not of the form of any element in the ideal. In the second case we observe similarly, that if 
x # y then certainly lz · x + (-lz) · y is not an element of I, since for each element x of I we 
can pair the elements of the support of x by their coefficients such that we get an even number 
for each integer, which is clearly impossible for lz · x + (-lz) · y. 
The fact that - respects the - operation is a straightforward check: - x = -x ¢=:::} lz · C x) + 
I = -lz · x +I ¢=:::} lz · C x) + lz · x E I which is obviously true by the definition of I. Finally 
to show that - takes -1N to - lR we have to show that lR + C lN) = 0. But this says that 
lz · lN + lz · ClN) EI again true by the definition of I. D 
Since we now have seen that every n-group N can be embedded in the group of units of a 
ring R, we get as a corollary 
Theorem 3.3. Let R be a ring with identity and consider Rx as an n-group with the negative 
operation defined to be multiplication by -1, i.e. taking x to its additive inverse -lx = -x. 
Let r(x1, ... , xn) and s(x1, ... , Xn) be two expressions in the language of n-groups (i.e. built by 
negation, inversion and multiplication). Then r(x1, ... , xn) = s(x1, ... , xn) holds in the group 
of units Rx of all rings R iff it can be derived by the axioms of a n-group. 
Proof. "¢=": Every Rx is an-group, as already noted earlier (with - taking u E Rx to its 
additive inverse -u). 
"=?": By the Completeness Theorem for Equetional Logic (please refer to (6) Theorem 
14.19), for any relation r(x1, ... , xn) = s(x1, ... , Xn) which cannot be derived from the axioms 
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of a n-group there is a n-group N in which it fails. By Theorem 3.2 this N can be embedded 
in the group of units of a ring R, and therefore the relation does not hold in all Rx. D 
Summarizing all the results, the variety of n-groups is the richest category B through which 
we can factor the functor Hom ( Q, - ) as in Figure 3.1. 
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CHAPTER 4. The Idempotent Elements of Commutative Rings 
In a similar way as in the previous chapter, one could ask how much category theory can 
tell us about the idempotent elements of commutative rings. 
To this end we consider the functor F: ComRing1 ---+Sets which takes a ring R to the 
set of idempotent elements Rid = { x E R I x2 = x} which is not the empty set, since each ring 
R of this category contains the idempotent elements 0 and 1. As before we define F to take 
any homomorphism a : R ---+ S between two rings to the set map obtained by restricting the 
domain to Rid. It is again a fairly straightforward matter to check that in this way we actually 
defined a covariant functor. 
Of course for every ring R the restriction of the identity map idR to Rid is the identity map 
on Rid, and given three rings R, S and T in ComRing1 and two homomorphisms a : R ---+ S 
and f3 : S ---+ T between them we first observe that the composition of the restricted maps 
make sense as a(Rid) ~ Sid, since homomorphisms take idempotent elements to idempotent 
elements (if we have an x E R with x2 = x this implies that a(x) = a(x2) = a(x) 2 ). And the 
restriction to Rid of the composition f3 o a is equal to the composition of the restricted maps: 
where the second equality holds by the above remark (i.e. if x E Rid then a(x) E Sid), showing 
that F(f3 o a) = F(f3) o F(a). 
And again this functor F is representable. 
Lemma 4.1. The functor F is naturally isomorphic to the functor Hom ( Q, - ) where the 
representing object Q is the ring generated by a universal idempotent element x, i.e. Q = 
Z[x]/(x2 - x). 
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Proof. We note that since homomorphisms in ComRing1 preserve the unit element 1, for any 
ring RE ComRing1 any homomorphism¢: Q---+ R is determined by the image ¢(x) of x 
(x generates Q) which has to be an idempotent element, since xis idempotent (and the image 
of idempotents under homomorphisms is again an idempotent). 
Therefore one way of the bijection is easy to see. If we have a homomorphism ¢ : Q ---+ R 
we get an idempotent element ¢( x). 
Conversely we claim that for any idempotent element e E R there is a unique homomor-
phism ¢ : Q ---+ R which maps x to e. The argument is similar to the one in the previous 
chapter and uses the fact, that Z[x] is the free commutative ring on one generator x, so that 
given a ring R in ComRing1 and an idempotent element e of R there is a unique homomor-
phism ¢1 : Z[x] ---+ R which maps x toe. By the fundamental homomorphism theorem, we 
can factor ¢1 through its kernel such that ¢1 = ¢2 o <Pa as shown below. 
Z[x] </>i R 
··l /. 
Z[x]/ ( ker( ¢1)) 
Again by the universal property of Z[x] the homomorphism ¢a is unique. We define the 
canonical (and by the properties of Z[x] unique) homomorphism ¢4 : Z[x] ---+ Z[x]/(x2 - x) 
which maps x to x + (x2 - x). Since (x2 - x) ~ ker(¢a) we get the unique factorization 
<Pa= ¢4 o ¢5 through Q = Z[x]/(x2 - x) which makes the triangle commute. 
Z[x] _<1>_3 - Z[x]/(ker(¢1) 
<f>4l ~ 
Z[x]/(x2 - x) 
Now putting the previous two diagrams together we get the unique homomorphism¢: Q---+ R 
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which sends x toe, i.e. by composing the homomorphism ¢2 and <Ps as shown below. 
Z[x] 
¢1 
R 
" l ¢4 3'¢ ..... 
¢3 Q' 
l <Ps </>2 
Z[x]/ ( ker( ¢1)) 
Summarizing the previous paragraphs we see that for every ring R we get a bijection O:R 
between the set of homomorphisms Hom ( Q, R) and the set of idempotent elements in the ring 
R by sending¢ E Hom(Q, R) to <P(x), with inverse map given by defining for an idempotent 
element u E Rid the homomorphism <Pu: x t-+ u E Hom(Q,R) which sends x to u. D 
We now fix a commutative ring R of ComRing1 and form the ( contravariant) functor 
G =Hom(-, R), so that G(R) = F(Q) =Rid. 
To determine the nullary operations, we have to analyze the idempotent elements of the 
initial object Z of ComRing1 . These obviously are 0 and 1, so that we get two homomorphisms 
from Q to Z, namely &1 : x t-+ 0 and &2 : x t-+ 1, which give rise to two nullary operations a 1 
and a 2, by applying the G functor. 
Q ~ z Q &2 --=---+ z 
Gl lG Gl lG 
Rid +---- G(Z) Rid +---- G(Z) 
G(&1) G(&2) 
Since G(Z) = Hom(Z, R) = {,B : lz t-+ lR} contains only one element ,B (recall that we 
require our homomorphisms to preserve the unit element 1 by which Z is generated), we get 
0:1 = G(&1) = _ o &1 which maps ,B to ,Bo &1 which takes x to 0, so that the nullary operation 
corresponding to &1 is just the one which picks out the 0 element, a 1 : 0 t-+ 0. The second 
nullary operation 0:2 corresponding to &2 can similarly be seen to pick out the 1 by way of 
composition with ,Bas 0:2 = G(&2) = _ o &2 maps ,B to ,Bo &2, the homomorphism taking x to 
1, so that we get 0:2 : 0 t-+ 1. 
We summarize the previous paragraphs in 
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Theorem 4.2. There are exactly two nullary operations a1 and a2 on Rid, which pick out the 
zero element 0 and unit element 1 respectively. 
Proof. Given above. D 
As for unary operations, we have to analyze the idempotent elements of Q = Z[x]/(x2 -x), 
which we do in the next lemma. 
Lemma 4.3. The only idempotent elements of Z[x]/(x2 - x) are 0, 1, x and 1 - x. 
Proof. By direct calculation. Assume we have an idempotent element u = a+bx. We conclude 
from the equation (in the quotient) a+ bx= u = u2 = a2 + (2ab + b2)x that a2 - a= 0 and 
b2 + 2ab - b = 0, so that a = 0 or 1. In the first case we get that b2 - b = 0, so that b = 0 or 
b = 1 and we get the two idempotents 0 = 0 +Ox and x = 0 + lx. In the second case we get 
that b + b2 = 0, so that b = 0 orb= -1, revealing that 1 = 1 +Ox and 1 - x are the last of 
the four idempotents. D 
So we get four unary operations on Rid, which arise from the homomorphisms &i: Q--+ Q, 
which map x to Yi with YI = 0, Y2 = 1, y3 = x and Y4 = 1 - x. 
Q &· ~ Q 
Gl lG 
Rid +---- Rid 
G(&;) 
Since G(&i) = _ o &i, for every homomorphism f3: Q--+ R, x r-+ ewe get a unary operation 
G(&i) = ai on Rid which arises by composition with /3, so that ai = f3 o &i : x r-+ ei with 
ei = 0, e2 = 1, e3 = e and e4 = 1 - e. In fact we have discovered only one new operation 
(namely the operation taking e to 1 - e), out of which, together with the nullary operation, 
which picks out 1, we can construct the other ones. 
But what can we say about binary operations? Of course we know that in the category of 
commutative rings the product of two idempotent elements is an idempotent element again, 
so there is at least one binary operation on Rid, namely multiplication in the ring. 
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It turns out, that all possible n-ary operations on Rid can be derived from the following 
two operations 
c:ei-+1-e (4.1) 
(4.2) 
and that the unary operation c and the binary operation m can be thought of as taking 
complements and intersections respectively in a boolean algebra. One can also (and we will 
explore this idea more closely later on) think of it as a boolean ring, with the addition in the 
boolean ring taking (e1, e2) to (e1 - e2)2) and the boolean ring multiplication to coincide with 
the original ring multiplication). 
Because of the prominent role, which this binary operation m employs due to these facts, 
which we will prove later, it is worthwhile to explore it and the cooperation which corresponds 
to it a bit closer before passing on to disguise all binary and n-ary operations. 
As remarked a few lines above, a obvious idempotent element in Qi ll Q2 (with Q = Qi 
generated by Xi) is x1 ·x2, so we get a homomorphism & : Q --t Qi ll Q2, xi-+ x1 ·x2. And we 
claim that by applying the G functor this yields the operation m = G{&). Since G(&) = _ o &, 
G(&) maps Hom(Q1 ll Q2, R) = Hom{Q, R) x Hom{Q, R) to Hom{Q, R) by composition, so 
that every homomorphism /3 E Hom(Q1 ll Q2, R) with /3(x1) = ei and /3{x2) = e2 is mapped 
to the homomorphism a: Q --t R, which sends x to e1e2. 
Q & Qi ll Q2 ---t 
Gl lG 
Rx f-- Rid x Rid 
G(&) 
Remark: Since Q 11 Q = Z[x1, x2]/ (x~ - xi)i=l,2 is a fairly simple object {after all, it is a 
Z-module with basis 1, x, y and xy) a straightforward way to analyze the set of idempotents 
in Q 11 Q by direct computation might promise success (and indeed can be carried out). By 
direct calculation we see that given an idempotent element a + bx + cy + dxy in Q 11 Q (for 
39 
0 1-x (1-x)y I (1-x)(l-y) 
0 0 1-x (1 - x)y (1-x)(l-y) 
x x 1 x + y-xy 1 +y-xy 
x(l - y) x(l - y) 1-xy (x - y)2 1-y 
xy xy 1-x +xy y 1-x -y- 2xy 
Figure 4.1 
notation we assume that the first copy of Q is generated by x, the second by y) we have 
a+ bx+ cy + dxy = a2x + (2ab + b2)x + (2ac + c2)y + (2ad + 2bc + 2ad + 2bd + d2)xy (4.3) 
so that we first conclude that a= 0 or a= 1. In the first case 4.3 simplifies to 
b = b2 , c = c2 and d = 2bc + 2bd + d2 and after some more elementary calculations 
we get the 16 idempotent elements of Q ll Q as shown in Figure 4.1, where the elements are 
arranged with respect to the later described isomorphism between x ( Q ll Q) x (1- x) ( Q ll Q) 
and Qll Q. 
The direct calculations (although possible, even for the case of ll (3)Q and ll (4)Q) become 
more and more unpleasant, and are clearly not a promising way to determine n-ary coopera-
tions, so that a more structured approach which also should deal with the general case of the 
coproduct of n copies of Q is desirable. I turns out, that in fact, up to isomorphism, U (n)Q 
equals ll (n-l)Q x ll (n-l)Q which we will prove in the following. 
Theorem 4.4. Q ~ xQ x (1 - x)Q as rings. 
Proof. We define <P: Q -----+ xQ x (1 - x)Q by ¢(p) H (xp, (1 - x)p) and show that this is a 
ring homomorphism. So suppose p and q are in Q. The additive part of the homomorphism 
is obvious, since </J(p + q) = (x(p + q), (1 - x)(p + q)) = (xp + xq, (1 - x)p + (1 - x)q) = 
(xp, (1 - x)p) + (xq, (1 - x)q) = </J(p) + </J(q). For the multiplicative part we use the fact 
that in Q x and 1 - x are idempotent elements, so that ¢(p · q) = (x(p · q), (1 - x)(p · q)) = 
(x2(p · q), (1- x)2(p · q)) = (xp · xq, (1- x)p · (1- x)q) = (xp, (1 - x)p) · (xq, (1 - x)q). 
<P also is injective, since if p E ker( <P) then from the first component of ¢(p) we see that 
xp = 0 mod (x2 - x) so (1 - x)IP and also from the second component (1 - x)p = 0 
mod ( x2 - x) so that x IP, since ( 1-x, x) = 1 this implies x ( 1-x) Jp so that p = 0 mod ( x2 - x). 
40 
Finally¢ is surjective, with xp1 + (1 - x)p2 mapping to (p1,P2), proving the theorem. D 
Of course, xQ ~ Z, since multiplication by x maps a+bx to (a+b)x, and also (1-x)Q ~ Z, 
since multiplication by (1 - x) annihilates precisely the terms which involve x. So instead of 
the direct calculations we could also have gotten the idempotents of Q as q;-1 (ax, b( 1 - x)) = 
ax+ b(l - x) with a, b = 0 or 1. 
The preceding theorem can be slightly generalized to considering a central idempotent element e 
in an arbitrary ring R. 
Theorem 4.5 (Central Idempotents). Let R be a ring and e be a central idempotent in R. 
Then R ~ eR x (1 - e)R. 
Proof. We consider an idempotent element e in the center of R (the center of the multiplicative 
submonoid). It is then clear, that 1 - e is also an idempotent (1 - e = 1 - 2e + e2 = (1 - e)2), 
and that those two are orthogonal, i.e. e(l - e) = 0. And finally, eR and (1 - e)R intersect in 
0, since if we have er1 = (1- e)r2 for some r1, r2 ER by multiplying bye we see that er1 = 0, 
whence (1 - e)r2 = 0 and by the Chinese Remainder Theorem R ~ eR x (1 - e)R. D 
Theorem 4.6. U (n+l)Q ~ U (n)Q x U (n)Q. 
Proof. Since U (n+l)Q = Qi U · · · U Qn+l is a commutative ring, the idempotent Xn+l is 
certainly contained in the center of U (n+l)Q. Therefore the Central Idempotents Theorem 
(Theorem 4.5) applies and we have U (n+l)Q ~ (xn+l U (n+l)Q) x ((1 - Xn+1) U (n+l)Q). It 
remains to be shown, that both factors are isomorphic to U (n)Q. 
For the first factor we have to show that Xn+l U (n+l)Q ~ U (n)Q. For this it suffices 
to show that Xn+l U (n+l)Q ~ U (n+l)Q/ (1- Xn+1) since U (n+l)Q/ (1 - Xn+1) ~ U (n)Q by 
setting Xn+ 1 = 1. 
We consider the homomorphism ¢ : U (n+l)Q -7 Xn+l U (n+l)Q mapping y in U (n+l)Q 
to Xn+lY· We show that this is actually a homomorphism and claim that the kernel of ¢ 
is the ideal I= (1 - Xn+1). So suppose we have Y1 and Y2 in U (n+l)Q then ¢(Y1 + y2) = 
Xn+i(Y1 +y2) = Xn+1Y1 +xn+1Y2 = ¢(Y1)+¢(y2) and ¢(Y1 ·y2) = Xn+i(Y1 ·y2) = X~+l(Y1 ·y2) = 
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Xn+IYl · Xn+IY2 = ¢(y1) · ¢(y2). Certainly I~ ker(¢), since (1 - Xn+i)Xn+I = 0 in Q. For the 
opposite inclusion we assume that y is in the kernel of¢, i.e. Xn+IY = 0. But for ally we have 
y = Xn+IY + (1- Xn+1)Y so that if y E ker(¢) the first summand is 0 and y = (1- Xn+i)Y EI. 
For the second factor (i.e. to show (1-Xn+i ll (n+l)Q ~ lJ (n)Q) the argument is similar, it 
suffices to show that (1-Xn+i) lJ (n+l)Q ~ lJ (n+l)Q/(xn+I) which can be seen by considering 
the homomorphism¢: lJ (n+l)Q----+ (1-xn+l) lJ (n+l)Q mapping yin lJ (n+l)Q to (1-Xn+I)y. 
D 
Lemma 4. 7. Let R be in ComRing1 . Then there are 22n different n-ary operations on Rid. 
Proof. The n-ary operations on Rid are derived from n-ary cooperations in lJ (n)Q, the coprod-
uct of n copies of Q. We proceed by induction, and recall that there are exactly two nullary 
operations on Rid as shown in Theorem 4.2. 
We now assume the theorem proved for j < n. By Theorem 4.6 lJ (n)Q ~ lJ (n-l)Q x lJ (n-l)Q, 
so that for all idempotent tuples (e1 , e2) of the righthand side, there is exactly one idempotent 
element e of lJ (n)Q. Therefore the number of idempotents in lJ (n)Q is just the square of the 
number of idempotents in lJ (n-l)Q, and we are done since (22n- 1 ) 2 = 22·2n-i = 22n. D 
Definition 4.1 (Boolean Ring). A boolean Ring B is a set IBI together with two nullary 
operations 0 and 1 and two binary operations + and ·, such that (B, 0, 1, +, ·) is a ring and 
that for all x in B we have x2 = x. 
It is easy to see that any boolean ring has characteristic 2 and is commutative: x + x = 
(x + x)2 = x2 + x + x + x2 so that 2x = x + x = 0 and x + y = (x + y)2 = x2 + xy + yx + y2 
shows that yx = -xy = -xy + 0 = -xy + 2xy = xy. 
The fact that there are exactly 22n n-ary operations made us suspicious, we were wondering, 
if this could possibly be the boolean ring with n elements, and in fact, it turned out, that all 
these operations can be built from the unary operation c (Equation 4.1) which satisfies c2 = id, 
just as the complement operation and the binary operation m (Equation 4.2) which behaves 
like "meet" = /\ in a boolean algebra. Furthermore, these two operations interact exactly like 
one expects from set theory. So we began searching for the rest of the elementary operations, in 
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particular for the union (or "join" = V ) which turns out to be the operation mapping (e1, e2) 
to ei - eie2 + e2. In fact, by Theorem 4.6, every idempotent e in lJ (n)Q arises from any choice 
of two idempotents e1, e2 in lJ (n-l)Q, since if ei and e2 are two idempotents involving only 
the fist n - 1 variables x1, ... , Xn we get an idempotent e of lJ (Q) as follows: 
which of course is nothing but a horrible notation for De Morgan's Law which it actually 
describes, since (using A for e1, b for e2 and C for Xn together with the usual set theoretic 
notation) (4.4) is just the same as 
We summarize the last paragraph in 
Theorem 4.8. All n-ary operations on Rid can be built by the (repeated application of) compo-
sition of multiplication m and complementation c, and these operations form the boolean ring 
with n elements. 
Proof. It is a known fact that there are exactly 22n n-ary operations on an boolean ring, so it 
suffices to show that our operations actually form a boolean ring, i.e. we claim that there is 
an addition a under which Rid is an abelian group and a multiplication m which satisfies the 
ring axioms. 
We define the binary operation of addition a : Rid x Rid ---t Rid as already indicated to 
take (e1, e2) to (e1 - e2)2 = ei - eie2 + e2 (that is to coincide with the set union or boolean 
algebra join) and the boolean ring multiplication to be simply the original ring multiplication. 
First, a imposes an abelian group structure on Rid with the zero element again the 0 of 
the ring and unary "negative" operation n just the identity map. The group axioms hold, 
since we already showed ei - e2 to be an element of Rid (closedness), (e1 - e2)2 = (e2 - e1)2 
(commutativity), (e1 - 0)2 = e~ = ei (existence of neutral element) and (e1 - e1)2 = 02 = O 
(inverses) and associativity holding since for three idempotents e, f and g direct calculations 
show that ( (e- J)2-g) 2 = (e-(f-g)2)2 since both sides simplify toe+ f +g-2(ef +eg+ f g)+ 
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4ef g. Since the boolean ring multiplication m is the same as the ring multiplication the only 
thing that remains to be shown to make Rid a ring under the addition a and multiplication m 
is that the distributive law holds, that is m(e, a(f, g)) = a(m(e, f), m(e, g)) which is equivalent 
to the condition that e(f - g) 2 = (ef - eg) 2• This is true since both sides simplify to ef -
2efg + eg. D 
Summarizing all the results, the variety of boolean rings is the richest category B through 
which we can factor the functor F = Hom ( Q, - ) as in Figure 3.1. 
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APPENDIX A. The Compactness Theorem 
In the following we will deal with functions with a fixed range, but varying domain, so it 
is convenient to notate each function f : D -t T together with its domain as a tuple (D, !). 
Theorem A.1 (Compactness Theorem). Let Sand T be two nonempty sets, ITI < oo and 
F be a family of functions from subsets of S to T satisfying 
(i) if (A, f) E F, and B ~A then (B, JIB) E F 
(ii} 'v'A ~ S, IAI < oo there exists a f: (A, f) E F 
then there exists a function g : S -t T, such that (A, 9IA) E F for all finite subsets A of S. 
Proof. In the following, all domains are assumed to be subsets of S. 
F =/= 0, since by (ii) there is a unique function h, mapping the empty set to T, so (0, h) E F. 
Let £be the family of functions (A, J) E F with A finite, and for all finite B 2 A there exists 
a g: (B, g) E F, and 9IA = f. Again by (ii) (0, h) E £ =/= 0. 
Define 1-l to be the family of all functions (D, J) such that for all finite sets A ~ D (A, !IA) E £ .. 
And one more time we are not dealing with the empty set, since (0, h) E 1-l. We now define 
an ordering on 1-l by (D,f) ~ (E,g) {:::=::?- D ~ E and 9ID = f. Because membership in 1-l is 
checkable on finite domains, by Zorn's Lemma 1-l has a maximal member, say (E,g) and we 
claim that E = S. Otherwise we can choose an s E S \ E. Then F = EU { s} ;;2 E and because 
T is finite, g extends to finitely many functions (F, 91), ... , (F, 9n) tj. 1-l (where n = ITI). By 
the maximality of (E, g) in 1-l. By the definition of 1-l there exist finite subsets Ai ~ F with 
(Ai, 9ilAJ tj. £ and hence by definition of£ there esist finite sets Bi 2 Ai such that (Ai, 9ilAJ 
does not extend to a function in F with domains Bi. 
Set A = LJ~=l (E n Ai) and B = { s} U LJ~=l Bi. Then A, B are finite, A ~ E and A ~ B 
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so (A,glA) EE and there exists (B,J) E F with !IA = glA· Nows E B, so that by the 
way the gi's were chosen, f(s) must equal gi(s) for some i. For this particular i, because 
Ai~ AU {s} and flA = glA we then have flAi = gilAi and furthermore Bi~ B, thus (i) yields 
(Bi, flnJ E F. Because flAi = gilAi this yields the desired contradiction and hence E = S. 
Therefore (S, g) E 1l and (A, glA) E E ~ F for all finite A ~ S, as stated in the theorem. 
D 
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