Abstr~ct. For any frxed dimension d, the linear programming problem with n inequality constraints can be solved on a probabilistic CRCW PRAM with (1(n) processors almost surely in constant time. The algorithm always finds the correct solution. With nd/logzd processors, the probability that the algorithmwd] not finish within ()(dzlogzd) time tends to zero exponentially with n.
In this paper, when we say that a sequence of events { E,l}~=, occurs almost surely, we mean that there exists an~>0 such that prob(E,l ) > 1 -exp( -n' ). A consequence of this estimate is that, with probability 1, only a finite number of the events do not occur. The main result of this paper generalizes a known fact [Reischuk, 1981; Megiddo, 1982] that the maximum of FZ items can be computed almost surely in constant time.
As mentioned above, the basic idea of the underlying sequential algorithm is due to Clarkson [1988] . His beautiful iterative sequential algorithm uses an idea of Welzl [1988] . As in Clarkson's algorithm, we also sample constraints repeatedly with variable probabilities.
Several additional ideas and some modifications were, however, required in order to achieve the result of this paper. Our probabilistic analysis is also different, and focuses on probabilities of failure to meet time bounds, rather than on expected running times. In particular, a suitable sequential implementation of our algorithm can be shown to terminate almost surely within the best known asymptotic bounds on the expected time.
In Section 2, we present a special form of the output required from a linear programming problem, which unifies the cases of problems with optimal solutions and unbounded ones. In Section 3, we describe the algorithm and provide the necessary probabilistic analysis.
Preliminaries
The purpose of this section is to state the required form of the output of the linear programming problem, which turns out to be useful for our purposes in this paper. where {c, al, ..., a,,} CR" and bl, . . ., b,, are real scalars. An inequality al " x z bi is called a constraint. We denote by LP~a similar problem where only a subset S c Al of the constraints is imposed. If LP is infeasible (i.e., there is no x such that a, " x > b, for all i G N), then there exists a set Z G N with 121< d + 1 such that LPZ is infeasible. In this case, we refer to the lexicographically minimal such Z as the defining subset. For any S c N, and for any fixed scalar t,denote by P~(t) the problem:
Minimize tc "x +~llx112 subject to a, "x > bi (i = S).
The objective function of P~(t) is strictly convex, hence if LPL$ is feasible, then Ps(t) has a unique optimal solution xs(t). It is easy to see that the latter can be characterized as the closest point to the origin, among all points x such that a ;X > bi (i = S) and c "x = c "d(t). Denote val(S, t) = c .xS(t).
Fix t,and let S G IV denote the set of indices i for which ai" xN(t) = b,. Obviously, x~(t) = xs(t ). Moreover, the classical Karush-Kuhn-Tucker opti- 
Since the rows of B are linearly independent, we can represent the solution in the form: The vector u B + tv',however, will be the solution of P~(t ) only for t such that yB(t) >0. Denote by 1~the set of all values of t for which yB(t) >0, and also a, . (ZJB + tL~') > b, for all i G~. Obviously, lB is precisely the interval of t's in which xN(t) = xB(t). We have shown that if LP is feasible, then x'( t) varies piecewise linearly with t,where each linearly independent set B contributes, at most, one linear piece. Thus, there exists a "last" set Z c N with IZ I < d, and there exists a to, such that for all t > tO, xN(t) = Xz(t) and a, "xN(t) = b, (i = Z). Given the correct Z, it is easy to compute u', v z and the (semi-infinite) interval lZ in which XN(t) = X2(t) = Uz + tuz.It is interesting to distinguish the two possible cases. First, if v z = O, then x'v(t) is constant for t > to;this means that the original problem has a minimum, which is the same as if only the constraints corresponding to Z were present. In this case, ZZz is the optimal solution that has the minimum norm among all optimal solutions. Second, if L! z # O, then the original problem is unbounded, and {uz + tv': t > to}is a feasible ray along which c " x tends to -~. Moreover, each point on this ray has the minimum norm among the feasible points with the same value of c .x. In view of the above, we can now define the vectors u N and v N to be equal to Uz and Vz, respectively.
Indeed, for any subset S c IV (whose corresponding vectors al may be linearly dependent), we can define the appropriate vectors us and vs to describe the output required in the problem For every point on a polyhedron, there exists precisely one face of the polyhedron that contains the point in its relative interior. Consider the lexicographically minimal set Z, which describes this face. We say that this set Z is the defining subset of the solution ( u', v N ). V(us, us) n I = 0, then we arrive at the contradiction that for all sufficiently large t,
where the strict inequality follows from the uniqueness of the solution of
The importance of Proposition 2.2 can be explained as follows: If a set S has been found such that at least one constraint is violated at the optimal solution of LPs, then at least one of these violated constraints must belong to the defining set. Thus, when the probabilistic weight of each violated constraint increases, we know that the weight of at least one constraint from the defining set increases.
The Algorithm
As mentioned above, the underlying scheme of our algorithm is the same as that of the iterative algorithm in the paper by Clarkson [1988] , but the adaptation to a parallel machine requires many details to be modified.
During a single iteration, the processors sample a subset of S of constraints and solve the subproblem LPs with "brute force." If the latter is infeasible, then so is the original one and we are done. Also, if the solution of the latter is feasible in the original problem, we can terminate. Typically, though, some constraints of the original problem will be violated at the solution of the sampled subproblem.
In such a case, the remainder of the iteration is devoted to modifying the sample distribution for the next iteration, so that such violated constraints become more likely to be sampled. The process of modifying the distribution is much more involved in the context of parallel computa-tion. It amounts to replicating violated constraints, so that processors keep sampling from a "uniform" distribution. The replicating procedure is carried out in two steps. First, the set of violated constraints is "compressed" into a smaller area, and only then the processors attempt to replicate.
During the run of the algorithm, the probability that the entire "defining set" is included in the sample increases rapidly. In order to implement the above ideas efficiently on a PRAM, several parameters of the algorithm have to be chosen with care and special mechanisms have to be introduced.
The algorithm utilizes p = P( n, d) = 2 nd/log"d processors PI, ..., PP. Denote by k = k(n, d) the largest integer such that max{ds, kd/logzd)(~]s p(tz, d). Note that 2 k = Q( n 1'('1 + 1'). We first describe the organization of the memory shared by our processors. The Sequence is where the sample space of constraints is maintained. Initially, the Sequence stores one copy of each constraint. Throughout the execution of the algorithm, more copies are added, depending on the constraints that are discovered to be violated at solutions of subproblems. The role of the Table and In order to solve the Base problem, P\[5] PrOCeSSOrSare allocated to each subset B c K such that IBI = d. Thus, ' The notation~(n) = Q(g(n )) means that there exists a constant c >0 such that~(~z) z cg( n). An iteration of the algorithm starts with sampling a Base problem. As indicated above, the sample space is stored in the S-cells. There are 2n such cells and each stores either a constraint or the entire space; one constraint may be stored in more than one S-cell. Having identified the violated S-cells, the processors now "replicate" the contents of each such cell nl'(4'~) times. The idea is that by repeating this step several times, the members of the "defining 31t is easy to see that the inner product can be evaluated by d/log d processors in O(log d) time. Here we can afford 0(log2d) time, so we can save on the number of processors. 4We note that with a different choice of k, namely, if k is such that (j)< Fthe'nthe 'se 'f Valiant's algorithm can be avoided. 5We assume each of the processors can generate random numbers of O(log n) bits in constant time.
set" get a sufficiently large probability to be in the sample (in which case the problem is solved). Since it is not known in advance which S-cells are violated, and since there are only O(n) processors, the algorithm cannot decide in advance which processors will replicate which cells. For this reason, the replication step is carried out on a probabilistic CRCW PRAM in two parts. First, the violated S-cells are injected into the 1 and m', and attempts to copy the content of S[i] into T[ 1,1, 1].Next, if P, has attempted to write and failed, then it generates a random integer l,Z between 1 and m' and attempts again to copy the content of S[i ] into T[ I,z, 2] . In general, each such processor attempts to write at most Cd -1 times, each time into a different block of the Table. PROPOSITION 3.2.
The conditional probability that at least n114 processors will fail to write during all the C,, -1 trials, given that at most nl '1/2~)-" \l'dp rocessors attempt to write during the first trial, is at most e.xp( -Q(nl/4)).
PROOF.
Let X, be the random variable representing the number of processors that failed to write during the first i rounds (and therefore attempt to write during the (i + l)st round). Suppose _2'0 s nl-(l\zd)-
(1/16d)l. Note that for each processor attempting to write during the ith round, the conditional probability that it will be involved in a write conflict, given any information on the success or failure of the other processors during this round, is at most X,_, /m'.
Thus, we can apply here estimates for independent Bernoulli variables. By an estimate due to Chernoff [1952] (apply Proposition 4.1 part (i) with n =~,_, and p =~l_l/m'), Let j denote the largest integer such that Thus, X, s 22'-1 nl -tl/z~j-(z'\lb~~. The probability that j does not satisfy the latter is at most exp ( -~(nlf4) If there are less than nll~actile S-blocks, then the probability that write conjlicts will occur in evey single R-block is less than exp( -~(nl'~)):
PROOF.
At most nli~processors attempt to write into any R-block (whose length is A), so the probability of a conflict within any fixed R-block is less than 1/2, Thus, the probability of conflicts in every single R-block is less than 2-nl/4 6It takes constant time to reach the situation where each of the q processors knows whether or not it is assigned to an active S-block. 7This last step can also be done deterministically with hash functions.
3.3.6. From the For the second half of the replication step, the algorithm uses a predetermined (many-to-one) assignment We show that almost surely 1 s 2n. In the unlikely event that the number of iterations gets too large, the algorithm simply restarts with v = 1.
PROBABILISTIC ANALYSIS.
In this section, we analyze the probability that the algorithm fails to include the defining set in the sample after a certain constant number of iterations.
3.4.1. Estimating the Number of Violated S-cells.
Let < be any fixed weak linear order on N. Given the contents of the Sequence S and the random Base set K, denote by v = K(S, K; s ) the number of S-cells which store halfspaces H, such thats j~i for all j such that H, is in the Base. In particular, for x = n 1-(1/t~+ l))+~this probability is at IIIOSt For brevity, denote w'(M) = P(S, K;~).
COROLLARY 3.5.
For any e >0, the conditional probability that there will be more than n 1-(1'(~+ 1')+' violated S-cells on u K + tv~, gil]en that Lp~is feasible, is less than (1 e.xp( -Q(nc)).
'We write j < z if and only if j < z and I 4 j. 
Since 1$?' < (;), prob{ p,'(~) > nl-(l/(~+l))+c} < ()~e xp(-fl(n')).
•l PROPOSITION 3.6.
During each iteration, the probability that at least one active S-cell will fail to inject its content into the Table. PROPOSITION 3.7.
During any iteration, given any past histoy, the conditional probability of failure is at most exp( -O(nl/(lGd))).
PROOF. By Proposition 2.2, if the solution of LP has not been found, then H, is violated, for at least one i e Z, and hence every processor checking a copy of H, will attempt to inject it into the Table. The result now follows from Proposition 3.6. u PROPOSITION 3.8.
For any ftied d, the probability that the algorithm will not finish within 9d2 iterations is at most exp( -d20(nl\('6d))).
Notice that in 9dz iterations, for sufficiently large n, only the first n + 9dz Cdn *-l/(~d) < 2n S-cells are possibly accessed. By Proposition 3.7, in each iteration, the conditional probability of failure, given any past history, is at most exp( -Q(nll( *bd))). Therefore, the probability of less than 5dz successes in 9d2 iterations is less than
To complete the proof, we show that it is impossible to have 5dz successes. This is because if there are that many successes, then there exists at least one i in the "defining set" Z such that during at least 5d of the iterations, the contents of all the~-cells storing the halfspace~, are successfully injected into the There exists an e > 0 (e.g.,~= 1/16) such that for eLeiy fwed d and for all sufficiently large n, the probability that the algorithm takes more than 0( dzlogzd) time is less than exp( -fi(n'1~]).
3.4.3. A Further Improvement.
It is not too difficult to modify the algorithm to obtain one for which there are two constants C, E >0, independent of d with performance as follows: For every fixed dimension d, and for all sufficiently large n, the probability that the running time will exceed Cdz log2d is at most 2-n("=). This is done by choosing the size k of the Base problem This enables us to solve during each iteration A random Base pro lems simultaneously.
As before, processors are assigned to S-cells. Each such processor chooses randomly one of the Base problems. The processor then checks whether the constraint in its cell is violated at the solution of the Base problem. With each of the T Base problems we associate a Table of size n(l 'z)-'] '2~)+ 'ljs~~). Next, each processor that has a violated S-cell (with respect to the Base problem i that was chosen by that processor) attempts to inject the content of its cell into the that is, it checks which of all the S-cells are violated, injects these cells into a Table of size 2CCi/Z1 -1/(4'1), and replicates each of the violated ones n l/5d times. We say that an iteration is successjid if at least one of its V Base problems is successful, and the contents of all the violated .S-cells are injected successfully into the Table. It is not too difficult to check that the conditional probability that an iteration will not be successful, given any information about the success or failure of previous iterations, is at most exp( -~(n')) for some 6> 0 (e.g., e = 1/16). We omit the details.
Remarks
The total work done by all the processors in our algorithm is 0( d3n), whereas Clarkson's [1988] sequential algorithm runs in expected O(dzn ) time. We can "The Table is erased after each iteration. easily modify our algorithm to run on a probabilistic CRCW PRAM with n/(d logzd) processors in 0(d310gzd) time, so that the total work is O(dzn). Moreover, the probability of a longer running time is exponentially small in terms of n. To this end, observe that, using our previous algorithm, we can solve in 0(d2 logzd) time and n/(d logzd) processors a Base problem of size n /dz. Hence, we can repeat the previous algorithm by choosing Base problems of size n/d2, solving them, checking all the violated S-cells in O(dz logzd) time, and replicating each violated S-cell A times. Such an algorithm terminate almost surely in 0(d) iterations.
Hence, the total parallel time is 0(d3 logzd).
