Some words tend to co-occur exclusively with a positive or negative context in natural language use, even though such valence patterns are not dictated by definitions or are part of the words' core meaning. These words contain semantic prosody, a subtle valenced meaning derived from co-occurrence in language. As language and thought are heavily intertwined, we hypothesized that semantic prosody can affect evaluative inferences about related ambiguous concepts. Participants inferred that an ambiguous medical outcome was more negative when it was caused, a verb with negative semantic prosody, than when it was produced, a synonymous verb with no semantic prosody (Studies 1a, 1b) . Participants completed sentence fragments in a manner consistent with semantic prosody (Study 2), and semantic prosody affected various other judgments in line with evaluative inferences (estimates of an event's likelihood in Study 3). Finally, semantic prosody elicited both positive and negative evaluations of outcomes across a large set of semantically prosodic verbs (Study 4). Thus, semantic prosody can exert a strong influence on evaluative judgment.
Why does "work" seem worse when someone causes work for us rather than produces work for us? Some might say that produce and cause mean different things, but the words themselves are largely synonymous-both take outcomes that are brought about to exist (like "work") as their objects, and both are cross-listed in popular thesauri as being strong synonyms. Yet each word seems to prompt different interpretations of "work," with caused work seeming additional and burdensome, and produced work seeming like a provided opportunity. Why do these synonymous words color "work" with such different valences?
Analyses of the co-occurrence of words in text and natural language have shown that some words occur predominantly in contexts with strong negative or positive valence (Louw, 1993; Partington, 2004; Sinclair, 1991; Stubbs, 1995) . Frequent cooccurrence, in turn, can give rise to the expectation that the context is likely to reflect the usually associated valence whenever the word is encountered. These expectations are not inherent in the word's ascribed definition (Partington, 2004; Stubbs, 1995) and are not drawn upon when native speakers are asked to consider a word's meaning in isolation (see review in Xiao & McEnery, 2006) . Linguists refer to this phenomenon as semantic prosody, 1 which denotes the covert valenced connotation of a word derived from frequent co-occurrence in natural language.
Language and thought are heavily intertwined, such that minor variations in wording can exact profound effects on judgments and memory. Asking people how they feel about themselves leads them to more negativity than asking how they think about themselves (Holtgraves, 2015) ; accidents in which cars were said to smash into one another are recalled as more violent than accidents in which cars hit one another (Loftus & Palmer, 1974) ; and saying Daniel helps X elicits fewer dispositional attributions of Daniel's helpfulness than saying Daniel is helpful (Semin & Fiedler, 1991) . Nearly synonymous ways to express the same information can lead the reader to very different inferences. We therefore predict that the valence of a word's typical co-occurrences (i.e., semantic prosody) can also influence judgment, affecting evaluative inferences and creating disparate valence implications for similar sentences as illustrated in our opening example.
Semantic Prosody
Lexical priming theories of language suggest that context is key to concept representation (Hoey, 2005) . Words do not occur in isolation but appear in context with critical links to other elements of a sentence (Casasanto & Lupyan, 2015; Elman, 2011) . The typical context in which a given word appears allows readers to infer attributes of the word that go beyond its lexical definition.
For instance, the word "cloud" historically had no associations with computers, but recent conceptual metaphors associating clouds with remote data storage added a novel conventionalized meaning to the term. Similarly, a concept's co-occurrence with valenced contexts may provide new conceptual associations with valence. Indeed, co-occurrence is a crucial factor in creating conventional metaphors (Bowdle & Gentner, 2005) , fostering semantic association (Landauer & Dumais, 1997) and learning (Skinner, 1938) .
One pattern of conceptual co-occurrence with relevance to valence has been dubbed semantic prosody. A word is said to have semantic prosody when it occurs predominantly with other words of positive or negative valence (Louw, 1993; Sinclair, 1991) . According to theories of lexical priming, the continued cooccurrence of a word with a positive or negative context is encoded as part of that word's representation, which produces evaluative preferences for that word (Hoey, 2005; Partington, 2004; Stubbs, 1995) and affects evaluation of related concepts in affective priming tasks (Ellis & Frey, 2009 ). These findings suggest that the valence of a word's typical context may influence evaluations of other concepts with which the word is presented in a sentence.
As an example, the verb cause has clear negative prosody. Researchers have documented that nearly all of cause's most associated collocates (commonly co-occurring words) are clearly negative in valence (for a review of the evidence and statistical techniques for extracting most associated collocates, see Stubbs, 1995) . In the Corpus of Contemporary American English (COCA), a database of English-language text used in media (Davies, 2008) , cause typically occurs alongside negative words (most common noun collocates within four words to the right: death, problems, damage, pain, cancer, trouble, concern, disease, effect, harm). In contrast, the nearly synonymous verb produce has no such cooccurrence patterns (most common noun collocates within four words to the right: results, effects, images, produces, electricity, goods, weapons, tons, amounts, films). Other researchers have identified more words with semantic prosody, spanning verbs, adjectives, and adverbs. For example, the verbs happen and set in have negative prosody (e.g., "shit happens," "doubt sets in"; Sinclair, 1987) , as does bent on (e.g., "the teens were bent on mayhem"; Louw, 1993) . The effect also appears in adjectives and adverbs, as the adverb utterly has clear negative prosody (Partington, 2004) . Semantic prosodies are not restricted to English and have also been identified in other languages (e.g., Italian, Portuguese, and Chinese; Sardinha, 2000; Tognini-Bonelli, 2001; Xiao & McEnery, 2006) . However, only a limited number of words with semantic prosody have been studied. The literature on semantic prosody typically identifies a limited number of words per paper and heavily documents the collocational profile of words in corpora in order to validate them as having semantic prosody. As a result, there are no official lists of words with semantic prosody, but the limited number of words that have been identified have been extensively studied.
Semantic Prosody and Valenced Meaning
It is important to note the distinction between semantic prosody and valenced meaning. Some words have valence at the core of their meaning, which is assumed to be imposed on other words in a sentence. For instance, the words right and evil have clear positive and negative valenced meanings, as seen in common definitions and participant's own definitions of the words. Right refers to correctness or accuracy, typically a desirable attribute, whereas evil refers to malevolent intentions, a clearly negative attribute. Valenced core meaning is apparent in how people define these words. There exist no nonvalenced synonyms for words with clear valenced meaning. For example, there is no neutral word that can be exchanged for the word evil in the sentence "The toy was evil" and still result in the sentence conveying the same information. Thus, words with valenced core meaning have no nonvalenced synonyms. Valence is at the core of what these words mean and is readily identified as such by native speakers.
In contrast, words with semantic prosody often lack valence at the core of their meaning. In these cases, valence is absent in lexical entries, and participants do not include valence in their own definitions of the word. Unlike valenced core meaning, semantic prosody may not be apparent in definitions. Additionally, words with semantic prosody often have synonyms that can be substituted for the word and still have the sentence mean the same thing (e.g., "bent on" determining the cause vs. "intent on" determining the cause). Thus, unlike words with valenced core meaning, words with semantic prosody may share a neutral core meaning with other nonvalenced words.
In sum, semantically prosodic words co-occur with valenced contexts, but valence is not a core part of what these words mean to native speakers, which distinguishes them from explicitly valenced words. We expect, however, that these words may nevertheless impose an evaluative meaning on related outcomes as a function of their typical co-occurrence with valenced outcomes in text and in natural language use (e.g., caused outcomes may seem more negative than produced outcomes).
The Present Research
To date, most studies of semantic prosody are limited to analyses of naturally occurring text, which merely show that certain words typically co-occur with valenced outcomes. Experimental investigations of the possible influence of semantic prosody on judgment and decision making are missing, which has been noted by critics (cf. Hunston, 2007; Stewart, 2010; Whitsitt, 2005) . Further, the phenomenon has remained unstudied in social and cognitive psychology despite its applicability to impression formation, persuasion, and social cognition in general. Addressing this neglect, the current research aims to provide a valuable proof of concept by showing that semantic prosody can affect evaluative judgments. It asks the following: Is semantic prosody merely a language phenomenon or can it reliably affect the inferences people draw from an utterance? If the latter, what moderates the size of semantic prosody effects?
As discussed, semantically prosodic words are assumed to carry valence expectations that reflect the valence of the contexts in which they typically occur. If these valence expectations become accessible when a semantically prosodic word is encountered, they should influence the interpretation of material to which they are applicable, consistent with models of knowledge accessibility (for reviews, see Förster & Liberman, 2007; Higgins, 1996; Wyer & Srull, 1989) . Accordingly, a given act should be evaluated more negatively when its description includes a term with negative rather than positive (or no) semantic prosody-even when particThis document is copyrighted by the American Psychological Association or one of its allied publishers.
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ipants see the terms as meaning the same thing and being similarly valenced. Note that the latter aspect distinguishes the expected prosody effects from other knowledge accessibility effects, in which the influence of accessible concepts is a function of their inherent valenced core meaning as seen in definitions. In these familiar knowledge accessibility effects, explicit valence is imposed on other concepts. In contrast, semantically prosodic words do not have a valenced core meaning, but may nevertheless foster valence expectations for other concepts as a function of their frequent co-occurrence with valenced contexts. This distinguishes the predicted phenomena from standard knowledge accessibility effects.
Nevertheless, standard principles of knowledge accessibility should apply to the influence of semantically prosodic words. Knowledge accessibility experiments showed that accessible concepts have more influence on judgments of ambiguous than on judgments of unambiguous concepts (Higgins, Rholes, & Jones, 1977; Srull & Wyer, 1979) . Paralleling this observation, the expected influence of semantic prosody on evaluative judgments should increase with the ambiguity of the described target behavior. In addition, the size of the expected effects should decrease with the accessibility of alternative inputs, consistent with the set-size principle (Anderson, 1971; Bless, Schwarz, & Wänke, 2003) .
We test these predictions in five experiments. Studies 1a and 1b test whether semantic prosody affects readers' inferences about the valence of an outcome. Study 2 tests whether inferences from prosody are moderated by other information about the actor's intentions. Study 3 tests the influence of prosody on the evaluation of outcomes. Study 4 tests a generalized effect of both positive and negative semantic prosody across a large set of prosodic verbs. Throughout, the materials presented to participants differ only in a single, semantically prosodic word. As detailed in the pilot studies, the prosodic words used are nearly synonymous with control words and contain no valence associations in lexical definitionsbut nevertheless may exert a powerful influence on participants' inferences from descriptions in which they occur.
It is important to note that different methods of measuring word associations may result in different estimates of the extent to which people associate semantically prosodic words with valence. Collocation is part of conceptual representation (Hoey, 2005) and people seem to have at least implicit awareness of collocational patterns (Ellis & Frey, 2009 ). Accordingly, simply asking for valence ratings of words may show that participants view semantically prosodic words as being valenced because participants may draw upon collocational patterns to fulfill these ratings. Further, there could be a circular relationship between a semantically prosodic word's rated valence and collocation, such that they drive each other, making it fruitless to discover the valenced meaning (or lack thereof) of a semantically prosodic word via word ratings. In the following pilot tests, we explore alternate ways of establishing that our semantically prosodic stimuli and control stimuli do not differ in the valence of their core meaning.
Pilot Studies: Synonymy and Valence of Semantically Prosodic Terms and Control Terms
Although words with semantic prosody occur in valenced contexts, the words themselves may lack a valenced core meaning. If so, words with semantic prosody should be seen as similar in meaning and valence to nonsemantically prosodic synonymous words.
As an example, cause is often listed as having negative semantic prosody (Stubbs, 1995; Xiao & McEnery, 2006) , and produce is often identified as being its nonsemantically prosodic synonym. Most dictionaries list similar definitions for the words, and thesauri commonly cross-list the words as being strong synonyms of each other. As shown in Table 1 , both words have few orthographic neighbors and are relatively frequent in language despite having different collocational profiles. Some affective lexicons specify that both words contain no valence associations (General Inquirer: Stone, Dunphy, Smith, & Ogilvie, 1966; EmoLex: Mohammad & Turney, 2013) , whereas others suggest that cause is more negative than produce (Warriner, Kuperman, & Brysbaert, 2013) . However, as previously discussed, it is difficult to discern whether differences in participant ratings of valence are derived from differences in valenced core meaning or differences in semantic prosody.
We conducted pilot tests to ascertain whether words with semantic prosody are seen as similar in meaning and valence to nonsemantically prosodic synonymous words. Participants defined words with semantic prosody and nonsemantically prosodic synonyms, and raters coded their definitions for valence. Participants also identified whether nonsemantically prosodic synonyms were synonymous with semantically prosodic words. These measures assess whether words with semantic prosody can be similar to their nonsemantically prosodic synonyms in all but their associated collocates. Thus, we distinguish word meaning from semantic prosody by evaluating the valence of how pilot participants define words with semantic prosody, and whether pilot participants per- ceive synonymy between semantically prosodic words and nonsemantically prosodic words. Unfortunately, the number of well-documented words with semantic prosody is currently limited. Although numerous words with semantic prosody exist, extracting them and compiling comprehensive lists has not been a focus of linguistic researchers. Hopefully, the observation that semantic prosody can influence judgment in systematic ways will motivate the extraction of a larger corpus of semantically prosodic words.
Pilot Study
Participants. Forty Amazon Mechanical Turk (MTurk) workers (14 female; age range ϭ 20 to 64 years) participated in exchange for $0.50.
Materials. From the materials of Ellis and Frey (2009), we selected five words with positive semantic prosody (attain, lack, restore, lend, emphasize) and four words with negative semantic prosody (cause, encounter, commit, arouse) that contained no valence associations in their definitions. Information regarding common collocates, orthographic neighbors, and frequency for these words can be found in Table A1 in the Appendix. To determine whether a word had semantic prosody, Ellis and Frey extracted collocates of commonly identified semantically prosodic verbs from the British National Corpus, coded the valence of collocates, and established which verbs had high proportions of positive or negative collocates. We searched dictionary entries for their verbs to determine whether definitions contained explicit positive or negative valence associations, which some did. For example, although gain is identified as having positive semantic prosody, common definitions for gain specify that it takes objects that are wanted or valued. From a judgment perspective, such cases are of little interest-that words with valenced meanings influence evaluative judgment is well documented (e.g., Anderson, 1971) . In contrast, the possibility that words without a valenced core meaning can nevertheless influence judgment because they usually occur in a valenced context is novel and interesting. Accordingly, we only selected positive semantically prosodic verbs and negative semantically prosodic verbs that contained no defined valence in line with collocational patterns. This resulted in a set of nine words.
We then identified nonsemantically prosodic synonyms (control words) for these words from thesauri. Matched control words had definitions similar to those of the prosodic words and had no entries in EmoLex (Mohammad & Turney, 2013 ) that conflicted with the valence associations of the prosodic words. This gave us nine word pairs, each containing one semantically prosodic word and a matched nonsemantically prosodic synonym: attainget; lack-not have; restore-bring back; lend-loan; emphasizestress; cause-produce; encounter-happen upon; commit-engage in; arouse-evoke.
Procedure. Participants were directed to a survey on defining words. A sentence containing a target word (either a word with semantic prosody or a matched nonsemantically prosodic synonym, randomly assigned) was presented, and participants were asked to define the target word in a free-text response box. For example, for the cause-produce word pair, the sentence read: "The drug causes (produces) increased blood circulation in the extremities." All sentences are shown in the first column of Table 2 .
We then presented a list of six words and asked participants to identify all of the words that could be substituted for the target word and still have the sentence mean the same thing (that is, identify all synonyms). The list of response options contained three nonsynonyms, two synonyms, and the matched word in the word pair (the semantically prosodic word if the target word was the matched nonsemantically prosodic synonym, or the matched nonsemantically prosodic synonym if the target word was the semantically prosodic word). Response option order was randomized. As an example, for the cause-produce word pair, the response options were: brings about, leads to, produces (causes), needs, results from, dampens. This procedure was repeated for each of the nine word pairs (order randomized).
Results
Coded valence of definitions. In order to see whether there were differences in valenced core meaning between the words in each word pair, we coded participants' definitions of the words for Note. Numbers in parentheses indicate ratings when the nonsemantically prosodic word was the target word in the sentence (i.e., nonsemantically prosodic word definitional valence, synonymy with semantically prosodic word, synonymy with synonyms). This document is copyrighted by the American Psychological Association or one of its allied publishers.
valence. Recall that participants often identify valence associations in their definitions of words with explicit positive or negative core valence. If words in each word pair differ in the valence of their core meaning, then the presence of valenced terms in participant definitions should indicate so. Two coders (blind to hypotheses) rated whether each definition contained unambiguously positive (score of 1) or negative (score of 3) elements or if the definition was neutral in valence (score of 2). Coders disagreed on the valence of only 38 out of the 360 total definitions (10.5%), and disagreements were resolved by a third coder. As shown in the second column of Table 2 , for each semantically prosodic word and its matched synonym, there were no significant differences in explicit valence in the participants' definitions (all ps Ͼ .154). Thus, our matched words are equivalent in the valence of their core meaning and only differ in the valence of their common collocational contexts. Sentiment analysis of definitions. In order to get another measure of the valence of the definitions, we also conducted a sentiment analysis of the outcomes that participants listed in the text boxes (see Miner et al., 2012 , for a review of sentiment analysis techniques and considerations). We matched the words within each definition to the available entries of the word norming database of Warriner et al. (2013) and retrieved the corresponding valence rating for each word (1 ϭ very negative, 9 ϭ very positive). We then computed the average valence of the words within each definition to arrive at an overall valence for each definition. As shown in the third column of Table 2 , this analysis also showed no differences in the valence of the definitions for semantically prosodic words and their matched synonyms (all ps Ͼ .254). Thus, our pilot testing assured that each word pair contained no core valence associations in participants' lay definitions. Participants see the stimuli as being similar in the valence of their meaning.
Synonymy. Recall that words with valenced core meaning lack nonvalenced synonyms. If the words in each word pair are similar in all but their associated collocates, then participants should identify them as being synonymous with each other. As shown in the fourth column of Table 2 and as expected, participants identified the words in each word pair as being synonymous. Notably, the synonymy ratings of paired words equaled or exceeded the average synonymy ratings of each pair word to other synonyms commonly found in thesauri (shown in the fifth column of Table 2 ). The lowest amount of average synonymy agreement between words in a word pair was 87.5% (encounter-happen upon), which exceeded the average amount of synonymy agreement for that word's other synonyms (84%). Thus, all semantically prosodic words and their synonyms were identified as synonymous and seen as conveying similar meanings by the overwhelming majority of participants.
Furthermore, this pilot study demonstrates that cause is seen as synonymous with produce even in positive contexts. We asked an additional 20 participants whether the object of the sentence for this word pair ("increased blood circulation") was a good or bad thing, and 75% of participants identified it as a positive outcome. This demonstrates the overlap in core meaning of produce and cause, as cause is able to convey the same meaning as produce even when the object conflicts with the negative collocational patterns of cause.
Discussion
Overall, we find that many words with semantic prosody lack a valenced core meaning. Participants' definitions of semantically prosodic words and nonprosodic synonyms were equivalent in valence, and participants largely identified the words in these pairs as being synonymous. The remaining studies use the words assessed in these pilot tests as stimuli. Studies 1 through 3 focus on just a single pair: produce and cause. Study 4 examines all of the words piloted.
Studies 1a and 1b: Causing Bad Outcomes and Producing Good Ones
In Study 1, we investigate whether semantic prosody affects evaluative inferences about an ambiguous concept. As noted earlier, in pilot testing, the word cause is typically followed by affectively negative concepts, and thus has a negative semantic prosody (Stubbs, 1995) , whereas the nearly synonymous word produce has no typical valence co-occurrences (Davies, 2008) . Importantly, both produce and cause have no explicit valence associations in their definitions (Stubbs, 1995) , and native speakers largely consider the two terms synonymous (see Table 1 ). Although cause typically occurs in a negative context, it is currently unknown whether this convention influences people's inferences about the valence of whatever was "caused." If semantic prosody affects valence expectations about the target, then an ambiguous outcome should be seen as more negative in valence when it is described as being caused rather than produced. Study 1a tests this possibility.
Study 1a
Method. Four hundred five Amazon MTurk workers (165 female, two unidentified; age range ϭ 18 to 62 years) participated in exchange for $0.30. We deliberately oversampled in this first study in order to reach more than 95% power for a "small" to "medium" sized effect ( ϭ .2). To be eligible for participation, workers were required to have a Human Intelligence Task (HIT) approval rate of 95% and 50 prior accepted HITs, requirements that are empirically established as ensuring attentive MTurk participants (Peer, Vosgerau, & Acquisti, 2014) . As part of a series of tasks assessing decision making, participants were randomly assigned to read either the produce version or the cause version of the following sentence: "Surprisingly, ingestion of the substance produces (causes) endocrination of abdominal lipid tissue." Both cause and produce have similar meanings of making things to exist or happen, and analyses of their associated collocates in COCA (Davies, 2008) indicate that each verb commonly takes medical-related objects 2 ; thus, each verb is similarly fluent and frequent in the context of this sentence.
Participants then identified, in a forced choice format, whether "endocrination of abdominal lipid tissue" was a good or bad thing.
2 Some of cause's medical-related collocates include cancer (mutual information [MI] 5.75), disease (MI 4.88), and infections (MI 5.79) . Some of produce's medical related collocates include insulin (MI 6.64), cells (MI 3.27) , and symptoms (MI 3.68) . MI scores compare the probability of a node word and collocate occurring together by chance with their probability of actual co-occurrence. MI scores above 3, indicating that cooccurrence is 8 times more likely than if by chance, are generally considered to be interesting (Church & Hanks, 1990 ). This document is copyrighted by the American Psychological Association or one of its allied publishers.
As endocrination is not an actual word, this concept constitutes a fictional, ambiguous target. Results and discussion. As predicted, participants were more likely to think that endocrination of abdominal lipid tissue was a bad thing when it was caused (72.9% bad) than when it was produced (48.5% bad), 2 (1, N ϭ 405) ϭ 25.26, p Ͻ .001, ϭ .25. Study 1b replicates and extends this finding.
Study 1b
As observed in numerous social cognition studies, contextual influences are more pronounced when the target of judgment is highly ambiguous (for reviews, see Higgins, 1996; Landau, Meier, & Keefer, 2010; Schwarz & Strack, 1991) , as was the case for the fictitious issue of "endocrination" in Study 1a. We expect that semantic prosody exerts a weaker influence when the target concept is less ambiguous. Study 1b tests this prediction by presenting a clearly positive or clearly negative outcome in addition to the ambiguous outcome used in Study 1a.
Method. Eleven hundred seventy-seven Amazon MTurk workers (425 female, seven unidentified; age range ϭ 18 to 76 years) participated in exchange for $0.10. As this study replicates Study 1a and adds two new conditions (for a total of three between-subjects conditions), sample size was determined by attempting to recruit a sample size three times the size of the sample of Study 1a. This is in accordance with suggestions to oversample in replication studies (Brandt et al., 2014) . As in Study 1a, participation was limited to workers with at least 50 prior HITs and a 95% approval rate. In addition, worker IDs were screened to restrict participation to workers who had not participated in Study 1a (Peer, Paolacci, Chandler, & Mueller, 2012) . Similar screening criteria are used in all remaining studies.
In an ostensible study on semantics, participants were randomly assigned to read either the produce version or cause version of a sentence. The sentence began "Surprisingly, ingestion of the substance produces (causes) outcome." Depending on condition, the outcome was unambiguously positive (shrinking of cancerous tumors), unambiguously negative (gall bladder infections), or ambiguous (endocrination of abdominal lipid tissue). As in Study 1a, participants reported, in a forced-choice format, whether the outcome was a good or a bad thing.
Results and discussion. Replicating the effect of verb prosody obtained in Study 1a, participants were more likely to consider the ambiguous endocrination of abdominal lipid tissue a bad thing when it was caused (61.4% bad) than when it was produced (47.9%), for a difference of 13.5 percentage points, 2 (1, N ϭ 391) ϭ 7.2, p ϭ .007, ϭ .14. We predicted that this prosody effect would be attenuated or eliminated when the outcome is unambiguous. This was the case. Specifically, participants were as likely to consider gall bladder infections a bad thing when they were caused (99.5%) as when they were produced (99.0% bad), 2 (1, N ϭ 397) ϭ 0 (with Yates' correction for continuity), p ϭ 1, ϭ 0. Similarly, participants were as unlikely to consider shrinking cancer tumors a bad thing when it was caused (3.0%) as when it was produced (0.5%), 2 (1, N ϭ 389) ϭ 2.1 (with Yates' correction), p ϭ .145, ϭ .07. Therefore, ambiguity moderated the effect of verb on outcome evaluation, as seen in the significant two way interaction between outcome ambiguity (contrast coded as Ϫ2 for the ambiguous condition and ϩ1 for unambiguous conditions) and verb (Ϫ1 ϭ cause, 1 ϭ produce) in a logistic regression predicting responses (0 ϭ good, 1 ϭ bad), b ϭ Ϫ0.09, standard error (SE) ϭ 0.04, Wald ϭ 4.639, p ϭ .031, odds ratio ϭ .91.
The remaining observations are of little theoretical interest. Confirming our manipulation of outcome ambiguity, almost all participants considered gall bladder infections a bad thing (99.2%), few considered shrinking of cancerous tumors a bad thing (1.8%), and the ambiguous endocrination of abdominal lipid tissue fell in between (54.7% bad).
In sum, the semantic prosody of the verb caused (vs. produced) elicited more negative assessments of an outcome. In line with theories of knowledge accessibility, the effect of semantic prosody was attenuated when participants had more informational inputs with which to judge the outcome's valence. Although floor and ceiling effects may have negated the effect of semantic prosody in the unambiguous conditions, evaluations at the floor and ceiling are likely because of the lack of ambiguity in those conditions. Thus, when clues to valence are plentiful (i.e., when targets of judgment are unambiguously positive or negative), semantic prosody has no effect.
Study 2: Another Look at Whether Ambiguity Moderates Semantic Prosody Effects
Study 2 tests the robustness of semantic prosody effects across a wider range of behaviors and outcomes. Moreover, it addresses two ambiguities of Study 1, which are both related to participants' perceptions of intentionality, a potential conceptual difference between our stimuli.
The first ambiguity pertains to the role of the actor's intentions. In Study 1, participants read that "Surprisingly, ingestion of the substance produces (causes) . . ."; this sentence presents an inanimate agent (the substance) that has no identifiable intention. Hence, the semantic prosody of the verb is arguably the only information from which recipients can infer the likely valence of an ambiguous outcome-and when the outcome was unambiguous, little influence of semantic prosody was observed. This raises the possibility that semantic prosody effects may only be observed under very limited conditions, namely, when the outcome as well as the actor are ambiguous in valence. If so, prosody effects would be of limited relevance in most contexts.
Study 2 addresses this possibility by varying the intentions of the actor. Specifically, the materials described actors who were clearly associated with positive intentions (e.g., aid workers), negative intentions (e.g., terrorists), or no clear intentions (e.g., workers). These actors were paired with the verb cause or produce, and participants were asked to fill in the outcome (e.g., The aid workers caused ___); subsequently, they rated how good or bad those self-generated outcomes were. In this format, semantic prosody effects would take the form of more negative blank completions following the verb cause than the verb produce. If the influence of semantic prosody is limited to conditions in which an actor's intentions are unknown, participants' sentence completions should only be affected by cause versus produce when the actor is neutral, but not when the actor's intentions are positive or negative.
A second ambiguity relates to the intentionality implied by the verbs cause and produce. Although these verbs are near synonyms, This document is copyrighted by the American Psychological Association or one of its allied publishers.
it seems that produce might be more intentional than cause; that is, intended outcomes are more likely to be described as produced than as caused. This raises the possibility that the results of Study 1 reflect an effect of intentionality rather than semantic prosody: In the absence of information about intentions, participants may have perceived an ambiguous outcome as more positive when it was produced rather than caused because the former term implied intentionality, whereas the latter term allowed interpretation of the outcome as an unintended side effect. Thus, because most intentional outcomes are intended to be positive, produced outcomes might be considered more positive than caused outcomes because produced outcomes are intended. The actor manipulation of Study 2 bears on this issue. If intentionality drove the association of positive outcomes with produce and negative outcomes with cause in Study 1, then manipulating the intentionality of the actors in the sentence should affect this process. Although the actor in Study 1 had ambiguous intentions, in Study 2, we vary the valence of the actor to manipulate whether they have clearly positive, negative, or neutral intentions. If intentionality differences between produce and cause account for the previously observed differences, then participants should infer that an actor with clearly negative intentions would produce more negative outcomes (compared with caused outcomes), as a person with negative intentions should intend to create more negative outcomes. That is, intentionality would predict that bad people would produce worse outcomes because producing is more intentional than causing. Alternatively, if semantic prosody drives the association of positive outcomes with produce and negative outcomes with cause, then we should not expect to see this pattern emerge. Rather, if co-occurrence with valenced contexts creates valenced expectations, then intentionality should not matter, and participants should infer that a negative actor with clearly negative intentions would produce outcomes with more positive valence (compared with caused outcomes). Additionally, semantic prosody should affect outcome valence of negative outcomes even when accounting for the perceived intentionality of the outcome. Thus, produced outcomes of negative actors should be seen as more positive than caused outcomes when controlling for intentionality differences between such outcomes. Note that these two process assumptions do not make differential predictions for actors with clearly positive intentions.
Method
One hundred eighty-four Amazon MTurk workers (111 male, one unspecified; age range ϭ 19 to 70 years) participated in exchange for $0.30. Because Study 1a found close to a small effect, sample size was determined in order to approximate 80% power for a small effect (d ϭ .2) in a within-subjects design. Each participant received six sentence fragments of the form, " [Actor] caused (vs. produced) ___." Participants were asked to fill in the blank. The set of actors (subjects of the sentence) is shown in Table 3 ; they were either positive actors, neutral actors, or negative actors, and were pretested to have clearly positive intentions, neutral intentions, or negative intentions. Each participant completed one sentence from each cell of a 3 (actor valence: negative, neutral, positive) ϫ 2 (verb: produce, cause) within-subjects design. Condition order was counterbalanced in a balanced Latin square design, and fragment order was randomized.
Participants were directed to an online survey on sentence completion. They were instructed to complete each sentence fragment with the word or phrase they would expect to come next, and were given the example "The circus clown created . . .," with balloon animals as a possible completion example. Six fragments varied in actor valence and verb, and provided an open text box in which participants were to input their answers.
After completing the six sentence fragments, participants rated the valence and intentionality of their self-generated outcomes. Participants were asked "To what extent is your ending to sentence X (outcome to X) a positive or a negative thing?" (1 ϭ very negative to 7 ϭ very positive). Piped text displayed the participant's original answer in the parentheses. Participants were also asked "To what extent did the actor in sentence X (actor in X) intend to (cause/produce) outcome in X?" (1 ϭ did not intend to 7 ϭ strongly intended). Piped text displayed the actor in the sentence, the verb in the sentence, and the participant's selfgenerated outcome. Participants answered these two questions for each of the six self-generated sentence fragment outcomes.
In order to get another measure of the valence of the outcomes, we also conducted a sentiment analysis of the outcomes that participants listed in the text boxes (see Miner et al., 2012) . This also allows us to assess whether semantic prosody affects the valence of outcomes generated, separated from participant's evaluations of outcomes following words with semantic prosody. We The sneaky committee member
The oldest committee member
The very hard-working committee member This document is copyrighted by the American Psychological Association or one of its allied publishers.
matched the words within each outcome to the available entries of the word norming database of Warriner et al. (2013) and retrieved the corresponding valence rating for each word (1 ϭ very negative, 9 ϭ very positive). We then computed the average valence of the words within each outcome to arrive at an overall valence for each outcome.
Results and Discussion
Participant ratings of outcome valence. We conducted a 3 (actor valence: negative, neutral, positive) ϫ 2 (verb: produce, cause) within-subjects analysis of variance on participants' ratings of the valence of their own, self-generated outcomes. As predicted, semantic prosody influenced the valence of participants' sentence completions, as evident in a significant main effect of verb, F(1,  183) As predicted, the strength of the effect of semantic prosody depended upon the ambiguity of the actor's intent, as seen in a significant two way interaction between actor valence and verb, F(2, 366) ϭ 33.11, p Ͻ .001, p 2 ϭ .15. We diagnosed this interaction with simple effects of verb at each level of actor valence (see Table 4 ). Consistent with Study 1b, semantic prosody had the strongest effect when the actor had ambiguous (neutral) intentions, F(1, 183) ϭ 193.29, p Ͻ .001, r ϭ .72, 95% CI [2.09, 2.79], for the simple effect of verb. As shown in the top row of Table 4 , when the actor had neutral intentions, produced outcomes were substantially more positive than caused outcomes.
Also as predicted, the effects of semantic prosody were significantly attenuated when the actor had unambiguous intentions, independent of whether these intentions were negative, F(1, 183) ϭ 20.26, p Ͻ .001, r ϭ .32, 95% CI [.40, 1.03], for the simple effect, or positive, F(1, 183) ϭ 7.14, p ϭ .008, r ϭ .19, 95% CI [.14, .94], for the simple effect. As shown by nonoverlapping 95% CIs, the simple effect of verb was significantly stronger when the actor had neutral intentions, 95% CI [2.09, 2.79], than when the actor had negative intentions, 95% CI [.40, 1.03], or positive intentions, 95% CI [.14, .94]. However, even under these unambiguous conditions, produced outcomes were significantly more positive than caused outcomes (as shown in the second and third rows of Table 4 ). Thus, significant effects of semantic prosody were observed under all conditions, and the interaction of actor valence and verb merely reflects an attenuation, but not elimination, of prosody effects when actors' intent is clearly specified. Hence, the influence of semantic prosody is not limited to conditions that provide little other information for evaluative judgments, unless that information clearly specifies the valence of the actual outcome (as in Study 1b).
Controlling for perceived intentionality. We also conducted follow-up tests to assess whether the simple effect of verb at each level of actor valence persisted even when controlling for perceived intentionality. We conducted three separate within-subject analyses of covariance, assessing the effect of verb (produce vs cause) while entering two measures of mean-centered perceptions of intentionality (of the produced outcome and of the caused outcome) as covariates, on participants' ratings of the valence of their own, self-generated outcomes. In all of these ANCOVAs, the main effect of verb persisted (all ps Ͻ .008) and the means maintained similar patterns (with caused outcomes seeming more negative than produced outcomes). Thus, the effect of semantic prosody persisted even when controlling for the perceived intentionality of outcomes.
The obtained results also argue against an intentionality account of the observed differences between the verbs produce and cause. Because produce is more intentional than cause, an intentionality account would predict that the previously observed differences reverse when the actor is negative in valence and has negative intentions. That is, according to an intentionality account, produced outcomes should be more negative than caused outcomes when actors have negative intentions. Empirically, the opposite was observed. Even for negative actors, participants' sentence completions were more positive when the actor produced the outcome than when the actor caused the outcome. Similarly, the effect of semantic prosody persisted even when controlling for the perceived intentionality of outcomes. Thus, this alternative explanation can be ruled out as accounting for the observed valence differences between caused and produced outcomes.
Sentiment analysis of outcome valence. We conducted a 3 (actor valence: negative, neutral, positive) ϫ 2 (verb: produce, cause) within-subjects analysis of variance on the valence ratings of outcomes provided by our sentiment analysis.
3 Semantic prosody influenced not only participants' inferences about the valence of their outcomes (as seen in the previous section) but also the perceived valence of the outcomes themselves, as evident in a significant main effect of verb, F(1, 71) ϭ 70.62, p Ͻ .001, p 2 ϭ .49, 95% CI [0.82, 1.34]: Participants completed the sentence fragments with more negative outcomes when the actor caused it (M ϭ 4.68, SE ϭ .09) than when the actor produced it (M ϭ 5.56, SE ϭ .08).
3 Only 72 participants supplied outcomes to all six fragments that were able to be coded by our sentiment analyzer. The remaining 140 participants responded with at least one outcome that contained words that were not normed by Warriner et al. (2013) , resulting in missing data. Mirroring the effects upon participant's ratings of outcome valence, the strength of the effect of semantic prosody depended upon the ambiguity of the actor's intent, as seen in a significant two way interaction between actor valence and verb, F(2, 142) ϭ 3.29, p ϭ .040, p 2 ϭ .04. We diagnosed this interaction with simple effects of verb at each level of actor valence. Consistent with Study 1b and participant's ratings, semantic prosody had the strongest effect on outcome sentiment when the actor had ambiguous (neutral) intentions, F(1, 71) ϭ 56.83, p Ͻ .001, r ϭ .67, 95% CI [0.70, 1.20] , for the simple effect of verb. When the actor had neutral intentions, produced outcomes were substantially more positive (M ϭ 5.74, SE ϭ .12) than caused outcomes (M ϭ 4.39, SE ϭ .16).
Also as predicted, the effects of semantic prosody on sentiment were attenuated when the actor had unambiguous intentions, independent of whether these intentions were negative, F(1, 71) ϭ 12.27, p Ͻ .001, r ϭ .38, 95% CI [0.23, 0.85], for the simple effect, or positive, F(1, 71) ϭ 4.90, p ϭ .030, r ϭ .25, 95% CI [0.04, 0.72], for the simple effect. Even under these conditions, however, produced outcomes were significantly more positive than caused outcomes. Thus, semantic prosody affects not only the valence of how participants rate their own outcomes but also the sentiment of how participants complete the sentence fragments. Participants use more negative words when describing caused outcomes than produced outcomes.
Perceived intentionality. We further assessed whether produce carries more intentionality than cause by conducting a 3 (actor valence: negative, neutral, positive) ϫ 2 (verb: produce, cause) within-subjects analysis of variance on participants' ratings of the intentionality of the outcomes they had generated. As expected, participants perceived the outcomes they generated as more intentional when they were produced (M ϭ 5.85, SE ϭ .08) than when they were caused (M ϭ 4.66, SE ϭ .09) , F(1, 183) [.46, .90 ]. This confirms the effectiveness of our subject intent manipulation-participants associated the clearly positive and negative actors with higher intentionality than the neutral actors, for whom clear intent information was not available.
The two way interaction between actor valence and verb on outcome intentionality was also significant, F(2, 366) ϭ 19.56, p Ͻ .001, p 2 ϭ .10. As shown in the second row of Table 5 , the simple effect of verb on intentionality was strongest when the actor had neutral intentions, F(1, 183) In sum, semantic prosody can affect the valence of expected outcomes of a variety of actors. Produced outcomes were always seen as more positive than caused outcomes, and this effect was strongest when information was ambiguous. Although the effect of semantic prosody was weaker when the actor was unambiguously valenced, produced outcomes were still believed to be significantly more positive than caused outcomes, ruling out intentionality as an alternative explanation and demonstrating a robust effect of semantic prosody on evaluative expectations. Further, the words used were more negative for caused outcomes than produced outcomes according to affective word norms.
Study 3: From Evaluations of the Outcome to Predictions About the Actor
Studies 1 and 2 showed how the semantic prosody of action verbs guides the evaluation of outcomes resulting from the actions. In Study 3, we test whether semantic prosody effects can extend beyond inferences about outcomes to inferences about the actor. To do so, we presented participants with a sentence about a senator who was described as initiating legislation that either produced or caused additional work for middle-class families. Participants then rated how they thought middle-class families felt about the senator's legislation and estimated the likelihood that the senator would be reelected. We predicted that semantic prosody would make "additional work" seem more favorable when the senator produced it (e.g., as if the senator created more jobs for his constituents) than when the senator caused it (e.g., as if the senator placed an extra bureaucratic requirement upon his constituents). Accordingly, middle-class families should be less in favor of the senator's legislation when it caused (rather than produced) additional work, which should affect the perceived likelihood of the senator's reelection.
Method
Six hundred one Amazon MTurk workers (261 female, two unspecified; age range ϭ 18 to 76 years) participated in exchange for $0.10. Because Study 2 suggests the effect size is larger than a small effect, sample size was determined to exceed 80% power for a slightly larger than "small" effect size (d ϭ .25). In an alleged study of semantics, participants were randomly assigned to read either the produce or cause version of the sentence, "In his first term, Representative Johnson initiated legislation that produced (caused) additional work for middle class families in his district." Analyses in This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
COCA (Davies, 2008) indicated that "work" was not a strongly associated collocate of neither produce nor cause, 4 suggesting that each verb is similarly fluent and frequent in the context of this sentence.
Participants then rated how they thought middle-class families felt about Representative Johnson's legislation (1 ϭ strongly dislike to 7 ϭ strongly like) and estimated the likelihood that Representative Johnson would be reelected (1 ϭ very unlikely to 7 ϭ very likely).
Results and Discussion
As hypothesized, inferences about the senator were in line with the semantic prosody valence associations of the verb. Participants believed middle-class families liked the senator's legislation far less when it caused additional work (M ϭ 3.0, SD ϭ 1.8) than when it produced additional work (M ϭ 5.3, SD ϭ 1.5), t(599) ϭ 16.57, p Ͻ .001, r ϭ .56, 95% CI [2.00, 2.54]. They also believed the senator was less likely to be reelected when his legislation caused (M ϭ 3.4, SD ϭ 1.7) rather than produced additional work (M ϭ 5.3, SD ϭ 1.5), t(599) ϭ 14.91, p Ͻ .001, r ϭ .52, 95% CI [1.66, 2.16]. Thus, semantic prosody affected not only evaluative inferences about an ambiguous concept ("additional work") but also participants' inferences of a related future event-estimates of the likelihood that the senator would be reelected. Semantic prosody clearly functions as an important predictor of how people interpret the sentence and make related inferences.
Study 4: A Generalized Effect of Semantic Prosody Across Stimuli
In Study 4, we sought to build upon the prior studies by illustrating an effect of semantic prosody across many prosodic words. Such results would provide converging evidence for an effect of semantic prosody on judgment. We also extended our stimuli set to investigate the effect of positive semantic prosody. Although linguistic research into semantic prosody seems to focus primarily on negative semantic prosody (Louw, 1993; Partington, 2004; Stubbs, 1995; Xiao & McEnery, 2006) , words with positive semantic prosody should exist and similarly guide judgment. If frequent co-occurrence with negative contexts causes a word to elicit more negative evaluations in novel contexts, frequent cooccurrence with positive contexts should similarly elicit more positive evaluations in novel contexts as well.
Similar to Study 2, participants completed sentence fragments containing semantically prosodic verbs (or matched, nonprosodic synonyms) and then rated the valence of their answers. We tested verbs of both positive and negative semantic prosody. We hypothesized that valence ratings would be in accordance with semantic prosody, such that outcome completions in response to verbs with positive (negative) prosody would be more positive (negative) than outcome completions in response to their nonprosodic synonyms.
Method
Participants. One hundred workers from MTurk (50 female; age range ϭ 19 to 64 years) participated in the study in exchange for $0.30 each. We deliberately oversampled in order to achieve greater than 80% power for a larger than "small" effect size (d ϭ .3) in a within-subject design.
Materials and procedure. As in Study 2, participants were directed to an online survey on sentence completion and were given 18 sentence fragments. They were instructed to complete each sentence fragment with the word or phrase they would expect to come next, and were given the example "The circus clown created . . .," with balloon animals given as a possible completion example.
Eighteen sentence fragments contained the nine semantically prosodic words (five positive, four negative) and the nine matched nonprosodic synonyms from pilot testing (described earlier in this article). Each word in a word pair was presented with the same sentence fragment, once with the semantically prosodic verb and again with the matched nonprosodic synonym (order randomized). The sentence fragments for the positive prosody verbs (and their matched nonprosodic synonyms) read, "kids often attain (get)," "many countries lack (do not have)," "the man's efforts restored (brought back)," "you can usually count on coworkers to lend (loan)," "the teacher emphasized (stressed)." The sentence fragments for the negative prosody verbs (and their matched nonprosodic synonyms) read, "the workers cause (produce)," "women often encounter (happen upon)," "the man committed (engaged in)," and "some words arouse (evoke)." All conditions were presented, and item order was randomized. Participants entered their responses into a text box.
After completing the sentence fragments, participants rated the valence of the outcomes they had listed in the text boxes. For each completed sentence, participants were asked "To what extent is your ending to this sentence (piped text) a positive or a negative thing?" Piped text displayed the participant's prior answer within each question. Ratings were made on a 7-point scale (1 ϭ very negative, 4 ϭ neutral, 7 ϭ very positive).
Similar to Study 2, we also conducted a sentiment analysis of the outcomes that participants listed in the text boxes (see Miner et al., 2012) . We matched the words within each outcome to the entries of the word norming database of Warriner et al. (2013) , retrieved the corresponding valence rating for each word (1 ϭ negative, 9 ϭ positive), and computed the average valence of the words within each outcome.
Results
Participants' valence ratings. We computed each participant's average valence rating for positive prosodic outcomes (and matched nonprosodic synonyms) and negative prosodic outcomes (and matched nonprosodic synonyms). We then conducted a 2 (word: prosodic, nonprosodic) ϫ 2 (prosody valence: positive, negative) within-subjects analysis of variance on the mean valence of these outcomes.
Recall that we hypothesized that semantic prosody has a general effect on valence inferences, such that outcomes to sentences with positive prosody words should be seen as more positive than those for matched nonprosodic synonyms, and outcomes for sentences containing negative prosody verbs should be seen as more negative than those for nonprosodic synonyms. In line with this hypothesis, there was a significant two-way interaction of word and prosody valence, F(1, 99) ϭ 291.77, p Ͻ .001, p 2 ϭ .75, 95% CI [1.11, 1.40]. As displayed in Figure 1 , when words had positive semantic prosody, outcomes were seen as being more positive than outcomes for matched nonprosodic synonyms, t(99) ϭ 11.06, p Ͻ .001, r ϭ .74, 95% CI [0.51, 0.73] , for the simple effect. However, when words had negative semantic prosody, outcomes for prosodic words were seen as being more negative than outcomes for matched nonprosodic synonyms, t(99) ϭ 13.44, p Ͻ .001, r ϭ .80, 95% CI [0.98, 1.32], for the simple effect.
Additionally, we conducted t tests on the valence of prosodic and nonprosodic words of each pair in order to see whether prosody had a consistent effect across all stimuli. Seven of the nine pairs (attain-get; restore-bring back; lend-loan; emphasize-stress; cause-produce; encounter-happen upon; commit-engage in) showed significant effects of prosody on outcome valence ratings in line with the prosodic valence (ts Ͼ 3.74; ps Ͻ .002; rs, range ϭ .30 to .86). However, two pairs (lack-do not have; arouse-evoke) showed no significant effects of prosody (ts Ͻ .40; ps Ͼ .691), although the means of the first pair showed the predicted pattern.
In hindsight, reasons for the two null effects are easily generated and the usual caveats apply. Specifically, lack, although having positive semantic prosody, also has inherent negative valencegood things tend to be lacked, but lacking them tends to be unpleasant. This contradiction between semantic prosody and explicit valence may have contributed to the null effects of semantic prosody for this word. As for arouse, Ellis and Frey (2009) noted that it was the least common prosodic verb in their materials, only appearing in the corpus 310 times (compared with over 5,000 instances of cause). Our own analysis of the Corpus of Global Web-Based English (GloWbE; Davies, 2013 ) also showed that arouse was the least common prosodic verb in our stimulus set (2,671 instances of arouse as a verb, compared with the next lowest, 12,314 instances of emphasize as a verb). The infrequency with which this verb appears in natural language may limit the impact of its semantic prosody-frequent co-occurrence is at the heart of semantic prosody, suggesting that its influence increases with the frequency of the pairing of a prosodic word with a valenced context.
There were additional main effects of less theoretical relevance. Positive prosody valence pairs were seen as being more positive (M ϭ 4.79, SE ϭ .06) than negative prosody valence pairs (M ϭ 3.48, SE ϭ .08), F(1, 99) ϭ 254.52, p Ͻ .001, p 2 ϭ .72, for the main effect. Also, prosodic words were seen as being more negative (M ϭ 3.95, SE ϭ .06) than nonprosodic words (M ϭ 4.33, SE ϭ .08), F(1, 99) ϭ 28.01, p Ͻ .001, p 2 ϭ .22. Sentiment analysis of outcomes. We computed the average sentiment of the words appearing in positive prosodic outcomes (and matched nonprosodic synonyms) and negative prosodic outcomes (and matched nonprosodic synonyms). We then conducted a 2 (word: prosodic, nonprosodic) ϫ 2 (prosody valence: positive, negative) within-subjects analysis of variance on the mean sentiment of these outcomes.
5
Similar to how participants rated the valence of their outcomes, participants also completed sentence fragments using valenced words in line with semantic prosody found in the fragment, as seen in the significant two way interaction of word and semantic prosody valence, F(1, 97) 
Discussion
In sum, semantic prosody can have a robust effect on judgment. Words with semantic prosody elicited more valenced evaluations of outcomes and more valenced word use in line with their semantic prosody than synonyms with no semantic prosody. This conclusion holds for words with positive as well as negative semantic prosody. Table 6 summarizes the size of the effects across our studies. As a proof of concept, the studies consistently demonstrate an effect of semantic prosody on the evaluation of ambiguous outcomes. However, the variability in the effect sizes across studies suggests, as of yet, unknown moderating conditions. 5 Two participants responded with outcomes for a cell that contained no words that matched the normed words of Warriner et al. (2013) , resulting in missing data. Therefore, we only analyzed the data of the 98 participants who supplied at least one codable outcome for each cell. This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
Summary of Effects Across Studies
Studies 1a and 1b suggest that semantic prosody has a larger than "small" effect, sometimes approaching a "medium" sized effect, on evaluations of ambiguous medical outcomes. However, Study 3 demonstrated a large effect of semantic prosody on political judgments. We have no empirical evidence for why the effect size increased in this study, although we suspect that within the political domain, specifically with regard to job creation, cause and produce strongly collocate with negative and positive outcomes, respectively. Future research may fruitfully explore how collocational profiles within different contexts may interact with contextual cues to magnify or curtail the effect of semantic prosody.
Finally, Studies 2 and 4 demonstrated very large effects of semantic prosody on the valence of self-generated outcomes. Sentiment analyses in both studies showed that participants generated valenced outcomes in line with the semantic prosody used in the sentence fragment. Thus, this large effect is likely due to outcomes both being completed with valenced words by participants (instead of ambiguous words) and then additionally being interpreted in a semantic prosodyconsistent manner, magnifying effects. In either case, these studies show that semantic prosody can exert a potentially profound influence on the inferred valence of related outcomes.
General Discussion
Can semantic prosody affect evaluative inferences? Our experiments provide a persuasive proof of concept and affirm that semantic prosody can indeed color evaluative judgment. The semantic prosody of the verb cause affected evaluative inferences about the described outcome, resulting in more negative assessments of outcomes that are caused rather than produced (Studies 1 to 3). Furthermore, semantic prosody elicited both positive and negative evaluations of outcomes across a set of different prosodic verbs (Study 4). It is also noteworthy that semantic prosody colored judgments across multiple domains, spanning evaluations of health outcomes (Studies 1a and 1b), sentence fragment completion (Study 2 and Study 4), and sociopolitical judgments (Study 3). The obtained results provide convergent evidence that typical co-occurrences of a word can generate expectations of valence, which then affect evaluative inferences.
Similar to other social-cognitive phenomena, semantic prosody most strongly influences evaluative inferences about ambiguous targets. Evaluations of ambiguous outcomes showed stronger prosody effects than evaluations of unambiguous outcomes (Study 1b). Similarly, semantic prosody exerted more influence on impression formation when an actor's intentions were ambiguous or neutral than when they were unambiguously positive or negative (Study 2). This parallels the general observation that accessible knowledge exerts more influence when the target is ambiguous (e.g., Higgins et al., 1977) and/or little other diagnostic information about the target is available (e.g., Bless et al., 2003) . However, unlike other contextual influences on judgment, semantic prosody has escaped the attention of judgment researchers. As the present findings illustrate, semantic prosody is a potentially powerful factor in impression formation, judgment, and decision making that deserves close attention in future research.
Our results also have important implications for the field of semantic prosody. Although semantic prosody has been widely documented in natural language (Louw, 1993; Partington, 2004; Stubbs, 1995) , some noted a lack of evidence that the semantic prosody of a word predicts a reader's interpretation of valence in novel contexts (cf. Hunston, 2007; Stewart, 2010; Whitsitt, 2005) . Our experimental results show that semantic prosody does indeed exert a causal influence on readers' inferences about valence, which are reflected in explicit valence judgments and related inferences. Moreover, native speakers completed sentence fragments in a manner that makes them consistent with valence patterns of co-occurrence (Study 2 and Study 4). Thus, evidence for a causal influence of semantic prosody is no longer lacking.
Like all research, our studies come with limitations. Most notably, our studies are limited to nine semantically prosodic words, curtailing the generalizability of the conclusions. This limited number of words reflects that there are no definitive lists of semantically prosodic words. One list (Kjellmer, 2005 ; drawn upon by Ellis & Frey, 2009 ) catalogs the 20 most positive and 20 most negative verbs according to their collocational context. Unfortunately, nearly half the words on this list are seen as having valence at their core meaning, which rendered them unsuitable for the present studies. For instance, the word "grant" is on the list and is said to be strongly positive, but it inherently means something positive (only things that are wanted are granted). Of the words on Kjellmer's (2005) list without a valenced core meaning, we utilized 43% in our studies. Our stimuli are often-cited exemplars in the study of semantic prosody (cause [Stubbs, 1995] , cited 460 times, and commit [Partington, 1998 ], cited 547 times) and are representative of the words studied in the linguistic literature on semantic prosody.
More important, using this limited set of semantically prosodic words, we found effects of semantic prosody on a wide variety of judgments through multiple methods. Thus, the current studies provide a valuable proof of concept that the semantic prosody of words can influence readers' inferences and evaluative judgments. Hopefully, linguists will continue to refine techniques for extracting semantically prosodic words, Effect of five positive semantically prosodic words on self-generated outcome valence r ϭ .74 Effect of four negative semantically prosodic words on self-generated outcome valence r ϭ .80
Note. Effect size conventions for and r are .1 ϭ small, .3 ϭ medium, and .5 ϭ large.
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resulting in more comprehensive lists that allow for a broader assessment of the impact of semantic prosody on judgment and decision making. In sum, words that have neither an explicit evaluative meaning nor an evaluative connotation when rated in isolation can nevertheless affect evaluative judgment through their semantic prosody. Words that predominantly occur in negatively (positively) valenced contexts, and hence have semantic prosody, can impose that valence onto a new context. Although much remains to be learned about the underlying process, the current studies document the existence of semantic prosody effects and highlight their relevance for research into judgment and decision making.
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