The eigenvector problem for an irreducible non negative matrix A = [a ij ] in the max-algebras is the form
Introduction
The algebraic system max-algebras and its isomorphic version provide an attractive way of describing class of non-linear problems appearing for instance in manufacturing and transportation scheduling information technology, discrete event-dynamic system, combinatorial optimization, mathematical physics, DNA analysis, ...(see e.g. [1, 7, 3] ). Max-algebras's usefulness arises from a fact that these non-liner problems become linear when described in the max-algebras language. As in [1] , [2] , [3] and [4] the max-algebras system consist of the set of non negative numbers with sum a ⊕ b = max{a, b} and the standard product a.b for a, b ≥ 0. Thus for non negative matrices ,A = [a ij ] ∈ M m×n (R + ),B = [b ij ] ∈ M m×n (R + ) denoted by A ⊗ B, where (A ⊗ B) ik = max(a ij x j ).The usual associative and distribute laws holds in this algebra. Let A = [a ij ] ∈ M n (R + ) be an n × n non negative irreducible matrix that the weighted directed graph associated with A denoted by D(A) = (V, E),where V = {1, 2, . . . , n} and E = {(i, j); a ij > 0} and edge (i,j) from i to j with weight a ij if and only if a ij > 0. A cycle of length k is sequence of k edge (i 1 , i 2 ), . . . , (i k , i 1 ), where i 1 , i 2 , . . . , i k are distinct. This has cycle product a i1,i2 , . . . , a ik,i1 with positive k − th root as the cyclic geometric and the maximum cyclic geometric mean in D(A) is denoted by µ(A) and play an important role. A cycle with cycle geometric mean equal to µ(A) is called critical cycle. Vertices on critical cycles are called critical vertices. Assuming that simultaneous row and column permutations have been performed on A so that the critical vertices are in the leading row and columns, the critical matrix of A, denoted by of A on row and columns containing a critical cycle (i.e, a cycle with product equal to µ(A) by setting • n = 1 and A = 0
• n ≥ 2 and there be a permutation matrix p ∈ M n , and some integer r with 1 ≤ r ≤ n − 1 such that
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Where B ∈ M r , D ∈ M n−r , c ∈ M n−r , and 0 ∈ M n−r,r is a zero matrix.
Matrix A ∈ M n is called irreducible if it is not reducible. We say that matrix A = [a ij ] has property SC if for every pair of distinct p,q with 1 ≤ p, q ≤ n there is sequence of distinct integers
such that all of the matrix entries a k1k2 , a k2k3 , . . . , a kn−1kn are non zero. A directed graph Γ is strongly connected if between every pair of distinct nods p i , p j in Γ there is a directed path of finite length that begins at p i and end p j .(see e.g. [5] ).
Following statements are equivalent:
2. Γ(A) is strongly connected.
3.
A has property SC .
Proof. see [1] and [3] .
A non negative matrix A ∈ M n is said to be primitive if it is irreducible and has only one eigenvalue of maximum modules.
Section 2 is devoted to mutations of matrices and we find conditions on determinant of matrices which able us to obtain max eigenvalue of a matrix.
Mutations of a Matrix
Let A be a n × n matrix. Determinant of matrix A is defined as
Any factor a 1 σ 1 × a 2 σ 2 × · · ·× a n σ n is called a mutation of A. A mutation which is not include any elements of main diagonal entry of A is called a principal mutation and otherwise is called a subordinate mutation. Obviously a n × n matrix has utmost n! mutations. 
Where 3 · 4 · 8 and 2 · 6 · 7 are principal mutations and others are subordinate mutations.
We say matrix A has the property SC-mutation if in principal mutations, at last n − 1 products of a ij a ji are non zero. Since irreducible and primitive matrices play important roles in max-algebras, we first show a method to recognize them. In this method, we will reduce calculations by using mutations of matrices instead of calculating n!.
) be a non negative matrix. A is reducible if only if all products a ij a ji of principal mutation are zero.
Proof. Let A ∈ M n×n be a reducible non negative matrix, clearly all of mutation are zero. Conversely, if all products of principal mutations are zero, the proof is evident with drawing related graph. 
A is reducible since all products a 12 .a 21 , a 13 .a 31 and a 32 .a 23 , are equal zero. Proof. Let A is irreducible. Then it has SC property, which is equivalent to exist at last one non zero product. Converse is evident.
Example 3. Consider following matrix.
A is irreducible since products a 12 .a 21 and a 13 .a 31 are non zero.
Theorem 4. Let A be a n × n non negative matrix. The part of mutation that hasn't any entry of principal diagonal form a cycle.
Proof. Let α is a mutation of A. Then entries of α are a i1i2 , a i2i3 , . . . , a i k i1 which diagonal entries of A are eliminated. By definition, α is a cycle.
Theorem 5. Let A be a n × n non negative matrix. The principal mutation with eliminated zeros, form a cycle.
Proof. It is obvious by using previews lemma.
Let A be a square matrix. The set of all mutations of A is denoted by M (A). Let α be a mutation of A. The product of non zero elements of α is denoted by p(α) and the number of non zero elements of α is denoted by S α . Theorem 6. Let A be a non negative square matrix and α ∈ M (A). Then
Proof. Using two previews lemmas, proof concludes obviously.
Example 4. The eigenvalue problem for an irreducible non negative matrix A = [a ij ] in the max-algebras is
Where λ denotes the maximum cycle mean µ(A). But by properties of maxalgebras
and A * x = µ(A)x we can simply obtain eigenvalues of A. 
where µ(A) is corresponding to subordinate mutation a 12 , a 21 , a 33 . Thus by equation
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Theorem 7. Let A be a n × n non negative matrix. Then
When Πa ii is greater than all p(α) 's, then there one of the main diagonal entry has the greatest module. Then the maximum of geometric mean holds on the main diagonal.
Theorem 8. Let A be a non negative square matrix. Then
Proof. Since the maximum of geometric mean is equal to S α − th root of some mutation α, the proof is obvious. Proof. By the condition of theorem, all entries of A * is equal to zero unless the entry corresponding to µ(A) = a ii . Then by A * x = µ(A)x, e i is the eigenvector corresponding to µ(A). If the maximum geometric mean µ(A) holds on any other mutation, there is a non zero entry in every row of A * since there is an entry of every row and column of A in this mutation. So A * x = µ(A)x concludes µ(A) > 0.
The following theorem shows the relation between critical matrix and mutations.
Theorem 10. Let A be a non negative matrix. The critical matrix of A is corresponding with a non zero mutation which holds on its maximum cyclic geometric mean µ(A), therefore a ij c = a ij if (i, j) exist in mutation of µ(A) 0 else
Proof. It is obvious by 6 and definition of critical matrix.
