Groundwater management is important for all urban systems. Thus, data needs to be available on request for various decision-makers and stakeholders. This article presents conceptual and implemented framework for collecting, analyzing and sharing of groundwater data for various purposes. It allows controlled access to data that is continuously collected from different feeds and transformed into a common format. With this approach, the latest data as well as historical records are always available for real-time queries and further analysis. The proposed system can be extended to cover other areas of data collection in the future.
Introduction
Recently, more and more previously private or proprietary data are becoming available via openly accessible online sources. One type of this data is information on groundwater level, which is essential for providing sustainable water management in urban areas. However, many of these data sources are still evolving and rarely can they truly be described as open data in terms of technical availability and semantic annotation. For scientists, practitioners and other stakeholders open and fast access to the data is crucial in order to better understand the groundwater issues and to make better-informed decisions. Additionally, data-driven modeling requires usage of additional data sources such as weather data and predictions, social data and urban development data.
The contribution of this paper is a conceptual architecture and a real-world system implementation for groundwater monitoring, which consists of four main components: Data retrievers, Data collector service, API Management service and Watchdog service. Data retrievers are implemented as scripts that periodically poll the data from raw data sources, filter and then transmit them to the Data collector service. Its job is to apply pre-processing and store the data into an internal database. API Management service provides data access control via a graphical user interface, which provides a simple user and access management toolkit. Watchdog service is used for monitoring retriever scripts for failures and non-responsiveness, upon which the Watchdog will attempt to restart the scripted task, as well as alert the system administrator via email.
The remainder of the paper is organized as follows. Section 2 gives an overview of the related work. In Section 3 we provide a detailed description of the architecture and interaction between the components.
Materials and Methods
Half of the world's megacities are groundwater-dependent and over 40% of water supply in Europe is based on water pumped from aquifers beneath urbanized areas [1] . There is a need for comprehensive groundwater management in terms of underground structures, quantity, quality and temperature [2, 3] .
For sustainable urban groundwater management, it is essential to keep the data easily available to the users including a user-friendly application for processing, visualization and dissemination of groundwater monitoring information. Therefore, relevant stakeholders can make better-informed decisions regarding groundwater management: not only about water supply but also about other important urban issues. The interaction of groundwater with other urban systems is well recognized and is increasingly important on the everyday city agenda, for example in consideration of base flow provision to urban and peri-urban rivers (blue networks), flood risk, management of blue-green infrastructure (e.g. sustainable drainage systems), adverse effects on underground infrastructure, control of underground construction, and impacts of industrial legacy on water quality. These different examples highlight the range of urban groundwater processes that operate at different temporal and spatial scales [4] . The interaction of several domains, stakeholders and growing demands to reach the goal of sustainable groundwater management have forced the expert practitioners to find and research new methods and ways to collect, analyze and model various data about groundwater within the urban areas.
The amount of available digital datasets in the field of groundwater resources management is increasing, especially for geospatial data, produced as part of numerous studies and research from various fields, stakeholders and in various countries. However, groundwater and related data are usually not shared among the stakeholders. Urban groundwater information connected with underground structures (like subway lines, sewer systems, heating conduits, etc.) changes continuously [5] . Groundwater data must be based on geospatial data. Significant efforts have been made over the last three decades for the development of the sophisticated geospatial system to produce geo-decisional information [6] . The effectiveness of the decision-making process is based on the provision of relevant information and adapted analysis tools. Because of the disparity of data and the lack of interoperability of existing information systems, they can often become underused or contain outdated and insignificant data. Therefore, data integration is the key to building a comprehensive decision support system for groundwater [7] . Traditional groundwater balancing addresses direct groundwater processes like recharge, interflow or discharge. It is also important to include data that addresses anthropogenic activities like surface sealing, construction and behaviors like water saving and policy development. As a result, more holistic evaluation of urban water management can be defined [4] . Some holistic groundwater models have already been developed in recent years [8, 9] . For sustainable urban groundwater analysis and modeling, it is therefore essential to keep the data easily available to the users via the user-friendly interface.
Driven by the need for integration of all available data from distributed sources, many researches are focusing on the data integration process. Data integration process should be able to acquire a set of heterogeneous data residing at different sources and provide the end user with an integrated and reconciled view of data in order to extract explicit information at different levels of the decision-making process [10] . Data integration should also include standardization of data schema (including attributes that are common across different datasets). Sometimes, the full source-specific schema can be provided as well, but such data will be less useful since data consumers will have to anticipate additional information and either fill in the gaps or ignore such records. In our system, data integration is achieved with Retriever and Collector modules that transform data into the common format for database storage.
Moreover, data integration also gives users the opportunity to make an integrated analysis of prior information and a single geographical reference of spatial data. Furthermore it enables the specialization of data through relationships with geo-referenced geometric entities and mutual enrichment with semantic and geometric properties [11] . Integration of geographic data should include much more than a simple overlay data in a geographic information system (GIS). It should be oriented towards exchange between individual components in various information systems [11] . Figure 1 shows an overview of the proposed architecture that consists of four main components: Retrievers, Collector, API Management and Watchdog. Retrievers are smart web or Internet of Things (IoT) agents that poll various external data sources (groundwater data, weather data and forecasts, sensor and historical or social data collections, etc.) periodically to ensure up-to-date data retrieval. Retrieved data is transformed into a common JSON format and stored in a local file or forwarded to a remote collection service. Collection service (or Collector) receives the data via HTTP POST requests and applies basic rule-based data pre-processing, including handling missing values, and may additionally transform the data into a standardized schema, which might not be followed by all the retrievers due to technical or legacy issues. Finally, the data is stored in a non-SQL database system (in our case Mongo DB) with separate real-time and historical data collections of a particular data type. Real-time and complete historical data are exposed via REST-like API endpoints. API Management Console can be used to ensure execution of user-required privacy policies. Finally, Watchdog module offers basic monitoring, diagnostics and a high-level overview of the system via a graphical web interface. The system can detect faulty retrievers, missing data and can significantly contribute to improving the system health, performance and administrator awareness. The proposed infrastructure can also be used in other domains, such as traffic management, weather observation and urban development. 
Proposed Approach and Framework Description

Data Retrievers
Retrievers are services which extract data feeds by periodically polling an external data source for updates, transform polled data into a common format and then store them by either writing to a file or forwarding them to a collection service. Retrievers are extended from an abstract retriever object. This means that only small contributions are needed to modify or implement a new retriever when new data feeds become available. Additionally, all changes to the abstract retriever object are instantly applied also to particular retrievers. Retrievers handle all data as JSON/XML objects.
Some retrievers also implement push mechanisms, which means that data sources themselves send the new data as it is generated.
Collector
Collector is a dedicated service backed by a Mongo database, containing real-time data, as well as a historical database (as a separate collection). This separation was done to optimize real-time data collection. The server uses Java servlets for API endpoints for storing and retrieving the data. The data can be pushed to collector service by retrievers or directly by external sources such as sensors. Collector implements another layer for data transformation, since external sources may send non-standardized JSON. Transformed records are finally written to the appropriate collection in Mongo database. Historical collections store all the pushed records, while the real-time collection records are merely updated with new values to provide the most accurate information.
Finally, the data can then be queried via API endpoints, which allow different filters (ex: filter by time, location…) for easier access.
Internal Watchdog
Data retrievers can fail due to different reasons-sometimes host machines would shut down because of power failures or restart to install some updates and consequently shut down the retriever; there could be errors when the retriever is trying to connect to the data providers, the data could be corrupted, etc. In some cases, these failures are noticed immediately whereas in other situations it takes a while before anyone notices that the data is not being retrieved. With a large number of different retrievers and prolonged maintenance times we recognized the need for a system monitoring (watchdog) service. Watchdog service provides monitoring of the system as well as automatic reparation and alerting the user if the problem persists. The watchdog service is implemented in Java programming language and runs on top of Apache Tomcat application server.
API Management
The API management tool is composed of multiple components. User information and API endpoint metadata are stored in an internal NoSQL MongoDB database. An independent web server provides dynamic routing and forwarding for these endpoints. It also runs a graphical interface, accessible via the browser that can be used for managing user authentication and API accessibility, for both internal and forwarded endpoints. The rest of this subsection describes each of the components.
Graphical Web Interface
The service uses an online graphical user interface, accessible through the login screen, which allows the administrator to manage users and APIs. The user management section (see Figure 2 ) provides a form for adding new users, a list of existing users, their access rights and other information. Through this interface, we can also delete users, check their authentication tokens and select which API endpoints they can access.
API management section (see Figure 3 ) provides a form for adding APIs from external services to master access control list. The user must specify full API URL and API service hostname, as well as enter a project name, which is an internal designation in our API management tool, used for generating dynamic API endpoint URLs. Optionally, API notes may be added, such as the description of parameters or explanation of returned results.
As seen in the bottom panel of Figure 3 , users can view the list of APIs entered into the system. Here, it is also possible to delete APIs, check notes or edit API properties, such as URLs and project names on a case-by-case basis. Each API status can be set to private, meaning end users need authentication token and appropriate access rights to call this API, or public, also allowing anonymous users without tokens access to this endpoint as well. APIs can also be fully disabled, for example when underlying service is in maintenance mode or unexpectedly unavailable. 
User Authentication
Upon being entered into the database in the web interface, each user has issued a uniquely generated authentication token (this token can be re-generated through the web interface by administrator). Two possible means of authenticating are possible. The primary method requires users to pass their authentication token to the server in HTTP request header while making a request to our service. Upon receiving the request, server checks passed security token against database entries and then forwards the request along with appropriate parameters to requested external API service. If API endpoint is public, no authentication is necessary. This method allows actual API services to live isolated on internal networks, so users never actually come into direct contact with them. The secondary method does not actually route requests through our service but rather allows external APIs to call our authentication service and check, whether a user with a provided authentication token has been authenticated for this API or not.
Results
The proposed approach has been applied to groundwater data and traffic data collection. The results for the traffic data are shown in Table 1 . There are 30 data retrievers collecting the traffic data in several cities in Europe. The presented data has been captured from our Watchdog portal on the 9th of May 2018. Due to the limited number of publicly available water-related data and time constraints, we could not collect a large amount of data regarding the water domain. Table 2 shows how much data are collected for water domain on a daily basis. So far we have collected data for groundwater from Slovenia, pump sensors form Skiathos and weather for both Skiathos and Ljubljana. Each implemented sensor updates once per day, our system can, however, support much higher frequencies. Groundwater from Slovenia is collected from 518 stations divided into 28 regions and data from some stations are collected since 1960. Pump sensors from Skiathos are collected on the daily basis from three pumps. We collected data on daily consumption of water and pump working time. 
Discussion
In this paper we proposed a framework, which can be used for monitoring groundwater, weather and another kind of temporal data. The framework consists of four main components: Retriever, Collector, API Management Service and Watchdog. The main benefit of this system is that it supports ingestion of any spatiotemporal data with additional meta-information. In the water management domain, this system contributes to consistency, standardization and data sharing, which means that stakeholders can spend more time on data analysis instead of data retrieval and manipulation. The system was extensively tested and deployed in multiple interconnected instances. Due to loosely coupled architecture, where all the components interact via REST based APIs, modules can be built with arbitrary tools and programming languages. This is most important for retrievers, since certain types of data collection and processing may depend on functionalities in language-specific libraries. Modular architecture also contributes to the robustness of the system, since particular sub-modules do not affect any other components in the system. They can also be updated independently.
In the future this work could be extended in multiple directions. Firstly, the system could be improved by adding coverage for new data domains. Secondly, basic data analytics could improve preprocessing with data-cleaning (outlier detection and missing data imputation) algorithms.
