Abstract-In the same way that subsequent pauses in spoken language are used to convey information, it is also possible to transmit information in communication systems not only by message content, but also with its timing. In this work, we consider an event-triggering strategy that exploits timing information by transmitting in a state-dependent fashion. We consider stabilization of a continuous-time, time-invariant, linear system over a digital communication channel with bounded delay and in the presence of bounded system disturbance. For small values of the delay, we show that exploiting timing information one can stabilize the system with any positive transmission rate. However, for delay values larger than a critical threshold, the timing information is not enough for stabilization and the sensor needs to increase the transmission rate. Compared to previous work, our results provide a novel necessary condition for scalar system subject to disturbances and a novel encoding-decoding scheme for complex systems, which can be readily applied to diagonalizable multivariate system with complex eigenvalues. Our results are illustrated in numerical simulation of several scenarios.
I. INTRODUCTION
An important aspect of a cyber-physical system [1] is the existence of a finite rate digital communication channel in feedback loop between sensor and controller. Data-rate theorems [2] - [10] quantify the effects of the digital communication channel in the feedback loop on stabilization. Event-triggering control [11] - [13] is also a key component in cyber-physical systems where the objective, in the context of communication, is to minimize the number of transmissions and at the same time ensuring that the control goal is achieved [14] - [16] .
While the majority of communication systems transmit information by adjusting the signal amplitude, it is also possible to communicate information by adjusting the transmission time of a symbol [17] , [18] . In a general framework [19] studied the fundamental limitation of using timing information for stabilization. Specifically, it possible to stabilize a plant using inherent information in the timing of the event. In fact, event-triggering control techniques encode information in the timing in a state-dependent fashion. In this context, a key observation made in [20] states that in absence of the delay in the communication process as well as absence of system disturbances and assuming the controller has knowledge of the triggering strategy, one can stabilize the system with any positive rate of transmission. Our previous work [21] on systems without any disturbance quantifies the information contained in the timing of the triggering events as a function of the delay in the communication channel.
For small values of delay in the communication channel, we show that exponential stability can be achieved with any positive transmission rate. However, as the delay increases to values larger than a critical threshold, the information implied from the triggering action itself may not stabilize the system and because of that, to ensure stability, the transmission rate must be increased. These results are compared with a time-triggered implementation subject to delay in [22] . Our previous work [23] on systems with disturbances derives a sufficient bit rate for stabilization of a scalar linear, time-invariant system subjected to bounded disturbance over a digital communication channel with bounded delay. In addition to the unknown delay, system disturbances increase the degree of uncertainty in the state estimation process as well. Therefore, to ensure stability, it is crucial to take these effects into account.
In this paper, we consider the notion of stability requiring the state is to be bounded past a fixed horizon in time. Our contributions are twofold. For scalar real systems, we derive a necessary condition on the information transmission rate that measures the average number of bits sent from the sensor to the controller. We show that for small values of delay and using only implicit information, stability can be achieved with an arbitrary positive transmission rate. However, as the delay increases, the information gets old and also corrupted by the system disturbances, therefore higher and higher communication rates are required to ensure stability. We also examine the gap between the necessary condition and the sufficient condition available in the literature. Our second contribution pertains the generalization of the sufficient condition to complex systems with complex open loop gain subject to disturbances. More precisely, we design an encoding-decoding scheme that, together with the proposed event-triggering strategy, rules out Zeno behavior and ensures that the norm of the state remains bounded as time grows. This result sets the basis for the generalization of event-triggered control strategies that meet the bounds on the information transmission rate for the stabilization of vector systems under disturbance and with any real open loop gain matrix. Finally, we numerically validate our result in a series of simulations. Proofs are omitted and will appear in full elsewhere.
Notation: Let R, C denote the set of real and complex numbers, respectively. We let log and ln denote the logarithm with bases 2 and e, respectively. We denote by |.| and . the absolute value of a real number and the norm of a complex number, respectively. Also, any Q ∈ C can be written as Q = Re(Q) + i Im(Q) or Q = Q e iφQ , and for any y ∈ R we have e Qy = e Re(Q)y . We denote by ⌊x⌋ and ⌈x⌉ the greatest integer less than or equal to x and the smallest integer greater than or equal to x, resp. Also, m denotes the Lebesgue measure.
II. PROBLEM FORMULATION
We consider a networked control system consisting of a plant, sensor, communication channel and controller, cf. Figure 1 . The plant is described by a scalar, continuous-time, linear time-invariant model aṡ
where x(t) ∈ R is the state, u(t) ∈ R is control input and t ∈ [0, ∞). Also, w(t) ∈ R represents system disturbance and it is upper bounded as
where M ∈ R is positive. Also, in (1), A ∈ R is positive (since we are only interested in unstable systems), B ∈ R, and |x(0)| ≤ L, where L ∈ R is nonnegative. We assume the measurements at sensor are exact, there is no delay in the control action and it is done with infinite precision. However, these measurements are transmitted to the controller over a communication channel subject to finite data rate and bounded unknown delay. The sequence of triggering times where the sensor transmits a packet of length g(t 
with ∆ k being the k th communication delay, and γ be a non-negative real number. Also, for all k ≥ 1, we define the k th triggering interval as
From this point on, when referring to a generic triggering or reception time, for convenience we skip the super-script k in t k r and t k c , and sub-script k in ∆ k . We denote by b c (t) the number of bits that controller received until time t, and we define information access rate as
In this setting, the data-rate theorem, cf. [4, Theorem 1], states that, if R c < A/ ln 2, the value of the state in (1) becomes unbounded as t → ∞ (the result is stated for systems without disturbances, but it can readily be generalized to the case with w(t) = 0). The number of bits transmitted by the sensor, up to time t is represented by b s (t) and the information transmission rate is defined as follows:
As the sensor transmits g(t s ) bits of information at each triggering interval, we can write
We also represent the estimated state at the controller byx which evolves at each inter-reception interval as follows:
starting fromx(t k+ c ) withx(0) =x 0 . We assume that the sensor has causal knowledge of the time of each control action to make sure it can computê x(t) for all time t. This is equivalent to establishing an instantaneous acknowledgement link between the sensor and actuator using the control input, as in [24] , [25] . For instance, this can be implemented in our system by monitoring the actuator output, provided it changes at each reception time. Assuming the sensor has only access to the system state, a narrowband signal can be used in the control input for exciting a specific frequency of the state to inform the sensor about the exact time of each control action by the actuator. That being said, we define the state estimation error as
where z(0) = x(0) −x 0 . We rely on this error to determine when a triggering event occurs in our controller design, as explained next.
A. Event-triggered control design
Here we describe a class of event-triggered control strategies to determine the sequence of triggering times so that the system (1) is stabilized. Suppose an event is triggered when
where J ∈ R is positive. Assuming the controller knows the triggering time t s , we can write x(t s ) = ±J +x(t s ). Therefore, at every triggering event, the transmission of only a single bit is required to compute the exact value of x(t s ). However, due to having an unknown delay bounded by γ in the communication channel, the controller does not have perfect knowledge of time t s , and as a consequence it may not be able to compute the exact value of x(t s ) by receiving a single bit. We definez(t c ) as an estimated version of z(t c ) reconstructed by the controller knowing |z(t s )| = J, the upper bound in (2) and the packet received through the communication channel. Based on this, one can formulate a procedure, that we term jump strategy, to update the estimate of the state maintained by the controller.
Also, we can write
In addition, the packet size g(t s ) is calculated at the sensor and is to be large enough such that the following constraint
is satisfied for all possible t c ∈ [t s , t s +γ], where 0 < ρ 0 < 1 is a constant design parameter. Under this design, the frequency with which transmission events are triggered is captured by the triggering rate
The event-triggered control scheme described above does not exhibit "Zeno behavior" (an infinite amount of triggering events in a finite-time interval). In fact, under the above assumptions one can establish [23] the following upper bound on the triggering rate
Moreover, under the encoding-decoding scheme proposed in in [23] , the sensor can calculatex(t) at each time t provided that it has causal knowledge of the delay.
III. NECESSARY CONDITION ON TRANSMISSION RATE
This section presents a necessary condition on the information transmission rate to ensure (7) for all k ∈ N which is required for stabilizing the system (1) under the event-triggering strategy described in Subsection II-A. We found a lower bound on the information transmission rate R S by finding lower bounds on the packet size g(t s ) and the triggering rate R tr .
From (4), for all inter-reception times we haveż(t) = Az(t) + w(t). Thus,
For finding a lower bound on the number of bits transmitted at each triggering event, using (10) we define the uncertainty set of the sensor about the estimation error at the controller z(t c ), given t s as follows
Additionally, we define the uncertainty of the controller about z(t c ), given t c , as follows
The following result characterizes the above uncertainty sets.
Lemma 1: Consider the plant-sensor-channel-controller model described in Section II, with plant dynamics (1), estimator dynamics (3), triggering strategy (5), and jump strategy (6) . Moreover, assume M ≤ AJ. Then
Using Lemma 1, we find a lower bound on the packet size g(t s ) as follows.
Lemma 2: Under the assumptions of Lemma 1, if (7) holds for all k ∈ N, then the packet size at every triggering event must satisfy
Now that we found a lower bound on the packet size g(t s ), for deriving the necessary condition, we also want to develop a lower bound on the triggering rate which holds for a realization of the delay, initial condition and process disturbance. To obtain this lower bound on the triggering rate, it is required to limit the collection of permissible quantization policies. Without such a restriction, a packet may carry an infinite amount of information which may bring the state estimation error arbitrarily close to zero at all reception times for all delay and disturbance values, resulting in an arbitrarily close to zero triggering rate. Ensuring (7) at each triggering time is equivalent to dividing the uncertainty set at the controller Ω(z(t c )|t c ) by quantization cells of measure of at most 2ρ 0 J. We only consider quantization policies that use the minimum possible number of bits to ensure (7) as follows. Assumption 1: We assume at each triggering time the sensor transmits the smallest possible packet size to ensure (7) at each reception time for all initial conditions and all possible realizations of the delay and process disturbance (more precisely, the sensor brings the uncertainty about z(t c ) at the controller, down to a quantization cell of measure at most 2ρ 0 J). Moreover, in our encoding-decoding scheme, we choose the center of each quantization cell asz(t c ).
In the next result, we show there exists a delay realization so that the sensor can only shrink the estimation error for the controller to at most half of the the largest value ρ 0 J needed by (7) .
Lemma 3: Under the assumptions of Lemma 1, if (7) holds for all k ∈ N and with Assumption 1 in place, there exists a delay realization {∆ k ≤ β M } k∈N , where
initial condition, and process disturbance such that
Now using (13) , in the following, we find a lower bound on the triggering rate.
Lemma 4: Consider the plant-sensor-channel-controller model with plant dynamics (1), estimator dynamics (3), triggering strategy (5), and jump strategy (6) . If (7) holds for all k ∈ N with Assumption 1 in place on the allowed quantization policy, there exists a delay realization {∆ k } k∈N , a disturbance realization, and an initial condition such that
The following result, which states a lower bound on the information transmission rate, follows by combining Lemmas 2 and 4.
Theorem 1: Under the assumptions of Lemma 1, if (7) holds for all k ∈ N with Assumption 1 in place, then there exists a delay realization {∆ k } k∈N , a disturbance realization, and an initial condition such that
Remark 1: In our previous work [23] , we have proposed an encoding-decoding and control scheme and shown that, if J > ) .
is sufficient to ensure |x(t)| remains bounded as t goes to infinity for all delay and process noise realizations. Figure 2 compares this sufficient bound with the necessary information transmission rate (14) . One can observe a gap between both, which we attribute to the fact that, while the necessary condition employs quantization policies with the minimum possible packet size, the encoding-decoding scheme proposed in [23] does not generally satisfy this assumption.
• Remark 2: By putting M = 0 in (11), if (7) holds for all k ∈ N, then the packet size at every triggering event should be lower bounded as follows:
In addition, when M = 0 it follows from (9) that
and it follows from Lemma 4 that there exists a delay realization {∆ k } k∈N and an initial condition such that
When ρ 0 ≪ 1/2, we can neglect the value of 2 added to 1/ρ 0 inside the logarithm in the lower bound of (16), as well as ln 2, and from (15) and (16) we deduce
Therefore, the information transmission rate R s can be approximated as Figure 3 illustrates the approximated necessary condition in (17) for different values of ρ 0 . Interestingly, (17) shows a similar phase transition behavior to the one discovered in [21] in the absence of disturbances. In particular, at the delay γ = ln 2/A, the rate A/ ln 2 dictated by the classical version of the data-rate theorem [2] is retrieved. The exponential triggering function in [21] leads to a mismatch between the uncertainties at the controller and at the sensor in the state estimation error (cf. Lemma 1 of [21] ). As a consequence, as opposed to the triggering scheme in (5), which does not impose exponential convergence guarantees, the smallest possible packet size is not known for the triggering strategy in [21] . Therefore, in [21] instead of restricting permissible quantization policies to cases where sensor transmits the smallest possible packet size, a condition similar to (13) is assumed on a class of allowable quantization policies.
•
IV. EXTENSION TO COMPLEX LINEAR SYSTEMS
In this section, we generalize our investigation on exploiting timing information in event-triggering to complex linear systems with disturbances. The results presented here can be readily applied to multivariate linear systems with disturbance and diagonalizable open loop gain matrix (possibly, with complex eigenvalues). This corresponds to handling the n-dimensional system on the Euclidean space as n scalar (and possibly complex) systems.
We consider a plant, sensor, communication channel and controller described by the following continuous linear timeinvariant systemẋ
where the plant state x(t) and control input u(t) are complex numbers for t ∈ [0, ∞). Here w(t) ∈ C represents a system disturbance, which is upper bounded as
where M ∈ R is nonnegative. Here, A ∈ C with Re(A) ≥ 0 (since we are only interested in unstable systems), B ∈ C, and
where L ∈ R is nonnegative. The model for the communication channel is the same as that in Section II, with unknown upper bounded delay (2) . In order to establish a common ground to compare with the information transmission rate later, we state the generalization of the classical data-rate theorem for the complex system (18) .
Theorem 2: Consider the plant-sensor-channel-controller model with plant dynamics (18) . If x(t) remains bounded as t approaches infinity then
A. Event-triggered control for complex linear system
The estimate of the state represented byx evolves according to the dynamics (3) along the inter-reception time intervals starting fromx(t k+ c ) with initial conditionx(0) =x 0 . We use the state estimation error defined as (4) with its initial condition as z(0) = x(0) −x 0 . Each triggering event happens when
where the packet p(t s ) of size g(t s ) is transmitted from the sensor to the controller. The packet p(t s ) consists of the quantized version of phase of z(t s ) which we denote by φ q(z(ts)) and a quantized version of the triggering time t s .
By (22) we have
consequently, using φ q(z(ts)) a quantized version of z(t s ) denoted by q(z(t s )) at controller is constructed as follows
Additionally, using the bound in (2) and the packet at the controller, the quantized version of t s is reconstructed and denoted by q(t s ). Consequently, at controller z(t c ) can be estimated as follows
Also, we use jump strategy (6) to update the value ofx(t + c ). Then we can write
At the sensor, the packet size g(t s ) is chosen to be large enough such that the following equation for all t c ∈ [t s , t s + γ] is satisfied.
where 0 < ρ 0 < 1 and is considered as a design parameter. A typical realization of z(t) under the proposed event-triggering strategy before and after one triggering is represented in Figure 4 .
B. Design of quantization policy
We devote the first λ bits of the packet p(t s ) for quantizing the phase of z(t s ). The proposed encoding algorithm, uniformly quantizes the circle to 2 λ pieces of 2π/2 λ radians. After reception, the decoder finds the right phase quantization cell and selects its center point as φ q(z(ts)) . By letting
J Fig. 4 . The blue graph represents evolution of the state estimation error in time before and after a triggering event. The trajectory starts with an initial state inside a circle of radius J, and continues in a disturbed fashion along a spiral trajectory (due to the imaginary part of A) until it hits the triggering threshold radius J, then it jumps back inside the circle after the update according to (23) . The overshoot from the circle observed in the trajectory is due to the unknown delay in the communication channel. In this example, A = 0.3 + 2i, B = 0.2, u(t) = −8x(t), M = 0.05, γ = 0.2 sec, ρ 0 = 0.9 and J = 0.0173.
as depicted in Figure 5 , we can deduce the following: |ω| ≤ π 2 λ .
Furthermore, we use the encoding scheme proposed in [21] to append a quantized version of triggering time t s of length g(t s ) − λ to the packet p(t s ). As shown inf Figure 6 , to determine the time interval of the triggering event, we break the positive time line into intervals of length bγ. At the controller, after receiving the packet at t c , t s could fall anywhere between t c − γ and t c . Also, after breaking the positive time line into intervals, t s falls into [jbγ, (j + 1)bγ] or [(j + 1)bγ, (j + 2)bγ] with j being a natural number. Therefore, we use the (λ+1) th bit of the packet to determine the correct interval of t s . This bit is zero if the nearest integer less than or equal to the beginning number of the interval is an even number and is 1 otherwise. This can be written mathematically as p(t s )[λ + 1] = mod ⌊ ts bγ ⌋, 2 . For the remaining bits of the packet, the encoder breaks the interval containing t s into 2 g(ts)−λ−1 equal sub-intervals. Once the packet is complete, it is transmitted to the controller where it is decoded and the center point of the smallest sub-interval is selected as the best estimate of t s . Therefore, we have
C. Sufficient information transmission rate
Here, we rely on the quantization policy designed above to establish a sufficient bound on the information transmission rate that ensures that the system state remains bounded as time grows. We start by showing that we can achieve (24) with the quantization policy.
Theorem 3: Consider the plant-sensor-channel-controller model with plant dynamics (18) , estimator dynamics (3), triggering strategy (22) , and jump strategy (6) . If the controller has enough information about x(0) such that state estimation error satisfies z(0) < J, then the quantization policy designed above achieves (24) for all k ∈ N with packet size lower bounded as
and λ > log π arcsin
where 0 < χ < 1.
Next we show that, using our encoding-decoding scheme, if the sensor has a causal knowledge of the delay in the communication channel, it can calculate the state estimation for all time.
Proposition 1: Consider the plant-sensor-channelcontroller model with plant dynamics (18) , estimator dynamics (3), triggering strategy (22) , and jump strategy (6) . Using (23) and the quantization policy depicted in Figure 5 and 6, if the sensor has causal knowledge of the delay in the communication channel, then it can calculatex(t) for all time t.
We continue by showing that our event-triggered scheme does not suffer from Zeno behavior.
Lemma 5: Consider the plant-sensor-channel-controller model with plant dynamics (18) , estimator dynamics (3), triggering strategy (22) , and jump strategy (6) . If the packet size satisfies (24) for all k ∈ N, then for all k ∈ N, we have
. By Lemma 5 we deduce the triggering rate is upper bounded as follows
which is valid for all realization of the process disturbance, initial conditions, and delay. Combining this bound with Theorem 3, we obtain the following result.
Corollary 1: Under the assumption of Theorem 3, there exists a quantization policy that achieves (24) for all k ∈ N and for all delays and process disturbance realizations with an information transmission rate
where g ′ is the lower bound in (27), provided Im(A) ≪ Re(A), b > 1, (28), (29), and (30). Figure 7 shows the sufficient information transmission rate (31) as a function of the channel delay upper bound γ. One can observe that for small value of the delay, the sufficient information transmission rate is smaller than the rate required by the extension of the data-rate result in Theorem 2. As the worst-case delay increases, the sufficient information transmission rate increases accordingly.
As a by-product of the above discussion, we can guarantee the boundedness of the system state for all sufficiently large time t, as stated in the following result.
Theorem 4: Under the assumption of Theorem 3, when the pair (A, B) is stabilizable, then there exist an encodingdecoding scheme, a controller, and a time T 0 and a real number κ such that, x(t) ≤ κ for all t ≥ T 0 , provided that information transmission rate is lower bounded by (31).
Remark 3: Our previous work [21] extends the results on event-triggered control for systems without disturbance from the scalar to the vector case, but is limited to systems with real eigenvalues of the open loop gain matrix. Our discussion e Re(A)γ − 1 + 0.002. In this case, the rate dictated by datarate theorem is 2 Re(A)/ ln 2 = 2.885.
for complex systems here sets the basis for generalizing this result to systems subject to disturbance and for any real open loop gain matrix (not necessarily with real eigenvalues).
V. SIMULATION RESULTS
This section presents simulation results for stabilization of a complex linear time-invariant system with disturbance. Although the results are stated for continuous systems, all the simulations are done in a digital environment by sampling the continuous system at a very high frequency such that the resulting approximate system is close enough to the continuous system. We choose the sampling time δ ′ = 0.002 second. Here the minimum upper bound for the channel delay will be equal to one sampling time.
We consider the state and state estimation as defined in (18) and (3) where A = 2+0.5i, B = 0.5, and the control input is chosen as u(t) = −8x(t). Using (29), triggering radius J (22) can be found as follows:
Also, to quantize the phase, using (30) we calculate λ as follows:
In total, a set of three different simulations are carried out as follows. In simulation (a) we assume the process disturbance is zero and channel delay upper bounded by the sampling time δ ′ . In simulation (b) we assumed that the process disturbance upper bounded by M = 0.1 and channel delay upper bounded by the sampling time. Simulation results are presented in Figure 8 , where the first row represents norm of the error z(t) , and triggering radius J (22), the second row represents the evolution of φ x(t) and the third row represents the evolution of x(t) in time. In the third column, despite having large delays and large disturbances, the controller is able to stabilize the system. As we can see in this figure, the estimate of the state at the controller tracks the norm and phase of the state. In the first two rows, sudden changes in the norm of the state estimation error as well as sudden changes in phase angle of state represent reception of the transmitted packet at the controller.
