Abstract
Introduction
Rough set (RS) theory was introduced more than twenty years ago [11] and had emerged as a powerful technique for the automatic classification of objects [13] in such fields as machine learning, forecasting, knowledge acquisition, decision analysis, knowledge discovery, and pattern recognition [6, 20, 21 ,23], etc. The rough sets methodology is based on the premise that lowering the degree of precision in the data makes the data pattern more visible. In other words, performing a classification function with a controlled degree of uncertainty or misclassification error falls outside the realm of the RS approach [14] . To extend RS theory to such classification applications, Variable Precision Rough Set (VPRS) proposed by Ziarko [ 14, 15] is a methodology in which the records within the dataset were analyzed and classified in terms of their statistical tendencies rather than their functional patterns. In VPRS theory, β represents a threshold value which determines the portion of the objects in a particular conditional class which are assigned to the same decision class. (Note that in conventional RS theory, β has a value of one.) The knowledge of the β value will help discovering the related knowledge from partially-related data objects.
Ziarko [14] proposed the β value to be specified by the decision maker. Beynon [2] proposed two methods of selecting a β-reducts without such a known β value, and proposed the allowable β value range to be an interval [3] , where the quality of classification may be known in prior to determine the β value range. An extended VPRS was introduced by Katzberg et al. [10] , which allows asymmetric bounds l and u to be used. In VPRS, the restrictions 5 . 0  l and l u  1 must be held. Beynon [4] introduced the   u l, -quality graph, which elucidates the associated level of quality of classification, based on the selected l and u values. Su [12] proposed a method to determine the precision parameter value based on the least upper bound of the misclassification error of data.
Ziarko [14] argued that the β value represented a classification error and suggested that its value should be confined to the domain   5 . 0 , 0 . 0 . Conversely, An et al. [1] and Beynon [5] used β to denote the proportion of correct classifications and argued that its value should fall within the range   0 . 1 , 5 . 0 . They referred this technique as enhanced RST. Although the threshold value β has been investigated by other authors using β-reducts skills, a systematic, methodological study is rare [16, 17, 18] . In this study, An et al. and Beynon's definition of β is used. A hybrid method to determine the precision parameter value β based on the Fuzzy C-Means clustering method, Implication Relations, and Rough Fuzzy Set theories is presented.
The remaining of this paper is organized as follows. Section 2 presents the fundamental principles of VPRS. Section 3 describes the methods that used to determine the threshold value β. Section 4 gives the examples to demonstrate the applications of VPRS. Finally, Section 5 presents some concluding remarks and the directions for future research .
Fundamental Principles of the VPRS Model
The VPRS theory operates on what may be described as a knowledge-representation system or an information system. For a given dataset of information system, any records which are indistinguishable from one another when evaluated using a particular subset of all the attributes define an equivalence or indiscernibility relationship. Supposed that information system
, where where U is a non-empty finite set of objects,
A is a non-empty finite set of attributes describing each object,
. Generally speaking, the attributes in set A can be partitioned into a set of conditional attributes 
. The corresponding equivalence class is denoted by ) (P I , which is used to classify the objects in a particular conditional class being classified into the same decisional class. The VPRS approach to data analysis hinges on two basic concepts: namely, the β-lower and the β-upper approximations of a set. In VPRS the β value represents a threshold value of the proportion of objects in a particular conditional class that are also in the same equivalent class. The β-lower and the β-upper approximations can also be presented in an equivalent form as shown below: The β-lower approximation of the set U X  and C P  :
The β-upper approximation of the set U X  and
would coincide with the lower and upper approximation sets in RST.
VPRS model would come back to the original RST. Other expressions for the β-negative region and β-boundary regions of X are defined in S , respectively, by Ziarko [5] :
denotes the cardinality of a set.
The measure of quality of classification is defined as
measures the proportion of objects whose probability of belonging to equivalence class ) (P I is greater than or equals to β. In other words, it involves combining all β-positive regions and summing up the number of objects involved in such a combination. The measurement (quality of classification) is used operationally to define and extract reducts, which is the integral part of RST (and VPRS) in the application to data mining and rule construction.
Determination of the threshold value β
In this study, a hybrid method to determine the precision parameter value β based on the Fuzzy CMeans clustering method, Implication Relations and Rough Fuzzy Set theories is presented. Introductions to the related methods are given in sections below.
Fuzzy C-Means (FCM)
The fuzzy C-means (FCM) clustering method, developed by Dunn in 1973 [7] and later refined by Bezdek in 1981 [5] , which is an unsupervised clustering algorithm that has been applied successfully to a number of problems involving feature analysis, clustering and classifier design. Fuzzy clustering is distinct from hard clustering algorithms such as K-means in that a single instance may be mapped simultaneously to multiple clusters within the dataset rather than to a single cluster. The first step is to calculate the cluster centers and the assignment of points to these centers using a form of Euclidean distance. This process is repeated until the cluster centers have stabilized. Before the first iteration, an initial set of membership values must be chosen. The second step is to determine the cluster memberships of a sample point. This two-step procedure is repeated iteratively until the centroids of all the clusters within the dataset converge.
Index function max

I
Suppose that there is only one conditional attribute for object i x , and one could divide the attribute into p groups such that each object will own p membership functions p j
If every object owns m conditional attributes, and the l -th attribute l a is divided into l p clusters,
gives the cluster index where the l -th attribute l a of the object i x belong to. Here
 is defined as the clustering index where the maximum of the membership functions l a of the l -th attribute corresponds to.
Rough Fuzzy Sets
Given a finite approximation space  
where U is a non-empty finite set of objects, and R is the set of indiscernible classes generated from lower(upper) approximation of RS; let F be a fuzzy set in U with membership function F  , the upper and lower approximations   
is called a Rough Fuzzy Set (RFS).
In order to raise the class number in space   R U, and the total number of data in β-
induces two fuzzy sets
membership function values which are defined respectively as the following:
That is:
 F and  F are fuzzy sets with constant membership function values on the equivalence classes of U by R , and for any
) can be viewed as the probability to which x possibly (definitely) belongs to the fuzzy set [6] . Some advanced applications adopt this approach for ontology model of e-business in [19, 20] 
The procedure to acquire the  value
One of the reasons of this study is that the occurrence of errors in system classifications is initiated in the fuzzy clustering phase before the information classification. The procedure to determine the threshold value β in our VPRS model has five steps as the following:
Step 1: Fuzz the attributes of the information system by the method of Fuzzy C-means. One continuous-value information system could be converted into a fuzzy information system only under the condition while a classified fuzzy set has been provided. One could divide every attribute into arbitrary number of clusters, e.g. for the attribute   With the index function,
could acquire the corresponding cluster of the l -th attribute (
Step 3: Arrange the Implication Relations Different Implication Operators define different Implication Relations. In this study the Zadeh MaxMin Implication Operator is adopted, and the Implication Relations are:
Suppose that there are m conditional attributes and one decision attribute for every object, then the Implication Relation of the i -th object ( i x ) could be written as: 
For example, suppose that there are 2 conditional attributes ( In general there are total m classes for the classified objects which the decision attribute index is (2) . Supposed that there are 3 objects complying with the class (1,3,2) , and the serial numbers of these 3 objects are 4, 7, 9, respectively. The Implication Relation of the object with serial number "4" can be constructed as:
Step 4: Determine the β value of VPRS with the Rough Fuzzy Sets Theory.
Following
Step 3, the membership function values of attributes of each data could be combined by Implication Relation to obtain the representative membership function value of that data. Next, we compose the lower approximation relation R U X i /  set from the indiscernible data which are all 

. In this study, since the clustering condition of decision attribute is crisp, we will focus on the fuzzy cluster of conditional attributes only.
Step 5: Identify the regions of VPRS Following the above procedure, one could acquire the β value, and then should be able to determine if the classified objects belong to β-lower approximation of the set, β-upper approximation of the set, or the β-boundary regions, in accordance with the definitions of ) (X R 
Illustrations of VPRS -an Example
In the following sections, an example to build a forecasting and classifying criterion for outstanding technological stocks in Taiwan Stock Exchange Corporation (TSEC) will be given. The data contents are all from statistical reports (quarterly statistics) of different companies provided from the database of Taiwan Economic Journal (TEJ).
In the process of sifting criterion for outstanding companies, the authors have assumed that the Return On Equity (ROE) is the decision attribute that could influence the company's stock price.
The pre-processing steps for the data classifications are as the following:
(1) Collect the raw data; sift and organize the data by inspection.
(2) Forecast the data from TEJ, based on the current data available, for the next quarter by utilizing the GM(1,1) Grey prediction model [8] .
(3) Use GM(1,N) Grey model as the method of information reduction to sift out the important conditional attributes which could affect ROE.
From the above procedure, more than two hundred Electronics companies in the second quarter of 2004 were trimmed down to less than fifty companies. From the acquired forecasting data, 10 conditional attributes that might have more significant impacts on the companies' profit of next quarter were found, such as the Real Gross Profit, Pro Forma EBT, BPS…and so on. These data are listed in Each conditional attribute was fuzzed into 3 clusters by means of Fuzzy C-Means theory, and these 3 clusters represent "Excellent", "Common", and "Poor" respectively. In the similar manner the decision attribute "ROE" was divided into two clusters: the "Excellent Company" with cluster code 1( 0  ), and the "Non-Excellent Company" with cluster code 2( 0  ).
In this work, there are three study cases using this example to study the influences from various factors on the results of classifications. Those are given in the following sections.
The comparison among the β-lower approximation of VPRS for different Implication Relations and the lower approximation of RS
In the first study case, 4 conditional attributes and 1 decision attribute was chosen as the classification basis. Each conditional attribute was divided into 3 clusters, and the decision attribute was divided into 2 clusters. By Fuzzy C-Means theory, values of the finally classified membership functions of the objects from an example class are given in Table 2 . There were total 4 objects in this equivalent class. After applying the operation of Zadeh Implication Relations, the values of membership functions of each object were (0.9779、0.8558、0.6464 and 0.6640), respectively. This gives the lower bound of the probability that the corresponding company belongs to this class. One could then use the lower approximation of Rough Fuzzy Set to obtain "0.6464" as the value of membership function of these 4 objects, and this value is the β value of a certain classification from β-lower approximation of VPRS. This gives the lower bound of the probability that the four companies all belong to this class. Table 3 shows the β values acquired from different Implication Relations and the difference among the lower approximation of the original RST and the two β-lower approximations of VPRS. As shown in Table 3 , there were 17 indiscernible classes from the lower approximation which adopts RST, but there were 18 indiscernible classes from β-lower approximation which adopts VPRS. Because VPRS leads in the β value, it allows the existence of limited ambiguity during classification. One additional indiscernible class with the company code: {55,153,156,192,225,263} was introduced in by VPRS, and the amount of companies was increased from 29 excellent companies, which was sifted by the lower approximation of the original RST, to 35 excellent companies. As a result, 6 excellent companies were added. Note that there must be more than 2 companies in one indiscernible class for two different definitions of β value to be distinguishable.
From Table 3 , one could see that under the condition that when the Conditional Attributes is {2,1,1,3}-regardless of which Implication Relations were adopted, Zadel or Mamdani, the acquired β values are both "0.5004", and they are both less than the classification quality "5/6"; and then both of they could create a new class {2,1,1,3} and raise total number of data in β-lower approximation sets. However, when the Conditional Attributes is {3,3,3,2}-regardless of which Implication Relations were adopted, the Zadel or Mamdani Implication Relations, the acquired β values are both "0.5690", and they are both more than the classification quality "2/4"; and then both of they could not keep the class {3,3,3,2} and could not raise total number of data in β-lower approximation sets.
In this study case, we also compare the acquired β values from Zadeh Implication Relation with β values from Mamdani Implication Relation. From Table 3 , we could see that the acquired β values are almost the same, except for {1,2,2,3} and {3,1,3,3}. The acquired β values from {1,2,2,3} and {3,1,3,3} are ( 0.5205,0.4795）and（0.5047,0.4953）respectively. The reason is when the membership function value of a certain conditional attribute for a certain data in the class is less than 0.5, the acquired β values will be different due to different definitions of their Implication Relations. However; according to the limit of VRPS, the β value should be greater than 0.5, so this study strongly recommends adopting the definition of Zadeh Implication Relation. As shown in Table 4 , when the number of conditional attributes was increased from 2 to 10, the number of indiscernible classes for RS and VPRS was increased as the number of conditional attributes increasing. But the number of objects within every indiscernible class for RS and VPRS was decreasing as the number of conditional attributes increasing.
When number of conditional attributes varied, the number of indiscernible classes for VPRS comprised the number of indiscernible classes for RS. When VPRS led in the β value and the number of conditional attributes was{2,3,4,5}, the number of indiscernible classes was increased by {2,1,1,1}, and the number of excellent companies was increased by {17,10,6,3} with respect to the results from RS. But when the number of conditional attributes increased to {9,10}, the numbers of indiscernible classes and excellent companies from VPRS and RS were the same.
When the number of conditional attribute was increased from 2 to 10, the total number of excellent companies for RS and VPRS was increasing with increasing number of conditional attributes; and the number of excellent companies from VPRS was always more than or equal to the number of excellent companies from RS. But with increasing number of conditional attributes, the difference between the number of excellent companies of VPRS and RS was decreasing progressively until there is no difference.
Conclusions and discussions
The study has constructed a model of variable precision Rough Set based on Fuzzy C-means and Rough Fuzzy set theories. The comparisons of classification accuracies between the traditional RS and this model were investigated. Given below are the summaries and findings of this paper:
1. This study uses the membership function of Fuzzy C-Means as the basis to define the  value of VPRS. Supposed that there are some attributes for every data, and there are several clusters for every attribute. According to index function max I , the index of a certain attribute is the index of the cluster with maximum membership function value within all clusters of that attribute. The β value acquired by using the Mamdani Implication Relation almost equals to the β value acquired by using the Zadeh Implication Relation, except for the case that the membership function value of a certain conditional attribute for a certain data in the class is less than 0.5. The reason is due to different definitions of their Implication Relations. However; according to the limit of VRPS, the β value should be greater than 0.5, so this study strongly recommends adopting the definition of Zadeh Implication Relation.
2. VPRS is an extension of RS by setting the threshold value β to release the strict definition of approximation boundary in RS. Therefore, the indiscernible classes of VPRS contain all indiscernible classes of RS. The probability of which two objects are indiscernible due to identical clustering indexes would be reduced by increasing the number of conditional attributes or increasing the number of clusters in each attribute. The number of objects in the lower approximation of every classification is possible to be reduced to one in the similar manner. At this time the number of indiscernible class for VPRS and RS would be the same, and the datum in every class is exactly the same, too. When the number of objects in a certain classified group is one, the lower approximation of RS for that classification will be the same with the β-lower approximation of VPRS regardless of the β value. In this case, either by VPRS or RS theory we could not effectively judge if that classification is correct.
3. When the number of conditional attributes or the clustering number of every attribute is reduced, the number of objects in the β-lower approximation of a certain class could be increased, and the number of objects in the β-upper approximation is possible to be decreased. The precision of classifications could be increased in accordance with the definition: , the classification quality could also increase under fixed amount of total objects（U ）and increases the number of objects in the β-lower approximation of a certain class. But when the number of conditional attributes or the clustering number of every attribute is increased till the objects number in every classified group is decreased to a unique value, the β-lower approximation of VPRS will become the same as lower approximation of RS, and the classified precision or classification quality can not be increased any further. 
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