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Le lemme fondamental pour les groupes unitaires
Ge´rard LAUMON∗ et NGOˆ Bao Chaˆu∗∗
Abstract. Let G be an unramified reductive group over a non archimedian local field F . The so-called
Langlands Fundamental Lemma is a family of conjectural identities between orbital integrals for G(F ) and orbital
integrals for endoscopic groups of G. In this paper we prove the Langlands fundamental lemma in the particular
case where F is a finite extension of Fp((t)), G is a unitary group and p> rank(G). Waldspurger has shown
that this particular case implies the Langlands fundamental lemma for unitary groups of rank <p when F is
any finite extension of Qp.
We follow in part a strategy initiated by Goresky, Kottwitz and MacPherson. Our main new tool is a
deformation of orbital integrals which is constructed with the help of the Hitchin fibration for unitary groups
over projective curves.
0. Introduction
0.1. Le lemme fondamental de Langlands et Shelstad
Soient F un corps local non archime´dien de caracte´ristique re´siduelle diffe´rente de 2,
F ′ 〈〈son 〉〉 extension quadratique non ramifie´e et τ l’e´le´ment non trivial du groupe de
Galois de F ′ sur F . On conside`re le groupe unitaire quasi-de´ploye´ G = U(n) sur F dont
le groupe des points rationnels sur F est
G(F ) = {g ∈ GL(n, F ′) | τ∗(tg)Φng = Φn}
ou` la matrice Φn a pour seules entre´es non nulles les (Φn)i,n+1−i = 1.
Soient n = n1 + n2 une partition non triviale et H = U(n1) × U(n2) le groupe
endoscopique de G correspondant.
Soient δ = (δ1, δ2) un e´le´ment semi-simple, re´gulier et elliptique de H(F ) et T =
T1 × T2 ⊂ U(n1) × U(n2) = H son centralisateur ; T1 et T2 sont des tores maximaux
de U(n1) et U(n2) qui sont anisotropes sur F . Fixons un plongement de T comme tore
maximal dans G et notons γ l’image de δ par ce plongement. Supposons que l’e´le´ment
semi-simple et elliptique γ est re´gulier dans G.
L’ensemble des classes de conjugaison dans la classe de conjugaison stable de γ dans
G(F ) est en bijection naturelle λ 7→ γλ avec le groupe fini Λ = Λr = {λ ∈ (Z/2Z)
r |
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2λ1 + . . . + λr = 0} ou` r est le rang du F
′-tore de´ploye´ maximal contenu dans le
centralisateur de γ dans GL(n, F ′). De meˆme l’ensemble des classes de conjugaison dans la
classe de conjugaison stable de δ dans H(F ) est en bijection naturelle λ 7→ δλ = (δλ11 , δ
λ2
2 )
avec le sous-groupe ΛH = Λr1 ×Λr2 de Λ ou` r1 et r2 sont les rangs des F
′-tores de´ploye´s
maximaux contenus dans les centralisateurs de δ1 dans GL(n1, F
′) et δ2 dans GL(n2, F
′).
On a bien suˆr r = r1 + r2. Pour chaque λ ∈ Λ, le centralisateur T
λ de γλ est une forme
inte´rieure de T et est donc isomorphe a` T . De meˆme, pour chaque λ ∈ ΛH ⊂ Λ, le
centralisateur Sλ de δλ est une forme inte´rieure de T et est donc lui aussi isomorphe a`
T .
Notons OF ′ l’anneau des entiers de F
′. Soient K = Kn = G(F ) ∩ GL(n,OF ′) et
KH = Kn1 ×Kn2 les sous-groupes maximaux standard de G(F ) et H(F ). On normalise
les mesures de Haar dg et dh de G(F ) et H(F ) en demandant que K et KH soient de
volume 1. On conside`re les inte´grales orbitales
Oγλ(1K) =
∫
Tλ(F )\G(F )
1K(g
−1γλg)
dg
dtλ
pour λ ∈ Λ et
O
H
δλ(1KH ) =
∫
Sλ(F )\H(F )
1KH (h
−1δλh)
dh
dsλ
pour λ ∈ ΛH . On a fixe´ une mesure de Haar sur T (F ), par exemple celle qui donne le
volume 1 au sous-groupe compact maximal, et on a transporte´, par les isomorphismes
entre Tλ et T et entre Sλ et T signale´s plus haut, cette mesure en la mesure de Haar
dtλ sur Tλ(F ) pour chaque λ ∈ Λ et en la mesure de Haar dsλ sur Sλ(F ) pour chaque
λ ∈ ΛH .
Soit κ : Λ → {±1} le caracte`re dont le noyau est exactement ΛH . On forme
suivant Langlands et Shelstad (cf. [La-Sh]) les combinaisons line´aires d’inte´grales orbitales
suivantes : la κ-inte´grale orbitale
O
κ
γ(1K) =
∑
λ∈Λ
κ(λ)Oγλ(1K)
et l’inte´grale orbitale stable endoscopique
SOHδ (1KH ) =
∑
λ∈ΛH
O
H
δλ(1KH ).
Langlands et Shelstad (cf. [La-Sh]) ont de´fini un facteur de transfert ∆(γ, δ), qui est
le produit d’un signe et de la puissance
|DG/H(γ)|
1
2
du nombre d’e´le´ments du corps re´siduel de F , et ils ont conjecture´ :
3LEMME FONDAMENTAL. — On a l’identite´
O
κ
γ(1K) = ∆(γ, δ) SO
H
δ (1KH ).
Waldspurger a de´montre´ que pour e´tablir cette conjecture pour F une extension finie
de Qp, il suffisait de le faire lorsque F est une extension finie de Fp((t)) (cf. [Wal 1]), et
ce apre`s avoir remplace´ les groupes G et H par leurs alge`bres de Lie (cf. [Hal], [Wal 2],
[Wal 3]).
L’objet de cet article est de terminer la de´monstration du lemme fondamental pour
les groupes unitaires de rang n < p en traitant ce dernier cas : voir le the´ore`me 1.5.1
pour l’e´nonce´ pre´cis.
0.2. Notre strate´gie
Dans la preuve pre´sente´e ici, nous utilisons des ide´es de Goresky, Kottwitz et
MacPherson, et du premier auteur, ide´es qui ont e´te´ introduites dans les travaux
ante´rieurs [G-K-M] et [Lau]. Comme dans [G-K-M] on exprime le facteur de transfert
a` l’aide d’une fle`che en cohomologie e´quivariante de sorte que le lemme fondamental se
de´duit d’un isomorphisme en cohomologie e´quivariante. Comme dans [Lau] on utilise un
argument de de´formation, qui fait 〈〈glisser 〉〉 d’une situation d’intersection tre`s complique´e
vers une situation d’intersection transversale.
Les re´sultats de [G-K-M] dans le cas non ramifie´ pour un groupe re´ductif quelconque,
et de [Lau] dans le cas e´ventuellement ramifie´, mais pour le groupe unitaire uniquement,
supposent de´montre´e une conjecture de purete´ des fibres de Springer. Une telle conjecture
a e´te´ formule´e par Goresky, Kottwitz et MacPherson.
Nous ne savons pas de´montrer cette conjecture, mais nous contournons le proble`me en
de´montrant en fait un autre e´nonce´ de purete´, a` savoir la purete´ d’un faisceau pervers lie´
a` une famille 〈〈universelle 〉〉 de κ-inte´grales orbitales globales. Pour cela nous nous fondons
sur une interpre´tation ge´ome´trique de la the´orie de l’endoscopie de Langlands et Kottwitz
(cf. [Lan] et [Kot 1]) a` l’aide de la fibration de Hitchin ([Hit]). Cette interpre´tation,
de´couverte par le second auteur et pre´sente´e ici uniquement dans le cas des groupes
unitaires, vaut en fait en toute ge´ne´ralite´ (cf. [Ngo]). Enfin, un argument dans l’esprit de
([Lau]) permet de conclure.
0.3. Plan de l’article
Passons brie`vement en revue l’organisation de cet article. Dans le chapitre 1, nous
explicitons l’e´nonce´ du lemme fondamental pour les groupes unitaires, en termes de
comptage des re´seaux qui sont auto-duaux par rapport a` une forme hermitienne et qui
sont stables par une transformation unitaire.
Dans le chapitre 2, nous explicitons la construction de la fibration de Hitchin dans le
cas du groupe unitaire. Nous faisons le lien entre la fibration Hitchin d’un groupe unitaire
et la fibration de Hitchin d’un de ces groupes endoscopiques.
4Dans le chapitre 3, le cœur de ce travail, nous de´montrons une identite´ globale, que
l’on devrait pouvoir identifier a` une identite´ globale qui apparaˆıt dans la stabilisation
de la formule des traces. L’e´nonce´ principal de ce chapitre est le the´ore`me 3.9.3. On le
de´montre a` l’aide d’un isomorphisme en cohomologie e´quivariante. Comme nous l’avons
mentionne´ plus haut, l’isomorphisme en cohomologie e´quivariante que nous construisons
est analogue a` celui construit ante´rieurement dans [G-K-M]. Comme nous l’avons de´ja`
dit notre construction s’appuie sur un e´nonce´ de purete´, de´montre´ dans le paragraphe
3.2, et d’un argument de de´formation.
Dans le chapitre 4, nous expliquons comment passer d’une situation locale donne´e, a`
une situation globale du type de celle conside´re´e dans le chapitre 3. Ici, l’outil de base est
un the´ore`me de Bertini rationnel 4.4.1, de´montre´ par Gabber ([Gab]) et Poonen ([Poo]).
Le comptage de la section (4.6) est analogue a` celui du the´ore`me (15.8) de [G-K-M].
Enfin, dans un appendice, nous de´montrons une variante A.1.2 du the´ore`me de
localisation d’Atiyah-Borel-Segal. Puis nous pre´sentons le calcul de la cohomologie
e´quivariante d’un fibre´ en droites projective et d’un fibre´ en droites projectives pince´es.
Nous de´montrons dans le dernier appendice une formule de points fixes.
0.4. Pre´cautions d’emploi de nos re´sultats
Dans ce travail nous avons admis certains re´sultats sur la cohomologie ℓ-adique des
champs alge´briques.
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1. Inte´grales orbitales et comptage de re´seaux
1.1. Les donne´es
Pour tout corps local non archime´dien K on note OK son anneau des entiers, ̟K une
uniformisante de K et vK : K
× → Z la valuation discre`te normalise´e par vK(̟K) = 1.
Pour toute extension finie L de K, on note TrL/K : L→ K et NrL/K : L
× → K× les
trace et norme correspondantes.
Soient F un corps local non archime´dien d’e´gales caracte´ristiques diffe´rentes de 2,
k = Fq son corps re´siduel et F
′ son extension quadratique non ramifie´e de F (de corps
re´siduel Fq2).
On se donne une famille finie (Ei)i∈I d’extensions finies se´parables de F qui sont
toutes disjointes de F ′ et, pour chaque i ∈ I, un e´le´ment γi de l’extension compose´e
E′i = EiF
′. On note ni le degre´ de Ei sur F et τ l’e´le´ment non trivial des groupes de
5Galois
Gal(F ′/F ) ∼= Gal(E′i/Ei).
On suppose que, pour chaque i ∈ I, γi engendre E
′
i sur F
′, γi ∈ OE′
i
et
γτi + γi = 0.
On suppose de plus que pour tous i 6= j dans I les polynoˆmes minimaux Pi(T ) et Pj(T )
sur F ′ de γi et γj sont premiers entres eux. On suppose enfin que la caracte´ristique de k
est > n =
∑
i∈I ni.
Le tore T de l’introduction est alors le tore anisotrope sur F dont le groupe des
F -points est
T (F ) =
∏
i∈I
{x ∈ E′i | x
τx = 1}
et γ est vu comme un point sur F de l’alge`bre de Lie de ce tore.
1.2. Invariants nume´riques
Pour chaque i ∈ I, le polynoˆme minimal Pi(T ) de γi ∈ OE′
i
sur F ′ est un polynoˆme
unitaire de degre´ ni a` coefficients dans OF ′ . Comme γ
τ
i = −γi, on a de plus P
τ
i (T ) =
(−1)niPi(−T ).
On note δi la dimension sur k de OE′
i
/OF ′ [γi], c’est-a`-dire la co-longueur de OF ′ [γi]
comme sous-OF ′ -re´seau de OE′
i
. D’apre`s Gorenstein, le conducteur ai ⊂ OF ′ [γi] ⊂ OE′
i
de OE′
i
dans OF ′ [γi] est de co-longueur δi comme sous-OF ′ -re´seau de OF ′ [γi] et est donc
e´gal a`
ai = ̟
2δiei
ni
Ei
OE′
i
ou` ei est l’indice de ramification de Ei sur F .
Puisque l’extension Ei/F est de degre´ ni < p, a fortiori premier a` p, la diffe´rente
DEi/F est e´gale a` l’ide´al ̟
ei−1
Ei
OEi de OEi d’apre`s la proposition 13, §6, ch. III, de [Ser].
De meˆme, la diffe´rente DE′
i
/F ′ est e´gale a` l’ide´al ̟
ei−1
Ei
OE′
i
de OE′
i
. En utilisant loc. cit.
Cor. 1, on a donc
vE′
i
(
dPi
dT
(γi)
)
=
2δiei
ni
+ ei − 1.
Pour tous i 6= j dans I, le re´sultant Res(Pi, Pj) ∈ F
′ est non nul puisque les polynoˆmes
Pi(T ) et Pj(T ) sont premiers entre eux. C’est donc un e´le´ment non nul de OF ′ . On a de
plus Res(Pi, Pj)
τ = (−1)ninj Res(Pi, Pj). La valuation rij ≥ 0 de Res(Pi, Pj) est e´gale a`
rij =
nivE′
i
(Pj(γi))
ei
=
njvE′
j
(Pi(γj))
ej
.
Elle est aussi e´gale a` l’indice du OF ′-re´seau OF ′ [γi ⊕ γj ] ⊂ E
′ comme sous-re´seau de
OF ′ [γi]⊕ OF ′ [γj] ⊂ E
′. De plus, on a
Pj(γi)OF ′ [γi]⊕ Pi(γj)OF ′ [γj] ⊂ OF ′ [γi ⊕ γj ] ⊂ OF ′ [γi]⊕ OF ′ [γj ]
6puisque Pi(γi⊕γj) = 0⊕Pi(γj) et Pj(γi⊕γj) = Pj(γi)⊕0, et l’indice de Pj(γi)OF ′ [γi]⊕
Pi(γj)OF ′ [γj] dans OF ′ [γi ⊕ γj ] est aussi e´gal a` rij .
Pour toute partie J de I on note EJ =
⊕
i∈J Ei et E
′
J =
⊕
i∈J E
′
i. Ce sont des
espaces vectoriels de dimension nJ =
∑
i∈J ni sur F et F
′ respectivement. On note
aussi OEJ =
⊕
i∈J OEi et OE′J =
⊕
i∈J OE′i
. Soit γJ ∈ OE′
J
l’e´le´ment γJ = ⊕i∈Jγi. La
sous-OF ′ -alge`bre OF ′ [γJ ] de OE′
J
est de co-longueur
δJ =
∑
i∈J
δi +
1
2
∑
i6=j∈J
rij
dans OE′
J
.
Soit aJ ⊂ OF ′ [γJ ] ⊂ OE′
J
le conducteur de OE′
J
dans OF ′ [γJ ]. D’apre`s Gorenstein, aJ
est de co-longueur δJ dans OF ′ [γJ ] et est e´gal a`
aJ = ̟
a
J
EJ
OE′
J
ou` aJ = (ai)i∈J est la famille des entiers
ai =
(
2δi +
∑
j∈J−{i} rij
)
ei
ni
et ou` on a pose´ ̟
a
J
E′
J
= ⊕i∈J̟
ai
E′
i
.
1.3. Formes hermitiennes
On rappelle que le groupe F×/NrF ′/F (F
′×) est le groupe a` deux e´le´ments engendre´
par la classe de n’importe quelle uniformisante ̟F de F . On l’identifie a` Z/2Z dans la
suite.
Pour chaque i ∈ I et chaque ci ∈ E
×
i , on munit le F
′-espace vectoriel E′i de la forme
hermitienne
Φi,ci : E
′
i ×E
′
i → F
′, (x, y) 7→ TrE′
i
/F ′(cix
τy).
Si dEi/F est le discriminant de Ei/F , c’est-a`-dire l’ide´al
dEi/F = NrEi/F (DEi/F )
de OF , le discriminant de Φci est la classe λi(ci) ∈ Z/2Z de l’e´le´ment
NrEi/F (ci)x ⊂ F
×
dans F×/NrF ′/F (F
′×) pour n’importe quel ge´ne´rateur x de l’ide´al dEi/F . Comme ni est
premier a` la caracte´ristique re´siduelle par hypothe`se, on a
dEi/F = ̟
ni
ei−1
ei
F OF
7et
λi(ci) ≡ vF (NrEi/F (ci)) + ni −
ni
ei
=
nivEi(ci)
ei
+ ni −
ni
ei
(mod 2).
Plus ge´ne´ralement, pour chaque partie J de I et chaque cJ = (ci)i∈J ∈ E
×
J , on munit
le F ′-espace vectoriel E′J de la forme hermitienne
ΦJ,cJ = ⊕i∈JΦi,ci : E
′
J × E
′
J → F
′.
Le discriminant de ΦJ,cJ est la somme∑
i∈J
λi(ci) ∈ Z/2Z
des discriminants des Φi,ci .
1.4. Re´seaux auto-duaux
Pour chaque partie J de I et chaque cJ ∈ E
×
J , on conside`re l’ensemble
{MJ ⊂ E
′
J |M
⊥cJ
J =MJ et γJMJ ⊂MJ}
des OF ′ -re´seaux MJ de E
′
J qui sont a` la fois auto-duaux pour ΦJ,cJ et stables par γJ . Ici
on a note´
M
⊥cJ
J = {x ∈ E
′
J | ΦJ,cJ (x,MJ) ⊂ OF ′}
l’orthogonal de MJ pour la forme hermitienne ΦJ,cJ .
LEMME 1.4.1. — Pour chaque partie J de I et chaque cJ ∈ E
×
J , l’ensemble de re´seaux
ci-dessus est un ensemble fini.
De´monstration : Pour tout re´seau dans cet ensemble, on a
aJMJ ⊂MJ ⊂ OE′
J
MJ
et
(OE′
J
MJ )
⊥cJ ⊂MJ ⊂ (aJMJ )
⊥cJ .
Or on a OE′
J
MJ = ̟
−mJ
E′
J
OE′
J
pour une famille d’entiers mJ = (mi)i∈J indexe´e par
J , et donc aJMJ = ̟
a
J
−m
J
E′
J
OE′
J
, (OE′
J
MJ)
⊥cJ = ̟
m
J
EJ
(OE′
J
)⊥cJ = ̟
−b
J
+m
J
EJ
OE′
J
et
(aJMJ)
⊥cJ = ̟
−a
J
+m
J
EJ
(OE′
J
)⊥cJ = ̟
−a
J
−b
J
+m
J
EJ
OE′
J
ou` bJ = (bi)i∈J est la famille
d’entiers de´finie par c−1i D
−1
Ei/F
= ̟−biEi OEi . On en de´duit que
bi ≤ 2mi ≤ 2ai + bi, ∀i ∈ J,
8et que
̟
a
J
−
b
J
2
E′
J
OE′
J
⊂MJ ⊂ ̟
−a
J
−
b
J
2
E′
J
OE′
J
,
d’ou` le lemme. 
L’ensemble des re´seaux MJ de E
′
J qui sont a` la fois auto-duaux pour ΦJ,cJ et stables
par γJ , admet encore la description suivante qui est le point de de´part de ce travail.
Conside´rons la OF ′-alge`bre AJ = OF ′ [γJ ] = OF ′ [T ]/(PJ(T )) munie de l’involution qui
induit τ sur OF ′ et qui envoie T sur −T . Alors, E
′
J est l’anneau total des fractions de
AJ et les OF ′-re´seaux MJ ⊂ E
′
J tels que γJMJ ⊂MJ ne sont rien d’autre que les ide´aux
fractionnaires de AJ . Un tel ide´al fractionnaire admet un inverse
M−1J = {m ∈ E
′
J | xMJ ⊂ AJ}.
LEMME 1.4.2. — Pour tout cJ ∈ E
×
J , l’orthogonal du OF ′-re´seau AJ ⊂ E
′
J relativement
a` la forme hermitienne ΦJ,cJ est
(AJ)
⊥cJ =
(
⊕i∈J
1
ci
dPi
dT
(γi)PJ−{i}(γi)
)
AJ ⊂ E
′
J .
Plus ge´ne´ralement, pour tout cJ ∈ E
×
J et tout ide´al fractionnaire MJ de AJ on a la
relation
M
⊥cJ
J =
(
⊕i∈J
1
ci
dPi
dT (γi)PJ−{i}(γi)
)
M−1J .
De´monstration : Voir la de´monstration de la proposition 11, §6, ch. III, de [Ser]. 
En particulier, si on note
c0J,i =
εnJ−1
dPi
dT
(γi)PJ−{i}(γi)
∈ E×i , ∀ i ∈ J,
ou` ε est un e´le´ment de Fq2 ⊂ F
′ tel que ετ = −ε, on a c0J = (c
0
J,i)i∈J ∈ E
×
J et le
OF ′ -re´seau AJ ⊂ E
′
J est auto-dual pour la forme hermitienne ΦJ,c0J .
LEMME 1.4.3. — On a
λ0J,i := λi(c
0
J,i) ≡
∑
j∈J−{i}
rji (mod 2)
pour toute partie J de I et tout i ∈ J .
9De´monstration : On a vu que
λi(c
0
J,i) ≡
nivEi(c
0
J,i)
ei
+ ni −
ni
ei
(mod 2).
Or
vE′
i
(
dPi
dT
(γi)PJ−{i}(γi)
)
=
2δiei
ni
+ ei − 1 +
∑
j∈J−{i}
eirji
ni
.
d’ou` le lemme. 
1.5. E´nonce´ du lemme fondamental
Pour chaque J ⊂ I et pour chaque cJ tel que
∑
i∈J λi(ci) = 0, le cardinal de l’ensemble
fini de re´seaux
O
cJ
γJ
= |{MJ ⊂ E
′
J |M
⊥cJ
J =MJ et γJMJ ⊂MJ}|
ne de´pend que de λJ (cJ ) = (λi(ci))i∈J . Soit ΛJ = {λJ ∈ (Z/2Z)
J |
∑
i∈J λi = 0}. Pour
chaque λJ ∈ ΛJ on peut donc noter
O
λJ
γJ = O
cJ
γJ
pour n’importe quel cJ tel que λJ (cJ) = λJ .
En fait OλJγJ est une inte´grale orbitale. Plus pre´cise´ment, choisissons cJ ∈ E
×
J tel que
λJ (cJ ) = λJ . Comme le discriminant de ΦJ,cJ est e´gal a` 1, le F
′-espace vectoriel hermitien
(E′J ,ΦJ,cJ ) est isomorphe au F
′-espace hermitien standard (F ′nJ ,ΦnJ ). Choisissons un
tel isomorphisme et conside´rons le plongement de l’alge`bre de Lie de
TJ (F ) =
∏
i∈J
{x ∈ E′i | x
τx = 1}
dans l’alge`bre de Lie u(nJ) de U(nJ) qu’il induit. La classe de G(F )-conjugaison de
l’image γλJJ de γJ par ce dernier plongement ne de´pend pas des choix que l’on vient
de faire. Alors, OλJγJ est pre´cise´ment l’inte´grale orbitale de la fonction caracte´ristique du
compact maximal standard KnJ de u(nJ)(F )
Soit I = I1 ∐ I2 une partition de I. La donne´e de cette partition e´quivaut a` la donne´e
d’un caracte`re
κI1,I2 : ΛI → {±1}
a` savoir le caracte`re κ de´fini par
κ(λI) = (−1)
∑
i∈I1
λi
= (−1)
∑
i∈I2
λi
.
10
On a alors la 〈〈κ-inte´grale orbitale 〉〉
O
κ
γ =
∑
λI∈ΛI
κ(λI − (λ
0
I1
, λ0I2))O
λI
γ
et l’〈〈 inte´grale orbitale endoscopique stable 〉〉
SOHγ =
∑
λI1∈ΛI1
λI2∈ΛI2
O
λI1
γI1
×O
λI2
γI2
.
L’objet de cet article est de de´montrer le the´ore`me suivant conjecture´ par Langlands
et Shelstad (cf. [La-Sh]) et appele´ par eux le 〈〈 lemme fondamental pour les groupes
unitaires 〉〉 (ou plutoˆt sa variante alge`bre de Lie).
THE´ORE`ME 1.5.1. — Sous les hypothe`ses pre´ce´dentes, on a la relation
O
κ
γ = (−1)
rqr SOHγ
ou` on a pose´
r = rI1,I2 =
∑
i1∈I1
i2∈I2
ri1,i2 .
En faisant passer le terme (−1)rqr de l’autre coˆte´ de l’e´galite´, on fait apparaˆıtre dans
l’expression de la κ-inte´grale orbitale comme combinaison line´aire d’inte´grales orbitales,
des coefficients
κ(λI − (λ
0
I1 , λ
0
I2))(−1)
rq−r
qui sont e´gaux aux facteurs de transfert de Langlands-Shelstad (cf. [La-Sh]), d’apre`s des
calculs Waldspurger valables pour tous les groupes classiques (cf. la proposition X.8 de
[Wal 4]). Ces facteurs sont aussi les meˆmes que ceux de´finis par Kottwitz a` l’aide des
sections de Kostant (cf. [Kot 2]).
2. Fibration de Hitchin
2.1. Sche´mas en groupes unitaires et fibre´s hermitiens
On fixe une courbe projective, lisse et ge´ome´triquement connexe X sur k = Fq, de
genre ge´ome´trique g ≥ 1, et un reveˆtement e´tale, galoisien, de degre´ 2, π : X ′ → X ,
dont l’espace total X ′ est donc une courbe projective et lisse que l’on suppose aussi
ge´ome´triquement connexe. On note τ l’e´le´ment non trivial du groupe de Galois de X ′
sur X .
On fixe un entier n ≥ 1 et l’on suppose que la caracte´ristique de k est > n, et impaire
si n = 1.
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On munit le fibre´ vectoriel trivial O⊕nX′ de rang n ≥ 1 sur X
′ de la forme hermitienne
Φn : O
n
X′ × O
n
X′ → OX′
dont la matrice Φn a pour seules entre´es non nulles les (Φn)i,n+1−i = 1.
On de´finit alors le sche´ma en groupes unitaires G sur X par
G(S) = {g ∈ GLn(H
0(X ′S,OX′S )) | τ
∗(tg)Φng = Φn}
ou` pour tout X-sche´ma S, on a note´ par un indice S le changement de base par le
morphisme structural S → X .
Le X ′-sche´ma en groupes GX′ = X
′×π,XG n’est autre que GLn,OX′ puisque X
′×XX
′
est la somme disjointe de deux copies de X ′, τ e´changeant ces deux copies.
Il s’en suit que la restriction de G au comple´te´ formel Spf(Ox) de X en un point ferme´
x est isomorphe a` GLn,Ox si x est de´compose´ dans X
′. Par contre, si x est inerte dans
X ′, cette restriction est un sche´ma en groupes unitaires non ramifie´.
Le choix de la forme hermitienne Φn assure que G est quasi-de´ploye´ : le drapeau
standard
(0) ⊂ OX′ ⊂ O
⊕2
X′ ⊂ · · · ⊂ O
⊕n
X′
est auto-dual et de´finit donc un X-sche´ma en sous-groupes de Borel de G.
Pour tout X-sche´ma S, un GS-torseur peut se de´crire concre`tement comme un fibre´
hermitien (E,Φ) de rang n forme´ d’un fibre´ vectoriel E de rang n sur X ′S muni d’une
forme hermitienne non de´ge´ne´re´e, c’est-a`-dire d’un isomorphisme
Φ : E
∼
−→ τ∗SE
∨
dont le transpose´ tΦ est e´gal a` τ∗SΦ. On a note´ E
∨ = HomOX′
S
(E,OX′
S
) le fibre´ vectoriel
dual de E. Pour abre´ger nous appellerons parfois la donne´e d’un tel isomorphisme Φ une
structure unitaire sur le fibre´ vectoriel E. Le GS-torseur correspondant est
T = IsomOX′
S
((OnX′ ,Φn), (E,Φ))
muni de l’action e´vidente a` droite de GS .
2.2. Paires de Hitchin
A` tout GS-torseur T comme ci-dessus on peut associer le fibre´ vectoriel ad(T) sur
S de´duit de T par la repre´sentation adjointe de G. Si T correspond au fibre´ hermitien
(E,Φ), ad(T) n’est autre que le sous-fibre´ vectoriel de rang n2 de πS,∗ EndOX′
S
(E) forme´
des endomorphismes hermitiens de (E,Φ).
Soit D un diviseur effectif sur X de degre´ ≥ g + 1.
Pour chaque entier i, on note (−)(iD) le foncteur (−)⊗OX OX (iD) de la cate´gorie des
OS -Modules dans elle-meˆme sur n’importe quel X-sche´ma S.
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Une paire de Hitchin sur un k-sche´ma S (a` valeurs dans 2D) est un couple (T, θ) ou`
T est un GS×kX -torseur et ou`
θ ∈ H0(S ×k X, ad(T)(2D)).
En termes concrets, une paire de Hitchin sur un k-sche´ma S a` valeurs dans 2D est un
triplet, dit aussi de Hitchin, (E,Φ, θ) ou` (E,Φ) est un fibre´ hermitien de rang n sur S×kX
′
et ou`
θ : E → E(2D)
est un homomorphisme de fibre´s vectoriels sur S ×k X
′ tel que
Φ(2D) ◦ θ + τ∗(tθ)(2D) ◦ Φ = 0.
On conside`re le k-champ M classifiant ces paires.
PROPOSITION 2.2.1. — Le k-champ M est alge´brique et localement de type fini sur k.
De´monstration : On sait que le champ des fibre´s vectoriels E de rang n sur X ′ est
alge´brique localement de type fini sur k. Pour prouver la proposition, il suffit donc de
montrer que les morphismes d’oubli
(E,Φ) 7→ E
et
(E,Φ, θ) 7→ (E,Φ)
sont repre´sentables et de type fini, ce qui est e´vident. 
2.3. Section de Kostant
Soient K ′/K une extension quadratique de corps de caracte´ristique diffe´rente de 2 et
a 7→ a l’e´le´ment non trivial du groupe de Galois de K ′/K. Conside´rons le groupe unitaire
G = {g ∈ GLn(K
′) | tgΦng = Φn}
et son alge`bre de Lie
g = {ξ ∈ gln(K
′) | tξΦn + Φnξ = 0}.
Le polynoˆme caracte´ristique
Tn + a1T
n1 + · · ·+ an ∈ K
′[T ]
de tout ξ ∈ g ve´rifie ne´cessairement
ai = (−1)
iai, ∀i = 1, . . . , n.
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Kostant a de´fini une classe de section
n⊕
i=1
{a ∈ K ′ | a = (−1)ia} → g
du morphisme polynoˆme caracte´ristique.
En voici un exemple. Dans l’anneau de polynoˆmes Z[ 1
2
][a1, . . . , an] muni de la gradu-
ation pour laquelle ai est de degre´ i quel que soit i = 1, . . . , n, il existe des e´le´ments
b1 =
a1
2
, b2 =
a2
2
−
a21
8
, b3 =
a3
2
−
a1a2
4
+
a31
16
, . . . , bi =
ai
2
+ ci(a1, . . . , ai−1), . . .
tels que bi soit homoge`ne de degre´ i quel que soit i = 1, . . . , n et que la matrice
−b1 −b2 · · · · · · −bn−1 −2bn
1 0 · · · · · · 0 −bn−1
0
. . .
. . .
...
...
...
. . .
. . .
. . .
...
...
...
. . .
. . . 0 −b2
0 · · · · · · 0 1 −b1

ait pour polynoˆme caracte´ristique
Tn + a1T
n1 + · · ·+ an.
L’application
n⊕
i=1
{a ∈ K ′ | a = (−1)ia} → g
qui envoie (a1, . . . , an) sur la matrice ci-dessus est une section de Kostant.
2.4. Morphisme de Hitchin
L’espace de Hitchin A est le k-sche´ma affine naturellement associe´ au sous-k-espace
vectoriel
n⊕
i=1
H0(X ′,OX′(2iD))
τ∗=(−1)i ⊂
n⊕
i=1
H0(X ′,OX′(2iD)).
Si on note
π∗OX′ = OX ⊕ L
la de´composition en sous-OX -Modules propres pour l’automorphisme τ
∗, A est encore le
k-sche´ma affine naturellement associe´ au k-espace vectoriel
n⊕
i=1
H0(X, (LD)
⊗i)
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ou` on a pose´ LD = L(2D) (puisque L
⊗2 est canoniquement isomorphe a` OX).
On de´finit la caracte´ristique d’un triplet de Hitchin (E,Φ, θ) sur un k-sche´ma S comme
le S-point de A suivant : pour chaque entier i = 1, . . . , n, on conside`re la trace de
l’homomorphisme
∧iθ :
i∧
OX′
S
E →
( i∧
OX′
S
E
)
(2iD)
qui est une section globale de OX′
S
(2iD) ; on a
τ∗(tr∧iθ) = (−1)i tr∧iθ
puisque Φ(2D) ◦ θ + (τ∗ tθ)(2D) ◦ Φ = 0, et ⊕ni=1(−1)
i tr∧iθ est donc un S-point de A.
Ci-dessus on a note´ X ′S = S ×k X
′
Le morphisme de Hitchin est le morphisme de champs alge´briques
f : M → A
qui associe a` chaque triplet de Hitchin (E,Φ, θ) sa caracte´ristique.
Pour tout choix d’une section de Kostant comme dans (2.3), on a une section
correspondante du morphisme de Hitchin, que l’on appelle encore section de Kostant.
Cette dernie`re section associe a` tout point a de A le triplet (E,Φ, θ) ou` E =
⊕n
i=1 OX′((n+
1−2i)D), ou` Φ a pour matrice Φn et ou` θ est donne´ par la matrice de Kostant ci-dessus.
2.5. Courbes spectrales
Rappelons la construction de la courbe spectrale associe´e a` un S-point a de A (cf.
[B-N-R]).
Soit p : Σ = P(OX ⊕ (LD)
⊗−1) → X la comple´tion projective du fibre´ en droites
p◦ : Σ◦ = V((LD)
⊗−1)→ X dont les sections sont celles de LD ; c’est un fibre´ en droites
projectives. On a p∗OΣ(1) = OX ⊕ (LD)
⊗−1 et la section (1, 0) de cette image directe
de´finit donc une section globale V de OΣ(1) ; de meˆme, on a p∗(OΣ(1) ⊗OΣ p
∗LD) =
LD ⊕ OX et la section (0, 1) de cette image directe de´finit une section globale U de
OΣ(1)⊗OΣ p
∗LD. Le couple (U ;V ) est un syste`me de coordonne´es homoge`nes relatives
sur Σ ; le lieu des ze´ros de U (resp. V ) est la section nulle P(OX) ⊂ Σ
◦ (resp. la section
a` l’infini P((LD)
⊗−1) = Σ−Σ◦) de Σ◦.
Si a = ⊕ni=1ai est un point de A a` valeurs dans un k-sche´ma S, on a la section
Un + (p∗a1)V U
n−1 + · · ·+ (p∗an)V
n
de OS ⊠k (OΣ(n) ⊗OΣ p
∗(LD)
⊗n) dont le lieu des ze´ros est une S-courbe projective Ya
trace´e sur la S-surface projective ΣS = S ×k Σ. Cette courbe est par construction un
reveˆtement ramifie´ de degre´ n de XS = S ×k X par la restriction pa : Ya → XS a` Ya de
la projection pS : ΣS → XS.
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On remarquera que la courbe spectrale Ya ne coupe pas la section infini et est
par conse´quent entie`rement contenue dans la carte Σ◦S = S ×k Σ
◦ = {V 6= 0} =
V(OS ⊠k (LD)
⊗−1). C’est donc aussi le lieu des ze´ros dans Σ◦S de la section
un + ((p◦)∗a1)u
n−1 + · · ·+ ((p◦)∗an)
de OS ⊠k (p
◦)∗(LD)
⊗n ou` u = U
V
. En particulier, la OXS -Alge`bre pa,∗OYa est isomorphe
a`
(OS ⊠k SymOX ((LD)
⊗−1))/Ia
ou` Ia est l’Ide´al engendre´ par l’image de l’homomorphisme
OS ⊠k (LD)
⊗−n →
n⊕
i=0
OS ⊠k (LD)
⊗−i ⊂ OS ⊠k SymOX ((LD)
⊗−1)
de composantes (an, an−1, . . . , a1, 1).
On note D(a) le discriminant de la caracte´ristique a, c’est-a`-dire le re´sultant du
polynoˆme
un + a1u
n−1 + · · ·+ an
et de sa de´rive´e
nun−1 + (n− 1)a1u
n−2 + · · ·+ an−1;
c’est une section globale de (LD)
⊗n(n−1).
En fait, on a une courbe spectrale universelle
Y ⊂ Σ×k Ay
A
 
 
 	
dont le changement de base par a : S → A est Ya. Le morphisme Y → A est projectif,
plat, localement d’intersection comple`te, purement de dimension relative 1. Sa fibre la
plus mauvaise est celle en a = 0 ∈ A : c’est le lieu des ze´ros de Un, c’est-a`-dire la section
nulle de Σ◦ → X compte´e avec multiplicite´ n.
LEMME 2.5.1. — Pour tout point ge´ome´trique a de A les conditions suivantes sont
e´quivalentes (on rappelle que p > n) :
(i) la courbe spectrale Ya est re´duite,
(ii) le reveˆtement Ya → X est e´tale au-dessus du point ge´ne´rique de X,
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(iii) le discriminant D(a) n’est pas identiquement nul. 
Le plus grand ouvert Ared ⊂ A au-dessus duquel Y → A est a` fibres ge´ome´triquement
re´duites est donc l’ouvert des a tels que D(a) n’est pas identiquement nul.
Ce lieu contient l’ouvert l’ouvert Alisse au-dessus duquel Y → A est lisse.
Ces lieux sont non vides de`s que (LD)
⊗n admet une section an qui n’a que des ze´ros
simples puisqu’alors la courbe spectrale Ya ou` a = 0 ⊕ · · · ⊕ 0 ⊕ an est lisse. D’apre`s le
the´ore`me de Riemann-Roch et le the´ore`me de Bertini, ces lieux sont donc non vides de`s
que (LD)
⊗n est tre`s ample, c’est-a`-dire de`s que 2n deg(D) ≥ 2g + 1.
PROPOSITION 2.5.2. — La restriction Mred de M au-dessus de l’ouvert Ared ⊂ A est
lisse sur Fq.
De´monstration : Soit (E,Φ, θ) un triplet de Hitchin dont la caracte´ristique a est dans
l’ouvert Ared de A. Pour alle´ger les notations nous supposons dans la suite qu’il s’agit
d’un k-point de M, mais l’argument est ge´ne´ral.
La fibre en ce point du complexe tangent a` M est le complexe RΓ(X,K) ou`
K = [(π∗ EndOX′ (E))
τ∗=−1 → (π∗ EndOX′ (E))
τ∗=−1 ⊗OX LD]
est un complexe parfait concentre´ en degre´s 0 et 1, avec pour diffe´rentielle l’application
ξ → [θ, ξ]. Il s’agit de voir que H2(X,K) = (0).
En utilisant la forme de Killing, on peut identifier le dual du complexe K au complexe
K ⊗OX L
⊗−1
D . Par dualite´ de Serre on est donc ramene´ a` de´montrer que
H0(X,H0(K)⊗OX L
⊗−1
D ⊗OX Ω
1
X/k) = (0).
Or
H0(K) = (π∗p
′
a,∗ EndOY ′a
(F))τ
∗=−1
ou` (F, ι) ∈ P a(k) est le point correspondant a` (E,Φ, θ). Soit ρ : Y˜a → Ya la normalisation
de la courbe re´duite Ya et ρ
′ : Y˜ ′a = X
′ ×X Y˜a → Y
′
a son changement de base par π. On
a une injection naturelle
EndOY ′a
(F) →֒ ρ′∗OY˜ ′a
.
En effet, si A est un anneau local de Y ′a et si A˜ est la normalisation de A dans son anneau
total des fractions Frac(A), pour tout A-module M sans torsion de rangs ge´ne´riques 1,
on a
A ⊂ EndA(M) ⊂ EndFrac(A)(Frac(A)⊗A M) = Frac(A)
et donc EndA(M) ⊂ A˜ puisque EndA(M) est de type fini sur A. Par suite
H0(K) ⊂ (π∗p
′
a,∗ρ
′
∗OY˜ ′a
)τ
∗=−1 ⊂ π∗p
′
a,∗ρ
′
∗OY˜ ′a
et
H0(X,H0(K)⊗OX L
⊗−1
D ⊗OX Ω
1
X/k) ⊂ H
0(Y˜ ′a , ρ
′∗p′∗a π
∗Ω1X/k(−2D))
est nul puisque le degre´ de Ω1X/k(−2D) est strictement ne´gatif par hypothe`se sur D. 
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Remarque : La proposition ci-dessus pourrait aussi se de´duire d’un re´sultat de Fantchi,
Go¨ttsche et van Straten (cf. la section A de [F-G-S]). 
LEMME 2.5.3. — Soient a un point ge´ome´trique de Ared et Z une composante
irre´ductible de Ya. Alors, il existe un unique entier m compris entre 1 et n et une famille
unique de sections bj ∈ κ(a)⊗k H
0(X, (LD)
⊗j), j = 1, . . .m, tels que Z soit le diviseur
de Cartier sur V((LD)
⊗−1) de´fini par l’e´quation
um + ((p◦)∗b1)u
m−1 + · · ·+ ((p◦)∗bm) = 0.
De´monstration : Notons simplement L la fibre de LD au point ge´ne´rique de κ(a)⊗kX .
Comme Z est un reveˆtement fini ge´ne´riquement e´tale de κ(a)⊗k X de degre´ m compris
entre 1 et n, la the´orie de Galois assure qu’il existe des uniques bj ∈ L
⊗j et des uniques
ck ∈ L
⊗k tels que
un + a1u
n−1 + · · ·+ an = (u
m + b1u
m−1 + · · ·+ bn)(u
n−m + c1u
n−m−1 + · · ·+ cn−m).
Il ne reste plus qu’a` ve´rifier que chaque bj est en fait dans κ(a)⊗kH
0(X, (LD)
⊗j) ⊂ L⊗j .
Il revient au meˆme de se donner la section globale ai de (LD)
⊗i ou de se donner une
section
ai : κ(a)⊗k X → κ(a)⊗k V((LD)
⊗−i)
de la projection canonique, ou encore de se donner un morphisme
ai : κ(a)⊗k V(LD)→ A
1
κ(a)
qui est Gm,κ(a)-e´quivariant au sens ou` ai(tv) = t
iai(v). Par suite, la donne´e de a e´quivaut
a` celle d’un morphisme Gm,κ(a)-e´quivariant
κ(a)⊗k V(LD)→ A
n
κ(a)
et on cherche a` factoriser ce morphisme en
κ(a)⊗k V(LD)→ A
m
κ(a) ×κ(a) A
n−m
κ(a) → A
n
κ(a)
ou` la seconde fle`che envoie ((y1, . . . , ym), (z1, . . . , zn−m)) sur les coefficients (y1+ z1, y2+
z2+y1z1, · · · , ymzn) du polynoˆme produit (T
m+y1T
m−1+· · ·+ym)(T
n−m+z1T
n−m−1+
· · ·+ zn−m).
Or cette seconde fle`che est un reveˆtement (ramifie´) fini qui est Gm,κ(a)-e´quivariant et
on a de´ja` une factorisation au dessus du point ge´ne´rique de κ(a) ⊗k X par l’argument
de the´orie de Galois qui pre´ce`de. Par suite, on a par changement de base un reveˆtement
fini Gm,κ(a)-e´quivariant de κ(a)⊗k V(LD) est une section de ce reveˆtement au-dessus du
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point ge´ne´rique de κ(a)⊗k X . En prenant l’adhe´rence Z de cette section, on obtient un
morphisme Gm,κ(a)-e´quivariant
Z → κ(a)⊗k V(LD)
qui est fini et un isomorphisme au-dessus du point ge´ne´rique de κ(a) ⊗k X . Un tel
morphisme est ne´cessairement un isomorphisme puisque κ(a)⊗k V(LD) est normal. 
2.6. Champs de Picard
Pour tout S-point a de Ared, on note πa : Y
′
a = X
′ ×X Ya → Ya le reveˆtement double
e´tale de´duit du reveˆtement double e´tale π : X ′ → X et p′a : Y
′
a → X
′ la projection
canonique. L’involution τ de X ′ au-dessus de X induit une involution note´e encore τ de
Y ′a au-dessus de Ya.
Le champ de Picard relatif de la S-courbe Y ′a (a` fibres ge´ome´triquement re´duites) est
le champ des OY ′a -Modules inversibles. C’est un champ alge´brique localement de type
fini sur S que l’on note PicY ′a/S. Ce champ est naturellement muni d’une structure de
groupe induite par le produit tensoriel. En fait, c’est une Gm-gerbe sur le sche´ma en
groupes de Picard relatif de Y ′a/S qui existe sous nos hypothe`se. Le champ PicY ′a/S est
de plus muni d’une involution compatible a` sa structure de groupe, qui envoie F sur
F⊗−1 = HomOY ′a
(F,OY ′a).
Le champ de Picard compactifie´ relatif de Y ′a est le champ des OY ′a -Modules cohe´rents
F sans torsion de rang 1, c’est-a`-dire S-plats et dont la restriction a` chaque fibre de
Y ′a → S est partout sans torsion et de rang 1 en chaque point ge´ne´rique. C’est un champ
alge´brique localement de type fini sur S que l’on note PicY ′a/S. Il contient PicY ′a/S comme
un ouvert qui est dense fibre a` fibre de sa projection sur S puisque Y ′a est plonge´e dans
une surface relative sur S (cf. [Reg] et [A-I-K]). Le champ PicY ′a/S est naturellement muni
d’une action de PicY ′a/S qui prolonge l’action par translation de PicY ′a/S sur lui-meˆme et
qui est induite par le produit tensoriel. Il est de plus muni d’une involution qui envoie F
sur
F∨ = HomOY ′a
(F, ωY ′a/X′S )
ou` ωY ′a/X′S = ωY ′a ⊗OY ′a
(p′∗a ωX′S/S)
⊗−1 est le Module dualisant relatif de Y ′a au-dessus
de X ′S = S ×k X
′. L’action du champ de Picard sur le champ de Picard compactifie´ est
compatible aux involutions que l’on vient de de´finir.
Remarque : Pour tout S-point a de Ared on a
ωYa/S×kX = p
∗
a(LD)
⊗n−1
puisque Ω1Σ◦/X est une extension de (p
◦)∗Ω1X par (p
◦)∗LD et que
(Ia/I
2
a)|Ya = p
∗
a(LD)
⊗−n
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ou` Ia est l’Ide´al qui de´finit Ya dans S ×k Σ
◦. Comme X ′ → X est e´tale, on a aussi
ωY ′a/S×kX′ = p
′∗
a OX′(2(n− 1)D). 
L’involution τ de Y ′a induit une autre involution τ
∗ sur les champs PicY ′a/S et PicY ′a/S.
On note
Pa =
(
PicY ′a/S
)τ∗=(−)⊗−1
la partie primitive pour cette involution, c’est-a`-dire le champ des couples (F, ι) ou` F est
un OY ′a -Module inversible et ou` ι : F
∼
−→ τ∗F⊗−1 est un isomorphisme de OY ′a -Modules
tel que ι = τ∗(ι⊗−1). De meˆme on note
P a =
(
PicY ′a/S
)τ∗=(−)∨
le champ des couples (F, ι) ou` F est un OY ′a -Module cohe´rent sans torsion de rang 1 et
ou` ι : F
∼
−→ τ∗F∨ est un isomorphisme de OY ′a -Modules tel que ι = τ
∗(ι∨). On a encore
une action de Pa sur P a mais on n’a plus a priori de plongement de Pa dans P a. Un tel
plongement existe apre`s le choix d’une section, par exemple une section de Kostant.
Bien suˆr, pour S = Ared et a l’identite´ de Ared, on obtient des champs universels
P → Ared et P → Ared.
On remarque que, pour tout F ∈ P a(S), p
′
a,∗F est un fibre´ vectoriel de rang n sur
X ′S = S ×k X
′ et que
p′a,∗(F
∨) = (p′a,∗F)
∨(:= HomOX′
S
(p′a,∗F,OX′S)).
On a donc un morphisme de Ared-champs
P → Ared ×A M
qui envoie (F, ι) ∈ P a(S) sur le triplet de Hitchin (E,Φ, θ) sur S de caracte´ristique a ou`
E = pa,∗F, ou`
Φ = p′a,∗ι : E = p
′
a,∗F → p
′
a,∗τ
∗F∨ = τ∗(p′a,∗F)
∨ = τ∗E∨
ve´rifie l’e´quation Φ = τ∗(Φ∨) et ou` θ est de´fini par l’homomorphisme
OX′
S
(−2D) ⊂ SymOX′
S
(OX′
S
(−2D))/I′a = (p
′
a)∗OY ′a → EndOX′
S
(E),
I′a e´tant l’Ide´al engendre´ par l’image de l’homomorphisme
(OX′
S
(−2D))⊗−n →
n⊕
i=0
(OX′
S
(−2D))⊗−i ⊂ SymOX′
S
(OX′
S
(−2D))
de composantes (an, an−1, . . . , a1, 1).
La proposition suivante est une variante d’un re´sultat de Beauville, Narasimhan et
Ramanan (cf. [B-N-R]).
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PROPOSITION 2.6.1. — Le morphisme de Ared-champs
P → Ared ×A M
de´fini ci-dessus est un isomorphisme.
De´monstration : Pour de´montrer que ce morphisme est un isomorphisme, nous allons
construire un inverse. Soit (E,Φ, θ) un triplet de Hitchin sur S de caracte´ristique
a ∈ Ared(S). Comme on l’a vu ci-dessus, la section globale θ ∈ H0(X ′S,EndOX′
S
(E)⊗OX′
OX′(2D)) munit E d’une structure de (OS ⊠k SymOX′ (OX′(−2D)))-Module. Puisque ce
triplet a pour caracte´ristique a, ce (OS ⊠k SymOX′ (OX′(−2D)))-Module est en fait un
(OS ⊠k SymOX′ (OX′(−2D)))/I
′
a-Module. Le OY ′a -Module correspondant F est alors S-
plat et fibres par fibres un Module sans torsion de rang 1 sur Y ′a (voir [B-N-R]). Comme
on l’a vu ci-dessus, par dualite´, la donne´e d’une structure unitaire Φ sur E est e´quivalente
a` la donne´e d’un isomorphisme ι : F
∼
−→ τ∗(F∨) qui ve´rifie ι = τ∗(ι∨). 
En particulier, la restriction a` Ared d’une section de Kostant (cf. la fin de la section
(2.4)) est l’image d’une section de P , qui est dite encore de Kostant.
Vu notre choix de LD, il y a une section de Kostant (K, ιK) de P particulie`rement
jolie. Elle est donne´e de la fac¸on suivante. Pour tout S-point a de Ared le OY ′a -Module
inversible p′∗a OX′((n− 1)D) ou` πY ′a : Y
′
a → Ya est induit par π, est une racine carre´e de
ωY ′a/S×kX′ , et on pose
a∗K = p′∗a OX′((n− 1)D) = π
∗
Y ′a
p∗aL((n− 1)D)
et on prend pour
a∗ιK : τ
∗(a∗K)
∼
−→ ωY ′a/S×kX′ ⊗OY ′a
(a∗(K)⊗−1) = a∗K
l’isomorphisme de descente de a∗K en p∗aL((n− 1)D).
2.7. Variante endoscopique
Soit n1 + n2 = n une partition de n en deux entiers ≥ 1. On peut conside´rer les
X-sche´ma en groupes unitaires G1 et G2 de´finis comme G mais apre`s avoir remplace´ n
par n1 et n2 et le X-sche´ma en groupes produit
H = G1 ×X G2.
On a des morphismes de Hitchin f1 : M1 → A1 et f2 : M2 → A2 ou` Aα est le k-sche´ma
affine naturellement associe´ au k-espace vectoriel
nα⊕
i=1
H0(X, (LD)
⊗i)
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pour α = 1, 2 et on peut conside´rer leur produit
fH = MH = M1 ×k M2 → A1 ×k A2 = AH .
On a un morphisme de fH dans f
MH
iM−−−→ M
fH
y + y f
AH −−−→
i
A
qui envoie ((E1,Φ1, θ1), (E2,Φ2, θ2)) sur
(E1 ⊕ E2,Φ1 ⊕Φ2, θ1 ⊕ θ2)
et (a1, a2) sur
a = (a1,1 + a2,1, a1,2 + a1,1a2,1 + a2,2, . . . , a1,n1a2,n2)
de sorte que
(un1 + a1,1u
n1−1+ · · ·+ a1,n1)(u
n2 + a2,1u
n2−1+ · · ·+ a2,n2) = (u
n+ a1u
n−1 + · · ·+ an).
En particulier, pour tous points a1 de A1 et a2 de A2 a` valeurs dans un k-sche´ma S la
courbe spectrale Yi(a1,a2) ⊂ Σ
◦
S = S ×k Σ
◦ est le diviseur de Cartier relatif (a` S) somme
des diviseurs de Cartier relatifs Y1,a1 et Y2,a2 ou` Yα,aα ⊂ Σ
◦
S est de´finie comme Ya ⊂ Σ
◦
S
apre`s avoir remplace´ n par nα et a par aα.
La courbe spectrale endoscopique universelle YH → AH est par de´finition la courbe
relative somme disjointes
YH = Y1 ×k A2 ∐ A1 ×k Y2
ou` Y1 ⊂ A1×k Σ et Y2 ⊂ A2×k Σ sont les courbes spectrales universelles pour G1 et G2.
D’apre`s ce qui pre´ce`de, c’est la normalisation partielle
YH → AH ×A Y = Y1 ×k A2 + A1 ×k Y2 ⊂ AH ×k Σ
qui se´pare les composantes Y1 ×k A2 et A1 ×k Y2.
Avec des notations e´videntes on a aussi un AH -champ de Picard
PH = (PicY ′
H
/AH )
τ∗=(−)⊗−1 = P1 ×k P2
qui agit sur le AH-champ MH par l’action produit de celle de P1 sur A1 et celle de
P2 sur A2. Le morphisme de fH dans f est P -e´quivariant ou` P agit sur AH a` travers
l’homomorphisme
AH ×A P ։ PH
d’image inverse pour la normalisation partielle YH → AH ×A Y .
On a comme pre´ce´demment des ouverts
AlisseH = A
lisse
1 ×k A
lisse
2 ⊂ A
red
H = A
red
1 ×k A
red
2 ⊂ AH
qui sont non vides de`s que 2 sup(n1, n2) deg(D) ≥ 2g + 1. On a
AG−redH := i
−1(Ared) ⊂ AredH .
22
LEMME 2.7.1. — Le morphisme i : AH → A est fini.
De´monstration : Le morphisme i : AH → A est Gm,k-e´quivariant pour les actions qui
font de aα,iα une coordonne´e homoge`ne de degre´ iα pour chaque iα = 1, . . . , nα et chaque
α, et de meˆme de ai une coordonne´e homoge`ne de degre´ i pour chaque i = 1, . . . , n. De
plus, le seul point de AH d’image (identiquement) nulle dans A est 0. Par suite, cette
application est finie. 
LEMME 2.7.2. — La restriction AG−redH → A
red de i a` AG−redH ⊂ A
red
H est un morphisme
net.
Plus pre´cise´ment, soit aH = (a1, a2) un point de AH = A1 ×k A2 tel que les courbes
spectrales Ya1 et Ya2 soient ge´ome´triquement inte`gres et distinctes (dans le cas ou`
n1 = n2). Alors, l’image du morphisme i : AH → A est lisse en l’image a de aH et
le morphisme de AH sur son image est un isomorphisme au dessus d’un voisinage de a
si n1 6= n2 et est e´tale de degre´ 2 au dessus d’un voisinage de a si n1 = n2.
De´monstration : Comme la source et le but de i : AH → A sont lisses sur k et que ce
morphisme est fini, il suffit de conside´rer l’application tangente en aH
(
κ(a1)⊗k
n1⊕
i1=1
H0(X, (LD)
⊗i1)
)
⊕
(
κ(a2)⊗k
n2⊕
i2=1
H0(X, (LD)
⊗i2)
)
→ κ(aH)⊗k
n⊕
i=1
H0(X, (LD)
⊗i)
qui est donne´e par
(P˙1(u), P˙2(u)) 7→ P1(u)P˙2(u) + P2(u)P˙1(u)
ou` Pα(u) = u
nα + aα,1u
nα−1 + · · · + aα,nα et P˙α(u) = a˙α,1u
nα−1 + · · · + a˙α,nα pour
α = 1, 2. Mais cette application est injective car, au point ge´ne´rique de κaH ⊗k X , les
polynoˆmes P1(u) et P2(u) sont premiers entre eux. 
2.8. L’ouvert elliptique
On dira qu’un S-point a de Ared est une caracte´ristique elliptique si, pour tout point
ge´ome´trique s de S le reveˆtement double Y ′a(s) → Ya(s) induit un isomorphisme de
l’ensemble des composantes irre´ductibles de Y ′a(s) sur celui de Ya(s). Il revient au meˆme
de dire que τ agit trivialement sur l’ensemble Irr(Y ′a(s)) des composantes irre´ductibles
de Y ′a(s). La notion d’ellipticite´ utilise´e ici est une notion ge´ome´trique, qui implique la
notion d’ellipticite´ usuelle. De plus, un e´le´ment elliptique est pour nous automatiquement
re´gulier.
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LEMME 2.8.1. — Les caracte´ristiques elliptiques forment un ouvert dense Aell de Ared.
De´monstration : L’ensemble des caracte´ristiques elliptiques e´tant constructible, il suffit
de ve´rifier que la proprie´te´ elliptique est pre´serve´e par ge´ne´risation. Soit a : S → Ared
un morphisme ou` S est le spectre d’un anneau de valuation discre`te complet, de point
spe´cial ge´ome´trique s et de point ge´ne´rique ge´ome´trique η. Supposons que l’image de s
est elliptique, il s’agit de de´montrer que l’image de η est aussi elliptique.
Par de´finition, a(s) est elliptique si et seulement si τ agit trivialement sur l’ensemble
des composantes irre´ductibles Irr(Y ′a(s)). Pour de´montrer que a(η) est elliptique, il suffit
donc de de´montrer qu’il existe une application τ -e´quivariante surjective
Irr(Y ′a(s))։ Irr(Y
′
a(η)).
En effet, la surjectivite´ de cette application force τ a` agir trivialement sur Irr(Y ′a(η)).
Soit Y ′◦S l’ouvert maximal de lissite´ de Y
′
S = S ×A Y
′ sur S. Puisque Y ′S est
une S-courbe plate a` fibres ge´ome´triquement re´duites, on a Irr(Y ′a(s)) = π0(Y
′◦
a(s)) et
Irr(Y ′a(η)) = π0(Y
′◦
a(η)). De plus, d’apre`s le lemme 15.5.6 de [EGA IV], l’application
π0(Y
′◦
a(η)) → π0(Y
′◦
S ) qui a` une composante connexe associe son adhe´rence plate dans
Y ′◦S , est bijective.
Conside´rons maintenant l’application π0(Y
′◦
a(s)) → π0(Y
′◦
S ) qui associe a` une com-
posante connexe de Y ′◦a(s) l’unique composante connexe de Y
′◦
S qui la contient. Compose´e
avec l’inverse de la bijection π0(Y
′◦
a(η))
∼
−→ π0(Y
′◦
S ), cette application de´finit une applica-
tion π0(Y
′◦
a(s))→ π0(Y
′◦
a(η)).
Enfin, pour construire l’application cherche´e Irr(Y ′a(s)) → Irr(Y
′
a(η)), il ne reste plus
qu’a` remplacer S par le normalise´ S′ de S dans une extension finie η′ de η telle que
Gal(η/η′) agisse trivialement sur Irr(Y ′a(η)). L’application ainsi construite est clairement
compatible a` l’action de τ .
La surjectivite´ de Irr(Y ′a(s))→ Irr(Y
′
a(η)) re´sulte de la proprete´ de Y
′
S sur S. 
L’ouvert Aell est non vide car il contient l’ouvert non vide Alisse ou` la courbe spectrale
Y est lisse. En effet, au-dessus de ce lieu, les courbes Y et Y ′ qui sont lisses et a` fibres
ge´ome´triquement connexes, ont toutes leurs fibres ge´ome´triques irre´ductibles.
Remarquons cependant qu’il peut arriver que Ya soit irre´ductible sans que le
reveˆtement e´tale Y ′a ne le soit.
LEMME 2.8.2. — Au-dessus de l’ouvert Aell, le morphisme P → Ared est de type fini.
De plus, pour tout point ge´ome´trique a de Aell, le groupe des composantes connexes
π0(Pa) de Pa est canoniquement isomorphe a` (Z/2Z)
Irr(Ya) ou` Irr(Ya) est l’ensemble des
composantes irre´ductibles de Ya.
Soit C un diviseur de Cartier dans l’ouvert de lissite´ de Y ′a et conside´rons le fibre´ en
droites OY ′a(C− τ(C)), muni de la structure unitaire e´vidente. Le point ainsi de´fini dans
Pa est dans la composante neutre de Pa si et seulement si le degre´ de la restriction de C
a` chaque composante irre´ductible de Y ′a est pair.
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De´monstration : Soient a un point ge´ome´trique de Aell, Ya la courbe spectrale associe´e
et πa : Y
′
a → Ya son reveˆtement e´tale double. Au-dessus de Ya, on a une suite exacte de
faisceaux en groupes
1→ Gm,Ya → (πa)∗(Gm,Y ′a)
β
−−−→(πa)∗(Gm,Y ′a)
τ∗=(−)−1 → 1
ou` β est le morphisme 〈〈anti-norme 〉〉 donne´ sur les sections locales par β(ξ) = ξτ(ξ)−1.
Par passage a` la cohomologie on en de´duit une suite exacte longue
1 // H0(Ya,O
×
Ya
) // H0(Y ′a,O
×
Y ′a
) // H0(Y ′a,O
×
Y ′a
)τ
∗=(−)−1 //
// Pic(Ya) // Pic(Y
′
a) // Pa // 1
et donc une suite exacte a` droite
π0(Pic(Ya))→ π0(Pic(Y
′
a))→ π0(Pa)→ 0.
Puisque a est elliptique, l’application Irr(Y ′a) → Irr(Ya) induite par πa est bijective.
On peut donc identifier π0(Pic(Ya)) et π0(Pic(Y
′
a)) a` Z
Irr(Ya), et la fle`che π0(Pic(Ya))→
π0(Pic(Y
′
a)) est alors la multiplication par 2 dans Z
Irr(Ya). On en de´duit que π0(Pa) =
(Z/2Z)Irr(Ya).
Soit C un diviseur de Cartier comme dans l’e´nonce´. L’homomorphisme Pic(Y ′a)→ Pa
qui se de´duit de β, envoie le fibre´ inversible OY ′a(C) sur le fibre´ inversible OY ′a(C − τ(C))
muni de la structure unitaire e´vidente. La description de la fle`che induite sur les π0
montre que OY ′a(C − τ(C)) est dans la composante neutre P
0
a si et seulement si le degre´
de C sur chaque composante irre´ductible de Y ′a est pair. 
Remarque : L’ouvert Aell,int ⊂ Aell ⊂ Ared des caracte´ristiques a telles que Ya
et Y ′a soient inte`gres est l’ouvert comple´mentaire dans A
ell de la re´union des Aell ∩
i(AU(n1)×U(n2)) pour toutes les partitions non triviales n = n1 + n2. 
LEMME 2.8.3. — Il existe une application π0(Ma) → Z/2Z e´quivariante pour l’action
de π0(Pa) sur π0(Ma) induite par celle de Pa sur Ma et pour l’action de π0(Pa) ∼=
(Z/2Z)Irr(Ya) sur Z/2Z via la somme.
De´monstration : On a une application canonique de l’espace des fibre´s unitaires dans
Z/2Z de´finie comme suit. A` (E,Φ : E
∼
−→ τ∗E) on associe le fibre´ inversible
∧n
E sur X ′
muni de la structure unitaire
∧n
Φ. D’apre`s le lemme pre´ce´dent l’espace de module de
ces fibre´s inversibles unitaires a deux composantes connexes. 
L’e´nonce´ suivant est crucial pour notre travail. Il est pour l’essentiel un cas particulier
du the´ore`me II.4 de [Fal]. Une partie des arguments utilise´s figure aussi dans [Est].
PROPOSITION 2.8.4. — (i) La restriction Mell de M au-dessus de l’ouvert Aell ⊂ A est
un champ de Deligne-Mumford.
(ii) Le morphisme de champs de Deligne-Mumford f ell : Mell → Aell induit par le
morphisme de Hitchin est propre.
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De´monstration : Soit k une cloˆture alge´brique de k. Pour l’assertion (i) on se contentera
de de´montrer que les automorphismes de tout k-point de l’ouvert Mell est fini.
Il re´sulte de la de´monstration de la proposition 2.5.2 que l’alge`bre de Lie du groupe
des automorphismes d’un objet (E,Φ, θ) de M(k) de caracte´ristique a est
H0(k ⊗k X,H
0(K)) ⊂ H0(k ⊗k Y˜
′
a ,Ok⊗kY˜ ′a
)τ
∗=−1
avec les notations de cette de´monstration. Mais si a est dans l’ouvert Aell, τ∗ agit
trivialement sur H0(k ⊗k Y˜
′
a ,Ok⊗kY˜ ′a
). Par conse´quent cette alge`bre de Lie est nulle
et le groupe des automorphismes de (E,Φ, θ) est fini.
Pour l’assertion (ii) nous proce´derons en trois temps en montrant tout d’abord que
le morphisme f ell est de type fini, puis qu’il satisfait la partie 〈〈existence 〉〉 du crite`re
valuatif de proprete´, et enfin la partie 〈〈unicite´ 〉〉 de ce meˆme crite`re.
Soit a ∈ Aell(k). Le morphisme d’oubli f−1(a) = Ma → PicY ′a/k
, (F, ι) 7→ F, est
repre´sentable de type fini : sa fibre en un OY ′a -Module sans torsion F de rangs ge´ne´riques
1 est un ferme´ de IsomOY ′a
(F, τ∗F∨). Pour de´montrer que Ma est de type fini il suffit
donc de voir que ce morphisme d’oubli se factorise a` travers un ouvert de type fini de
Pic
(n−1) deg(D)
Y ′a/k
⊂ PicY ′a/k
. On rappelle que le degre´ de ωYa/X est e´gal a` 2(n− 1) deg(D)
et donc que pour tout (F, ι) ∈ Ma, F est de degre´ (n− 1) deg(D).
De tels ouverts sont obtenus en bornant les degre´s des restrictions de F aux com-
posantes irre´ductibles de Y ′a. Plus pre´cise´ment, soit
ν : Y †a =
∐
C∈Irr(Ya)
C → Ya
la normalisation partielle qui consiste a` se´parer les composantes irre´ductibles C de Ya
sans les modifier. Alors,
ν′ : Y †′a =
∐
C∈Irr(Ya)
X ′ ×X C → Y
′
a
est aussi la normalisation partielle qui consiste a` se´parer les composantes irre´ductibles
C′ = X ′ ×X C de Y
′
a sans les modifier, puisque a est elliptique. Pour tout k-point
F de Pic
(n−1) deg(D)
Y ′a/k
notons G le plus grand quotient sans torsion de ν′∗F et dC(F) +
1
2 deg(ωC/X) le degre´ de la restriction GC de G a` la composante connexe C
′ de Y †′a . On
a une fle`che injective d’adjonction
F →֒ ν′∗G
dont le conoyau est annule´ par le conducteur a de Y †a /Ya, c’est-a`-dire l’annulateur de
ν∗OY †a /OYa . On a donc
aν′∗G →֒ F →֒ ν
′
∗G.
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On en de´duit que, pour toute famille d’entiers (eC)C∈Irr(Ya), les F de degre´ (n −
1) deg(D) tels que dC(F) ≥ eC quel que soit C ∈ Irr(Ya) forment une famille limite´e.
Maintenant, si (F, ι) est un k-point de Ma, on a
τ∗((ν′∗G)
∨) ⊂ τ∗(F∨) ∼= F ⊂ ν′∗G.
On en de´duit que dC(F) ≥ 0 pour chaque C ∈ Irr(Ya). Le champ de Deligne-Mumford
Ma est donc bien de type fini. Nous laissons au lecteur le soin de ge´ne´raliser cet argument
pour en de´duire que f ell est de type fini.
Conside´rons maintenant le crite`re valuatif de proprete´. Soit S un trait strictement
hense´lien de point ferme´ s et de point ge´ne´rique η. Soit a : S → Aell un S-point de
Aell. On a la S-courbe spectrale YS → S, et son reveˆtement double e´tale Y
′
S → YS.
On a aussi le reveˆtement fini p′S : Y
′
S → YS → XS. Soit (Fη, ιη) un κ(η)-point de
Mη, c’est-a`-dire une OY ′η -Module cohe´rent sans torsion de rang ge´ne´rique 1 muni d’une
structure unitaire ιη. On veut prolonger ce point en une section (F, ι) de MS → S quitte
a` remplacer S par un reveˆtement fini ramifie´. Soit Us l’ouvert de Xs = s×kX au-dessus
duquel Ys est e´tale et V
′
s ⊂ Ys l’image re´ciproque de Us par p
′
s. Alors, V
′
s est re´union
disjointe d’ouverts V ′s,C indexe´s par les composantes irre´ductibles de Y
′
s ou ce qui revient
au meˆme les composantes irre´ductibles C de Y ′s puisque a(s) est elliptique. Les re´unions
U = Xη ∪Us ⊂ XS et V
′
S = Y
′
η ∪ V
′
s ⊂ Y
′
S sont des ouverts denses, et chaque V
′
s,C est un
diviseur de Cartier sur V ′.
On commence par prolonger (Fη, ιη) a` V
′. Pour cela on choisit un prolongement de Fη
en un OV ′ -Module cohe´rent G sans torsion de rangs ge´ne´riques 1 tel que ιη se prolonge
en un homomorphisme ψ : G → τ∗G∨ ne´cessairement injectif. On a alors
τ∗F∨V ′ = G
(∑
C
mCV
′
s,C
)
Quitte a` ramifier S en extrayant une racine carre´e de l’uniformisante de S, on peut
supposer que les mC sont tous pairs et alors
FV ′ = G
(∑
C
mC
2
V ′s,C
)
muni de la structure unitaire ιV ′ induite par ψ re´pond a` la question.
Maintenant on prend pour (F, ι) l’image directe par l’immersion ouverte V ′ →֒ Y ′ de
(FV ′ , ιV ′). Pour voir que F est plat sur S et fibre a` fibre sans torsion de rangs ge´ne´riques
1, il suffit de remarquer que (p′S)∗F est l’image directe par l’immersion ouverte U →֒ XS
de sa restriction a` U , et est donc un fibre´ vectoriel puisque X est lisse sur k et que
XS − U est de codimension 2 dans XS . On a donc de´montre´ la partie 〈〈existence 〉〉 du
crite`re valuatif de proprete´.
Pour conclure il ne reste plus qu’a` traiter la partie 〈〈unicite´ 〉〉 de ce crite`re valuatif.
Soient donc (F, ι) et (F1, ι1)) deux sections de MS → S et ϕη : (Fη, ιη)
∼
−→ (F1η, ι
1
η) un
isomorphisme entre leurs restrictions a` Y ′η . Il s’agit de prolonger ϕη a` Y
′
S tout entier.
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Comme pre´ce´demment, il suffit de prolonger ϕ a` l’ouvert V ′ ⊂ Y ′S. En se localisant
au point ge´ne´rique de chaque composante connexe V ′s,C de V
′
s , on est ramene´ a` ve´rifier
l’assertion suivante. Soient R′/R une extension e´tale de degre´ 2 d’anneaux de valuations
discre`tes, K ′/K l’extension correspondantes entre les corps des fractions, N et N1
deux K ′-espace vectoriel de dimension 1 munis de structures unitaires relativement a`
l’extension quadratique K ′/K et M ⊂ N et M1 ⊂ N1 deux R′-re´seaux auto-duaux
relativement a` ces structures unitaires, alors tout isomorphisme unitaire ψ : N
∼
−→ N1
envoie M sur M1.
On peut supposer que M =M1 = R′, de sorte que N = N1 = K ′ avec des structures
unitaires donne´es par les formes hermitiennes αx∗y et α1x∗y pour α, α1 ∈ R×. Alors ψ
est donne´ par x→ β′x avec β′ ∈ K ′× tel que α = β′β′∗α′ et donc tel que β′ ∈ R×, d’ou`
l’assertion, et la partie (ii) de la proposition. 
2.9. La 〈〈glissade 〉〉
L’espace de Hitchin AH du groupe endoscopique H est un produit AH = A1 × A2 ou`
pour tous α ∈ {1, 2}, Aα est l’espace affine associe´ au k-espace vectoriel
nα⊕
i=1
H0(X, (LD)
⊗i).
Le k-sche´ma en groupes vectoriels Vect(Σ/X) de´fini par le k-espace vectoriel H0(X,LD)
agit par translation sur la surface re´gle´e Σ = P(OX ⊕ (LD)
⊗−1) → X en pre´servant la
section infinie. L’action de Vect(Σ/X) se rele`ve au fibre´ en droites OΣ(nα) et donc induit
une action de Vect(Σ/X) sur H0(Σ,OΣ(nα)) =
⊕nα
i=0H
0(X, (LD)
⊗i) qui est donne´e par
v · (aα,1, . . . , aα,nα) = (bα,1(v), . . . , bα,nα(v))
ou` bα,1(v), . . . , bα,nα(v) sont de´finis par
unα + bα,1(v)u
nα−1 + · · ·+ bα,nα(v) = (u+ v)
nα + aα,1(u+ v)
nα−1 + · · ·+ aα,nα
pour tout v ∈ Vect(Σ/X).
Cette action de Vect(Σ/X) sur Aα se rele`ve par construction a` la courbe spectrale
universelle Yα → Aα et se rele`ve donc aussi en une action sur la fibration de Hitchin
fα : Mnα → Aα de U(nα).
Par produit direct, on a donc une action de Vect(Σ/X)×kVect(Σ/X) sur la fibration
de Hitchin fH : MH → AH du groupe endoscopique.
Soit AG−redH,♮ l’ouvert de A
G−red
H dont les points ge´ome´triques sont les points ge´ome´tri-
ques (a1, a2) de A
G−red
H tels que les deux courbes spectrales Ya1 et Ya2 trace´es sur Σ se
coupent transversalement et de plus, tels qu’en tout point z de leur intersection, Ya1 et
Ya2 soient e´tales sur κ(a1, a2)⊗k X .
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PROPOSITION 2.9.1. — L’ouvert
{((v1, v2), (a1, a2)) | (v1 · a1, v2 · a2) ∈ A
G−red
H,♮ } ⊂ Vect(Σ/X)×k Vect(Σ/X)×k A
G−red
H
image re´ciproque de l’ouvert AG−redH,♮ ⊂ AH par le morphisme d’action Vect(Σ/X) ×k
Vect(Σ/X)×kAH → AH s’envoie surjectivement sur A
G−red
H par la projection canonique
Vect(Σ/X)×k Vect(Σ/X)×k A
G−red
H → A
G−red
H .
En particulier AG−redH,♮ est non vide.
De´monstration : Soit a = (a1, a2) un point ge´ome´trique de A
G−red
H . Comme p > n, le
diviseur de Cartier effectif Ya1 +Ya2 de κ(a)⊗kΣ est ge´ne´riquement e´tale sur κ(a)⊗kX .
Il existe donc un ouvert dense U de κ(a) ⊗k X au-dessus duquel Ya1 et Ya2 sont e´tales
et ne se rencontrent pas.
Soit U˜ → U un reveˆtement fini e´tale qui de´ploie comple`tement les restrictions finies
e´tales de Y1,a1 et Y2,a2 a` U . Pour α = 1, 2, on a alors des sections
bα,1, . . . , bα,nα ∈ H
0(U˜ ,LD)
telles que
unα + (aα,1|U˜)u
nα−1 + · · ·+ (aα,nα |U˜) =
nα∏
iα=1
(u− bα,iα).
Soit v ∈ κ(a)⊗kH
0(X,LD) qui ne s’annule en aucun point de κ(a)⊗k (X−U). Alors,
v induit une base, note´e encore v, de la fibre LD,K de LD au point ge´ne´rique Spec(K) de
κ(a)⊗k X et les quotients bα,iα/v sont des e´le´ments bien de´finis du corps des fonctions
K˜ = κ(a)(U˜) de la courbe U˜ , e´le´ments dont on peut prendre les diffe´rentielles
d(bα,iα/v) ∈ Ω
1
K˜/κ(a)
.
Choisissons arbitrairement f ∈ K dont la diffe´rentielle df ∈ Ω1K/κ(a) est non nulle et
tel que
v′ = fv ∈ κ(a)⊗k H
0(X,LD) ⊂ LD,K .
Il existe de tels f = v′/v d’apre`s le the´ore`me de Riemann-Roch puisque deg(LD) ≥ 2g+2.
Montrons alors qu’il existe c et c′ dans κ(a) tels que ((cv+ c′v′) · a1, a2) soit un point
ge´ome´trique de AG−redH,♮ , ce qui terminera la de´monstration de la proposition.
Il existe c′ ∈ κ(a) tel que les expressions
d((b1,i1 − c
′v′)/v)− d(b2,i2/v) ∈ Ω
1
K˜/κ(a)
soient toutes non nulles et que v ne s’annule en aucune des images dans κ(a)⊗k X des
points d’intersection de Yc′v′·a1 et Ya2 . Pour un tel c
′ notons Uc′ un ouvert dense de U tel
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que les fonctions rationnelles (b1,i1 − c
′v′)/v et b2,i2 soient toutes re´gulie`res sur l’image
inverse U˜c′ de Uc′ dans U˜ et que les diffe´rences
d((b1,i1 − c
′v′)/v)− d(b2,i2/v) ∈ Ω
1
U˜c′/κ(a)
ne s’annulent en aucun point de U˜c′ . Pour tout c ∈ κ(a) les courbes Y(cv+c′v′)·a1 et Ya2
sont e´tales au-dessus de Uc′ et s’y coupent transversalement.
Il ne reste plus qu’a` choisir c de telle sorte que les courbes Y(cv+c′v′)·a1 et Ya2 ne se
coupent pas au-dessus de l’ensemble fini κ(a)⊗kX−Uc′ . C’est possible puisqu’au-dessus
de chaque point x de κ(a) ⊗k X − Uc′ , cette condition n’e´carte qu’un nombre fini de
valeurs pour c, voire meˆme aucune si v(x) = 0, Ya1 et Ya2 ne se coupant pas au-dessus
d’un ze´ro de v. 
3. Un e´nonce´ global
3.1. Un point particulier de AH
On suppose dore´navant que la courbe X admet un point x∞ rationnel sur k = Fq
au-dessus duquel le reveˆtement double e´tale X ′ → X est de´compose´.
Comme dans le chapitre 2, on conside`re le sche´ma en groupes unitaires G sur X a` n
variables et son groupe endoscopique H = G1 ×X G2 ou` G1 et G2 sont les sche´mas en
groupes unitaires sur X en n1 et n2 variables. Toujours comme dans le chapitre 2, une
fois fixe´ le diviseur effectif D de degre´ ≥ g+1 sur X , on a la fibration de Hitchin M → A
et sa variante endoscopique MH → AH . On a aussi les courbes spectrales Y → A et
YH → AH .
Fixons maintenant un point a = (a1, a2), rationnel sur k = Fq, de l’espace de Hitchin
endoscopique AH . On a donc des courbes spectrales Ya1 , Ya2 et Ya = Ya1 + Ya2 trace´es
sur la surface Σ = P(OX ⊕ (LD)
⊗−1).
Faisons les hypothe`ses sur a suivantes :
- Ya1 et Ya2 sont ge´ome´triquement irre´ductibles ;
- les images inverses Y ′a1 et Y
′
a2 de Ya1 et Ya2 dans le reveˆtement double e´tale
Y ′a = X
′ ×X Ya de Ya sont aussi ge´ome´triquement irre´ductibles ; en particulier,
l’image i(a) de a dans A est dans l’ouvert Aell (cf. la section (2.8)) ;
- le morphisme Ya → X est e´tale au-dessus du point x∞ ∈ X(k) et pour chaque
α ∈ {1, 2}, il existe au moins un point de Yaα rationnel sur k au-dessus de x∞.
3.2. Actions du groupe discret et purete´
Notons R l’hense´lise´ de A en l’image de a par le morphisme canonique i : AH → A et
S l’hense´lise´ de AH en a. Puisque a est elliptique, on a R ⊂ A
ell. Il re´sulte des lemmes
2.7.1 et 2.7.2 que le morphisme induit par i de S dans R est une immersion ferme´e. On
identifie dans la suite S a` son image par cette immersion ferme´e, de sorte que S ⊂ R.
On note s le point ferme´ commun de S et R ; son corps re´siduel κ(s) est e´gal a` k = Fq.
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Notons par un indice R le changement de base par le morphisme R → Ared ⊂ A et
par un indice S le changement de base par le morphisme S → AG−redH ⊂ AH . On note
par un indice s la fibre en s (fibre spe´ciale) des objets au-dessus de R ou S.
On a donc la courbe spectrale relative YR → R et le morphisme fini et plat
pR : YR → R×kX de degre´ n. On a de plus le reveˆtement double e´tale Y
′
R → YR. La fibre
spe´ciale Ys = Ya se de´compose en re´union de composantes ge´ome´triquement irre´ductibles
Ys = Ya1 ∪ Ya2 . De meˆme on a Y
′
s = Y
′
a1 ∪ Y
′
a2 ou` les Y
′
aα sont aussi ge´ome´triquement
irre´ductibles.
La pre´-image p−1R (x∞) de R ×k {x∞} par le morphisme fini plat pR : YR → R ×k X
est un R-sche´ma fini et plat de degre´ n. Sa fibre spe´ciale e´tant suppose´ re´duite et k e´tant
parfait, p−1R (x∞) est donc fini e´tale de degre´ n au-dessus de R. De meˆme la pre´-image
p′−1R (x∞) de R ×k {x∞} par le morphisme fini plat p
′
R : Y
′
R → R×k X est un R-sche´ma
fini e´tale de degre´ 2n.
Pour chaque α ∈ {1, 2}, il existe des k-points de Y ′aα au-dessus de x∞ et on en choisit
arbitrairement un que l’on note y′α ∈ Y
′
aα
(k) ; le point y′α s’e´tend de fac¸on unique en une
section
y′α,R : R→ p
′−1
R (R).
Les sections y′α,R induisent un homomorphisme de R-champs de Picard
R× Z2 → PicY ′
R
/R .
Plus pre´cise´ment, ce morphisme est donne´ par
(d1, d2) 7→ OY ′
R
(
d1[y
′
1,R] + d2[y
′
2,R]
)
.
En le composant avec l’homomorphisme 〈〈anti-norme 〉〉 (voir la preuve du lemme 2.8.2)
PicY ′
R
/R → PR, ξ 7→ ξτ(ξ)
−1,
on obtient un homomorphisme
ρ : R × Z2 → PR
qui est donne´ concre`tement par
(d1, d2) 7→ OY ′
R
(d1[y
′
1,R]− d1[τ(y
′
1,R)] + d2[y
′
2,R]− d2[τ(y
′
2,R)]),
le fibre´ inversible OY ′
R
(d1[y
′
1,R] − d1[τ(y
′
1,R)] + d2[y
′
2,R] − d2[τ(y
′
2,R)]) e´tant muni de sa
structure unitaire e´vidente.
Soit b un point ge´ome´trique de R et ρb : Z
2 → Pb la fibre de ρ en b. Conside´rons
l’homomorphisme compose´
π0(ρb) : Z
2 → Pb → π0(Pb)
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dont le but est π0(Pb) = (Z/2Z)
Jb ou` Jb := Irr(Yb), d’apre`s le lemme 2.8.2. Pour
α ∈ {1, 2} notons jb(α) ∈ Jb l’indice de l’unique composante irre´ductible Y
′
b,jb(α)
de
Y ′b qui contient le point y
′
α,R(b). Alors π0(ρb) est donne´ par
(d1, d2) 7→
( ∑
α∈{1,2}, jb(α)=j
dα
)
j∈Jb
ou` dα est la classe de dα modulo 2, de nouveau d’apre`s le lemme 2.8.2. En particulier
π0(ρb) : Z
2 → π0(Pb) se factorise a` travers Z
2
։ (Z/2Z)2.
PROPOSITION 3.2.1. — Pour α = 1, 2, conside´rons le caracte`re κα : Z
2 → {±1} de´fini
par
κα(d1, d2) = (−1)
dα .
Soit b un point ge´ome´trique de l’hense´lise´ R de a dans A. Pour que κα se factorise a`
travers l’homomorphisme π0(ρb) : Z
2 → π0(Pb) de´fini plus haut, il est ne´cessaire que
b ∈ S ⊂ R.
De´monstration : Le caracte`re κα se factorise a` travers π0(ρb) si et seulement si
l’application jb : {1, 2} → Jb est injective. Faisons donc cette hypothe`se.
Pour de´montrer que b ∈ S il suffit d’apre`s 2.5.3 de de´montrer que, pour α ∈ {1, 2}
le reveˆtement fini et plat pb,jb(α) : Yb,jb(α) → b ×k X est de degre´ nα, c’est-a`-dire que le
nombre de points de la fibre p−1b,jb(α)(b, x∞) est e´gal a` nα.
Soit R l’hense´lise´ strict de R relatif a` la cloˆture alge´brique de κ(s) = k dans κ(b), s son
point ferme´ et b le rele`vement naturel de b a` R. On a n sections distinctes R → YR au-
dessus du point x∞. Notons cet ensemble de sections p
−1
R
(x∞). On a donc une application
canonique
µs : p
−1
R
(x∞)→ {1, 2}
qui associe a` une section y ∈ p−1
R
(x∞) l’unique indice α ∈ {1, 2} tel que y(s) soit un
point ge´ome´trique de Ys,α. De meˆme, on a l’application
µb : p
−1
R
(x∞)→ Jb
qui associe a` une section y ∈ p−1
R
(x∞) l’unique indice j ∈ Jb tel que y(b) soit un point
ge´ome´trique de Yb,j .
Il suffit de de´montrer que µb = jb ◦ µs car alors
|p−1b,jb(α)(b, x∞)| = |µ
−1
b (jb(α))| = |µ
−1
s (α)| = nα
vu que jb est injective.
Montrons donc que µb = jb ◦µs. Par de´finition de jb il revient au meˆme de de´montrer
que, pour tous y, y′ ∈ p−1
R
(x∞) tels que µs(y) = µs(y
′) on a µb(y) = µb(y
′).
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Cette assertion re´sulte du corollaire 15.6.7 de [EGA IV] applique´ a` notre situation. En
effet, soit Y ◦R l’ouvert de lissite´ de la courbe YR sur R. Comme YR → R est plat et a` fibres
ge´ome´triquement re´duites, YR−Y
◦
R est fini sur R. Les sections y ∈ p
−1
R
(x∞) arrivent dans
Y ◦R puisque YR → R×k X est e´tale au-dessus de R×k x∞. D’apre`s loc. cit, pour chaque
section y ∈ p−1
R
(x∞), il existe un ouvert Uy de Y
◦
R
, contenant l’image de la section y et tel
qu’en tout point ge´ome´trique b de S, Uy,b = Uy ∩ Y
◦
b soit la composante connexe de Y
◦
b
contenant le point y(b). Si maintenant y, y′ ∈ p−1
R
(x∞) sont tels que µs(y) = µs(y
′), alors
Uy ∩ Uy′ est non vide puisque cette intersection est de´ja` non vide dans la fibre spe´ciale.
De plus, le morphisme Uy ∩Uy′ → R e´tant un morphisme lisse, a fortiori universellement
ouvert, et que l’image de ce morphisme contient le point ferme´ de R, il est donc surjectif.
On a donc Uy,b ∩ Uy′,b 6= ∅ ce qui implique Uy,b = Uy′,b, c’est-a`-dire µb(y) = µb(y
′). 
Suivant Deligne (cf. [Del]), nous dirons qu’un complexe de faisceaux ℓ-adiques sur
l’hense´lise´ en un point ferme´ d’un sche´ma de type fini sur Fq est potentiellement pur
de poids w ∈ Z s’il provient d’un complexe de faisceaux ℓ-adiques pur de poids w sur
un voisinage e´tale de ce point ferme´. Un tel complexe K potentiellement pur de poids 0
est automatiquement semi-simple, c’est a` dire isomorphe a` la somme de ses faisceaux de
cohomologie perverse de´cale´s
K ∼=
⊕
n
pHnK[−n]
ou` chaque pHn est pure de poids n (cf. la section (5.4) de [B-B-D]).
On appelle endoscopiques les deux caracte`res κ1, κ2 : (Z/2Z)
2 → {±1} de´ja` apparus
dans la proposition pre´ce´dente et de´finis par
κα(d1, d2) 7→ (−1)
dα .
COROLLAIRE 3.2.2. — Soit fR : MR → R le changement de base du morphisme de
Hitchin f : M → A par le morphisme R → A d’hense´lisation de A en a. Alors, l’action
de Z2 sur chaque pHn(fR,∗Qℓ) qui est induite par l’homomorphisme Z
2 → PR et par
l’action de PR sur MR, se factorise a` travers le quotient fini Z
2
։ (Z/2Z)2.
De plus, pour chaque entier n, dans la de´composition
pHn(fR,∗Qℓ) =
⊕
κ
pHn(fR,∗Qℓ)κ
suivant les caracte`res κ de (Z/2Z)2, tous les facteurs directs sont potentiellement purs
de poids n et, pour κ endoscopique, le facteur pHn(fR,∗Qℓ)κ est a` support dans le ferme´
S de R. En particulier, pour chaque caracte`re endoscopique κ, la restriction a` S de
pHn(fR,∗Qℓ)κ est potentiellement pure de poids n.
De´monstration : D’apre`s la proposition pre´ce´dente, l’image de (d1, d2) ∈ Z
2 avec les
dα tous pairs, est une section de PS sur S dont la restriction a` chaque fibre ge´ome´trique
de PS → S est dans la composante neutre de cette fibre. D’apre`s le lemme d’homotopie
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ci-dessous, (d1, d2) agit donc trivialement sur chaque
pHn(fR,∗Qℓ). En d’autres termes,
Z2 agit sur chaque pHn(fR,∗Qℓ) a` travers son quotient (Z/2Z)
2.
Comme l’ouvert Mred ⊂ M est lisse sur Fq (cf. la proposition 2.5.2), le complexe
Qℓ,Mred [0] est pur de poids 0. Comme la restriction f
ell : Mell → Aell de f au-dessus de
Aell est un morphisme propre entre champs de Deligne-Mumford (cf. la proposition 2.8.4),
on en de´duit que f ell∗ Qℓ est pur de poids 0 sur A
ell et donc que fR,∗Qℓ est potentiellement
pur de poids 0.
Pour de´montrer la dernie`re assertion, il suffit de ve´rifier que la restriction de
pHn(fR,∗Qℓ)κ a` l’ouvert R−S est nulle pour κ endoscopique. Soit b un point ge´ome´trique
de R−S. D’apre`s la proposition pre´ce´dente, il existe (d1, d2) ∈ Z
2 tel que κ(d1, d2) = −1
et que ρb(d1, d2) soit dans la composante neutre de Pb. Ceci implique que ρb(d1, d2)
est dans la composante neutre de Pb′ pour tout point ge´ome´trique b
′ dans un voisinage
e´tale de b. En invoquant de nouveau le lemme d’homotopie, on voit que (d1, d2) agit
trivialement sur la restriction de pHn(fR,∗Qℓ) a` un voisinage e´tale de b, de sorte que
la restriction de la partie κ-isotypique pHn(fR,∗Qℓ)κ a` ce voisinage e´tale est nulle. Ceci
e´tant vrai pour tous les points ge´ome´triques b de R− S, on conclut que la restriction de
pHn(fR,∗Qℓ)κ a` R− S est nulle. 
LEMME 3.2.3 (Lemme d’homotopie). — Soit f : X → S un S-sche´ma et π : G → S
un S-sche´ma en groupes lisse a` fibres ge´ome´triquement connexes agissant sur X. Alors
le groupe des sections globales G(S) agit trivialement sur chaque faisceau de cohomologie
perverse pHn(f∗Qℓ).
De´monstration : Conside´rons le diagramme
G×S X
prG
&&L
LL
LL
LL
LL
LL
α // G×S X
prG

prX // X
f

G π
// S
ou` la fle`che α est envoie (g, x) sur (g, gx). Dans ce diagramme, le triangle est commutatif
et le carre´ est carte´sien.
Par le the´ore`me de changement de base par un morphisme lisse, on a π∗(pHn(f∗Qℓ)) =
pHn(prG,∗Qℓ). Le morphisme α induit un endomorphisme [α] de
pHn(prG,∗Qℓ).
Puisque π est un morphisme lisse a` fibres ge´ome´triquement connexe, π∗ convenable-
ment de´cale´, est un foncteur pleinement fide`le de la cate´gorie des faisceaux pervers sur S
dans celle des faisceaux pervers sur G (cf. la proposition 4.2.5 de [B-B-D]). Il existe donc
un unique endomorphisme β de pHn(f∗Qℓ) tel que π
∗(β) = [α]. Par fonctorialite´, pour
toute section globale g : S → G, on a g∗([α]) = β. En prenant la section neutre g = 1, on
obtient que β est l’identite´. Pour toute autre section g : S → G, g∗([α]) agit donc aussi
comme l’identite´ sur pHn(prG,∗Qℓ). C’est ce qu’on voulait de´montrer. 
34
COROLLAIRE 3.2.4. — Pour chaque caracte`re endoscopique κ, le faisceau de cohomolo-
gie perverse pHn(fS,∗Qℓ)κ est pur de poids n quel que soit l’entier n.
De´monstration : D’apre`s le lemme ci-dessous, fS,∗Qℓ se de´compose en somme directe
d’une partie κ et d’une partie hors κ. De plus, la restriction a` S et les foncteurs de
cohomologie perverse commutent a` cette de´composition. Le the´ore`me re´sulte donc du
the´ore`me de changement de base propre et du corollaire pre´ce´dent. 
Remarque : Les faisceaux de cohomologie perverse pHn(gS,∗Qℓ) et tous ses facteurs
directs pHn(gS,∗Qℓ)κ sont eux aussi potentiellement purs de poids n puisque N est lisse
sur k et g : N → AH est propre. 
LEMME 3.2.5. — Soient E un corps, A une cate´gorie abe´lienne E-line´aire, K un objet
de Db(A) et Γ un groupe abe´lien ope´rant de fac¸on E-line´aire sur K. On suppose que
pour chaque entier n l’objet de cohomologie Hn(K) admette dans A une de´composition
Γ-e´quivariante
Hn(K) =
⊕
χ
Hn(K)χ
ou` χ parcourt les caracte`res de Γ a` valeurs dans E×, ou` pour chaque χ et chaque γ ∈ Γ,
γ − χ(γ) ope`re de manie`re nilpotente sur Hn(K)χ, et ou` H
n(K)χ = (0) pour tous les χ
sauf un nombre fini.
Alors, il existe une unique de´composition Γ-e´quivariante
K =
⊕
χ
Kχ
dans Db(A) ou` χ parcourt les caracte`res de Γ a` valeurs dans E×, ou` pour chaque χ et
chaque γ ∈ Γ, γ − χ(γ) ope`re de manie`re nilpotente sur Kχ, et ou` Kχ = (0) pour tous
les χ sauf un nombre fini. De plus, on a Hn(Kχ) = H
n(K)χ quels que soient l’entier n
et le caracte`re χ.
De´monstration : Commenc¸ons par l’unicite´. Soient K ′ et K ′′ deux objets de Db(A)
munis d’actions de Γ et soient χ′ et χ′′ deux caracte`res distincts de Γ a` valeurs dans
E× tels que, quel que soit γ ∈ Γ, γ − χ′(γ) et γ − χ′′(γ) ope`rent de manie`re nilpotente
sur K ′ et K ′′ respectivement. Il s’agit de ve´rifier que tout morphisme Γ-e´quivariant
f : K ′ → K ′′ est ne´cessairement nul. Choisissons γ ∈ Γ tel que χ′(γ) 6= χ′′(γ) et des
entiers n′ et n′′ tels que (γ−χ′(γ))n
′
et (γ−χ′′(γ))n
′′
annulent K ′ et K ′′ respectivement.
D’apre`s le the´ore`me de Bezout, il existe des polynoˆmes P ′(T ) et P ′′(T ) dans E[T ] tels
que P ′(T )(T − χ′(γ))n
′
+ P ′′(T )(T − χ′′(γ))n
′′
= 1. On a alors
f = P ′′(γ)(γ − χ′′(γ))n
′′
f + fP ′(γ)(γ − χ′(γ))n
′
= 0.
Passons a` l’existence. Si K est concentre´ en un seul degre´, il n’y a rien a` faire. Sinon,
soit [a, b] ⊂ Z le plus petit intervalle tel que K ∈ obD[a,b](A). On raisonne par re´currence
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sur l’entier b− a ≥ 1. On a le de´vissage
K ′ = τ≤b−1K
u // K
v // K ′′ = Hb(K)[−b]
∂ // K ′[1]
Par hypothe`se de re´currence on a les de´compositions voulues de K ′ et K ′′. Conside´rons
la fle`che de degre´ 1
∂ :
⊕
χ
K ′′χ →
⊕
χ
K ′χ[1].
D’apre`s notre argument pour l’unicite´, on a ne´cessairement ∂ =
⊕
χ ∂χ pour des fle`ches
∂χ : K
′′
χ → K
′
χ[1]. On a donc une de´composition de K en
⊕
χKχ ou` les Kχ[1] sont les
coˆnes des fle`ches ∂χ. Pour n’importe quels γ et χ, on sait par hypothe`se de re´currence
qu’il existe des entiers n′ et n′′ tels que (γ − χ(γ))n
′
et (γ − χ(γ))n
′′
annulent K ′χ et
K ′′χ respectivement. Alors (γ − χ(γ))
n′+n′′ annule Kχ puisque (γ − χ(γ))
n′ se factorise
en Kχ // K
′
χ
u // Kχ , que (γ − χ(γ))n
′′
se factorise en Kχ
v // K ′′χ // Kχ
et que vu = 0. 
3.3. Actions du tore
Au-dessus S on a deux reveˆtements
p1 : Y1,S → S ×k X et p2 : Y2,S → S ×k X
de degre´ respectivement n1 et n2 qui, relativement a` S, sont des familles reveˆtements de
X . On a aussi un morphisme
Y1,S ∐ Y2,S → YS
qui est une normalisation partielle en famille de la courbe relative YS → S.
Pour tout point ge´ome´trique b de S, les courbes Y1,b et Y2,b sont trace´es sur la
meˆme surface re´gle´e Σ = P(OX ⊕ (LD)
⊗−1) au-dessus de X . Leur re´union est Yb. Leur
intersection est un sche´ma fini Zb de longueur
r = 2n1n2 deg(D)
inde´pendante de b. Les Zb s’organisent en une famille Z finie et plate de degre´ r au-dessus
de S. Le sche´ma Z se plonge naturellement dans chacune des courbes relatives Y1,S et
YS et on dispose en particulier d’un morphisme q : Z → S ×k X qui est fini, mais n’est
pas plat.
Si on note par (−)′ le changement de base par le reveˆtement double e´tale X ′ → X on
a alors deux reveˆtements e´tales doubles
Y ′1,S → Y1,S et Y
′
2,S → Y2,S
et les reveˆtement finis compose´s
p′1 : Y
′
1,S → S ×k X et p
′
2 : Y
′
2,S → S ×k X.
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On a encore un morphisme
Y ′1,S ∐ Y
′
2,S → Y
′
S
qui est une normalisation partielle en famille de la courbe relative Y ′S → S.
Le sche´ma
Z ′ = Y ′1,S ∩ Y
′
2,S
est un reveˆtement double e´tale de Z. Il est donc fini et plat sur S de degre´ 2r et l’involution
τ agit sur Z ′ sans point fixe. On note q′ : Z ′ → S ×k X le morphisme compose´ du
reveˆtement e´tale double Z ′ → Z et de q.
Conside´rons les faisceaux en groupes commutatifs
J =
(
p′∗Gm,Y ′S
)τ∗=(−)−1
, Jα =
(
p′α,∗Gm,Y ′α,S
)τ∗=−1
et K =
(
q′∗Gm,Z′
)τ∗=(−)−1
pour la topologie fppf sur S ×k X .
On a une suite exacte de faisceaux
0→ J → J1 × J2 → K → 0
qui induit une fle`che co-bord
prS,∗K → H
1(prS,∗ J)
ou` prS : S ×k X → S est la projection canonique. Notons que par de´finition, PS est le
champ de Picard associe´ au complexe τ≤1(prS,∗ J) de faisceaux en groupes abe´liens sur
S. En termes concrets, la donne´e d’une section globale de K est e´quivalente a` une donne´e
de recollement des Modules inversibles triviaux sur Y ′1,S et Y
′
2,S avec structures unitaires
triviales le long de Z ′, et la fle`che de co-bord ci-dessus envoie cette dernie`re donne´e sur
le Module inversible recolle´.
Conside´rons la fibre spe´ciale du morphisme fini et plat h = prS ◦q : Z → S. C’est
un k-sche´ma artinien dont le re´duit hs,red : Zs,red → s = Spec(k) est le spectre d’un
produit fini d’extensions finies se´parables des k. Comme k est parfait, on a une re´traction
canonique Zs → Zs,red (cf. le corollaire (19.6.2) du chapitre 0 de [EGA IV]) et comme S
est hense´lien on a une factorisation canonique
h : Z // Z
h // S
de h ou` le morphisme Z → Z est totalement ramifie´ au sens ou` il induit un isomorphisme
de Zs,red sur Zs et ou` h est e´tale (corollaire (18.5.12) de [EGA IV]). De meˆme, on a une
factorisation
h′ = prS ◦q
′ : Z ′ // Z ′
h′ // S
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de h′ ou` le morphisme Z ′ → Z ′ est totalement ramifie´ au sens ou` il induit un
isomorphisme de Z ′s,red sur Z
′
s et ou` h
′ est e´tale, factorisation qui s’inse`re dans un
diagramme commutatif a` carre´ carte´sien
Z ′

// Z ′

h′
?
??
??
??
?
Z // Z
h
// S
ou` les fle`ches verticales sont des reveˆtements doubles e´tales.
On a donc un sous-S-tore
T˜ = h′∗Gm,Z′ ⊂ h
′
∗Gm,Z′
du S-sche´ma en groupes commutatifs lisse h′∗Gm,Z′ , dont la fibre spe´ciale
T˜s ⊂ h
′
s,∗GmZ′s
est le sous-tore maximal et s’envoie isomorphiquement sur le tore quotient maximal de
h′s,∗GmZ′s (comparer avec le the´ore`me 5.8 de l’expose´ 4 de [SGA 3]).
L’involution τ∗ de h′∗Gm,Z′ pre´serve le sous-S-tore T˜ , et
T = (T˜ )τ
∗=(−)−1
est le sous-S-tore de prS,∗K = (h
′
∗Gm,Z′)
τ∗=(−)−1 qui rele`ve canoniquement le tore
maximal
Ts ∼=
(
(h′s,red)∗Gm,Z′s,red
)τ∗=(−)−1
de (prS,∗K)s.
On a donc construit un S-tore T et un S-homomorphisme T → PS .
PROPOSITION 3.3.1. — L’image de l’immersion ferme´e i : NS →֒ MS est pre´cise´ment
le lieu des points fixes de T agissant sur MS a` travers le morphisme T → PS.
De´monstration : Comme T agit sur NS a` travers la fle`che compose´e e´vidente
T ⊂ prS,∗K → H
1(prS,∗ J)→ H
1(prS,∗ J1)×S H
1(prS,∗ J2)
on a e´videmment l’inclusion NS ⊂ M
T
S . Il reste donc a` montrer que tout point ge´ome´trique
de MS qui est fixe par T est dans NS .
La donne´e d’un point ge´ome´trique m de MS est e´quivalente aux donne´es suivantes :
(a) un point ge´ome´trique b dans S,
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(b) un Module cohe´rent F sans torsion de rang 1 sur le reveˆtement double e´tale Y ′b de
la courbe spectrale Yb, ce Module e´tant muni d’un isomorphisme ι : F
∼
−→ τ∗F∨ tel
que tι = τ∗ι.
De plus, il revient au meˆme de se donner le couple (F, ι) ou de se donner :
(1) les restrictions F◦1 et F
◦
2 de F aux composantes Y
′
1,b − Z
′
b et Y2,b − Z
′
b de Y
′
b − Z
′
b,
ces restrictions e´tant munies d’isomorphismes ια : F
◦
α
∼
−→ τ∗(F◦α)
∨ avec toujours
tια = τ
∗ια pour α = 1, 2,
(2) pour chaque point (ferme´) z de Zb, les restrictions Vz′ et Vz′′ de F aux comple´te´s
formels de Y ′b en les deux points z
′ et z′′ de Z ′b au-dessus de z, ces restrictions e´tant
munies d’un isomorphisme Vz′′ ∼= V
∨
z′ ,
(3) les donne´es de recollement e´videntes.
Pour chaque point z de Zb choisissons arbitrairement un des deux points de Z
′
b au-
dessus de z, point que l’on note z′ ; notons Az′ l’anneau local comple´te´ de Y
′
b en ce point
et Frac(Az′) l’anneau total des fractions de Az′ . On a
Az′ ⊂ A1,z′ ×A2,z′ ⊂ Frac(A1,z′)⊕ Frac(A2,z′) = Frac(Az′)
ou`, pour α = 1, 2, Aα,z′ est l’anneau local comple´te´ de Y
′
α,b en z
′ et Frac(Aα,z′) est
l’anneau total des fractions de Aα,z′ . Notons Vα la fibre de F
◦
α au point Spec(Frac(Aα,z′))
de Y ′α,b − Z
′
b.
Les donne´es (2) sont encore e´quivalentes a` la donne´e, pour chaque point z de Zb d’un
Az′ -re´seau Vz′ ⊂ V1 ⊕ V2.
Si l’on fixe le point ge´ome´trique b de S on peut donc e´crire tout point ge´ome´trique m
de Mb sous la forme
m =
(
(F◦α, ια)α=1,2, (Vz′)z∈Zb , donne´es de recollement
)
.
On a une description analogue pour les points ge´ome´trique de NS ⊂ MS, la seule
diffe´rence e´tant que l’on exige en plus que les re´seaux Vz′ soient de´compose´s au sens ou`
Vz′ = Vz′,1 ⊕ Vz′,2 ⊂ V1 ⊕ V2
ou` Vz′,α est un Aα,z′-re´seau dans Vα, α = 1, 2.
Dans la suite, pour alle´ger les notations, on privile´gie la composante Y1,b de Yb, ou ce
qui revient au meˆme on identifie le quotient de κ(b)× × κ(b)× par le κ(b)× diagonal a`
κ(b)× via la premie`re projection. Alors, le groupe des κ(b)-points de la fibre Tb de T en
b admet la description suivante :
Tb(κ(b)) = (κ(b)
×)Zb =
∏
z∈Zb
(
κ(b)× × κ(b)×
)τ∗=(−)−1
⊂
∏
z∈Zb
(
A×z′ ×A
×
z′
)τ∗=(−)−1
39
ou` τ∗ e´change les deux copies de κ(b)× et les deux copies de Az′ (le premier facteur κ(b)
×
ou Az′ correspond a` z
′ et le second a` τ(z′)).
De plus l’action de t ∈ Tb(κ(b)) sur les points ge´ome´triques m de Mb est donne´e par
l’action, pour chaque z ∈ Zb, du facteur tz ∈ κ(b)
× correspondant sur le re´seau Vz′ par
l’homothe´tie de rapport (tz, 1) ∈ A
×
1,z′ × A
×
2,z′
tz · Vz = (tz, 1)Vz ⊂ V1 ⊕ V2.
Par suite, m est fixe sous l’action Tb(κ(b)) si et seulement si, pour chaque z ∈ Zb, Vz′ est
de´compose´, d’ou` la proposition. 
3.4. Un syste`me local de rang 1 sur S
Rappelons qu’au-dessus du sche´ma hense´lien S, nous avons construit un sche´ma fini
et plat h : Z → S de degre´ r et un reveˆtement double e´tale πZ : Z
′ → Z.
Notons LZ′/Z le syste`me local en Z-modules libres de rang 1 et d’ordre 2 qui est le
conoyau de la fle`che d’adjonction
ZZ → πZ,∗ZZ′ .
Comme S et donc aussi Z sont hense´liens, LZ′/Z est ge´ome´triquement constant.
Soit S♮ l’ouvert de S dont les points ge´ome´triques b ont les deux proprie´te´s suivantes :
- les deux courbes Y1,b et Y2,b, qui sont trace´es sur le meˆme surface re´gle´e κ(b)⊗k Σ, se
coupent transversalement,
- les reveˆtements Y1,b → κ(b) ⊗k X et Y2,b → κ(b) ⊗k X sont e´tales en tout point
d’intersection z ∈ Zb = Y1,b ∩ Y2,b.
L’ouvert S♮ est dense dans S puisque l’ouvert A
G−red
H,♮ ⊂ AH est non vide (cf. (2.9)). On
note par (−)♮ le changement de base par l’immersion ouverte S♮ →֒ S. Les morphismes
h♮ : Z♮ → S♮ et h
′
♮ : Z
′
♮ → S♮ sont finis e´tales de degre´ r et 2r respectivement.
Le syste`me local en Z-modules libres de rang 1
LZ′
♮
/Z♮/S♮ =
( r∧
h♮,∗LZ′
♮
/Z♮
)
⊗
( r∧
h♮,∗ZZ♮
)⊗−1
.
sur S♮ est ge´ome´triquement constant. Il se prolonge donc trivialement en un syste`me
local en Z-modules libres de rang 1 sur S tout entier. Notons LZ′/Z/S ce prolongement
qui est bien suˆr lui aussi ge´ome´triquement constant.
LEMME 3.4.1. — L’unique valeur propre de Frobenius agissant sur la fibre spe´ciale de
LZ′/Z/S est e´gale a` (−1)
mZ′/Z/S ou`
mZ′/Z/S =
∑
z
dimκ(z)(OZs,z),
la somme portant sur les point ferme´s z de Zs qui sont inertes dans Z
′
s.
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De´monstration : Comme S est hense´lien, Z est somme disjointe des ses localise´s en les
points ferme´s de Zs. On peut donc supposer qu’il n’y a qu’un seul point ferme´ z dans
Zs.
Si ce point est de´compose´ dans Z ′s, le reveˆtement e´tale Z
′ de Z est trivial et alors
LZ′/Z = ZZ et LZ′/Z/S = ZS , d’ou` l’assertion dans ce cas.
Si au contraire z est inerte dans Z ′s, notons K, KZ et KZ′ les corps des fonctions de S,
Z et Z ′, et notons kZ et kZ′ les corps re´siduels de Z et Z
′. Fixons une cloˆture se´parable K
de K et notons k le corps re´siduel du normalise´ de S dans K. On a un e´pimorphisme de
groupes pro-finis Gal(K/K)։ Gal(k/k) et un carre´ carte´sien de Gal(K/K)-ensembles
HomK(KZ′ , K)

// Homk(kZ′ , k)

HomK(KZ , K) // Homk(kZ , k)
ou` toutes les fle`ches sont surjectives et ou` les fibres des fle`ches verticales ont toutes 2
e´le´ments et celles des fle`ches horizontales ont toutes m = mZ′/Z/S e´le´ments.
Soit ϕ ∈ Gal(K/K) est un rele`vement arbitraire de l’e´le´ment de Frobenius de
Frobk ∈ Gal(k/k). Il s’agit de ve´rifier que ϕ agit par multiplication par (−1)
m sur
( 2r∧
ZHomK(KZ′ ,K)
)
⊗
( r∧
ZHomK(KZ ,K)
)⊗−2
ou ce qui revient au meˆme, que le de´terminant de l’action de ϕ sur ZHomK(KZ′ ,K) est
(−1)m.
Une fois fixe´ un point base ι′0 ∈ Homk(kZ′ , k), on a
Homk(kZ′ , k) = {ι
′
0, ι
′
1, . . . , ι
′
2r−1}
et
Homk(kZ , k) = {ι0 = ιr, ι1 = ιr+1, . . . , ιr−1 = ι2r−1}
ou` ι′n = Frob
n
k ◦ι
′
0 et ιn = ι
′
n|kZ pour n = 1, . . . , 2r − 1. Par suite on a
HomK(KZ , K) = A0 ∐A1 ∐ · · · ∐Ar−1
ou` An est la fibre de HomK(KZ , K)→ Homk(kZ , k) en ιn, et ϕ induit des isomorphismes
A0
∼
−→ A1
∼
−→ · · ·
∼
−→ Ar−1
∼
−→ A0.
Si on note Φ le compose´ de ces isomorphismes, on peut donc identifier ZHomK(KZ ,K) muni
de l’action de ϕ a` (ZA0){0,1,...,r−1} muni de l’automorphisme
(x0, x1, . . . , xr−1) 7→ (Φ(xr−1), x0, . . . , xr−2).
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De meˆme, on peut identifier ZHomK(KZ′ ,K) muni de l’action de ϕ a` (ZA0){0,1,...,2r−1}
muni de l’automorphisme
(x0, x1, . . . , x2r−1) 7→ (Φ
2(x2r−1), x0, . . . , x2r−2).
Le (signe du) de´terminant de ce dernier automorphisme ne de´pend pas de Φ, de sorte
qu’on est ramene´ au cas ou` Φ est l’identite´. Dans ce cas, le de´terminant est e´gal a` la
signature de la permutation circulaire de {0, 1, . . . , 2r − 1} a` la puissance le nombre
d’e´le´ments A0, c’est-a`-dire a` ((−1)
(2r−1))m = (−1)m. 
3.5. Le tore T sur l’ouvert ou` Y1 et Y2 se coupent transversalement
Le S♮-sche´ma en groupes
T˜ = h′♮,∗Gm,Z′♮
et le noyau
T = (h′♮,∗Gm,Z′♮)
τ∗=(−)−1
sont des S♮-tores de rang 2r et r respectivement qui contiennent (en ge´ne´ral strictement)
les S♮-tores T˜♮ et T♮.
Si Y ′S♮ → S♮ est la restriction a` S♮ de la courbe spectrale universelle, on a un
homomorphisme canonique de S♮-sche´mas en groupes
T˜ → PicY ′
S♮
/S♮
qui peut se construire comme un homomorphisme de co-bord d’une suite exacte longue
de cohomologie et qui se de´crit concre`tement de la fac¸on suivante : pour tout point b de
S♮ on construit un fibre´ en droites sur Y
′
b en recollant les fibre´s triviaux OY ′1,b et OY
′
2,b
a`
l’aide d’une fonction de recollement dans T˜b = H
0(Z ′b,O
×
Z′
b
). L’homomorphisme pre´ce´dent
induit un homomorphisme de S♮-sche´mas en groupes
T → PS♮ =
(
PicY ′
S♮
/S♮
)τ∗=(−)⊗−1
et donc une action de T sur la restriction MS♮ de M a` S♮. Le lieu des points fixes pour
cette dernie`re action est le ferme´ NS♮ ⊂ MS♮ induit par le ferme´ N de M.
Sur Z ′♮ ×S♮ NS♮ on a un fibre´ en droites muni d’une structure unitaire
E12 = (E˜12, E˜12
∼
−→ τ∗(E˜12)
⊗−1)
dont la fibre en (z′, (F1, ι1), (F2, ι2)) est (F1,z′ ⊗ F
⊗−1
2,z′ , ι1,z′ ⊗ ι
⊗−1
2,z′ ) ou`
ι1,z′ ⊗ ι
⊗−1
2,z′ : F1,z′ ⊗ F
⊗−1
2,z′
∼
−→ F⊗−11,τ(z′) ⊗ F2,τ(z′) = (F1,τ(z′) ⊗ F
⊗−1
2,τ(z′))
⊗−1.
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A priori ια,z′ est un isomorphisme entre Fα,z′ et F
⊗−1
α,τ(z′)⊗ωY ′α,b/κ(b)⊗kX′,τ(z′), mais comme
b est dans S♮, Y
′
α,b e´tale sur κ(b)⊗kX
′ et la droite ωY ′
α,b
/κ(b)⊗kX′,τ(z′) est canoniquement
trivialise´e.
La donne´e du fibre´ en droites E˜12 sur Z
′
♮ ×S♮ NS♮ e´quivaut a` celle d’un T˜-torseur sur
NS♮ . Par suite, la donne´e de E12 e´quivaut a` la donne´e d’un T-torseur sur NS♮ , torseur
que l’on note dans la suite encore par E12 (voir la section 6 de [La-Ra] pour un autre
point de vue sur ce torseur).
Sur l’ouvert S♮ ⊂ S nous avons aussi un morphisme injectif naturel de syste`mes locaux
en Z-modules libres
LZ′
♮
/Z♮/S♮ →֒ Sym
r
ZS♮
(X∗(T))
ou` LZ′
♮
/Z♮/S♮ est la restriction a` l’ouvert S♮ ⊂ S du syste`me local LZ′/Z/S construit dans
la section (3.4).
En effet, soit a : S♮,1 → S♮ un reveˆtement fini e´tale qui de´ploie totalement h♮ : Z♮ → S♮
et h′♮ : Z
′
♮ → S♮, de sorte que, apre`s changement de base par S♮,1 → S♮, on ait les
reveˆtements triviaux
S♮,1 ×S♮ Z
′
♮ = S
MorS♮ (S♮,1,Z
′
♮)
♮,1 → S♮,1 ×S♮ Z♮ = S
MorS♮ (S♮,1,Z♮)
♮,1 → S♮,1
et les tores de´ploye´s
S♮,1 ×S♮ T˜ = G
MorS♮(S♮,1,Z
′
♮)
m,S♮,1
et
S♮,1 ×S♮ T = Ker(G
MorS♮(S♮,1,Z
′
♮)
m,S♮,1
→ G
MorS♮ (S♮,1,Z♮)
m,S♮,1
)
ou` l’homomorphisme norme est donne´ par (xϕ′)ϕ′ → (
∏
π◦ϕ′=ϕ xϕ′)ϕ.
Pour chaque ϕ′ ∈ MorS♮(S♮,1, Z
′
♮) on note alors
χϕ′ : S♮,1 ×S♮ T ⊂ G
MorS♮(S♮,1,Z
′
♮)
m,S♮,1
→ Gm,S♮,1 .
la projection canonique sur la composante d’indice ϕ′ et on voit χϕ′ comme une section
globale de X∗(S♮,1 ×S♮ T).
Choisissons arbitrairement un type 〈〈CM 〉〉, c’est-a`-dire un ordre (ϕ′−, ϕ
′
+) dans la
fibre de MorS♮(S♮,1, Z
′
♮) → MorS♮(S♮,1, Z♮) en chaque ϕ ∈ MorS♮(S♮,1, Z♮), de sorte que
l’homomorphisme norme s’e´crit encore (xϕ′)ϕ′ → (xϕ′
−
xϕ′
+
)ϕ et que χϕ′
−
= −χϕ′
+
. Alors,
on peut former le produit∏
ϕ∈MorS♮ (S♮,1,Z♮)
χϕ′
+
∈ H0(S♮,1, Sym
r
ZS♮,1
(X∗(S♮,1 ×S♮ T)).
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LEMME 3.5.1. — Il existe un unique morphisme injectif de syste`mes locaux sur S♮
LZ′
♮
/Z♮/S♮ →֒ Sym
r
ZS♮
(X∗(T))
dont la restriction a` S♮,1 est l’injection
ZS♮,1 →֒ Sym
r
ZS♮,1
(X∗(S♮,1 ×S♮ T))
qui envoie la section globale 1 sur la section globale
∏
ϕ∈MorS♮(S♮,1,Z♮)
χϕ′
+
De´monstration : Comme χϕ′
−
= −χϕ′
+
, le produit
∏
ϕ∈MorS♮ (S♮,1,Z♮)
χϕ′
+
ne de´pend
pas, au signe pre`s, du type CM choisi. De plus, le co-cycle de descente de ce produit
est exactement le meˆme que celui du faisceau constant X∗(S♮1 ×S♮ T) = a
∗X∗(T) en le
syste`me local X∗(T), d’ou` le lemme. 
3.6. Le the´ore`me ge´ome´trique sur l’ouvert S♮
Sur l’ouvert S♮ de S on a le triangle commutatif de morphismes de champs alge´briques
NS♮


//
gS♮
  A
AA
AA
AA
A
MS♮
fS♮~~||
||
||
||
S♮
ou` l’image de l’immersion ferme´e horizontale est le lieu des points fixes sous l’action du
sous-S♮-tore T♮ ⊂ T et donc aussi du tore T puisque ce dernier agit trivialement sur NS♮ .
Le T-torseur E12 sur NS♮ de la section pre´ce´dente induit un T-torseur [E12/T] sur le
champ alge´brique [NS♮/T]. Ici on a pris le quotient [E12/T] pour l’action de T sur E12 de
la structure de torseur, alors qu’on a pris le quotient [NS♮/T] pour l’action triviale de T.
Si χ est une section de X∗(T) sur un ouvert e´tale U → S♮ de S♮, on peut pousser
le TU -torseur [E12/T]U par χ et prendre la premie`re classe de Chern du fibre´ en droites
χ([E12/T]U ) sur [NS♮/T]U = [NU/TU ] ainsi obtenu. Bien entendu, on a note´ (−)U le
changement de base par le morphisme U → S♮. On voit cette classe de Chern comme un
morphisme de complexes ℓ-adiques
c1(χ([E12/T]U )) : Qℓ,[NU/TU ] → Qℓ,[NU/TU ][2](1)
sur [NU/TU ]. Cette classe de Chern induit par image directe sur U un morphisme de
complexes ℓ-adiques
gTUU,∗Qℓ → g
TU
U,∗Qℓ[2](1)
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sur U , ou` gU : NU := U ×S♮ NS♮ → U est la projection canonique, morphisme qui a` son
tour induit un morphisme de faisceaux pervers ℓ-adiques gradue´s⊕
n
pHn(gTUU,∗Qℓ)→
⊕
n
pHn+2(gTUU,∗Qℓ)(1)
sur U .
On a de´fini ainsi un morphisme de faisceaux pervers ℓ-adiques gradue´s
e12 : X
∗(T)⊗ZS♮
⊕
n
pHn(gTS♮,∗Qℓ)→
⊕
n
pHn+2(gTS♮,∗Qℓ)(1)
sur S♮. En ite´rant r fois le morphisme e12 on obtient un morphisme de faisceaux pervers
ℓ-adiques gradue´s
er12 : Sym
r(X∗(T))⊗ZS♮
⊕
n
pHn(gTS♮,∗Qℓ)→
⊕
n
pHn+2r(gTS♮,∗Qℓ)(r).
sur S♮, et aussi un morphisme de faisceaux pervers ℓ-adiques gradue´s
er12 : Sym
r(X∗(T))⊗ZS♮
⊕
n
p
H
n(gTS♮,∗Qℓ)κ →
⊕
n
p
H
n+2r(gTS♮,∗Qℓ)κ(r).
sur S♮ pour chaque caracte`re κ de (Z/2Z)
2.
On a le sous-syste`me local de rang 1
LZ′
♮
/Z♮/S♮ ⊂ Sym
r(X∗(T))
construit dans la section pre´ce´dente.
LEMME 3.6.1. — Les restrictions
LZ′
♮
/Z♮/S♮ ⊗ZS♮
⊕
n
pHn(gTS♮,∗Qℓ)→
⊕
n
pHn+2r(gTS♮,∗Qℓ)(r)
et
LZ′
♮
/Z♮/S♮ ⊗ZS♮
⊕
n
p
H
n(gTS♮,∗Qℓ)κ →
⊕
n
p
H
n+2r(gTS♮,∗Qℓ)κ(r)
a` LZ′
♮
/Z♮/S♮ →֒ Sym
r(X∗(T)) des morphismes er12 ci-dessus sont injectives.
Compte tenu de ce lemme on peut identifier et on identifiera les images de ces
morphismes avec leurs sources.
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De´monstration : Il suffit de de´montrer l’injectivite´ de la premie`re fle`che apre`s le
changement de base par le reveˆtement fini e´tale a : S♮,1 → S♮, qui de´ploie totalement
h♮ : Z♮ → S♮ et h
′
♮ : Z
′
♮ → S♮, conside´re´ dans la construction de la fle`che LZ′♮/Z♮/S♮ ⊂
Symr(X∗(T)), construction dont on reprend les notations.
Ce changement de base de´ploie aussi le tore T et le choix d’un type CM permet
d’identifier TS♮,1 a` G
MorS♮(S♮,1,Z♮)
m,S♮,1
. Comme T agit trivialement sur NS♮ , on a donc⊕
n
pHn(g
TS♮,1
S♮,1,∗
Qℓ) =
(⊕
n
pHn(gS♮,1,∗Qℓ)
)
[(tϕ′
+
)ϕ∈MorS♮(S♮,1,Z♮)]
ou` tϕ′
+
est la classe de Chern du fibre´ en droites sur le classifiant [S♮,1/TS♮,1 ] obtenu en
poussant le TS♮,1 -torseur universel par le caracte`re χϕ′+ .
Notons χϕ′
+
(E˜12) le fibre´ en droites sur NS♮,1 obtenu en poussant la restriction a` NS♮,1
du T˜-torseur E˜12 par le caracte`re χϕ′
+
et notons simplement
cϕ′
+
:
⊕
n
pHn(gS♮,1,∗Qℓ)→
⊕
n
pHn+2(gS♮,1,∗Qℓ)(1)
la fle`che induite par sa premie`re classe de Chern
c1(χϕ′
+
(E˜12)) : Qℓ,NS♮,1 → Qℓ,NS♮,1 [2](1).
Il s’agit alors de de´montrer que la fle`che de degre´ 2r∏
ϕ∈MorS♮ (S♮,1,Z♮)
(tϕ′
+
+ cϕ′
+
) :
(⊕
n
pHn(gS♮,1,∗Qℓ)
)
[(tϕ′
+
)ϕ∈MorS♮ (S♮,1,Z♮)]
→
(⊕
n
pHn(gS♮,1,∗Qℓ)
)
[(tϕ′
+
)ϕ∈MorS♮ (S♮,1,Z♮)](r)
est injective (voir le lemme A.2.1), ce qui est e´vident. 
Notre re´sultat principal concernant la cohomologie e´quivariante de MS au-dessus de
l’ouvert S♮ de S est alors le suivant :
THE´ORE`ME 3.6.2. — Pour chacun des deux caracte`res endoscopiques κ : Z2 → {±1},
l’application de restriction⊕
n
pHn(fTS♮,∗Qℓ)κ →
⊕
n
pHn(gTS♮,∗Qℓ)κ
est injective et son image est pre´cise´ment le sous-Qℓ[X
∗(T)(−1)]-module en faisceaux
pervers gradue´s sur S
LZ′
♮
/Z♮/S♮ ⊗ZS♮
⊕
n
p
H
n−2r(gTS♮,∗Qℓ)κ(−r) ⊂
⊕
n
p
H
n(gTS♮,∗Qℓ)κ.
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De´monstration : Pour chaque entier n, pHn(fS♮,∗Qℓ)κ est potentiellement pur de
poids n d’apre`s le corollaire 3.2.4. L’injectivite´ de la fle`che de restriction est donc une
conse´quence du corollaire A.1.3.
Le reste de la de´monstration du the´ore`me fait l’objet des deux paragraphes qui suivent.

COROLLAIRE 3.6.3. — Pour chacun des deux caracte`res endoscopiques κ : Z2 → {±1}
il existe un isomorphisme de faisceaux pervers gradue´s sur S♮⊕
n
pHn(fS♮,∗Qℓ)κ
∼
−→ LZ′
♮
/Z♮/S♮ ⊗ZS♮
⊕
n
pHn−2r(gS♮,∗Qℓ)κ(−r).
De´monstration : D’apre`s le the´ore`me on a un isomorphisme de Qℓ[X
∗(T)(−1)]-modules
en faisceaux pervers gradue´s sur S⊕
n
pHn(fTS♮,∗Qℓ)κ
∼
−→ LZ′
♮
/Z♮/S♮ ⊗ZS♮
⊕
n
pHn−2r(gTS♮,∗Qℓ)κ(−r).
De plus, compte tenu de la purete´ l’isomorphisme canonique
fS♮,∗Qℓ,S♮ = Qℓ ⊗
L
εT∗Qℓ
fTS♮,∗Qℓ
induit une suite spectrale dont la partie κ de´ge´ne`re en un isomorphisme⊕
n
pHn(fS♮,∗Qℓ)κ = Qℓ,S♮ ⊗Qℓ[X∗(T)(−1)]
⊕
n
pHn(fTS♮,∗Qℓ)κ.
De meˆme, il existe un isomorphisme⊕
n
pHn(gS♮,∗Qℓ)κ = Qℓ,S♮ ⊗Qℓ[X∗(T)(−1)]
⊕
n
pHn(gTS♮,∗Qℓ)κ,
d’ou` le corollaire. 
3.7. Une construction a` la Altman et Kleiman
Nous aurons besoin d’une construction inspire´e des espaces de modules de pre´senta-
tions d’Altman et Kleiman (cf. [Al-Kl]).
Notons simplement
S♮,1 ⊂
r︷ ︸︸ ︷
Z♮ ×S♮ Z♮ · · · ×S♮ Z♮
le sous-sche´ma ouvert et ferme´ du produit fibre´ forme´ des z = (z1, . . . , zr) tels que zi 6= zj
pour tous i 6= j. C’est un S♮-sche´ma fini e´tale de degre´ r! qui, par changement de base,
de´ploie comple`tement le reveˆtement fini e´tale Z♮ → S♮.
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Pour tout point ge´ome´trique z = (z1, . . . , zr) de S♮,1 d’image b dans S♮ et tout
i = 0, 1, . . . , r, on conside`re la courbe Y
[i]
z de´duite de Yb en normalisant cette courbe
en les points zi+1, . . . , zr ∈ Zb = Y1,b ∩ Y2,b. On a donc Y
[0]
z = Y1,b ∐ Y2,b et Y
[r]
z = Yb,
et pour chaque i = 0, 1, . . . , r, la courbe Y
[i]
z est une normalisation partielle de Y
[i+1]
z
qui a pour composantes (non irre´ductibles en ge´ne´ral) Y1,b et Y2,b, composantes dont
l’intersection est re´duite a` {z1, . . . , zi} et qui se coupent transversalement en ces points.
Y1,b ∐ Y2,b = Y
[0]
z
// Y
[1]
z
// · · · // Y
[r]
z = Yb

S♮,1
On a aussi le reveˆtement e´tale double
Y ′[i]z = X
′ ×X Y
[i]
z → Y
[i]
z .
Pour i fixe´ et z variable, les courbes Y
[i]
z et leurs reveˆtements e´tales doubles ci-
dessus se mettent naturellement en famille sur S♮,1. On peut donc former le S♮,1-
champ alge´brique M[i] dont les points ge´ome´triques sont les triplets (z,F[i], ι[i]) ou` z
est un point ge´ome´trique de S♮,1, F
[i] est un Module sans torsion de rang 1 sur Y
′[i]
z et
ι[i] : F[i]
∼
−→ τ∗(F[i])∨ est une structure unitaire.
On a M[0] = S♮,1 ×S♮ NS♮ et M
[r] = S♮,1 ×S♮ MS♮ et on a des immersions ferme´es de
S♮,1-champs alge´briques
M[0]

 i[0] //
M[1]

 i[1] //
M[2] · · ·

 i[r−1] //
M[r]
induites par les foncteurs d’image directe pour les normalisations partielles Y
[i]
z → Y
[i+1]
z .
Le compose´ de ces immersions ferme´es n’est autre que le changement de base par
S♮,1 → S♮ ⊂ S de l’immersion ferme´e NS →֒ MS conside´re´e pre´ce´demment.
Bien suˆr, pour chaque i = 0, 1, . . . , r on peut de´finir pareillement le S♮,1-sche´ma en
groupes P [i] des Modules inversibles unitaires sur la famille des Y
′[i]
z et on a une action
par produit tensoriel de P [i] sur M[i]. On a des homomorphismes
P [r] → · · · → P [1] → P [0]
et, compte tenu de ces homomorphismes, pour chaque i = 0, 1, . . . , r − 1, l’immersion
ferme´e i[i] ci-dessus est P [i+1]-e´quivariante.
Le S♮,1-tore T
[r] := S♮,1 ×S♮ T se de´compose naturellement en un produit
T[r] = T1 ×S♮,1 T2 · · · ×S♮,1 Tr,
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ou` Ti est le noyau de l’homomorphisme P
[i] → P [i−1] et est le changement de base par
la i-e`me projection S♮,1 → Z♮ du tore
(π∗Gm,Z′
♮
)τ
∗=(−)−1 .
Notons
S′♮,1 ⊂
r︷ ︸︸ ︷
Z ′♮ ×S♮ Z
′
♮ · · · ×S♮ Z
′
♮
le sous-sche´ma ouvert et ferme´ du produit fibre´ forme´ des z′ = (z′1, . . . , z
′
r) dont l’image
z dans Z♮ ×S♮ Z♮ · · · ×S♮ Z♮ est dans S♮,1. C’est un reveˆtement fini e´tale de S♮,1 de degre´
2r.
Pour chaque i = 0, 1, . . . , r − 1, conside´rons le S′♮,1-champ alge´brique M
′[i,i+1] des
(z′, (F[i], ι[i]), (ε : G →֒ F[i,i+1]))
ou` :
1) z′ est un point de S′♮,1, d’image z dans S♮,1 et b dans S♮,
2) le couple (z′, (F[i], ι[i])) est un point de M[i],
3) ε est une modification e´le´mentaire infe´rieure en z′i+1 de F
[i,i+1], c’est-a`-dire d’un
homomorphisme injectif de O
Y
′[i+1]
z
-Modules
ε : G →֒ F[i,i+1]
ou` :
- (F[i,i+1], ι[i,i+1]) est l’image directe par le morphisme de normalisation partielle
Y
′[i]
z → Y
′[i+1]
z de (F[i], ι[i]),
- G est un Module sans torsion de rang 1 sur Y
′[i+1]
z ,
- Coker(ε) est de longueur 1 et a` support dans {z′i+1}.
L’oubli de ε est une fibration en droites projectives
p′[i,i+1] : M′[i,i+1] → S′♮,1 ×S♮,1 M
[i]
et on a les deux sections
σ
[i]
1 , σ
[i]
2 : S
′
♮,1 ×S♮,1 M
[i] → M′[i,i+1]
de p′[i,i+1] de´finies comme suit : soient α ∈ {1, 2} et (z′, (F[i], ι[i])) un point de
S′♮,1 ×S♮,1 M
[i], on de´finit la modification infe´rieure e´le´mentaire
εα : Gα →֒ F
[i,i+1]
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qui intervient dans σ
[α]
1 (z
′, (F[i], ι[i])) en prenant l’image directe par la normalisation
partielle Y
′[i]
z → Y
′[i+1]
z de la modification e´le´mentaire
F[i](−[z′i+1,α]) →֒ F
[i]
ou` z′i+1,α est l’unique point lisse de Y
′
α,b au-dessus du point double z
′
i+1 de Y
′[i+1]
z .
On de´finit un morphisme de S′♮,1-champs alge´briques
ρ′[i,i+1] : M′[i,i+1] → S′♮,1 ×S♮,1 M
[i+1]
en envoyant
(
z′, (F[i], ι[i]), ε : G →֒ F[i,i+1]
)
sur (z′,F[i+1], ι[i+1]) ou` F[i+1] est la somme
amalgame´e de la modification infe´rieure ε : G →֒ F[i,i+1] en z′i+1 et de la modification
supe´rieure (τ∗ε∨)◦ι[i,i+1] : F[i,i+1] →֒ τ∗G∨ en τ(z′i+1) 6= z
′
i+1, et ou` ι
[i+1] est la structure
unitaire e´vidente.
Le lemme suivant est une variante du the´ore`me 18 de [Al-Kl] et on renvoie a` cette
re´fe´rence pour les de´tails de sa de´monstration.
LEMME 3.7.1. — Le morphisme ρ′[i,i+1] : M′[i,i+1] → S′♮,1×S♮,1 M
[i+1] est un pincement
de M′[i,i+1] identifiant les deux sections
σ
[i]
1 , σ
[i]
2 : S
′
♮,1 ×S♮,1 M
[i] → M′[i,i+1]
de p′[i,i+1]. Plus pre´cise´ment,
- ρ′[i,i+1] est fini,
- l’image re´ciproque par ρ′[i,i+1] de l’image de l’immersion ferme´e S′♮,1 ×S♮,1 i
[i] :
S′♮,1 ×S♮,1 M
[i] →֒ S′♮,1 ×S♮,1 M
[i+1] est la re´union des images des deux sections σ
[i]
1
et σ
[i]
2 ,
- ρ′[i,i+1] est un isomorphisme en dehors des images de ces deux sections,
- il existe deux sections globales h
[i]
1 et h
[i]
2 du S
′
♮,1-sche´ma en groupes S
′
♮,1 ×S♮,1 P
[i]
induisant des automorphismes de S′♮,1 ×S♮,1 M
[i] note´s aussi h
[i]
1 et h
[i]
2 , tels que le
carre´
S′♮,1 ×S♮,1 M
[i]
h[i]α


 σ[i]α //
M′[i,i+1]
ρ′[i,i+1]

S′♮,1 ×S♮,1 M
[i] 

i[i]
// S′♮,1 ×S♮,1 M
[i+1]
soit commutatif pour α = 1, 2.
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De´monstration : Pour α = 1, 2, on a une structure unitaire e´vidente induite par ι[i]
sur le Module sans torsion de rang 1, F[i]([τ(z′i+1,α)]− [z
′
i+1,α]), structure que l’on note
ι[i]([τ(z′i+1,α)]− [z
′
i+1,α]). Avec cette notation on a
ρ′[i,i+1] ◦ σ[i]α (z
′,F[i], ι[i])
=
(
z′, (Y ′[i]z → Y
′[i+1]
z )∗
(
F[i]([τ(z′i+1,α)]− [z
′
i+1,α]), ι
[i]([τ(z′i+1,α)]− [z
′
i+1,α])
))
pour α = 1, 2 et
i[i](z′,F[i], ι[i]) =
(
z′, (Y ′[i]z → Y
′[i+1]
z )∗(F
[i], ι[i])
)
de sorte que la section h
[i]
α qui envoie z′ sur OY ′[i]z
([τ(z′i+1,α)] − [z
′
i+1,α]) muni de sa
structure unitaire e´vidente, re´pond a` la question. 
Par dualite´ et fonctorialite´ on a une modification e´le´mentaire supe´rieure en τ(z′i+1)
(τ∗ε∨) ◦ ι[i,i+1] : F[i,i+1] →֒ τ∗G∨.
Si on note (par abus) [2z′i+1] le diviseur de Cartier sur Y
′[i+1]
z induit par la fibre de
Y
′[i+1]
z → κ(b) ⊗k X
′ passant par le point z′i+1, dans un voisinage suffisamment petit
de z′i+1 (on veut e´viter les autres z
′
j et τ(z
′
j) qui pourrait eˆtre sur cette fibre), le
O
Y
′[i+1]
z
-Module inversible O
Y
′[i+1]
z
(−[2z′i+1]) est un Ide´al de co-longueur 2 de OY ′[i+1]z
et le morphisme canonique
τ∗(G∨ ⊗O
Y
′[i+1]
z
O
Y
′[i+1]
z
(−[2z′i+1])) →֒ τ
∗G∨ ⊗O
Y
′[i+1]
z
O
Y
′[i+1]
z
= τ∗G∨
se factorise en une modification e´le´mentaire infe´rieure en τ(z′i+1)
ετ : Gτ := τ∗(G∨ ⊗O
Y
′[i+1]
z
O
Y
′[i+1]
z
(−[2z′i+1])) →֒ F
[i,i+1]
suivi de (τ∗ε∨) ◦ ι[i,i+1].
On munit M′[i,i+1] de la donne´es de descente, relativement a` S′♮,1 → S♮,1, qui de´finie
par l’involution τ qui envoie (z′,F[i], ι[i], ε : G →֒ F[i,i+1]) sur(
τ(z′),F[i], ι[i], ετ : Gτ →֒ F[i,i+1]
)
.
Remarquons que les sections σ
[i]
1 et σ
[i]
2 ci-dessus sont e´change´es par cette involution.
On a donc un S♮,1-champ alge´brique M
[i,i+1] dont le changement de base par S′♮,1 →
S♮,1 est M
′[i,i+1] et un morphisme d’oubli
p[i,i+1] : M[i,i+1] → M[i]
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qui est une fibration en droites projectives 〈〈 tordues 〉〉. Le points ge´ome´triques de M[i,i+1]
sont les uplets (
z,F[i], ι[i], ε′ : G′ →֒ F[i,i+1], ε′′ : G′′ →֒ F[i,i+1]
)
forme´s d’un point ge´ome´trique z de S♮,1 d’image b dans S♮, de (F
[i], ι[i]) comme ci-dessus
et de deux modifications e´le´mentaires infe´rieures ε′ et ε′′ en z′i+1 et z
′′
i+1 respectivement,
ou` {z′i+1, z
′′
i+1} est la fibre de Z
′
♮ → Z♮ en zi+1, modifications qui ve´rifient la compatibilite´
ε′τ = ι[i,i+1] ◦ ε′′.
Le morphisme ρ′[i,i+1] se descend un un morphisme de S♮,1-champs alge´briques
ρ[i,i+1] : M[i,i+1] → M[i+1].
3.8. Preuve du the´ore`me sur l’ouvert S♮
Pour terminer la de´monstration du the´ore`me 3.6.2, il suffit de le faire apre`s avoir
remplace´ S♮ par un reveˆtement fini e´tale.
On peut donc se placer sur S♮,1 et utiliser la construction a` la Altman et Kleiman de
la section pre´ce´dente
M[i,i+1]
p[i,i+1]
zzuu
uu
uu
uu
u
ρ[i,i+1]
%%J
JJ
JJ
JJ
JJ
M[i]
f [i] $$H
HH
HH
HH
HH
M[i+1]
f [i+1]yytt
tt
tt
tt
tt
S♮,1
ou` on a note´ f [i] la projection canonique de M[i] sur S♮,1.
On ve´rifie que
LZ′
♮
×S♮S♮,1/Z♮×S♮S♮,1/S♮,1
= L1 ⊗S♮,1 L2 ⊗S♮,1 · · · ⊗S♮,1 Lr
ou` Li ⊂ X
∗(Ti) est l’image re´ciproque par la i-e`me projection S♮,1 → Z♮ de LZ′
♮
/Z♮/Z♮ .
On note
L[i] = L1 ⊗S♮,1 L2 ⊗S♮,1 · · · ⊗S♮,1 Li ⊂ Sym
i
ZS♮,1
(X∗(T[i])).
ou` T[i] = T1 ×S♮,1 T2 ×S♮,1 · · · ×S♮,1 Ti.
On montre alors par re´currence sur i = 0, 1, . . . , r que, pour chacun des deux caracte`res
endoscopiques κ : Z2 → {±1}, la fle`che de restriction le long de l’immersion ferme´e
i[i−1] ◦ · · · i[1] ◦ i[0] : M[0] →֒ M[i],⊕
n
pHn((f [i])T
[i]
∗ Qℓ)κ →
⊕
n
pHn((f [0])T
[i]
∗ Qℓ)κ
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est injective et que son image est pre´cise´ment le sous-Qℓ[X
∗(T[i])(−1)]-module en
faisceaux pervers gradue´s sur S
L[i] ⊗ZS♮,1
⊕
n
pHn−2i((f [0])T
[i]
∗ Qℓ)κ(−i) ⊂
⊕
n
pHn((f [0])T
[i]
∗ Qℓ)κ.
Le cran i = 0 de la re´currence e´tant tautologique, il suffit de de´duire le cran i du cran
i−1. Apre`s le changement de base S′♮,1 → S♮,1 le diagramme de champs ci-dessus devient
un diagramme
M′[i−1,i]
p′[i−1,i]
yyss
ss
ss
ss
ss ρ′[i−1,i]
$$I
II
II
II
II
M′[i−1]
f ′[i−1] %%J
JJ
JJ
JJ
JJ
J M
′[i]
f ′[i]zzuu
uu
uu
uu
u
S′♮,1
ou` p′[i−1,i] est maintenant un fibre´ en droites projectives non tordues munies de deux
sections σ
[i−1]
1 et σ
[i−1]
2 , ou` S
′
♮,1 ×S♮,1 Ti = Gm,S′♮,1 agit par homothe´ties en fixant ces
deux sections et ou` ρ′[i−1,i] est un pincement Gm,S′
♮,1
-e´quivariant de ce fibre´ projectif le
long de ces deux sections. On se retrouve en fait dans une situation du type de celle
conside´re´e dans la section (A.2).
Il re´sulte donc de la proposition A.2.5 que la fle`che de restriction le long de l’immersion
ferme´e i′[i−1] : M′[i−1] →֒ M′[i]⊕
n
pHn((f ′[i])
Gm,S′
♮,1
∗ Qℓ)κ →
⊕
n
pHn((f ′[i−1])
Gm,S′
♮,1
∗ Qℓ)κ
=
(⊕
n
pHn((f ′[i−1])∗Qℓ)κ
)
[ti]
est injective et que son image est pre´cise´ment le sous-Qℓ[ti]-module en faisceaux pervers
gradue´s sur S
(ti + ci)
(⊕
n
pHn((f ′[i−1])∗Qℓ)κ
)
[ti] ⊂
(⊕
n
pHn((f ′[i−1])∗Qℓ)κ
)
[ti]
ou` ci est la classe de Chern, note´e cS dans (A.2), du fibre´ vectoriel de´finissant le fibre´
projectif p′[i−1,i]. On rappelle que l’on a un isomorphisme canonique
P(F
[i,i+1]
z′
i+1
) = P(F
[i]
z′
i+1,1
⊕ F
[i]
z′
i+1,2
) = P
(
(F
[i]
z′
i+1,1
⊗ (F
[i]
z′
i+1,2
)⊗−1)⊕ κ(z′i+1)
)
.
Par descente de S′♮,1 a` S♮,1 on en de´duit que la fle`che de restriction le long de l’immersion
ferme´e i[i−1] : M[i−1] →֒ M[i]⊕
n
pHn((f [i])Ti∗ Qℓ)κ →
⊕
n
pHn((f [i−1])Ti∗ Qℓ)κ
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est injective et que son image est pre´cise´ment le sous-Qℓ[X
∗(Ti)(−1)]-module en faisceaux
pervers gradue´s sur S
Li ⊗ZS♮,1
⊕
n
pHn−2((f [i−1])Ti∗ Qℓ)κ(−1) ⊂
⊕
n
pHn((f [i−1])Ti∗ Qℓ)κ.
On conclut enfin la re´currence et donc la preuve du the´ore`me 3.6.2 par une formule
de Ku¨nneth.
3.9. L’argument de de´formation
Re´sumons la situation. Au-dessus de l’hense´lise´ S de AH en le point a ∈ AH(k), on a
deux morphismes propres fS : MS → S et gS : NS → S.
Comme NS est formellement lisse sur k, chaque faisceau de cohomologie perverse
pHn(gS,∗Qℓ) est pur de poids n et il en est de meˆme de sa partie κ,
pHn(gS,∗Qℓ)κ, pour
n’importe quel caracte`re κ de (Z/2Z)2. En particulier, les faisceaux pervers pHn(gS,∗Qℓ)
et pHn(gS,∗Qℓ)κ sur S sont ge´ome´triquement semi-simples.
On a de plus l’action du groupe discret Z2 sur MS pour laquelle l’action induite de
Z2 sur chaque faisceau de cohomologie perverse pHn(fS,∗Qℓ) se factorise a` travers le
quotient Z2 → (Z/2Z)2. Bien que MS ne soit pas formellement lisse sur k, on sait que,
pour chacun des deux caracte`res endoscopiques κ de (Z/2Z)2 et chaque entier n la partie
κ-isotypique pHn(fS,∗Qℓ)κ de
pHn(fS,∗Qℓ) est pure de poids n. En particulier, cette
partie κ-isotypique est un faisceau ge´ome´triquement semi-simple.
On a enfin une action du S-tore T sur MS qui commute a` l’action de Z
2 et dont le lieu
des points fixes est le ferme´ image de NS dans MS. On peut donc conside´rer les faisceaux
pervers gradue´s de cohomologie T -e´quivariante⊕
n
pHn(fTS,∗Qℓ) et
⊕
n
pHn(gTS,∗Qℓ)
et leur parties κ-isotypiques⊕
n
pHn(fTS,∗Qℓ)κ et
⊕
n
pHn(gTS,∗Qℓ)κ
pour n’importe quel caracte`re κ de (Z/2Z)2. Ce sont des faisceaux en modules gradue´s
sur le faisceau en Qℓ-alge`bres gradue´es Qℓ[X
∗(T )(−1)] = Sym(X∗(T )⊗ZS Qℓ,S(−1)) sur
S.
Fixons un caracte`re endoscopique κ de (Z/2Z)2. Comme T agit trivialement sur NS,
on a
N :=
⊕
n
p
H
n(gTS,∗Qℓ)κ = Qℓ[X
∗(T )(−1)]⊗Qℓ,S
⊕
n
p
H
n(gS,∗Qℓ)κ
et, tout comme
⊕
n
pHn(gS,∗Qℓ)κ, N est un faisceau pervers gradue´ ge´ome´triquement
semi-simple.
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La purete´ des pHn(fS,∗Qℓ)κ implique que la fle`che de restriction
M :=
⊕
n
pHn(fTS,∗Qℓ)κ →
⊕
n
pHn(gTS,∗Qℓ)κ = N
est injective, que tout comme
⊕
n
pHn(fS,∗Qℓ)κ, M est un faisceau pervers gradue´
ge´ome´triquement semi-simple, et que⊕
n
pHn(fS,∗Qℓ)κ = Qℓ ⊗Qℓ[X∗(T )(−1)] M.
PROPOSITION 3.9.1. — Pour tout point ge´ome´trique b de S il existe un trait strictement
hense´lien V de point ferme´ v et de point ge´ne´rique η et un morphisme de sche´mas
ϕ : V → S tel que
- ϕ(v) = b et ϕ(η) ∈ S♮ ⊂ S,
- ϕ∗N est a` cohomologie ordinaire constante.
De´monstration : C’est une conse´quence imme´diate de la proposition 2.9.1.

COROLLAIRE 3.9.2. — Si j : S♮ →֒ S est l’inclusion, on a
M = j!∗j
∗M et N = j!∗j
∗N
et aussi
pHn(fS,∗Qℓ)κ = j!∗j
∗ pHn(fS,∗Qℓ)κ et
pHn(gS,∗Qℓ)κ = j!∗j
∗ pHn(gS,∗Qℓ)κ
quel que soit l’entier n.
De´monstration : Comme M (resp. N) est pervers la fle`che d’oubli des supports
pH0(j!j
∗M)→ pH0(j∗j
∗M) (resp. pH0(j!j
∗N)→ pH0(j∗j
∗N)) se factorise en
pH0(j!j
∗M)→M → pH0(j∗j
∗M) (resp. pH0(j!j
∗N)→ N → pH0(j∗j
∗N) )
et il s’agit donc de de´montrer que les fle`ches de faisceaux pervers pH0(j!j
∗M) → M
et pH0(j!j
∗N) → N sont surjectives et que les fle`ches de faisceaux pervers M →
pH0(j∗j
∗M) et N → pH0(j∗j
∗N) sont injectives. Le proble`me est de nature ge´ome´trique
et on peut donc remplacer S par son hense´lise´ strict, ou ce qui revient au meˆme supposer
que M et N qui sont a priori ge´ome´triquement semi-simples, sont en fait semi-simples.
Pour tout Qℓ-faisceau pervers irre´ductible K sur S dont le support rencontre l’ouvert
S♮, on a bien suˆr K = j!∗j
∗K. Il s’agit donc de de´montrer que N , et donc a fortiori M ,
n’a pas de sous-objet simple K dont le support dans S ne rencontre pas S♮.
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Raisonnons par l’absurde en supposant qu’il existe un tel K. Soit b un point
ge´ome´trique de S tel que la fibre de K en b soit non nulle. Prenons alors un morphisme
ϕ : V → S comme dans la proposition. Alors, ϕ∗K est un facteur direct de ϕ∗N et est
donc a` cohomologie ordinaire constante. Par suite le support de K rencontre S♮, d’ou`
une contradiction. 
Rassemblant les re´sultats de ce corollaire et ceux obtenus sur l’ouvert S♮, on obtient
finalement
THE´ORE`ME 3.9.3. — Pour κ : (Z/2Z)2 → {±1} endoscopique on a un isomorphisme
de faisceaux pervers gradue´s sur S⊕
n
pHn(fS,∗Qℓ)κ
∼
−→ LZ′/Z/S ⊗ZS
⊕
n
pHn−2r(gS,∗Qℓ)κ(−r). 
3.10. Comptage de points rationnels et le the´ore`me global
Pour κ : (Z/2Z)2 → {±1} endoscopique on vient de terminer la construction d’un
isomorphisme de faisceaux pervers gradue´s sur S
(∗)
⊕
n
pHn(fS,∗Qℓ)κ
∼
−→ LZ′/Z/S ⊗ZS
⊕
n
pHn−2r(gS,∗Qℓ)κ(−r).
Nous allons maintenant de´duire une conse´quence nume´rique de cet isomorphisme.
Soit s le point ge´ome´trique de S, localise´ au point ferme´ s de S de´fini par une cloˆture
alge´brique k de k = Fq = κ(s). On note comme d’habitude Frobs l’endomorphisme de
Frobenius ge´ome´trique en s.
LEMME 3.10.1. — On a les deux e´galite´s∑
m,n
(−1)m+n Tr(Frobs, H
m((pHn(fS,∗Qℓ)κ)s)) =
∑
n
(−1)nTr(Frobs, H
n(Ms,Qℓ)κ)
et ∑
m,n
(−1)m+n Tr(Frobs, H
m((pHn(gS,∗Qℓ)κ)s)) =
∑
n
(−1)nTr(Frobs, H
n(Ns,Qℓ)κ).
De´monstration : Conside´rons la cate´gorie abe´lienne A des Qℓ-espaces vectoriels de
dimension finie munis d’une action continue de Gal(k/k) et d’une action de Z2 qui
commute a` l’action de Gal(k/k) et dont la restriction a` 2Z2 est unipotente. Conside´rons
aussi la cate´gorie abe´lienne Ass des Qℓ-espaces vectoriels de dimension finie munis d’une
action continue de Gal(k/k) et d’une action de (Z/2Z)2 qui commute a` l’action de
Gal(k/k). La fle`che
K0(A
ss)→ K0(A)
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induite par l’inclusion de Ass dans A est un isomorphisme.
Pour tout caracte`re κ : (Z/2Z)2 → {±1} ⊂ Q×ℓ et tout objet V de A on de´finit
Trssκ (Frobq, V ) ∈ Qℓ
comme suit : V de´finit un e´le´ment [V ] de K0(A) donc un e´le´ment [V ]
ss de K0(A
ss) et on
pose
Trssκ (Frobq, V ) = Trκ(Frobq, [V ]
ss).
L’objet C = fS,∗Qℓ de la cate´gorie de´rive´e des complexes borne´s de faisceaux ℓ-
adiques sur S, est muni d’une action du groupe Z2 telle que le sous-groupe 2Z2 ⊂ Z2
agit trivialement sur
⊕
n
pHn(C). En conside´rant les tronque´s successifs de C pour la
t-structure interme´diaire, on voit que 2Z2 agit de manie`re unipotente sur C.
La fibre Cs de C en s de´finit un e´le´ment
[Cs] :=
∑
n
(−1)n[Hn(Cs)] ∈ K0(A)
qui est e´gal a`
[Cs] =
∑
n
(−1)n[Hn(Ms,Qℓ)]
d’apre`s le the´ore`me de changement de base pour un morphisme propre. De meˆme la fibre
(pHn(C))s en s de chaque faisceau de cohomologie perverse
pHn(C) de´finit un e´le´ment
[(pHn(C))s] =
∑
m
(−1)m[Hm((pHn(C))s)] ∈ K0(A).
Maintenant, on a l’e´galite´
[Cs] =
∑
n
(−1)n[(pHn(C))s]
dans K0(A), d’ou` l’e´galite´∑
n
(−1)n[(pHn(C))s] =
∑
n
(−1)n[Hn(Ms,Qℓ)],
toujours dans K0(A), et par conse´quent l’e´galite´∑
n
(−1)n Trssκ (Frobq, (
pHn(C))s) =
∑
n
(−1)nTrssκ (Frobq, H
n(Ms,Qℓ))
dans Qℓ. On a en fait deux e´le´ments virtuels de A
ss qui, comme objets de A, ont la meˆme
classe dans K0(A). Ils ont donc la meˆme classe dans K0(A
ss).
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Enfin, puisque 2Z2 agit trivialement aussi bien sur les faisceaux pervers pHn(C) que
sur les groupes de cohomologie ordinaires Hn(Ms,Qℓ), et puisque (Z/2Z)
2 est un groupe
fini, de sorte que l’on a
Hm((pHn(C)κ)s) = H
m((pHn(C))s)κ,
on obtient la premie`re e´galite´ cherche´e∑
m,n
(−1)m+n Tr(Frobq, H
m((pHn(C)κ)s) =
∑
n
(−1)n Tr(Frobq, H
n(Ms,Qℓ)κ).
La deuxie`me e´galite´ se de´montre de fac¸on identique. 
Compte tenu de ce lemme, on de´duit de l’isomorphisme (∗) la proposition suivante.
PROPOSITION 3.10.2. — Pour κ : (Z/2Z)2 → {±1} endoscopique on a l’e´galite´∑
n
(−1)nTr(Frobs, H
n(Ms,Qℓ)κ) = (−1)
mZ′/Z/Sqr
∑
n
(−1)n Tr(Frobs, H
n(Ns,Qℓ)κ)
ou` mZ′/Z/S est l’entier de la section (3.4). 
Nous allons maintenant re´crire cette e´galite´ a` l’aide de la formule des points fixes de
la section (A.3), ou plutoˆt sa variante champeˆtre applique´e aux k-champs Ma muni de
l’action du k-champ de Picard Pa, et Na muni de l’action du k-champ de Picard PH,a.
Comme dore´navant nous ne conside´rons plus d’autres fibres des morphismes M → A
et N → AH que celles en a, on peut alle´ger les notations en supprimant l’indice
a. On a donc une courbe spectrale Y ⊂ Σ, note´e pre´ce´demment Ya, re´union de
composantes ge´ome´triquement irre´ductibles Y1 et Y2. On a de plus le reveˆtement double
e´tale πY : Y
′ = X ′ ×X Y → Y de composantes (ge´ome´triquement) irre´ductibles les
Y ′α = X
′ ×X Yα pour α = 1, 2.
La cate´gorie M(k) a pour objets les couples (F, ιF) ou` F est un Ok⊗kY ′ -Module
cohe´rent sans torsion de rang 1 et ou` ιF : τ
∗F
∼
−→ F∨ est une structure unitaire sur F,
les morphismes e´tant les isomorphismes de Ok⊗kY ′ -Modules qui respectent les structures
unitaires. La cate´gorie de Picard P (k) a pour objet les couples (G, ιG) ou` maintenant G
est un Ok⊗kY ′ -Module inversible et ou` ι : τ
∗G
∼
−→ G⊗−1 est une structure unitaire sur G,
et P (k) agit sur M(k) par produit tensoriel.
La cate´gorie N(k) est quant a` elle la sous-cate´gorie pleine de M(k) dont les objets
sont les couples (F, ιF) qui sont de´compose´s relativement au de´coupage k ⊗k Y
′ =
k ⊗k Y
′
1 ∪ k ⊗k Y
′
2 . On a donc
N(k) = M1(k)×M2(k)
ou` la cate´gorie Mα(k) est de´finie comme M(k) mais apre`s avoir remplace´ Y
′ par Y ′α. Si
on pose Q = PH,a pour alle´ger les notations, la cate´gorie de Picard Q(k) = P1(k)×P2(k)
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ou` Pα(k) est la cate´gorie de Picard de´finie comme P (k) mais apre`s avoir remplace´ Y
′
par Y ′α, agit sur N(k) par produit tensoriel.
Le point a de AH(k) e´tant choisi comme en (3.1), on sait d’apre`s le lemme 2.8.2, que
π0(P ) est le k-sche´ma en groupes constant de valeur le groupe fini (Z/2Z)
2. On a de plus
la suite exacte
0→ P 0(k)→ P (k)→ (Z/2Z)2 → 0.
Remplac¸ant successivement Y ′ par Y ′1 et par Y
′
2 , on voit que
π0(Q)(k) = π0(P1)(k)× π0(P2)(k) = (Z/2Z)
2
et que l’on a aussi la suite exacte
0→ Q0(k)→ Q(k)→ π0(Q)(k)→ 0.
La cate´gorie quotient [M/P ](k) a pour objets les (F, ιF) ∈ obM(k) et pour fle`ches de
(F, ιF) vers un autre objet (F
′, ιF′) de [M/P ](k), les classes d’isomorphie d’objets (G, ιG)
de P (k) tels que (G ⊗O
k⊗kY
′
F, ιG ⊗ ιF) soit isomorphe a` (F
′, ιF′) dans M(k). On a un
foncteur de Frobenius naturel
Frobq : [M/P ](k)→ [M/P ](k)
a` l’aide duquel on peut retrouver la cate´gorie [M/P ](k) comme dans la section (A.3).
Comme dans loc. cit. on note [M/P ](k)♯ l’ensemble des classes d’isomorphie des objets
de [M/P ](k) et on de´finit une application
clM : [M/P ](k)♯ → π0(P ) = (Z/2Z)
2.
La cate´gorie quotient [N/Q](k) est le produit de cate´gories
[N/Q](k) = [M1/P1](k)× [M2/P2](k).
On a un foncteur de Frobenius naturel
Frobq : [N/Q](k)→ [N/Q](k)
produit des foncteurs de Frobenius pour [M1/P1](k) et [M2/P2](k), a` l’aide duquel
on retrouve la cate´gorie [N/Q](k) = [M1/P1](k) × [M2/P2](k). On note [N/Q](k)♯ =
[M1/P1](k)♯× [M2/P2](k)♯ l’ensemble des classes d’isomorphie des objets de [N/Q](k) et
on a alors une application
clN : [N/Q](k)♯ → π0(Q) = (Z/2Z)
2
qui n’est autre que clN = clM1 × clM2 ou` clMα : [Mα/Pα](k)♯ → π0(Pα) = Z/2Z est
de´finie comme clM mais apre`s avoir remplace´ Y
′ par Y ′α.
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LEMME 3.10.3. — Pour chacun des deux caracte`res endoscopiques κ on a κ ◦ clN ≡ 1.
De´monstration : Si on a un isomorphisme Frob∗q(Fα, ιFα)
∼= (Fα, ιFα) ⊗ (Gα, ιGα)
ou` (Fα, ιFα) ∈ obMα(k) et (Gα, ιGα) ∈ Pα(k), alors la composante connexe λα ∈
π0(Pα)(k) = Z/2Z contenant Gα est ne´cessairement nulle.
En effet, d’apre`s le lemme 2.8.3, il existe une application de π0(Mα)(k) dans Z/2Z
e´quivariante par rapport a` l’action e´vidente de π0(Pα)(k) sur π0(Mα)(k) et a` l’action de
π0(Pα)(k) = Z/2Z sur lui-meˆme par translation.
Or Frob∗k(Fα, ιFα) et (Fα, ιFα) sont dans la meˆme composante connexe de Mα, d’ou`
l’assertion. 
Appliquant alors la proposition A.3.1 on obtient les formules de points fixes suivantes.
PROPOSITION 3.10.4. — On a les e´galite´s
∑
n
(−1)nTr(Frobq, H
n(k ⊗k M,Qℓ)κ) = |P
0(k)|
∑
m∈[M/P ](k)♯
κ(clM(m))
|Aut(m)|
et ∑
n
(−1)nTr(Frobq, H
n(k ⊗k N,Qℓ)κ) = |Q
0(k)|
∑
n∈[N/Q](k)♯
1
|Aut(n)|
.

Remarque : Les champs M et P sont de Deligne-Mumford et n’importe quel objet sur
k de l’un de ces champs a pour seuls automorphismes
{±1} = k
τ∗=(−)−1
= (H0(k ⊗k Y
′,O×
k⊗kY ′
))τ
∗=(−)−1 .
Ces automorphismes sont donc les meˆmes pour M et P . Ils disparaissent donc dans le
champ quotient [M/P ] et dans la suite on peut donc les ne´gliger. Le meˆme raisonnement
vaut pour l’autre quotient [N/Q]. 
Nous allons finalement 〈〈 localiser 〉〉 les seconds membres des formules des points fixes
ci-dessus. Pour cela nous aurons besoin d’un point base de M(k) et d’un point base de
N(k).
Commenc¸ons par pre´ciser ses points base. A` la fin de la section (2.6) nous avons
construit une section de Kostant de la fibration de Hitchin au-dessus de Ared. C’est un
OY ′ -Module inversible racine carre´e de ωY ′/X′ muni d’une structure unitaire. Remplac¸ant
successivement Y ′ par Y ′1 et par Y
′
2 nous obtenons donc un objet de Kostant (K, ιK) =
((K1, ιK1), (K2, ιK2)) de N(k). Par image directe par la normalisation partielle Y
′
1∐Y
′
2 →
Y ′, c’est-a`-dire par image par l’immersion ferme´e i : N →֒ M, cet objet de Kostant de N
de´finit un objet qui est diffe´rent de l’objet de Kostant de M(k). Remarquons en particulier
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que l’image directe de K est sans torsion de rang 1 sur Y ′ mais n’est pas inversible comme
l’est l’objet de Kostant.
Nous prendrons pour point base de N(k) l’objet de Kostant (K, ιK) et pour point base
de M(k) l’image de cet objet de Kostant de N(k) par i, objet que nous noterons aussi
(K, ιK).
Notons au passage que le signe (−1)r qui apparaˆıt dans l’e´nonce´ du the´ore`me 1.5.1
provient bien du fait que nous avons pris comme point base l’objet de Kostant de N et
non l’objet de Kostant de M comme dans [Kot 2].
Proce´dons maintenant a` la localisation pour M. Pour chaque point ferme´ y de Y , on
a un analogue local de la cate´gorie [M/P ](k). Soit Ay le comple´te´ de l’anneau semi-local
de Y ′ le long de π−1Y (y) et Frac(Ay) l’anneau total des fractions de Ay. L’involution τ de
Y ′ induit une involution note´e encore τ sur Ay.
Pour chaque point ferme´ y de Y , notons Ky le comple´te´ de K le long de π
−1
Y (y), de
sorte que Ky est un Ay-module sans torsion de rang 1 et que l’on a une structure unitaire
ιKy : τ
∗Ky
∼
−→ K∨y = ωX/Y,y ⊗OY,y K
−1
y . On en de´duit un Frac(Ay)-module
Vy := Frac(Ay)⊗Ay Ky
de dimension 1 et une structure unitaire
ιVy : τ
∗Vy
∼
−→ V ∨y = HomFrac(Ay)(Vy,Frac(Ay))
sur cette droite vectorielle. Ici le produit tensoriel par ωX/Y,y est inutile puisque ωX/Y
est a` support dans le ferme´ fini de Y ou` le reveˆtement fini ge´ne´riquement e´tale Y → X
est ramifie´.
Soit Ay le comple´te´ de la k-alge`bre semi-locale k⊗k Ay. Pour tout Ay-module My on
note My = Ay ⊗Ay My. Conside´rons l’ensemble de sous-Ay-modules de V y
M(y)(k) = {Vy ⊂ V y | Frac(Ay)Vy = V y et ιV y(τ
∗Vy) = V
∨
y }
ou` ιV y est induit par ιVy et ou` V
∨
y = ωX/Y,y ⊗OY,y V
−1
y et
V
−1
y = {ν ∈ HomFrac(Ay)(V y,Frac(Ay)) | ν(Vy) ⊂ Ky}.
Sur cet ensemble on a l’action par homothe´ties du groupe
P (y)(k) = {a ∈ Frac(Ay)
×/A
×
y | τ(a) = a
−1}.
Conside´rons alors la cate´gorie quotient [M(y)/P (y)](k) de M(y)(k) pour cette action
de P (y)(k). Si y est un point lisse de Y , P (y)(k) agit librement et transitivement sur
M(y)(k), de sorte que la cate´gorie [M(y)/P (y)](k) n’a qu’un seul objet a` isomorphisme
pre`s et cet objet n’a pas d’automorphisme non trivial. Le produit de cate´gories∏
y∈Y
[M(y)/P (y)](k) =
∏
y∈Y sing
[M(y)/P (y)](k)
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ou` Y sing est ferme´ des points singuliers de Y et ou` les y sont des points ferme´s, est donc
un produit fini.
On construit un foncteur ∏
y∈Y sing
M(y)(k)→ M(k)
comme suit. A` toute collection de re´seaux (Vy)y on associe le Ok⊗kY ′ -Module cohe´rent
sans torsion de rang 1 obtenu en recollant la restriction du Module K a` l’ouvert de lissite´
de k ⊗k Y
′ et les Vy ⊂ V y. On munit ce Ok⊗kY ′ -Module de la structure unitaire qui est
la structure ιK sur l’ouvert de lissite´ de k ⊗k Y
′ et celle qui est donne´e sur chaque Vy.
De manie`re similaire on a un morphisme de cate´gories de Picard∏
y∈Y sing
P (y)(k)→ P (k)
qui, a` toute collection de scalaires (ay)y associe le Ok⊗kY ′-Module inversible obtenu en
recollant le Module trivial sur l’ouvert de lissite´ de k⊗kY
′ et les re´seaux ayAy ⊂ Frac(Ay),
ce recollement e´tant muni de la structure unitaire e´vidente.
Le morphisme entre les M est e´quivariant relativement au morphisme entre les P et
induit par passage au quotient un foncteur∏
y∈Y sing
[M(y)/P (y)](k)→ [M/P ](k).
LEMME 3.10.5. — Ce foncteur
∏
y∈Y sing [M(y)/P (y)](k)→ [M/P ](k) ci-dessus est une
e´quivalence de cate´gories.
De´monstration : Montrons tout d’abord que le foncteur est essentiellement surjectif.
Soit (F, ιF) un objet de M(k). La restriction de F a` l’ouvert de lissite´ de k ⊗k Y
′ est
inversible. On peut donc trouver un Module inversible unitaire sur k⊗k Y
′ qui prolonge
la restriction de (F, ιF) a` cet ouvert. En effet, pour avoir un tel prolongement, il suffit
de choisir, pour chaque y ∈ Y sing, un vecteur de base unitaire ey de la Frac(Ay)-droite
vectorielle Frac(Ay)⊗Ay Vy et de recoller la restriction de (F, ιF) a` l’ouvert de lissite´ et
les sous-Ay-modules inversibles unitaires Ayey ⊂ Frac(Ay)⊗Ay Vy.
Par suite, quitte a` remplacer notre objet de de´part par un objet qui lui est isomorphe
dans [M/P ](k), on peut supposer que (F, ιF) et l’objet (K, ιK) ont la meˆme restriction a`
l’ouvert de lissite´ de k⊗k Y
′. La surjectivite´ est maintenant triviale puisque tout Module
sur k ⊗k Y
′ peut s’obtenir par recollement de Modules sur l’ouvert de lissite´ et de Ay-
modules.
Pour terminer la preuve du lemme, montrons que le foncteur est pleinement fide`le.
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Soient (Vy)y∈Y sing et (V
′
y)y∈Y sing deux objets de
∏
y∈Y sing M(y)(k), d’images (F, ιF)
et (F′, ιF′) par le foncteur de recollement. Il s’agit de voir qu’il revient au meˆme de
se donner un e´le´ment (ay)y∈Y sing ∈ P (y)(k) tel que ayVy = V
′
y pour chaque y, ou de
se donner un objet (G, ιG) de P (k) et un isomorphisme (G, ιG) ⊗ (F, ιF)
∼
−→ (F′, ιF′).
Or, par construction les restrictions de (F, ιF) et (F
′, ιF′) a` l’ouvert de lissite´ de
k ⊗k Y
′ sont toutes les deux isomorphes a` la restriction de l’objet (K, ιK), de sorte
que la restriction de (G, ιG) a` cet ouvert de lissite´ est ne´cessairement trivialise´e. L’objet
(G, ιG) s’obtient donc de manie`re unique par recollement de sous-Ay-modules inversibles
unitaires Ayay ⊂ Frac(Ay) 
Pour chaque y ∈ Y sing on a un foncteur de Frobenius naturel
Frobq = [M(y)/P (y)](k)→ [M(y)/P (y)](k)
a` l’aide duquel ont peut de´finir une cate´gorie [M(y)/P (y)](k) comme dans la section
(A.3). Soit [M(y)/P (y)](k)♯ l’ensemble des classes d’isomorphie d’objets de cette dernie`re
cate´gorie.
Pour chaque y ∈ Y , on a un plongement
[M(y)/P (y)](k)♯ →֒
∏
y′∈Y sing
[M(y′)/P (y′)](k)♯
dont la composante en y est l’identite´ et la composante en n’importe quel y′ 6= y est
constante de valeur la section Ky′ ⊂ Vy′ . On note
clM(y) : [M(y)/P (y)](k)♯ → (Z/2Z)
2
la restriction de l’application clM via ce plongement. L’application compose´e∏
y∈Y sing
[M(y)/P (y)](k)♯
∼
−→ [M/P ](k)♯
clM−−−→ (Z/2Z)2
est alors la somme des applications clM(y) pour y ∈ Y
sing.
On a donc
(∗∗)M
∑
m∈[M/P ](k)♯
κ(clM(m))
|Aut(m)|
=
∏
y∈Y sing
 ∑
my∈[M(y)/P (y)](k)♯
κ(clM(y)(my))
|Aut(my)|
 .
En remplac¸ant successivement Y ′ par Y ′1 et par Y
′
2 dans les de´finitions et e´nonce´s
ci-dessus et en faisant le produit des re´sultats obtenus, on obtient une e´quivalence de
cate´gories ∏
y∈Y sing
[N(y)/Q(y)](k)♯
∼
−→ [N/Q](k)♯,
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et donc l’e´galite´
(∗∗)N
∑
n∈[N/Q](k)♯
1
|Aut(n)|
=
∏
y∈Y sing
 ∑
ny∈[N(y)/Q(y)](k)♯
1
|Aut(ny)|
 .
Notons Z inerte l’ensemble des points ferme´s de Z = Y1 ∩ Y2 qui sont inertes dans le
reveˆtement double e´tale Z ′ → Z. Pour chaque z ∈ Z inerte notons rz la longueur de la
κ(z)-alge`bre artinienne OZ,z (anneau local de Z en z).
Notre the´ore`me global est alors le suivant.
THE´ORE`ME 3.10.6. — Pour chacun des deux caracte`res endoscopiques κ : (Z/2Z)2 →
{±1} on a l’e´galite´
∏
z∈Zinerte
∣∣∣∣∣ (A˜×z )τ
∗=(−)−1
(A×z )τ
∗=(−)−1
∣∣∣∣∣
 ∑
mz∈[M(z)/P (z)](k)♯
κ(clM(z)(mz))
|Aut(mz)|

=
∏
z∈Zinerte
(−|κ(z)|)rz
∣∣∣∣∣ (A˜×z )τ
∗=(−)−1
(A×1,z ×A
×
2,z)
τ∗=(−)−1
∣∣∣∣∣
 ∑
nz∈[N(z)/Q(z)](k)♯
1
|Aut(nz)|
 .
De´monstration : Commenc¸ons pas trois remarques.
1) Comme on a la suite exacte de cate´gories de Picard
1→
∏
y
(A×1,y × A
×
2,y)
τ∗=(−)−1
(A×y )τ
∗=(−)−1
→ P 0(k)→ Q0(k)→ 0,
on a l’e´galite´
|Q0(k)|
|P 0(k)|
=
∏
y
∣∣∣∣∣ (A
×
1,y × A
×
2,y)
τ∗=(−)−1
(A×y )τ
∗=(−)−1
∣∣∣∣∣ .
Pour chaque point ferme´ y de Y sing notons A˜y le normalise´ de l’anneau Ay et A˜α,y
celui de Aα,y pour α = 1, 2, ou` Aα,y est de´fini comme Ay mais apre`s avoir remplace´
Y ′ par Y ′α. On a
Ay ⊂ A1,y × A2,y ⊂ A˜1,y × A˜2,y = A˜y.
A` l’aide ce ces notations on peut re´crire chaque facteur du second membre de
l’e´galite´ ci-dessus sous la forme∣∣∣∣∣ (A
×
1,y ×A
×
2,y)
τ∗=(−)−1
(A×y )τ
∗=(−)−1
∣∣∣∣∣ =
∣∣∣∣∣ (A˜×y )τ
∗=(−)−1
(A×y )τ
∗=(−)−1
∣∣∣∣∣
∣∣∣∣∣ (A˜×y )τ
∗=(−)−1
(A×1,y × A
×
2,y)
τ∗=(−)−1
∣∣∣∣∣
−1
.
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2) L’entier mZ′/Z/S dans la proposition 3.10.2 est par de´finition (cf. la section (3.4))
e´gal a`
mZ′/Z/S =
∑
z∈Zinerte
rz.
3) L’entier rz a un sens pour tout point ferme´ z de Z et on a e´videmment
r =
∑
z∈Z
rz.
Compte tenu de ces remarques, des deux dernie`res propositions et des formules (∗∗)M
et (∗∗)N, il ne reste plus qu’a` ve´rifier que∣∣∣∣∣ (A˜×y )τ
∗=(−)−1
(A×y )τ
∗=(−)−1
∣∣∣∣∣
 ∑
my∈[M(y)/P (y)](k)♯
κ(clM(y)(my))
|Aut(my)|

= |κ(y)|ry
∣∣∣∣∣ (A˜×y )τ
∗=(−)−1
(A×1,y × A
×
2,y)
τ∗=(−)−1
∣∣∣∣∣
 ∑
ny∈[N(y)/Q(y)](k)♯
1
|Aut(ny)|

quel que soit y ∈ Y sing − Z inerte, pour achever la preuve du the´ore`me.
Si y n’est pas dans Z, cette e´galite´ est tautologique puisqu’on a Ay = Aα,y pour
l’unique α ∈ {1, 2} tel que y ∈ Yα.
Supposons donc que y ∈ Z−Z inerte. Notons By le comple´te´ de l’anneau local de Y . On
a Ay = By × By, l’involution τ e´changeant les deux copies de By. De fac¸on compatible
on a Ky = Ly ⊕ (ωY/X,y ⊗OY,y L
⊗−1
y ) ou` Ly est un By-module sans torsion de rang 1.
Posons Wy = Frac(By) ⊗By Ly. Notons By le comple´te´ de k ⊗k By et (−) le foncteur
By ⊗By (−).
Avec ces notations, la cate´gorie M(y)(k) est e´quivalente a` la cate´gorie des sous-By-
modules Wy ⊂ W y tels que Frac(By)Wy = W y. Le groupe P (y)(k) est isomorphe
a` Frac(By)
×/B
×
y et agit sur les Wy par homothe´ties. Par conse´quent la cate´gorie
[M(y)/P (y)](k) est e´quivalente a` la cate´gorie des couples (Wy, b) ∈ obM(k) × P (y)(k)
tels que
Frobq Wy = bWy ⊂W y.
Un tel b est automatiquement dans la 〈〈composante neutre 〉〉
B˜
×
y /B
×
y ⊂ Frac(By)
×/B
×
y
ou` B˜y est le normalise´ de By dans Frac(By). On a donc d’une part κ(clM(y)(Wy, b)) = 1
et d’autre part
Frobq(c
−1Wy) = c
−1Wy
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ou` c ∈ B˜
×
y /B
×
y est n’importe quelle solution de l’e´quation Frobq(c)c
−1 = b. On en de´duit
que [M(y)/P (y)](k)♮ est l’ensemble des classes de sous-By-modules Wy ⊂ Wy tels que
Frac(By)Wy =Wy, modulo l’action par homothe´ties de Frac(By)
×/B×y et que
Aut(Wy) = {b ∈ Frac(By)
× | bWy = Wy}/B
×
y .
De meˆme, notons Bα,y le comple´te´ de l’anneau local de Yα en y. On a Aα,y =
Bα,y ×Bα,y, l’involution τ e´changeant les deux copies de Bα,y. De fac¸on compatible, le
comple´te´ de Kα le long de π
−1
Yα
(y) se de´compose en Kα,y = Lα,y⊕ (ωYα/X,y⊗OYα,y L
⊗−1
α,y )
ou` Lα,y est maintenant un Bα,y-module inversible. NotonsWα,y = Frac(Bα,y)⊗Bα,y Lα,y.
En remplac¸ant successivement Y par Y1 et par Y2, on voit d’une part que l’ensemble
[N(y)/Q(y)](k)♮ est isomorphe a` l’ensemble des classes de couples (W1,y,W2,y) ou`
Wα,y ⊂ Wα,y est un sous-Bα,y-module tel que Frac(Bα,y)Wα,y = Wα,y, modulo l’action
par homothe´ties de (Frac(B1,y)
×/B×1,y)× (Frac(B2,y)
×/B×2,y), et d’autre part que
Aut(W1,y,W2,y) = {(b1 ∈ Frac(B1,y)
× | b1W1,y = W1,y}/B
×
1,y
×{(b2 ∈ Frac(B2,y)
× | b2G2,y = G2,y}/B
×
2,y.
Comme
Frac(By)
× = Frac(B1,y)
× × Frac(B2,y)
×,
les Frac(By)
×-modules Wy et W1,y ⊕ W2,y sont canoniquement isomorphes. On a la
projection 〈〈non alge´brique 〉〉 introduite dans la section 5 de [Ka-Lu] (voir aussi la section
6 de [La-Ra])
Wy 7→ (W1,y = Wy ∩W1,y,W2,y = prW2,y(Wy))
dont on sait (cf. loc. cit.) que toutes ses fibres ont |κ(y)|rz e´le´ments. Cette projection est
e´quivariante pour les actions de Frac(By)
×/B×y sur la source et de Frac(By)
×/(B×1,y ×
B×2,y) sur le but compte tenu de l’e´pimorphisme
Frac(By)
×/B×y ։ Frac(By)
×/(B×1,y ×B
×
2,y)
qui est induit par l’inclusion B×y ⊂ B
×
1,y ×B
×
2,y.
La relation que l’on cherche a` ve´rifier se re´crit
∑
Wy∈
1
|Aut(Wy)|
= |κ(y)|ry
∣∣∣∣∣( B×yB×1,y ×B×2,y
)∣∣∣∣∣
 ∑
(W1,y,W2,y)
1
|Aut(W1,y,W2,y)|

et se de´montre maintenant par un simple comptage. 
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Remarque : La formule pour y ∈ Z − Z inerte ci-dessus est en fait un cas particulier de
la descente d’Harish-Chandra pour les inte´grales orbitales et la de´monstration que nous
en avons donne´e est une simple reformulation de l’argument usuel. 
4. Le passage du local au global
4.1. Retour a` la situation locale
Rappelons les donne´es locales du chapitre 1.
On s’est donne´ un corps local non archime´dien F d’anneau des entiers OF , de corps
re´siduel k = Fq et on a choisi une uniformisante ̟F de F . On s’est donne´ une extension
quadratique non ramifie´e F ′ de F de corps re´siduel k′ = Fq2 , et on a note´ τ l’e´le´ment
non trivial de Gal(F ′/F ).
On s’est aussi donne´ une famille finie (Ei)i∈I d’extensions finies se´parables Ei de degre´
ni de F , toutes disjointes de F
′. On a note´ E′i = EiF
′ pour i ∈ I et encore par τ l’e´le´ment
non trivial de Gal(E′i/Ei).
On s’est donne´ enfin pour chaque i ∈ I un e´le´ment γi ∈ OE′
i
hermitien, c’est-a`-dire tel
que γτi + γi = 0. On a suppose´ que γi engendre E
′
i.
Le polynoˆme minimal Pi(T ) de γi sur F
′ est un polynoˆme irre´ductible dans F ′[T ]. On
a suppose´ que les deux polynoˆmes Pi(T ) sont deux a` deux premiers entre eux.
Puisque les γi sont entiers, les polynoˆmes Pi(T ) sont a` coefficients dans OF ′ .
L’hypothe`se γi hermitien implique que P
τ
i (T ) = (−1)
niPi(−T ).
Pour tout partie J de I on a pose´ EJ =
⊕
i∈J Ei, PJ (T ) =
∏
i∈J PJ(T ), etc.
4.2. Un lemme d’approximation
Rappelons quelques faits bien connus (voir les exercices, §2, ch. II, de [Ser]).
Le discriminant Disc(P ) ∈ F ′ d’un polynoˆme unitaire P (T ) ∈ F ′[T ] est le re´sultant
des polynoˆmes P (T ) et dP
dT
(T ). C’est un polynoˆme universel (a` coefficients entiers) en les
coefficients de P (T ) ; il est donc dans OF ′ si P (T ) ∈ OF ′ [T ]. Le discriminant de P (T ) est
non nul si et seulement si P (T ) est se´parable.
LEMME 4.2.1. — Soit J une partie de I et P˜ (T ) un polynoˆme unitaire de degre´ nJ a`
coefficients dans OF ′ . Alors, pour tout entier mJ > nJvF ′(Disc(P )), la condition
PJ(T )− P˜ (T ) ∈ ̟
mJ
F OF ′ [T ]
implique que
- P˜ (T ) est se´parable sur F ′ et pour chaque i ∈ J , P˜ (T ) admet une unique racine γ˜i
dans E′i telle que
vEi′ (γi − γ˜i) ≥ ei
mJ
nJ
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ou` on rappelle que ei est l’indice de ramification de E
′
i sur F
′ ; de plus, si on note
P˜i(T ) le polynoˆme minimal de γ˜i dans F
′[T ], on a P˜ (T ) =
∏
i∈J P˜i(T ) ;
- pour chaque i ∈ J , on a
Pi(T )− P˜i(T ) ∈ ̟
ni
mJ
nJ
F ′ OF ′ [T ]
et les e´le´ments dPidT (γi)PJ−{i}(γi) et
dP˜i
dT (γ˜i)P˜J−{i}(γ˜i) ont meˆme valuation dans
E′i ;
- pour chaque partie K de J , on a OF ′ [γK ] = OF ′ [γ˜K ] ⊂ E
′
K ou` bien entendu on a
pose´ γ˜K = ⊕i∈K γ˜i ∈ E
′
K .
De´monstration : Soient F ′ une cloˆture se´parable de F ′ et γi,1, γi,2, . . . , γi,ni les racines
de Pi(T ) dans F
′. On note encore vF ′ : F
′ × → Q l’unique valuation qui prolonge la
valuation discre`te vF ′ : F
′× → Z. On rappelle que vF ′ ◦ σ = vF ′ pour tout e´le´ment
σ ∈ Gal(F ′/F ′) du groupe de Galois de F ′ sur F ′ et que vE′
i
= ei(vF ′ ◦σ)|E
′×
i pour tout
F ′-plongement σ : E′i →֒ F
′.
Montrons dans un premier temps que P˜ est se´parable sur F ′. On a
vF ′(Discr(PJ)−Discr(P˜ )) ≥ mJ ≥
mJ
nJ
> vF ′(Discr(PJ ))
par hypothe`se. Par suite, Discr(P˜ ) est non nul, et en fait de meˆme valuation que
Discr(PJ).
On notera (P˜ı˜)ı˜∈J˜ l’ensemble des facteurs irre´ductibles (unitaires) de P˜ et pour chaque
ı˜ ∈ J˜ , γ˜ı˜,1, . . . , γ˜ı˜,n˜ı˜ les racines de P˜ı˜ dans F
′.
Comme
vF ′(Discr(PJ)) =
∑
(i,j)6=(i′,j′)
vF ′(γi,j − γi′,j′)
on a
vF ′(γi,j − γi′,j′) <
mJ
nJ
quels que soient i, i′ ∈ J , j ∈ {1, . . . , ni} et j
′ ∈ {1, . . . , ni′} tels que (i, j) 6= (i
′, j′). En
d’autres termes, la 〈〈distance 〉〉
|γi,j − γi′,j′ |F ′ = q
−vF ′ (γi,j−γi′,j′ )
entre deux racines distinctes de PJ(T ) est strictement plus grande que q
−
mJ
nJ . De meˆme,
on a
|γ˜ı˜,˜ − γ˜ı˜′,˜′ |F ′ > q
−
mJ
nJ
quels que soient (ı˜, ˜) 6= (ı˜′, ˜′).
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Maintenant, soit γ˜ une racine de P˜ (T ) dans F ′. On a
∑
i∈J
ni∑
j=1
vF ′(γ˜ − γi,j) = vF ′(PJ (γ˜)) = vF ′(PJ (γ˜)− P˜ (γ˜)) ≥ mJ .
Il existe donc i ∈ J et j ∈ {1, . . . , ni} tel que vF ′(γ˜ − γi,j) ≥
mJ
nJ
, i.e.
|γ˜ − γi,j |F ′ ≤ q
−
mJ
nJ ,
et le couple (i, j) est unique puisque la distance entre deux γi,j distincts est > q
−
mJ
nJ .
On construit ainsi une application γ˜ 7→ γ(γ˜) de l’ensemble des racines de P˜ (T ) dans
F ′ dans l’ensemble des racines de PJ(T ) dans F
′ qui est caracte´rise´e par la relation
|γ˜ − γ(γ˜)|F ′ ≤ q
−
mJ
nJ
et qui est Gal(F ′/F ′)-e´quivariante puisque la distance est Gal(F ′/F ′)-invariante. Cette
application est ne´cessairement injective puisque la distance entre deux racines distinctes
de P˜ (T ) est aussi > q
−
mJ
nJ . Elle est donc bijective puisque PJ (T ) et P˜ (T ) sont tous les
deux se´parables de degre´ nJ . On en de´duit une bijection ı˜ → i(ı˜) de J˜ sur J telle que
n˜i(ı˜) = ni et pour chaque ı˜ une permutation ˜→ j(˜) de {1, . . . , ni(ı˜)} telle que
γ(γ˜ı˜,˜) = γi(ı˜),j(˜)
pour tout ı˜ ∈ J˜ et tout ˜ ∈ {1, . . . , ni(ı˜)}. Quitte a` changer l’indexation des facteurs de
P˜ et la nume´rotation des racines des P˜ı˜, on peut supposer et on supposera dans la suite
que J˜ = J et que les bijections ı˜ 7→ i(ı˜) et ˜ 7→ j(˜) sont les applications identiques.
La minimalite´ de la distance entre γ˜ et γ(γ˜) assure de plus qu’il ne peut pas exister
d’e´le´ment de F ′ qui soit conjugue´ a` γ(γ˜) sur F ′[γ˜] autre que γ(γ˜) lui-meˆme, de sorte que
γ(γ˜) ∈ F ′[γ˜] puisque F ′[γ˜] est se´parable sur F ′. Par suite, on a meˆme F ′[γi,j] = F
′[γ˜i,j]
quels que soient i ∈ J et j ∈ {1, . . . , ni}.
Les deux F ′-alge`bres F ′[T ]/(P˜ (T )) et E′J sont donc F
′-isomorphes. Plus pre´cise´ment
on a l’isomorphisme
E′J =
⊕
i∈J
F ′[γi]
∼
−→
⊕
i∈J
F ′[γi,1] =
⊕
i∈J
F ′[γ˜i,1]
∼
−→
⊕
i∈J
F ′[T ]/(P˜i(T )) = F
′[T ]/(P˜ (T ))
ou` γi est envoye´ sur γi,1 par le premier isomorphisme et γ˜i,1 est envoye´ sur la classe de
T modulo P˜i(T ) par le second.
Notons γ˜ = (γ˜i)i∈J ∈ E
′
J l’image inverse de la classe de T modulo P˜ par
l’isomorphisme ci-dessus. Bien suˆr, pour chaque i ∈ J , l’e´le´ment γ˜i ∈ E
′
i est entier
sur OF ′ . De plus, la valuation vE′
i
(γ˜i − γi) est ≥ ei
mJ
nJ
.
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On a
vF ′(Discr(PJ )) =
∑
i∈J
vF ′(Discr(Pi)) +
∑
i6=i′∈J
vF ′(Res(Pi, Pi′))
avec vF ′(Discr(Pi)) = ni
vE′
(
dPi
dT (γi)
)
ei
= 2δi + ni −
ni
ei
et vF ′(Res(Pi, Pi′)) = ri,i′ , de sorte
que
mJ
nJ
≥ vF ′(Discr(PJ)) =
∑
i∈J
(
niai
ei
+ ni −
ni
ei
)
≥
ai
ei
ou` on rappelle que l’on a pose´ ai =
(2δi+
∑
i′ 6=i
ri,i′)ei
ni
.
Comme aJ = ̟
a
J
EJ
OE′
J
⊂ OF ′ [γJ ] ⊂ OE′
J
avec aJ = (ai)i∈J , la condition
γ˜i − γi ∈ ̟
ei
mJ
nJ
Ei
OE′
i
⊂ ̟aiEiOE′i
quel que soit i ∈ J , implique que OF ′ [γ˜J ] ⊂ OF ′ [γJ ].
Puisque les deux polynoˆmes P (T ) et P˜ (T ) jouent des roˆles parfaitement syme´triques,
on a aussi l’inclusion dans le sens inverse, d’ou` l’e´galite´ de´sire´e OF ′ [γ˜J ] = OF ′ [γJ ]. 
Une conse´quence de ce lemme est que les inte´grales orbitales qui figurent dans le
lemme fondamental, dont on a vu qu’elles comptent des ide´aux fractionnaires dans les
OF -alge`bres OF ′ [T ]/(PJ(T )), ne de´pendent que de la re´duction des Pi(T ) modulo une
puissance assez grande de ̟F .
4.3. Variantes du lemme d’approximation
Il est commode de choisir un e´le´ment ζ ∈ k′× tel que ζτ + ζ = 0. Graˆce a` ce choix, les
polynoˆmes Pi(T ) peuvent eˆtre e´crits sous la forme Pi(T ) = Qi(ζT ) ou` Qi(T ) ∈ OF [T ].
Pour toute partie J de I posons QJ(T ) =
∏
i∈J Qi(T ) ; on a alors EJ = F [T ]/QJ(T ).
La donne´e de γi comme ci-dessus est e´quivalente a` la donne´e d’un OF -sous-sche´ma
fini plat
Yi,OF = Spec(OF [T ]/Qi(T ))
de la droite affine A1OF = Spec(OF [T ]) au-dessus de OF . L’anneau OF [T ]/Qi(T ) est un
anneau local inte`gre complet, qui est ge´ome´triquement unibranche. Plus pre´cise´ment,
Yi,OF ⊗k k peut ne pas eˆtre connexe, mais chacune de ses composantes connexes est
unibranche.
Pour toute partie J de I notons YJ,OF = Spec(OF [T ]/QJ(T )) le diviseur de Cartier
de A1OF qui est la somme des Yi,OF pour i ∈ J .
Pour tout entier m ≥ 0, notons OF,m la k-alge`bre finie OF,m = OF /̟
m
F OF et notons
(−)OF,m la re´duction modulo ̟
m
F de (−)OF . Le lemme d’approximation de la section
pre´ce´dente peut se reformuler comme suit.
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LEMME 4.3.1. — Soit J une partie de I. Il existe un entier mJ ≥ 0 ayant la proprie´te´
suivante : tout sous-OF -sche´ma fini et plat Y˜OF = OF [T ]/Q˜(T ) de A
1
OF
tel que
Y˜OF,mJ = YJ,OF,mJ
en tant que sous-sche´ma ferme´ de Spec(OF,mJ [T ]), est isomorphe a` YJ,OF en tant que
OF -sche´ma non plonge´.
Notons QJ (T ) la re´duction modulo ̟F de QJ(T ). Pour tout entier m ≥ 0, on peut
voir QJ [T ] comme un e´le´ment de OF [T ] et de OF,m[T ] via les plongements e´vidents
k[T ] ⊂ OF [T ] et k[T ] ⊂ OF,m[T ]. Le sche´ma YJ,OF,m est un sche´ma de longueur mnJ
supporte´ par les ze´ros de QJ [T ] dans la fibre spe´ciale A
1
k de A
1
OF
, de sorte que YOF,m
est ne´cessairement contenu dans le sche´ma fini ZJ,m = Spec(OF,m[T ]/(Q(T )
mnJ )) qui ne
de´pend que de QJ (T ).
LEMME 4.3.2. — Soient J une partie de I et Q˜(T ) ∈ OF [T ] un polynoˆme unitaire de
degre´ nJ ayant aussi pour re´duction QJ (T ) ∈ k[T ] modulo l’uniformisante ̟F . Notons
Y˜OF = Spec(OF [T ]/Q˜(T )). Soit mJ un entier comme dans le lemme ci-dessus. Supposons
que
YJ,OF ∩ ZJ,mJ = Y˜OF ∩ ZJ,mJ .
Alors Y˜OF est isomorphe a` YJ,OF en tant que OF -sche´ma non plonge´.
De´monstration : Comme on a vu plus haut, YJ,OF ∩ZJ,mJ = YOF ∩A
1
OF,mJ
. De meˆme,
on voit que Y˜OF ∩ZJ,mJ = Y˜OF ∩A
1
OF,mJ
. Ainsi, le lemme est une conse´quence du lemme
pre´ce´dent. 
Puisque toutes les inte´grales orbitales que l’on conside`re ne de´pendent que des classes
d’isomorphisme des YJ,OF , ces inte´grales ne changent pas si on remplace les polynoˆmes
QJ (T ) par des polynoˆmes proches Q˜(T ) ou` la proprie´te´ d’eˆtre proche est signifie que
l’hypothe`se du lemme est satisfaite.
4.4. The´ore`me de Bertini-Poonen
Une variante du the´ore`me de Bertini, valable sur les corps finis, a e´te´ de´montre´ par
Poonen ([Poo]). Nous allons rappeler pre´cise´ment son e´nonce´.
THE´ORE`ME 4.4.1. — Soit S un sous-sche´ma localement ferme´ d’un espace projectif
standard de dimension finie P sur un corps fini k = Fq. Soit Z un ferme´ fini de P tel
que S − (S ∩Z) est lisse de dimension d. Soit z ∈ H0(Z,OZ). Alors, pour tout entier N
assez grand il existe un polynoˆme homoge`ne f ∈ H0(P,OP(N)) de degre´ N a` coefficients
dans k, tel que l’hypersurface Hf de´finie par f ve´rifie :
- Hf ∩ S est lisse de dimension d− 1 en dehors de Z ∩ S,
- Hf ∩ Z est le sous-sche´ma ferme´ de Z, de´fini par l’e´quation z = 0. 
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En fait, Poonen a de´montre´ un e´nonce´ plus pre´cis : il a calcule´ la densite´ des f ve´rifiant
ces proprie´te´s lorsque N tend vers l’infini, et cette densite´ est un nombre strictement
positif. Pour notre besoin, seule existence de f suffit.
L’argument de Poonen se ge´ne´ralise sans difficulte´s au cas d’une famille finie de sous-
sche´mas localement ferme´s (Vi)i∈I de P.
4.5. Tracer des courbes sur la surface re´gle´e
Soient X une courbe propre, lisse et ge´ome´triquement connexe sur k = Fq et X
′ → X
un reveˆtement double e´tale qui est aussi ge´ome´triquement connexe. Soient x0, x∞ ∈ X(k)
tels que x0 est inerte et x∞ est de´compose´ dans le reveˆtement X
′ → X . On identifie le
corps local F avec le comple´te´ du corps des fonctions de X en la place x0 et on identifie
F ′ a` l’extension non ramifie´e de F de´finie par X ′ → X .
On se donne un diviseur D de degre´ ≥ g+1 sur X qui e´vite x0. Avec les notations du
chapitre 2, on a le fibre´ en droites projectives Σ = P(OX ⊕ (LD)
⊗−1)→ X qui comple`te
le fibre´ en droites vectorielles Σ◦ = V((LD)
⊗−1) → X dont les sections sont celles de
LD.
L’hypothe`se deg(D) ≥ g+1 implique que OΣ(1)⊗p
∗LD est tre`s ample sur V((LD)
⊗−1).
En fait, conside´rons le morphisme canonique
Σ→ P(H0(Σ,OΣ(1)⊗ p
∗
LD)) = P(H
0(X,LD)⊕ k) = PΣ
et son image S. Notons s∞ ∈ PΣ(k) le point de´fini par la projection sur le second facteur
H0(X,LD)⊕ k ։ k. Alors on a une projection
PΣ − {s∞} = V(OPX (−1))→ P(H
0(X,LD)) = PX
qui s’inse`re dans un carre´ carte´sien
Σ◦
p◦



// PΣ − {s∞}

X


// PX
ou` les fle`ches verticales sont des fibre´s en droites et les fle`ches horizontales sont les fle`ches
canoniques. On a s∞ ∈ S(k) et son image re´ciproque dans Σ est le diviseur a` l’infini Σ∞
comple´mentaire de Σ◦ dans Σ. On a donc un isomorphisme Σ◦
∼
−→ S−{s∞}. Autrement
dit, le morphisme Σ→ S contracte exactement le diviseur Σ∞ sur le point s∞.
Rappelons que pour tout entier N ≥ 1 on a
H0(Σ, (OΣ(1)⊗ p
∗LD)
⊗N ) =
N⊕
i=0
H0(X, (LD)
⊗i)
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qui est l’ensemble des k-points de l’espace de Hitchin AU(N) pour le groupe unitaire
U(N). Une section a = (a0, a1, . . . , an) ∈ AU(N)(k) ou` a0 6= 0, ne s’annule pas sur le
diviseur Σ∞.
Prenons un voisinage de Zariski U de x0 dans X et une trivialisation de LD sur U
qui identifie la restriction de V((LD)
⊗−1) a` U avec la droite affine A1U . On en de´duit une
identification de A1OF avec V((LD)
⊗−1)×X Xx0 ou` Xx0 est le comple´te´ de X en x0
Pour i ∈ I soit Qi(T ) ∈ OF [T ] un polynoˆme comme dans 4.3. On note QJ(T ) =∏
i∈J Qi(T ) pour toute partie J de I. Pour i ∈ I notons Qi(T ) ∈ k[T ] la re´duction
modulo ̟F de Qi(T ) et notons QJ(T ) =
∏
i∈J Qi(T ) pour toute partie J de I. Soit
m = mI un entier naturel comme dans les lemmes 4.3.1 et 4.3.2, et
Zm = ZI,m = Spec(OF [T ]/〈Q(t)
mn, ̟mF 〉)
le sous-sche´ma fini comme dans 4.3, vu comme un sous-sche´ma ferme´ de Σ. Dans Zm
on a le sous-sche´ma ferme´ Spec(OF [T ]/QJ(T )) ∩ Zm pour chaque sous-ensemble J ⊂ I.
En prenant une partition I = I1 ∐ I2 comme dans la section (4.1), on a un sous-sche´ma
ferme´
Spec(OF [T ]/QIα(T )) ∩ Zm
pour chaque α ∈ {1, 2}.
Au-dessus du point x∞ de X choisissons arbitrairement deux k-points distincts y∞,α,
α ∈ {1, 2}.
PROPOSITION 4.5.1. — Il existe des entiers naturels Nα ≥ nα et des points aα ∈
AU(Nα)(k) pour α ∈ {1, 2}, tels que les courbes spectrales Yaα ⊂ Σ correspondantes
ve´rifient les proprie´te´s suivantes :
- Yaα ∩ Zm = Spec(OF [T ]/QIα(T )) ∩ Zm quel que soit α ∈ {1, 2},
- pour tout α ∈ {1, 2}, la courbe spectrale Yaα est lisse en dehors de Zm ⊂ Σ, elle est
e´tale au-dessus de x∞ et elle passe par y∞,α,
- les deux courbes spectrales Ya1 et Ya2 se coupent transversalement en dehors de Zm et
ne se coupent pas au-dessus de x∞.
De´monstration : En appliquant le the´ore`me de Bertini-Poonen 4.4.1, on peut d’abord
trouver un entier N1 ≥ n1 et une section a1 ∈ H
0(P,OP(N1)) tels que l’hypersurface
correspondante Ha1 ⊂ P ve´rifie les proprie´te´s suivantes :
- Ha1 ne passe pas ni par s∞, ni par les y∞,2, mais elle passe par y∞,1,
- Ha1 coupe transversalement l’image de p
−1(x∞) dans S,
- Ha1 ∩ S est lisse en dehors de l’image de Zm dans S et son intersection avec Zm est
e´gale a` Spec(OF [T ]/QI1(T )) ∩ Zm.
Bien entendu, le ferme´ Z ⊂ P dans l’e´nonce´ 4.4.1 du the´ore`me de Bertini-Poonen doit
eˆtre la re´union de notre Zm et des points s∞ et y∞,i avec i 6= 1, ainsi que du premier
voisinage infinite´simal de y∞,1 dans P. De plus la fonction z ∈ H
0(Z,OZ) doit eˆtre choisie
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pour que Ha1 ne passe pas par s∞, ni par y∞,i avec i 6= 1, qu’elle passe par y∞,1, et enfin
qu’elle coupe Zm et le premier voisinage infinite´simal de y∞,1 comme on le souhaite.
On prend alors pour Ya1 l’image re´ciproque de Ha1 ∩ S dans Σ.
En appliquant de nouveau le the´ore`me de Bertini-Poonen 4.4.1, on peut trouver un
entier N2 ≥ n2 et une section a2 ∈ H
0(P,OP(N2)) telle que l’hypersurface Ha2 ⊂ P
correspondante ve´rifie les proprie´te´s suivantes :
- Ha2 ne passe pas ni par s∞, ni par y∞,1, mais elle passe par y∞,2,
- Ha2 coupe transversalement l’image de p
−1(x∞) dans S,
- Ha2 ∩ S est lisse en dehors de l’image de Zm dans S et son intersection avec Zm est
e´gale a` Spec(OF [T ]/QI2(T )) ∩ Zm,
- en dehors de Zm, Ha2 coupe transversalement Ha1 .
On prend alors pour Ya2 l’image re´ciproque de Ha2 ∩ S dans Σ. 
LEMME 4.5.2. — Supposons que deg(D) > long(Zm). Alors les courbes Yaα construites
dans la proposition pre´ce´dente, ainsi que leurs reveˆtements doubles e´tales Y ′aα sont
automatiquement ge´ome´triquement irre´ductibles. En particulier, le point ge´ome´trique
a = (a1, a2) est un point elliptique au sens de la section (2.8).
De´monstration : Il suffit de de´montrer que Y ′aα = Y
′
aα ⊗k k est irre´ductible pour tout
α ∈ {1, 2}. Raisonnons par l’absurde en supposant que Y
′
aα
= Y
′
aα,1
∪Y
′
aα,2
ou` Y
′
aα,j
est
une courbe finie et plate de degre´ Nα,j ≥ 1 au-dessus de X
′
= X ′⊗k k. En particulier, on
a Nα,1 +Nα,2 = Nα. D’apre`s le lemme 2.5.3, la composante Y
′
aα,j
est le diviseur d’une
section de
H0(Σ′ ⊗k k, (OΣ′(1)⊗ p
′∗OX′ (2D))
⊗Nα,j ).
L’intersection Y
′
aα,1 ∩ Y
′
aα,2 est alors un sous-sche´ma ferme´ fini de Σ
′ ⊗k k de longueur
2Nα,1Nα,2 deg(D) ≥ 2 deg(D) > 2 long(Zm).
Par conse´quent, cette intersection ne peut pas eˆtre entie`rement contenue dans l’image
re´ciproque de Zm ⊗k k par πΣ : Σ
′ → Σ puisque cette image re´ciproque est de longueur
2 long(Zm). Mais, si Y
′
aα,1
coupait Y
′
aα,2
en dehors de π−1Σ (Zm ⊗k k), la re´union Y
′
aα
de
Y
′
aα,1 et Y
′
aα,2 ne pourrait pas eˆtre lisse en dehors de π
−1
Σ (Zm⊗kk), d’ou` une contradiction
et le lemme est de´montre´. 
4.6. Fin de la de´monstration du lemme fondamental
Conside´rons toujours la situation locale rappele´e en (4.1). Fixons de plus une partition
non triviale I = I1 ∐ I2 comme dans l’e´nonce´ du the´ore`me 1.5.1.
En utilisant les re´sultats de´ja` obtenus dans ce chapitre on obtient la proposition
suivante.
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PROPOSITION 4.6.1. — Pour deg(D) assez grand il existe
- un entier N ≥ 1 et une partition N = N1 +N2 en entiers N1, N2 > 0,
- un point a = (a1, a2) ∈ AH(k) de l’espace de Hitchin pour le groupe endoscopique
H = U(N1)×U(N2) du groupe unitaire U(N),
- un point ferme´ z0 de l’intersection Z = Ya1 ∩ Ya2 des courbes spectrales Ya1 et Ya2
pour U(N1) et U(N2), composantes de la courbe spectrale Ya = Ya1 + Ya2 ⊂ Σ pour
U(N),
ayant les proprie´te´s suivantes :
- pour α = 1, 2, Yaα et son reveˆtement double e´tale Y
′
aα sont ge´ome´triquement
irre´ductibles,
- Ya est e´tale au-dessus du point x∞ de X et, pour α = 1, 2 il existe au moins un point
rationnel y∞,α de Yaα au-dessus de x∞,
- en tout point ferme´ z de Z − {z0}, les deux courbes spectrales Ya1 et Ya2 se coupent
transversalement,
- le corps re´siduel de z0 est k, z0 est inerte dans Z
′ et a fortiori, si on note x0 son
image par la projection p : Σ→ X, x0 est inerte dans X
′,
- si on note x′0 et z
′
0 les uniques points ferme´s de X
′ et de Z ′ au-dessus de x0 et z0,
et si on fixe une identification du comple´te´ de l’anneau local OX′,x′0 a` OF ′ compatible
aux involutions τ , le comple´te´ de la OX′,x′0-alge`bre finie et plate OY ′aα ,z
′
0
est isomorphe
a` la OF ′-alge`bre OF ′ [T ]/(PIα(T )), et ce de manie`re compatible aux involutions τ .

Il re´sulte alors du the´ore`me 3.10.6 qu’avec les notations de la section (3.10), on a
l’e´galite´
∏
z∈Zinerte
∣∣∣∣∣ (A˜×z )τ
∗=(−)−1
(A×z )τ
∗=(−)−1
∣∣∣∣∣
 ∑
mz∈[M(z)/P (z)](k)♯
κ(clM(z)(mz))
|Aut(mz)|

=
∏
z∈Zinerte
(−|κ(z)|)rz
∣∣∣∣∣ (A˜×z )τ
∗=(−)−1
(A×1,z × A
×
2,z)
τ∗=(−)−1
∣∣∣∣∣
 ∑
nz∈[N(z)/Q(z)](k)♯
1
|Aut(nz)|

pour chacun des deux caracte`res endoscopiques κ : (Z/2Z)2 → {±1}. Pour conclure,
nous allons :
- montrer par un calcul explicite que, pour chaque z ∈ Z inerte−{z0}, les facteurs indexe´s
par z des deux produits ci-dessus sont e´gaux ;
- identifier les facteurs indexe´s par z0 aux deux membres du the´ore`me 1.5.1 que l’on
cherche a` de´montrer.
Commenc¸ons par donner une autre reformulation de chacun des facteurs des produits
de l’e´galite´ ci-dessus.
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Fixons z ∈ Z inerte et notons z′ l’unique point ferme´ de Z ′ au-dessus de z. Notons
s = [κ(z) : k] ; on a alors [κ(z′) : k] = 2s. Puisque κ(z′) est un corps, FrobZk agit
transitivement sur Homk(κ(z
′), k). De plus, l’involution induite par l’action de τ sur
κ(z′) co¨ıncide avec l’action de Frobsk sur Homk(κ(z
′), k).
Quitte a` choisir un point base ξ0 dans Homk(κ(z
′), k), on peut identifier de fac¸on
unique cet ensemble a`
Homk(κ(z
′), k) ∼= {0, 1, . . . , 2s− 1} ∼= Z/2sZ
de telle sorte que, via cette bijection, Frobk et τ agissent sur Z/2sZ par i 7→ i + 1 et
par i 7→ i + s. Pour tout i = 0, 1, . . . , 2s − 1, on note ξi l’e´le´ment correspondant de
Homk(κ(z
′), k).
Soit A = Az le comple´te´ de l’anneau local de la courbe Y
′ en le point z′ ; A est muni
d’une involution τ . Soit B = Bz le comple´te´ de l’anneau local de Y en le point z ; B est
alors le sous-anneau des e´le´ments a ∈ A tels que τ(a) = a. La k-alge`bre A = A⊗̂kk se
de´compose en un produit
A
∼
−→
2s−1∏
i=0
Ai
ou` Ai = A⊗̂κ(z′),ξik.
L’automorphisme A⊗̂k Frobk de A = A⊗̂kk s’e´crit
A⊗̂k Frobk(α0, . . . , α2s−1) = (ϕ2s−1(α2s−1), ϕ0(α0), . . . , ϕ2s−2(α2s−2))
ou` les ϕi : Ai → Ai+1 sont des bijections Frobk-line´aires. Pour tout entier m notons ϕ
m
i
le compose´
ϕmi = ϕi+m−1 ◦ · · · ◦ ϕi+1 ◦ ϕi : Ai → Ai+m.
En particulier, ϕ2s0 : A0 → A0 est l’automorphisme Frob
2s
k -line´aire A⊗̂κ(z′),ξ0 Frob
2s
k , de
sorte qu’on peut identifier A au sous-anneau de A0 des e´le´ments a0 ∈ A0 qui ve´rifient
ϕ2s0 (a0) = a0.
L’automorphisme τ⊗̂kk de A se de´compose en le produit des isomorphismes k-line´aires
τi : Ai → Ai+s qui ve´rifient les relations τs+i ◦ ϕ
s
i = ϕ
s
i+s ◦ τi. En particulier, on a
l’automorphisme Frobsk-line´aire
τ0 = ϕ
s
s ◦ τ0 = τs ◦ ϕ
s
0 : A0 → A0
tel que (τ0)
2 = ϕ2s0 , de sorte qu’on peut aussi identifier B au sous-anneau de A0 forme´
des e´le´ments a0 ∈ A0 tels que τ0(a0) = a0.
L’anneau total des fractions Frac(B) est un produit de corps
Frac(B) = EJ =
∏
j∈J
Ej .
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Pour tout j ∈ J , notons κj le corps re´siduel de Ej ; κj contient naturellement κ(z). On a
Frac(A) = E′J =
∏
j∈J
E′j
ou`, pour chaque j ∈ J , E′j = Ej⊗̂κ(z)κ(z
′) reste un corps de corps re´siduel κ′j =
κj ⊗κ(z) κ(z
′). En effet, dans le cas z = z0, c’est notre hypothe`se de de´part rappele´e
dans la section (4.1). Dans le cas z 6= z0, le point z est un point double de Y a` branches
rationnelles sur κ(z), de sorte que l’ensemble J a deux e´le´ments j et que pour chacun de
ces deux e´le´ments on a κj = κ(z). Pour tout j ∈ J , notons sj = deg[κj : k] ; alors sj est
divisible par s et sj/s est un nombre impair ; autrement dit, on a
sj ≡ s (mod 2s).
Pour chaque j ∈ J on choisit un plongement ζj,0 : κ
′
j →֒ k qui prolonge le plongement
ξ0 : κ(z
′) →֒ k. Ce choix induit une bijection
Z/2sjZ ∼= Homk(κ
′
j , k), ij 7→ ζj,ij .
qui rend commutatif le carre´
Homk(κ
′
j , k)
//

Homk(κ(z
′), k)

Z/2sjZ // Z/2sZ
dont la fle`che horizontale du haut est la restriction de κ′j a` κ(z
′).
Conside´rons l’ensemble
J = {(j, ij) | j ∈ J, ij ∈ Z/2sjZ}.
On a alors
Frac(A) =
∏
(j,ij)∈J
Ej,ij
ou` Ej,ij = E
′
j⊗̂κ′j ,ζj,ij k ; chaque e´le´ment a ∈ Frac(A) s’e´crit donc sous la forme
a = (aj,ij )(j,ij)∈J . Par ailleurs, on a la de´composition
Frac(Ai) =
∏
j∈J
ij≡i (mod 2s)
Ej,ij ,
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de sorte que chaque e´le´ment a ∈ Frac(A) s’e´crit aussi sous la forme a = (ai)i∈Z/2sZ avec
ai ∈ Frac(Ai), quitte a` regrouper les termes
ai = (aj,ij )(j,ij)∈J, ij≡i (mod 2s).
L’automorphisme de Frac(A) qui se de´duit de A⊗̂k Frobk : A → A, se de´compose
en le produit des homomorphismes Frobk-line´aires ϕj,ij : Ej,ij → Ej,ij+1. De meˆme,
τ : Frac(A) → Frac(A) se de´compose en le produit des homomorphismes k-line´aires
τj,ij : Ej,ij → Ej,ij+sj .
Soit P˜ (z)(k) ⊂ Frac(A)× le sous-groupe forme´ des a ∈ Frac(A)× qui ve´rifient
τ(a)a = 1. Par de´finition P (z)(k) est le quotient de P˜ (z)(k) par son sous-groupe
A× ∩ P˜ (z)(k).
On ve´rifie que P˜ (z)(k) ⊂ Frac(A)× est stable par Frobk. Le groupe P˜ (z)(k) agit donc
sur lui-meˆme par la Frobk-conjugaison (b, a) → Frobk(b)ab
−1 = Frobk(b)b
−1a puisque
P˜ (z)(k) est commutatif. Cette Frobk-conjugaison sur P˜ (z)(k) induit bien suˆr par passage
au quotient la Frobk-conjugaison sur P (z)(k).
PROPOSITION 4.6.2. — L’homomorphisme
P˜ (z)(k)→ (Z/2Z)J
qui associe a` a = (aj,ij )(j,ij)∈J l’e´le´ment (λj)j∈J , ou` λj ∈ Z/2Z est l’unique e´le´ment tel
que
sj−1∑
ij=0
valEj,ij
(aj,ii) ≡ λj (mod 2),
induit un isomorphisme du groupe des classes de Frobk-conjugaison de P˜ (z)(k) sur le
groupe (Z/2Z)J .
Cet isomorphisme induit a` son tour un isomorphisme du groupe des classes de Frobk-
conjugaison de P (z)(k) sur le groupe (Z/2Z)J .
De´monstration : Soit A˜ le normalise´ de A dans Frac(A) et soit P 0(z)(k) le groupe
des e´le´ments a ∈ A˜× tels que τ(a)a = 1. Un the´ore`me de Lang assure que l’isoge´nie
P 0(z)(k) → P 0(z)(k) de´finie par b 7→ Frobk(b)b
−1 est surjective. On en de´duit que
l’homomorphisme canonique du groupe des classes de Frobk-conjugaison de P˜ (z)(k) sur
le groupe des classes de Frobk-conjugaison de P˜ (z)(k)/P
0(z)(k), est un isomorphisme.
Le groupe P˜ (z)(k)/P 0(z)(k) est canoniquement isomorphe au groupe
{d = (dj,ij )(j,ij)∈J ∈ Z
J | dj,ij + dj,ij+sj = 0}.
On a donc un isomorphisme P˜ (z)(k)/P 0(z)(k) ∼= Z|J|/2 en ne gardant parmi les
composantes de d que les composantes dj,ij ou` ij = 0, 1, . . . , sj−1, les autres composantes
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dj,ij ou` ij = sj, sj + 1, . . . , 2sj − 1 e´tant uniquement de´termine´es par les relations
dj,ij + dj,ij+sj = 0.
L’endomorphisme Frobk agit sur le groupe P˜ (z)(k)/P
0(z)(k) par Frobk(d) = d
′ avec
d′j,ij = dj,ij−1. Dans l’e´criture Z
|J|/2 pour ce groupe, on a donc
Frobk((dj,0, dj,1, . . . , dj,sj−1)j∈J) = (−dj,sj−1, dj,0, . . . , dj,sj−2)j∈J .
Par suite l’isoge´nie de Lang
Lk : Z
|J|/2 → Z|J|/2, d 7→ Frobk(d)d
−1,
est de´finie par
Lk((dj,0, dj,1, . . . , dj,sj−1)j∈J) = (−dj,sj−1 − dj,0, dj,0 − dj,1, . . . , dj,sj−2 − dj,sj−1)j∈J .
et a pour conoyau la fle`che Z|J|/2 ։ (Z/2Z)J qui envoie (dj,ij )j∈J,ij=0,1,...,sj−1 sur (λj)j∈J
ou` λj ∈ Z/2Z est la classe modulo 2 de la somme
∑sj−1
ij=0
dj,ij .
Puisque l’homomorphisme (A
×
)τ=−1 → (A
×
)τ=−1 de´fini par b 7→ Fobk(b)b
−1 est
surjectif, l’homomorphisme
P˜ (z)(k)→ P (z)(k) = P˜ (z)(k)/(A
×
)τ=−1
induit un isomorphisme entre les groupes des classes de Fobk-conjugaisons et la proposi-
tion est de´montre´e. 
Pour chaque λ ∈ (Z/2Z)J , on choisit un repre´sentant a(λ) ∈ P (z)(k) de la classe de
Frobk-conjugaison correspondante comme suit. On choisit d’abord une fois pour toutes
un repre´sentant arbitraire λ˜ ∈ ZJ de la classe λ ∈ (Z/2Z)J . Puis, pour chaque j ∈ J ,
on choisit une uniformisante ̟j de Ej . Cette uniformisante de´finit une uniformisante
̟′j = ̟j de l’extension non ramifie´e E
′
j de Ej et une uniformisante ̟j,ij = ̟j de
l’extension non ramifie´e Ej,ij pour chaque j = 0, 1, . . . , 2sj− 1. Puisque ̟j,0 provient de
Ej , on a
τ0(̟j,0) = ̟j,0
et a fortiori ϕ
2sj
0 (̟j,0) = ̟j,0. On de´finit alors l’e´le´ment a(λ) ∈ P˜ (z)(k) de coordonne´es
aj,ij (λ) ∈ E
×
j,ij comme suit. Pour tout (j, ij) ∈ J on pose
aj,ij (λ) =

1 si ij 6≡ 0 (mod s),
̟
λ˜j
j,ij
si ij ≡ 0 (mod 2s),
̟
−λ˜j
j,ij
si ij ≡ s (mod 2s).
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Comme le nombre sj/s des classes de conjugaison modulo 2sj qui sont congrues a` 0
modulo 2s est impair, l’image de de a(λ) dans (Z/2Z)J est bien λ.
Regroupant les termes aj,ij (λ) suivant la classe modulo 2s de ij , on obtient
a(λ) = (a0(λ), a1(λ), . . . , a2s−1(λ)) = (cλ,
s−1︷ ︸︸ ︷
1, . . . , 1, τ0(cλ)
−1,
s−1︷ ︸︸ ︷
1, . . . , 1)
ou` ai(λ) ∈ Frac(Ai) pour chaque i = 0, 1, . . . , 2s− 1 et
cλ = (̟
λ˜j
j,ij
)j∈J, ij≡0 (mod 2s)
est un e´le´ment de Frac(A0)
× qui ve´rifie τ0(cλ) = cλ.
Rappelons que Frac(B) s’identifie au sous-anneau de Frac(A0) forme´ des e´le´ments
fixes sous l’automorphisme Frobsk-line´aire τ0. On peut donc voir cλ comme un e´le´ment
de Frac(B) qui n’est autre que
cλ = (̟
λ˜j
j )j∈J
dans la de´composition Frac(B) =
∏
j∈J Ej .
Les objets de la cate´gorie [M(z)/P (z)](k) sont les couples (V, a) ou` V ∈ M(z)(k) et
a ∈ P (z)(k) satisfont a` le relation Frobk(V) = a · V. E´tant donne´s deux objets (V, a) et
(V′, a′) de [M(z)/P (z)](k) comme ci-dessus, un isomorphisme du premier dans le second
est un e´le´ment b ∈ P (z)(k) tel que V′ = b · V et que
a′ = Frobk(b)ab
−1.
Les automorphismes d’un objet (V, a) de [M(z)/P (z)](k) sont donc les e´le´ments b ∈
P (z)(k) tels que bV = V.
La proposition pre´ce´dente admet le corollaire suivant.
COROLLAIRE 4.6.3. — La cate´gorie [M(z)/P (z)](k) est e´quivalente a` sa sous-cate´gorie
pleine dont les objets sont les (V, a(λ)) ∈ ob[M(z)/P (z)](k) pour λ ∈ (Z/2Z)J et dont
l’ensemble des morphismes d’un objet (V, a(λ)) vers un autre objet (V′, a(λ′)) est
Hom((V, a(λ)), (V′, a(λ′))) =
{
{b ∈ P (z)(k) | b · V = V′} si λ = λ′,
∅ sinon.
De´monstration : La proposition pre´ce´dente implique que pour tout objet (V, a) de
[M(z)/P (z)](k), il existe λ ∈ (Z/2Z)J et b ∈ P (z)(k) tel que a(λ) = Frobk(b)ab
−1, et
que de plus λ est uniquement de´termine´ par cette relation. 
On se propose maintenant de de´crire la sous-cate´gorie pleine de [M(z)/P (z)](k) des
objets (V, a) avec a = a(λ) pour un λ ∈ (Z/2Z)J fixe´.
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Dans la section (3.10) on a pris l’objet de Kostant de N(k) et son image dans M(k)
comme points base pour de´finir les variantes locales M(z) et N(z) de M et N. L’ensemble
J des branches de Y au point ferme´ z se de´coupe en deux parties disjointes J = J1 ∐ J2
ou` Jα est l’ensemble des branches de Yα au point ferme´ z. On a donc les de´compositions
EJ = EJ1 × EJ2
ou` EJα =
∏
j∈Jα
Ej pour tout α = 1, 2. Notons Aα le comple´te´ de l’anneau local de Y
′
α
en z′ ; l’anneau total des fractions de Aα est bien entendu Frac(Aα) = EJα .
L’objet de Kostant de N, restreint au comple´te´ formel de Y ′ en z′, est la somme directe
de deux couples (Kα, ιKα), un pour chaque α = 1, 2, ou` Kα est un Aα-module libre de
rang 1 et ιKα est une structure unitaire
ιKα : τ
∗Kα
∼
−→ K∨α = HomAα(Kα, ωα).
On a note´ ici ωα le comple´te´ formel de la fibre en z
′ du dualisant relatif ωY ′α/X′ de Y
′
α/X
′ ;
c’est un sous-Aα-module de EJα , libre de rang 1. Fixons un ge´ne´rateur c
0
Jα
de ωα comme
dans la section (1.4).
Le couple (Kα, ιKα) est isomorphe au couple (Aα, c
0
Jα
) ou` on note encore c0Jα la
structure unitaire
τ∗Aα = Aα
∼
−→ HomAα(Aα, ωα) = ωα, 1→ c
0
Jα
.
Fixons un tel isomorphisme ce qui nous permet de nous raccrocher au langage commode
de la section (1.4). Soit F ′ l’anneau local comple´te´ de X ′ en le point ferme´ x′ image de
z′. Conside´rons la forme hermitienne
Φc0
Jα
: E′Jα × E
′
Jα
→ F ′
de´finis par
(x, y) 7→ Φc0
Jα
(x, y) = TrE′
Jα
/F ′(c
0
Jατ(x)y).
D’apre`s le lemme 1.4.2, Aα est un re´seau auto-dual pour cette forme hermitienne. La
fibre ge´ne´rique de (K1 ⊕ K2, ιK1 ⊕ ιK2) s’identifie a` E
′
J = E
′
J1
× E′J2 muni de la forme
unitaire c0N = c
0
J1
× c0J2 .
La forme hermitienne c0N induit forme hermitienne c
0
N sur
E′J⊗̂kk
∼
−→
2s−1∏
i=0
Frac(Ai)
qui a` son tour induit une forme biline´aire
c 0N,i : Frac(Ai)× Frac(Ai+s)→ F ⊗̂κ(x′),ξik
pour chaque i = 0, 1, . . . , 2s − 1. Les e´le´ments de M(z)(k) sont alors les collections
V = (Vi)i de sous-Ai-modules Vi ⊂ Frac(Ai) tels que Frac(Ai)Vi = Frac(Ai) et que les
re´seaux Vi et Vi+s sont orthogonaux par rapport a` la forme biline´aire c
0
N,i.
L’endomorphisme de Frobenius agit sur cet ensemble par
Frobk(V0, . . . ,V2s−1) = (ϕ2s−1(V2s−1), ϕ0(V0), . . . , ϕ2s−2(V2s−2)).
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PROPOSITION 4.6.4. — Soit λ ∈ (Z/2Z)J et a(λ) ∈ P (z)(k) le repre´sentant de la
classe de Frobk-conjugaison indexe´e par λ construit pre´ce´demment. La sous-cate´gorie
pleine de [M(z)/P (z)](k) des couples (V, a) avec a = a(λ), est e´quivalente a` la cate´gorie
[Mλ(k)/P (z)(k)] dont :
- les objets sont les sous-A-modules M de E′J tels que E
′
JM = E
′
J qui sont auto-duaux
par rapport a` la forme hermitienne
Φcλc0N(x, y) = TrE
′
J
/F ′(cλc
0
Nτ(x)y)
ou` cλ = (̟
λ˜j
j )j∈J et ou` λ˜ ∈ Z
J est le rele`vement de λ qu’on a choisi pour de´finir
a(λ) ;
- les morphismes d’un objet M vers un objet M ′ sont les e´le´ments b ∈ P (z)(k) tel que
bM =M ′.
De´monstration : Soit (V, a) un objet de [M(z)/P (z)](k) avec
a = a(λ) = (cλ,
s−1︷ ︸︸ ︷
1, . . . , 1, τ0(cλ)
−1,
s−1︷ ︸︸ ︷
1, . . . , 1)
pour un λ ∈ (Z/2Z)J . La relation Frobk(V) = a · V est alors e´quivalente aux relations
suivantes Vi = ϕ
i
0(V0) pour tout i = 1, . . . , s − 1, Vi = ϕ
i−s
s (τ0(cλ))ϕ
i
0(V0) pour tout
i = s, . . . , 2s − 1 et cλV0 = τ0(cλ)ϕ
2s
0 (V0). Or, par construction, on a cλ = τ0(cλ), de
sorte qu’on a
V0 = ϕ
2s
0 (V0).
Soit M l’ensemble des e´le´ments de V0 qui sont fixe´s par ϕ
2s
0 . Alors M est un sous-A-
module de E′J = {a ∈ Frac(A0) | ϕ
2s
0 (a) = a}, sous-module qui ve´rifie E
′
JM = E
′
J .
De plus, V0 et Vs = τ0(cλ)ϕ
s
0(V0) sont orthogonaux par rapport a` la forme biline´aire
c 0N,i : Frac(Ai)× Frac(Ai+s)→ F ⊗̂κ(x′),ξik.
si et seulement si M est auto-dual par rapport a` la forme hermitienne Φcλc0N . La
proposition est donc de´montre´e. 
Traitons maintenant se´pare´ment les cas z 6= z0 et le cas z = z0
Dans le cas z 6= z0, les deux courbes Ya1 et Ya2 sont lisses en le point z et leur
intersection y est transversale. On a J = {1, 2}, J1 = {1}, J2 = {2} et les uniformisantes
̟1 et ̟2 que l’on a fixe´ ci-dessus sont des uniformisante de Ya1 et Ya2 en z. En fait, on
a E′α = κ(z
′)((̟α)),
A = κ(z′)[[̟1, ̟2]]/(̟1, ̟2) ⊂ κ(z
′)((̟1))× κ(z
′)((̟2)) = Frac(A) = E
′
J
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et τ est le rele`vement canonique de l’e´le´ment non trivial de Gal(κ(z′)/κ(z)). On a sur
E′J la forme hermitienne Φc0
N
pour laquelle le normalise´
A˜ = κ(z′)[[̟1]]× κ(z
′)[[̟2]] ⊂ E
′
J
de A dans E′J est un re´seau auto-dual.
Le groupe (Z/2Z)J a quatre e´le´ments λ et on ve´rifie que :
- si λ = (0, 1) ou (1, 0), il n’y a aucun sous-A-re´seau de E′J qui soit auto-dual par
rapport a` la forme hermitienne Φcλc0N ;
- si λ = (0, 0), A˜ est le seul sous-A-re´seau de E′J qui est auto-dual par rapport a` la
forme hermitienne Φcλc0N ; de plus, pour tout b ∈ P (z)(k), on a bA˜ = A˜ ;
- si λ = (1, 1), les sous-A-re´seaux de E′J qui sont auto-duaux par rapport a` la forme
hermitienne Φcλc0N forment un espace principal homoge`ne sous l’action du groupe
P (z)(k).
Comme le groupe P (z)(k) a |κ(z)|+ 1 e´le´ments et que κ(0, 0) = 1 et κ(1, 1) = −1, on
en de´duit que ∑
mz∈[M(z)/P (z)](k)♯
κ(clM(z)(mz))
|Aut(mz)|
= −
|κ(z)|
|κ(z)| + 1
et que ∣∣∣∣∣ (A˜×z )τ
∗=(−)−1
(A×z )τ
∗=(−)−1
∣∣∣∣∣ = |κ(z)|+ 1.
On ve´rifie facilement que rz = 1, que∣∣∣∣∣ (A˜×z )τ
∗=(−)−1
(A×1,z ×A
×
2,z)
τ∗=(−)−1
∣∣∣∣∣ = 1
et que ∑
nz∈[N(z)/Q(z)](k)♯
1
|Aut(nz)|
= 1.
On a donc de´montre´ que∣∣∣∣∣ (A˜×z )τ
∗=(−)−1
(A×z )τ
∗=(−)−1
∣∣∣∣∣
 ∑
mz∈[M(z)/P (z)](k)♯
κ(clM(z)(mz))
|Aut(mz)|

= (−|κ(z)|)rz
∣∣∣∣∣ (A˜×z )τ
∗=(−)−1
(A×1,z × A
×
2,z)
τ∗=(−)−1
∣∣∣∣∣
 ∑
nz∈[N(z)/Q(z)](k)♯
1
|Aut(nz)|

quel que soit z ∈ Z inerte − {z0}.
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La formule du produit, obtenue plus haut dans cette section, montre que cette e´galite´
vaut aussi pour z = z0.
Enfin, dans le cas z = z0, on a J = I, Jα = Iα pour α = 1, 2, et on se retrouve dans la
situation du chapitre 1. Par de´finition des inte´grales orbitales (cf. la section (1.5)), on a∑
mλ∈[Mλ(k)/P (z)(k)]♯
1
Aut(mλ)
=
1
|P (z)(k)|
O
cλc
0
N
γI ,
de sorte que
∑
m∈[M(z)/P (z)](k)♯
κ(clM(z)(mz))
|Aut(mz)|
=
∑
λ∈(Z/2Z)I
κ(λ)
|P (z)(k)|
O
cλc
0
N
γ =
1
|P (z)(k)|
O
κ
γ .
Les meˆmes arguments montrent que∑
n∈[N(z)/Q(z)](k)♯
1
|Aut(n)|
=
1
|Q(z)(k)|
SOHγ .
Comme
1
|P (z)(k)|
∣∣∣∣∣ (A˜×z )τ
∗=(−)−1
(A×z )τ
∗=(−)−1
∣∣∣∣∣ = 1|Q(z)(k)|
∣∣∣∣∣ (A˜×z )τ
∗=(−)−1
(A×1,z × A
×
2,z)
τ∗=(−)−1
∣∣∣∣∣
on obtient l’e´galite´
O
κ
γ = (−|κ(z)|)
rz SOHγ .
que l’on cherchait a` de´montrer. 
A. Appendice
A.1. Localisation a` la Atiyah-Borel-Segal
Soient S un k-sche´ma de type fini et f : X → S un S-sche´ma propre muni d’une action
d’un S-sche´ma en groupes commutatifs P lisse et de type fini. Soient de plus T un S-
sche´ma en tores, Λ un groupe commutatif de type fini et T ×Λ→ P un homomorphisme.
L’action de P induit des actions qui commutent de T et Λ sur le S-sche´ma X .
Soient g : Y = XT → S le S-sche´ma des points fixes pour l’action de T et
fT : [X/T ] → S le S-champ quotient pour l’action de T . Le groupe de type fini Λ
pre´serve le ferme´ i : Y →֒ X et agit donc sur ce ferme´ et son ouvert comple´mentaire
j : U = X − Y →֒ X ; il agit aussi sur [X/T ] en pre´servant le ferme´ [i] : [Z/T ] →֒ [X/T ]
et l’ouvert comple´mentaire [j] : [U/T ] →֒ [X/T ].
Conside´rons les faisceaux de cohomologie perverse
pHn(f∗Qℓ),
pHn(g∗Qℓ),
pHn(fT∗ Qℓ),
pHn(fT∗ [i]∗Qℓ) et
pHn(fT∗ [j]!Qℓ)
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sur S. L’action induite de Λ sur ces faisceaux se factorise a` travers un quotient fini. En
effet, comme P est de type fini il existe un sous-groupe d’indice fini Λ′ ⊂ Λ tel que, pour
tout point ge´ome´trique s dans S et tout λ ∈ Λ′, on ait λs ∈ P
0
s , et d’apre`s le lemme
d’homotopie 3.2.3, Λ′ agit trivialement les faisceaux ci-dessus.
On a donc des de´compositions
pHn(f∗Qℓ) =
⊕
κ
pHn(f∗Qℓ)κ,
pHn(g∗Qℓ) =
⊕
κ
pHn(f∗Qℓ)κ,
p
H
n(fT∗ Qℓ) =
⊕
κ
p
H
n(fT∗ Qℓ)κ,
pHn(fT∗ [i]∗Qℓ) =
⊕
κ
pHn(fT∗ [i]∗Qℓ)κ et
pHn(fT∗ [j]!Qℓ) =
⊕
κ
pHn(fT∗ [j]!Qℓ)κ.
selon les caracte`res d’ordre fini κ de Λ (tout du moins si tous ces caracte`res sont rationnels
sur Qℓ ; sinon, il faut e´tendre au pre´alable les scalaires a` une extension finie de Qℓ).
Conside´rons le diagramme commutatif a` carre´ carte´sien
X
f

πX // [X/T ]
[f ]

fT
!!C
CC
CC
CC
CC
S π
// [S/T ]
ε
// S
ou` [f ] est le morphisme qui se de´duit de f par le passage au quotient par l’action de
T , ou` π : S → [S/T ] est le T -torseur universel et ou` ε : [S/T ] → S est le morphisme
structural.
D’apre`s le the´ore`me de changement de base pour un morphisme propre, on a
π∗[f ]∗Qℓ = f∗Qℓ et donc π
∗[f ]∗Qℓ = π
∗ε∗f∗Qℓ puisque ε ◦ π est l’identite´ de S. Comme
π est lisse a` fibres ge´ome´triquement connexes, on en de´duit que
pHn([f ]∗Qℓ) =
pHn(ε∗f∗Qℓ) = ε
∗pHn(f∗Qℓ)
pour tout entier n (cf. la Proposition 4.2.5 de [B-B-D]).
Soit X∗(T ) le faisceau e´tale sur S dont les sections sur un ouvert e´tale V de S sont les
homomorphismes V ×ST → Gm,V . D’apre`s la the´orie de Chern-Weil on a H
n(ε∗Qℓ) = (0)
pour tout n < 0 et pour tout n impair, et pour tout entier n ≥ 0, on a un isomorphisme
Qℓ[X
∗(T )(−1)]2n := SymnQℓ (X
∗(T )⊗ZS Qℓ,S(−1))
∼
−→
⊕
i≥0
H2n(ε∗Qℓ)
induit par la fle`che
X∗(T )→ H2(ε∗Qℓ)(1)
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qui envoie un caracte`re χ sur la classe de Chern du fibre´ inversible sur [S/T ] obtenu en
poussant le T -torseur tautologique par χ : T → Gm,S .
La structure multiplicative et le morphisme [f ]∗ munissent la somme formelle de
faisceaux pervers ⊕
n
pHn(fT∗ Qℓ),
ainsi que la somme formelle de faisceaux pervers⊕
n
pHn(fT∗ Qℓ)κ,
pour tout κ, de structures de Qℓ[X
∗(T )(−1)]-modules gradue´s ou`
Qℓ[X
∗(T )(−1)] :=
⊕
n
Qℓ[X
∗(T )(−1)]2n
est vu comme un faisceau en Qℓ-alge`bres gradue´es. Ces sommes infinies de faisceaux
pervers n’ont a priori pas de sens. En fait il s’agit juste d’une fac¸on commode d’e´crire les
choses : on pourrait tre`s bien travailler degre´ par degre´.
Supposons de plus que, pour un caracte`re κ0 particulier de Λ, les faisceaux pervers
pHn(f∗Qℓ)κ0 sont purs de poids n pour tous n ∈ Z.
PROPOSITION A.1.1. — Sous cette hypothe`se, il existe un isomorphisme
⊕
n
p
H
n(fT∗ Qℓ)κ0
∼=
(⊕
n
p
H
n(f∗Qℓ)κ0
)
⊗Qℓ,S Qℓ[X
∗(T )(−1)].
En particulier, cette somme directe est un module libre de type fini sur Qℓ[X
∗(T )(−1)].
De´monstration : On a la suite spectrale de Leray
Epq2 =
pHp(ε∗
pHq([f ]∗Qℓ))⇒
pHp+q(fT∗ Qℓ).
compatible a` l’action de Λ. Or on a vu que pHq([f ]∗Qℓ) = ε
∗pHq(f∗Qℓ) pour tout entier
q, de sorte que la formule de projection permet de re´crire le terme Epq2 de cette suite
spectrale sous la forme
Epq2 =
pHp(ε∗Qℓ ⊗Qℓ,S
pHq(f∗Qℓ)).
Comme ε∗Qℓ est a` cohomologie ordinaire lisse sur S, on a encore
Epq2 = H
p(ε∗Qℓ)⊗Qℓ,S
pHq(f∗Qℓ).
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On en de´duit la suite spectrale
Epq2 = H
p(ε∗Qℓ)⊗Qℓ,S
p
H
q(f∗Qℓ)κ0 ⇒
p
H
p+q(fT∗ Qℓ)κ0 .
Le Qℓ-faisceau lisse H
p(ε∗Qℓ) e´tant pur de poids p, l’hypothe`se de purete´ du faisceau
pervers pHq(f∗T )κ0 implique que cette dernie`re suite spectrale de´ge´ne`re en E2 puisque
toutes ses fle`ches dpqr relient des termes de poids diffe´rents et sont donc ne´cessairement
nulles.

Le triangle distingue´ habituel
[j]!Qℓ,[U/T ] → Qℓ,[X/T ] → [i]∗Qℓ,[Y/T ] →
induit un triangle distingue´
fT∗ [j]!Qℓ → f
T
∗ Qℓ → f
T
∗ [i]∗Qℓ →
qui induit a` son tour une suite exacte longue de faisceaux cohomologie perverse sur S
· · · → pHn(fT∗ [j]!Qℓ)→
pHn(fT∗ Qℓ)→
pHn(fT∗ [i]∗Qℓ)
→ pHn+1(fT∗ [j]!Qℓ)→ · · · .
Cette suite exacte est e´quivariante par rapport a` l’action du groupe de type fini Λ et
induit donc une suite exacte
· · · → pHn(fT∗ [j]!Qℓ)κ0 →
p
H
n(fT∗ Qℓ)κ0 →
p
H
n(fT∗ [i]∗Qℓ)κ0
→ pHn+1(fT∗ [j]!Qℓ)κ0 → · · · .
On en de´duit une fle`che⊕
n
pHn(fT∗ [j]!Qℓ)κ0 →
⊕
n
pHn(fT∗ Qℓ)κ0
et une fle`che de restriction⊕
n
p
H
n(fT∗ Qℓ)κ0 →
⊕
n
p
H
n(fT∗ [i]∗Qℓ)κ0
qui sont Qℓ[X
∗(T )(−1)]-line´aires gradue´es. Ici, on a
⊕
n
pHn(fT∗ [i]∗Qℓ)κ0 =
(⊕
n
pHn(g∗Qℓ)κ0
)
⊗Qℓ,S Qℓ[X
∗(T )(−1)]
puisque T agit trivialement sur Y .
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PROPOSITION A.1.2. — Le Qℓ[X
∗(T )(−1)]-module gradue´
⊕
n
pHn(fT∗ [j]!Qℓ) est de
torsion.
De´monstration : Notons h = f ◦ j : U → S et [h] : [U/T ] → B(T/S) le morphisme
quotient de h par l’action de T . On a
fT∗ [j]!Qℓ = ε∗[h]!Qℓ
ou` ε : B(T/S)→ S est le morphisme structural.
On va en fait de´montrer plus ge´ne´ralement que pour tout S-sche´ma h : U → S de
type fini, muni d’une action de T qui rele`ve l’action triviale de T sur S et qui est sans
point fixe, le faisceau pervers ⊕
n
pHn(ε∗[h]!Qℓ)
sur S en modules gradue´s sur le faisceau de Qℓ-alge`bres Qℓ[X
∗(T )(−1)] est de torsion.
L’e´nonce´ est local pour la topologie e´tale sur S. On peut donc supposer que T = Grm,S
pour un entier r ≥ 1, ou ce qui revient au meˆme que l’on a une action de T = Grm,k sur
X au-dessus de l’action triviale de T sur S.
Il existe une filtration finie de U par des parties ferme´es T -invariantes
U = U0 ⊃ U1 ⊃ · · · ⊃ Up ⊃ Up+1 ⊃ · · ·
et pour chaque p, un sous-tore Tp ⊂ T tel que, quel que soit le point ge´ome´trique x de
Up := Up −Up+1, la composante neutre du fixateur Tx ⊂ κ(x)⊗k T de x n’est autre que
κ(x)⊗k Tp.
Alors, si on note hp : Up → S la restriction de h a` la partie localement ferme´e
Up = Up − Up+1 de U , on a la suite spectrale
Epq1 =
pHp+q(ε∗[h
p]!Qℓ)⇒
pHp+q(ε∗[h]!Qℓ).
Par suite, il suffit de ve´rifier que chaque faisceau pervers en Qℓ[X
∗(T )(−1)]-modules
gradue´s
⊕
n
pHn(ε∗[h
p]!Qℓ) est de torsion.
On peut donc supposer dans notre proble`me initial qu’il existe une sous-tore T ′ ⊂ T
tel que, quel que soit le point ge´ome´trique x de U , la composante neutre du fixateur
Tx ⊂ κ(x)⊗k T de x est e´gale a` κ(x)⊗k T
′.
Fixons arbitrairement un sous-tore T ′′ ⊂ T tel que la fle`che produit T ′×k T
′′ → T est
surjective et a` noyau fini. On remarque que T ′′ agit sans point fixe sur U puisque T agit
sans point fixe sur U .
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On a un diagramme commutatif a` carre´ carte´sien
[U/(T ′ ×k T
′′)]
[h]′

// [U/T ]
[h]

[S/(T ′ ×k T
′′)]
ε′
&&L
LL
LL
LL
LL
LL
// [S/T ]
ε
||zz
zz
zz
zz
S
ou` les fle`ches horizontales sont induites par l’e´pimorphisme T ′ ×k T
′′ → T et sont des
gerbes finies, ou` les fle`ches verticales sont induites par h et ou` les fle`ches obliques sont
les morphismes structuraux.
On a donc un isomorphisme de restriction
pHp+q(ε∗[h]!Qℓ)
∼
−→ pHp+q(ε′∗[h]
′
!Qℓ)
de faisceaux pervers en Qℓ[X
∗(T )(−1)]-modules gradue´s, ou` bien entendu Qℓ[X
∗(T )(−1)]
agit sur le but via l’inclusion X∗(T ) →֒ X∗(T ′ ×k T
′′). Comme le conoyau de cette
inclusion est de torsion, pour de´montrer notre assertion il suffit donc de ve´rifier que
chaque faisceau pervers en Qℓ[X
∗(T ′ ×k T
′′)(−1)]-modules gradue´s
⊕
n
pHn(ε′∗[h]
′
!Qℓ)
est de torsion.
On peut donc supposer de plus dans notre proble`me initial que T = T ′ ×k T
′′.
Comme [h] : [U/T ] → [S/T ] est alors le produit du T ′-torseur universel S → [S/T ′]
par le morphisme [U/T ′′] → [S/T ′′] induit par h, on voit par application de la formule
de Ku¨nneth que l’on peut supposer en outre dans notre proble`me initial que T ′ = (1),
c’est-a`-dire que T agit librement sur U .
On a donc un S-sche´ma de type fini h : U → S sur lequel le tore T = Grm,k agit
librement. Le S-champ alge´brique quotient [U/T ] est alors un S-espace alge´brique. Il
admet donc un recouvrement ouvert pour la topologie e´tale (par des sche´mas affines si
l’on veut) qui trivialise le T -torseur U → [U/T ]. Par image inverse sur U , on obtient
alors un recouvrement ouvert T -e´quivariant (Uα)α∈A de U pour la topologie e´tale et,
pour chaque α ∈ A, un morphisme de k-sche´mas ϕα : Uα → T tel que
ϕα(t · x) = tϕα(x).
Pour toute partie B de A on note UB =
∏
α∈B(Uα/U) 〈〈 l’intersection 〉〉 des ouverts Uα
pour α ∈ B et hB : UB → U → S le morphisme canonique.
La suite spectrale
Epq1 =
⊕
|B|=1−p>0
pHp+q(ε∗[hB]!Qℓ)⊗Z
|B|∧
ZB ⇒ pHp+q(ε∗[h]!Qℓ).
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pour le recouvrement ([Uα/T ])α∈A de [U/T ] montre qu’il suffit de ve´rifier que les
Qℓ[X
∗(T )(−1)]-modules gradue´s
⊕
n
pHn(ε∗[h]B,!Qℓ) pour B parcourant l’ensemble des
parties de A, sont tous de torsion.
On peut donc supposer dans notre proble`me initial qu’en plus de toutes les hypothe`ses
de´ja` formule´es, il existe un morphisme de k-sche´mas ϕ : U → T tel que
ϕ(t · x) = tϕ(x).
Mais alors le morphisme [h] se factorise en
[h] : [U/T ]
[ϕ]
−−−→ [S ×k T/T ] = S
[prT ]−−−→ [S/T ]
ou` T agit par translation sur lui-meˆme, ou` prT : S ×k T → S est la projection
canonique et ou` [prT ] est donc le T -torseur universel. Par suite le morphisme de restriction
[h]∗ : ε∗Qℓ → ε∗[h]∗Qℓ se factorise en
[h]∗ : ε∗Qℓ
[prT ]
∗
−−−→Qℓ
[ϕ]∗
−−−→ ε∗[h]∗Qℓ
puisque ε ◦ [prT ] est l’identite´ de S.
Dans le cas particulier ou` l’est s’est ramene´, on a finalement de´montre´ que l’ide´al
d’augmentation de Qℓ[X
∗(T )(−1)] tout entier annule
⊕
n
pHn([h]!Qℓ). 
On de´duit de la proposition l’e´nonce´ suivant qui est une variante du the´ore`me de
localisation d’Atiyah-Borel-Segal.
COROLLAIRE A.1.3. — Sous l’hypothe`se de purete´, la fle`che⊕
n
pHn(fT∗ [j]!Qℓ)κ0 →
⊕
n
pHn(fT∗ Qℓ)κ0
ci-dessus est nulle et la fle`che de restriction
⊕
n
pHn(fT∗ Qℓ)κ0 →
(⊕
p
pHp(g∗Qℓ)κ0
)
⊗Qℓ,S Qℓ[X
∗(T )(−1)]
est injective.
De´monstration : Une fle`che d’un module de torsion dans un module libre sur
Qℓ[X
∗(T )(−1)] est ne´cessairement nulle. La nullite´ de la premie`re fle`che implique
l’injectivite´ de la seconde d’apre`s la suite exacte longue. 
A.2. Cohomologie e´quivariante de la droite projective pince´e
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Soient Y un k-sche´ma et L un OY -Module inversible. On note p : P = P(L⊕OY )→ Y
le fibre´ en droites projectives quotients de L ⊕ OY et on note σ0 : Y → V(L) ⊂ P et
σ∞ : Y
∼
−→ P − V(L) ⊂ P ses sections nulle et infinie.
On fait agir Gm,Y par homothe´ties sur le fibre´ en droites V(L) → Y et on prolonge
cette action au fibre´ projectif P → Y . On note [p] : [P/Gm,Y ]→ [Y/Gm,Y ] = B(Gm,Y /Y )
le morphisme de champs alge´briques quotient de p par cette action de Gm,Y sur P au-
dessus de l’action triviale sur Y . Alors [p] est un fibre´ en droites projectives et s’e´crit sous
la forme P(L˜⊕OB(Gm,Y /Y )) pour OB(Gm,Y /Y )-Module inversible L˜. On a le diagramme :
P //
p

[P/Gm]
[p]

Y // B(Gm,Y /Y )
On peut aussi faire agir trivialement Gm,Y sur P et Y , et p passe au quotient pour cette
action en un morphisme de champs alge´briques B(p) : B(Gm,P /P ) → B(Gm,Y /Y ) qui
n’est autre que le fibre´ en droites projectives P(ε∗Y L⊕OB(Gm,Y /Y )) ou` εY : B(Gm,Y /Y )→
Y est le morphisme structural. On a le diagramme :
P
p

// B(Gm,P /P )
B(p)

oo
Y
// B(Gm,Y /Y )
ǫY
oo
LEMME A.2.1. — Soit T le OB(Gm,Y /Y )-Module inversible universel sur le champ
classifiant B(Gm,Y /Y ). Alors on a un isomorphisme canonique
L˜ = T ⊗ ε∗Y L
de OB(Gm,Y /Y )-Modules inversibles. 
Compte tenu de ce lemme, on a comme pour tout fibre´ en droites projectives :
PROPOSITION A.2.2. — La somme
[p]∗Qℓ,[P/Gm,Y ] → Qℓ,[Y/Gm,Y ] ⊕Qℓ,[Y/Gm,Y ]
des fle`ches de restriction induites par σ0 et σ∞ est canoniquement isomorphe a` la fle`che
Qℓ,[Y/Gm,Y ] ⊕Qℓ,[Y/Gm,Y ][−2](−1)→ Qℓ,[Y/Gm,Y ] ⊕Qℓ,[Y/Gm,Y ]
a⊕ b 7→ (a+ c˜(b))⊕ (a− c˜(b))
ou` la classe de Chern c˜ = c1(L˜) : Qℓ,[Y/Gm,Y ][−2](−1)→ Qℓ,[Y/Gm,Y ] de L˜ est la somme
c˜ = t+ ε∗Y (c)
de la classe de Chern t = c1(T) de T et de l’image re´ciproque par ε
∗
Y de la classe de
Chern c = c1(L) de L. 
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COROLLAIRE A.2.3. — La fle`che de restriction
εY,∗[p]∗Qℓ,[P/Gm,Y ] → εY,∗Qℓ,B(Gm,Y ) ⊕ εY,∗Qℓ,B(Gm,Y )
induite par σ0 et σ∞ est canoniquement isomorphe a` la fle`che⊕
n≥0
Qℓ,Y [−2n](−n)⊕
⊕
n≥0
Qℓ,Y [−2n− 2](−n− 1)
→
⊕
n≥0
Qℓ,Y [−2n](−n)⊕
⊕
n≥0
Qℓ,Y [−2n](−n)
de´finie par
⊕n(an ⊕ bn) 7→ ⊕n ((an + bn + cn+1(bn+1))⊕ (an − bn − cn+1(bn+1)))
ou` cn+1 : Qℓ,Y [−2n− 2](−n− 1) → Qℓ,Y [−2n](−n) est induit par la premie`re classe de
Chern c de L. 
Notons q : P − (σ0(Y ) ∪ σ∞(Y )) → Y le Gm,Y -torseur comple´mentaire des sections
nulle et infini et [q] : Y = [P − (σ0(Y ) ∪ σ∞(Y ))/Gm,Y ] → [Y/Gm,Y ] le quotient de q
par l’action de Gm,Y de la structure de torseur. La fle`che de restriction ci-dessus s’inse`re
dans le triangle distingue´
εY,∗[q]!Qℓ,Y︸ ︷︷ ︸
A
→ εY,∗[p]∗Qℓ,[P/Gm,Y ]︸ ︷︷ ︸
B
→ εY,∗Qℓ,B(Gm,Y ) ⊕ εY,∗Qℓ,B(Gm,Y )︸ ︷︷ ︸
C
→ A[1]
dans la cate´gorie de´rive´e des faisceaux ℓ-adiques sur Y .
Soient maintenant S un k-sche´ma, g : Y → S un morphisme propre de k-sche´mas et
p : P = P(L⊕ OY )→ Y un fibre´ en droites projectives comme pre´ce´demment.
On note εS : B(Gm,S)→ S le morphisme structural et t la premie`re classe de Chern du
OB(Gm,S)-Module inversible universel, vue comme une section de H
2(εS,∗Qℓ,B(Gm,S))(−1).
On a l’anneau gradue´ ⊕
n≥0
H
2n(εS,∗Qℓ,B(Gm,S))(−n) = Qℓ,S [t]
et tous les autres Hn(εS,∗QS) sont nuls.
La premie`re classe de Chern c : Qℓ,Y → Qℓ,Y [2](1) de L induit une fle`che
g∗(c) : g∗Qℓ,Y → g∗Qℓ,Y [2](1)
et donc une fle`che
cS =
⊕
n
p
H
n(g∗(c)) :
⊕
n
p
H
n(g∗Qℓ,Y )→
⊕
n
p
H
n+2(g∗Qℓ,Y )(1).
92
COROLLAIRE A.2.4. — Le triangle distingue´
g∗A→ g∗B → g∗C → g∗A[1]
induit une suite exacte courte
0→
⊕
n
pHn(B)→
⊕
n
pHn(C)→
⊕
n
pHn+1(A)→ 0
en Qℓ,S [t]-modules gradue´s en faisceaux pervers ℓ-adiques sur S. De plus, cette suite
exacte courte peut eˆtre de´crite comme suit. Si on note D =
⊕
n
pHn(g∗Qℓ,Y ) gradue´ par
n, et D[t] = D ⊗Qℓ,S Qℓ,S [t] avec la graduation diagonale, alors la suite ci-dessus est
canoniquement isomorphe a` la suite exacte
0→ D[t]⊕ tD[t]
α
−−→D[t]⊕D[t]
β
−−→D → 0
ou` les fle`ches α et β sont donne´es par
α : d0(t)⊕ td1(t) 7→ (d0(t) + (t+ cS)d1(t))⊕ (d0(t)− (t+ cS)d1(t))
et
β : d0(t)⊕ d∞(t) 7→ d0(−cS)− d∞(−cS)
ou` cSd(t) =
∑
n cS(dn)t
n et d(cS) =
∑
n c
n
S(dn) pour tout d(t) =
∑
i dnt
n ∈ D[t].
De´monstration : La partie ε∗Y (c) de c˜ e´tant une fle`che entre cohomologies de degre´s
diffe´rents, elle ne compte pas. 
Comme ci-dessus soient S un sche´ma, g : Y → S un S-sche´ma propre et p : P → Y
un fibre´ en droites projectives, muni des deux sections σ0, σ∞ : Y →֒ P et de l’action par
homothe´ties de Gm,Y .
On conside`re alors un 〈〈pincement Gm,S-e´quivariant de P le long de ces deux sections 〉〉,
c’est-a`-dire un S-sche´ma f : X → S muni d’une action de Gm,S , d’un morphisme Gm,S-
e´quivariant de S-sche´mas ρ : P → X qui s’inse`re dans le diagramme
P
p
~~
~~
~~
~
h

ρ
  @
@@
@@
@@
Y
g
@
@@
@@
@@
σ0,σ∞
11 11
X
f
~~ ~
~~
~~
~~
S
- ρ est fini,
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- ρ induit un isomorphisme de chacune des images de σ0 et σ∞ sur le lieu des points
fixes XGm de Gm dans X ,
- ρ induit un isomorphisme de P − (σ0(Y ) ∪ σ∞(Y )) sur X −X
Gm ,
Notons qu’il s’agit d’un pincement au-dessus de S et non au-dessus de Y de sorte qu’on
ne se donne pas a priori un morphisme X → Y .
On se donne plutoˆt une S-immersion ferme´e i : Y →֒ X d’image XGm le lieu des points
fixes de Gm agissant sur X . Cette immersion ferme´e est trivialement Gm-e´quivariante.
La donne´e de i induit la donne´e de deux automorphismes ι0 et ι∞ de Y tels que les deux
carre´s
Y
ι0


 σ0 // P
ρ

Y


i
// X
Y
ι∞


 σ∞ // P
ρ

Y


i
// X
soient commutatifs.
On munit en plus les S-sche´mas Y , P et X d’une action de ZI pour un ensemble fini
I, qui commutent aux actions de Gm,S et pour laquelle les morphismes f , g, p et i sont
e´quivariants.
On fait alors les hypothe`ses suivantes sur la cohomologie ℓ-adique :
- l’action de ZI sur les faisceaux pervers ℓ-adiques pHn(f∗Qℓ,X) et
pHn(g∗Qℓ,Y ) se
factorise a` travers le quotient ZI ։ (Z/2Z)I ,
- l’action de l’automorphisme ι0 (resp. ι∞) sur chaque
pHn(g∗Qℓ,Y ) co¨ıncide avec
l’action d’un e´le´ment e0 (resp. e∞) de (Z/2Z)
I .
PROPOSITION A.2.5. — Soit κ : (Z/2Z)I → Q×ℓ un caracte`re tel que κ(e0) 6= κ(e∞).
Alors la fle`che de restriction i∗ en cohomologie e´quivariante induit sur la partie κ-
isotypique une fle`che injective⊕
n
pHn(f
Gm,S
∗ Qℓ,X )κ →
(⊕
m
pHm(g∗Qℓ,Y )κ
)
[t] =
(⊕
m
pHm(g∗Qℓ,Y )κ
)
⊗Qℓ,S Qℓ,S [t]
d’image
(t+ cS)
(⊕
m
pHm(g∗Qℓ,Y )κ
)
[t] ⊂
(⊕
m
pHm(g∗Qℓ,Y )κ
)
[t]
ou` cS est la fle`che de´finie avant le corollaire A.2.4.
De´monstration : La fle`che d’adjonction Qℓ,X → ρ∗Qℓ,P induit par restriction au ferme´
i : Y →֒ X la fle`che
Qℓ,Y = i
∗Qℓ,X → i
∗ρ∗Qℓ,P = i
∗ρ∗σ0,∗Qℓ,Y ⊕ i
∗ρ∗σ∞,∗Qℓ,Y
= i∗i∗ι0,∗Qℓ,Y ⊕ i
∗i∗ι∞,∗Qℓ,Y
= ι0,∗Qℓ,Y ⊕ ι∞,∗Qℓ,Y
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qui est compose´e de la diagonale Qℓ,Y → Qℓ,Y ⊕Qℓ,Y et de la somme directe des fle`ches
d’adjonction Qℓ,Y → ι0,∗ι
∗
0Qℓ,Y = ι0,∗Qℓ,Y et Qℓ,Y → ι∞,∗ι
∗
∞Qℓ,Y = ι∞,∗Qℓ,Y . On a
donc un morphisme de triangles distingue´s
f
Gm,S
∗ Qℓ,X
i∗

// h
Gm,S
∗ Qℓ,P
σ∗0⊕σ
∗
∞

// g
Gm,S
∗ Qℓ,Y
//
g
Gm,S
∗ Qℓ,Y u
// g
Gm,S
∗ Qℓ,Y ⊕ g
Gm,S
∗ Qℓ,Y v
// g
Gm,S
∗ Qℓ,Y
//
ou` h = f ◦ ρ = g ◦ p, u =
(
ι∗0
ι∗∞
)
et v = (ι∗∞,−ι
∗
0), d’ou` en passant a` la cohomologie un
digramme a` lignes exactes
E
α′

u′ // D[t]⊕ tD[t]
α

v′ // D[t]
D[t]
u
// D[t]⊕D[t]
v
// D[t]
ou` on a pose´ E =
⊕
n
pHn(f
Gm,S
∗ Qℓ,X) et D =
⊕
n
pHn(g∗Qℓ,X), ou` d’apre`s le corollaire
pre´ce´dent, on a D[t]⊕ tD[t] =
⊕
n
pHn(h
Gm,S
∗ Qℓ,X) et on a une formule pour la fle`che α
qui montre en particulier que α est injective.
Prenons la partie κ de ce diagramme
Eκ
α′

u′ // Dκ[t]⊕ tDκ[t]
α

v′ // Dκ[t]
Dκ[t] u
// Dκ[t]⊕Dκ[t] v
// Dκ[t]
Par hypothe`se, u a maintenant pour composantes les multiplications par κ(e0) et κ(e∞),
c’est-a`-dire u est au signe pre`s l’anti-diagonale, et v est donc la fle`che (−κ(e∞), κ(e0)),
c’est-a`-dire au signe pre`s la somme. On en de´duit que la fle`che compose´e v′ = v◦α envoie
d0(t)⊕ d1(t) sur ±2d0(t) et est par conse´quent surjective. En conside´rant la suite exacte
longue de cohomologie perverse du triangle distingue´ de la ligne du haut de diagramme
ci-dessus, on obtient que u′ est injective. Ceci montre que la fle`che de restriction α′ de
l’e´nonce´ est injective. En outre, son image est l’image re´ciproque par u de l’image de α,
c’est-a`-dire
{d(t) ∈ D[t] | κ(e0)d(t)− κ(e∞)d(t) ∈ (t+ cS)D[t]} = (t+ cS)D[t],
ce que l’on voulait de´montrer. 
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A.3. Une formule des points fixes
Soit X un sche´ma propre sur k = Fq et G un k-sche´ma en groupes commutatifs
lisse de type fini qui agit sur le k-sche´ma X . Notons G0 la composante neutre de G et
π0(G) = G/G
0 son k-sche´ma en groupes des composantes connexes. On suppose que le
k-sche´ma en groupes fini e´tale π0(G) est de´ploye´ sur k. Autrement dit on suppose que
chaque composante connexe de G admet un point rationnel sur k. On a alors
π0(G)(k) = π0(G)(k) = G(k)/G
0(k)
et la suite exacte
0→ G0(k)→ G(k)→ π0(G)(k)→ 0.
Le the´ore`me de Lang assure que
G0(k) = {Lq(g) := Frobq(g)g
−1 | g ∈ G(k)}.
On conside`re le k-champ alge´brique quotient [X/G], la cate´gorie [X/G](k) des k-points
de ce champ et sa cate´gorie [X/G](k) des k-points. La cate´gorie [X/G](k) est la cate´gorie
dont les objets sont les x ∈ X(k) et dont les fle`ches de x vers x′ sont les g ∈ G(k) tels que
g · x = x′. La cate´gorie [X/G](k) a pour objets les couples (x, g) ∈ X(k)×G(k) tels que
Frobq(x) = g · x, et pour morphismes de (x, g) dans un autre objet (x
′, g′) les h ∈ G(k)
tels que h · x = x′ et que Lq(h)g = g
′.
Le groupe des automorphismes d’un objet x de [X/G](k) est e´gal a`
Aut(x) = Gx(k).
Si (x, g) ∈ [X/G](k), comme G est commutatif le fixateur Gx ⊂ G de x est stable par
Frobq : G → G et est donc de´fini sur k ; le groupe des automorphismes de l’objet (x, g)
dans [X/G](k) est le groupe fini
Aut(x, g) = Aut(x)Frobq = Gx(k).
L’ensemble des classes d’isomorphie d’objets de la cate´gorie [X/G](k) est l’ensemble
quotient
[X/G](k)♯ = {(x, g) ∈ X(k)×G(k) | Frobq(x) = g · x}/G(k)
ou` l’action de h ∈ G(k) est donne´e par h ·(x, g) = (h ·x,Lq(h)g). On note aussi [X/G](k)♯
un syste`me de repre´sentants de ces classes d’isomorphie. On a une application
cl : [X/G](k)♯ → π0(G)(k) = π0(G)(k)
qui envoie la classe d’isomorphie de (x, g) sur la composante connexe de G contenant g.
Cette application est bien de´finie car Lq(h) ∈ G0(k) pour tout h ∈ G(k).
Le groupe fini G(k) agit sur X et donc sur les groupes de cohomologie ℓ-adique
Hn(k⊗kX,Qℓ), cette dernie`re action commutant a` l’action par transport de structure de
Gal(k/k). Pour chaque caracte`re χ : π0(G)(k) → Q
×
ℓ on peut donc conside´rer la partie
χ-isotypique Hn(k⊗k X,Qℓ)χ, munie de l’action de l’e´le´ment de Frobenius ge´ome´trique
Frobq ∈ Gal(k/k).
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PROPOSITION A.3.1. — Pour tout caracte`re χ : π0(G)(k) → Q
×
ℓ , on a la formule des
points fixes
∑
n
(−1)nTr(Frobq, H
n(k ⊗k X,Qℓ)χ) = |G
0(k)|
∑
(x,g)∈[X/G](k)♯
χ(cl(x, g))
|Aut(x, g)|
.
Remarque : L’ensemble [X/G](k)♯ et les cardinaux |Aut(x, g)| ne de´pendent que de la
cate´gorie [X/G](k) et du foncteur Frobq : [X/G](k)→ [X/G](k). 
Pour de´montrer cette proposition nous aurons besoin du lemme suivant.
LEMME A.3.2. — (i) Pour tout caracte`re χ : G(k)→ Q×ℓ , on a∑
n
(−1)nTr(Frobq, H
n(k ⊗k X,Qℓ)χ) =
1
|G(k)|
∑
g∈G(k)
χ(g)|XFrobq ◦g
−1
|
ou`
XFrobq ◦g
−1
= {x ∈ X(k) | Frobq(x) = g · x}.
(ii) La fonction g → |XFrobq ◦g
−1
| est constante sur chacune des composantes
connexes de G.
(iii) La trace alterne´e ci-dessus est non nulle seulement si χ se factorise a` travers
G(k)։ π0(G)(k) et si c’est le cas on a encore
∑
n
(−1)n Tr(Frobq, H
n(k ⊗k X,Qℓ)χ) =
1
|π0(G)(k)|
∑
γ∈π0(G)(k)
χ(γ˙)|XFrobq ◦γ˙
−1
|
ou`, pour chaque γ ∈ π0(G)(k), γ˙ ∈ G(k) est n’importe quel e´le´ment de la composante
connexe γ.
De´monstration : On a par de´finition de la partie χ-isotypique∑
n
(−1)n Tr(Frobq, H
n(k ⊗k X,Qℓ)χ)
=
1
|G(k)|
∑
g∈G(k)
χ(g) Tr(Frobq ◦g
−1, Hn(k ⊗k X,Qℓ)).
Or g est d’ordre fini puisque G(k) est un groupe fini. On peut donc appliquer la variante
due a` Deligne et Lusztig de la formule des points fixes de Grothendieck (cf. [De-Lu]) et
l’assertion (i) du lemme est de´montre´.
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Pour de´montrer l’assertion (ii) il suffit de remarquer que, pour chaque h ∈ G(k) tel
que Lq(h) ∈ G
0(k), on a une bijection
XFrobq ◦g
−1 ∼
−→ XFrobq ◦(Lq(h)g
−1), x 7→ h · x.
D’apre`s le lemme d’homotopie 3.2.3, G0(k) agit trivialement sur chaque groupe de
cohomologie ℓ-adiqueHn(k⊗kX,Qℓ). Par suite, la composante χ-isotypique est non nulle
seulement si χ est trivial sur G0(k) ⊂ G(k), c’est-a`-dire se factorise par G(k)։ π0(G)(k),
d’ou` l’assertion (iii). 
De´monstration de proposition : Soit γ˙ ∈ G(k) dans la composante connexe γ ∈
π0(G)(k). Compte tenu du lemme il s’agit de montrer que
|XFrobq ◦γ˙
−1
| =
∑
(x,g)∈[X/G](k)♯
cl(x,g)=γ
|G(k)|
|Gx(k)|
.
Or l’application
ϕγ˙ : X
Frobq ◦γ˙
−1
→ cl−1(γ) ⊂ [X/G](k)♯
qui associe a` x la classe d’isomorphie de (x, γ˙), est surjective puisque, pour tout
(x, g) ∈ cl−1(γ), il existe h ∈ G0(k) tel que g = Lq(h)γ˙ et on a
(x, g) = h · (h−1 · x, γ˙)
ou` h−1 · x ∈ XFrobq ◦γ˙
−1
.
Il ne reste donc plus qu’a` ve´rifier que le cardinal de la fibre passant par x de
l’application ϕγ˙ est pre´cise´ment
|G(k)|
|Gx(k)|
. Mais cette fibre
{x′ ∈ XFrobq ◦γ˙
−1
| ∃h ∈ G(k) tel que x′ = h · x et Lq(h) = 0}
est isomorphe a` G(k)/Gx(k), d’ou` la conclusion. 
Bibliographie
[A-I-K] A. ALTMAN, A. IARROBINO, S. KLEIMAN – Irreducibility of the Compactified
Jacobian, dans “Real and complex singularities. Proceedings, Oslo 1976, P.
Holm (ed.)”, Sijthoff & Nordhoff, (1977), 1-12.
[Al-Kl] A.B. ALTMAN, S.L. KLEIMAN – The Presentation Functor and the Compactified
Jacobian, dans The Grothendieck Festschrift, Volume I, Birkha¨user, (1990), 15-
32.
98
[B-B-D] A.A. BEILINSON, J. BERNSTEIN, P. DELIGNE – Faisceaux pervers, Analyse et
topologie sur les espaces singuliers, Aste´risque 100, (1982).
[B-N-R] A. BEAUVILLE, M.S. NARASIMHAN, S. RAMANAN – Spectral curve and the
generalised theta divisor, J. reine angew. Math. 398, (1989), 169-179.
[Del] P. DELIGNE – La conjecture de Weil. II, Publications Mathe´matiques de
l’I.H.E´.S. 52, (1980), 313-428.
[De-Lu] P. DELIGNE, G. LUSZTIG – Representations of reductive groups over finite fields,
Ann. of Math. 103, (1976), 103-161.
[Est] E. ESTEVES – Compactifying the relative Jacobian over families of reduced
curves, Trans. Amer. Math. Soc. 353, (2001), 3045-3095.
[Fal] G. FALTINGS – Stable G-bundles and projective connections, J. Alg. Geom. 2,
(1993), 507-568.
[F-G-S] D. FANTECHI, L. GO¨TTSCHE, D. van STRATEN – Euler Number of the Compact-
ified Jacobian and Multiplicity of Rational Curves, J. Algebraic Geometry 8,
(1999), 115-133.
[Gab] O. GABBER – On space filling curves and Albanese varieties, Geom. Funct. Anal.
11, (2001), 11921200.
[G-K-M] M. GORESKY, R. KOTTWITZ, R. MACPHERSON – Homology of affine Springer
fibers in the unramified case, http ://arxiv.org/abs/math.RT/0305144, (2003).
[Hal] T. HALES – A simple definition of the transfer factors for unramified groups,
dans Representation theory of groups and algebras, Contemp. Math. 145, (1993),
109-134.
[Hit] N. HITCHIN – Stable bundles and integrable systems, Duke Math. J. 54, (1987),
91-114.
[Ka-Lu] D. KAZHDAN, G. LUSZTIG – Fixed Point Varieties on Affine Flag Manifolds,
Israel J. of Math. 62, (1988), 129-168.
[Kot 1] R.E. KOTTWITZ – Stable formula : Elliptic Singular Terms, Math. Ann. 275,
(1986), 365-399.
[Kot 2] R.E. KOTTWITZ – Transfer factors for Lie algebras, Represent. Theory 3, (1999),
127-138.
[Lan] R.P. LANGLANDS – Les de´buts d’une formule des traces stable, Publications
mathe´matiques de l’Universite´ Paris VII, (1979).
[La-Sh] R.P. LANGLANDS, D. SHELSTAD – On the definition of the transfer factors,Math.
Ann. 278, (1987), 219-271.
[Lau] G. LAUMON – Sur le lemme fondamental pour les groupes unitaires, math.AG/
0212245, (2002).
[La-Ra] G. LAUMON, M. RAPOPORT – A geometric approach to the fundamental lemma
for unitary groups, math.AG/9711021, (1997).
99
[Ngo] B. C. NGOˆ – Fibration de Hitchin et endoscopie, en pre´paration.
[Poo] B. POONEN – Bertini theorems over finite fields, math.AG/0204002, (2002).
[Reg] C.J. REGO – The Compactified Jacobian, Ann. Scient. E`c. Norm. Sup. 13,
(1980), 211-223.
[Ser] J.-P. SERRE – Corps locaux, Hermann, (1968).
[Wal 1] J.-L. WALDSPURGER – Comparaison d’inte´grales orbitales pour des groupes
p-adiques, dans Proceedings of the International Congress of Mathematicians
(Zu¨rich, 1994), Vol. 1, Birkha¨user, (1995), 807-816.
[Wal 2] J.-L. WALDSPURGER – Homoge´ne´ite´ de certaines distributions sur les groupes
p-adiques, Publ. Math. Inst. Hautes E´tudes Sci. 81, (1995), 25-72.
[Wal 3] J.-L. WALDSPURGER – Endoscopie et changement de caracte´ristiques, pre´publi-
cation, (2004).
[Wal 4] J.-L. WALDSPURGER – Inte´grales orbitales nilpotentes et endoscopie pour les
groupes classiques non ramifie´s, Aste´risque 269, (2001).
[EGA II] A. GROTHENDIECK – E´le´ments de ge´ome´trie alge´brique (re´dige´s avec la collab-
oration de Jean Dieudonne´) : II. E´tude globale e´le´mentaire de quelques classes
de morphismes, Publications Mathe´matiques de l’I.H.E´.S. 8, (1961).
[EGA IV] A. GROTHENDIECK – E´le´ments de ge´ome´trie alge´brique (re´dige´s avec la collabo-
ration de Jean Dieudonne´) : IV. E´tude locale des sche´mas et des morphismes de
sche´mas, Troisie`me partie, Publications Mathe´matiques de l’I.H.E´.S. 28, (1966).
[SGA 3] A. DEMAZURE, A. GROTHENDIECK – Sche´mas en groupes, Groupes de Type
Multiplicatif et Structure des Sche´mas en Groupes Ge´ne´raux, Lecture Notes in
Math. 152, (1970).
