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State Observability in Presence of Disturbances: the Analytic Solution
and its Application in Robotics
Agostino Martinelli
Abstract— This paper presents the analytic solution of a
fundamental open problem in the framework of state esti-
mation/nonlinear observability, which is the Unknown Input
Observability problem (UIO problem). The problem consists in
deriving the analytic criterion that allows us to automatically
obtain the state observability in presence of disturbances (or
unknown inputs). In other words, the problem is to extend the
well known observability rank condition to the case when the
dynamics are also driven by unknown inputs. Enunciated in the
seventies by the control theory community, this problem was
only solved in the linear case. The solution here provided holds
for nonlinear systems in presence of a single unknown input.
The first part of the paper presents this analytic solution. Very
surprisingly, the complexity of the overall analytic criterion
is comparable to the complexity of the observability rank
condition. The second part of the paper applies this analytic
criterion to a robotics system when its dynamics are affected by
an external disturbance (e.g., due to the presence of wind). To
corroborate the results of our observability analysis we perform
extensive simulations and we show that, a simple estimator
based on an Extended Kalman Filter, provides results that agree
with what we could expect from the observability analysis.
I. INTRODUCTION
State observability is a necessary condition that a state
must satisfy to be estimated. In robotics, where the systems
can be often very complex, intuitive reasoning to obtain the
observable state can fail. For, performing an observability
analysis prior to solving an estimation problem can be
fundamental. This has been done by many authors to solve
several problems (e.g., in SLAM [4], [11], [12], [18], [29],
[30], [31], [33], in visual-inertial sensor fusion [9], [10], [13],
[15], [16], [17], [19], [21], [26], [28], in sensor calibration
[5], [7], [27]). Investigating the observability properties is
very simple in the linear case. Unfortunately, real systems
are very rarely characterized by linearity.
The control theory community has introduced the analytic
criterion necessary to check the state observability for non-
linear systems provided that all the system inputs are known
(i.e., in absence of disturbances). This is the observability
rank condition introduced by Herman and Krener in 1977
[8]. In accordance with this criterion, it is possible to obtain
all the observability properties of a nonlinear system by
performing automatic computation. On the other hand, in
many real scenarios, one or more disturbances can dra-
matically impact the system dynamics. A disturbance can
be considered as an unknown input (UI). Its presence can
dramatically affect the observability properties of the state.
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This is for instance the case of a drone that operates in
presence of wind (or a boat that operates in presence of
stream). The wind (or the stream) is in general unknown,
time-variant and acts on the system dynamics as an unknown
input.
The problem of finding the analytic criterion able to deter-
mine the observability properties in presence of disturbances
was enunciated and firstly investigated by the automatic
control community in the seventies [1], [3], [6], [32]. In
particular, Basile and Marro provided the solution of this
problem in the linear case [1]. In robotics, most of the
systems are characterized by nonlinear dynamics, even in
the very simple case of planar robotics. Additionally, the
presence of disturbances cannot be ignored in many cases
and can significantly alter the observability properties. For
these reasons, this problem in the nonlinear case has been
investigated by the robotics community and partial solutions
have recently been proposed [2], [21]. These solutions are
heuristic solutions to the UIO problem and only provide
sufficient conditions for the state observability. They are
based on a suitable state extension.
This paper provides the analytic solution of the UIO
problem in the nonlinear case when the dynamics are driven
by multiple known inputs and a single unknown input.
A preliminary solution of this problem was presented in
[23]. Here, this result is completed by providing all the
convergence properties of the algorithm in [23]. Finally, the
general analytic solution that holds for any nonlinear system
driven by any number of disturbances is provided in [25].
In [8], [14] the observability properties of a nonlinear
system are obtained by computing the observable codistri-
bution1. The computation of this codistribution is the core
of the observability rank condition introduced in [8]. In
order to deal with the case of unknown inputs, we need
to derive a new algorithm able to generate the observable
codistribution. In the first part of section II we remind the
reader the algorithm to compute the observable codistribution
in the case without disturbances. Then, we introduce the new
algorithm that generates the entire observable codistribution
1The reader non-familiar with the concept of distribution, as it is used
in [14], should not be afraid by the term distribution and the term
codistribution. Very simply speaking, a distribution is a vector space defined
on M (our set in Rn where the system is defined). In particular, this vector
space changes by moving on M . This vector space is in fact the span of
a set of vector functions (vector fields) defined on M . A codistribution
is the dual of a distribution. Very simply speaking (and this is enough to
understand the theory of nonlinear observability) a distribution is generated
by a set of column vectors. A codistribution is generated by a set of line
vectors. All these vectors are vector functions (i.e., they depend on the point
x ∈ M ) and they have the same dimension of x.
in presence of a single unknown input. In section II-B we
provide its convergence properties, by a comparison with the
case without disturbances. The solution of the UIO problem
in the case of a single unknown input is summarized in
section II-C. Then, the paper applies this criterion to obtain
the observability properties of a robotic system. In section
III we define our robotics problem. It consists of a robot
that moves in 3D. This could be an aerial vehicle equipped
with airspeed, gyroscopes and monocular vision sensors (but
it could also be an underwater vehicle). We assume that
the vehicle dynamics are affected by an external disturbance
(e.g., due to the presence of wind). We apply the proposed
analytic criterion to obtain the observability properties of this
system. In section III-D we perform extensive simulations
and we introduce a simple estimator. The results obtained
by estimating the state with this estimator fully agree with
our observability analysis. In section IV we provide our
conclusion. We conclude this section by also mentioning new
important analytic results recently obtained.
II. EXTENSION OF THE OBSERVABILITY RANK
CONDITION
We refer to a nonlinear control system with mu known
inputs (u , [u1, · · · , umu ]T ) and a single unknown input
or disturbance (w). The state is the vector x ∈ M , with
M an open set of Rn. We assume that the dynamics are
nonlinear with respect to the state and linear with respect to
the inputs (both known and unknown). Finally, for the sake
of simplicity, we will refer to the case of a single output
y (the extension to multiple outputs is straightforward). Our
system is characterized by the following equations: ẋ =
mu∑
i=1
f i(x)ui + g(x)w
y = h(x)
(1)
where f i(x), i = 1, · · · ,mu, and g(x) are vector fields in
M and the function h(x) is a scalar function defined on
the open set M . We denote by x0 the state in M where
we are interested in deriving the observability properties.
We denote by the symbol ∇ the gradient with respect to
the state x. Additionally, for a given codistribution Ω and a
given vector field θ (both defined on the open set M ), we
denote by LθΩ the codistribution whose covectors are the
Lie derivatives along θ of the covectors in Ω. Finally, given
two vector spaces V1 and V2, we denote by V1 + V2 their
sum, i.e., the span of all the generators of both V1 and V2.
Note that this section directly provides the analytic results.
All the analytic proofs can be found in [24].
A. Analytic computation of the observable codistribution
We start by reminding the reader the algorithm that
computes the observable codistribution in absence of dis-
turbances (namely, the core of the observability rank condi-
tion introduced by Herman and Krener [8]). In absence of
disturbances, i.e., when also the input w is a known input,
the observable codistribution is generated by the following
recursive algorithm (see [8] and [14]):
Algorithm 1 Observable codistribution when w is known
1) Ω0 = span{∇h};
2) Ωm = Ωm−1 +
∑mu
i=1 LfiΩm−1 + LgΩm−1
In presence of multiple outputs, we only need to add to the
codistribution Ω0, the span of the gradients of the remaining
outputs.
Let us consider now the case when the input w is un-
known. We will denote by L1g = L
1
g(x) the first order Lie
derivative of the function h(x) along the vector field g, i.e.:
L1g , Lgh , ∇h · g(x) (2)
The analytic computation of the observable codistribution is
based on the assumption that L1g 6= 0 on a given neighbour-
hood of x0. If this hypothesis is not satisfied, it is possible
either to redefine the output such that this assumption holds
or to prove that the presence of the disturbance does not
affect the state observability2. Hence, we are allowed to
assume that L1g 6= 0 on a given neighbourhood of x0. The
algorithm that generates the observable codistribution is the
following:
Algorithm 2 Observable codistribution when w is unknown
1) Ω0 = span{∇h};
2) Ωm = Ωm−1 +
∑mu
i=1 LfiΩm−1 + L gL1g
Ωm−1 +∑mu
i=1 Liφm−1∇h
where the vectors iφm ∈ Rn (i = 1, · · · ,mu) are defined by
the following algorithm:
Algorithm 3




where the parenthesis [·, ·] denote the Lie brackets of vector







In presence of multiple outputs, we only need to add to the
codistribution Ω0, the span of the gradients of the remaining
outputs. Note that, in presence of multiple outputs, the
function L1g is still a scalar function since it is still defined
by using a single output. The result is independent of the
chosen output (provided that L1g does not vanish
3).
We conclude this subsection by remarking the differences
between algorithm 1 and 2. They are:
• In the recursive step, the term LgΩm−1 must be re-
placed by L g
L1g
Ωm−1. In other words, the vector field
that corresponds to the unknown input (i.e., g) must be
rescaled by dividing by L1g .
2The reader is addressed to [24] to see the definition of the new output.
3The case when L1g = 0 for all the outputs is dealt in [24].
• The recursive step also contains the sum of the con-
tributions
∑mu
i=1 Liφm−1∇h. In other words, we need
to compute the Lie derivatives of the gradient of the
output h(x) along the vector fields obtained through
the recursive algorithm 3.
B. Convergence properties of algorithm 2
We start by summarizing the convergence properties of
algorithm 1. In [14] it is proven that this algorithm converges
in an open and dense set of M . In particular, from lemmas
1.9.1, 1.9.2 and 1.9.6 in [14], we know that the convergent
codistribution is obtained at the smallest integer m for which
Ωm = Ωm+1 and m ≤ n − 1. This analytic result is a
consequence of the fact that, all the terms that appear at
the recursive step of algorithm 1, are the Lie derivative of
the codistribution at the previous step, along fixed vector
fields (i.e., vector fields that remain the same at each step of
the algorithm).
Let us consider now the recursive step of algorithm 2.
As mentioned above, the first difference with the recursive
step of algorithm 1, is the term L g
L1g
Ωm−1, which replaces
the term LgΩm−1. However, this new term is still the Lie
derivative of the codistribution at the previous step along
the fixed vector field gL1g . Hence, the presence of this term,
does not alter the convergence properties with respect to
the ones that hold for algorithm 1. On the other hand, the
nature of the last term at the recursive step of algorithm
2 (i.e.,
∑mu
i=1 Liφm−1∇h) significantly differs from all the
other terms. Indeed, the vector fields along with we are
computing the Lie derivatives (i.e., iφm−1) change at each
step m of algorithm 2. In other words, they are not fixed
vector fields. Additionally, the Lie derivative is not computed
on the codistribution at the previous step of the algorithm but
directly on the gradient of the output (∇h).
Therefore, we distinguish the case when the contribution
of this term is included in the other terms from the case
when it is not included. In the former case, the convergence
criterion of algorithm 2 would simply consist of the inspec-
tion of the equality Ωm+1 = Ωm, as for algorithm 1 and we
conclude that, in this case, the convergence of algorithm 2
is attained in at most n− 1 steps4.
The following result provides a simple criterion to check,
by a finite number of operations, if a given system belongs
to this former case. Without loss of generality, we consider
the case when mu = 1 (we denote by φm ,1 φm). We have
the following result:
Lemma 1 Let us denote by Λj the distribution generated
by φ0, φ1, · · · , φj (i.e., the vectors obtained by running
algorithm 3) and by m(≤ n − 1) the smallest integer for
which Λm+1 = Λm (n is the dimension of the state x). If
LφjL1g = 0, ∀j = 0, · · · ,m, the convergence of algorithm 2
occurs in at most n − 1 steps and it occurs at the smallest
integer j such that Ωj+1 = Ωj .
4In other words, it is possible to repeat all the steps of lemmas 1.9.1, 1.9.2
and 1.9.6 in [14], for algorithm 2 without the term
∑mu
i=1 Liφm−1∇h.
Proof: See the proof of lemma 6 in [24] 
Note that the existence of an integer m(≤ n − 1) such
that Λm+1 = Λm is proved in [14]. In particular, in the
first chapter of [14], lemmas 1.8.2 and 1.8.3 analyze the
convergence of Λj with respect to j. Note that our case
corresponds to the case analyzed in [14] when ∆ is the
span of f , and when τ1, · · · , τq are the single vector field g.
Additionally, in [14] there is not the term L1g . Namely, our
case corresponds to the case analyzed in [14], when L1g = 1.
On the other hand, it is immediate to repeat all the steps in
lemmas 1.8.2 and 1.8.3 of [14] with a general expression
of L1g and prove the following result: The distribution Λj
converges to Λ∗ on an open and dense set in M and the
convergence is achieved at the smallest integer for which we
have Λm+1 = Λm. Additionally, we have Λm+1 = Λm = Λ∗
and m cannot exceed n− 1.
Let us derive an upper bound for the number of computa-
tions necessary to check if the assumptions of lemma 1 are
met. We need to check that LφjL1g = 0, ∀j = 0, · · · ,m,
where m is the smallest integer for which Λm+1 = Λm.
Hence, we need to run at most the first n − 1 steps of
algorithm 3 to obtain φ0, φ1, · · · , φn−1 and compute at most
n Lie derivatives of L1g , i.e., Lφ0L1g, Lφ1L1g, · · · ,Lφn−1L1g .
Therefore, we have:
Remark 1 Checking that the assumptions of Lemma 1 are
met, only requires to perform a finite number of (simple)
operations
Let us consider now the case when the assumptions of
Lemma 1 are not met. This is the most frequent case. The






When the assumptions of Lemma 1 are not satisfied, it is
possible to prove that it exists m′ such that ∇τ ∈ Ωm′
(and therefore ∇τ ∈ Ωm ∀m ≥ m′). Additionally, the
convergence of algorithm 2 has been reached when Ωm+1 =
Ωm, and m ≥ m′. Finally, in this case, the convergence is
attained in at most n+ 2 steps5.
C. Summary of the analytic criterion
We conclude this section by outlining the steps to inves-
tigate the weak local observability at a given point x0 of a
nonlinear system driven by a single disturbance and several
known inputs. In other words, to investigate the weak local
observability of a system defined by a state that satisfies (1).
Basically, these steps are the steps necessary to compute the
observable codistribution (i.e., the steps of algorithms 2 and
3) and to prove that the gradient of a given state component
belongs to this codistribution.
1) For the chosen x0, compute L1g(= L1gh). In the case
when L1g = 0 redefine the output, as explained in[24].
5The reader is addressed to [24] where the proofs of all these statements
are provided.
2) Compute the codistribution Ω0 and Ω1 (at x0) by using
algorithm 2.
3) Compute the vector fields iφm (i = 1, · · · ,mu) by
using algorithm 3, starting from m = 0, to check if
the considered system is in the case dealt by Lemma
1. In this case, set m′ = 0, use the recursive step of
algorithm 2 to build the codistribution Ωm for m ≥ 2,









5) Use the recursive step of algorithm 2 to build the
codistribution Ωm for m ≥ 2, and, for each m, check
if ∇τ ∈ Ωm. Denote by m′ the smallest m such that
∇τ ∈ Ωm.
6) For each m ≥ m′, check if Ωm+1 = Ωm and denote by
Ω∗ = Ωm∗ , where m∗ is the smallest integer such that
m∗ ≥ m′ and Ωm∗+1 = Ωm∗ (note that m∗ ≤ n+ 2).
7) If the gradient of a given state component (xj , j =
1, · · · , n) belongs to Ω∗ (namely if ∇xj ∈ Ω∗)
on a given neighbourhood of x0, then xj is weakly
locally observable at x0. If this holds for all the state
components, the state x is weakly locally observable
at x0. Finally, if the dimension of Ω∗ is smaller than n
on a given neighbourhood of x0, then the state is not
weakly locally observable at x0.
III. ROBOTIC APPLICATION
A. The system
We consider a vehicle that moves in a 3D−environment.
We assume that the dynamics of the vehicle are affected by
the presence of a disturbance (e.g., this could be an aerial
vehicle in presence of wind). We assume that the direction
of the disturbance is constant in time and a priori known.
Conversely, the disturbance magnitude is unknown and time
dependent. The vehicle is equipped with speed sensors (e.g.,
airspeed sensors in the case of an aerial vehicle), gyroscopes
and a bearing sensor (e.g., monocular camera). We assume
that all the sensors share the same frame (in other words,
they are extrinsically calibrated). Without loss of generality,
we define the vehicle local frame as this common frame.
The airspeed sensors measure the vehicle speed with respect
to the air in the local frame. The gyroscopes provide the
angular speed in the local frame. Finally, the bearing sensor
provides the bearing angles of the features in the environment
expressed in its own local frame. We consider the extreme
case of a single point feature and, without loss of generality,
we set the origin of the global frame at this point feature (see
figure 1 for an illustration). Additionally, we assume that the
z−axis of the global frame is aligned with the direction of
the disturbance.
Our system can be characterized by the following state:
X , [x, y, z, qt, qx, qy, qz]
T (4)
where r = [x, y, z] is the position of the vehicle in
the global frame and q = qt + qxi + qyj + qzk is the
unit quaternion that describes the transformation change
between the global and the local frame. The dynamics are
Fig. 1: Local and global frame for the considered problem.
The z−axis of the latter is aligned with the direction of the
disturbance (assumed to be known and constant in time). The
speed V is the vehicle speed with respect to the air, which
differs from the ground speed because of the disturbance (w).
affected by the presence of the disturbance. The disturbance





where w is its unknown magnitude.
In the sequel, for each vector defined in the 3D space,
the pedix q will be adopted to denote the corresponding
imaginary quaternion. For instance, regarding the vehicle
position, we have: rq = 0 + x i + y j + z k. Additionally,
we denote by V and Ω the following physical quantities:
• V = [Vx, Vy, Vz] is the vehicle speed with respect to
the air expressed in the local frame (hence, w k+qVqq∗
is the vehicle speed with respect to the ground expressed
in the global frame).
• Ω , [Ωx Ωy Ωz] is the angular speed (and Ωq = 0 +
Ωx i+ Ωy j + Ωz k).






The monocular camera provides the position of the feature
in the local frame (Fq = −q∗rqq) up to a scale. Hence, it
provides the ratios of the components of F :










where the pedices x, y and z indicate respectively the i, j
and k component of the corresponding quaternion. We have




Our system is characterized by the state in (4), the dynamics
in (6) and the three outputs hu, hv and hconst in (7) and (8).
B. Observability in absence of disturbance
Our system is characterized by the state in (4), the dy-
namics in (6) with w = 0 and the three outputs hu, hv and
hconst in (7) and (8).
By comparing (6) with (1) we obtain that our system is
characterized by six known inputs (mu = 6) that are: u1 =








































































Finally, in absence of disturbance we have:
g = [0, 0, 0, 0, 0, 0, 0]
T
In this case we can apply the observability rank condition,
i.e., algorithm 1, to obtain the observable codistribution. We
compute the codistribution Ω0 by computing the gradients
of the three functions hu, hv and hconst. We obtain that this
codistribution has dimension equal to 3. We use algorithm
1 to compute Ω1. We obtain that its dimension is 4. In
particular, the additional covector is obtained by the gradient





∇hu, ∇hv, ∇hconst, ∇Lf4hu,
}
All the remaining first order Lie derivatives have gradient that
is in the above codistribution. Additionally, by an explicit
computation, it is easy to realize that Ω2 = Ω1. This
means that algorithm 1 has converged and the observable
codistribution is Ω1.
By an explicit computation, it is possible to check that
the gradients of the components of the vector F belong
to Ω1. This means that all the observable modes are the
components of F , i.e., the position of the feature in the local
frame (obviously, the fourth observable mode is the norm of
the quaternion). In particular, no component of the vehicle
orientation is observable.
C. Observability in presence of the disturbance
We now consider the case when the dynamics are affected
by the presence of the disturbance. By comparing (6) with
(1) we obtain that the vector fields that characterize the
dynamics are the same that characterize the dynamics in
absence of disturbance with the exception of the last one,
which becomes:
g = [0, 0, 1, 0, 0, 0, 0]
T
To derive the observability properties we apply the proposed
analytic tool, by following the seven steps provided in section
II-C. We have:
First Step
We start by computing the Lie derivatives of the outputs hu,
hv and hconst along the vector field g. We find that the result
differs from zero for the first two outputs. Hence, we use
the first output (hu) to define L1g (we could choose also the
second output hv). In particular, we obtain: L1g , Lghu =
{−y(2qtqz − 2qxqy)− x(q2t − q2x + q2y − q2z)}/{[z(q2t − q2x−
q2y + q
2
z) + 2x(qtqy + qxqz) + 2y(qyqz − qtqx)]2}
Second Step
We compute the codistribution Ω0 by computing the
gradients of the three functions hu, hv and hconst. This
coincides with the case without disturbance, and we obtain
that this codistribution has dimension equal to 3.
We use algorithm 2 to compute Ω1. We obtain that its
dimension is 5. In particular, the additional two independent












All the remaining first order Lie derivatives have gradient
that is in the above codistribution.
Third Step
We compute 1φ1, 2φ1, 3φ1, 4φ1, 5φ1 and 6φ1 by using
algorithm 3. We obtain that all these vectors vanish. As a
result, all the subsequent steps of algorithm 3 provide null
vectors. Therefore, the assumptions of Lemma 1 are trivially
met. We set m′ = 0 and we skip to the sixth step.
Sixth Step
We use algorithm 2 to compute Ω2 and we obtain:






Hence, its dimension is 6. Finally, by using again algorithm 2
it is possible to compute Ω3 and to check that Ω3 = Ω2. This
means that the algorithm has converged and the observable
codistribution is Ω∗ = Ω2.
Seventh Step
By computing the distribution orthogonal to the codis-
tribution Ω∗ we can find the continuous symmetry that
characterizes the unobservable space [20]. By an explicit
computation we obtain the following vector:[











This symmetry corresponds to an invariance with respect to a
rotation around the z−axis of the global frame. This means
that we have a single unobservable mode that is the yaw
in the global frame6. We conclude by remarking that the
presence of the disturbance, even if its magnitude is unknown
and is not constant, makes observable the roll and the pitch
angles. This result is similar to the result that we obtain in
the case of visual and inertial sensor fusion in presence of
gravity. The presence of gravity makes observable the roll
and the pitch angles, even if its magnitude is unknown [21].
What it is non intuitive in the case now investigated, is that,
not only the magnitude of the disturbance is unknown, but
it is also time dependent.
D. Simulations
Simulated trajectories and robot sensors
The trajectories are simulated as follows. The equations in
(6) are discretized with a time step of 0.01 s. Each trial
lasts 200 s. The initial vehicle speed is set to zero. The
initial position is set equal to [0.5 0.5 0.5]m. The vehicle
motion is randomly generated. The angular speed, i.e. Ω, is
Gaussian. Specifically, its value at each step follows a zero
mean Gaussian distribution with covariance matrix equal to
(1 deg)2I3, where I3 is the identity 3×3 matrix. At each time
step, the vehicle speed is incremented by adding a random
vector with zero mean Gaussian distribution. In particular,
the covariance matrix of this distribution is set equal to σ2I3,
with σ = 10−4m. Finally, we simulate the disturbance as a
vector along the z−axis, whose magnitude is generated as a
random Gaussian variable, with mean value 0.2 ms−1 and
variance 0.052 m2s−2. Typical trajectories, obtained with
this setting, are displayed in figures 2 and 3.
The vehicle is equipped with proprioceptive sensors able to
measure at each time step the speed with respect to the air
and the angular speed. These measurements are affected by
errors. Specifically, each measurement is generated at every
time step of 0.01 s by adding to the true value a random error
that follows a Gaussian distribution. The mean value of this
6Note that the chosen global frame is aligned with he direction of the
disturbance (fig. 1). Hence, what is unobservable is a rotation around the
direction of the disturbance.
Fig. 2: A typical simulated trajectory in absence of dis-
turbance. In blue the true trajectory, in red the trajectory
estimated by only integrating the gyroscope and the airspeed
measurements and in black the trajectory estimated by the
proposed EKF.
(a) (b)
Fig. 3: A typical simulated trajectory in presence of distur-
bance along the z−axis. In blue the true trajectory, in red
the trajectory estimated by only integrating the gyroscope
and the airspeed measurements and in black the trajectory
estimated by the proposed EKF.
error is zero and the standard deviation is 0.01 ms−1 for
the airspeed and 1 deg s−1 for the gyroscope. Regarding the
exteroceptive measurements, they are generated at a lower
frequency. Specifically, the measurements are generated each
0.1 s. Also these measurements are affected by errors.
Specifically, each measurement is generated by adding to the
true value a random error that follows a zero mean Gaussian
distribution, with variance 1 deg2. We simulate two point
features, one at the origin and the other one at the position
[1 0 1]m (note that the result of the observability analysis is
independent of the number of point features).
Estimation results
We adopt an EKF that estimates an extended state that
includes the state in (4) and the unknown input (w) together
with its first order time derivative (w(1) , dwdt ). In other
words, the state is:
[




Its dynamics are given in (6) with the two further equations
ẇ = w(1) and ẇ(1) = w(2). In order to implement the
prediction phase of our EKF we have to provide the value
of w(2) (, d
2w
dt2 ), which is unknown. We set this quantity
to zero. Note that the simulated trajectory does not satisfy
this hypothesis since the disturbance is randomly generated.
However, the estimator is able to provide good performance
as it is shown in figures 4-7. Figure 2 displays the estimated
trajectory in absence of the disturbance. The red line is
the trajectory obtained by only using the proprioceptive
measurements, while the black line is the trajectory obtained
by the proposed EKF. The true trajectory is in blue. Both
the estimated trajectories diverge. However, the divergence
is slower for the trajectory estimated by the EKF. This
divergence is consistent with our observability analysis. The
vehicle position is not observable (both with and without
disturbance). Figure 3 displays the same of figure 2 for a
trial in presence of the disturbance. Note that, in this case,
the z−axis has now a different scale (much larger). This
is to show the trajectory obtained by only using the pro-
prioceptive measurements, whose divergence is much faster
due to the presence of the disturbance along the z−axis.
In the remaining figures, we show the performance of the
proposed EKF in estimating the distances of the two features
and the roll, the pitch and the yaw angles. In accordance
with our observability analysis, the distances of the features
are observable both with and without the disturbance. In
contrast, the roll and the pitch angles are observable only in
presence of the disturbance. Finally, the yaw angle is always
unobservable. All these results are clearly confirmed by our
simulation results.
Fig. 4: Estimation error on the distance of the two observed
point features with and without disturbance (right and left
side, respectively).
Fig. 5: As in fig. 4 but for the roll angle.
Fig. 6: As in fig. 4 but for the pitch angle.
Fig. 7: As in fig. 5 but for the yaw angle.
Figure 4 shows the error on the two distances, in absence and
in presence of the disturbance, respectively. We note that, the
error does not increase with time in both cases. Figures 5,
6 and 7 show the error on the roll, pitch and yaw angles,
respectively. The left side is in absence of the disturbance
while the right side is in presence of the disturbance. In
absence of the disturbance, the error increases with time for
all the three angles. In presence of the disturbance, it does
not increase for the roll and the pitch angle.
We conclude this section by remarking that our simulations
fully agree with the observability analysis provided in section
III-C. Also note that we showed the result of a single trial.
However, we found similar results by running many trials.
IV. CONCLUSION
In this paper we provided the analytic criterion to perform
the observability analysis of a system in presence of distur-
bances together with an application of this criterion in order
to obtain the observability properties of a robotic system.
The analytic criterion is the solution of a fundamental open
problem in nonlinear observability/estimation theory, which
is the nonlinear unknown input observability problem. The
first part of the paper provided this solution in the case of
nonlinear systems driven by a single unknown input and
multiple known inputs. In the second part of the paper we
analyzed the observability properties of a system that consists
of a robot that moves in 3D and when its dynamics are
affected by an external disturbance (e.g., due to the presence
of wind). For this robotic system the analytic criterion pro-
vided automatically the observable states. To corroborate the
results of this observability analysis, we performed extensive
simulations. We showed that, a simple estimator based on an
Extended Kalman Filter, provides results that fully agree with
what we could expect from the observability analysis.
Note that more robotic applications of our analytic solution
can be found in [24]. In particular, in section 5.1, we analyze
the observability of the well known unicycle when one of the
two inputs (which are the linear and the angular speed) is
unknown. When the linear speed is unknown and when the
observations consist of angle measurements (e.g., the ones
provided by a monocular camera), all the measurements only
consist of angle measurements (the angular speed and the
camera measurements). In this case, it is obvious that, with
respect to the case when the linear speed is a known input,
the observability space loses one degree, which corresponds
to the absolute scale. It is amazing that, our simple analytic
solution, automatically detects this unobservable direction
(see more details in section 5.1 in [24]).
Finally, in this paper we provided the analytic solution
of the UIO problem for driftless systems and in the case
of a single unknown input. Recently, the general case that
includes a nonlinear drift and multiple unknown inputs was
investigated and the analytic criterion to check the state
observability of these more general systems has been derived
[25]. To this regard, we remark two important aspects:
1) The derivation of the analytic condition in the general
case builds on the solution provided in this paper. The
main difference comes from the fact that many scalar
quantities become tensors (e.g., L1g becomes a two
index tensor of type (1, 1); the scalar τ in (3) becomes
a three index tensor of type (2, 1)).
2) In contrast with the surprising simplicity and compact
architecture of the general solution (see sections 3.3
and 4.2 in [25]), its derivation is very complex. Specif-
ically, it is based on a subtle analogy with the theory
of General Relativity and, consequently, on the use of
Ricci calculus. In this analogy, the presence of the drift
term corresponds to the presence of a time dimension
in relativity and the presence of unknown inputs cor-
responds to the space dimension in relativity (i.e., in
the aforementioned analogy, the space dimension of
relativity equals the number of unknown inputs). In
this sense, the case analyzed in this paper corresponds
to the trivial case of a space-time frozen with respect
to time and with a single spatial dimension (this is the
reason why the derivations of the results provided in
this paper (available in [24]) do not require the use of
Ricci calculus).
The general solution provided in [25] allows us to automat-
ically derive the observability properties of any nonlinear
system driven by disturbances. Note that, in sections 5.4−5.7
of [25], we revisit the visual-inertial sensor fusion problem.
The results include the ones previously obtained [21], [22].
However, with respect to the former derivation, the new one
was obtained automatically and the results are more general.
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