Abstract. This paper presents a complete methodology for the Bayesian inference of a semi-Markov process, from the elicitation of the prior distribution, to the computation of posterior summaries, including a guidance for its JAGS implementation. The interoccurrence times (conditional on the transition between two given states) are assumed to be Weibull-distributed. We examine the elicitation of the joint prior density of the shape and scale parameters of the Weibull distributions, deriving in a natural way a specific class of priors, along with a method for the determination of hyperparameters based on "historical data" and moment existence conditions. This framework is applied to data of earthquakes of three types of severity (low, medium and high size) occurred in the central Northern Apennines in Italy and collected by the CPTI04 (2004) catalogue.
Introduction
Markov renewal processes or their semi-Markov representation have been considered in the seismological literature since they are models which allow the distribution of the interoccurrence times between earthquakes to depend on the last and the next earthquake and to be not necessarily exponential. The time predictable and the slip predictable models studied in Grandori Molina (1986), in Grandori Guagenti et al. (1988) and in Betrò et al. (1989) are special cases of Markov renewal processes. These models are capable of interpreting the predictable behavior of strong earthquakes in some seismogenetic area.
In these processes the magnitude is a deterministic function of the inter-occurrence time.
A stationary Markov renewal process with Weibull inter-occurrence times has been studied from a classical statistical point of view in Alvarez (2005) . The Weibull model allows to consider monotonic hazard rates; it contains the exponential model as special case which gives a Markov Poisson point process. In that paper the parameters of the model have been fitted to the large earthquakes in North Anatolian Fault Zone through maximum likelihood and the Markov Poisson point process assumption is tested. In order to capture a non monotonic behavior in the hazard, in Garavaglia and Pavani (2009) While a wide literature concerning classical inference for Markov renewal models for earthquake forecasting exists, to our knowledge in this context a Bayesian approach is limited. Patwardhan et al. (1980) consider a semi-Markov model with log-normal distributed discrete inter-occurrence times that apply to the large earthquakes in the circum-Pacific belt. They stress the fact that using Bayesian techniques is relevant when prior knowledge is available and is fruitful even if the sample size is small. Marín et al. (2005) have also employed semi-Markov models in the Bayesian framework but applied to a completely different area: sow farm management. They use WinBugs to perform computations (but without giving details) and elicit their prior distributions on parameters from knowledge on farming practices.
From a probabilistic viewpoint, a Bayesian statistical treatment of a semi-Markov process amounts to model the data as a mixture of Semi-Markov processes, where the mixing measure is supported on the parameters, by means of their prior laws. A complete characterization of such a mixture is given in Epifani et al. (2002) .
In this paper we develop a parametric Bayesian analysis for a Markov renewal process modeling earthquakes in an Italian seismic region. The magnitudes are classified into three categories according to their severity and these categories represent the state visited by the process. Following Alvarez (2005) , the inter-occurrence times are assumed to be Weibull random variables. The prior distribution of the parameters of the model is elicited using an "historical dataset". The time of the last occurrence in the historical dataset constitutes the origin for the "current sample", which is formed by the sequences of earthquakes and the corresponding inter-occurrence times collected up to some time T to form the likelihood function. When T does not coincide with an earthquake the last observed inter-occurrence time is censored. The posterior distribution of the parameters is obtained through Gibbs sampling and the following summaries are estimated: the transition probabilities, the shape and scale parameters of the Weibull waiting times for each transition and the socalled cross state-probabilities (CSPs). The transition probabilities indicate whether the strength of the next earthquake is in some way dependent on the strength of the last one; the shape parameters of the waiting time indicate whether the hazard rate between two earthquakes of given magnitude classes is decreasing or increasing; the CSPs indicate what is the probability that the next earthquake occurs at or before a given time and is of a given magnitude, conditionally on the waiting time from last earthquake and on its magnitude. The paper is organized as follows. In Section 2 we illustrate the dataset. It is one of the sequences analyzed by Rotondi (2010) . Section 3 introduces the parametric Markov renewal model. Three magnitude classes are considered and a Weibull distribution is assumed for the inter-occurrence times. Section 4 deals with the elicitation of the prior, which is based on a generalized inverse Gamma distribution, considering also the case of scarce prior information. Section 5 contains the data analysis with the estimation of the above-mentioned summaries. The matter of whether the observed earthquakes reflect a time predictable or a slip predictable model is also discussed. Section 6 is devoted to some concluding remarks. An appendix contains the detailed derivation of the full conditional distributions and the JAGS implementation of the Gibbs sampler. 6˚E   8˚E   8˚E   10˚E   10˚E   12˚E   12˚E   14˚E   14˚E   16˚E   16˚E   18˚E   18˚E   36˚N  36˚N   38˚N  38˚N   40˚N  40˚N   42˚N  42˚N   44˚N  44˚N   46˚N  46˚N   6˚E   6˚E   8˚E   8˚E   10˚E   10˚E   12˚E   12˚E   14˚E   14˚E   16˚E   16˚E   18˚E   18˚E   36˚N  36˚N   38˚N  38˚N   40˚N  40˚N   42˚N  42˚N   44˚N  44˚N 46˚N 46˚N
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Figure 1. Map of Italy with dots indicating earthquakes with magnitude M w ≥ 4.5 belonging to macroregion MR 3 (Rotondi (2010) ). Inclusion in the macroregion was based on the association between events and seismogenetic sources; the region contour has only an aesthetic function.
A test dataset
We test our method on a sequence of seismic events chosen among those examined by Rotondi (2010) , which was given us by the author. The sequence collects events that occurred in a tectonically homogeneous macroregion, identified as MR 3 by Rotondi earthquakes with magnitude M w ≥ 4.5, the sequence is complete from year 1838: using a lower magnitude would make the completeness of the series questionable, especially in its earlier part. The map of these earthquakes marked by dots appears in Figure 1 . As a lower threshold for the class of strong earhquakes we choose M w ≥ 5.3, as suggested by Rotondi (2010) . Then a magnitude state space with three states is obtained by indexing an earthquake by 1, 2 or 3 if its magnitude belongs to intervals [4.5, 4.9), [4.9, 5.3), [5.3, +∞) , respectively. Magnitude 4.9 is just the midpoint between 4.5 and 5.3. Rotondi (2010) considers a nonparametric Bayesian model for the distribution of the inter-occurrence time between strong earthquakes (i.e. M w ≥ 5.3), after a preliminary data analysis which rules out Weibull, Gamma, log-normal distributions among other frequently used holding time distributions. On the other hand, with a Markov renewal model, the sequence of all the inter-occurrence times is subdivided into shorter ones according to the magnitudes, so that we think that a parametric distribution is a viable option. In particular, we focussed on the macroregion MR 3 because the Weibull distribution seems to fit the inter-occurrence times better than in other macroregions. This fact is based on qq-plots. The qq-plots for MR 3 are shown in Figure 2 . The plot for transitions from 1 to 3 shows a sample quantile that is considerably larger than expected. The outlying point corresponds to a long inter-occurrence time of about 9 years, between 1987 and 1996, while 99 percent of inter-occurence times are below 5 years. Obviously, the classification into macroregions influences the way the earthquake sequence is subdivided.
Markov Renewal Model
Let us observe over a period of time [0, T ] a process in which different events occur, with random inter-occurence times. Let us suppose that the possible states of the process are the points of the finite set E = {1, . . . , s} and suppose that the process starts in state j 0 .
Let us denote by τ the number of times the process changes state in the time interval [0, T ] and let s i denote the time of the i-th change of state. Hence, 0 < s 1 < · · · < s τ ≤ T . Let j 0 , j 1 , . . . , j τ be the sequence of states visited by the process and x i the sojourn time in
(2)
Time u T is a right-censored time. Finally, our data are collected in the vector (j, x, u T ),
In what follows, we assume that the data are the result of the observation, on the time
This means that the sequence (J n , X n ) n≥0 satisfies
and for every n ≥ 0, j ∈ E and t ≥ 0:
where p = (p ij ) i,j∈E is a transition matrix and (F ij ) i,j∈E is an array of distribution functions on R + = (0, +∞). For more details on Markov Renewal processes see, for example, Limnios and Oprisan (2001) . We just recall that, under Assumptions (3) and (4):
-the process (J n ) n≥0 is a Markov chain, starting from j 0 , with transition matrix p,
-the sojourn times (X n ) n≥0 , conditionally on (J n ) n≥0 , form a sequence of independent positive random variables, with distribution function F J n−1 Jn .
We assume the functions F ij are absolutely continuous with respect to the Lebesgue measure with density f ij . Hence, the likelihood function of data (j, x, u T ) is:
where, for every x,F ij is the survival function:
Furthermore, we assume that each inter-occurrence time density f ij is a Weibull density with shape parameter α ij and scale parameter θ ij :
For conciseness, let α = (α ij ) i,j∈E and θ = (θ ij ) i,j∈E .
In order to write the likelihood in a more convenient way, let us introduce the following natural statistics. We will say that the process visits the string (i, j) if a visit to state i is followed by a visit to state j and denote: -x ρ ij the time spent in state i at the ρ-th visit to string (i, j) -N ij the number of visits to the string (i, j).
Then, assuming τ > 0, from Equations (5) and (6) we obtain the following expression for the likelihood function:
Our purpose is now to perform a Bayesian analysis for p, α and θ which allows us to introduce prior knowledge on the parameters. As we will show, this analysis is possible, using a Gibbs sampling approach, via the introduction of an auxiliary variable in order to treat easily the right-censored datum.
Bayesian analysis
4.1. The prior distribution. In our Bayesian analysis, we assume that p is independent on α and θ. In particular, the rows of p are s independent vectors with Dirichlet distribution with parameters γ 1 , · · · , γ s and total mass c 1 , · · · c s , respectively. This means that, for i = 1, . . . , s, the prior density of the i-th row is
As far as α and θ is concerned, we will assume the θ ij 's, given the α ij 's, are independent with generalized inverse Gamma density:
where m ij > 0 and b ij (α ij ) is a positive function of α ij . In other terms, a priori θ
given α ij , has a Gamma density with shape m ij and rate 1/b ij (α ij ) > 0 . In symbols
Finally, we will assume the components of α are independent and have a log-concave density π 3;ij with support bounded away from zero. As discussed in Gilks and Wild (1992) , the log-concavity of π 3;i,j is necessary in the implementation of the Gibbs sampler (see also Berger and Sun (1993) ), although adjustments exist for the non-log-concave case (see Gilks et al. (1995) ). Conversely, a support bounded away from zero ensures the existence of the posterior moments of the θ ij 's. Anyway, we will specify π 3;i,j in detail in the next section.
4.2. Elicitation of the hyperparameters. In this section we focus our attention on the prior of (θ ij , α ij ), for i, j fixed. Following an approach developed in Bousquet (2006), we provide a marginal prior distribution π 3;i,j for the shapes α ij along with a statistical justification of the choice of the generalized inverse Gamma prior. An interpretation of the hyperparameters is also provided.
First of all, for the sake of clarity, let us drop the indices i, j in the notations and quantities introduced in the previous section. Suppose now that a vector of historical dataset x −m = (x −m , . . . , x −1 ) is available, i.e. a past "historical dataset" of m sojourn times in state i followed by a visit to state j. Moreover, let us accept to use as prior density for (α, θ) its posterior density given x −m , when we start from the improper prior:
with suitable c ≥ 0 and α 0 ≥ 0. Then it is immediate to see that this action corresponds to assume as prior distribution for θ given α the density:
and as prior density of α:
Remark 1. We notice that the prior for α, θ we propose has a simple hierarchical structure:
is a generalized inverse Gamma density with the first parameter equal to the size of an historical dataset from the same process, whereas the second parameter is a deterministic function of α. Moreover, the improper prior (8) we start with depends on two parameters α 0 and c that can be chosen in a such way that the proper prior distribution of θ derived from it has finite moments of sufficiently high order. Finally, it is easy to see that, if m > 1, then the prior π 3 of α is proper.
4.3. Simplifying the prior. In the previous section we consider a prior with a simple hierarchical structure obtained as the posterior coming from a Bayesian inference on historical data. In order to simplify the expression of the posterior distributions and to ensure that posterior moments are finite, we replace the function b(α,
, in π 2 (θ|α) and π 3 (α) by an easier convex function of α. More precisely, we replace such a function
, where t q is a positive number and q ∈ (0, 1). Then one can see that, for such a choice of b q (α), t q turns out to be the quantile of order q of the marginal distribution of the inter-occurrence times between a visit to state i followed by a visit to j. See Bousquet (2010) . Hence, for a fixed q ∈ (0, 1), we can estimate t q using the historical data. Denote byt q such an estimate and let
Thus, we propose for our Bayesian analysis the following priors:
For m > 1, π 3 (α) is a proper prior if q is chosen in such a way that
and is always log-concave for any c ≥ 0. Notice that such a choice is possible for almost all set of data.
Finally let us elicit the hyperparameters α 0 and c in order that the posterior second moment of θ is finite. Since
for a suitable constantK, then one can see that if α 0 = 2/m and c ≥ 1, then E(θ 2 ) < +∞ and hence too the posterior second moment of θ is finite. As noticed above, π 3 (α) is a log-concave density for any c ≥ 0. In particular, for c = m − 1, π 3 (α) is an α 0 -shifted Gamma density.
4.4. Scarce prior information. The construction of the prior distribution of (α, θ) has to be modified for those pair of states between which no more than two transitions were observed, that is, m ≤ 2.
If m = 2 then α 0 = 1, which rules out decreasing hazard rates. In the absence of additional specific prior information, this is an arbitrary restriction, so an α 0 value smaller than 1 must be chosen. Then, the prior second moment of θ is not finite anymore. For the posterior second moment to be finite we need α > 2/(2 + N ), where N is the number of transitions between the two concerned states in the (current) sample. Thus the second moment of θ can stay non-finite, even a posteriori, if 2/(2 + N ) > α 0 . This would show that the data add little information for that specific transition. To avoid this, we may let α 0 = 2/3, corresponding to the smallest prior sample size such that α 0 < 1. The value of c can still be m − 1 = 1.
If m = 1, the single historical observation x −1 determinesb q (α, x −m ). Ast q = x −1 for any q, it seems reasonable to use q = 0.5, so x −1 would represent the prior opinion on the median sojourn time. Since with m = 1 the argument of the exponent in π 3 (α) in (11) is zero so that π 3 (α) is improper, then we make it proper by restricting its support to an interval [α 0 , α 1 ]. The value α 1 = 10 is suitable for all practical purposes. As before, the choice α 0 = 2/m = 2 would be too much restrictive, so we select again α 0 = 2/3. The rule c = m−1 would give c = 0 in this case, so we keep c = 1. If m = 0, the prior information on the number of transitions is that there have been no transitions, but there is no information on the sojourn time. Then we introduce a single random fictitious observationt q , which is uniformly distributed between the smallest and the largest sojourn times associated with all the transitions in the historical dataset, and we uset q to obtainb q (α,t q ). Thus we fall in the previous case by substituting m = 1 for m = 0 and by assuming c = 1 and
For clearness, we summarize the hyperparameter selection for priors (10)- (11) in Table 1 . For the elicitation of the prior distribution we cut the observations into two parts, using the first part, called the historical data, for this purpose, and the second part, called the current data, for the likelihood. A look at the matrix of the observed transition frequencies in the whole dataset from year 1838 to 2002, displayed in Table 2 (a), shows that our 195-event series contains enough data to allow the assignment of at least three events for any transition to the historical dataset. This choice avoids the need to adjust the prior as summarized in Table 1 for m ij ≤ 2. The cut-point corresponding to this strategy is the 82nd event which occurred in 1916, with frequency matrix as in Table 2 (b).
(a) Table 2 . Number of observed transitions in the whole (a) and historical (b) datasets.
Let us consider the predictive check mentioned above. Fig. 3 shows posterior predictive 95 percent probability intervals of inter-occurrence time for every transition, with the observed inter-occurrence times superimposed. These are empirical intervals computed by generating stochastic inter-occurrence times from their relevant distributions at every iteration of the Gibbs sampler. (The Gibbs sampler itself is completely illustrated in the appendix). Possible outliers, represented as triangles, are those times with Bayesian pvalue (that is the predictive tail probability) less than 2.5 percent. The percentage of these extreme points, along with the predictive expected value of the inter-occurrence times, is showed in Table 3 . Most points fall within the predictive intervals. Those few interoccurrence times which are really extreme, such as the small values observed in transitions (1, 1), (2, 1), (1, 2) and the large one in transition (1, 3) match unsurprisingly the outlying points in the corresponding qq-plots in Fig. 2. (In some qq-plots there are more outlying points than in Fig. 3 because the qq-plots comprise the entire series). This fact could be regarded as a lack of fit of the Weibull model, but we are more inclined to attribute it to an imperfect assignment of some events to the macroregion or to an insufficient filtering of secondary events.
The shape parameters α ij are particularly important as they reflect an increasing hazard if larger than 1, a decreasing hazard if smaller than 1 and a constant hazard if equal to 1. Table 3 . Summaries of the posterior distributions of the mean interoccurrence times for each transition. Posterior means are followed by (percentage of points having posterior p-value less than 2.5 percent). Table 4 . Summaries of the posterior distributions of the shape parameter α. Posterior means are followed by (standard deviations). Table 4 displays the posterior means of these parameters (along with their posterior standard deviations). Finally Table 5 shows the posterior means of the transition probabilities. 1 2 3 1 0.57 0.27 0.16 2 0.58 0.28 0.14 3 0.52 0.32 0.16 Table 5 . Posterior means of the transition matrix p.
Cross state-probability plots are an attempt at predicting what type of event and when it is most likely to occur. A cross state-probability (CSP) P ij t 0 |∆x represents the probability that the next event will be in state j within a time interval ∆x under the assumption that the previous event was in state i and t 0 time units have passed since its occurrence:
. had occurred 965 days earlier (so t 0 is about 32 months). From these plots we can read out the probability that an event of any given type will occur before a certain number of months. For example, after 24 months, the sum of the mean CSPs in the three graphs indicates that the probability that an event will have occurred is more than 90 percent, with a larger probability assigned to an event of type 2, followed by type 1 and type 3.
The posterior means of the CSPs are also reported in Table 6 .
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The predictive capability of our model can be assessed by marking the time of the next event on the relevant CSP plot. In our specific case, the first event in 2003 which can be assigned to the macroregion MR 3 happened in the Forlì area on 26 January and was of type 1, with a CSP of 7 percent. This is a low probability, but a single case is not enough to judge our model, which would be a bad one if repeated comparisons did not Table 7 . The boxed numbers correspond to the observed events and it is a good sign that they do not always correspond to very high or very low CSPs, as this would indicate that events occur too late or too early compared to the estimated model.
An exception is represented by the last four arrays in the table, which are all related to the period from the last event in July 1987 to the event in October 1996, during which no events with M w ≥ 4.5 occurred. This is the longest inter-occurrence time in the whole series and is the outlying point in the top right panel of Fig. 2 and the associated transition is a relatively rare one, so it is not surprising that the boxed CSPs are small.
The examination of the posterior distributions of transition probabilities and of the predictive distributions of the inter-occurrence times can give some insight into the type of energy release and accumulation mechanism. We consider two such mechanisms, the time predictable model (TPM) and the slip predictable model (SPM).
In the TPM, when a maximal energy threshold is reached, some fraction of it (not always the same) is released; therefore, the waiting time for the next event is longer if the current event is stronger. So, the waiting time distribution depends on the current event type, but Table 7 . CSPs as the end of the catalogue shifts back by one-year steps. The numbers in boxes are the probability that the next observed event has occurred at or before the time when it occurred and is of the type that has been observed.
not on the next event type, that is, we expect F ij (t) = F i· (t), j = 1, 2, 3. The strength of an event, does not depend on the strength of the previous one, because every time the same energy level has to be reached for the event to occur, so we expect p ij = p ·j , j = 1, 2, 3, that is, a transition matrix with equal rows (which is indeed the case, as seen from Table 5 ).
The CSPs (12) would factorize as follows,
so that, given i, they are proportional to each other as j = 1, 2, 3 for any ∆x.
In the SPM, after an event energy falls to a minimal threshold and increases until the next event, where it starts to increase again from the same threshold. Here, the magnitude of an event depends on the length of the waiting time, but not on the magnitude of the previous one, because energy always accumulates from the same threshold. In this case
If this is the case CSPs, given j would be equal to each other as i = 1, 2, 3 for any ∆x.
As the a posteriori transition probability matrix has essentially equal rows, the CSPs should be examined with regard to the properties (13) and (14) to decide whether our sequence is closer to a TPM or to an SPM. An additional feature that can help discriminate is the tail of the waiting time distribution: for a TPM, the tail of the waiting time distribution is thinner after a weak earthquake than after a strong one; for an SPM, the tail of the waiting time is thinner before a weak earthquake than before a strong one. However this additional job proves unnecessary, after examination of Figures 5 and 6 , which represent the posterior means of the ratios of the CSPs as a function of ∆x for t 0 = 0. In Fig. 5 , the ratio of two CSPs -say P ij t 0 |∆x /P ik t 0 |∆x -starts to be equal to p ij /p ik only when ∆x is large enough for the survival functionsF ij (t 0 + ∆x) andF ik (t 0 + ∆x) to be close to zero. A similar behaviour is observed in Fig. 6 . The conclusion is that neither a SPM nor a TPM is supported by the posterior distributions of the parameters, because of the behavior of the waiting times.
Concluding Remarks
Whe have presented a complete methodology for the Bayesian inference of a semi-Markov process, from the elicitation of the prior distribution, to the computation of posterior summaries, including a guidance for its JAGS implementation. In particular, we have examined in detail the elicitation of the joint prior density of the shape and scale parameters of the Weibull-distributed holding times (conditional on the transition between two given states), deriving in a natural way a specific class of priors, along with a method for the determination of hyperparameters based on "historical data" and moment existence conditions. This framework has been applied to the analysis of seismic data, but it can be adopted for inference on any system for which a Markov renewal process model is plausible. A possible and not-yet explored application is the modelling of voltage sags (or voltage dips) in power engineering: the state space would be formed by different classes of voltage, starting from voltage around its nominal value, down to progressively deeper sags. In the engineering literature, the dynamic aspect of this problem is in fact disregarded, while it could help bringing additional insight into this phenomenon.
With regard to the seismic data analysis, other uses of our model can be envisaged. The model can be applied to areas with a less complex tectonics, such as Turkey, by replicating for example Alvarez's anaysis. Outliers, such as those appearing in Figure 3 , could point out to events whose assignment to a specific seismogenetic source should be re-discussed.
The analysis of earthquake occurrence can support decision making related to the risk of future events. We have not examined this issue here, but a methodology is outlined by Cano et al. (2011) . A.1. Full conditional distributions. Without loss of generality we can assume that the last holding time is censored i.e. u T > 0. In this case in order to obtain simple full conditional distributions and then an efficient Gibbs sampling, we introduce the auxiliary variable j τ +1 which represents the unobserved state following j τ . Thus the state space of the Gibbs sampler is (p, α, θ, j τ +1 ) and the following full likelihood derived from (7):
is multiplied by the prior and used to determine the full conditionals. For every i and j let p (−i) = the transition matrix p without i-th row,
Furthermore, let m ij be the number of visits to the string (i, j) in the historical dataset, Proposition A.1. Let the prior on (p, α, θ) be as in Section 4. Then (a) the conditional distribution of p i , given j, x, u T , j τ +1 , p (−i) , α and θ, is a Dirichlet distribution with parameterÑ i + γ i ;
(c) the conditional density of α ij , given j, x, u T , j τ +1 , p, α (−ij) and θ is log-concave and, up to a multiplicative constant, is equal to:
where t ij q ij is determined from Table 1; (d) the conditional density of the unseen state J τ +1 , given j, x, u T , p, α and θ, is
is a known constant (see Table 1 ). If m ij = 0, then the conditional distribution oft ij q ij given j, x, u T , p, α and θ is a double-truncated Weibull with shape α ij + 1, scale θ ij and the truncation points given by the smallest and the largest interoccurrence times included in all the historical dataset.
Proof. Notice that the row p i , given the data and j τ +1 is conditionally independent on (p (− With regard to the full conditional distribution of θ ij given (j, x, u T , j τ +1 , p, α, θ (−ij) ), we have π 2;ij (θ ij |j, x, u T , j τ +1 , p, α, θ (−ij) ) ∝ L(j, x, u T , j τ +1 |p, α, θ) × π 2;ij (θ ij |α ij )
As one can see, the last function is the kernel of an inverse Gamma distribution with parameters m ij + θ ij andb q (α ij , x −m ij ) + M i,j (α ij ) and point (b) of the thesis follows.
A similar reasoning yelds a posterior distribution π 3;ij (α ij |j, x, u T , j τ +1 , p, α (−ij) , θ) which is proportional to (16). Furthermore, concerning its log-concavity, from (16) it follows that log π(α ij |j, x, u T , j τ +1 , p, α (−ij) , θ) = = log π 3;ij (α ij ) + α ij log(C ij t ij q ij ) − (m ij + N ij ) log θ ij
All terms of this expression are log-concave. In particular π 3;i,j is log-concave by construction and the last term is a sum of concave functions of kind g(z) → −z α ij . Hence the log-concavity follows from the property that the sum of concave functions is concave.
Finally (4) implies the following:
P (J τ +1 = j| j, x, u T , p, α, θ) = P (J τ +1 = j, X τ +1 > u T | j, x, p, α, θ) k∈E P (J τ +1 = k, X τ +1 > u T | j, x, p, α, θ)
The same type of argument can be used for proving (e).
A.2. JAGS implementation. Proposition A.1 implies that JAGS should be able to run an exact Gibbs sampler. The model description we have adopted in the JAGS language based on the full likelihood (15). It is not important that the model description matches the actual model which generated the data as long as the full conditional distributions remain unchanged.
In particular, for any i, j τ and k N ik can be considered as fixed. Then, given p i , (N i1 , . . . , N is ) is regarded as a sample from a multinomial distribution with probability vector p i and k N ik trials; furthermore, the factor p jτ j τ +1 in the full likelihood is regarded as the prior for J τ +1 as it ranges from 1 to s; finally, upon multiplication by the Dirichlet prior for p i we re-obtain the correct full conditional distribution of Proposition A.1 (a).
The uncensored inter-occurrence times are described as Weibull distributed with shape and rate parameters that depend on j. The right-censored observation u T is handled by a special instruction provided by the JAGS language, which should represent the actual likelihood term correctly, so that the correct form of the full conditional of J τ +1 is preserved.
The description of the prior distributions is routine. We have mentioned the Dirichlet prior for p i ; α ij has a shifted Gamma distribution if m ij > 1, as specified at the end of Section 4.3; a ij := 1/θ α ij ij is Gamma distributed, conditionally on α ij , for any value of m ij and t ij q ij ;t ij q ij is uniformly distributed if m ij = 0, otherwise it is constant. The only nontrivial case arises for the prior of α ij if m ij ≤ 1, which reduces toπ 3 (α ij ) ∝ (1 − α 0 /α) 1 α 0 ≤α≤α 1 (see Section 4.4). This distribution is coded using the so-called zeros trick: a fictitious zero observation from a Poisson distribution with mean φ = − lnπ(α ij ) is introduced; a uniform prior over [α 0 , α 1 ] is assigned to α ij ; then the likelihood factor corresponding to the zero observation is exp(−φ), which multiplied by the uniform prior gives the desired factor in the joint distribution of the data and the parameters.
