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Abstract—Massive MIMO is currently a leading physical layer
technology candidate that can dramatically enhance throughput
in 5G systems, for both unicast and multicast transmission
modalities. As antenna elements are becoming smaller and
cheaper in the mmW range compared to radio frequency
(RF) chains, it is crucial to perform antenna selection at the
transmitter, such that the available RF chains are switched to
an appropriate subset of antennas. This paper considers the joint
problem of multicast beamforming and antenna selection for a
single multicast group in massive MIMO systems. The prior
state-of-art for this problem relies on semi-definite relaxation
(SDR), which cannot scale up to the massive MIMO regime.
A successive convex approximation (SCA) based approach is
proposed to tackle max-min fair joint multicast beamforming
and antenna selection. The key idea of SCA is to successively
approximate the non-convex problem by a class of non-smooth,
convex optimization problems. Two fast and memory efficient
first-order methods are proposed to solve each SCA subproblem.
Simulations demonstrate that the proposed algorithms outper-
form the existing state-of-art approach in terms of solution
quality and run time, in both traditional and especially in
massive MIMO settings.
I. INTRODUCTION
O
WING to the tremendous growth of Internet-connected
devices through wireless networks, collectively referred
to as the Internet of Things (IoT), providing high throughput
to such devices constitutes one of the major challenges
for fifth generation (5G) wireless systems [1], [2]. Massive
MIMO, which refers to equipping the base station (BS) with
hundreds of transmit antennas, is considered to be one of the
key physical layer techniques that can support the expected
increase in data rates [3], [4]. Theoretical studies have
demonstrated that massive MIMO can result in a dramatic
increase in both spectral efficiency and energy efficiency [5],
albeit at the expense of high hardware cost and complexity.
Multicast beamforming is a simple but powerful technique
that exploits channel state information at the BS to create
a multi-spot beam pattern that can be used to deliver high
throughput common information to a set of users or de-
vices [6], [7]. While multicast beamforming was originally
developed for video (e.g., event) streaming to mobile users,
emergent IoT and vehicular communication applications can
benefit from multicast beamforming for a range of services,
from road awareness to software updates.
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A key obstacle in implementing large scale antenna systems
is the cost and complexity of the associated hardware. Owing
to the cost, size and power consumption of radio frequency
chains, devoting an RF chain to each antenna element in
massive MIMO scenarios is not feasible. This is because each
RF chain includes a mixer, a power amplifier, and analog-to-
digital (A/D) and digital-to-analog (D/A) converters. Since,
from the practical point of view, the number of available RF
chains will be less than the number of transmit antennas, we
need to switch the available RF chains to the most appropriate
subset of antennas.
Determining the latter is a combinatorial problem, which is
compounded by the fact that assessing the multicast capacity
of any given subset is a hard problem in its own right [6]. This
renders the problem of designing capacity- and computation-
efficient algorithms for jointly selecting a subset of antennas
and finding the associated beamforming vector of paramount
importance. This is precisely the problem we tackle in this
paper.
A. Prior art and Motivation
Single-group max-min fair multicast beamforming under a
sum power constraint was first formulated and shown to be
NP-hard in [6]. The formulation was later extended to multiple
co-channel multicast groups in [8]. These papers considered
only the traditional multicasting scenario where the number
of users is much larger than the number of antennas. On the
other hand, massive MIMO multicasting in cellular networks
was first considered in [9], where an asymptotic analysis for
the optimal beamforming vector at each base station was
provided. Then, the work of [9] was later extended to the
multi-group multicast in [10], and to the multi-cell multi-
group in [11].
Since, for massive MIMO scenarios, it is more practical to
use per antenna power constraints (PAPCs), [12], than the sum
power constraint, a lot of work has considered multicasting
with PAPCs. In [13], the authors considered the multi-group
multi-casting problem under PAPC, where an equally fair
multicast multi-group solution using a semi-definite relaxation
approach was presented. Then, the authors extended their
work to the weighted max-min fair multi-group multicast
beamforming [14]. In [15], the authors used a successive
convex approximation (SCA) approach [16]–[18] to tackle the
max-min fair multi-group multicasting problem under PAPC,
where each SCA sub-problem was formulated as a second
order cone program. A subsequent work [19] used an alter-
2native reformulation which entails solving a sequence of per-
antenna minimization problems within a bisection framework.
Then, an ADMM algorithm is proposed for (approximately)
solving these per-antenna minimization problems. Later on,
[20] considered the max-min fair single-group multicasting
problem, where a SCA framework was adopted to develop
low-complexity first order based methods. Then a follow-up
work proposed a sub-gradient method to solve the max-min
fair single group multicasting with sum power constraint [21].
In all of the aforementioned papers, antenna selection has not
been considered.
Antenna subset selection for point-to-point MIMO links has
been considered in the early 2000’s, see [22] and references
therein, and [23]. For receive beamforming, antenna selection
was considered in [24], and for downlink capacity maximiza-
tion of massive MIMO systems in [25]. The latter carried
out measurements in a multi-user MIMO system at 2.6 GHz,
using a linear and a cylindrical array (each equipped with
128 elements) at the base-station and reported large power
variations across the antenna elements in both line-of-sight
and non line-of-sight scenarios. The authors concluded from
their experiments that these power variations makes some
antennas more “useful” than others, and proposed to use
antenna selection to select the most appropriate antennas. This
suggests that antenna selection has much potential as means
of achieving a favorable performance-complexity tradeoff in
Massive MIMO systems.
Due to the combinatorial nature of antenna selection prob-
lems, various approximation algorithms have been proposed,
ranging from semi-definite relaxation (SDR) [26], greedy
algorithms [27], and machine learning algorithms [28], [29].
For the traditional multicast scenario, joint max-min fair mul-
ticast beamforming and antenna selection was initially studied
in [30] for systems with relatively few transmit antennas.
Follow-up work in [26] proposed a SDR-based approach that
can handle the antenna selection and beamforming design
tasks jointly without the need to consider all subsets. Although
the SDR-based approach has been shown to be effective in
identifying high-quality, approximate solutions for the joint
problem [26], it lifts the optimization task into an equivalent
higher dimensional problem with a rank constraint. Then, the
problem is relaxed by dropping the rank constraint. Since
the relaxed problem’s solution is not rank one in general, an
extra randomization step, which adds to the computational
burden of the overall algorithm, is required to obtain an
approximate solution. Hence, this approach suffers from high
computational and memory complexity in massive MIMO
settings. This motivates the pursuit of fast, low-complexity,
efficient algorithms that can provide high quality approximate
solutions and are scalable to massive MIMO scenarios.
B. Contribution
The goal of this paper is to solve the problem of joint
multicast beamforming and antenna selection in a single-
group massive MIMO setting with PAPCs. A high per-
formance, low complexity successive convex approximation
(SCA) based approach is proposed for solving the joint
problem. Although SCA has not been considered before for
joint multicast beamforming and antenna selection, our SCA
framework compared to that of [15], [19]- which studied the
max-min fair multicasting without antenna selection- features
the following; (i) it approximates the objective function of the
problem directly without introducing any additional variables
or constraints, (ii) exploits the structure inherent in each SCA
subproblem by using specially tailored low-complexity first-
order methods, and (iii) guarantees convergence to a stationary
point.
As the objective function of our problem is the sum of
a convex and a non-convex function, the proposed SCA
approach seeks to successively majorize the non-convex part
of the objective. After replacing the non-convex function with
a convex surrogate, we are left with a non-smooth, convex
optimization subproblem at each iteration. Then, the solution
of each SCA subproblem is used as the point about which
the convex surrogate function will be constructed in the next
iteration.
Since the overall complexity of the SCA approach is
determined by the cost of solving each subproblem, this
paper proposes two fast, first-order based methods (FOMs)
to handle each SCA subproblem. First, each subproblem is
reformulated in a form for which the Consensus Alternating
Direction Method of Multipliers (C-ADMM) [31] can be
applied. In fact, C-ADMM exhibits several advantages; it
is well suited for parallel and distributed optimization by
carefully splitting the objective to a sum of separate functions.
Moreover, C-ADMM yields very efficient updates (sometimes
in a closed form). Finally, for convex problems, which is
our case, it guarantees convergence for any constant positive
penalty parameter.
Second, the saddle-point mirror-prox (SP-MP) [32] algo-
rithm is proposed to solve each SCA subproblem. It is shown
how group sparsity and the dual norm [33] can be exploited
to reformulate each SCA subproblem as a maximization of
a bilinear function over a convex set. This special first-order
based algorithm can be used to efficiently solve each SCA
subproblem, featuring low per iteration complexity which is
linear in the number of variables. This renders the algorithm
very efficient in massive MIMO scenarios.
In order to demonstrate the superior performance of the
proposed algorithms, two settings for the joint problem are
considered. First, the traditional multicasting scenario under
a sum power constraint, where the number of users is much
larger than the number of antennas at the transmitter. In
such a scenario, the proposed low-complexity algorithms are
compared with the state-of-art SDP-based approach presented
in [26]. Simulations demonstrate that the proposed algorithms
provide comparable quality solutions to the SDP-based one,
but at far lower complexity. Second, a massive MIMO setting
is considered under PAPCs. This is the first attempt to design
low-complexity algorithms that can efficiently approximate
the joint problem in this setting. Simulations reveal that the
proposed FOM-based SCA algorithms strike the right balance
between performance and complexity for this regime.
An early version of part of this work has appeared in [34],
which proposed the SP-MP algorithm to solve the max-min
3fair problem with antenna selection for the traditional multi-
casting scenario. This journal version focuses on the massive
MIMO scenario and brings in the C-ADMM algorithm to
solve each SCA subproblem, along with a comprehensive
suite of simulation experiments to demonstrate the efficacy
of the proposed algorithms in massive MIMO settings.
C. Organization
The remainder of this paper is organized as follows.
Section II describes the system model and introduces some
definitions. Section III presents the problem formulation.
The proposed SCA procedures are discussed in Section IV,
while the proposed algorithms are presented in Section V.
Then, simulations results are provided in Section VI. Finally,
conclusions are drawn in Section VII.
D. Notation
We use upper and lower case bold letters to denote ma-
trices and column vectors, respectively. We use (.)T , (.)H
to denote the transpose and Hermitian (conjugate) transpose,
respectively. Scalars are represented in the normal face, while
calligraphic font is used to denote sets. IRe{} and IIm{}
denote the real and imaginary operators, respectively. ‖.‖2
and ‖.‖1 denote the ℓ2- and ℓ1-norms, respectively. If f()
is differentiable, its gradient operator is denoted by ∇f(.).
RN and CN represent the N -dimensional real and complex
Euclidean spaces, respectively. Finally, IN and 0N denote the
N×N identity matrix and the N×1 zero vector, respectively.
II. PRELIMINARIES
A. Basic Model
Consider a wireless scenario consisting of a single BS
equipped with N antennas serving M single-antenna users
in the downlink. Let hm denote the N × 1 complex vector
that models the propagation loss and frequency-flat quasi-
static downlink channel from the BS to user m ∈ M :=
{1, · · · ,M}. The BS utilizes a beamforming vector w ∈ CN
to transmit a common information bearing signal s ∈ C to
the M users. The corresponding received signal at the m-th
user is given by
ym = h
H
mws+ nm, ∀ m ∈M (1)
where nm is zero-mean Gaussian noise at the m-th user with
variance σ2m, and is assumed to be independent of s and hm.
It is further assumed that the channel vectors hm and their
respective σ2m, ∀ m ∈ M, are known at the BS. The received
SNR at the m-th user can be expressed as
|hHmw|2
σ2m
= wHAmw, (2)
where Am :=
hmh
H
m
σ2m
 0, ∀ m ∈ M. Since the common
message needs to be decoded by all receivers, the maximum
achievable common rate is determined by the “bottleneck”
user, i.e., the user with minimum received SNR. Therefore,
the design problem at the BS is to maximize the minimum
received SNR subject to sum power constraints [6], which can
be formulated as
max
w∈CN
min
m∈M
wHAmw (3a)
s.t. ‖w‖22 ≤ P (3b)
where P represents the available power at the BS. Problem
(3) is non-convex, as the point-wise minimum of convex
quadratics is a non convex-function. In addition, the problem
has been proven to be NP-hard [6], when N ≤M . An equiva-
lent problem seeks to minimize the transmitted power subject
to per user quality-of-service (QoS) constraint [6]. Problem
(3) has been tackled by several algorithms in the literature.
For instance, in [6], a semidefinite relaxation approach was
adopted for computing a high-quality approximate solution.
Moreover, iterative procedures such as alternating minimiza-
tion [35], and successive convex approximation, [36], [37],
have been applied to obtain approximate solutions for the QoS
version of (3). Note that the SCA approach outperforms all
other algorithms in terms of solution quality and complexity,
when N ≤M .
On the other hand, [20] has studied the max-min fair
multicast beamforming problem, when N > M . This case
is applicable in massive MIMO scenarios, [38], [39], where
the base station is equipped with a large number of antennas.
Note that it is more practical to consider per antenna power
constraints instead of a sum power constraint (3b) when
the antennas are fed by different power amplifiers. The per-
antenna power constrained problem is
max
w∈CN
min
m∈M
wHAmw (4a)
s.t. |w(i)|2 ≤ Pi, ∀ i ∈ {1, · · · , N} (4b)
which is still non-convex. In order to approximate (4), the
authors of [20] proposed a SCA-approach using specialized
FOMs to solve each subproblem. For largeN , this approach in
[20] demonstrated considerable computational savings com-
pared to SDR and SCA using generic convex programming
solvers for solving each subproblem.
B. Antenna Selection
Let K < N denote the number of RF chains available at
the BS. Thus, only a subset of K antennas can be connected
to the available RF chains using analog switches. The goal
here is to jointly select the “best” K out of N antennas and
design the corresponding beamforming vector associated with
the selected antennas, such that the minimum received SNR
is maximized subject to PAPCs. The resultant problem can be
posed as
max
w∈CN
min
m∈M
wHAmw (5a)
s.t. |w(i)|2 ≤ Pi, ∀ i ∈ {1, · · · , N}, (5b)
‖w‖0 ≤ K (5c)
The cardinality constraint (5c) is non-convex, and non-
differentiable, which renders the problem more computation-
ally challenging. One possible approach is to apply exhaustive
search over the
(
N
K
)
possible antenna subsets, followed by
4solving a reduced problem of the form (4), using the algo-
rithm in [20], for each subset. However, the computational
complexity of exhaustive search becomes prohibitive even for
modest values of N , which renders this approach impractical.
Instead of imposing the cardinality constraint, a reasonable
alternative is to augment the objective function of (5) with
a cardinality penalty in order to promote sparsity in w.
Thereafter, the cardinality function can be replaced by the
ℓ1-convex surrogate to obtain the following problem
max
w∈CN
min
m∈M
wHAmw − λ‖w‖1 (6a)
s.t. |w(i)|2 ≤ Pi, ∀ i ∈ {1, · · · , N} (6b)
where λ > 0 is a tuning parameter that controls the sparsity
of solution, i.e., increasing λ yields a more sparse solution.
Therefore, the value of λ can be tuned until the desired
sparsity is attained. Problem (6) strikes a balance between
maximizing the minimum received SNR and minimizing the
number of selected antennas.
In prior work [26], problem (6) has been tackled using
a SDR-based approach, which has been reported to attain a
near optimal solution when N ≤ M ; albeit at the high cost
of having to solve a computationally intensive semidefinite
programming problem. This constitutes a key drawback of
this approach, since (6) needs to be solved many times with
different choices of λ until the desired sparse solution is
obtained. Consequently, using SDR is inefficient for large
number of antennas (order of hundreds) at the BS. This
motivates the pursuit of computationally efficient algorithms
that can perform joint multicasting and antenna selection for
massive MIMO scenarios.
C. Group Sparsity Inducing norms
The ℓ1-penalty (defined as ‖w‖1 =
N∑
n=1
|w(n)|) is known
to induce sparsity by compelling some entries of the opti-
mal solution w⋆, depending on the magnitude of λ, to be
equal to zero. Although it is a weaker measure of sparsity
relative to the non-convex cardinality function, it remains the
closest convex approximation [40]. However, as the proposed
approach operates in the real domain (see next section), it
is inappropriate to use the ℓ1-norm as a regularizer. This is
because switching off an antenna requires setting both its
corresponding real and imaginary entries in the beamforming
vector to be simultaneously zero. It can be easily seen that the
ℓ1-norm does not guarantee such a requirement. Hence, we
propose to utilize an appropriate structured sparsity-inducing
norm that can enforce both entries to be zero simultaneously.
Although there exist many such norms, a popular choice
is the group-sparsity promoting mixed ℓ1,2-norm, first intro-
duced in [41]. Such a norm takes the form
‖w‖1,2 :=
N∑
j=1
‖wj‖2 (7)
where each sub-vector wj is composed of a group of entries
selected from the original vector w. Specifically, wj =
[IRe{w(j)}, IIm{w(j)}]T , for j ∈ [N ]. Note that the ℓ1,2-
norm encourages each sub-vector ‖wg‖2 to be set to zero.
Moreover, when each group contains a single entry, the ℓ1,2-
norm boils down to the ℓ1-norm. Henceforth, the ℓ1-norm
will be replaced by ℓ1,2-norm, and consequently, (6) will be
replaced by
max
w∈CN
min
m∈M
wHAmw − λ‖w‖1,2 (8a)
s. to |w(i)|2 ≤ Pi, ∀ i ∈ {1, · · · , N} (8b)
On the other hand, the dual norm is important to study
sparsity-inducing regularization [42], [43]. The dual norm
‖.‖⋆ of the norm ‖.‖ is defined for any vector x ∈ RN by
‖x‖⋆ = max
‖u‖≤1
uTx (9)
The definitions of dual norm and group-sparsity will be
utilized to reformulate problem (8) such that it can be suc-
cessively approximated, and then, using FOMs to solve each
sub-problem.
III. PROBLEM FORMULATION
Our goal is to develop a low complexity SCA algorithm
which can efficiently yield a high-quality approximate
solution for (8). First, let us write (8) in the real domain
by defining the variables w¯ := [wTr ,w
T
i ]
T ∈ R2N , where
wr = IRe{w} and wi = IIm{w} represent the real and
imaginary components of the complex beamforming vector
w, respectively. We also define a matrix A˜m ∈ R2N×2N as
A˜m :=

IRe{Am} −IIm{Am}
IIm{Am} IRe{Am}

 , ∀ m ∈M (10)
It can be easily seen that Am  0 iff A˜m  0. Now, (8) can
be reformulated in terms of real variables as
max
w¯∈R2N
min
m∈M
w¯T A˜mw¯ − λ‖w¯‖1,2 (11a)
s.t. ‖w¯(i), w¯(i+N)‖22 ≤ Pi, ∀ i ∈ {1, · · · , N} (11b)
Since the objective function of (11) can be equivalently
expressed as
max
w∈W
min
m∈M
fm(w)⇔ min
w∈W
max
m∈M
− fm(w), (12)
upon introducing the definition
A¯m := −A˜m, ∀ m ∈M, (13)
problem (11) can be equivalently expressed as
min
w¯∈R2N
max
m∈M
w¯T A¯mw¯ + λ‖w¯‖1,2 (14a)
s.t. ‖w¯(i), w¯(i+N)‖22 ≤ Pi, ∀ i ∈ {1, · · · , N} (14b)
By defining the functions
f1(w¯) := max
m∈M
w¯T A¯mw¯ (15a)
f2(w¯) := λ‖w¯‖1,2 (15b)
5and the set
P := {w¯ ∈ R2N : ‖[w¯(i), w¯(i+N)]‖22 ≤ Pi, ∀ i ∈ {1, · · · , N}},
(16)
problem (14) can be compactly expressed as
min
w¯∈R2N
f1(w¯) + f2(w¯) (17a)
s.t. w¯ ∈ P (17b)
Note that the non-convexity of (17) is due to f1(w¯) alone;
the function f2(w¯) and the constraint set P are convex. A
low-complexity SCA framework for (17) will be presented in
the next section.
IV. SUCCESSIVE CONVEX APPROXIMATION
The basic idea of SCA is to iteratively solve a sequence of
convex problems obtained by locally approximating the non-
convex problem (17) about the current iterate. Starting from
an initial feasible point w¯(0) ∈ P , the approach proceeds as
follows. At each iteration t ≥ 0, a locally tight convex upper
bound of f1(w¯) is constructed about the current iterate w¯
(t)
in the following manner. First, we write
f1(w¯) = max
m∈M
gm(w¯), (18)
where gm(w¯) := w¯
T A¯mw¯, ∀ m ∈ M. Since A¯m  0,
each gm(w¯) is a concave function. Hence, local linearization
of the function gm(w¯) about the point w¯ = w¯
(t) yields the
following affine upper bound
gm(w¯) ≤ gm(w¯(t)) +∇gm(w¯(t))T (w¯ − w¯(t))
= 2(A¯mw¯
(t))T w¯ − w¯(t)A¯mw¯(t)
= q¯(t)Tm w¯+ b¯
(t)
m
(19)
where the vector q¯
(t)
m := 2A¯mw¯
(t) ∈ R2N and the scalar
b¯
(t)
m = −w¯(t)A¯mw¯(t), ∀ m ∈ M. Now, let us define the
function
u(w¯, w¯(t)) := max
m∈M
q¯(t)Tm w¯ + b¯
(t)
m (20)
It follows that u(w¯, w¯(t)) possesses the following properties:
(A1) u(w¯, w¯(t)) is convex in w¯, as the maximum of piece-
wise affine functions is convex.
(A2) u(w¯, w¯(t)) is continuous in (w¯, w¯(t)), but non-
differentiable in w¯
(A3) u(w¯, w¯(t)) ≥ f1(w¯), ∀ w¯, w¯(t) ∈ P
(A4) u(w¯(t), w¯(t)) = f1(w¯
(t)), ∀ w¯(t) ∈ P
The last two properties imply that u(w¯, w¯(t)) represents a
convex upper bound on the function f1(w¯), with equality
at w¯ = w¯(t). On replacing f1(w¯) by its piece-wise linear
approximation u(w¯, w¯(t)) at each iteration t, we obtain the
following non-smooth, convex subproblem
min
w¯∈R2N
u(w¯, w¯(t)) + f2(w¯) (21a)
s.t. w¯ ∈ P (21b)
Iteratively solving such a sequence of convex subproblems
yields the following algorithm
Algorithm 1 SCA
initialization: Choose a random starting point w¯(0) ∈ P and
set t := 0
Repeat:
• Compute w¯(t+1) ∈ arg min
w¯∈P
u(w¯, w¯(t)) + f2(w¯)
• set t = t+ 1
Until termination criterion is met
Note that by construction, the following chain of inequali-
ties holds
f1(w¯
(t+1)) + f2(w¯
(t+1)) ≤ u(w¯(t+1), w¯(t)) + f2(w¯(t+1))
≤ u(w¯(t), w¯(t)) + f2(w¯(t))
= f1(w¯
(t)) + f2(w¯
(t))
(22)
where the first inequality is due to (A3), the second inequality
holds as w¯(t+1) is an optimal solution of (21) at the tth
iteration, and the final equality is due to (A4). Consequently,
the iterate sequence generated by Algorithm 1 features mono-
tonically non-increasing cost. Additionally, it can be shown
that the iterate sequence converges to the set of stationary
points of the non-convex problem (17). The proposition has
already been proven in [20] for f2(w¯) = 0 (i.e., for the case
without antenna selection), and relies on establishing a link
between the “first-order” properties of the non-convex cost
function f1(w¯) and its convex surrogate u(w¯, w¯
(t)) at the
point w¯ = w¯(t). In the present case, f2(w¯) is a non-smooth
group-sparsity inducing norm, whose directional derivative
exists at every point w¯ ∈ P . By combining the result of [20]
and invoking [17, Propositon 1], a link between the first-order
properties of f1(w¯) + f2(w¯) and u(w¯, w¯
(t)) + f2(w¯) can be
established about the current SCA iterate w¯ = w¯(t). Together
with properties (A1)-(A4), this suffices to obtain the desired
convergence claim, by virtue of [17, Theorem 1].
Regarding complexity, it is clear that the main compu-
tational cost of Algorithm 1 stems from solving a convex
optimization problem of the form (21) at every iteration. Since
(21) does not admit a closed form solution, one should rely
on iterative algorithms for solving each SCA subproblem.
Instead of resorting to interior-point based methods whose
complexity scales unfavorably with the problem dimension,
in what follows, we will present two different formulations
for (21) such that it can be efficiently solved using specialized
FOMs. First, we will write the problem in its consensus form
which renders it amenable to be solved using the C-ADMM
algorithm [31]. Second, we recast (21) in a form that can be
efficiently tackled using Nemirovski’s Saddle-Point Mirror-
Prox method proposed in [44].
V. PROPOSED ALGORITHMS
A. Alternating Direction Method of Multipliers
In this section, we explain how a low-complexity algorithm
based on ADMM can be used to solve each subproblem.
Define the indicator function of the constraint set P as
IP(w¯) :=
{
0, w¯ ∈ P
∞, Otherwise (23)
6Then, each SCA subproblem can be expressed in uncon-
strained form as
min
w¯∈R2N
u(w¯, w¯(t)) + f2(w¯) + IP(w¯) (24a)
= min
w¯∈R2N
3∑
i=1
gi(w¯) (24b)
where we have defined g2(w¯) := f2(w¯) and g3(w¯) :=
IP(w¯). Moreover, for notational convenience, we have omit-
ted the dependence of u(., .) on w¯(t) and replaced it with
g1(w¯). Note that problem (24b) corresponds to the minimiza-
tion of a sum of convex functions of a common variable
w¯ ∈ R2N .
In order to exploit this problem form, we propose to use
the consensus form of the ADMM algorithm [31], which
reduces the problem to iteratively solving a sequence of sim-
pler, specially structured subproblems. Specifically, consensus
ADMM (C-ADMM) creates local copies of the global variable
w¯ and aims to separately minimize each of the “local” cost
functions gi(.), followed by averaging to enforce consensus.
The approach requires evaluating the proximal operator of
each of the cost functions at every iteration, which as we will
show, can be efficiently performed in parallel. First, we cast
(24b) in consensus form as follows
min
{w¯j}3j=1
3∑
i=1
gi(w¯i) (25a)
s.t. w¯1 = w¯2 = w¯3 (25b)
with the variables w¯i ∈ R2N , ∀ i ∈ {1, 2, 3}. Note that
each variable corresponds to a copy of the global variable w¯,
with a consistency constraint for enforcing consensus. We can
transform (25) into an unconstrained minimization problem by
representing the consensus constraint as the indicator function
of the set C := {(w¯1, w¯2, w¯3) | w¯1 = w¯2 = w¯}. This allows
us to equivalently express (25) as
min
w¯∈R2N
3∑
i=1
gi(w¯i) + IC(w¯1, w¯2, w¯3) (26)
where IC(w¯1, w¯2, w¯3) denotes the indicator function of the
set C, and is given by
IC(w¯1, w¯2, w¯3) :=
{
0, (w¯1, w¯2, w¯3) ∈ C
∞, Otherwise (27)
Problem (26) is now in a form that can be solved using the
C-ADMM algorithm. The ADMM updates for (26) are given
by
w¯
(k+1)
i := proxρgi (w¯
k
av − v¯ki ) (28a)
v¯
(k+1)
i := v¯
(k)
i + w¯
(k+1)
i + w¯
k+1
av (28b)
where the superscript k = 0, 1, · · · is the ADMM iteration
counter, the subscript i = {1, 2, 3} is the subsystem index,
v¯i represents the dual variable for the i-th subsystem and
w¯av denotes the mean of the primal variables of the three
subsystems. It should be noted that the primal variables are
averaged before computing the dual updates for the three
subsystems. Moreover, in (28a), we have defined the prox-
imal operator [45] of a convex, proper and closed function
g : Rn → R as
proxρg(x) = argmin
y
g(y) +
1
2ρ
‖y− x‖22 (29)
The proximal operators of both g2(w¯2) and g3(w¯3) exhibit
a closed form solution, and hence, they can be computed
efficiently. In particular, evaluating the proximal operator of
g2(w¯) = λ‖w¯‖1,2 is equivalent to solving the following
problem
proxρg2(x) = argminw¯
{
λ
N∑
j=1
‖[w¯(j), w¯(j +N)]‖2
+
1
2ρ
‖w¯− x‖22
} (30)
which can be decomposed to N separate subproblems, where
the solution for each subproblem is given by
(proxρg2 (x))j =
(
1− λρ‖xj‖2
)
+
xj (31)
where xj = [x(j),x(j +N)]
T , ∀j ∈ {1, · · · , N}. Further-
more, the proximal operator of g3(w¯3) = IP(w¯) boils
down to the Euclidean projection operator for the simple
set P , which can be computed in closed form by separately
projecting each sub-vector [w¯(j), w¯(j +N)]T /
√
Pj on the
unit ℓ2−norm ball in R2, ∀j ∈ {1, · · · , N}.
Finally, computing the proximal operator of g1(w¯) requires
solving the following unconstrained minimization problem
argmin
w¯
f(w¯) := max
m
q¯(t)Tm w¯ + b¯
(t)
m +
1
2ρ
‖w¯ − x‖22 (32)
Unlike the proximal operators of g2(w¯) and g3(w¯), the
problem does not possess a closed form solution. Since
(32) is quadratic in w¯, it can be reformulated in standard
quadratic programming (QP) form using the epigraph-based
reformulation. However, for massive MIMO scenarios, it will
be computationally expensive to solve a QP problem at each
ADMM iteration.
Since (32) is a non-smooth, convex minimization problem,
we will replace the piece-wise linear term by the log-sum-exp
function,
gµ1 (w¯) = µ log
( M∑
m=1
exp
(
q¯
(t)T
m w¯ + b¯
(t)
m
µ
))
− µ logM
(33)
which can be interpreted as a differentiable approximation
of the piece-wise linear function [46]. Here, µ ∈ R+ is a
smoothing parameter that controls the level of smoothness.
We will now show that the proximal operator of gµ1 (w¯) can
be obtained by solving the following smooth unconstrained
minimization problem
argmin
w¯
fµ(w¯) := g
µ
1 (w¯) +
1
2ρ
‖w¯ − x‖22 (34)
In [47], Nesterov established that function fµ(w¯) has the
following properties.
7(B1) fµ(w¯) is well defined, strongly convex, and differentiable
at all w¯
(B2) ∇fµ(w¯) is Lipschitz continuous with constant L ∝ 1µ
(B3) f(w¯)− µ logM ≤ fµ(w¯) ≤ f(w¯)
From the third property, it can be easily shown that
f(w¯)− f⋆ − µ logM ≤ fµ(w¯)− f⋆µ (35)
where f⋆ and f⋆µ are the optimal values of (32) and (34),
respectively. Let ǫ := f(w¯) − f⋆ and ǫµ = fµ(w¯) − f⋆µ ,
then it follows from (35) that an ǫ-optimal solution of (32)
corresponds to solving (34) to a numerical accuracy of ǫµ =
ǫ− µ logM , i.e., the smooth approximation (34) is solved to
a higher degree of accuracy than (32). Since (34) does not
exhibit a closed form solution, one should resort to iterative
algorithms. Fortunately, (34) can be solved to an accuracy of
ǫµ in O(
√
L
µ log
1
ǫµ
)-iterations using accelerated FOMs [32],
[47]. It is clear that the smoothing parameter µ effects a
trade-off between the tightness of approximation of the non-
smooth piece-wise linear function and the convergence rate.
In particular, smaller values of µ result in less smoothing, and
hence, better approximation of the original function. However,
larger µ provides a more smooth approximation, but results
in requiring more iterations to obtain an ǫµ-optimal solution
of (34). We used the following accelerated gradient method
for solving (34)
Algorithm 2 Accelerated gradient scheme
initialization: Choose a random starting point w¯(0) ∈ R2N
and y(0) = w¯(0)
1) for k = 0, 1, · · · do
2) w¯k+1 = yk − 1L∇f(yk)
3) yk+1 = w¯k+1 + β(w¯k+1 − w¯k)
4) end for
Until termination criterion is met
where β =
1−
√
τ
L
1+
√
τ
L
, τ is the strong convexity parameter of
fµ(w¯) and the Lipschitz constant is given in a closed form
as follows
L =
1
ρ
+
‖Q‖22
µ
(36)
where Q = [q¯1, · · · , q¯M ]T ∈ RM×2N . Note that one
can further speedup the convergence rate of the accelerated
gradient scheme shown in Algorithm 2 by setting w¯0 = w¯av
instead of random initialization.
In [48], it was established that ADMM converges at a
rate of O( 1k ) in an ergodic sense, where k is the iteration
index. Since the proximal operators of g2(.) and g3(.) are
in closed form, the per-iteration complexity is determined
by computing the proximal operator of g1(.). This requires
solving (34) using Algorithm 2 at each ADMM iteration.
Meanwhile, the per iteration cost for Algorithm 2 is deter-
mined by computing the gradient which requires a matrix-
vector multiplication yielding an overall cost of O(MN) for
each iteration. Therefore, it follows that the consensus ADMM
can be used to solve each SCA subproblem efficiently. The
overall algorithm is given by
Algorithm 3 Consensus ADMM SCA
initialization: Choose a random starting point w¯(0) ∈ P and
set t := 0
Repeat:
• Compute w¯(t+1) = min
w¯∈P
u(w¯, w¯(t)) + f2(w¯) according
to the consensus ADMM updates (28), using Algorithm
2 to solve (34)
• set t = t+ 1
Until termination criterion is met
B. Saddle Point Mirror Prox
We now propose an alternative low complexity method to
solve each SCA subproblem. In [44], Nemirovski developed
a simple prox-type method for solving problems of the form
min
x∈X
max
y∈Y
φ(x,y) (37)
contingent on φ : Rn×Rm → R being a continuous function
which is convex in x ∈ Rn and concave in y ∈ Rm, and the
sets X ⊂ Rn and Y ⊂ Rm being “simple” convex, compact
sets. By Sion’s Minimax equality theorem [49], we have that
min
x∈X
max
y∈Y
φ(x,y) = max
x∈X
min
y∈Y
φ(x,y), (38)
which implies that the optimal solution pair (x∗,y∗) ∈ X ×Y
of (37) is a saddle-point of φ(x,y), i.e., (x∗,y∗) satisfies
φ(x∗,y) ≤ φ(x∗,y∗) ≤ φ(x,y∗), ∀ (x,y) ∈ X × Y (39)
We now recast each SCA subproblem (21) in the form
of (37). Since the dual norm of the ℓ1,2-norm is the ℓ∞,2-
norm [33], it follows that (21) can be written as
min
w¯∈R2N
max
m∈M
q¯(t)Tm w¯ + b¯
(t)
m + λ max
‖s¯‖∞,2≤1
s¯T w¯ (40a)
s.t. w¯ ∈ P (40b)
We now define the vector b(t) = [b¯
(t)
1 , · · · , b¯(t)M ]T ∈ RM .
By exploiting the fact that maximizing a piece-wise affine
function is equivalent to the maximization over the M -
dimensional probability simplex, with the maximum attained
at one of the simplex’s vertices (i.e., a canonical basis vector
of RM ), (40) can be equivalently written as
min
w¯∈R2N
max
y¯∈△M
y¯T (Q(t)w¯ + b(t)) + λ max
‖s¯‖∞,2≤1
s¯T w¯ (41a)
s.t. w¯ ∈ P (41b)
where
△M :=
{
y¯ ∈ RM+ |
M∑
i=1
y¯(i) = 1
}
(42)
denotes the M -dimensional probability simplex. Also, we
have defined the set
S := {s¯ ∈ R2N | max
i
‖[s¯(i), s¯(i+N)]T ‖2 ≤ 1, ∀ i ∈ [N ]
}
(43)
Note that the cost function of (41) is bi-linear, as it is linear
(and hence, convex) in w¯ for fixed (y¯, s¯), and linear in (y¯, s¯)
(and hence, concave) for fixed w¯. Therefore, as a final step,
let us express (41) in a more compact form by defining the
8matrix Q¯ = [QT , λI2N ]
T , the vector x¯ = [y¯T , s¯T ]T and the
vector b¯ = [bT ,0T2N ]
T . Hence, it follows that (41) can be
equivalently reformulated as
min
w¯∈P
max
x¯∈△M×S
x¯T (Q¯(t)w¯ + b¯(t)) (44)
Defining φ(t)(w¯, x¯) := x¯T (Q¯(t)w¯ + b¯(t)) and the set X :=
△M × S, (44) can be finally expressed as
min
w¯∈P
max
x¯∈X
φ(t)(w¯, x¯) (45)
Since φ(t)(w¯, x¯) is convex in w¯ ∈ R2N and concave in
x¯ ∈ RM+2N and X ,P are both convex compact sets, (45)
exhibits the same form as (37). In [44], Nemirovski proposed
the Saddle Point Mirror Prox (SP-MP) algorithm for effi-
ciently solving such problems. The method can be considered
as a variant of the mirror descent algorithm [50], [51], and is
outlined below.
First, let ΦP(w¯), ΦX (x¯) denote “mirror maps” for the sets
P and X (i.e., strongly convex functions capable of exploiting
the geometry of the sets), respectively. We define the mirror
maps for the sets P ,△M and S to be ΦP(w¯) = ‖w¯‖22,
Φ(y¯) =
M∑
m=1
y¯m log y¯m and Φ(s¯) = ‖s¯‖22, respectively. Upon
defining the set Z := P × X , we construct the following
mirror map for Z
ΦZ(z¯) = ΦZ(w¯, x¯)
= ΦW(w¯) + ΦX (x¯)
= ‖w¯‖22 +
M∑
m=1
y¯m log y¯m + ‖s¯‖22
(46)
The mirror map serves as a distance generating function,
which allows us to define the Bregman divergence associated
with ΦZ(z¯) as
DΦ(z¯, z¯
′) := Φ(z¯′)− Φ(z¯)−∇Φ(z¯)T (z¯− z¯′), ∀ z¯, z¯′ ∈ Z
(47)
Furthermore, defining β := max{βij}, for i, j ∈ {1, 2}, and
the step size α = 12β , the SP-MP algorithm is given by the
steps shown in Algorithm 1.
Algorithm 4 Saddle Point Mirror-Prox
initialization: Define z¯t = [w¯
T
t , x¯
T
t ], r¯ = [u¯
T
t , v¯
T
t ],
Ψ(z¯t) = [∇w¯φ(w¯t, x¯t)T ,−∇x¯φ(w¯t, x¯t)T ], and Ψ(r¯) =
[∇u¯φ(u¯t, v¯t)T ,−∇v¯φ(u¯t, v¯t)T ] for t ≥ 0, starting with
feasible z¯0
Repeat:
1) ∇Φ(r¯′t+1) = ∇Φ(z¯t)− αΨ(z¯t)
2) r¯′t+1 = ∇Φ−1(∇Φ(z¯t)− αΨ(z¯t))
3) r¯t+1 = argminz¯∈Z DΦ(z¯, r′t+1)
4) ∇Φ(z¯′t+1) = ∇φ(z¯t)− αΨ(rt+1)
5) z¯
′
t+1 = ∇Φ−1(∇Φ(z¯t)− αΨ(rt+1))
6) zt+1 = argminz∈Z DΦ(z¯, z¯
′
t+1)
7) set t = t+ 1
Until termination criterion is met
Note that the quantities ∇Φ(z¯) and ∇−1Φ(z¯) can easily be
computed as follows
∇Φ(z¯) = [w¯, 1 + log y1, · · · , 1 + log yM , s¯] (48)
∇−1Φ(z¯) = [w¯, exp(y1 − 1), · · · , exp(yM − 1), s¯](49)
Moreover, by using the definition of the Bregman Divergence
in (47), the non-Euclidean projection problem in Algorithm 4
can be written as
min
z¯∈Z
DΦ(z¯, z¯
′)= min
w¯∈W
y¯∈△M
s¯∈S
1
2
‖w¯− w¯′‖22 +
1
2
‖s¯− s¯′‖22
+
M∑
m=1
y¯m log
y¯m
y¯′m
−
M∑
m=1
(y¯m − y¯′m) (50)
The above problem can be resolved into three distinct projec-
tion problems as follows
min
w¯∈W
1
2
‖w¯− w¯′‖22, (51a)
min
s¯∈S
1
2
‖s¯− s¯′‖22, (51b)
min
y¯∈△M
M∑
m=1
ym log
y¯m
y¯′m
−
M∑
m=1
(y¯m − y¯′m) (51c)
Note that problems (51a) and (51b) are Euclidean projection
onto P and S, respectively. It is easy to see that computing
the projection for the set S reduces to separately projecting
each sub-vector s¯j = [s(j), s(j + N)]
T on the unit l2-ball,
where j ∈ [N ]. On the other hand, the projection on the
M -dimensional probability simplex has a simple closed form
solution [51] given by
y¯ =

 y¯
′, y¯′ ∈ △M
y¯′
‖y¯′‖1
, otherwise

 (52)
Finally, the step size α = 12L can be obtained from (48) by
noticing that β11 = β22 = 0 and β12 = β21 = L, where the
Lipschitz constant L is given by
L = max(max
m
(‖q¯(t)m ‖2), λ) (53)
The steps of the SP-MP algorithm can now be applied to
solve (21) to obtain the optimal solution w¯⋆(t) at the t-th
iteration. Then the SCA iterative algorithm is used to get the
final solution w¯⋆ that corresponds to the desired beamforming
vector. Summarizing, the overall algorithm is given by the
following steps
Algorithm 5 SP-MP SCA
initialization: Randomly generate a feasible starting point
w¯(0) ∈ P , set t := 0
Repeat:
• compute w¯(t+1) using SP-MP (Algorithm 4).
• set t := t+ 1
Until termination criterion is met
It is worth mentioning that Nemirovski established a con-
vergence analysis in terms of the iterates generated by the
9algorithm, where an iteration upper bound of O(1ǫ ) is derived
to guarantee an ǫ-optimal solution of (45). Moreover, as all
projections exhibit closed form solutions, the cost of each
iteration of the SP-MP algorithm is determined by computing
the saddle-point-operator Ψ(z¯), which requires only O(MN)
operations that result from matrix-vector multiplications. This
enables obtaining high quality solutions at low complexity, as
we will see.
C. Choice of λ
In the aforementioned algorithms, the sparsity-inducing
parameter λ was assumed to be constant in both the C-
ADMM SCA and the SP-MP SCA algorithms described
in Algorithms 3 and 5, respectively. The final solution w¯⋆
obtained from either algorithm is sparse, where the degree
of sparsity depends on the strength of the regularizer λ. A
bisection search is used to get the λ that yields the desired set
of antennas required for transmission. For a given upper bound
λUB and lower bound λLB , we set λ =
λUB−λLB
2 + λLB
and run the desired SCA algorithm (using SP-MP or C-
ADMM). Let S denote the number of non zero entries in the
beamforming vector, i.e., S = card(w⋆). If S = K , then we
are essentially done: we just run the SP-MP SCA algorithm
one more time for the selected antennas to obtain the final
beamforming vector. Otherwise, if S > K , set λLB = λ,
while if S < K , set λUB = λ, and repeat until S = K .
The overall algorithm required to solve the joint problem is
described below
Algorithm 6 Bisection search
initialization: Set λUB = u, λLB = l
1) while S 6= K do
2) Compute λ = λUB+λLB2
3) Compute w¯⋆ using the SP-MP or C-ADMM SCA
4) if S > K
5) set λLB = λ
6) else
7) set λUB = λ
8) endif
9) end while
VI. SIMULATION RESULTS
To evaluate the performance of our proposed low-
complexity FOMs SCA algorithms, we consider two scenarios
for the problem; the traditional single group multicasting
scenario where the number of users is greater than the number
of antennas, i.e., N ≤ M , and the massive MIMO scenario
where the number of antennas at the BS is much greater than
the number of users, i.e., N >> M . For both settings, the
downlink channels are modeled as
hHm =
√
N
Lm
Lm∑
l=1
α(l)m a
H
t (θ
(l)
tm), ∀m ∈M (54)
where Lm ∼ U [5, · · · , 20] is the number of scattering paths
between the BS and the m-th user, α
(l)
m ∼ CN (0, 1) is the
complex gain of the l-th path, at(.) is the transmit array
steering vector which depends on the antenna array geometry,
and θ
(l)
tm ∼ U [−π/2, π/2] denotes the azimuth angle of
departure of the l-th path. Assuming the BS is equipped with
a uniform linear array, then
at(θ) = [1, e
(i2πd/γ) sin(θ), · · · , e(i2π(N−1)d/γ) sin(θ)]T (55)
where γ is the carrier wavelength and d = γ/2 is the distance
between the adjacent antennas. The noise variance σ2m was set
to 1, ∀m ∈M.
The C-ADMM SCA and the SP-MP SCA algorithms were
implemented in MATLAB. Within the SCA loop, the solution
from the previous iteration was used to warm-start the next
iteration. For C-ADMM SCA, we set the smoothing parameter
for the point-wise linear approximation to µ = 1e−2, and
the ADMM penalty parameter ρ = 0.1. For the acceler-
ated gradient scheme, the step size was set to 1L where
L = 1ρ +
‖Q¯‖2
2
µ , and the ǫµ-accuracy was set to 1e
−5. For
both algorithms, the ǫ-accuracy was set to 1e−5 while the
maximum number of iterations for solving each sub-problem
was set to 1000. The SCA algorithms were all initialized
from the same starting point and run for a maximum of 15
iterations. In all simulations, we have performed 100 Monte-
Carlo trials on a Windows desktop with 6 Intel i7 cores and
16GB of RAM.
A. Traditional Multicasting Scenario
We first consider a traditional multicast scenario where
N ≤ M . The simulation setup included a BS with N = 10
broadcasting a common message to M = 50 users. In
contrast to the massive MIMO scenario where PAPCs are
considered, we replaced PAPCs with a sum power constraint
and set P = 10. Moreover, it was empirically found that,
setting λUB = 1 and λLB = 0 is sufficient to cover
the required range of λ for the binary search to get the
optimal λ required for the desired sparse solution. In order
to assess the performance of our proposed algorithms for
this scenario, we used the modeling language YALMIP [52],
that uses SeDuMi as a solver, to implement the SDP-based
algorithm presented in [26]. Moreover, to obtain the optimal
set of selected antennas and their corresponding beamforming
vector, we run exhaustive search over all possible patterns
and use it as a performance benchmark. Note that the SP-MP
SCA was used to obtain the beamforming vector for each
set, where all patterns are initialized from the same starting
point. The running time results are depicted in Figure 2. We
observe that the Nemirovski SCA approach, which uses the
SP-MP algorithm to solve each subproblem, is up to 30 times
faster for some value of K relative to the state-of-art SDR. In
addition, SP-MP SCA is two times faster than the C-ADMM
SCA. On the other hand, in terms of max-min SNR, Figure
1 shows that SDR performs slightly better than our SCA
algorithms at lower values of K . However, for K ≥ 5, C-
ADMM SCA exhibits the highest max-min SNR compared
to SDR and SP-MP SCA. Although SP-MP SCA is always
the second best either after SDR at lower values of K or after
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Fig. 2: CPU time vs the number of selected antennas with
N = 10 and M = 50
the C-ADMM SCA at higher values of K , it still remains the
best in terms of computational complexity.
B. Massive MIMO Multicasting Scenario
We carried out simulations for massive MIMO multicasting,
where N = 200 and M = 50. The number of selected
antennas K is varied from 25 to 200. In this setting, we
set λUB = 2 and λLB = 0. In addition, the power budget
for each antenna was set to be Pj = 0.5, ∀j ∈ {1, · · · , N}.
Figure 4 depicts the number of iterations required for each
SCA algorithm to reach the final sparse solution which corre-
sponds to the selected set of antennas, and their corresponding
beamforming vector. We observe that the C-ADMM SCA
obtains the desired sparse solution in much fewer iterations
compared to the SP-MP SCA. This renders the C-ADMM
SCA considerably cheaper than the SP-MP, for K ≤ 100.
However, for K > 100, although C-ADMM SCA still
provides savings in the number of iterations needed to find
the desired sparse solution, Figure 4 shows that SP-MP SCA
performs better in terms of run time. This can be attributed
to the fact that C-ADMM requires applying the accelerated
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bisection steps, for N = 200 and M = 50
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Fig. 4: CPU time vs. the number of selected antennas, with
N = 200 and M = 50
gradient method at each iteration to compute the prox operator
of the point-wise linear function, however, all the expressions
of the SP-MP are in closed form. Therefore, as the gap in
the number of iterations shrinks, the SP-MP can perform
faster than the C-ADMM. Regarding solution quality, Figure 5
indicates that both algorithms can attain approximately the
same max min SNR.
We also carried out one more comprehensive experiment
for the massive MIMO setting. The number of antennas at
the BS N was varied from 100 to 300, and the number of
available RF chains was set to 10% of the number of antennas
at the BS, i.e., K = 10% of N . The number of users was set
to 50. The algorithm parameters were set as explained before.
All results for this scenario were obtained by averaging over
100 channel realizations for each value of N . Figure 6 shows
that the max-min SNR obtained by the two algorithms is
approximately the same, on average. In terms of execution
time, it is observed that the C-ADMM SCA algorithm is
cheaper than SP-MP SCA. Figure 7 shows that, as the number
of antennas N increases, C-ADMM becomes faster than SP-
MP. This is attributed to the ability of C-ADMM to reach the
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and M = 50
desired sparse solutions much faster than SP-MP, see Figure 8.
This is because C-ADMM is more agressive in zeroing out
elements of the beamforming vector, thus requiring fewer
bisection steps.
VII. CONCLUSION
The problem of max-min fair multicasting with antenna
selection was studied. The goal is to select a subset of
antennas that maximizes the minimum received SNR among
all users after appropriate beamforming. A SCA approach
was developed for the purpose of obtaining a high-quality,
approximate solution for the problem at low-complexity.
The approach relies on iteratively approximating the non-
convex problem via a sequence of convex problems. Using
group sparsity and its dual norm representation, each non-
smooth, convex subproblem was equivalently reformulated
into two different forms, on which two specialized FOMs
were applied. In particular, one reformulation is well suited
to be solved using the C-ADMM, while the other can be
efficiently handled using Nemirovski’s SP-MP method. Both
SCA algorithms have shown a superior performance over
the state-of-art SDR based approach. In addition, due to the
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computational efficiency of the proposed algorithms, they can
be easily scaled to large size problems, i.e., massive MIMO
settings with hundreds of transmit antennas. Two simulation
scenarios were considered in detail: traditional multicasting,
where N << M , and massive MIMO with N >> M .
Results revealed that the proposed methods provide substantial
computational savings and a higher attainable max-min SNR
(and thus multicast rate) compared to the SDR one.
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