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Introduction
Scientists generally build statistical models for one of two main reasons; prediction and/or explanation. Within the social sciences, statistical models are almost exclusively used for explanation and to better understand the world around us and the underlying causal mechanisms driving human behaviour and/or attitudes. Such understanding is necessary in order to affect change and improve society, for example, through policy interventions.
Commonly, statistical modelling in the social sciences is done using observed data (often from social surveys) and regression analyses to test a priori theoretically-derived causal hypotheses about the relationship between a set of explanatory variables, x, and an outcome, y. This involves a researcher-led process of defining theoretical constructs, deriving variables to measure these underlying constructs, running statistical models including these observed variables, evaluating model results based on effect sizes and goodness of fit statistics, leading to conclusions and/or model refinement and retesting [1] .
In the absence of well-defined theory and/or in the presence of large, new or complex data sets containing multiple variables which cannot easily be reduced to a series of * Corresponding author Email address: Cagatay.Turkay.1@city.ac.uk (Cagatay Turkay) testable hypotheses, such an approach to statistical modelling may not always be feasible however. Social scientists may turn to prediction via data mining or machine learning techniques in order to better understand the phenomena of interest [2] . Such an approach is likely to become increasingly common as social scientists move beyond a traditional reliance on social survey data as the basis of statistical modelling and embrace new forms of data [3] . The primary objective of such models nevertheless remains explanation; evidence from predictive modelling should be used to refine the underlying theory and develop hypotheses for subsequent testing. The relationship between observed data and underlying theoretical constructs therefore remains of fundamental importance. If they are to be of use, it must be possible to relate the results of datadriven models back to sociological theory and the domain knowledge held by researchers and policy makers.
The eventual aim of this study is to use interactive visualisation to bridge the gap between data-driven machinelearning techniques and theoretically-driven researcher-led modelling; enabling social scientists to manage increasingly complex datasets containing large numbers of potential variables and run multiple exploratory and/or predictive analyses but to do so in a way that ensures models remain rooted in theory and informed by domain knowledge. Integrating computational methods within interactive visualisation approaches -one of the core mechanisms of the field of visual analytics -has already shown great potential [4, 5, 6] and our work contributes to this body of methods. In this paper, we describe our collaborative study in which we have designed and implemented interactive visualisation techniques that enhance an existing workflow for constructing models. We introduce a number of techniques to: (a) assist in exploring statistical summaries of hundreds of variables, (b) facilitate comparison between the alternative models that are iteratively built and (c) help keep track of the modelling process and decision made. We describe and discuss our initial ideas on designs and functionalities. While developing these techniques, we derive general roles for visualisation in supporting such involved model-building processes and use these roles as guidance to inform our designs.
Related Work
The field of visual analytics [4, 7, 8] investigates how the merger of cognitive and creative capabilities of humans and computational power of algorithms advance the understanding one can generate within data-intensive analysis cases. Within the context of numerical/statistical modelling, there are several examples where visual analytics has been applied successfully. Sedlmair et al. [5] generalise a subset of these work and present a framework for visual parameter analysis where they describe an elaborate data flow strategy and suggest strategies to navigate in the space of parameters with the guidance from visualisation. Afzal et al. [9] use a combination of interactive spatio-temporal visualisations and a decision history representation to support epidemiology model building. In their work, visualisation is a critical element to compare and evaluate different models and responses given to them. In Vismon [10] , the authors designed a visualisation system to aid fishery managers to better model and better understand the uncertainties in the data and the computations. Torsney-Weir et al. [11] suggest a systematic parameter investigation process through visualisation in order to improve image segmentation models.
Visualization plays key roles in validating predictive models through interaction in the work by Piringer et al. [12] . The authors observed that a visualization-powered approach not only speeds up model building process but also increases the trust and confidence in the results. Mühlbacher and Piringer [13] discuss how the process of building regression models can benefit from integrating domain knowledge. Berger et al. [14] introduce an interactive approach to inspect the parameter space in comparison to multiple target values. Malik et al. [15] describe a framework that facilitates the interactive execution of auto-correlation methods. Steed et al. [16] describe a visual analytics methodology where statistical regression, correlation analysis, and descriptive statistical calculations are incorporated as visual guidance within an interactive system that enables the identification of important variables that can act as significant predictors. They present their approach within the modelling of hurricane activity.
There are also methods that support feature selection tasks through visualisation. Krause et al.'s method [17] visually represents several cross-validation runs and gives an indication of how important particular features are for classification purposes. The authors observed that involving the user in the model building process leads to easier to interpret models. Interactive visual representations have been used to enhance the interpretation of decision trees [18] and clustering algorithm results [19] .
Interactive systems have also demonstrated capability in improving the interpretability and explainability of computational models. Gleicher [20] describe Explainersanalyst crafted projection functions -that can explain the relations between the variables and the projection models more effectively. He describes how such expert generated models increase overall understanding of high-dimensional phenomena. Turkay et al. [21] demonstrate how visual interaction methods can be used to identify and represent local structures in high-dimensional spaces. Stahnke et al. [22] present an interactive method to modify the parameters of a multi-dimensional scaling projection where accompanying visualizations display the contributions of the dimensions to the resulting clusters produced.
With our work, we advance the existing literature by emphasizing the importance of and suggesting new techniques for incorporate theory in the process of model building. We also describe a set of roles for visualisation and demonstrate how geographical variation can be accounted for in model building processes.
Case study: European Social Survey (ESS)
In this paper, we carried out our investigations in the context of model building within the social science domain and we draw observations, identify needs, and offer solutions from our work with social scientists involved with the European Social Survey (ESS). The ESS is an academically driven, methodologically rigorous survey of public attitudes and opinion which has been carried out in around 25 countries every two years since 2001 1 . Data covering a variety of social, political and demographic topics are collected from a nationally representative sample of the population in each country and used to conduct a wide range of substantive and methodological analyses. The particular focus of the ESS research used as a casestudy for this project was to better understand why people do or not participate in the survey i.e. to model survey non-response. However, as will be discussed further in the concluding sections, the goals, data and methods employed in this research -and hence observations based on how interactive visualisation may be employed -are increasingly Figure 1 : An illustration to summarise the enhanced model-building process and the key roles we identified for interactive visualisation to enhance this as described in Section 3.2 (labelled Rn). The process moves between variable selection and model-building, and our techniques facilitate an iterative model-building process.
applicable to model building in other areas of the social sciences.
As part of the ESRC-funded ADDResponse project 2 ESS researchers were interested in using auxiliary data to better understand individuals propensity to respond to social surveys. There is considerable interest in being able to both predict and understand individuals response decisions so that researchers can intervene to improve response rates, especially among typically hard to reach groups who may otherwise be underrepresented in the final dataset [23] . Despite a large and growing field of research, and relatively well-developed theoretical models, social scientists have had relatively little success in modelling response behaviour empirically [24] . One possible explanation for this may be a lack of suitable data available with which to model the behaviour of both respondents and nonrespondents (for whom, by definition, survey data are not available) and to test underlying theories. In order to address this possibility, ADDResponse appended auxiliary data from a variety of external sourcessmall-area statistics from administrative sources, commercial consumer profiling data and open source data about their physical location -to the geographically structured sample of 4,520 addresses selected to take part in Round 6 of the ESS in the UK 2012-13 and conducted extensive analysis of survey nonresponse. The wealth of auxiliary variables (401 variables from 20 different sources) available for analysis represents both 2 www.addresponse.org the strength of the ADDResponse project and a significant challenge for researchers. Researchers were faced with a multitude of unfamiliar variables from external sources which, unlike the survey data themselves, were not collected specifically for the purpose of research and so were not theoretically constructed. This requires a different way of thinking about the data and the modelling process than would usually be the case. Social scientists exploring survey non-response typically start with a finite set of theoretically-defined constructs, design or select variables to measure these constructs, and then run a predetermined set of models to test hypothesised associations between these designed variables [25, 26] . Even where machine-learning techniques such as regression trees have been used to study nonresponse, there has usually been careful pre-selection of variables on theoretical grounds to make the analysis manageable [27] . In contrast, the ADDResponse project started with a range of variables at its disposal and then faced the need to organise these variables around theoretical constructs, make selections between these variables for modelling purposes and then choose between alternative models. Our approach to organising the variables is to identify a set of social theories that might affect survey nonresponse, concepts that might construct these, and variables that can act as proxies to these. This way of thinking amounts to a theoretical hierarchy that characterize the ways that the data variables might explain the phenomena being investigated. In our case, we (the social scientists in the team) assigned the variables to one or more of these concepts and these con-cepts are associated with social science theories.
In order to provide more than statistical prediction and derive models which could ultimately be interpreted and used by survey practitioners, researchers still need to be able to ground their variable selection and model building in theory and relate it back to expert domain knowledge. However, with so many unknown and potentially overlapping and/or redundant auxiliary variables, and several possible theoretical hierarchies (theories → concepts → variables), this is not a straightforward process and involves variety and uncertainty at all steps of the process. It does, however, make the ADDResponse project an ideal case study for exploring how interactive visualization could help to inform and streamline this process.
Computer and social scientists collaborated closely throughout the project and, from the start, the tool has been designed around the needs of the intended end-users. There were frequent discussions between researchers across the two disciplines to map out workflows, specify tool requirements and explore the potential capabilities afforded by visualisation. Discussions were backed up by observation sessions in which the computer scientists observed the social scientists at work using their existing pre-visualisation tools and workflows and interactive sessions in which computer scientists demonstrated the prototype tools using the ADDResponse dataset and answered questions and received feedback from the social scientists. During the main tool development period weekly meetings between researchers provided an efficient way for new features to be demonstrated to the intended end-users, receive feedback and be improved upon.
Existing model building workflow
Social researchers working on a project such as ADDResponse, the goal of which is to model observed data using regression analysis to better understand associations (and ultimately causal links) between variables, face a number of tasks and decisions. These include: understanding the distributions and underlying properties of the data, variable selection, model selection and computation, and evaluating effect sizes and model fit. Model building is often an iterative process with models redefined and variables included or excluded from subsequent models based on prior results. Frequently, multiple models will need to be considered alongside one another, exploring different outcome variables and/or comparing patterns across different populations. Given the end goal of explanation, the ability to relate decisions and results back to sociological theory and domain knowledge remains important throughout the process. Researchers rely on a variety of statistical and graphical tools to inform their decision making process. For example, scatter plots, histograms or other graphical representations of variables may be produced to better understand the underlying data. Data reduction techniques such as principal components analysis may be applied to assist in variable selection, identifying and grouping observed variables which are manifestations of the same underlying concept [28] . Different regression techniques may be used to model associations between variables depending, for example, on the nature of the data (e.g. logistic regression for binary outcome variables), what is assumed about the relationship between the outcome and predictor variables, and the desired degree of automation in model selection [29] . Model results are reviewed alongside regression diagnostics to check for potentially problematic variables (e.g. outliers, homoscedasticity or overlapping variables) and a range of goodness of fit measures are available to assist in evaluating the success of the model in explaining the outcome variable of interest [30] . Often used measures are Akaike Information Criterion (AIC) and McFadden Pseudo-R 2 [31] . AIC is an information theoretical measure to estimate the information loss in models where analysts can select the one with the least loss (i.e., smallest score) among several competing models [32] . Whereas McFadden is one of the pseudo-R 2 measures to estimate model fit and get values within the [0, 1] interval [31] . Software packages such as STATA or R facilitate increasingly varied and complex statistical analysis as well as incorporating sophisticated graphics packages for visualising both the underlying data and results. Syntax and output files can be annotated and used to keep track of outputs produced and decisions made.
A significant limitation of existing software and the approach to model building that it supports is that it is predominantly based around the idea of researchers specifying and running distinct analyses as part of a sequential, linear process. The results of these analyses are then displayed separately from both previous/subsequent analyses and any available metadata e.g. information on the source or theoretical rationale behind the variables. Where the researcher is equipped with a limited number of pre-defined and theoretically grounded variables and models (as has often been the case among social scientists in the past), this need not be a problem. However, as researchers face the challenge of making sense of increasingly complex and unfamiliar datasets and produce multiple, iterative models whilst attempting to relate the results back to underlying theory, a straightforward linear cataloguing of inputs and outputs is likely to prove insufficient and a more holistic and dynamic approach is required. At the start of the ADDResponse project, researchers used a combination of excel spreadsheets, Post-it notes arranged and rearranged on the office wall and written notes to try and keep track of the analytic process and make comparisons across theories, variables and models. Interactive visualisation has the potential to provide a more streamlined solution.
Key roles for interactive visualisation
In the following, we identify a number of roles that visualisation can play in the kinds of visually-enriched model building processes we envision in this work. These roles are informed by our observations and discussions made during the analysis sessions we carried out together as a group of computer and social science researchers. These roles act as key guiding principles to inform our designs and techniques we develop in this paper. We annotate them as Rn and refer to these roles wherever appropriate in the later sections.
3.2.1. Incorporating Theory R1: Provide interactive access to theoretical annotations. Variables' potential suitabilities for building models need to be informed by social science theory (i.e., how strongly they relate to the theories & concepts as explained above). One way to incorporate such knowledge is to externalise the relations between the variables, concepts, and the theories, and make these accessible as interaction points throughout the process. One possible way to do this is to encode such knowledge as metadata about the variables and making that data available for selections throughout the interactive analysis.
Exploring variables R2:
Provide on-demand statistical and graphical summaries of variables, comparisons and relationships to each other. Variables' potential suitabilities are also informed by their statistical and geographical distributions and correlations with each other. During the process, analysts need to explore, investigate and compare variables on-demand to maintain a multi-perspective understanding.
Interactively building models R3:
Real-time computation of models on interactively defined domains. Due to the multidimensional and open-tointerpretation nature of phenomena being modelled, methods to easily trigger model computations with interactively defined domains are needed to flexibility compare and contrast several alternatives. Computational models need to run seamlessly in response to users' interactive inputs with results being communicated through appropriate visual representations. R4: Immediate feedback on model success. Such interactive model building should also be informed by different metrics of model fitness and success so that the analysts can make judgments easily and efficiently. The users need to receive an immediate response on whether an interactive action has improved the predictive power of the model.
Considering different populations
R5: Compare models and statistics across populations. Statistical relationships and patterns within the data are likely to vary across different populations. Rather than relying on fitting a single global model to the whole dataset, different local models should ideally be considered for subsets of the population. These sub-populations may be defined on the basis of demographic or other characteristics e.g. age, sex, political affiliation, geographic location, or time period. Visualisation methods may prove useful in comparing the properties of variables and/or model results across these different populations and grouping and tracking outputs by population. R6: Provide geographically constrained models and statistics. Geographical aspects of these response models are important and the drivers of non-response bias are likely to vary geographically, thus requires special consideration. In contrast to conventional models, such geographically constrained results provide insight into the "locality" of the models. In contrast to the global models, however, such an approach involves several local models that need to be considered and compared. This calls for effective visualisation methods where the quality of all these local models can be inspected within their geographical context.
3.2.5.
Recording the model-building process, i.e., provenance R7: Maintain history of model building steps. One critical expectation during iterative model building processes is to be able to document the different models built, compare the variables they contain and their performance (often referred to as provenance [33] ). This is in particular important in presenting and defending the decisions made during the modelling iterations and explain how the process converged towards a set of plausible models. R8: Allow models to be annotated. As also highlighted in the above discussion, the scientists need to reflect back on their process and explain why a variable is kept or discarded from the model. This is often best accomplished through annotations and notes to document the decisions made. Thus, there is a need to offer facilities to annotate models with notes to help researchers recall their decisions. Fig. 1 shows how we are augmenting the existing process. In this work, we have done so with separate techniques that we realized through disjoint prototypes in order to test the methods themselves. Using an established approach involving user-centred iterative prototyping/feedback cycles [34, 35] , we designed interactive visualisation to meet these requirements as three prototypes. Our designs are informed by established advice as to effective ways of mapping visual variables to data variables [36, 37] . We initiated our process with the incorporation of the methods that are in use within the existing model building process (as described above), namely the logistic regression as the modelling tool and the AIC and McFadden measures for assessing the model fit. In addition to these techniques, we also investigated the incorporation of a purely data-driven perspective and also fed the data into a random forest classifier [38] implementation 3 and investigated whether the variable importance values are in agreement with those identified through other methods.
Enhancing the workflow
Our decision here to utilise random forest technique is informed by evidence in the social science literature that ensemble methods carry the potential for additional roles on top of the more common classification and forecasting roles, namely, serving as diagnostics tools to conventional methods, and providing further insight into the relation between the explanatory and response variables [39] . Moreover, their conceptual resemblance to wider adopted methods such as regression trees [27] , make them a suitable candidate to introduce as a data-driven methodology into the process.
VarXplorer: exploring statistical relations between variables
The first prototype we designed and developed for this use-case is the interactive multiple coordinated view environment we refer to as VarXplorer. Fig. 2 shows VarXplorer designed to meet requirements related to understanding the input variables and how they relate to each other (R1 & R2) and also includes model building and immediate feedback (R3 & R4) with geographical considerations (R6). Here we employ multiple visualisations where several selections made through each can be combined using Boolean operations. The users have the flexibility to select any of the variables and/or meta-data (selecting from the left-most pane in Fig. 2 ) and utilise an appropriate visualisation.
In order to have the variables as our main visual entities in the graphics, we employ a technique called dualanalysis [40] . To enable this, for each variable we compute several general and domain-specific measures and projections: i) Statistical moments such as (sample) mean (µ), (sample) variance (σ), skewness, kurtosis etc. ii) correlations with response outcome and other key variables such as happiness score, social trust, etc. iii) multidimensional scaling (MDS) on the variables where the distance is pairwise correlations (in a similar fashion to Turkay et al. [21] ) iv) metadata that externalise the concepts/theories variables relate to (R1). Variables are visualised over different measures that characterise them, e.g., a scatterplot where one axis is σ of the variables and the other is the correlation with the average response rate in an area (postcode sector) and each dot is a variable. In addition to these variable visualisations, VarXplorer also supports visualisations where the main visual elements are the data items (4520 survey participants in this case). In order to support the distinction between these two types of views, variable plots have blue dots to indicate a single variable and items plots have orange dots.
In addition to the interactive visualisations, a number of computational tools have been integrated in the system to respond to interactions from users. Given that we aim to generate models to estimate non-response within this work, we incorporate logistic regression where the target response rate is a binary variable responded vs. did not respond. In response to any change in the selected set of variables, the logistic regression computations are triggered instantly operating "only" on the selected variables. A visual representation of variable weights is generated automatically to indicate the importance of variables (ordered red or blue bars as seen in Fig. 2F ). We decided to use the length of the bars to indicate the importance of variables since length is a visual variable that works well, in particular when ordered for comparison [37, 36] . We also support the length with two different colors to indicate the sign of the weight. In a similar fashion, we also incorporated a linear-regression method working in conjunction with scatterplots, again operating only on the selected items (see the two plots in Fig. 2F ) (R5).
In Fig. 2 , we start with a selection of highly skewed variables (with the assumption that they might carry distinctive characteristics) with a selection through a histogram of variables' skewness values ( Fig. 2A) . This is followed by a selection (with an AND operation) on the variables intended to provide measures of (or proxies for) deprivation one important theorised driver of survey nonresponse [25] . Again through a histogram of variable metadata (Fig. 2B) . The MDS of variables (Fig. 2C) reveals variability in the set of resulting variables (i.e., not all of them are inter-correlated), thus provide a plausible set to run a model locally. A logistic regression model is computed in real-time on this selection of variables. The visual representation of variables' importance (Fig. 2E) indicate that access to public transport, access to supermarkets and count of fast food outlets as having higher weights in this model. However, goodness of fit metrics appropriate to models used for binary dependent variables (AIC and
McFadden pseudo-R
2 ) signal low predictive strength, i.e., 0.023 for McFadden R2 (possible range 0-1), (Fig. 2C blue  bar) [41] . To evaluate the variables further, we pulled up two scatterplots where y-axes are the average response rate in the local area and x-axes are access to fast food and access to public transport respectively (Fig. 2F) . Notice that the former is negatively and the latter is positively correlated with response rates. Other characteristics of the variables are investigated through a plot of corr. with response and corr. with happiness (Fig. 2D) .
We also support the investigation of geographical variation (R6) in the computed results. In Fig. 3 , we keep the two scatterplots from the previous setting, but this time trigger "local" regression computations for the West Midlands region in the UK. We observe that both of the correlation relations changed sign for this area, possibly indicative of the different social structures in the region.
VarMaps: exploring the geographical distribution of variables The UK ESS
4 sample is geographically clustered in order to achieve a nationally representative sample of the population whilst making it cost-effective to carry out faceto-face data collection. At the first stage, a sample of 226 Primary Sampling Units (postcode sectors) was drawn. Twenty addresses were then sampled within each Primary Sampling Unity (PSU) to achieve a final sample of 4,520 addresses. The resulting geography is 226 sets of geographically tight clusters of locations (Fig. 4, left) . Our novel Figure 4 : The 226 sets of 20 tightly clustered household locations (left) required novel cartographic design (right) to present the data in a non-occluding manner that preserves the two-level hierarchy and retains much of its geographical distribution. The middle image is an intermediate step in the transformation to illustrate how the two maps relate to each other [42] . This shows the geographical pattern of how people responded to the ESS survey at two geographical scales: by household and by Primary Sampling Unit.
cartogram-like layout [42] in (Fig. 4, right) spreads these out so that none overlap, revealing the 226 sets of tightlyclustered household locations, retaining much of the geographical distribution. When used with population variables such as Fig. 7 , it allowed our users to consider the geographical distribution of two geographical scales simultaneously -local volatility in values (within few streets) and wider geographical patterns -in a non-occluding manner (R6). Since the data in our case study are inherently spatial, this prototype allow modelling decisions to be made according to the geographical distribution of the variables. The following sections contain examples on how these maps inform the variable selection and model building decisions.
4.3. ModelBuilder: supporting, evaluating and recording the model-building process Fig. 5 shows the ModelBuilder prototype designed to meet the requirements related to building models including the incorporation of theory and expert knowledge (R1), interactivelybuilding models (R3) with detail of fit (R4) and models that are fit to all 11 geographical regions (R6), maintaining a history of models built (R7) and allowing annotations to be attached to the models (R8).
For a given outcome variable and starting with an empty model root (Fig. 5D) , clicking on potential explanatory variables (one of the variables listed in Fig. 5B ) creates a new model that adds the variable to the set of variables in the model. As the user adds variables to the model, the model tree develops to show the provenance of the process (Fig. 5D) . The variable's contribution to the selected model (highlighted in yellow in Fig. 5E ) is shown for each explanatory variable (brown to green in Fig. 5C ) and a measure of overall model fit (AIC) is shown for each model (red in Fig. 5E ). This history is shown as a tree structure (R7), recording the process through which the analyst constructed the model, allowing models to be compared. Free text annotation (R8) allows decisions to be recorded, and a red cross indicates where the analyst considers the iterative process to have reached a dead-end. A separate model is built for each of the 11 geographical regions (R6), laid out geographically in a grid-map [43] according to Fig. 5F . This layout depicts both the contribution that the variable makes to the model (Fig. 5B) and the model fit (Fig. 5E ).
The Model Building Process
Here we walk through our suggested model building process that involves the use of the techniques introduced in the previous section. The scientists initiate their analysis by investigating the relationships between the variables together with their associations with the known social science theory concepts in VarXplorer. This process ends up with a selection of variables which then can be investigated for spatial variation through VarMaps and used as a starting point in building a model to predict survey nonresponse through ModelBuilder. ModelBuilder acts as the interactive mechanism to improve the model in a step-wise fashion and keep a record of this process.
We start our investigation of the variables by looking into the concepts with which they are associated. Our strategy here is to focus on a number of concepts and aim to choose effective proxy variables for these. Fig. 6 exemplifies an explorative session where we begin with selecting the variables that can be proxies for "deprivation" (Fig. 6A) . Looking at the four variable correlation maps (right, where x-axes are always correlation with the average response rate in a PSU and y-axes are different ESS indicators), we notice different correlation relations with the different ESS indicators and limit our attention to those that correlate with high levels of reported happiness (Fig. 6B) . The MDS plots reveals sets of variables that are correlated within each other. We locally apply logistic regression on these subsets (Fig. 6C) and choose one or two representative from each of these sub-groups. A similar process is applied to other concepts such as "quality of life" and "urban/rural life", leading to a total of 9 variables. These variables are listed in Table 1 . At this stage, we decided to include one more variable, electricity consumption, which was suggested by the random forest algorithm as one of the most discriminating variables to estimate response outcome.
We extend this list with a short list of variables that are thought to be important to include in the model to explain non-response as informed by existing literature [25] : % flats in an area, and ethnic fractionlisation, and select those manually in VarXplorer (not shown in images). The histogram of concept types revealed that these variables relate to individual characteristics and heterogeneity as the theoretical concepts.
We then move on to investigating the geographical variations of these variables and observe the VarMaps for the selected variables. Fig. 7 lists the VarMaps for count of fast food outlets, access to outdoor space, and % on jobseekers allowance. Notice the London dominance for the count of fast food outlets variable whereas the distribution of access to outdoor space is more even -making the latter more suitable to include in "global" models. The same can be told for electricity consumption which is identified as important by the random forest classifier which is run globally in this instance.
These variables are then selected in ModelBuilder one by one for a more thorough, manual model building session. We build several models with different combinations. Investigating the variables' contributions to the model fit, we observed that electricity consumption is the one that improves the model fit by far the best. This can be explained by the even distribution of its values. The other variables, however, are often geographically varied, hindering their contribution to the overall model fit. The model that fits the best is not only globally a good fit but also highly persistent locally, i.e., low variation within the 11 regions -indicating further the suitability of the model to act as an effective global model. One observation here is that we were able to generate several models to visually inspect all of these concurrently through our technique.
Reflecting on the enhanced model building process
As a consequence of the whole model building process, researchers are able to build models that involve good coverage of relevant concepts and the best suited variables to serve as proxies for these underlying concepts . This approach not only improves the model fit, but also leads to better justified, comprehensive models. This eventually means that the resulting models are easier to defend, explain, and use as the basis for action.
In the following, we reflect back on the five key role categories we have identified in Section 3.2 and discuss the ways that the visualisation enhanced model-building approach has affected the process. Notice that these are observations made (by the social scientist authors) during the modelling sessions carried out as a team of computer and social scientists as described in Section 3. Incorporating Theory -Having access to metadata and being able to select variables on the basis of what they are proxies for and then to run analysis on each theoretically linked group was useful in helping to build and track theoretically grounded models even whilst data mining/exploring unfamiliar variables. Exploring variables -Being able to plot and compare properties of variables as well as cases was helpful especially when used alongside mapping and metadata functions. This was particularly helpful to identify possible outlier variables which are either highly geographically skewed variables, or variables which had been assumed as proxies for a particular construct, e.g. deprivation, but appeared unrelated to others in the same domain empirically. Interactively building models -Being able to click to select/unselect variables and observing the colour coded fit statistics/parameter estimates made it very efficient to run and get an overview of different models and to compare the marginal effect of adding/excluding particular variables.
Considering different populations -Being able to define and flexibly alter the definitions of "interesting" subsets is a powerful capability. Having access to all the different data facets of survey responses, such as geographical location or demographics, and interactively defining multiple sub-populations and comparing their impacts on the produced models is an important enhancement through visualisation. Recording the model-building process -Being able to keep track of previous models and which variables had/hadn't been included was particularly useful. This is a process which is otherwise quite hard to do, i.e., the use of post it notes and textual output with annotations.
Discussions, limitations and further work
In this paper, we realized our techniques through disjoint prototypes rather than focussing on a single combined tool. Wherever needed, we manually established the information transfer between them, e.g., selecting a set of variables from VarXplorer and iteratively include them in models built in ModelBuilder. We think this is less disruptive to the modelling-building process and improves adoption.
We have also implemented a random-forest classifier where variable weights can be visualised similar to Fig.  2C . The resulting model can be used as a "starting configuration" in ModelBuilder and subsequent work will investigate how such techniques can be incorporated further Figure 7 : Left to right: VarMaps for count of fast food outlets, access to outdoor space, % on job-seekers allowance, and electricity consumption. Notice the London dominance for the count of fast food outlets whereas access to outdoor space is in general evenly distributed.
without compromising the social scientists' expert knowledge so that greater confidence in the models is achieved.
It is important to mention that in this paper we have not followed a structured, formal evaluation study where the overall model building process is compared with and without the tools being introduced. We instead gathered qualitative feedback and documented observations during the joint analysis sessions and reported on the improvements in Section 4.5. This decision was mainly due to the fact that the existing model-building workflow (prior to the project) were not involving capabilities such as interactive visualisation enabled model building, model provenance or geographical variable maps, making a direct comparison not feasible. One can, however, adopt more formal evaluation study strategies such as insight based evaluation methods [44] , to further validate separate processes within the methods suggested. We leave this to future work and in addition also plan to make further observations on behavioral changes as the tools are further adopted.
In this paper, we consider model building for a particular purpose and in a particular context. Our focus is on social science models where the primary purpose is explanation and results and conclusions need to be grounded in sociological theory or domain knowledge. There has also been a particular focus on modelling involving large or unfamiliar datasets where the observed variables were not essentially collected for the purpose of the research study or underpinned by a pre-defined theoretical construct and where researchers may require additional tools to help them relate exploratory, data-driven analysis back to theory. It is important to recognise that not all modelling problems are of this sort. In the event that researchers have access to primary data comprising a small number of specifically-collected variables and are focused on testing pre-defined theoretically-driven hypotheses about associations between variables (e.g. evaluating the effect of offering a £5 incentive to participate on survey response rates after running an experiment in which one group were offered no incentive and another, matched group, were offered a £5 incentive to complete the same survey) interactive visualisations may be unnecessary to support analysis. Similarly, in the event that the primary goal is prediction of future behaviour on the basis of past behaviour e.g., within an online shop where purchasing records are collected to build a recommendation system, there is less room for involving a human expert and a purely datadriven methodology could be much more effective, considering the cost of an interactive process in terms of human time.
Nevertheless, although the discussion and development is strongly rooted in a specific case study -that of exploring nonresponse to the European Social Survey -the roles identified for interactive visualisation in this study have wide applicability across the social sciences. As the growth of big data and the move towards open data continue, social scientists will increasingly turn to exploring the potential afforded by auxiliary data not collected with research in mind to understand as well as predict human attitudes and behaviour. As they do so, tools which aid researchers to explore unfamiliar variables, to construct, compare, interpret and record the provenance of multiple models, and to do this whilst maintaining the link between data and domain knowledge will become increasingly important.
Conclusion
Our close and multidisciplinary collaboration using an established user-centred iterative prototyping approach is enabling us to design, implement, and evaluate appropriate visual analytics tools that are tailored to meet current model-building requirements based on an existing workflow. Our weekly feedback meetings as part of our usercentred approach have been instrumental in directing the development of the design and prototyping. They have also shown strong potential for visual analytics to more effectively support similar model-building processes in social sciences and beyond, without taking the control away from model builders. We identify key roles for interactive visualisations to support the kinds of model building processes we investigate in this work. We also demonstrate how disjoint "prototypes" can lead to effective analysis sessions without the need for laborious software engineering work.
