For d ≤ 4, we describe an elementary construction of nonzero degree, strict contractions between closed, oriented hyperbolic d-orbifolds. Appealing to work of Guéritaud-Kassel and Tholozan, these examples determine exotic quotients of SO0(d, 1).
Introduction
The Schwarz-Pick Theorem (see [37, 36] ) implies that a holomorphic branched covering map between closed hyperbolic surfaces is K-Lipschitz for some K ≤ 1, with K < 1 if the branch locus is nonempty. For any branched covering between closed surfaces and any choice of hyperbolic metric on the target, uniformizing the pulled-back complex structure produces a hyperbolic metric on the domain to which the Schwarz-Pick theorem applies, providing an abundance of positive degree, strict contractions between compact hyperbolic surfaces. The following question is motivated by a question of Tholozan [44] (see § 1.1). Question 1.1. Can one construct nonzero degree strict contractions between hyperbolic d-manifolds/orbifolds for d ≥ 3?
with K n → 0 as n → ∞.
To produce examples where the optimal constant is arbitrarily close to 1, we must also take finite index subgroups of the target. , and degree 1, K n -Lipschitz maps f n : M Γn → M Γ n with K n < 1 for all n ≥ 1. Furthermore, for all n there exists a hyperbolic element γ n ∈ Γ n such that the ratio of translation lengths (fn * (γn)) (γn)
tends to 1 as n tends to infinity.
We note that a K-Lipschitz map f : M Γ → M Γ has the property that (f * (γ)) (γ)
≤ K, and hence the optimal Lipschitz constant must tend to 1 for the sequence produced by Theorem 1.3. Passing to appropriate torsion-free, finite index subgroups, we also obtain nonzero degree strict contractions between hyperbolic manifolds.
The restriction to dimension at most 4 is necessary simply because these are the only dimensions in which examples of cocompact right-angled reflection groups exist (see [38, 26] in dimension 3 and [11] in dimension 4 for examples, and [39, 46, 14] for nonexistence in higher dimensions.).
Our construction is very elementary, but there are many more intricate constructions of nonzero degree maps between hyperbolic 3-manifolds (see e.g. [47] ). In particular, for any two closed hyperbolic 3-manifolds M Γ and M Γ , Hongbin Sun [43] has a very robust method for constructing degree 2 maps from some finite sheeted cover of M Γ to M Γ . In recent work, Sun and Liu [33] have refined this construction further to produce strict contractions of degree 1. The techniques in both cases involve quite a bit more technical machinery, including the work of Kahn-Markovic [27] on constructing nearly totally geodesic surfaces in hyperbolic 3-manifolds and that of Agol and Wise proving that hyperbolic 3-manifold groups are LERF (see [3] and [4] ). We would also like to note that in earlier work, Gaifullin [18] produced nonzero degree maps from finite sheeted covers of orbifolds obtained from right-angled rotation groups onto manifolds by different techniques, though that construction provided no explicit control over Lipschitz constants. The following is a special case of a result of Guéritaud-Kassel [23] . The case d = 2 is due to Kassel [28] . Theorem 1.4 has been generalized by Guéritaud-Guichard-Kassel-Wienhard [22] and in a different direction by Danciger-Guéritaud-Kassel [10] . There are numerous examples of properly discontinuous actions on SO 0 (d, 1); see [20, 19, 30, 40, 28, 23, 24, 12, 44, 9] .
Strictly dominating representations
For a lattice Γ < SO 0 (d, 1), the quotients j ×ρ(Γ)\SO 0 (d, 1) as in the theorem are SO(n)-bundles over M Γ ; see [23] . There are three associated volumes in this situation: Vol(j×ρ), the volume of the quotient j×ρ(Γ)\SO 0 (d, 1) with respect to a (suitably normalized) invariant volume form on SO 0 (d, 1); Vol(j), the volume of the quotient M Γ = j(Γ)\H d ; and Vol(ρ), the volume of the representation ρ, defined by the integral
where vol H is the hyperbolic volume form on
is a (j, ρ)-equivariant, piecewise smooth map, and f * dvol H is the pull-back of vol H by f (pushed down to M Γ ).
In [44] Tholozan proved the following theorem relating these volumes.
is a lattice and the inclusion j strictly dominates a representation ρ, then
where V d is the volume of SO(d) (suitably normalized). Moreover, the function ρ → Vol(j × ρ) is locally constant on the space Dom(Γ, SO 0 (d, 1)) of representations ρ of Γ strictly dominated by j, except when n = 2 and Γ is noncocompact.
When Γ < SO 0 (2, 1) is a lattice, the possible values of Vol(j × ρ) for a representation ρ ∈ Dom(Γ, SO 0 (2, 1)) are well understood. When Γ < SO 0 (2, 1) is a torsion-free, cocompact lattice, the work of Salein [40] and Tholozan [44] shows that the image is exactly the finite set {4π
) is a torsion-free, noncocompact lattice, then Tholozan [44] showed that the images is the entire open interval (0, −8π 2 χ(Γ\H 2 )).
For d ≥ 3 and Γ < SO 0 (d, 1), the situation is much less clear. The only known value of Vol(j × ρ) is given by V d Vol(j) since all known examples of ρ ∈ Dom(Γ, SO 0 (d, 1)) are deformations of the trivial representation (and sufficiently small, nontrivial deformations of the trivial representation are indeed in Dom(Γ, SO 0 (d, 1)) when Γ is cocompact; see Ghys [19] , Kobayashi [30] , and Guéritaud-Kassel [23] ). Question 5.2 of [44] asks if there are any others. Specifically, it asks whether there are any representations ρ : Γ → SO 0 (d, 1) strictly dominated by j with Vol(j × ρ) = V d Vol(j), when d ≥ 3. As a corollary of Theorem 1.2 (or Theorem 1.3) and Theorem 1.5, we answer this question in the affirmative, for d = 3 and 4.
In the special case that Γ and ρ(Γ) are both cocompact lattices and there exists contracting map f :
. By Theorem 1.4, j × ρ(Γ) acts properly discontinuously, and the volume formula from Theorem 1.5 becomes
Consequently, we immediately obtained the following.
and
A similar statement holds for f n : M Γn → M Γ n from Theorem 1.3
We will see that as another consequence of Theorem 1.2, the values of the function ρ → Vol(j×ρ) on Dom(Γ, SO 0 (d, 1)) can be any arbitrarily large (finite) number in dimension d = 3, 4; see Corollary 3.6.
The quotients of SO 0 (2, 1) are particularly interesting because SO 0 (2, 1) can be identified with anti-de Sitter 3-space and SO 0 (2, 1) × SO 0 (2, 1) the identity component of its isometry group. Thus the quotients are anti-de Sitter 3-manifolds. In fact, up to finite covers, all anti-de Sitter 3-manifolds are obtained in this way; see Klingler [29] and Kulkarni-Raymond [31] .
The 3-dimensional case is also quite interesting because of the isomorphism SO 0 (3, 1) ∼ = PSL(2, C). In this case, the Killing form is a bi-invariant holomorphic Riemannian metric of constant negative curvature; see Ghys [19] . Therefore, the quotients j × ρ(Γ) \ SO 0 (3, 1) inherit such holomorphic Riemannian metrics; see the work of Dumitrescu [15] and Dumitrescu-Zeghib [16] for classification results for these structures in low dimensions. Ghys [19] studied such quotients in the case that ρ is a small deformation of the trivial representation, proving that these were precisely the small deformations of the complex structure. In this context, the 3-dimensional examples we have presented here could be viewed as exotic SO 0 (3, 1)-quotients (and similarly exotic SO 0 (4, 1)-quotients for the d = 4 case).
As mentioned above, Danciger-Guéritaud-Kassel [10] prove a generalization of Theorem 1.4. Specifically, they consider the pseudo-Riemannian case H p,q associated to SO(p, q + 1), and prove that proper discontinuity only requires strict contraction in the space-like directions. Using this they are able to construct new (noncocompact) properly discontinuous actions of any right-angled Coxeter group via deformations of the standard action (as well as some interesting, explicit constructions of deformations of hyperbolic reflection groups in low dimensions). Using an infinitesimal form of their condition, they also provide a whole new class of groups acting properly discontinuous as affine transformations (see [34] , [13] , [21] , [7] , [8] , [42] for more on these types of affine actions).
Tetrahedral groups
Agol's original example is obtained from a specific pair of tetrahedral groups; rotation subgroups of groups generated by reflections in the faces of a pair of tetrahedra. In this case one can explicitly construct a K-Lipschitz diffeomorphism between the tetrahedra which induces a homomorphism of reflection groups (and consequently a degree 1 map between quotient orbifolds of the rotation subgroups). As Agol's examples have not appeared in print, we recall his construction in Section 4; see Theorem 4.2.
In fact, a slight variation of Agol's example can be used to produce examples of strictly dominated representations ρ : Γ → SO 0 (3, 1) in which Γ is a noncocompact lattice; see Theorem 4.3. In this case, Guéritaud and Kassel [23] observed that ρ must be cusp deteriorating, meaning that for any parabolic γ ∈ Γ, ρ(γ) must be elliptic (or trivial). This is indeed the case in our examples. Using an explicit form of this cusp deterioration, Thurston's hyperbolic Dehn filling, together with the examples from Theorem 4.3, provide another robust source of nonzero degree, K-Lipschitz maps (with K < 1) between compact quotients of H 3 . See Section 4 and Theorem 4.6 for a more precise statement and details.
Plan of the paper. In Section 2 we describe three well-known methods of constructing contractions H d → H d . These will be the building blocks for our constructions. Then in Section 3 we prove some preliminary facts about right-angled hyperbolic polyhedra, their tilings of hyperbolic 3-space, and the associated "hulls". This has its roots in Scott's work [41] , and similar techniques were applied by Agol-Long-Reid [2] . Next we prove a general criterion which ensures the existence of a homomorphism between right-angled rotation groups and equivariant contractions H d → H d , so that the descent to the quotients are degree 1 contractions (see Theorem 3.4). Theorems 1.2 and 1.3 are applications of this criterion. In the final Section 4, we explain Agol's original example (Theorem 4.2), and a variant on this for noncompact reflection groups (Theorem 4.3), and how to apply Thurston's hyperbolic Dehn filling to obtain more compact-to-compact examples (Theorem 4.6).
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Contractions
Here we briefly describe three methods for constructing contractions
The contractions in our proof will use these as building blocks.
Projective maps
For the first construction, we consider the projective model of
where |x| is the Euclidean norm on R d . The hyperbolic metric on K d is given by one-half the Hilbert metric:
, where x , y are endpoints on the unit sphere of the unique Euclidean straight line segment containing x and y, such that the vector y − x is a positive multiple of y − x. The following is a special case of a classical result of Birkhoff [5] .
, then the conclusion of Lemma 2.1 remains true for any projective transformation f :
satisfying the hypotheses, though we will only use it in the case that f is linear.
is contained in the ball of Euclidean radius λ centered at the origin, then f is λ-Lipschitz map.
Proof. Using the formula above for the hyperbolic metric, we can compute that
. An elementary calculation then shows K = tanh(δ/2) = λ, as required.
Spherical coordinate maps
Next we use spherical coordinates to construct Lipschitz maps between concentric balls in H d . Specifically, fix a basepoint x in H d and let B r = B r (x) denote the closed ball of radius r > 0 centered at x. We let (t, θ) denote "spherical coordinates" on B r , where t ∈ [0, r] and θ ∈ S d−1 , the unit sphere in the tangent space to the basepoint. The paths θ = constant are geodesics called radial geodesics, and the spheres t = constant, denoted S d−1 t , and called normal spheres, are orthogonal to the radial geodesics. The hyperbolic metric is easily described in these spherical coordinates as an orthogonal direct sum dt 2 + sinh 2 (t)ds For any R > r, let ψ = ψ r,R : B R → B r be the map given by ψ(t, θ) = (rt/R, θ) in spherical coordinates. That is, the map is simply a homothety by a factor r/R applied to each radial geodesic.
Lemma 2.4. For all R > r, the map ψ = ψ r,R is r/R-Lipschitz. Furthermore, the restriction ψ|
Proof. We start by proving the first statement. Set λ = r/R, so that ψ(t, θ) = (λt, θ). Then we are required to prove that ψ is λ-Lipschitz. First observe that by construction, ψ is λ-Lipschitz on each radial geodesic. It also sends normal spheres to normal spheres, and thus it suffices to prove that for all t ∈ (0, R], the restriction of
is also λ-Lipschitz.
Observe that the restriction scales lengths precisely by sinh(λt)/ sinh(t), and so is sinh(λt)/ sinh(t)-Lipschitz map. To complete the proof, we must show that sinh(λt)/ sinh(t) ≤ λ, or equivalently, sinh(λt) ≤ λ sinh(t). This follows immediately from the fact that sinh is convex on [0, ∞):
This completes the proof of the first statement.
For the second statement, observe that we have already pointed out that
is sinh(r)/ sinh(R)-Lipschitz. Therefore, since 0 < r < R, we have the following bound, which completes the proof:
1 − e −2R ≤ e r−R .
Closest point projections
A third construction we will take advantage of is the closest point projection.
While this is not a strict contraction, it will be useful as an intermediate map.
Convexity of X implies that there exists a unique such closest point π(x) ∈ X, and that π is continuous. Since π is the identity on X, it cannot be a contraction. Nonetheless, the following well-known property is sufficient for our purposes (see [17] , Lemma 1.3.4, for example).
3 Right-angled polyhedra construction
Right-angled reflection groups
A compact, right-angled hyperbolic polyhedron Q ⊆ H d is a compact polyhedron such that every dihedral angle is π/2. All right-angled polyhedra that we consider will be compact, so we will drop that adjective in what follows.
Given a right-angled hyperbolic polyhedron Q ⊆ H d , let F(Q) denote the set of d−1-dimensional faces of Q. For each F ∈ F(Q), let τ F denote the hyperbolic reflection in the hyperbolic hyperplane containing F . We define the right-angled reflection groupΓ Q ≤ O 0 (d, 1) to be the group generated by {τ F } F ∈F (Q) , and the right-angled rotation (sub)group to be Γ Q =Γ Q ∩ SO 0 (d, 1). The groupΓ Q is a right-angled Coxeter group and has presentation
The determinant det :Γ Q → {±1} can be expressed in terms of generators by det(τ F ) = −1, for all F ∈ F(Q), and by definition, ker(det) = Γ Q .
A fundamental domain for Γ Q is obtained as Q ∪ τ F (Q), for any F ∈ F(Q). Consequently, Γ Q \H d is obtained by "doubling" Q over its boundary, and the covolume of Γ Q is easily computed from the volume of Q:
TheΓ Q -translates of Q determine aΓ Q -invariant tessellation of H d . Let P(Q) denote theΓ Q -invariant set of hyperbolic hyperplanes containing the d − 1-dimensional faces of theΓ Q -translates of Q. The union of the hyperplanes in P(Q) is precisely the union of all d − 1-dimensional faces of theΓ Q -translates of Q, and since the tessellation is locally finite, so the collection of hyperplanes in P(Q) is locally finite.
Convex hulls
For a subset X ⊂ H d , its convex hull is the intersection of all hyperbolic halfspaces containing X. We will be interested in the Q-convex hull of X, denoted H Q (X), defined as the intersection of the half-spaces containing X, bounded by hyperbolic hyperplanes in P(Q). These are the key ingredient in Agol-LongReid's work [2] , building on work of Scott [41] . We will need the following lemma which is essentially due to Agol-Long-Reid (indeed, a version of this can be viewed as a special case of the claim on page 606 of [2] ). We sketch a proof for completeness.
Lemma 3.1. For any compact right-angled hyperbolic polyhedron Q there exists R = R(Q) > 0 with the following property. If X ⊆ H d is any compact, convex set, then H Q (X) is contained in the R-neighborhood of X. Consequently, H Q (X) is a compact, right-angled hyperbolic polyhedron which is a union of finitely manyΓ Q -translates of Q.
Proof. The conclusion in the last sentence is clear from the first claim and so we prove the first claim.
Observe that there exists > 0 and R 0 > 0 so any geodesic segment of length at least R 0 intersects some hyperplane in P(Q) in an angle at least . To see this, note that if there were no such and R 0 , then the limit of a sequence of counterexamples provides a geodesic with no transverse intersections with any hyperplane in P(Q), which is absurd.
From elementary hyperbolic geometry, we see that there exists R 1 > 0 (depending on ) so that a geodesic segment σ of length at least R 1 intersecting a hyperbolic hyperplane P at an angle at least must have at least one end point with the property that the hyperbolic hyperplane P through that endpoint, orthogonal to σ must have P ∩ P = ∅. Set R = R 0 + R 1 .
Suppose x ∈ H
d has distance greater than R to X, let σ be a shortest geodesic segment from x to X, meeting X at the endpoint y of σ. The initial subsegment of σ containing x of length R 0 meets some hyperplane P ∈ P(Q) at a point z and making an angle greater than . The subsegment of σ from the point of intersection z to y ∈ X has length at least R 1 . Therefore the hyperplane P through that point in X, orthogonal to σ, must be disjoint from P . Since σ connects x to y, it follows from convexity that X is contained in the half-space determined by P (not containing x). Consequently, X is in the half-space bounded by P , not containing x, and so x ∈ H Q (X), completing the proof. See Figure 2 . Appealing to Lemma 3.1, Lemma 3.2 is essentially asserting a(n explicit) bound on the length of a geodesic that lies in the "shell" between N r (X) and N r+R (X).
Proof. From Lemma 3.1 we have
for all r > 0. Let σ be a segment in some face of H Q (N r (X)) whose length is equal to the maximal diameter of any face of H Q (N r (X)). Let x ∈ σ and y ∈ X realize the minimum distance between σ and X. Subdividing σ at x, let σ 0 ⊆ σ be the longer of the two resulting segments, and let z denote its other endpoint (so d(x, z) = (σ 0 ) ≥ (σ)/2). Then x, y, z are the vertices of a hyperbolic triangle with non-acute angle at x. A computation for the extremal case in H 2 (essentially the same computation to prove that triangles are log(1 + √ 2)-slim) shows that
Next, let Σ be the hyperbolic hyperplane through y, orthogonal to the geodesic from x to y. Then X and z lie on opposite side of Σ so that Figure 3 for the extreme case). Now, since z ∈ N r+R (X), we have
Combining the inequalities above, we obtain
This completes the proof.
Lebesgue numbers
For any right-angled polyhedron Q ⊂ H d , consider π : H d → Q, the closest point projection. To better understand this, consider the set of hyperplanes P 1 , . . . , P k ∈ P(Q) containing the d − 1-dimensional faces of Q. These divide H d into a collection of convex regions which we denote R. There is one compact region, namely Q, and the rest are regions "opposite Q across a face σ", denoted R σ , where σ is a face of any dimension. See Figure 4 for a 2-dimensional example. The region R σ opposite Q across the face σ is the closure of the preimage of int(σ), the interior of σ. For a face σ, we have
where the union is over all faces σ 0 of σ. For a d−1-dimensional face F ∈ F(Q), π −1 (F ) is the half-space H F bounded by the unique hyperplane containing F and not containing Q.
We will be interested the restriction of π to ∂N 1 (Q), the boundary of the 1-neighborhood of Q. With that in mind, set The interiors of these sets form an open cover of ∂N 1 (Q), and we let L(Q) denote at Lebesgue number of this cover. That is, for any point z ∈ ∂N 1 (Q), the ball of radius L(Q) about z (in the path metric on ∂N 1 (Q)) is contained in some set in {H 1 F } F ∈F (Q) . In fact, there is a Lebesgue number L that works for all polyhedra Q of a given dimension. 
, with every geodesic in ∂N 1 (Q) from z to ∂H − L, and suppose that the (closed) ∆-neighborhoods {N ∆ (R 1 F )} F ∈F (Q) cover ∂N 1 (Q). Then given any z ∈ ∂N 1 (Q), there exists F ∈ F(Q) such that z ∈ N ∆ (R 1 F ). Note that the distance in ∂N 1 (Q) from z to ∂H 1 F is at least L, and hence the L-ball about
From this, it is easy to see that L = π sinh (1) 4 is the optimal Lebesgue number for d = 2. In general, if σ is the intersection of n ≥ 2 of the d − 1-dimensional faces F 1 , . . . , F n ∈ F(Q), then R σ ∩ ∂N 1 (Q) is isometric to the product of σ (with the metric scaled by cosh(1)) and a right-angled spherical n − 1-simplex in a (Euclidean) sphere of radius sinh(1). For each simplex slice of this product, the n vertices are the points of intersection with R 1 F1 , . . . , R 1 Fn , and distance to R 1 Fi is precisely the distance to the i th vertex. Therefore, we can take L as the maximum distance from a point in such a spherical n − 1-simplex to the union of the vertices (maximized over all n ≤ d). Explicitly, L = sinh(1) arccos
is the optimal Lebesgue number.
The construction
Let Q, Q be two compact right-angled hyperbolic polyhedra. We assume throughout (after translating Q if necessary) that there is a point x ∈ int(Q) ∩ int(Q ), for convenience. For r > 0, let Q r = H Q (B r (x)). Later we will also want to consider Q r = H Q (B r (x)). Definē
and let the rotation subgroups be denoted with the bar removed. Note that Γ r <Γ andΓ r <Γ are finite index subgroups. The technical theorem we will need to prove the theorems from the introduction is the following.
Theorem 3.4. Suppose Q, Q are two compact right-angled hyperbolic polyhedra and x ∈ int(Q) ∩ int(Q ) is some point. If there exists δ > 1 and 0 < K < 1 such that 1. then for r = δ K , there exists a homomorphism ρ : Γ r → Γ and a K-Lipschitz, ρ-equivariant map f :
For the remainder of this subsection, we fix Q, Q , x ∈ int(Q) ∩ int(Q ), δ and K, and r = δ K as in the theorem. We also write B r (x) simply as B r , etc. Define a map f
• : Q r → Q as the composition
where π = π Br and π = π Q are the closest point projections to B r and Q , respectively, and ψ = ψ δ,r : B r → B δ is the spherical coordinates map as described in Section 2.2. Both π and π are 1-Lipschitz, and by Lemma 2.4, ψ is K-Lipschitz.
Recall that F(Q) is the set of d − 1-dimensional faces of Q. The following easily implies Theorem 3.4.
Lemma 3.5. There exists a function ϕ :
Assuming Lemma 3.5, we prove the theorem.
Proof of Theorem 3.4. We first claim that the function ρ(τ F ) = τ ϕ(F ) , defined on the generators {τ F } F ∈F (Qr) extends to a homomorphism ρ :Γ r →Γ . For this, we must simply verify that relations ofΓ r from the presentation (1) are satisfied. Clearly ρ(τ F ) 2 = τ 2 ϕ(F ) = 1, so we need only prove that the second type of relation holds. For that, we observe that for F, F ∈ F(Q), we have
as required.
Before we define the equivariant map f :
we make a few observations. First, note that for z ∈ Q r ,
, and hence ρ(stabΓ r (z)) fixes f • (z). Next, we observe that (Γ r · z) ∩ Q r = {z} andΓ r · Q r = H d . So, for any y ∈ H d , let z ∈ Q r be the unique element with y ∈Γ r · z. Let γ ∈Γ r be such that γ · z = y, and we want to define
To see that this is well-defined, let γ ∈Γ r be any other element such that γ · z = y. Then γ −1 γ ∈ stabΓ r (z), and so ρ(γ
and so f is well-defined, and equivariant by construction.
For all γ ∈Γ r , we have
, and hence also f .
Note that since det :Γ r ,Γ → {±1} are both defined by det(τ F ) = −1, it follows that det •ρ = det :Γ r → {±1}. Therefore, ρ −1 (Γ ) = Γ r , and f descends to the quotient f : M Γr → M Γ .
The orbifolds M Γr and M Γ are obtained by doubling Q r and Q , respectively, over their boundaries. As mentioned above, we can see this by taking a fundamental domain for Γ r to be Q r ∪ τ F (Q r ) for some F ∈ F(Q r ) and fundamental domain Q ∪ τ ϕ(F ) Q for Γ . Then f sends each copy of Q r by a degree 1 map to a copy of Q (the map is basically f
• ), and consequently, deg(f ) = 1.
We now turn to the Proof of Lemma 3.5. We write π as a composition π • π 0 where π 0 = π N1(Q ) is the closest point projection to N 1 (Q ). It is not difficult to see that this is possible (c.f. [17] ), and in any case, we could just define f
• as the composition of π and g = π 0 • ψ • π. The key property of the map g is the following.
Claim. For any F ∈ F(Q r ), the diameter of g(F ) in ∂N 1 (Q ) is less than L.
Proof. Fix F ∈ F(Q r ). By Lemma 3.2, the diameter of F is at most D. Then by Lemma 2.5, π(F ) has diameter at most D in ∂B r (x). Applying Lemma 2.4 and the first assumption of the theorem, ψ(π(F )) has diameter at most
Finally, by Lemma 2.5 again, g(F ) = π 0 (ψ(π(F ))) has diameter at most L in ∂N 1 (Q), as required.
Recall that L is a Lebesgue number for the cover
(see §3.3). Therefore, by the claim, g(F ) is contained in at least one set
3.5 Proofs of Theorems 1.2 and 1.3.
Using Theorem 3.4 we prove the first two theorems from in the introduction.
Proof of Theorem 1.2. Fix Q, Q and any x ∈ int(Q) ∩ int(Q ). Let δ > 1 be such that N 1 (Q ) ⊂ B δ (x). Then for any 0 < K < 1, set r = δ K . We now note that as K → 0, r → ∞, and
Thus, taking {K n } to be any sequence tending to infinity (and passing to the tail of the sequence), it follows that x, δ, K n satisfy the assumptions of Theorem 3.4. Therefore, setting r n = δ Kn , Γ n = Γ rn < Γ, and Γ = Γ Q , Theorem 3.4 provides K n -Lipschitz, degree 1 maps
and K n → 0 as n → ∞ by assumption.
Proof of Theorem 1.3. Again, fix Q, Q and any x ∈ int(Q) ∩ int(Q ). Let and let K = K(s) with 0 < K < 1 be defined by
Note that as s → ∞, we have δ(s) → ∞ and K(s) → 1.
. By Lemma 3.1, Q s ⊂ B s+R (x), and so
The polyhedra Q, Q s and the constants δ > 1 and 0 < K < 1, satisfy the assumptions of Theorem 3.4. Consequently, for r = r(s) = δ(s) K(s) , and Q r = H Q (B r (x)), we have a homomorphism ρ s :Γ r →Γ s and a K-Lipschitz, degree 1 map
with f s * = ρ s . Now for each s > 1, we want to find an element γ s ∈ Γ r such that
To do this, we first observe that B s (x) ⊂ Q s ⊂ B δ (x). Pick a geodesic through x, and let F s,1 , F s,2 ∈ F(Q ) be faces intersected by this geodesic (there might be more than one pair, but we choose one). The length of the segment of the geodesic between the points of intersection with F s,1 and F s,2 is between 2s and 2δ. For s very large, elementary hyperbolic geometry shows that the unique geodesic orthogonal to the two hyperbolic hyperplanes containing F s,1 and F s,2 must come very close to x. In particular, since s δ → 1 as s → ∞, the distance between these hyperplanes is asymptotic to 2s (i.e. the ratio of this distance to 2s tends to 1).
Let F r,1 , F r,2 ∈ F(Q r ) be a pair of faces of Q r so that ρ s (τ Fr,i ) = τ F s,i for i = 1, 2. Observe that by Lemma 3.1, we have Q r ⊂ B r+R (x). Consequently, the distance between the hyperplanes containing F r,1 and F r,2 is at most
In particular, as s → ∞, K → 1 and so this upper bound is also asymptotic to 2s.
The translation length of the product of two reflections (in disjoint hyperplanes) is twice the distance between the hyperplanes. So, (ρ s (γ s )) is asymptotic to 4s and (γ s ) is bounded above by a quantity asymptotic to 4s. Since
Consequently,
The theorem follows now by choosing any sequence s n → ∞, setting Γ n = Γ sn and Γ n = Γ r(sn) .
As an application of Theorem 1.2 and Theorem 1.5, we have the following.
Corollary 3.6. For any right-angled rotation group Γ < SO 0 (d, 1), for d ≤ 4, and integer n ≥ 1, there exists a finite index subgroup Γ n < Γ, and n repre-
Proof. The subgroups Γ n are defined recursively by iteratively applying Theorem 1.2. Specifically, starting with the pair of right-angled rotation groups Γ, Γ (i.e. the same rotation group), let Γ 0 = Γ, and the theorem provides a finite index subgroup Γ 1 < Γ 0 (infinitely many, in fact, but we just pick one) and a homomorphism ρ
) which is strictly dominated by the inclusion Γ 1 → SO 0 (d, 1). Next, apply Theorem 1.2 again, this time to the pair Γ 1 , Γ 1 , to produce a finite index subgroup Γ 2 < Γ 1 , and ρ 
and for i = 2, . . . , n,
These ρ 
Tetrahedral examples
Agol's construction makes use of the group generated by reflections in a pair of hyperbolic tetrahedra. To describe his construction, as well as the noncocompact examples, we let T = T (a 1 , a 2 , a 3 ; b 1 , b 2 , b 3 ) be the (possibly ideal) hyperbolic tetrahedron with (interior) dihedral angles The group generated by reflections in the faces of T is a discrete group when the a i and b i are all positive integers. As shown in [32, 46, 45] , this occurs for exactly nine compact tetrahedra and 23 noncompact tetrahedra; see [6] , for example, for a complete, concise list. Of particular interest to us are the five tetrahedra T j = T (2, 3, j; 2, 3, 5) for j = 2, 3, 4, 5, 6.
The tetrahedron T 6 has two ideal vertices, while the other four are compact.
(Note: the index j is our own notation, and does not conform to the notation in [6] .)
We note that all five tetrahedra may be realized in H 3 with a common vertex v, in which the adjacent dihedral angles are . In fact, the tetrahedra so obtained are nested
For each j = 2, 3, 4, 5, 6, the three 2-dimensional faces F For each j = 2, 3, 4, 5, 6, letΓ j denote the group generated by reflections in the faces F j i of T j , and Γ j <Γ j , the index two rotation subgroup. The group Γ j has a presentationΓ
Here τ i is the reflection in the plane P i , for i = 1, 2, 3 and the reflection in the plane P j 4 for i = 4. The e ik in the relations are as follows: for each i, e ii = 1 (since τ i has order 2), and for i = k, π e ik is the dihedral angle on the unique edge adjacent to the faces in which τ i and τ k are reflections (indeed, τ i τ k is rotation of order e ik about the geodesic line containing the edge). Proof. We need only verify that the ρ-images of the relations inΓ j are satisfied inΓ j . The only nontrivial relation we must check is that ρ(τ 3 )ρ(τ 4 ) j = 1. For clarity, write ρ(τ i ) =τ i , so that (τ 3τ4 ) j = 1. Then since j|j we can write j = kj and hence
Compact examples
Agol's original example can now be stated as follows. 
There is a unique linear map h : R 3 → R 3 with h( i ) = i , for i = 1, 2, 3, and h(T 4 ) = T 2 . If we can show that h(K 3 ) is contained in a ball of Euclidean radius K centered at 0, for some K < 1, then by Corollary 2.3, h will be a KLipschitz map from K 3 to itself. In particular, the restriction is a K-Lipschitz map T 4 → T 2 . As in the case of right-angled reflection groups, this map extends to ρ-equivariant map which descends to a degree 1 map M Γ4 → M Γ2 , as required (see the proof of Theorem 3.4).
To construct the required linear map h, we explicitly find T 2 and T 4 as follows. Let R 3,1 denote Minkowski space-that is, R 4 with the quadratic form Q(x, y, z, w) = x 2 + y 2 + z 2 − w 2 and associated bilinear form B. Then K 3 sits in R 3,1 via the embedding K 3 ⊂ R 3 = {w = 1} ⊂ R 3,1 and the hyperbolic planes in K 3 are intersections with K 3 of Q-orthogonal complements of vectors u ∈ R 3,1 with Q(u) = 1. For Q(u) = 1, write u ⊥ for the hyperbolic plane so defined. For any two vectors u, v with Q(u) = Q(v) = 1, and |B(u, v)| < 1, the cosine of the angle of intersection between u ⊥ and v ⊥ is exactly B(u, v). More precisely, u, v are naturally identified with normal vectors to u ⊥ and v ⊥ , respectively, and B(u, v) is the cosine of the angle of intersection of the normal vectors; see, for example [45] .
We can explicitly compute the vectors defining the planes P 1 , P 2 , P 3 , P j 4 , for j = 2, 4, and we get
We use linear algebra to find the intersections of the Q-orthogonal complements, and hence the vertices of the tetrahedra. From this we easily write down the linear transformation h : R 3 → R 3 sending the vertices of T 4 to the vertices of T 2 , and compute that its largest singular value is appproximately .976184 < 1. Consequently, h is .977-Lipschitz.
Noncompact examples and hyperbolic Dehn filling.
Here we consider the homomorphism ρ :Γ 6 →Γ 2 guaranteed by Proposition 4.1. Theorem 4.3. There exists a ρ-equivariant K-Lipschitz map f :
Furthermore, f sends some neighborhood of each cusp of M Γ6 to a single point, and
Proof. We make use of the set-up and construction from the proof of Theorem 4.2. Recall that we constructed a K-Lipschitz diffeomorphism h : T 4 → T 2 (which determined the map M Γ4 → M Γ2 ). Let π : H 3 → T 4 denote the (1-Lipschitz) closest point projection (see Lemma 2.5) . Composing with h, we obtain a K-Lipschitz map we denote f
As in Section 3.3, we note that the preimage in H 3 of the interior of a 2-dimensional face F • also has this property. Furthermore, observe that on the preimage of the interior of T 2 (which is exactly the interior of T 4 ⊂ T 6 ), f
• is a diffeomorphism and hence T6 f • * dvol H = Vol(T 2 ).
Since ρ :Γ 6 →Γ 2 sends reflection in F , it follows that we can ρ-equivariantly extend f
• to a map f : H 3 → H 3 . As in the right-angled reflection group case, M Γ6 and M Γ2 are obtained by doubling T 6 and T 2 over their boundaries, and the descent f : M Γ6 → M Γ2 of f sends each copy of T 6 to a copy of T 2 by an orientation preserving map and Finally, we note that since f • sends a neighborhood of the each ideal vertex to a vertex of T 2 , it follows that f sends a neighborhood of each cusp of M Γ6 to a point of M Γ2 .
Remark 4.4. Note that since 3|6, Proposition 4.1 provides a homomorphism ρ :Γ 6 →Γ 3 . Although we do not carry out the details here, the proof of Theorem 4.3 can be modified so that the same conclusion holds for this homomorphism. The main point is to replace the linear diffeomorphism T 4 → T 2 with a linear diffeomorphism T → T 3 , where T is obtained by a λ-homothety of T 3 , for λ > 1, but very close to 1. Then the linear map T → T 3 is a homothety by 1/λ which is Now suppose that Λ ⊂ Γ 6 is a torsion free subgroup of index m < ∞, and p : M Λ → M Γ6 the corresponding orbifold covering map. Since the covering map is a local isometry, the composition f • p : M Λ → M Γ2 is K-Lipschitz for some K < 1. Suppose M Λ has k cusps, and let C 1 , . . . , C k ⊂ M Λ be torus cusp neighborhoods of the k cusps such that f • p is locally constant on C = C 1 ∪ . . . ∪ C k (we choose torus cusps C i which map into the cusp neighborhoods of M Γ6 on which f is locally constant).
Given primitive elements α i in π 1 (C i ), we can remove the cusp neighborhood C i and glue a solid torus V i , identifying the torus boundary of V i with the exposed torus boundary component of M Λ − C in such a way that the primitive element α i is trivial in V i . If we write α = (α 1 , . . . , α n ), then the resulting manifold is called the α-Dehn filling of M Λ , and α is called the Dehn-filling coefficent. Thurston proved that there exists a finite set A i ⊂ π 1 (C i ) so that if for each i, α i ∈ A i , then for α = (α 1 , . . . , α n ), the α-Dehn filling of M Λ is again a hyperbolic 3-manifold, which we denote M Λα . Note that the inclusion M Λ − C → M Λ induces an isomorphism on fundamental groups, while the inclusion M Λ − C → M Λα induces a surjection on fundamental groups. Thus we have a surjective homomorphism Λ → Λ α . Indeed, this homomorphism is simply the quotient homomorphism by the normal closure of α 1 , . . . , α k . More is true, and we state here a version that we will be most useful for us; see [45, 35, 25] is any sequence of Dehn fillings coefficients such that for each i, {α n i } ∞ n=1 are all distinct. Then for any > 0, there exists N > 0 so that for all n ≥ N , the inclusion M Λ − C into M Λα is a (1 + )-biLipschitz embedding.
Here we note that M Λ − C is given the induced path metric from M Λ on the domain, and the induced path metric from M Λα on the target.
From this, and Theorem 4.3, we easily obtain the following. is any sequence of Dehn fillings coefficients for M Λ such that for each i, {α
are all distinct. Then there exists K < 1 and N > 0 so that for all n ≥ N , there exists a degree m, K -Lipschitz map f n : M Λα n → M Γ2 . If we write ρ n = f n * : Λ αn → Γ 2 and j n : Λ αn → SO 0 (3, 1) for the inclusion, then
Vol(j n × ρ n ) = V 3 (vol(M Λα n ) − mvol(M Γ2 )).
