Lower bound on the equivariant Hilbertian compression exponent α are obtained using random walks. More precisely, if the probability of return of the simple random walk is exp(−n γ ) in a Cayley graph then, under a mild regularity hypothesis, α ≥ 1 − γ. Using a result from Naor & Peres [22] on compression and the speed of random walks, one has that this graph (and any other quasi-isometric Cayley graph) is Liouville if γ < 1/2.
Introduction
Throughout the text, G will be a finitely generated discrete group and it will be studied using its Cayley graph. The finite symmetric generating set S chosen to produce the Cayley graph will not be explicitly mentioned unless it is of importance; finiteness and symmetry will also always be assumed. P is the distribution of a lazy random walk. More precisely, it is obtained from a simple random walk distribution P ′ = 1 S /|S| by P = 1 2 (δ e + P ′ ). P (n) is the n th -step distribution of the lazy random walk, i.e. the n th -convolution of P with itself.
For further definitions, the reader should consult §2.
Theorem 1.1. If P (n) (e) ≥ Le −Kn γ where L, K > 0 and n → P (n) (e) −1 is regular as in (2.4), then the equivariant compression exponent of G, α(G), satisfies α(G) ≥ 1 − γ. [27, Proposition 15 ] by a factor of 2. For more on regularity see the paragraph "Regularity" below or §2.C. The proof of Theorem 1.1 is contained in §3.
This improves a [lower] bound from Tessera
The speed [or drift] of a random walk is defined as E|P (n) | = |g|dP (n) (g) where |g| is the word length of g (i.e. the distance between g and the identity in the Cayley graph). The speed [or drift] exponent is β = sup{c ∈ [0, 1] | there exists K > 0 such that E|P (n) | ≥ Kn c }. Surprisingly, there is little known on how much β depends on S.
Naor & Peres showed in [22, Theorem 1.1] that α(G) ≤ 1/2β. Consequently, compression is a natural way to show that β is bounded away from 1 (for any generating set). The map n → E|P (n) | is sub-additive, so that the sequence E|P (n) |/n always as a limit. A group has the Liouville property if E|P (n) | is o(n).
Indeed, compression is invariant under changing generating set, so all generating set will have β < 1 and are consequently Liouville. It is possible to strengthen this result since the return probability is actually stable under quasi-isometries between Cayley graphs (see Theorem 1.2] ). This provides a class of groups closed under quasi-isometries which are Liouville (and an upper bound on speed for all these groups). See also the paragraph on "Amenability" below.
The upper bound on β in terms of γ is the first of its kind (and is non-trivial if γ < For groups of intermediate growth, the above methods yield a new result on compression. Recall the entropy is defined by H(P (n) ) := − g∈G P (n) (g) log P (n) (g). Corollary 1.3. Assume G has intermediate growth with |B n | ≤ Le Kn ν for some K, L > 0 and n → P (n) (e) −1 is regular as in (2.4).
. Note that the upper bound on the speed is better than the one that would be obtained from compression and the estimate on the probability of return given by volume growth. It extends to measures with finite second moment and improves the Regularity: The regularity hypothesis is a technical condition coming from Coulhon, Grigor'yan & Zucca [13, Theorem 5.2] . Without appealing to this result (i.e. if the regularity is not known to hold), a lower bound of 1−γ 1+γ is still easy to obtain. There are no known groups where regularity fails, see Bendikov, Pittet & Sauer [9, §1.5] for more discussions. Note that the stronger result could hold without regularity, see Question 4.5. In Corollary 1.3, without assuming regularity, on gets the same lower bound as Tessera [27, Proposition 14] , namely α ≥ 1 − ν.
On the sharpness of the results: Sharpness of Theorem 1.1 and Corollary 1.2 are discussed in detail in §5. In short, there are groups with γ = 0, It is easier to see the criterion for the Liouville property in Corollary 1.2 is not sharp. Bartholdi & Erschler [7, §1.2 and §7] showed that some groups of intermediate growth have arbitrarily bad compression, in particular α = 0. Consequently, there are Liouville groups with arbitrarily quickly decaying return probability (hence return exponent γ > 1/2). Also, since growth is an invariant of quasi-isometry, the stability under quasi-isometry is known for this class of groups.
Notwithstanding these evidences of non-sharpness, the criterion for stability of the Liouville property exhibited above seems to be the largest at the moment. In general, the return probabil-ity is easier to estimate than the entropy or the speed. Even if the above results are not sharp, they make it easier to construct groups with the Liouville property.
Adapted isoperimetry: How slowly must the Følner function of a group grow so that one can deduce that the group is Liouville? Using the links between return probability and "adapted isoperimetry" (i.e. "Følner couples", see Coulhon, Grigor'yan & Pittet [12, Theorem 4.8] ), Corollary 1.2 gives a partial answer.
There are others links between "adapted isoperimetry" (i.e. "controlled Følner sequences") and compression. For example, Tessera [27, Corollary 13] shows that if J(n) := sup{
| f has support in B n ⊂ G} and J(n) ≥ Kn j for some j ∈ [0, 1], then α ≥ j. In particular, if there is a sequence of Følner set F n with |∂F n |(diam F n ) j ≤ K|F n | and j > 1 2 , then (α ≥ j and) the group is Liouville.
Of course, "adapted isoperimetry" mixes distances and isoperimetry, and are a priori not completely determined by the Følner function. Another interesting point of investigation would be to determine whether all groups with P n (e) ≍ e −n 1/2 are Liouville (or exhibit a counterexample).
Amenability: Theorem 1.1 is useless for non-amenable groups. In particular, the adjective equivariant is redundant in the present text since, for amenable groups, equivariant and non-equivariant compression are equal (using what is sometimes referred to as Gromov's trick). The fact that the result is stable under quasi-isometries is then natural since non-equivariant compression is invariant under quasi-isometries.
Recently, M. Carette [10] showed that the Haagerup property is not an invariant of quasiisometry; in [10, Appendix A], Arnt, Pillon & Valette use these same examples to show that the equivariant compression exponent is not an invariant of quasi-isometry. The method presented in section §3 is reminiscent of Bekka, Chérix & Valette [8] . To show amenable groups have the Haagerup property, they used w n = 1 Fn where F n is a Følner sequence.
Compression of Thompson's group F : It is straightforward to reread the paper of Naor & Peres [22] [and/or the current text] while keeping track of compression functions instead of taking only the exponent. The only point to be careful about is that ρ − should be concave in order for the method to apply. Introduce s −1 (k) = inf{k ∈ R | E|P (n) | < k}. Under the (mild) assumption that ρ − is concave, then it is less (up to constants) than k → (s −1 (k)) 1/2 . Hence, a compression function strictly better than n → Kn 1/2 implies the Liouville property. As noted in [22] this improves a result of Guentner & Kaminker [17] (since the Liouville property implies amenability).
Here is an application of this remark. It seems known (see Kaimanovich [18] ) that Thompson's group F is not Liouville (this does not have any impact on its amenability). This answers a question of Arzhantseva, Guba & Sapir [3, Question 1.4]: the best Hilbertian equivariant compression function for Thompson 
Acknowledgements: The author would like to express his thanks to N. Matte Bon for the examples of non-sharpness, to C. Pittet for the references on the possible behaviours of the return probability and its invariance under quasi-isometry, to A. Valette for the discussion around amenability, to N. Matte Bon and A. Erschler for the discussion on adapted isoperimetry and to T. Pillon for discussions on the compression of Thompson's group F . This paper came out of discussions during the Ventotene 2013 conference and the author gratefully acknowledges the support of its sponsors.
Definitions and preliminary results
Cayley graphs are defined by right-multiplication: x and y are neighbours if ∃s ∈ S such that xs = y. Though common for the setting of random walks, this convention is slightly uncommon when one speaks of actions and convolutions.
The word length (for the implicit generating set S) of an element g will be noted |g|.
2.A Compression
Definition 2.1. Let B be a Banach space and π : G → IsomB be a representation of G in the isometries of B. An equivariant uniform embedding f : Γ → B is a map such that there exist an unbounded increasing function ρ − : R ≥0 → R ≥0 and a constant C > 0, satisfying ∀x, y ∈ Γ
and
The compression exponent of G, α(G), is the supremum over all α(f ).
It follows easily from the definition that changing the generating set does not change α.
An equivariant uniform embedding is, in fact, very constrained. Indeed, one may (by translating everything) always put f (e) = 0 ∈ B for simplicity. Next, recall that an isometry of a Banach space is always affine (Mazur-Ulam theorem). Write π(y)v = λ(y)v + b(y) where λ is a map from G into the linear isometries of B and b is a map from G to B. Note that
implies that λ is a homomorphism and b satisfies the cocycle relation:
The strategy that will be used here to make an interesting equivariant uniform embedding (i.e. a λ-cocycle) is to use a "virtual coboundary". A coboundary would be a cocycle defined by
The idea is to define such a cocycle using a v which does belongs to B but to some bigger space B (to which the action λ extends). Note that if f (s) belongs to B for any s in the generating set S, then this also holds for f (g) for any g ∈ G (thanks to the cocycle relation).
Finally, a quick calculation (using that λ is isometric and writing g as a word) shows that cocycles always satisfy the upper bound required by equivariant uniform embedding. Also, it suffices to check that f (g) ≥ ρ − (|g|):
This explains why §3 only discusses this lower bound.
2.B Probabilistic parameters for groups
The entropy of a probability measure Q is H(Q) = − g∈G Q(g) log Q(g) (when convergent). The group G is Liouville (for the [finite symmetric] generating set S) if any of the following equivalent conditions hold:
(i) There are no non-constant bounded harmonic functions on the Cayley graph;
Recall that
and f (0) = 0. Recall that lim n→∞ f (n)/n exists. One can also define two exponents:
The constant L is unnecessary. The exponents are obviously related by φ ≤ φ. Note that if
Definition 2.2. Let B n be the ball of radius n. Define
Simple bounds between these quantities are explored in §4.
2.C Off-diagonal decay
An estimate which goes back to Carne [11] and Varopoulos [29] on the "off-diagonal" behaviour of random walks is
An improvement of this theorem, due to Coulhon, Grigor'yan & Zucca, see [13, Theorem 5.2]), will be used here. A function is said regular if for some A ≥ 1 and for any 0 < s < t,
When f ( n 2 ) = P (n) (e) −1 this may (roughly!) be understood as the fact that F(x) := − log P (2 x ) (e) (interpolated to be smooth) satisfies F ′′ (x) ≥ −K for some K ≥ 0. The regularity condition for f ( n 2 ) = P (n) (e) −1 is satisfied in all groups where the behaviour of P (n) (e) is understood; see Bendikov, Pittet & Sauer [9, §1.5] or Coulhon, Grigor'yan & Zucca [13, §5] for more discussions and possible relaxations which are still sufficient to conclude. 
There is a small step to do between the actual statement of [13, Theorem 5.2] and the above statement. The first thing is to check that "condition (α)" holds: this is trivial here since we are looking at lazy random walks. Next one needs a bound on the probability of return at each vertex. The graph is vertex-transitive so the probability of return is the same at any point. Hence, in the statement of the [13, Theorem 5.2], the functions g( n 2 ) = f ( n 2 ) = (P (n) (e)) −1 (interpolated linearly when n is not an integer) work at any point. Lastly this function is monotonic and (2.4) above is the regularity required from [13, Equation (5.1)]).
There are no good reasons to assume that all groups satisfy this assumption; it would more challenging to produce groups which violate the off-diagonal estimate from Theorem 2.5. As pointed out in Dungey [14, End of §1], an interpolation argument shows this estimate is close to be true in all groups.
A lower bound using random walks
The idea will be to construct an equivariant uniform embedding of G into H := ⊕ n∈N ℓ 2 G. The isometric action is simply the diagonal action of G on each factor by the right-regular representation. The idea is to define a cocycle using a virtual coboundary of the form w = ⊕a n w n where w n ∈ ℓ 2 G and a n ∈ R. This yields a cocycle (in ρ N ℓ 2 G ) if, for any s ∈ S,
Simply put a 2 n = max s∈S w n −ρ s w n −2 2 n −1−ǫ , where ǫ > 0. The gradient of a function f : G → R is defined by ∇f (x, y) = f (y) − f (x) for two adjacent vertices x, y in the Cayley graph. This operator is essentially build up by the various f − ρ s f , and ∇f can be interpreted as a function G × S → R. The gradient is a bounded operator (since S is finite) and its adjoint ∇ * can be used to form the Laplacian ∆. These are related to P by ∆ = ∇ * ∇ = |S|(I − P ′ ) = 2|S|(I − P ).
Using that max s∈S w n − ρ s w n 2 2 ≤ ∇w n 2 2 , one has
The idea will be to take w n = P (kn) for some k n ∈ [n, 2n] (the k th n -step distribution of a lazy random walk starting at e ∈ G).
Proof. Indeed,
Since S is symmetric, note that f | P * g = P * f | g . Consequently,
To get the claimed equality, use that, similarly, P (2n) (e) = P (n) 2 2 .
Proof. This is a simple calculation using the relation ∆ = ∇ * ∇ = 2|S|(I − P ):
Putting Lemmas 3.1 and 3.2 together gives:
The next step is to find satisfying bounds for this quantity. There are reasonable estimates for the denominator, the following lemma is essentially from Tessera Lemma 3.3. If P (n) (e) ≥ e −f P (n) for a positive sub-additive increasing function f P . Then, for any n there is a k ∈ [n, 2n]
Proof. Let F (n) = − log P (n) (e). Let C n be the largest real number such that, for any q ∈ [n, 2n].
where the last inequality comes from 1 − e −x ≤ x for x ≥ 0. The actual statement is obtained by doing the same argument with G(n) = F (2n) and noticing that an additional constant comes in since one then looks at the gradient defined for the generating set S ′ = S 2 .
For the numerator use the theorem of Coulhon, Grigor'yan & Zucca (see Theorem 2.5 above or [13, Theorem 5.2]) to get
≤ N e −M |g| 2 /n for some M, N > 0.
Proof of Theorem 1.1. Using w n = P (kn) where k n ∈ [n, 2n] is given by Lemma 3.3 and the bound mentioned above for the numerator, one finds (using 1 ≤ kn n ≤ 2)
. Hence, restricting the sum to those values of n:
Letting ǫ → 0 proves Theorem 1.1 (even though the constant gets worse as ǫ → 0).
If the reader is interested in compression functions (rather than exponents), then it is fairly easy to check that, given f P as in Lemma 3.
Using (2.3) instead of Theorem 2.5, one must restrict the sum to n < K ′ |g| 2/(1+γ) . This removes the use of regularity but yields a weaker lower bound of α ≥ Note estimates for n "large" with respect to |g| could also be useful. More precisely, the following condition would be also sufficient for the proof: for any ǫ > 0, there exists n 0 , K, L such that for any n > L|g| 2+ǫ and |g| > n 0 , one has
≤ e −K|g| 2 /n . It would be interesting to generalise this proof by picking v n elements which are in V λn with λ n → 0, where V λ is the image of the spectral projection (of the Laplacian) to eigenvalues ≤ λ. This would ensure a good bound for the denominator. For the numerator, one needs to elucidate how to relate bound on the von Neumann dimension of V λ either to the fact that v | ρ g v < 1/2 when |g| is large (with respect to some function of λ −1 ) or to some estimate of the type v | ρ g v ≤ e −Kλf (|g|) when λ −1 is large with respect to f (|g|).
Some relations between the exponents
The aim of this section is to relate the return, speed, entropy and growth exponents. An elementary computation (see Avez [6, Theorem 3] ) shows, using concavity of log, that
Hence, γ ≤ η and γ ≤ η. (With Kesten's criterion [20] , this shows Liouville =⇒ amenable.)
A weaker form of Theorem 2.5 (see (2.3)), gives P (n) (g) ≤ N e −M |g| 2 /n . This, together with convexity of x → x 2 , gives another useful bound, found in either Amir 
Thanks to Erschler & Karlsson [16, Corollary 9 .ii], this inequality is also true for measures with finite second moment. This implies that β ≤ 1+η 2 and β ≤ 1+η 2 and constitutes a proof of (ii) =⇒ (iii) in the equivalences of the Liouville property described in §2.B.
There is also "classical" bound obtained by Varopoulos' method (see e.g. Woess' book [30, (14.5 ) Corollary]) relating growth and return exponent: γ ≥ ν 2+ν . The upcoming lemma is an improvement of a standard inequality (see e.g. Erschler [15, Lemma 6] ) and of the simple inequality H(P (n) ) ≤ log |B n | (see Erschler & Karlsson [16, Lemma 1] ). Since it might be of larger use, it will be stated in full generality, namely P will be some measure and S * some finite (symmetric) generating set. Lemma 4.3. Let |g| * be the word length for S * . Assume P has finite first moment ( i.e.
g∈G P (g)|g| * < +∞ ), and
In particular, βν ≥ η and βν ≥ η.
Proof. The idea is to compare a measure m to a measure m ′ which is uniform on spheres. First,
using − log t ≤ The estimates cited or proved in this paper can be summed up by:
Assuming further that |B
The lower bound β ≥ ν/ν 2+ν is not optimal (B. Virág gave a lower bound of 
Some known values
Below is a table containing cases where α, β and γ are known. The convention for wreath products L ≀ H is that L is the "lamp state" group, e.g. Z 2 ≀ Z is the usual lamplighter on the line. One could complete the table for many other wreath products using Naor & Peres [22 . It seems likely that these groups are nonamenable; if this is the case then 1 − γ = 0. It seems reasonable to believe there is an amenable group where the compression meets neither the upper bound of [22] nor the lower bound of Theorem 1.1.
