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В работе рассматривается класс открытых сетей массового обслужи-
вания произвольной топологии, который является развитием классиче-
ских fork-join сетей массового обслуживания, используемых в качестве
математических моделей стохастических систем с параллельным и рас-
пределенным принципом функционирования (GRID-системы, RAID-
массивы, MapReduce и т. д.)
Системы обслуживания в рассматриваемой сети поделены на три типа
в зависимости от их назначения: бесконечноприборные базовые систе-
мы, дивайдеры, интеграторы. Наличие бесконечного числа обслужива-
ющих приборов в базовых системах позволяет существенно упростить
анализ и рассмотреть сети обслуживания с произвольной топологией.
Требование, поступающее в дивайдер, делится на некоторое число ча-
стей — фрагментов. Полученные фрагменты обслуживаются независи-
мо друг от друга в базовых системах сети, переходят по сети. Каждый
из фрагментов может снова поделиться на фрагменты при поступле-
нии в дивайдер. Объединение фрагментов происходит в интеграторах.
Так, перед уходом из сети все фрагменты объединяются в одном из ин-
теграторов в исходное требование.
Главным результатом работы стал метод получения распределения
длительности пребывания требований в изучаемой сети массового об-
служивания.
Ключевые слова: сети массового обслуживания с делением и слия-
нием требований, сети массового обслуживания, длительность пребы-
вания, распределенная обработка, фазовое распределение.
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Введение
Сети массового обслуживания (СеМО) с делением и слиянием требований
(fork-join queueing networks) являются математическими моделями, используемы-
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ми для анализа дискретных стохастических систем с сетевой структурой и парал-
лельным принципом функционирования (телекоммуникационные системы, рас-
пределенные базы данных, многопроцессорные системы, GRID-системы) [1].
Ключевой особенностью таких систем является деление поступающих для вы-
полнения запросов на несколько подзапросов, которые обслуживаются параллель-
но. После полного выполнения подзапросов поступившего запроса они синхрони-
зируются — происходит их объединение, а запрос считается выполненным.
В работе [2] сеть массового обслуживания с делением и слиянием требований
применяется для анализа технологии распределенных вычислений MapReduce и
метода маршрутизации Multipath Routing. Результаты по моделированию RAID-
массивов и распределенных баз данных представлены в [1,3]. Обсуждению систем
облачных вычислений и анализу параллельных алгоритмов посвящены, напри-
мер, статьи [4,5]. Однако, несмотря на обширное применение сетей обслуживания
с делением и слиянием требований, в опубликованных работах рассматриваются в
основном сети параллельных систем массового обслуживания (СМО). Для сети об-
служивания, состоящей из двух одноприборных параллельных СМО, в статье [6]
получено выражение для производящей функции стационарного распределения
вероятностей состояний сети. Анализ же сетей обслуживания большей размерно-
сти с делением и слиянием требований проводится только приближенными ме-
тодами [7–10]. Обзор всех основных теоретических и прикладных результатов за
тридцатилетний период изучения СеМО с делением и слиянием требований можно
найти в [1].
В данной работе будут рассмотрены сети массового обслуживания с делением
и слиянием требований произвольной топологии. Первая часть работы посвящена
описанию рассматриваемой сети обслуживания. Во второй части представлен ме-
тод анализа сети обслуживания. Численный пример представлен в третьей части.
Результаты работы и возможные направления дальнейших исследований обсуж-
даются в заключении.
1. Описание сети массового обслуживания
Рассматривается открытая сеть массового обслуживания 𝒩 с одним классом
требований и множеством {𝑁1, . . . , 𝑁𝐿} систем массового обслуживания. В сеть
из источника 𝑁0 поступает пуассоновский поток требований с интенсивностью
Λ0. Любое из требований может многократно делиться на части —фрагменты.
Полученные фрагменты обслуживаются независимо друг от друга, переходят по
системам сети обслуживания. Каждый из фрагментов может снова разделиться
на новые фрагменты. Перед уходом из сети все фрагменты должны быть снова
объединены в исходное требование.
Далее будем использовать термин «фрагмент» для описания и требования, и
его частей.
1.1 Типы систем обслуживания
Пусть 𝑋 = {1, . . . , 𝐿}—множество номеров систем обслуживания. Системы в
сети обслуживания 𝒩 поделены на три непустых, непересекающихся множества в
соответствии с их номерами:
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1. 𝑋𝒮 =
{︀
𝑥𝒮1 , . . . , 𝑥
𝒮
𝑀
}︀
—множество номеров базовых систем;
2. 𝑋ℱ =
{︀
𝑥ℱ1 , . . . , 𝑥
ℱ
𝐾
}︀
—множество номеров дивайдеров;
3. 𝑋𝒥 =
{︀
𝑥𝒥1 , . . . , 𝑥
𝒥
𝐾
}︀
—множество номеров интеграторов.
Заметим, что число дивайдеров 𝐾 совпадает с числом интеграторов, a
𝑋 = 𝑋𝒮 ∪𝑋ℱ ∪𝑋𝒥 . Обозначим через
– 𝑆𝑖 — базовая система 𝑁𝑥𝒮𝑖 , 𝑖 = 1, . . . ,𝑀 ;
– 𝐹𝑗 —дивайдер 𝑁𝑥ℱ𝑗 , 𝑗 = 1, . . . ,𝐾;
– 𝐽𝑘 —интегратор 𝑁𝑥𝒥𝑘
, 𝑘 = 1, . . . ,𝐾.
Системы обслуживания, принадлежащие одному множеству, имеют сходное на-
значение и особенности.
1. 𝒮 =
{︁
𝑁𝑥𝒮1 , . . . , 𝑁𝑥𝒮𝑀
}︁
= {𝑆1, . . . , 𝑆𝑀}—множество базовых систем обслужи-
вания—множество систем массового обслуживания с бесконечным числом
одинаковых обслуживающих приборов. Длительность обслуживания фраг-
мента на любом приборе базовой системы 𝑆𝑖 имеет экспоненциальное рас-
пределение с параметром 𝜇𝑖, 𝑖 = 1, . . . ,𝑀 .
2. ℱ =
{︁
𝑁𝑥ℱ1 , . . . , 𝑁𝑥ℱ𝐾
}︁
= {𝐹1, . . . , 𝐹𝐾}—множество дивайдеров — множество
одноприборных систем массового обслуживания. Процесс обслуживания в
дивайдере 𝐹𝑘, 𝑘 = 1, . . . ,𝐾, заключается в мгновенном делении поступаю-
щего фрагмента на фиксированное число 𝑑𝑘 ≥ 2 новых фрагментов. Каждый
из 𝑑𝑘 фрагментов мгновенно покидает дивайдер.
3. 𝒥 =
{︁
𝑁𝑥𝒥1
, . . . , 𝑁𝑥𝒥𝐾
}︁
= {𝐽1, . . . , 𝐽𝐾}—множество интеграторов — множество
систем массового обслуживания с бесконечным числом приборов. Процесс
обслуживания в интеграторе заключается в следующем. Каждый поступаю-
щий фрагмент занимает свободный прибор и ожидает момента поступления
в интегратор последнего из всех фрагментов, принадлежащих до разделе-
ния тому же самому ранее единому фрагменту. Сразу после этого эти фраг-
менты мгновенно освобождают обслуживающие приборы, объединяются в
исходный фрагмент, который покидает интегратор.
1.2 Сигнатура фрагмента
Опишем формально процессы, происходящие с фрагментами в системах се-
ти обслуживания. Каждый из фрагментов в сети обслуживания характеризуется
сигнатурой, которая идентифицирует фрагмент и отражает связи с другими фраг-
ментами.
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Определение 1. Пусть 𝜎 — некоторый произвольный фрагмент в сети об-
служивания, который получен непосредственно в результате деления фрагмен-
та 𝜎* в дивайдере 𝐹𝑘. Пусть 𝑖 — номер фрагмента 𝜎 при делении, то есть
𝑖 ∈ {1, . . . , 𝑑𝑘}. Сигнатурой фрагмента 𝜎 назовем тройку (𝜎*, 𝑘, 𝑖). В том случае,
когда 𝜎 является поступающим из источника требованием, сигнатура имеет
вид (𝜎, 0, 1).
Если фрагмент 𝜎 имеет сигнатуру (𝜎*, 𝑘, 𝑖), то будем записывать это
𝜎 ∼ (𝜎*, 𝑘, 𝑖).
Предположим, что фрагмент 𝜎 поступает в произвольный дивайдер 𝐹𝑘,
𝑘 ∈ {1, . . . ,𝐾}, который делит фрагмент 𝜎 на 𝑑𝑘 фрагментов {𝜎1, . . . , 𝜎𝑑𝑘},
𝜎𝑖 ∼ (𝜎, 𝑘, 𝑖), 𝑖 = 1, . . . , 𝑑𝑘. Полученные в результате деления фрагменты мгно-
венно покидают дивайдер и поступают в системы обслуживания. Базовые систе-
мы не меняют сигнатуру фрагмента, а каждый из полученных фрагментов мо-
жет снова разделиться на новые фрагменты при поступлении в другой дивайдер.
Для корректного объединения фрагментов {𝜎1, . . . , 𝜎𝑑𝑘} они все должны в итоге
поступить в некоторый интегратор. Поэтому потребуем выполнения следующего
условия: маршрутизация фрагментов должна быть задана так, что все фрагмен-
ты 𝜎𝑖, 𝑖 = 1, . . . , 𝑑𝑘, полученные в дивайдере 𝐹𝑘, должны впоследствии поступить
и быть объединены только в соответствующем интеграторе 𝐽𝑘. Переход данных
фрагментов в интеграторы 𝐽𝑙, 𝑙 ̸= 𝑘, не допускается.
При поступлении фрагмента 𝜎𝑖 ∈ {𝜎1, . . . , 𝜎𝑑𝑘} в интегратор 𝐽𝑘 он находится в
этом интеграторе до тех пор, пока не поступят все оставшиеся фрагменты из дан-
ного множества. Как только это произошло, фрагменты {𝜎1, . . . , 𝜎𝑑𝑘} освобожда-
ют обслуживающие их приборы, мгновенно объединяются в исходный фрагмент 𝜎,
который сразу же покидает интегратор, переходя в другую систему обслуживания
или источник.
Для удобства фрагмент 𝜎, характеризуемый сигнатурой (𝜎*, 𝑘, 𝑖), будем назы-
вать 𝑘-фрагментом. Напомним, что фрагмент может вернуться в источник требо-
ваний 𝑁0 только в случае, когда он является требованием (0-фрагментом).
1.3 Маршрутизация фрагментов
Для каждого фрагмента в сети обслуживания введем в рассмотрение вектор
перемещений 𝑣.
Определение 2. Пусть произвольный фрагмент 𝜎 характеризуется сигна-
турой (𝜎𝑚, 𝑘𝑚, 𝑖𝑚), и при этом 𝜎𝑛 ∼ (𝜎𝑛−1, 𝑘𝑛−1, 𝑖𝑛−1), 𝑛 = 𝑚,𝑚 − 1, . . . , 2,
𝜎1 ∼ (𝜎1, 0, 1). Вектор 𝑣 = (𝑘0, 𝑘1, . . . , 𝑘𝑚) = (0, 𝑘1, . . . , 𝑘𝑚) назовем вектором
перемещений для 𝑘𝑚-фрагмента 𝜎, где 𝑘𝑚 — ведущий элемент вектора переме-
щений.
Полагаем, что маршрутизация фрагментов такова, что вектор перемещений
каждого фрагмента не может содержать одинаковых элементов, то есть 𝑘𝑖 ̸= 𝑘𝑗 ,
𝑖 ̸= 𝑗, 𝑖, 𝑗 = 1, . . . ,𝑚. Это условие запрещает повторное деление фрагментов,
полученных ранее в результате деления в дивайдере 𝐹𝑘, снова в этом дивайдере
без их предварительного объединения в единый фрагмент в интеграторе 𝐽𝑘.
Все векторы перемещений тогда образуют множество допустимых векторов
перемещений 𝒱, которое является конечным множеством, зависящим от топологии
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сети обслуживания. Пусть 𝑣 = (0, 𝑘1, . . . , 𝑘𝑚), тогда через (𝑣, 𝑘𝑚+1) обозначим
вектор (0, 𝑘1, . . . , 𝑘𝑚, 𝑘𝑚+1).
Возможные переходы фрагментов в сети обслуживания 𝒩 заданы при по-
мощи набора матриц передач Θ =
(︀
Θ(0),Θ(1), . . . ,Θ(𝐾)
)︀
, где Θ(𝑘) =
(︁
𝜃
(𝑘)
𝑖,𝑗
)︁
,
𝑖, 𝑗 = 0, 1, . . . , 𝐿, 𝑘 = 0, 1, . . . ,𝐾.
Элемент 𝜃
(𝑘)
𝑖,𝑗 определяет
– вероятность перехода 𝑘-фрагмента из 𝑁𝑖 в 𝑁𝑗 , если 𝑁𝑖 /∈ ℱ ;
– число 𝑘-фрагментов, полученных при делении фрагмента в дивайдере 𝑁𝑖,
которые перейдут в 𝑁𝑗 , если 𝑁𝑖 ∈ ℱ .
Очевидно, что тогда
𝜃
(𝑘)
𝑥ℱ𝑖 ,𝑗
= 0, 𝑖 = 1, . . . ,𝐾, 𝑖 ̸= 𝑘, 𝑗 = 0, 1, . . . , 𝐿;
𝐿∑︁
𝑗=0
𝜃
(𝑘)
𝑥ℱ𝑘 ,𝑗
= 𝑑𝑘.
Предполагается, что набор матриц передач Θ обеспечивает корректную марш-
рутизацию фрагментов, то есть маршрутизация заданная набором Θ удовлетво-
ряет условиям заданным выше.
2. Анализ сети обслуживания
2.1 Потоки в сети обслуживания
Обозначим через 𝜆
(𝑣)
𝑖𝑛 (𝑁𝑖), 𝜆
(𝑣)
𝑜𝑢𝑡(𝑁𝑖) интенсивности входящего и выходящего
потоков фрагментов с вектором перемещений 𝑣 ∈ 𝒱 для системы обслуживания
𝑁𝑖, 𝑖 = 1, . . . , 𝐿. Тогда суммарные интенсивности входящего Λ𝑖𝑛(𝑁𝑖) и выходя-
щего Λ𝑜𝑢𝑡(𝑁𝑖) потоков фрагментов для систем обслуживания 𝑁𝑖, 𝑖 = 1, . . . , 𝐿,
Λ𝑖𝑛(𝑁𝑖) =
∑︁
𝑣∈𝒱
𝜆
(𝑣)
𝑖𝑛 (𝑁𝑖), (1)
Λ𝑜𝑢𝑡(𝑁𝑖) =
∑︁
𝑣∈𝒱
𝜆
(𝑣)
𝑜𝑢𝑡(𝑁𝑖). (2)
Пусть 𝑘— ведущий элемент вектора перемещений 𝑣 ∈ 𝒱, в стационарном режи-
ме функционирования сети обслуживания интенсивности входящих и выходящих
потоков связаны следующими соотношениями (3),(4):
𝜆
(0)
𝑖𝑛 (𝑁𝑗) = Λ0𝜃
(0)
0,𝑗 +
∑︁
𝑖∈𝑋𝒮∪𝑋𝒥
𝜆
(0)
𝑜𝑢𝑡(𝑁𝑖)𝜃
(0)
𝑖,𝑗 , 𝑘 = 0; (3)
𝜆
(𝑣)
𝑖𝑛 (𝑁𝑗) =
∑︁
𝑖∈𝑋𝒮∪𝑋𝒥
𝜆
(𝑣)
𝑜𝑢𝑡(𝑁𝑖)𝜃
(𝑘)
𝑖,𝑗 +
1
𝑑𝑘
𝜆
(𝑣)
𝑜𝑢𝑡(𝐹𝑘)𝜃
(𝑘)
𝑥ℱ𝑘 ,𝑗
, 𝑘 > 0; (4)
где 𝑗 = 1, . . . , 𝐿.
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Справедливо, что
𝜆
(𝑣)
𝑜𝑢𝑡(𝑆𝑖) = 𝜆
(𝑣)
𝑖𝑛 (𝑆𝑖), 𝑖 = 1, . . . ,𝑀, (5)
𝜆
(𝑣,𝑘)
𝑜𝑢𝑡 (𝐹𝑘) = 𝑑𝑘𝜆
(𝑣)
𝑖𝑛 (𝐹𝑘), 𝜆
(𝑣)
𝑜𝑢𝑡(𝐽𝑘) =
1
𝑑𝑘
𝜆
(𝑣,𝑘)
𝑖𝑛 (𝐽𝑘), 𝑘 = 1, . . . ,𝐾. (6)
𝜆
(𝑣)
𝑖𝑛 (𝐹𝑘) = 𝜆
(𝑣)
𝑜𝑢𝑡(𝐽𝑘), 𝑘 = 1, . . . ,𝐾. (7)
Интенсивности входящих и выходящих потоков фрагментов можно найти для
всех 𝑣 ∈ 𝒱 как решение уравнений (3), (4) с использованием равенств (5) и (6). Од-
нако, для вычисления интенсивностей потоков фрагментов удобнее использовать
следующий алгоритм, который основан на равенстве (7).
Алгоритм вычисления интенсивностей потоков фрагментов
1. Из уравнений потоков для 0-фрагментов найти 𝜆
(0)
𝑖𝑛 (𝑁𝑗), для всех
𝑗 ∈ 𝑋𝒮 ∪𝑋ℱ :
𝜆
(0)
𝑖𝑛 (𝑁𝑗) = Λ0𝜃
(0)
0,𝑗 +
𝑀∑︁
𝑖=1
𝜆
(0)
𝑖𝑛 (𝑆𝑖)𝜃
(0)
𝑥𝒮𝑖 ,𝑗
+
𝐾∑︁
𝑖=1
𝜆
(0)
𝑖𝑛 (𝐹𝑖)𝜃
(0)
𝑥𝒥𝑖 ,𝑗
. (8)
2. Для всех векторов перемещений 𝑣 ∈ 𝒱, для которых найдены 𝜆(𝑣)𝑖𝑛 (𝑁𝑖), где
𝑖 ∈ 𝑋𝒮 ∪𝑋ℱ , выполнить шаг 3.
Затем перейти к шагу 4.
3. Для всех 𝑘 таких, что 𝜆
(𝑣)
𝑖𝑛 (𝐹𝑘) > 0, найти интенсивности потоков фрагментов
𝜆
(𝑣,𝑘)
𝑖𝑛 (𝑁𝑗), где 𝑗 ∈ 𝑋𝒮 ∪ 𝑋ℱ , если они не были найдены ранее, используя
уравнения:
𝜆
(𝑣,𝑘)
𝑖𝑛 (𝑁𝑗) = 𝜆
(𝑣)
𝑖𝑛 (𝐹𝑘)𝜃
(𝑘)
𝑥ℱ𝑘 ,𝑗
+
𝑀∑︁
𝑖=1
𝜆
(𝑣,𝑘)
𝑖𝑛 (𝑆𝑖)𝜃
(𝑘)
𝑥𝒮𝑖 ,𝑗
+
𝐾∑︁
𝑖=1
𝜆
(𝑣,𝑘)
𝑖𝑛 (𝐹𝑖)𝜃
(𝑘)
𝑥𝒥𝑖 ,𝑗
. (9)
Возврат к шагу 2.
4. Вычислить суммарные входящие интенсивности потоков фрагментов во все
системы обслуживания
Λ𝑖𝑛(𝑁𝑖) =
∑︁
𝑣∈𝒱
𝜆
(𝑣)
𝑖𝑛 (𝑁𝑖), 𝑖 ∈ 𝑋𝒮 ∪𝑋ℱ , (10)
Λ𝑖𝑛(𝐽𝑘) = 𝑑𝑘Λ𝑖𝑛(𝐹𝑘), 𝑘 = 1, . . . ,𝐾. (11)
Конец алгоритма.
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2.2 Длительность пребывания требований в сети обслуживания
Определение 3. Множество ℋ𝑘 ⊂ {𝑁1, . . . , 𝑁𝐿}, 𝑘 ∈ {1, . . .𝐾}, таких систем
обслуживания, в которые могут поступить фрагменты с вектором перемеще-
ний, содержащим 𝑘, будем называть подсетью порожденной дивайдером 𝐹𝑘. По-
ложим дополнительно, что 𝐹𝑘 ∈ ℋ𝑘.
Определение 4. Пусть сеть обслуживания 𝒩 функционирует в стационарном
режиме. Обозначим через 𝜏𝑘, 𝑘 = 1, . . . ,𝐾, случайную величину, равную длитель-
ности интервала времени от момента разделения в дивайдере 𝐹𝑘 произвольного
фрагмента до момента объединения всех его частей в интеграторе 𝐽𝑘. Будем
называть 𝜏𝑘 длительностью реакции подсети ℋ𝑘.
Определение 5. Матрицу Θ(𝑘) из набора матриц передач Θ назовем элемен-
тарной матрицей, если столбцы, соответствующие переходам во все дивайдеры,
состоят из нулей, то есть
𝜃
(𝑘)
𝑖,𝑥ℱ𝑗
= 0, 𝑖 = 0, 1, . . . , 𝐿, 𝑗 = 1, . . . ,𝐾.
Конечность множества допустимых векторов перемещений 𝒱 влечет следующее
утверждение.
Утверждение 1. Среди матриц передачи {Θ(1), . . . ,Θ(𝐾)} существует, по край-
ней мере, одна элементарная матрица.
Определение 6. Пусть для некоторого 𝑘 ∈ {1, . . . ,𝐾}, Θ(𝑘)— элементарная
матрица, тогда будем называть подсеть ℋ𝑘 элементарной подсетью.
Пусть ℋ𝑘, 𝑘 ∈ {1, . . . ,𝐾}, есть элементарная подсеть. Через 𝒜(𝑘) обозначим
множество номеров базовых систем обслуживания, в которые переходят фрагмен-
ты непосредственно после деления в дивайдере 𝐹𝑘, то есть
𝒜(𝑘) =
{︁
𝑗 ∈ {1, . . . ,𝑀} : 𝜃(𝑘)
𝑥ℱ𝑘 ,𝑥
𝒮
𝑗
> 0
}︁
.
Далее, пусть 𝜃
(𝑘)
𝑥ℱ𝑘 ,𝑥
𝒮
𝑖
> 0, тогда
ℬ(𝑘, 𝑆𝑖) = (𝑏1, 𝑏2, . . . , 𝑏𝑐𝑏),
𝑏1 = 𝑖, 𝑏2 < 𝑏3 < · · · < 𝑏𝑐𝑏 ,
обозначает упорядоченную последовательность номеров всех базовых систем 𝑆𝑏𝑗 ,
𝑗 = 2, . . . , 𝑐𝑏, в которые возможно поступление 𝑘-фрагментов из системы 𝑆𝑖.
Пусть 𝜉 есть непрерывная случайная величина с фазовым распределением
и параметрами (𝛼,𝐴), обозначим это как 𝜉 ∼ PH(𝛼,𝐴) [11–14]. Известно [12],
что если 𝜉 ∼ PH(𝛼,𝐴) и 𝜂 ∼ PH(𝛽,𝐵) суть независимые случайные величи-
ны, то случайная величина max {𝜉, 𝜂} имеет фазовое распределение PH(𝛾,𝐶), где
(𝛾,𝐶) = (𝛼,𝐴) ∨ (𝛽,𝐵), а операция “ ∨ ” определена следующим образом
𝛾 = (𝛼⊗ 𝛽, (1− 𝛽1)𝛼, (1−𝛼1)𝛽) , (12)
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𝐶 =
⎛⎝𝐴⊕𝐵 𝐼 ⊗ (−B1) (−A1)⊗ 𝐼0 𝐴 0
0 0 𝐵
⎞⎠ , (13)
здесь 1 — вектор-столбец из единиц, ⊕, ⊗ — символы операций суммы и произве-
дения Кронекера, 𝐼— единичная матрица.
Теорема 1. Длительность реакции 𝜏𝑘 элементарной подсети ℋ𝑘, 𝑘 ∈ {1, . . . ,𝐾},
имеет фазовое распределение PH
(︀
𝛼(𝑘),𝐴(𝑘)
)︀
, где
(𝛼(𝑘),𝐴(𝑘)) =
⋁︁
𝑗∈𝒜(𝑘)
⎛⎜⎜⎝
𝜃
(𝑘)
𝑥ℱ
𝑘
,𝑥𝒮
𝑗⋁︁
𝑙=1
(︁
?ˆ?(𝑗), ?ˆ?(𝑗)
)︁⎞⎟⎟⎠ , (14)
?ˆ?(𝑗) =
(︁
?ˆ?(𝑗)𝑛
)︁
, 𝑛 = 1, . . . , 𝑐𝑏,
?ˆ?
(𝑗)
1 = 1, (15)
?ˆ?(𝑗) =
(︁
?ˆ?(𝑗)𝑛,𝑚
)︁
, 𝑛,𝑚 = 1, . . . , 𝑐𝑏,
?ˆ?(𝑗)𝑛,𝑚 = 𝜇𝑏𝑛𝜃
(𝑘)
𝑛*,𝑚* , 𝑛 ̸= 𝑚, (16)
?ˆ?(𝑗)𝑛,𝑛 = −𝜇𝑏𝑛 . (17)
Здесь (𝑏1, . . . , 𝑏𝑐𝑏) = ℬ(𝑘, 𝑆𝑗),
𝑛* = 𝑥𝒮𝑏𝑛 , 𝑚
* = 𝑥𝒮𝑏𝑚 .
Доказательство. Рассмотрим произвольный фрагмент 𝜎, поступающий в дивай-
дер 𝐹𝑘, в котором происходит его деление на 𝑑𝑘 фрагментов {𝜎1, . . . , 𝜎𝑑𝑘}. Фраг-
менты переходят по элементарной подсети обслуживания ℋ𝑘 так, что поступают
в интегратор 𝐽𝑘 для объединения. В процессе перехода фрагментов от 𝐹𝑘 до 𝐽𝑘
они не делятся, так как ℋ𝑘 является элементарной подсетью.
Пусть фрагмент 𝜎𝑖, 𝑖 ∈ {1, . . . , 𝑑𝑘}, переходит из дивайдера 𝐹𝑘 непосредственно
в базовую систему 𝑆𝑞𝑖 , 𝑞𝑖 ∈ 𝒜(𝑘). Пусть (𝑏1, . . . , 𝑏𝑐𝑏) = ℬ(𝑘, 𝑆𝑞𝑖). Для удобства
введем следующие обозначения:
𝑛* = 𝑥𝒮𝑏𝑛 , 𝑚
* = 𝑥𝒮𝑏𝑚 .
Процесс перехода фрагмента 𝜎𝑖, начиная от момента его поступления в ба-
зовую систему 𝑆𝑞𝑖 и до момента его поступления в интегратор 𝐽𝑘, представим
как эволюцию поглощающей цепи Маркова с непрерывным временем [15]. Данная
цепь Маркова имеет множество состояний {0, 1, . . . , 𝑐𝑏}. Переход цепи в состоя-
ние 𝑛 ∈ {1, . . . , 𝑐𝑏} соответствует поступлению фрагмента 𝜎𝑖 в базовую систему
𝑆𝑏𝑛 . Длительность пребывания в состоянии 𝑛 есть случайная величина с экспо-
ненциальным распределением с параметром 𝜇𝑏𝑛 . Цепь переходит из состояния 𝑛 в
состояние 𝑚 ∈ {1, . . . , 𝑐𝑏} с вероятностью 𝜃(𝑘)𝑛*,𝑚* , которая является вероятностью
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перехода фрагмента 𝜎𝑖 из базовой системы 𝑆𝑏𝑛 в систему 𝑆𝑏𝑚 после окончания
обслуживания в базовой системе 𝑆𝑏𝑛 .
Состояние цепи 𝑚 = 0 является поглощающим состоянием. Переход цепи в это
состояние отображает поступление фрагмента 𝜎𝑖 в интегратор 𝐽𝑘. Цепь переходит
из состояния 𝑛 ∈ {1, . . . , 𝑐𝑏} в состояние 𝑚 = 0 с вероятностью 𝜃(𝑘)𝑛*,𝑥𝒥𝑘 .
Таким образом, процесс перехода фрагмента 𝜎𝑖 представлен в виде процесса
эволюции цепи Маркова с начальным распределением (?ˆ?
(𝑞𝑖)
0 , ?ˆ?
(𝑞𝑖)), где ?ˆ?
(𝑞𝑖)
1 = 1.
Генератор ?ˆ?(𝑞𝑖) цепи, описывающей переходы фрагмента 𝜎𝑖, имеет вид
?ˆ?(𝑞𝑖) =
(︂
0 0
−?ˆ?(𝑞𝑖)1 ?ˆ?(𝑞𝑖)
)︂
, (18)
где
?ˆ?(𝑞𝑖) =
(︁
?ˆ?(𝑞𝑖)𝑛,𝑚
)︁
, 𝑛,𝑚 = 1, . . . , 𝑐𝑏,
?ˆ?(𝑞𝑖)𝑛,𝑚 = 𝜇𝑏𝑛𝜃
(𝑘)
𝑛*,𝑚* , 𝑛 ̸= 𝑚, (19)
?ˆ?(𝑞𝑖)𝑛,𝑛 = −𝜇𝑏𝑛 . (20)
Обозначим через 𝜉𝑖 случайную величину, равную длительности интервала вре-
мени до поглощения цепи Маркова, тогда, исходя из вероятностной интерпретации
фазового распределения, 𝜉𝑖 ∼ PH(?ˆ?(𝑞𝑖), ?ˆ?(𝑞𝑖)).
Длительность реакции 𝜏𝑘 элементарной подсети ℋ𝑘 тогда может быть опреде-
лена как наибольшая из всех случайных величин 𝜉𝑖, 𝑖 = 1, . . . , 𝑑𝑘. Таким образом,
𝜏𝑘 = max {𝜉1, . . . , 𝜉𝑑𝑘} имеет фазовое распределение с параметрами (𝛼(𝑘),𝐴(𝑘)),
где
(𝛼(𝑘),𝐴(𝑘)) =
𝑑𝑘⋁︁
𝑖=1
(︁
?ˆ?(𝑞𝑖), ?ˆ?(𝑞𝑖)
)︁
.
Упростив (выделив одинаковые параметры фазовых распределений), приходим к
утверждению теоремы.
Замечание 1. Аналогичным образом может быть получено распределение дли-
тельности пребывания требований в сети массового обслуживания, которая не
содержит дивайдеров и интеграторов. Поглощение в соответствующей модельной
цепи Маркова отображает возвращение требования в источник требований. На-
чальное распределение определяется исходя из тех базовых систем, в которые
требование может поступить непосредственно из источника.
Замечание 2. Элементарная подсеть ℋ𝑘 может быть представлена как система
типа · /PH(𝛼(𝑘),𝐴(𝑘))/∞.
Теорема 1 позволяет рассмотреть процесс обслуживания фрагмента в элемен-
тарной подсети как эволюцию некоторой поглощающей цепи Маркова. Данную
цепь Маркова можно рассматривать также как модель процесса обслуживания
фрагмента в подсети обслуживания, которая не содержит дивайдеров и интегра-
торов (то есть все системы обслуживания — базовые системы).
Рассмотрим процедуру модификации исходной сети обслуживания 𝒩 , при ко-
торой элементарная подсеть ℋ𝑘 замещается на другую подсеть, не содержащую
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дивайдеров и интеграторов, с таким же распределением длительности пребывания
фрагментов в ней. Указанную процедуру будем называть редукцией сети обслу-
живания 𝒩 относительно элементарной подсети ℋ𝑘.
Определение 7. Пусть PH(𝛼(𝑘),𝐴(𝑘)) есть распределение длительности реак-
ции для элементарной подсети ℋ𝑘 с 𝑌 фазами,
𝛼(𝑘) =
(︁
𝛼
(𝑘)
𝑖
)︁
,
𝐴(𝑘) =
(︁
𝑎
(𝑘)
𝑖,𝑗
)︁
, 𝑖, 𝑗 = 1, . . . , 𝑌.
Интенсивности перехода 𝑎*𝑖 модельной цепи Маркова данного фазового распреде-
ления из состояния 𝑖 = 1, . . . , 𝑌, в поглощающее состояние имеют вид
𝑎*𝑖 = −
𝑌∑︁
𝑗=1
𝑎
(𝑘)
𝑖,𝑗 .
В результате редукции будет получена новая сеть обслуживания ?˜? , постро-
енная по следующему алгоритму.
Обозначение параметров сети ?˜? отличается от аналогичных парамеров сети
𝒩 наличием знака ∼ над обозначением параметра.
Алгоритм редукции сети обслуживания относительно подсети ℋ𝑘
1. Положить параметры сети ?˜? равными параметрам сети 𝒩 .
2. Определить множество новых базовых систем 𝒮 ′ = {𝑆′1, . . . , 𝑆′𝑌 }. Интенсив-
ность обслуживания 𝜇′𝑖 базовой системы 𝑆
′
𝑖, 𝑖 = 1, . . . , 𝑌, полагается
𝜇′𝑖 := −𝑎(𝑘)𝑖,𝑖 . (21)
3. Добавить базовые системы из множества 𝒮 ′ в множество базовых систем се-
ти ?˜? . В каждую из матриц Θ˜(𝑙), 𝑙 = 0, 1, . . . ,𝐾, ввести 𝑌 новых строк и
столбцов, отображающих переходы фрагментов для базовых систем из мно-
жества 𝒮 ′, таким образом, что элементы строки и столбца с номером 𝐿 + 𝑖
соответствуют вероятностям переходов для базовой системы 𝑆′𝑖, 𝑖 = 1, . . . , 𝑌 .
Определить элементы матрицы передачи следующим образом:
𝜃
(𝑙)
𝐿+𝑖,𝐿+𝑗 :=
𝑎
(𝑘)
𝑖,𝑗
𝜇′𝑖
, 𝑖 ̸= 𝑗, (22)
𝜃
(𝑙)
𝐿+𝑖,𝐿+𝑖 := 0, (23)
𝑖, 𝑗 = 1, . . . , 𝑌 , 𝑙 = 0, . . . ,𝐾.
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4. Для 𝑙 = 0, . . . ,𝐾, положить:
𝜃
(𝑙)
𝑖,𝐿+𝑗 := 𝛼
(𝑘)
𝑗 𝜃
(𝑙)
𝑖,𝑥ℱ𝑘
, 𝑖 = 0, . . . , 𝐿, 𝑗 = 1, . . . , 𝑌, (24)
𝜃
(𝑙)
𝐿+𝑖,𝑗 :=
𝑎*𝑖
𝜇𝑖
𝜃
(𝑙)
𝑥𝒥𝑘 ,𝑗
, 𝑖 = 1, . . . , 𝑌, 𝑗 = 0, . . . , 𝐿. (25)
5. Исключить матрицу Θ˜(𝑘) из набора матриц передач Θ˜.
6. Исключить из множества систем обслуживания сети ?˜? дивайдер 𝐹𝑘 и интег-
ратор 𝐽𝑘, а также соответствующие им строки и столбцы из набора матриц
передач Θ˜.
7. Все базовые системы {𝑆𝑖 : 𝑖 ∈ 𝑋𝒮} сети 𝒩 , в которые поступал поток только
𝑘-фрагментов, исключить из сети ?˜? . Из набора матриц передач Θ˜ исклю-
чаются соответствующие строки и столбцы.
Конец алгоритма.
Теорема 2. Длительность пребывания требований в сети массового обслужи-
вания 𝒩 с делением и слиянием требований имеет фазовое распределение.
Доказательство. Пусть для некоторого 𝑘 ∈ {1, . . . ,𝐾}, ℋ𝑘 является элементар-
ной подсетью в сети обслуживания 𝒩 . Выполним процедуру редукции относи-
тельно ℋ𝑘, в результате получим новую сеть массового обслуживания ?˜?1. Если
в сети обслуживания ?˜?1 будет существовать элементарная подсеть, то выполним
редукцию снова относительно найденной элементарной подсети. Таким образом,
получаем последовательность ?˜?1, ?˜?2, . . . , ?˜?𝐾 сетей массового обслуживания. Сеть
?˜?𝐾 не будет содержать дивайдеров и интеграторов, а распределение длительно-
сти пребывания требований в ней может быть получено исходя из следствия тео-
ремы 1.
3. Пример
Рассмотрим сеть массового обслуживания с делением и слиянием требований,
топология которой представлена ориентированным графом (Рис. 1), вершины ко-
торого обозначают системы обслуживания, а дуги соответствуют переходам фраг-
ментов между системами сети.
Сеть обслуживания состоит из 𝐿 = 10 систем, 𝒮 = {𝑆1, . . . , 𝑆6}, ℱ = {𝐹1, 𝐹2},
𝒥 = {𝐽1, 𝐽2}, 𝑁0 —источник требований.
Дуга из𝑁𝑖 в𝑁𝑗 имеет метку
(︁
𝜃
(0)
𝑖,𝑗 , 𝜃
(1)
𝑖,𝑗 , 𝜃
(2)
𝑖,𝑗
)︁
. Например, дуга с меткой (0; 0,5; 1),
ведущая из 𝑆2 в 𝑆4, означает, что 1-фрагменты переходят из 𝑆2 в 𝑆4 с вероятно-
стью 0,5, для 2-фрагментов этот же переход осуществляется с вероятностью 1.
Вероятность поступления требования из источника 𝑁0 в 𝐹1 равна 0,5. Требова-
ние, поступившее в 𝐹1, делится на два 1-фрагмента, один из которых поступает в
𝑆1, а другой — в 𝑆2.
Пусть Λ0 = 1, 𝜇𝑖 = 2, 𝑖 = 1, . . . , 6.
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N0
S1
S2
S3
S4
S5
S6
F1
F2
J1
J2
(0
,5
; 0
; 0
)
(0,5; 0; 0)
(0; 1; 0)
(0; 1; 0)
(0; 0; 1)
(0;
0; 1
)
(0; 0; 1)
(0; 1; 0)
(0; 0,5; 1)
(0
; 0
,5;
0)
(0; 0; 0,3)
(0
;0
;0
,7
)
(0
; 0
,5;
0,2
)
(0
;0
,5
;0
)
(0
;0
;0
,8
)
(0; 0; 0,3)
(0
; 1
; 0
,7)
(1; 0; 0)
(1
; 0
; 0
)
(1; 0; 0)
Рис. 1: Пример сети обслуживания с делением и слиянием требований
Суммарные интенсивности входящих потоков фрагментов для систем обслу-
живания сети:
Λ𝑖𝑛(𝑆1) = 0,5, Λ𝑖𝑛(𝑆2) = 1,35,
Λ𝑖𝑛(𝑆3) = 0,5, Λ𝑖𝑛(𝑆4) = 1,8953,
Λ𝑖𝑛(𝑆5) = 1,0291, Λ𝑖𝑛(𝑆6) = 1,
Λ𝑖𝑛(𝐹1) = 0,5, Λ𝑖𝑛(𝐹2) = 0,5,
Λ𝑖𝑛(𝐽1) = 1, Λ𝑖𝑛(𝐽2) = 1,5.
Рассмотрим распределение длительности реакции 𝜏1 для элементарной подсети
ℋ1 = {𝐹1, 𝑆1, 𝑆2, 𝑆4, 𝑆5, 𝐽1}.
Из теоремы 1 получаем:
𝒜(1) = {1, 2},
ℬ(1, 𝑆1) = (1), ℬ(1, 𝑆2) = (2, 4, 5);
параметры фазового распределения
?ˆ?(1) = (1), ?ˆ?(1) = (−2);
?ˆ?(2) = (1, 0, 0), ?ˆ?(2) =
⎛⎝−2 1 00 −2 1
0 2 −2
⎞⎠ ;
тогда параметры распределения длительности реакции подсети ℋ1
𝛼(1) = (1, 0, 0, 0, 0, 0, 0),
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𝐴(1) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
−4 1 0 1 2 0 0
0 −4 1 1 0 2 0
0 2 −4 0 0 0 2
0 0 0 −2 0 0 0
0 0 0 0 −2 1 0
0 0 0 0 0 −2 1
0 0 0 0 0 2 −2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
После выполнения редукций получаем, что математическое ожидание E(𝜏)
длительности пребывания требований в сети обслуживания 𝒩 и дисперсия 𝑉 𝑎𝑟(𝜏)
длительности пребывания требований равны:
E(𝜏) = 2,2027, 𝑉 𝑎𝑟(𝜏) = 1,8736.
Заключение
В данной работе рассмотрено обобщение классических сетей массового обслу-
живания с делением и слиянием требований и получено распределение длительно-
сти пребывания требований в сетях данного класса. В качестве предмета дальней-
ших исследований может быть рассмотрен случай одноприборных базовых систем
обслуживания.
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This article introduces a generalization of the classical parallel-server fork-
join queueing networks. We consider open fork-join queueing networks with
an arbitrary topology. There are three types of nodes in the queueing
networks (service-nodes, fork-nodes, join-nodes). We focus on the infinite
server case, in which each service-node is a queueing system with infinite
servers. An arriving job is split (at fork-nodes) into a number of independent
tasks that are serviced in parallel (at multiple service-nodes). Each task can
be split at fork-nodes repetitively. These tasks synchronize (at join-nodes)
before they leave the network. A method, which allows to obtain the sojourn
time distribution, was developed.
Keywords: fork-join networks, queueing network, sojourn time
distribution, performance evaluation, synchronization, parallel processing,
PH-distribution.
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