Abstract-Gaussian process models provide a probabilistic non-parametric modelling approach for black-box identification of non-linear dynamic systems. The Gaussian processes can highlight areas of the input space where prediction quality is poor, due to the lack of data or its complexity, by indicating the higher variance around the predicted mean. Gaussian process models contain noticeably less coefficients to be optimized. This paper illustrates possible application of Gaussian process models within model-based predictive control. The extra information provided within Gaussian process model is used in predictive control, where optimization of control signal takes the variance information into account. The predictive control principle is demonstrated on control of pH process benchmark.
I. INTRODUCTION
Model Predictive Control (MPC) is a common name for computer control algorithms that use an explicit process model to predict the future plant response. According to this prediction in the chosen period, also known as the prediction horizon, the MPC algorithm optimizes the manipulated variable to obtain an optimal future plant response. The input of chosen length, also known as control horizon, is sent into the plant and then the entire sequence is repeated again in the next time period. The popularity of MPC is to a great extent owed to the ability of MPC algorithms to deal with constraints that are frequently met in control practice and are often not well addressed with other approaches. MPC algorithms can handle hard state and rate constraints on inputs and states that are usually, but not always incorporated in the algorithms via an optimization method. Linear model based predictive control approaches [ 121 started appearing in the early eighties and are well-established in control practice (e.g. overview in [17] The paper is organized as follows. Dynamic Gaussian process models are described in the next section. The control algorithm principle is described in Section I11 and illustrated with the benchmark pH process control in Section IV. Conclusions are stated at the end of the paper.
MODELLING OF DYNAMIC SYSTEMS WITH GAUSSIAN PROCESSES
A Gaussian process is an example of the use of a flexible, probabilistic, non-parametric model with uncertainty predictions. Its use and properties for modelling are reviewed in
P11.
A Gaussian process is a collection of random variables which have a joint multivariate Gaussian distribution. Assuming a relationship of the form y = f(x) between an input x and output y. we have y', . . . , y" -N(0, E), where E,, = Cov(y,,y,) = C(x,,x,) gives the covariance between output points corresponding to input points xp and x q . Thus, the mean p(x) (usually assumed to be zero) and the covariance function C(x,,x,) fully specify the Gaussian process. Note that the covariance function C(., .) can be any function with the property that it generates a positive definite covariance matrix. has to be calculated at every iteration. The described approach can be easily utilized for regression calculation. Based on training set X a covariance matrix K of size N x N is determined. As already mentioned before the aim is to find the distribution of the corresponding output y* at some new input vector
For a new test input XI, the predictive distribution of the corresponding output is y*/x*, (X, y ) and is Gaussian, with mean and variance
vector of covariances between the test and training cases and k ( x * ) = C(x*,x*) is the covariance between the test input and itself.
For multi-step ahead prediction we have to take account of the uncertainty of f h r e predictions which provide the 'inputs' for estimating further means and uncertainties.
If we now consider a new random input, x* N l\/(pz., &.), Girard er. U/. [3] , have shown that, within a Gaussian approximation and a Taylor expansion p(x^) and u2(x*) around hZ., the predictive distribution is again Gaussian with mean and variance
( 5 )
For a more detailed derivation see [3] . Equations (4) and (5) can be applied to calculation of multi-step ahead prediction with propagation of uncertainty.
Gaussian processes can, like neural networks, be used to model static nonlinearities and can therefore be used for modelling of dynamic systems if delayed input and output signals are fed back and used as regressors. In such cases an autoregressive model is considered, such that the current output depends on previous outputs, as well as on previous control inputs.
Where k denotes consecutive number of data sample. Let x denote the state vector composed of the previous outputs y and inputs U up to a given lag L and E is white noise. It is worthwhile noting that the derivatives of means and variances can be calculated in straightforward manner. For more details see [20] or [3] .
As can be seen fiom the presented relations the obtained model describes both the dynamic characteristics of nonlinear system, and at the same time provides information about the confidence in these predictions. The Gaussian process can highlight areas of the input space where prediction quality is poor, due to the lack of data, by indicating the higher variance around the predicted mean.
NONLINEAR MODEL PREDICTIVE CONTROL
Nonlinear model predictive control as it was applied with the Gaussian process model can be in general described with a block diagram, as depicted in Figure 1 . The model used is fixed, identified off-line, which means that used control algorithm is not an adaptive one. The structure of the entire control loop is therefore less complex as in the case where used model changes with time. The following items describe the basic idea of predictive control:
Prediction of system output signal y(k+j) is calculated for each discrete sample k for a large horizon in
, N z ) . Predictions are denoted
as $(k + jlk) and represent j-step ahead prediction, . The reference trajectory is determined r ( k + j l k ) , j = N I , . . . , N2, which determines reference process response from present value y(k) to the setpoint trajectory w(k).
. The vector of future control signals (u(k + j l k ) , j = 0,. , . ,Nu -1) is calculated by minimization of objective function such that predicted error between
Structuring of future control samples can be used in some approaches. Only the first element u(klk) of the optimal control signal vector u(k + j ( k ) , j = 0, . . . ,Nu -1 is applied.
In the next sample a new measured output sample is available and the entire described procedure is repeated. This principle is called receding horizon strategy. A moving-horizon minimization problem of the special form [12] 
is used in our case, where U(k) = [u(k) . . . u ( k + P ) ] is input signal, P is the coincidence point (the point where a match between output and reference value is expected) and inequalities from (8) to (12) represent constraint on output variance k,, input hard constraint k,h, input rate constraint k,,, state hard constraint ksh and state rate constraint k,,
respectively. The process model is a Gaussian process.
The optimization algorithm, which is constrained nonlinear programming, is solved at each sample time over a prediction horizon of length P , for a series of moves which equals to control horizon. In our case control horizon was chosen to be one and to demonstrate constraint on variance the rest of constraints was not taken into the account. Nevertheless, all this modifications do not change the generality of solution, but they do affect the numerical solution itself.
Altemative ways of how NMPC with Gaussian process models can be realized are as follows.
. Different objective function: The objective function used (7) is just one of many possible ones. It is well known that selection of the objective function has a major impact on the amount of computation.
. Optimization problem for AU(k) instead of U(k)]:
This is not just a change of formalism, but also enables other forms of MPC. One possibility is a DMC controller with nonlinear model, e.g.
[7] -a frequently used principle, that together with appropriate objective function enables problem representation as a least squares problem that can be solved in one iteration in which an explicit solution is found. This is, as in the case with other special case simplifications, not a general case solution.
. Soft constraints: Using constraint optimization algorithms is very demanding for computation and soft constrains, namely weights on constrained variables in objective function, can be used to decrease the amount of computation. More on this topic can be found in [8],
. Linear MPC: It is worth to remark that even though this is a constrained nonlinear MPC problem it can be used in its specialized form as a robust linear MPC. There are several issues of interest for applied NMPC. Let us mention some of them. One of them is efficient numerical solution. Nonlinear programming optimization algorithm is very demanding for computation. Various approximations and other approaches (e.g. approximation of explicit solution) exist to decrease computational load, mainly for special cases, like linear process models or special objective functions.
One possibility to decrease the computational load necessary for optimization is with the incorporation of prediction derivation (and variance) into optimization algorithm. When using Gaussian process models the prediction and variance derivation can be calculated in a straightforward manner.
Stability of the closed-loop systems is next issue. At present no stability conditions have been derived for Gaussian processes as a representative of probabilistic nonparametric models.
Applied control can not avoid issue of control system robustness. This issue has a major impact on the applicability of the algorithm in practice. The fact that the process model contains the information about the model confidence enables controller to optimize the manipulative variable to "avoid" regions where the confidence in model is not high enough. This possibility itself makes the controller robust ~3 1 . if applied properly. MPC robustness in the case of other algorithms is usually not some specially built feature of the MPC algorithms, but was more an issue of assessment for particular MPC algorithms.
IV. EXAMPLE

A. pHprocess
A simplified schematic diagram of the pH neutralization process taken from [6] is given in Figure 2 . The process consists of an acid stream (QI), buffer stream (622) and base stream (Q3) that are mixed in a tank TI. Prior to mixing, the acid stream enters the tank Tz which introduces additional flow dynamics. The acid and base flow rates are controlled with flow control valves, while the buffer flow rate is controlled manually with a rotameter. The effluent pH @H) is the measured variable. Since the pH probe is located downstream from the tank TI, a time delay (Td) is introduced in the pH measurement. In this study, the pH is controlled by manipulating the base flow rate. A more detailed description of the process with mathematical model and necessary parameters is presented in [6] .
The dynamic model of the pH neutralization system shown in Fig. 2 is derived using the conservation equations and equilibrium relations. The model also includes valve and transmitter dynamics as well as hydraulic relationships for the tank outlet flows. Modelling assumptions include perfect mixing, constant density, and complete solubility of the ions involved. The simulation model of pH process, which was used for necessary data generation contains therefore various non-linear elements as well as implicitly calculated function which is value of highly non-linear titration curve.
B. Model identification
Based on responses and iterative cut-and-try procedure a sampling time of 25 seconds was selected. The sampling
Ql
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U Y ! '--r 9 Q4 Fig. 2 . The pH neuhaliration system scheme time was sn large that the dead-time mentioned in the previous section disappeared.
The chosen identification signal of 400 samples was generated from a uniform random distribution and rate of 50 seconds.
Obtained hyperparameters of the third order Gaussian process model were: Wzl W s ,~4 ,   W5, W6,210,t~li   = [-6.0505, -2.0823, -0,4785,-5.3388,-3.4206,   -8.7080,0.8754, -5 .41641
(13)
where hyperparameters from w1 to w3 denote a weight for each output regressor, from wq to We denote a weight for each input regressor, vo is estimated noise variance and u1 is the estimate of the vertical variance.
The region in which the model was obtained can be seen from Figure 3 . A very good fit can be observed for the identification input signal which was used for optimization. However, the obtained model contains information mainly in the region below pH=7 as can be concluded from the response in Figure 3 . The validation signal had lower magnitude and frequency components than the identification signal. The rationale behind this is that if the identified model was excited with a richer signal, than it bas to respond well to the signal with less components. The validation signal was obtained with generator of random noise with uniform distribution and rate of 500 seconds. complimented also with other constraints when necessary. The use of Gaussian process models makes it possible to include information about the trust in the model depending on the region. Incorporating this information enables a design of robust controller that will optimize action according to the validity of model. The paper indicates that using Gaussian process models offers an attractive possibility for control design that results in a controller with a higher level of robustness due to information contained in the model. It is necessary to stress that the presented control strategy represents only a feasibility test for Gaussian process application for model predictive control and additional efforts are necessary before this approach will be applicable in engineering practice. The principle shown in the paper is quite general and several modifications that accelerate computation can be used and are planned to be derived in the future.
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