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JBIOILE 'JrRAN§JPOR'JI' AND REILAXA'JrJION TIN 'JrJBIE 
VAJLENCJE BAND§ OJF A §EMJICONDUC'JrOR QlUAN'JrlUM WJEJLJL 
AB§'JrRAC'Jr 
This thesis describes the development, from first principles, of a set of Monte 
Carlo programs to simulate the transport and relaxation of quantum confined 
holes. We have examined the particular case of hole dynamics in a 100A 
GaAs/ AlAs single quantum well. Information on the valence band energy disper-
sions and hole wavefunctions in the quantum well is obtained from a 4-band k.p 
calculation. We derive expressions for th-e quantum confined hole.:phofion matrix 
elements and scattering rates which incorporate the 4-band k.p bandstructure, 
and present detailed results for intra- and inter-band· scattering in the first four 
valence sub bands of the quantum well. We consider scattering by acoustic ( defor-
mation potential), non-polar optical, polar optical and piezoelectric phonons. The 
scattering matrix elements in all cases show marked variations with the wavevec-
tors of the scattering states, due to strong heavy - light hole mixing in the valence 
subbands. The phonon scattering rates show additional structure related to the 
regions of extremely large densities of states which exist in sub band energy minima 
located away from the Brillouin zone centre. 
We have carried out simulations of steady state electric field heating of the 
quantum confined holes. The structure in the scattering rates is reflected in the low 
energy portions of the carrier energy distributions, and large carrier populations 
are found in the off-zone-centre band minima. Using the high energy tails of these 
distributions, we have been able to define effective temperatures for carriers in 
each subband. The similarity of these temperatures indicates that intersubband 
scattering is important in carrier thermalisation. We have obtained values for 
the hole energy loss rates in the steady state, which we are able to compare with 
experimental results. 
We have also undertaken a detailed study of the transient cooling of quantum 
confined holes, for a range of initial conditions. We use an approximate model 
of inelastic acoustic scattering, and include, in our results, the time dependent 
energy loss rates resolved into components due to intra- and inter-band scattering 
by optical and acoustic phonons. The relative efficiency of cooling via different 
numbers of subbands is compared, and the possibility of carrier trapping in the 
sub band energy minima is critically investigated. The influence of features peculiar 
to the quantum well valence bandstructure, in particular, the presence of off-zone-
centre energy minima, is also examined. 
CON'JrEN'Jr§ 
Abstract 
List of Symbols 
Chapter ~ 'Jrll!e Mo:rr:nte Carlo Metll!odl 
2A Basic Monte Carlo Transport Simulation 
2A.1 The Stochastic Model of Electronic Transport 
2A.2 Monte Carlo Estimators 
2A.3 Distribution Functions 
2B Monte Carlo Algorithms 
2B.1 Single Particle Algorithm 
2B.2 Ensemble Algorithm 
2C Further Refinements 
2C.1 Improved Self Scattering Efficiency 
2C.2 Variance Reduction 
Chapter 3 Carrier-Phonon Scattering in Bulk Semiconductors 
3A Fundamental Electron-Phonon Scattering Theory 
3A.1 Basic Principles 
3A.2 Coupling Coefficients 
3B Electron-Phonon Scattering in a Simple Parabolic Band 
3C Hole-Phonon Scattering in the GaAs Valence Bands 
v 
1 
4 
5 
5 
8 
10 
12 
12 
13 
18 
18 
21 
23 
23 
24 
Chapter 41 Monte Carlo Simulations of Hole 'I'ransport in Bulk GaAs 42 
4A 77K Hole-Phonon Scattering Rates 43 
4B Angular Dependence of the Scattering Rates 45 
4C Simulations 49 
4C.1 77K Simulations 49 
4C.2 300K Simulations 50 
Chapter 5 Carrier-Phonon Scattering in Semiconductor Quantum 
wens 52 
5A Electron-Phonon Scattering in Quasi-2D Systems 52 
5B 2D Electron-Phonon Scattering in the Confined Carrier / 
Bulk Phonon Approximation 
5C 2D Hole-Phonon Scattering 
54 
58 
Ch.at]prterr 8 
6A 
6B 
6C 
6D 
6E 
Chapter 1 
7A 
7B 
7C 
Chapter 8 
8A 
8B 
8C 
8D 
8E 
8F 
8G 
Chapter 9 
9A 
9B 
Contents m 
5C.l The Quantum Confined Valence Bandstructure 
5C.2 2D Hole-Phonon Scattering Matrix Elements in the 
4-Band k. p Scheme 
5C.3 Calculation of the 2D Hole-Phonon Scattering Rates 
Q1!ll.atJmt1!llm Colrllfinedl JHiole-JPhonon §ca.Uerring 
Ma.trrix JE]emelrllts 
Introduction 
Overlap Integrals 
Matrix Elements 
6C.l Matrix Elements for Optical Phonon Scattering 
6C.2 Matrix Elements for Acoustic Phonon Scattering 
Angular Dependence of the Matrix Elements 
Screening of the Polar Optical and Piezoelectric Interactions 
Quantum Confined Hole-Phonon Scattering Rates 
Densities of States 
7A.1 Densities of States as derived from the Band Dispersions 
7A.2 Analysis of the Densities of States around the Critical Points 
7A.3 Broadening of the Densities of States 
Scattering Rates 
7B.l Scattering Rate Parameters 
7B.2 Scattering Rate Results 
Inelastic Acoustic Scattering 
7C.l The Average Phonon Energy Approximation 
7C.2 Detailed Balancing of the Scattering Rates 
Monte Ca:rlo Implementation 
Preliminary Details of the Simulation Codes 
Bandstructure Routines 
Scattering Rate Routines 
Self Scattering 
Scattering Process Selection 
Angular Dependences for Polar Optical and Piezoelectric Processes 
General Program Specifications 
Electric Field Heating of Quantum Confined Holes 
Electric Field Dependence of the Basic Monte Carlo Estimators 
Hole Energy Distributions 
58 
59 
62 
68 
68 
70 
72 
72 
77 
80 
83 
84 
84 
84 
85 
86 
90 
90 
92 
94 
94 
95 
97 
97 
99 
101 
104 
105 
108 
109 
111 
112 
115 
9C Carrier Temperatures 
9D Energy Loss Rates 
9E Hole Distributions in the 2D Wavevector Plane 
Chapte:r Jl.l[]) Coo!iJmg of Q11lalt1li1l]m Cmnfinedl Holes 
lOA Introduction 
lOB Transient Hole Cooling Simulations 
lOB.ll. Prototype Hole Cooling Simulation 
10B.2 Dependence of Hole Cooling on the Number of 
Subbands present 
Contents 
10B.3 Cooling of Single- and Multi-band Heated Maxwellian 
gv 
H8 
120 
125 
128 
128 
131 
131 
135 
Distributions 139 
10B.4 Cooling of a Hole Population above the 2x hw0 p Threshold 142 
10B.5 Cooling of Hole Populations generated in the Lower Bands 145 
10B.6 Maxwellian Hole Distributions in the Acoustic Dominated 
Cooling Regime 149 
lOB. 7 Cooling of a Hole Population at the Lowest Optical Phonon 
Emission Threshold 151 
lOC Summary 153 
Chapter .n..n. Colt1ldusions 156 
Appendices 161 
Appendix 1 Rejection Techniques for the generation of Stochastic Variates 161 
Appendix 2 Valence Band Deformation Potentials 163 
Appendix 3 Critical Points in the Valence Band Energy Dispersions 168 
References 170 
a 
a 
aq, a~ 
A 
Af, A!I' A~II 
A 
b 
b 
B 
m, B~1 , B~II 
• • • 
c, c' 
en, c12, c44 
Cg, Co 
cc, Ct 
Cq 
d 
dop 
D(E) 
DopJ Dop 
Dn(k), Dn(€) 
e 
E(k,c) 
EAc 
E1, E~, EAC,Wiley 
El,opJ ENPO,Wiley 
/(€) 
/'(€) 
/(k) 
fn(€) 
F 
F(E, 0) 
F(E, [3), F(k) 
Fii(kJ, k), FJi(kJ, k) 
'P(cosf3) 
g,g, gll,gll, Yz 
g(x), g(cos [3) 
G(k',k) 
G~ I (k) 
" ·" h, ~jk 
hl4 
JLTI§'JI' OJF §YMJBOJL§ 
valence band deformation potential 
label for k > kn(O) region of quantum well valence subbands (Chapter 6) 
lattice constant 
coefficients for parabolic extrapolation of quantum well 
valence bandstructure (Chapter 8) 
phonon annihilation and creation operators 
label for electronic state in quantum well (Chapter 5) 
coefficients of bulk basis functions (Chapter 5) 
area of quantum well plane 
valence band deformation potential 
label for k < kn(O) region of quantum well valence subbands (Chapter 6) 
effective length term in infinite square well phonon scattering rates (Chapter 5) 
label for electronic state in quantum well (Chapter 5) 
coefficients of bulk basis functions (Chapter 5) 
quantum numbers for lattice (crystal) states 
elements of the crystal elastic tensor 
coefficients of Fourier expansions in reciprocal space; g = 0 coefficient 
bulk spherically averaged crystal elastic constants 
coupling coefficient for carrier-phonon scattering 
valence band deformation potential 
fundamental optical deformation potential 
density of states 
optical deformation potential constant 
reduced density of states in the quantum confined valence subbands 
electronic charge 
effective charge 
unit polarisation vector and Cartesian components 
total energy of electron plus lattice system 
valence band acoustic deformation potential used in this work 
acoustic deformation potentials used by other authors (see Appendix 2} 
optical deformation potentials used by other authors (see Appendix 2) 
circularly symmetric carrier distribution function in 2D (Chapter 8) 
2D asasampled carrier energy distribution from Monte Carlo 
simulations (Chapter 8) 
3D carrier distribution function (Chapter 2) 
coefficient of spherical harmonic expansion of 3D distribution function (Chapter 2) 
electric field 
3D carrier distribution function (Chapter 2) 
2D carrier distribution function (Chapters 8,9) 
integral terms in 3D scattering rate calculations (Chapter 3) 
angular dependence of quantum confined hole-phonon scattering rates 
3D reciprocal lattice vector and modulus; 2D in-plane vector and modulus, 
and z-component. 
approximating functions for probability distributions (Chapter 4, Appendix 1) 
overlap integral 
overlap integrals with zone centre states in quantum well (Chapter 6) 
piezoelectric tensor and components 
non-zero component of the piezoelectric tensor for cubic crystals, 
h 
Hep 
I, II, III 
J(k',k) 
J(kBTc) 
Jn'n(qz), Jk'n',kn(qz) 
k,k 
lku,ku 
kacr 
kB 
k .. (o) 
mo 
m* 
n 
n,n' 
n 
nl···n4 
n, 
nays 
N 
NA, NB 
Nens 
Nac, Nop 
Nq 
p 
p 
P(k) 
P(r), P. 
P .. (cos 0) 
P(t) 
r 
r, r 11 
~ 
s(k) 
s 
s, sii 
sk 
in symmetric notation 
reduced Planck's constant 
electron-phonon interaction Hamiltonian 
List of Symbols vg 
labels for well and barrier regions of quantum well (Chapter 5) 
electronic part of carrier-phonon scattering matrix element 
remnant temperature dependence of steady state hole energy loss rate (Chapter 9) 
envelope function integrals (Chapter 5) 
electron/hole wavevector and modulus 
2D in-plane electron/hole wavevector and modulus (Chapter 5 only) 
wavevectors of anticrossing points in the quantum confined valence bandstructure 
Boltzmann constant 
wavevectors of off-zone-centre minima in the quantum confined 
valence bandstructure 
average electromechanical coupling constant 
quantum well width 
Lorentzian broadening function (Chapter 7) 
free electron mass 
relative effective mass of electrons or holes 
lattice oscillator mass 
atomic masses 
reduced mass of a diatomic unit cell 
quantum confined carrier-phonon scattering matrix element 
electron concentration 
quantum well subband indices 
fractional population 
fractional population of the quantum well subbands 
fractional population of bulk light hole band 
total carrier population of system 
number of unit cells in crystal lattice 
normalisation coefficients for quantum confined carrier wavefunctions (Chapter 5) 
number of carriers in an ensemble Monte Carlo simulation 
thermal equilibrium populations of acoustic and optical phonons 
thermal equilibrium population (occupation number) of phonon mode q 
hole concentration 
crystal momentum of electron or hole 
carrier-phonon scattering rate 
polarisation and Cartesian components 
Legendre polynomials 
probability distribution of electronic free flights (Chapter 2) 
3D phonon wavevector and modulus; 2D in-plane wavevector and modulus, 
and z-component 
reciprocal Debye screening length 
normal coordinate for lattice vibrations of mode q 
random number generated from an even distribution in the range [0,1] 
3D real space position vector, and 2D in-plane vector 
position vector of the ith lattice site 
self scattering rate 
rP(k) or rr (Chapters 2 and 8) 
strain tensor and components 
number of electronic states 
taim 
tatep 
T 
Tc 
TL 
uo(r) 
u"(r) 
u(r) 
U(r) 
uJ3, ul], ufp 
Va, Vb 
VBena, VFBS 
Vd, Vav 
vh, v, 
V 9 , VI, Vt 
v2 
v 
Vee II 
V.~·, Vi~~' v.~I 
x,y,z 
Xr 
X,Y,Z 
ae 
e(k), e(k11 , n) 
€ph, €ac 
e,,, e,y, etc. 
number of states in the electron/lattice system 
time 
List of Symbols vn 
time at which an observation is made in an ensemble Monte Carlo simulation 
stochastic free flight time 
total simulation time in a single particle (steady state) Monte Carlo simulation 
interval between successive observations in an ensemble simulation 
total duration of an electron 'history' (Chapter 2) (= taim) 
carrier temperature 
lattice temperature 
periodic part of a zone-centre bulk Bloch function 
equivalent acoustic displacement for an optical vibration in a diatomic crystal 
periodic part of a bulk Bloch function for state lk) 
atomic displacement function in continuous lattice approxmation 
atomic displacement of lattice site i 
crystal potential 
coefficients in plane wave expansions of bulk basis functions (Chapter 5) 
electron velocity at the beginning and end of a free flight (Chapter 2) 
estimates of the steady state carrier drift velocity obtained from 
Monte Carlo simulations 
carrier drift velocity; overall average drift velocity in 3D or 2D 
bulk heavy and light hole drift velocities 
sound velocity, and longitudinal and transverse values 
mean square sound velocity 
crystal volume 
unit cell volume 
coefficients in plane wave expansions of bulk basis functions (Chapter 5) 
space coordinates 
randomly generated value of a variate x 
stochastic parameters (Chapter 2) 
o: = o:o/m*, o:o = h2 /2mo 
scattering angle (angle of k' relative to k), polar angle in 2D wavevector plane 
c,fct 
stochastically generated scattering angles (Chapter 4) 
azimuthal angle of k' relative to k (3D only) 
total scattering rate in a Monte Carlo simulation, including self scattering 
values of r in a piecewise-constant (stepped) total scattering rate profile 
carrier-phonon interaction energy 
determinant of second derivatives of 2D energy dispersion functions (Appendix 3) 
linewidth for Lorentzian broadening function 
electron/hole (kinetic) energy 
energy of a critical point in the bandstructure 
energies of the subband minima in a quantum well 
zone centre (k=O) energies 
phonon energy; fixed value acoustic phonon energy 
second derivatives of e(k) with respect to the Cartesian components of the 
2D wavevector k 
free space permittivity 
(1/es- 1/eoo)-l 
static and high frequency dielectric constants 
energy term (Chapter 7) 
VJ 
() 
0( €) 
1\,:1' It~ I' It: III' It~ Ill 
p 
p(r) 
1'f>oP 
Tac 
Wq 
WLO,WTO 
Wop 
L£st of Symbols vm 
energy term: .J(€- fc)2 + (6€/2)2 (Chapter 7) 
angle between k and F (Chapter 2), angle between k and kz (Chapter 3), 
scattering angle (Chapter 8) only 
unit step function 
(±) imaginary parts of complex wavevector components kz in barrier regions 
of quantum well (Chapter 5) 
lattice mobility of holes 
deformation potential tensor and components 
scalar deformation potential for electrons 
'effective' valence band acoustic deformation potential (see Appendix 2) 
crystal density 
space charge density 
standard deviation 
direction cosines 
azimuthal average of 0"!0"2 in quantum well plane: O"~ = 80"~0"~ (Chapter 5) 
scattering lifetime 
average lifetime for scattering by polar optical phonons 
effective lifetime for scattering by acoustic (deformation potential) phonons 
azimuthal angle in 3D kspace 
electrostatic potential 
harmonic oscillator wavefunctions in the lattice 
bulk basis functions for calculating carrier wavefunctions in the quantum well 
one-electron wavefunction (Chapter 3), also quantum well carrier 
wavefunction (Chapter 5) 
phonon frequency 
longitudinal and transverse optical phonon frequencies 
optical phonon frequency in dispersionless, single frequency approximation 
CJHLA JP' 'Jl.'JER Jl 
liN'Jl.'RO D liJ C'Jl.'J[ 0 N 
In recent years it has become possibleto fabricate semiconductor devices which 
include extremely narrow layers. Within these layers, charge carriers are subject to 
quantum mechanical effects; their motion being restricted by confining potentials 
at the layer interfaces (Dingle 1975). Transport in these so-called 'quantum well' 
devices is therefore termed two-dimensional (2D) or quasi-2D. A great deal of 
research activity has been devoted to the properties of carriers in these devices, 
most of which has concentrated on GaAs material systems; in particular, the 
GaAs/ AlzGat-:z:As family of quantum wells. 
Int~rest in the transport properties of these devices has centered on the ~possi­
bility of creating a large carrier density in the active (GaAs) layer, by introducing 
dopant atoms into the confining layers only (modulation doping). This means that 
the carrier mobility is not reduced by ionised impurity scattering, as is the case in 
extrinsic bulk semiconductors, and very high values for the 2D electron mobility 
have been reported (Dingle et al. 1978). New transport effects, such as a negative 
differential mobility due to real space transfer, where the carriers aquire sufficient 
energy to surmount the potential barriers and escape into the confining layers, 
have also been investigated (Hess et al. 1979). 
More recently, a number of experiments have been designed to investigate the 
relaxation or cooling properties of quantum confined carriers excited to high energy 
states by optical or electrical means, using absorption or luminescence measure-
ments to probe the energy spectra of the excited carrier populations in both the 
transient and steady state regimes (see, for example; Lyon 1986; Shah 1986). The 
results of these observations can be used to deduce effective temperatures with 
which to characterise the non-equilibrium carrier distributions, and the average 
rates of energy loss from the carriers to the lattice. 
In most of the work to date, attention has been primarily directed towards the 
electrons; relatively little information is currently available on the properties of 
quantum confined holes. It is clear that the effects of quantum confinement on the 
valence band system of a semiconductor such as GaAs are much more complicated 
than for the conduction band, since both heavy and light hole states are present, 
and a considerable degree of mixing will occur between these states (Chang and 
Schulman 1983). This will modify the form of the fundamental processes by which 
holes are scattered in a quantum well, with consequent implications for all trans-
port and relaxation properties. 
Theoretical studies of quantum confined carriers have, in general, used simple 
approximations for both the energy band dispersions and carrier wavefunctions, 
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and, in most cases, deal with only a single subband in the quantum well. This 
description works reasonably well for electrons, but cannot be used with any con-
fidence for holes, for the reasons given above. 
Therefore it is our aim, in this thesis, to describe the development of a model for 
the investigation of quantum confined hole dynamics which includes the detailed 
effects of confinement on the Ga.As valence band system. We have chosen the spe-
cific case of a single lattice matched GaAs/ AlAs quantum well; however, our results 
will also be applicable, to a good approximation, to most of the GaAs/ Al.zGa1-.zAs 
family of quantum wells, and the method is applicable to any materials system. 
For the study of carrier transport and relaxation in a system of such complexity, 
the traditional approach, involving explicit solution- of the Boltzmann equation 
(see, for example, Conwell (1967)), represents a formidable problem, and we have 
chosen, instead, to use the Monte Carlo method. This method was first applied 
to the study of electronic transport by Kurosawa {1966), and was subsequently 
developed by Fawcett and co-workers {see Fawcett et al. 1970). The principal 
advantages of the Monte Carlo method are that it allows a quite general description 
of the carrier states, gives direct information on the carrier distribution function, 
and can be used to study transient phenomena with little extra effort. 
We have developed our own Monte Carlo simulations from first principles, and 
we will begin discussion of our work in Chapter 2, by setting out the details of the 
Monte Carlo method, with reference to these algorithms. 
Essential to any study of carrier transport properties is an understanding of the 
interaction between the carrier and lattice systems (carrier-phonon scattering). In 
Chapter 3 we will briefly review the essential features of carrier-phonon scattering, 
and give the derivations of expressions for the scattering of both electrons and holes 
in GaAs by the principal phonon modes. Then, in Chapter 4 we will show some 
results from our prototype simulation of hole transport in bulk GaAs. 
In Chapter 5 we will consider the scattering of carriers by phonons in a quasi-
2D system, and will develop expressions for the scattering matrix elements and 
rates for quantum confined hole-phonon scattering, based on a realistic ( 4 band 
k.p) description of the valence bandstructure. Detailed results for the quantum 
confined hole-phonon scattering matrix elements in a GaAs/AlAs quantum well 
will be shown in Chapter 6. These results represent the database for our quantum 
well Monte Carlo simulations. In Chapter 7 we will examine the form of the 
densities of states in the GaAs quantum confined valence bands, which we will 
use to obtain numerical results for hole-phonon scattering rates in the quant~m 
well. In Chapter 8 we will explain how we have modified our basic Monte Carlo 
algorithms in order to incorporate the detailed model of the quantum well valence 
Introduction 3 
band system. 
The results of our Monte Carlo simulations will be shown in chapters 9 and 
10. In Chapter 9 we will consider the electric field heating of the quantum con-
fined holes, and will demonstrate the versatility of our Monte Carlo simulations 
by examining a range transport parameters. In Chapter 10 we will describe a 
systematic study of transient hole cooling in the GaAs quantum confined valence 
band system, designed to provide a qualitative and quantitative understanding of 
the influence of confinement effects on hole transport. 
Finally, in Chapter 11 we will summarise the achievements of the work, discuss 
some of the approximations involved, and offer some suggestions for future research 
in this subject area. Much of the work described in this thesis is unpublished a.t 
present. We will include, in the Appendix to the thesis, a paper (Kelsall et al. 
1989) which constitutes a preliminary report of this research activity. 
CJBLAJP' 'FEJR :'Jl 
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The Monte Carlo method is a general purpose computational tool for solving 
problems associated with a wide variety of disciplines. Rather than solving the 
problem using postulates and analytical methods, we model the 'environment' of 
the problem and simulate the evolution of the relevant parameters in a manner 
described by a set of random numbers. 
The Monte Carlo method can be applied to probabilistic problems, in which 
a particular 'result' is not, in general, repeatable on re-creation of the same en-
vironmental conditions. Examples include the simulation ofmilitary or business/ 
commercial environments, in which decisions made by key personnel are biased by 
the current 'state' of the environment, but are never an inevitable consequence of 
that given state. 
The Monte Carlo method can also be used to solve problems of a deterministic 
nature, in which a result is expected to be repeatable, and which can therefore be 
described in a mathematical formulation. In this case, the Monte Carlo method is 
implemented by developing a description of the problem in terms of a random, or 
pseudorandom set of processes. The solution of problems of electronic transport 
belongs in this latter category. 
Detailed reviews of the Monte Carlo method as applied to electronic transport 
can readily be found in the literature (e.g., Price (1979); Jacoboni and Reggiani 
(1983)), and it is not intended to emulate these here. Rather, it is our intention to 
set out the important features of the method, and also, to draw attention to some 
details which are not commonly appreciated. In Section 2A we will describe the 
constituent elements of a basic Monte Carlo transport simulation; in Section 2B, 
we will discuss some of the key features of our Monte Carlo computer algorithms, 
and finally, in Section 2C, we will consider some of the suggested refinements for 
improving the computational efficiency of the method. 
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Let us consider the simplest ca5e of eleCtronic transport in a semiconductor; 
i.e., that of an electront subject to an applied electric fi~ldF. In a classical piCture, 
we would expect the electron to travel ballistically under the influence of the field, 
until scattered, and we may write for the equation of motion: 
dp dk 
·-=n-=eF 
dt dt ' (2.1) 
where pis the crystal momentum of the electron, and k, its crystal wavevector. 
This ballistic trajectory would be terminated, at some time t, due to scatter-
- -
ing of the electron by some mechanism such as interaction with the lattice, or 
another charge carrier, or some defect or impurity. Upon scattering, the energy 
and momentum/wavevector of the electron would, in· general, be changed, and 
it would subsequently set off in some new direction to begin another period of 
ballistic travel. We may imagine a typical electron path to consist of a continu-
ously repeated series of such events, as depicted in Fig. 2_.1. In the steady state, 
the combination of trajectories like this, for all the electrons, would give rise to a 
resultant motion in the direction of the applied field, and a drift velocity vd may 
be defined. Thus, we have satisfied the criterion stated above for the application 
of the Monte Carlo method to a deterministic problem; namely that the electronic 
transport phenomenon haa been modelled by a set of random processes. We may 
identify three basic elements of randomness associated with the trajectory-shown 
in Fig. 2.1, which, as we shall see, are all interdependent. The first element lies in 
the duration of each ballistic portion- of the electron trajectory, the so calHid 'free 
flight time'. The second element is concerned with the identity of the process by 
which the electron is scattered-at the end of each free flight, and the third lies in the 
choice of the new wavevector k' after each scattering event. These three random 
parameters each have an associated non-uniform probability distribution. We will 
now discuss how values for each parameter may be obtained from a set of random 
numbers r, evenly distributed in the range [0,1]. The parameter r represents the 
fundamental random variate in the Monte Carlo algorithm. 
Determination of the Free Flight Time 
The probability that an electron will be scattered within a time interval dt 
can be written as P(k(t))dt, where P(k(t)) is the total scattering rate in the 
semiconductor crystal. Then, the probability that an electron which was last 
t Whilst, in this chapter, we will talk of electron transport, our discussion will apply equally 
well to (charge) carriers of either type -electrons or holes. 
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Vd 
Fig. ~.]. Schematic real-space trajectory of an electron in an electric field F. 
Vd represents the resultant steady state drift velocity. 
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scattered at time t = 0 still remains unscattered after a time t is given by 
exp [-lot P(k(t')) dt'] , 
and the probability that this electron will next be scattered within an interval dt 
around tis 
P(t) dt = P(k(t)) exp [-lot P(k(t')) dt'] dt. (2.2) 
The function P (t) therefore gives the probability distribution of the electronic free 
flights. 
Now, the so-called direct technique (see Jacoboni and Reggiani 1983) for the 
generation of values of a stochastic variate Xr according to a probability distribu-
tion f(xr) in an interval [a,b] is employed via the relation 
J:r f(x) dx 
r = b • (2.3) fa f(x) dx 
After evaluating the integrals, the equation must be inverted to obtain Xr in terms 
of r. However, unless the scattering rate P(k(t)) has a particularly simple form, 
this approach leads to a very unwieldy relation between the stochastic flight time 
tr and the random variate r, and, in many cases, the inversion of equation (2.3) 
cannot be achieved at all. This difficulty has been very neatly circumvented by 
the introduction of the self scattering scheme due to Rees (1968,1969). 
Let the maximum value of P(k(t)) encountered in the Monte Carlo simulation 
be r. Then, an additional, fictitious scattering process is introduced, having a 
scattering rate s(k) such that 
P(k) + s(k) = r (2.4) 
for all k. This process is termed 'self scattering', because its occurrence in the 
simulation is not permitted to affect the current state of the electron, as will be 
discussed later in this section. 
The advantage of the self scattering scheme is that the new to,tal scattering 
rate r is independent of t: hence the integrals in equations (2.2) and (2.3) can 
readily be solved. We thus obtain, for the free flight distribution: 
P(t) = r exp( -rt), 
and for the stochastic free flight times; 
1 
tr =- rloge(1- r). 
(2.5) 
(2.6) 
Since r is evenly distributed in the interval [0,1], so too is the quantity (1- r), and 
we may take 
(2.7) 
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Selection of a scattering process 
At the end of each free flight, a scattering process must be selected from the 
set included in the simulation. This is readily achieved by use of a second random 
variate t 2 • If P(k) is the total scattering rate for an electron instate k, then we 
should compare the product S = r2P(k) successively with the cumulative sums of 
the rates for one, two, three, etc. processes. If S ~ Pl(k), then process lshould 
be selected; if Pt(k) < S ~ Pt(lk) + P2(k), then process 2 should be selected, and 
in general, if Pt + P2 + ... Pi-1 < S ~ P1 + P2 + ... Pi, then process i should be 
selected. This procedure is shown schematically in Fig. 2.2. 
Of course, in the self scattering scheme, the total scattering rate is simply 
r. However, the self scattering rate s(k) must be include~ in these cumulative 
sums, hence there exists a finite probability that the self scattering process will be 
selected. 
Choice of the After-Scatter£ng Electron Wavevector 
This choice is made by identifying the angular dependence of the particular 
scattering process chosen. This can be represented in the form P({J, -y), where 
{J and 'Y are the polar and azimuthal angles of the after-scattering wavevector 
k' with respect to the before-scattering wavevector k. In most cases of interest 
the scattering probability is independent of 'Y, and the angular dependence of the 
process is given simply by P({J). Values for the stochastic {J., can be obtained from 
a random variate r by the direct technique, or, if the form of P({J) precludes this, 
by one of the so-called rejection techniques. In Chapter 4 we will describe the 
generation of stochastic scattering angles {J., for specific hole-phonon scattering 
processes, using both direct and rejection techniques. Details of the rejection 
techniques are given in Appendix 1. 
Values for the stochastic 'Yr can be obtained simply from the formula 'Yr = 2nr, 
and the magnitude of the after-scattering wavevector is given by energy conserva-
tion. 
If a self scattering event is selected, then the energy and wavevector of the 
electron are not changed; the electron commences its next phase of ballistic mo-
tion occupying exactly the same state. The only effect of the self scattering events 
is therefore to subdivide the actual ballistic trajectories of an electron into a series 
of shorter paths, the duration of which follow the probability distribution of equa-
tion {2.5). Fawcett et al. (1970) give a mathematical proof which shows that the 
introduction of self scattering does not alter the distribution P (t) of the duration 
of flights terminated by a real scattering event. 
The disadvantage of the self scattering scheme is, of course, that the selection of 
a self scattering process in the Monte Carlo simulation represents wasted computer 
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Fig. 2.2 Schematic representation of the scattering process selection algo-
rithm in a Monte Carlo simulation. 
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processing time. It is therefore desirable to use the lowest possible value of r' in 
order to minimise the occurrence of such events. Where the proportion of self 
scattering events in- a simulation is particularly large, further refinements can be 
used to improve the computational efficiency, as will be discussed in Section 2C. 
:'JlA.:'Jl: Mont({?) Calrlo Estimators 
To simulate electronic transport in the steady state, it is simply necessary to 
repeat, a large number of times, the three steps described in the previous section. 
The values of drift velocity, mean energy etc. deduced from this 'history' of a single 
electron can then be taken as characteristic of the steady state values for the entire 
carrier system. This is the so-called single particle Monte Carlo simulation. The 
simulation time in this case is effectively i dummy parameter. If the study of time 
(or space) dependent effects is desired, then it is necessary to simulate, in parallel, 
the paths of a representative batch or 'ensemble' of electrons. This is known as an 
ensemble Monte Carlo simulation. 
In both types of simulation, data pertaining to the electron state is sampled 
at frequent intervals, and this information is used to form expectation values of 
macroscopic parameters such as the electron drift velocity, mean energy etc. Such 
quantities are known as estimator values, or estimators, and will be denoted here 
by the use of angle brackets (). In this section, we will describe the methods 
for obtaining estimator values in both ensemble and single particle simulations. 
An important advantage of the Monte Carlo method over other approaches for 
solving problems of electronic transport is that detailed information on the electron 
distribution function in wavevector and energy space can be directly obtained. 
This feature will also be discussed. 
Ensemble Estimators 
In an ensemble simulation, it is usually required to obtain estimator values at 
regular time intervals At. The expectation value of a parameter x at a time tobs 
is simply the ensemble average 
1 Nens 
(x(tobs)) = N L Xi(tobs), 
ens i=l 
(2.8) 
where the subscript i indexes the electrons in the ensemble, and the total number 
of electrons is Nens· 
This approach can be used to obtain the electron drift velocity (vd), the mean 
energy (e), and, for a multi band system, the fractional population of a given band 
(n). These three quantities represent the basic estimators used in our Monte Carlo 
simulations. 
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Steady State Estimators 
There are two different approaches to calculating estimator values in a steady 
state simulation. In the first approach, as exemplified by Fawcett et al. (1970), the 
expectation value of a parameter x is obtained as a time average over the entire 
set of free flights: 
]. (T ]_ n (t,. 
(x) = T lo x dt = T E J 0 x dt, (2.9) 
where Tis the duration of the electron 'history' and the sum is taken over all free 
flights in the electron path. 
Then, for the steady state drift velocity we may write 
1 n 1 lot,. BE ( Vd) = - L - - dt 
T i=l h o Bk 
1 n l"b BE 
=-I: -dk 
eFT i=l ka Bk 
(2.10) 
where f. is the electron energy, ka and kb are the electron wavevectors at the 
beginning and end of each free flight, and we have used equation (2.1) to change 
the variable of integration. 
Irrespective of the form of the dispersion relation E(k), this expression reduces 
to 1 n 
(vd) = eFT E(Eb- Ea), (2.11) 
where Ea and Eb are the electron energies corresponding to the wavevectors ka and 
kb. The estimator (vd) as defined in equation (2.11) will be referred to as the FBS 
drift velocity estimator (after Fawcett, Boardmann and Swain (1970)). 
The second method of obtaining estimator values in a steady state simulation 
is based on the so-called before-scattering-ensemble (B-ensemble) theorem of Price 
(1968,1970) (see also Jacoboni and Reggiani (1983)). The theorem states that, in 
the steady state, the before-scattering electron distribution /b(k) - defined as 
the probability that an electron will be found in a state k immediately before a 
scattering event- is related to the actual distribution f(k) according to 
lb(k) 
f(k) oc P(k). (2.12) 
This means that the distribution /(k), and indeed any other parameter, may be 
obtained by sampling data at the end of each free flight and weighting the samples 
by the scattering rate P (k). In particular, when self scattering is included the 
total rate is r, which is independent of k, and hence 
f(k) ()( !b(k). (2.13) 
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This correlation between lb (k) and f (Jk) may be understood by reference to 
Fig. 2.3, which shows schematic trajectories for an ensemble of elecfrons rela-
tive to a common time origin. H a line AA' is drawn through the .time axes, to 
representthe observation ofthe ensemble at.some time tobs,thenthe distributio~ 
of the lengths of the set of partial flights, each beginning on the line AA' and each 
terminating at some time ti > t, will be. identical to the distribution of a set of 
Nens ordinary flights. Then, the average length of of the partial flights to the RHS 
of the line AA1 will be r = 1/ P(k), and similarly, the average length of the partial 
flights to the LHS of AA1 will also be r. 
Now this shows that, in an ensemble simulation, when an observationis made 
at any time t, the average time since an electron was last scattered is r. In a single 
---- - -
particle simulation, we must accurately model the conditions which apply in a large 
ensemble of electrons. This means that the appropriate point for collecting data 
is at the end of every free flight, because only this choice of points will reproduce 
the value r as the average time elapsed between a scattering and a data collection 
event. 
Expectation values of any parameter may therefore be obtained by the B-
ensemble method using the simple formula 
(2.14) 
where N is the total number of scatterings, and the xb, are values of x sampled 
immediately before each scattering event. The B-ensemble method is particularly 
useful for generating distribution functions, since no time averaging procedure is 
necessary. 
~A.3: Distribution Functions 
When an electric field is applied to a semiconductor, the electron distribution 
can be represented by a function F( E, 0), where 0 is the angle between the electron 
wavevector k and the field direction. In a Monte Carlo simulation, the energy 
distribution function can be obtained directly by setting up a mesh in energy space. 
For a single particle simulation in the B-ensemble scheme, it is simply necessary 
to increment a tally corresponding to the energy cell occupied by the electron (in 
a given band) immediately before each scattering event. The distribution function 
can then be normalised at the end of the simulation by dividing the tally for each 
cell by the total number of scattering events which occurred within the given band. 
For an ensemble simulation, an identical energy mesh is used, but each distribution 
function is compiled in its entirety by identifying the energy cell occupied by every 
electron in the ensemble at the observation time tobs· 
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Fig. 2.3 Schematic trajectories of an ensemble of electrons, shown on a com-
mon time axis. The open circles represent scattering events, and 
the line AA' represents an observation of the ensemble made at time 
t = tobs· 
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This direct sampling approach entails (for 3D systems) an implicit integration 
over cos 0, and therefore yields an energy distribution of the form 
(2.15) 
where D(f) is the density of states, which, for a parabolic band in a bulk semicon-
ductor, is proportional to f 1/ 2• 
Now, the distribution function F(E, 0) may be expanded in a spherical har-
monic series (see Conwell 1967): 
00 
F(E,ll) = L fn(f)Pn(cosO) 
= /o(E) + !I(E) cosO+ h(t:) !(3cos2 (} -1) + · · · (2.16) 
where the Pn(cos 0) are Legendre polynomials. 
It is possible to obtain any of the components f n (E) from the Monte Carlo 
simulation. The orthogonality property of the Legendre polynomials gives 
/1 00 !1 _ 1 Pm(cosO)F(t:,O) d(cosO) = L fn(E) _1 Pm(cos8)Pn(cos8) d(cosO) n=O 
2 
2m+ 1 fm(E) · (2.17) 
Thus, comparison of the LHS of equation (2.17) and the RHS of equation (2.15) 
shows that, if each tally increment in the Monte Carlo simulation is weighted, 
firstly by 1/E112 to remove the density of states contribution, and secondly by 1, 
cos 8, or (3 cos2 8 - 1) /2, we should obtain the coefficients of the zeroth, first or 
second spherical harmonics of the distribution function respectively. We have used 
this method to successfully reproduce the results obtained by Fawcett and Rees 
(1969) for the harmonic components of the electron distribution function in the r 
valley of GaAs (Fig. 2.4). In most cases however, only the zeroth, or spherically 
symmetric component of the distribution function is of interest. 
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Fig. 2.4 Coefficients of the first three harmonic components, fo(t:), /I{t:) and 
h ( t:) of the electron distribution in the r valley of GaAs at a field 
of 15kVcm-1 (after Fawcett and Rees 1969). The results were ob-
tamed from a two valley steady state simulation including acoustic, 
polar optical and intervalley scattering, at a lattice temperature of 
300K. 
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We have used the principles described in the previous section to write pro-
totype single particle and ensemble Monte Carlo programs to simulate electronic 
transport in a bulk semiconductor. Fig. 2.5 shows the flow diagram for our single 
particle program. The program was written instandard FORTRAN77, and where 
appropriate, we have shown the names of FORTRAN subroutines. We have also 
shown the principal FORTRAN variables sent and returned from the routines. 
These include the 'state variables' of the electron - the energy € = EI, and the 
wavevector components kx = VIX, ky = VIY and kz _ VIZ. The suffix 'I' in 
the FORTRAN va:rlable names denotes quantities measured at the begin_nning of 
a free flight, those measured at the end of a flight have 'I' replaced by 'F' (i.e., 
EF, VFX, VFY, VFZ). In a simulation involving more than one energy band (or 
valley), the band index IBAND is also a state variable of the electron. 
The main simulation loop contains the three stochastic elements of the Monte 
Carlo algorithm, as described in section 2A.l. The free flight time and the energy 
and wavevector ·components at the end of the flight are calculated in the subrou-
tine DRIFT. A scattering process is then selected in subroutine SMECH, which, in 
turn, calls the one of the subroutines Kl, K2, or K3, in which the after-scattering 
wavevector is generated according to an angular probability distribution appro-
priate to the particular process. If self scattering is selected, then the subroutine 
KSELF is called, which simply returns the same values for the after-scattering 
state variables as those which pertained immediately before scattering. 
The scattering rates are calculated for a wide range of energies at the initiali-
sation stage of the program; i.e., before the main simulation loop. This approach 
makes for faster program execution time than if the relevant scattering rates were 
to be calculated upon each call to the scattering process selection routine SMECH. 
Also, it allows the code pertaining to the calculation of the scattering rates to be 
contained within a separate set of subroutines, which can readily be modified, or 
transferred to another program, without affecting the rest of the code. 
In the process selection routine SMECH, it is not the scattering rates them-
selves, but the cumulative sums of the scattering rates for 1,2,3 etc., processes 
which must be successively compared with the random variate r f, in order to 
make a selection (see Fig. 2.2). Indeed, during the simulation the individual scat-
tering rates are never used; only these cumulative sums are required. Therefore 
these sums are formed at the initialisation stage of the simulation and are stored 
in a single 3D array SCLAD(M,J,K), where the index M gives the energy at which 
the rates are calculated, K indexes the energy band, and J gives the number. of 
INITIALISATION 
Parameter definitions, etc. 
CALLSCARR 
rr:;:;-;.p-0;.;:-s~~ -----------l 
tering events 
(l. .. M) 
(Main simula-
tion loop) 
CALL DRIFT 
CALL EST 
CALL DISTE 
I 
: 
I 
I 
I 
I 
I 
I 
I 
I 
I 
f 
I 
I 
I 
I 
CALL SMECH I 
L ______ ---------------1 
JLoopo~- ------- -l 
1 all popu- CALL EXPEC(~ PARl) j 
liated bands CALL EXPEC(~ PAR2} I 
\ CALL EXPEC(~ PAR3) : 
L __________ j 
Calculate total simulation time 
Calculate fractional population of each 
band and average estimator values over 
all bands. 
CALL WRTEDF 
CALL WRMISC 
STOP 
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SCARR(<- SCLAD) 
Scattering rate routine 
Calculate rates 
Form cumulative sums and store in 
array SCLAD 
DRIFT(~ EF,VIX,VIY,VIZ, 
+- EF,VFX,VFY,VFZ,TR) 
Calculate free flight time, TR 
Calculate end-of-flight carrier state 
EST(~ EF,VFX ... Z,TR,IBAND, 
- PAR1. .. 3 
DISTE(~ EF,IBAND) 
Collect data for energy distribution 
SMECH(~ EF;VFX ... Z,IBAND 
+- EI,VIX ... Z 
Stochastically select scattering pro-
cess 
Call appropriate routine; 
Kl, K2, K3, KSELF 
ESTl(+- PARl. .. 3) 
Calculate subhistory 
values 
Routines to determine after-
scattering wavevector 
r·--------
Kl(~ EF,VFX ... z, 
+- EI,VIX ... Z) 1 
: 
I 
: r--------------, ~~: ____ r··1.__K-2(_as_a-bo-ve--) ---'' 
~-~1--"[_ ___ ~'--K-3(_as_a-bove--) _ ___,, 
'------------------------~ I 
EXPEC(~ PARi 
+- (:r;), cr;) 
Calculate estimator 
values and standard 
deviations 
WRTEDF 
Normalise energy dis-
tributions and print 
out 
WRMISC 
Print miscellaneous 
data: distribution of 
scatt. events, warning 
flags, etc. 
' I 
: 
l--------
KSELF(as above ) 
Self scattering case: 
before and after scatt. 
states are identical 
Fig. 2.5 Flow diagram for single particle Monte Carlo program, showing princi-
pal FORTRAN subroutine and variable names. '----+' indicates variables 
passed to routines; '+-' indicates variablesfor which new values are re-
turned. 
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terms in the cumulative sum. The process selection a.lgorithm depicted in Fig~ 2.2 
can then be readily implemented as a. cascade of IF ... THE~ ... ELSE clauses, as 
shown in Fig. 2.6. In this example, the angular dependence of the first, second 
and third scattering processes is contained within the subroutines Kl, K2, and K3 
respectively, and the third process is an interband transition. 
Information on the current electronic state is collected by a subroutine EST, 
which is called at the end of each free flight. We have used the method of Alberigi 
Quaranta et al. (1971) in which the total simulation is divided into 'subhistories', 
with estimator values obtained in each such period. At the end of the simulation, 
the actual estimators are obtained as averages of these subhistory values. The 
method enables evaluation of the statistical error in the final estimator values, as 
deduced from the standard deviation of each set of subhistory values, since, for 
purely random fluctuations, the standard deviation decreases as 1/VN, where N 
is the sample size. The subroutine ESTl is used to calculate subhistory values, 
whenever a subhistory is complete, and these values are stored in arrays PARI, 
PAR2 and PAR3. At the end of the program, the final estimators are obtained 
from the subhistory values by use of a subroutine EXPEC, which also gives the 
estimated tolerance of each parameter. 
Data for the compilation of an electron distribution function is also collected at 
the end of each free flight (B-ensemble scheme). The subroutine DISTE increments 
the appropriate element of an array representing the energy mesh. The increments 
can be weighted to obtain the required harmonic component of the distribution 
function. 
The total simulation time in each energy band is obtained frQm the sum of 
the subhistory durations. These quantities are used to calculate the fractional 
population in each band, and to form averages of the estimator values over the 
whole system. 
~B.~: El!lsemble Algorithm 
In developing an ensemble Monte Carlo program, we may take advantage of 
the features which are common to both single particle and ensemble simulations. 
In particular, the subroutines associated with the calculation of scattering rates 
may be transferred unmodified between the two programs, and, provided that 
the calling subprogram .is appropriately designed, the subroutines Kl, K2, K3 and 
KSELF will also be compatible with both types of simulation. This use of common 
sets of subroutines for the single particle and ensemble simulations is an important 
aid to program development. 
In Fig. 2. 7 we have shown the flow diagram for our prototype ensemble Monte 
Carlo program. Obviously, the main differences between this program and the 
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SUBROUTINE SMECH (EF,VFX,VFY,VFZ, EI,VIX,VIY,VIZ) 
IMPLICIT REAL*8 (A-H, 0-Z) 
DIMENSION SCLAD (0: 1000,20,2) 
COMMON /LADDER/ SCLAD 
COMMON /SIM/ GAM(2) 
COMMON N ALP/ IBAND 
IE = IDINT(EF* 1000) 
S = GAM(IBAND) * G05CAF(1) 
IF (S .LE. SCLAD(IE, 1, IBAND) THEN 
CALL Kl(VFX,VFY,VFZ,EF, VIX,VIY,VIZ,EI) 
ELSEIF (S .LE. SCLAD(IE, 2, !BAND) THEN 
CALL K2(VFX,VFY,VFZ,EF, VIX,VIY,VIZ,EI) 
ELSEIF (S .LE. SCLAD(IE, 3, !BAND) THEN 
CALL K3(VFX,VFY,VFZ,EF, VIX,VIY,VIZ,EI) 
IBAND=2 
ELSEIF ... 
ELSE 
CALL KSELF(VFX,VFY,VFZ,EF, VIX,VIY,VIZ,EI) 
END IF 
RETURN 
END 
Fig. 2.6 FORTRAN code for an example version of the scattering process 
selection subroutine SMECH in a single particle Monte Carlo pro-
gram. The function G05CAF is the basic Numerical Algorithms 
Group (NAG) random number generator (NAG 1987). 
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RESET 
Reset count variables, oorning BagB 
INITIALISATION etc. 
Parameter definitiono, el<. Reset INDEX and NINDEX 
Increment TOBS 
CALL SCARR 
"" see Fig. 2.5 
CALL RESET 
CALL AMXWEL 
AMXWEL(<- EI,VIX ... Z,IBAND) 
Calculate initial carrier diBtribution 
-------
t- CALL DRIFTS - -, 
I 
I 
I DJUJo'T$( __, El, VJX ... Z,IBAN D, I 
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I r--------------- ----., 
I I Loop over current su b-enoemble I 
I l (l. .. NINDEX) I I Calculate free O.ight time, TR I 
I : Calculate end-of-O.ight carrier state : 
I i Increment carrier simulation time 1 I I 
I L------- ---- .J 
I 
I TIMEQ$(-> EF,VFX ... z, CALL TCHEK$ 
__]_ TCHEK$(-> TSIM) r- <-EOBS,VX ... VZOBS) 
I r----- ----------------, r---------------, r- 1 Loop over current sub-ensemble 1 1 Loop over full ensemble l I I ( 1 : 1.. .NINDEX) I I {1. .. NENS) I 
NO NINDEX=O? I : Update array INDEX 1 I Drift carriers back to TOBS: I I Suspend simulation of carriers with I I Calculate state variables at 1 I TSIM> TOBS l I time TOBS I I I YES ~---------------- _.J L---------------~ CALL TIMEQS 
CALL ENSAV : ENSAV(->EOBS, 
CALL DISTE$ I L VX ... VZOBS,IBAND) 
I Calculate estimatOr values at CALL WRMISC time TOBS 
CALL RESET I 
C!LLTCHEKS l 
I '-- DISTE$(-> EOBS,IBAND) 
I Calculate energy diBtributions ~S> I at time TOBS NO? I 
NO I 
I CALL SMECH$ l SMECHS(-> EF,VFX ... Z,IBAND, '-- WRMISC 
____ <_ ______ j ..._ EI,VJX ... Z) Print miBcellaneons ouput 
----
fi;;-op~er~;..L";;.~~;.;;~,"bi; -----, data for completed timestep i (1. .. NINDEX) l 
1 Stochastically select scattering p~ l 
CALL Kl ... 3 or KSELF; l Print final ofp j I cess I I Call appropriate routine to deter- I see Fig. 2.5 I I 
I mine after-scatt. carrier state _ _j 
e 14 .___ 
Fig. 2. 7 Flow diagram for ensemble Monte Carlo program using backdrifting 
method (see text). Principal FORTRAN subroutine and variable names 
are shown. 
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single particle program are, firstly, that in the ensemble case a large number 
(Nens = NENS) of electron trajectories are simulat~d 'in parallel', and secondly, 
that the simulation time is a. real, rather than a dummy variable. In certain 
programming languages, such as 4.PL, the inherent parallelism ~of the ensemble 
Monte Carlo algorithm may be translated directly into parallel (vector) process-
ing instructions. However, in FORTRAN only serial processing is available. This 
means that the implementation ofa particular operation on a whole batch of elec-
trons must be achieved in the simulation either by a very large number of calls to 
a subroutine which operates on just one electron, or by a single call to a routine 
which contains a loop over the whole batch. The former approach is expensive in 
computer processing time, since the subroutine CALL instruction entails a num-
ber of processing steps. Therefore,- we have adopted- the latter approach, ~sing 
what we will call 'ensemble-handling' routines, which we will label by the suffix 
$. Thus, for example, the subroutine DRIFT$ in Fig. 2. 7 calculates the free flight 
times and subsequent energies and wavevectors for a whole batch of electrons, in 
contrast to the routine DRIFT in Fig. 2.5, which performs the same operations on 
a single electron. 
The state variables of the ensemble of electrons are stored in a set of ensemble 
(sized) arrays which are passed between the various ensemble-handling routines. 
We have named these arrays EI, VIX, VIY, VIZ etc., corresponding to the state 
variables in the single particle program. An ensemble array IBAND is used to 
store the band indices of all the electrons. 
In a single particle simulation, the state of the electron at the beginning of the 
simulation is of no consequence; its effect on the final estimator values is negligible 
due to the averages taken over the entire simulation duration. However, in an 
ensemble simulation, the initial distribution of the ensemble of electrons represents 
an important initial condition in the transient transport problem. Our ensemble 
program allows the form of the initial electron distribution to be freely altered. 
In Fig. 2.7 we have indicated, as an example, the use of a subroutine AMXWEL, 
to generate a Maxwell-Boltzmann distribution of electrons at t = 0. However, in 
Chapter 10 we describe simulations which use a variety of predetermined initial 
carrier distributions. 
Now, the main difficulty in the ensemble simulation is that, whilst the electrons 
begin at a common time origin, as soon as the first set of free flights is generated 
the simulation time (as given by the cumulative flight time) is different for each 
electron, and this situation will prevail throughout the simulation. Therefore, a 
separate record of the simulation time for each electron is stored in the elements of 
an ensemble array TSIM. However, in an ensemble simulation it is usually required 
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to qbi!_ain estimator;valu:es·at specific time intervals, ·which involves interr~gation 
ofthe sfate vari~bles for ·.e'ach ~le~tron (tt the ;arne obse~~tion time tobs .. TOBS, 
rel~tive to the common~origin. '_fhere are two methods of achieving'this, which we 
will refer to as back drifting 'and forward· driftiti.g. 
In the back drifting method (Kirton 1987), the sinmlation of ea~h electron is 
continued until its simulation time exceeds the observation time fobs· Thereafter, 
the simulation of this electron is suspended until ail electrons in the ensemble have 
passed the observation time. This means that, whilst in the first execution of the 
simulation loop of Fig. 2.7 trajectories for the whole ensemble of electrons are 
simulated, in subsequent loop executions some of the electrons will have exceeded 
the current observation time, and so the-operand -batch is-some remnant-sub-set 
of the ensemble. The ensemble algorithm must determine not only the size of. this 
'sub-ensemble' but also its exact composition; i.e., it is necessary to keep an exact 
record of those electrons which still require further simulation. This is achieved: by 
use of an ensemble array INDEX and an associated integer variable NINDEX. The 
electrons are indexed by an integer between 1 and NENS, and the array INDEX 
contains the indices of those electrons still requiring further simulation in any given 
execution of the simulation loop. The variable NINDEX gives the total number 
of such electrons, i.e., the current size of the sub-ensemble. Thus, most of the 
ensemble-handling subroutines employ a loop of the form 
DO 100 N = 1,NINDEX 
NP = INDEX(N) 
100 CONTINUE 
In this loop, the index number NP of each electron in the sub-ensemble is 
obtained in turn; this index can then be used to access the state variables of the 
NPth electron from the ensemble arrays EI, VIX, VIY, VIZ, etc. The sub-ensemble, 
as described by the array INDEX, is modified by the routine TCHEK$ (Fig. 2.8a) 
which is called immediately following drifting of the ensemble. The sub-ensemble 
size NINDEX is then tested, and, if this is zero, then the complete ensemble of 
electrons have now passed the observation time tobs· The ensemble is then drifted 
back to the observation time by use of a subroutine TIMEQ$ (Fig. 2.8b). This 
simply involves tracing back along the last ballistic trajectory of each electron for 
a time period (TSIM(N)- TOBS), where TSIM(N) is the current simulation time 
for the Nth electron in the ensemble. The state variables of the ensemble at the 
observation time are stored in the arrays EOBS, VXOBS, VYOBS and VZOBS, 
SUBROUTINE TCHEK$ 
IMPLICIT REAL *8(A-H,O-Z) 
DIMENSION TSIM(lOOOO) 
INTEGER*2 IBAND(lOOOO), INDEX(10000) 
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COMMON /SIMI GAM(2), TOBS, NENS,NINDEX, TSIM,IBAND,INDEX 
NNEW=O 
DO 10 N = 1 ,NINDEX 
NP = INDEX(N) 
IF (TSIM(NP) .GE. TOBS) GOTO 10 
NNEW = NNEW + 1 
INDEX(NNEW) = NP 
10 CONTINUE 
c 
c 
NINDEX = NNEW 
RETURN 
END 
SUBROUTINE TIMEQ$(EF,VFX,VFY,VFZ, EOBS,VXOBS,VYOBS,VZOBS) 
IMPLICIT REAL *8(A-H,O-Z) 
DIMENSION VFX(10000), VFY(10000), VFZ(10000),EF(10000), 
* VXOBS(IOOOO), VYOBS(IOOOO), VZOBS(10000), 
* EOBS(10000), TSIM(lOOOO) 
* 
INTEGER*2 IBAND(10000), INDEX(lOOOO) 
COMMON /FUND/ ALPHAO, BLSTC, PI 
COMMON /SIMI GAM(2), TOBS, NENS,NINDEX, TSIM,IBAND,INDEX 
COMMON /MAT/ BM(2) 
Variable ALPHAO = hbar*hbar/(2m0) 
Variable BLSTC = F * hbar/e 
DO 10 N = l,NENS 
IBN= IBAND(N) 
VXOBS(N) = VFX(N) 
VYOBS(N) = VFY(N) 
VZOBS(N) = VFZ(N) + BLSTC*(TOBS-TSIM(N)) 
EOBS(N) = (VXOBS(N)*VXOBS(N) + VYOBS(N)*VYOBS(N) 
+ VZOBS(N)*VZOBS(N)) * ALPHAO I BM(IBN) 
(b) 
10 CONTINUE 
RETURN 
END 
Fig. 2.8 FORTRAN code for subroutines TCHEK$ (a), and TIMEQ$ (b) 
in the backdrifting ensemble Monte Carlo program. In subrou-
tine TIMEQ$, the electron energies EOBS(N) are calculated for 
parabolic bands of effective masses BM(IBN); IBN = 1 or 2. 
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which are subsequently used to calculate the estimator values in a subroutine 
ENSAV. After the observation has been made, ~he subroutine RESET is called 
·to refill the array INDEX with the complete set of electron indices 1. .. NENS, 
and to assign to NINDEX the value NENS. The observation time TOBS is also 
incremented. 
However, even after the increment of TOBS, it is still possible that some of 
the electrons have simulation times greater than this new observation time. The 
simulation of these electrons must be suspended immediately, before any scattering 
takes place. Thus, an extra call to subroutine TCHEK$ is necessary following 
the call to subroutine RESET (see Fig. 2.7). This is the main disadvantage of 
the backdrifting method; i.e., that electro_ns are allowed to drift welLbeyond the 
current observation time. 
][n the forward drifting method (Price 1979), the simulation times of individual 
electrons are not allowed to exceed the current observation time; the electrons are 
drifted, one by one, up to the time TOBS. This is achieved by the simulation loop 
shown in Fig. 2;9. The subroutine FFT$ simply calculates free flight times for 
the current sub-ensemble, and these are returned in the ensemble array TR. The 
subroutine SIFT$ (Fig. 2.10) is essentially an amalgamation of the subroutines 
DRIFT$, TCHEK$ and TIMEQ$ used in the backdrifting program. In this sub-
routine, the extrapolated simulation time for each electron (TSIM(NP)+TR(NP)) 
is compared with the observation time TOBS. If a free flight of duration TR(NP) 
would take the NPth electron beyond TOBS, then it is simply drifted right up to 
TOBS. The electron state at TOBS is stored, and the electron is removed from 
the sub-ensemble. On the other hand, if the proposed free flight does not take the 
electron beyond the observation time, then drifting is performed as normal, and 
the electron is retained in the new sub-ensemble. In both cases, in the code shown 
in Fig. 2.10, drifting is performed by calling a single-particle-handling subroutine 
DRIFT. When NINDEX = 0, the estimator values can be obtained immediately by 
a call to subroutine ENSAV, since the electron states at time TOBS have already 
been determined for the whole ensemble. After the observation has been made, 
the ensemble must once more be drifted. It is not valid to proceed by scattering 
the electrons, since the time point TOBS does not represent the end point of a 
free flight on any of the electron trajectories. 
At first sight, it would seem necessary to store both the simulation times 
TSIM(NP) for each electron at the end of the last complete free flight before 
TOBS, and the free flight durations TR(NP) which take each electron across the 
observation point, in order to continue the simulation, after the observation, using 
the correct set of flight times. However, Price (1979) has pointed out that this is 
DO 100M= 1, MSIM 
CALL FFf$(TR) 
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CALL SIFT$(EI,VIX,VIY,VIZ,TR, EF,VFX,VFY,VFZ, 
* EOBS,VXOBS,VYOBS,VZOBS) 
IF (NINDEX .EQ. 0) THEN 
CALL ENSAV(EOBS,VXOBS,VYOBS,VZOBS) 
CALL DISTE$(EOBS) 
CALL WRMISC(M) 
CALL RESET 
IF (TOBS .GT. TEND) GOTO 200 
ELSE 
CALL SMECH$(EF,VFX,VFY,VFZ, EI,VIX,VIY,VIZ) 
END IF 
100 CONTINUE 
200 CONTINUE 
Fig. 2.9 FORTRAN code for the main simulation loop of the forward drift-
ing ensemble Monte Carlo program. The definitions of subroutines 
ENSAV, DISTE$, WRMISC, RESET AND SMECH$ are as given 
in Fig. 2.7. 
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not necessary. Rather, the simulation time of every electron can be set to TOBS, 
and the simulation recommenced after the observation by generating a completely 
new set of free flight times. The justification for this can be found in our discussion 
of the B-ensemble principle in section 2A.2. We pointed out that the distribution of 
the the set of remnant portions of free flights following an observation at time tobs 
is equivalent to the distribution of any normal set of randomly generated flight 
times. Therefore, such a new set may be directly substituted for the remnant 
portions, with no loss of statistical integrity in the simulation. 
When the above simplification is utilised there is little to choose between the 
forward and back-drifting methods. The back-drifting method makes for a more 
elegant program architecture, and a faster execution time than the forward drift-
ing approach, due to the use of a single-particle-handling DRIFT routine in the 
latter case. The forward drifting method may, however, be more convenient when 
obtaining values for other estimators, such as the real space electron displacement, 
where the extrapolation of sample data up to the observation time entails a more 
complex dependence on time. 
Finally, we should point out that in both cases the simulation is terminated 
when the next observation time exceeds some preset value TEND. Therefore, in 
contrast to the single particle simulation, the simulation loop variable M is a 
dummy parameter; it is related neither to the timescales in the simulation, nor to 
the number of scattering events. Its upper limit should be set sufficiently high so 
that loop execution is not terminated before the time TEND is reached. 
c 
10 
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SUBROUTINE SIFT$(EI,VIX,VIY,VIZ,TR, EF,VFX,VFY,VFZ, 
* EOBS,VXOBS,VYOBS,VZOBS) 
IMPLICIT REAL *8(A-H,O-Z) 
DIMENSION VIX(IOOOO), VIY(lOOOO), VIZ(lOOOO),EI(lOOOO),TR(lOOOO), 
* VFX(lOOOO), VFY(lOOOO), VFZ(lOOOO), EF(lOOOO), TSIM(IOOOO), 
* VXOBS(IOOOO), VYOBS(IOOOO), VZOBS(IOOOO), EOBS(lOOOO) 
* 
* 
INTEGER*2 IBAND(lOOOO),INDEX(lOOOO) 
COMMON /FUND/ ALPHAO, BLSTC, PI 
COMMON /SIM/ GAM(2), TOBS, NENS,NINDEX, TSIM,IBAND,INDEX 
COMMON N ALP/ IBNP 
NNEW=O 
DO 10 N = l,NINDEX 
NP = INDEX(N) 
IBNP = IBAND(NP) 
TRNP = TR(NP) 
TSIMNP = TSIM(NP) 
IF (TSIMNP+ TRNP .GE. TOBS) THEN 
CALL DRIFT(TOBS-TSIMNP,VIX(NP),VIY(NP),VIZ(NP), 
EOBS(NP),VXOBS(NP),VYOBS(NP),VZOBS(NP)) 
Set carrier simulationotime to TOBS; P.J. Price method. 
TSIM(NP) = TOBS 
ELSE 
CALL DRIFT(TRNP,VIX(NP),VIY(NP),VIZ(NP), 
EF(NP),VFX(NP),VFY(NP),VFZ(NP)) 
TSIM(NP) = TSIMNP + TRNP 
NNEW = NNEW + 1 
INDEX(NNEW) = NP 
END IF 
CONTINUE 
NINDEX = NNEW 
RETURN 
END 
JFig. 2.10 FORTRAN code for the subroutine SIFT$ in the forward drifting 
ensemble Monte Carlo program. 
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2JC JFUR'JriHIER REJFTINEMJEN'Jr§. 
Having discussed, in the previous sections, the basic features of the Monte 
Carlo simulation of electronic transport, we will now consider some of the ways 
in which the algorithms can be improved. The simulations described suffer from 
two main drawbacks: firstly, the proportion of self scattering events can be quite 
large, representing inefficient use of computer processing time, and secondly, the 
stochastic nature of the simulation can give rise to large fluctuations in the esti-
mator values. The first problem can be alleviated by using some modification of 
the self scattering scheme, as we will discuss in section 2C.l. The second problem 
can be countered by some form of variance reduction, a possibility which we will 
examine in section 2C.2. 
~C • .n.: Improved! §elf §catte:ring Efficiency 
Several methods have been proposed for reducing the proportion of self scat-
tering events in a Monte Carlo simulation; see, for example, Yorston (1986). All 
these methods aim, in some way, to reduce the discrepancy between the total 
scattering rate P(k) and the value of r over various portions ofthe range of e or 
lk considered. The two most widely used methods are. the stepped, or piecewise-
constant gamma method (Borsari and Jacoboni 1972), and the iterative gamma 
method (Hackney and Eastwood 1981) 
Stepped Gamma Method 
In this method, the constant term r ( > P(k) for all k) is replaced by a 
piecewise-constant (stepped) function, as shown in Fig. 2.11. The difference be-
tween the area under the stepped profile and that under the largest fixed value r n 
in the figure represents the reduction in the proportion of self scattering events 
achieved using this method. Now, if an electron begins a free flight with a wavevec-
tor of magnitude ka < k1, and ends it with a wavevector kb (kn-1 < kb < kn), a 
stochastic flight time may be generated as follows. 
From equations (2.2) and (2.3) it can be shown that, for a general form of 
the scattering rate P(k), the free flight time tr is related to the random variate r 
according to 
r = 1- exp [- fotr P(k(t)) dt] , (2.18) 
whence 
rtr 
-loger = lo P(k(t)) dt (2.19) 
(where we have replaced (1 - r) with r as in section 2A.1). So, for a stepped 
gamma profile we may write 
(2.20) 
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Fig. 2.11 Schematic representation of the stepped gamma method. The bold 
line represents the piecewise constant fit to the curve giving the 
total real scattering rate P(k). 
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wher.e the ti are'the times at which the electron passes the steps· at k1, k2, etc. 
The free flight tinie is then obtained as 
1 . . . 
t., = tn-1 - rn {loger + tlrl + r2(t2- tl) + ... r n,-1(tn-1 - tn-2)}. {2.21) 
For an electric field ~pplied in the x direction, the time~ ti will be given from 
equation (2.1) as 
{2,22) 
At first sight, it might be considered sufficient to calculate the free. flight time 
using the value r 1 appropriate to the initial wavevector ka and, if this gives rise to 
a final electron wavevector kb, where kn-1 < kb < kn, then to recalculate the free 
flight time using eacli of r~, r2 ... r~ as -in equation· (2;21) above. However, since 
all the subsequent values r2 ... r n will be greater thanT1, the new free flight time 
will be less than that originally calculated, and there is no guaranteethat the new 
value of kb will be greater than kn-1• Therefore, an algorithm must be employed in 
which the free flight time is calculated using. one, two, three etc. values of gamma 
until the final wavevector kb obtained corresponds to the upper value of gamma 
used. 
We have shown an example of the implementation of the stepped gamma 
method in Fig. 2.12. We have used ~variable INGAM to index the step positions 
VSTG, and the corresponding gamma values GAM for each energy band. The in-
dex INGAM must be made available to the scattering process selection subroutine 
SMECH, which must be modified to ensure that the value of gamma appropriate 
to the end-of-flight (before scattering) state is used in the selection algorithm, In 
an ensemble simulation, a record of gamma indices must be maintained for the 
entire ensemble, in which case the scalar variable INGAM must be replaced by an 
ensemble array. 
In a single particle simulation the use of a stepped gamma profile also affects 
the calculation of B-ensemble estimator vah,tes. Equation {2.12) shows that, in 
general, it is the quotient !b(k)/ P(k), rather than merely lb(k) which is propor-
tional to the actual electron distribution. Therefore, it is necessary to weight 
all the data samples forB-ensemble estimators by 1/ri, where ri is the value of 
gamma appropriate to the before-scattering electron state in each case. The esti-
mator value is then obtained at the end of the simulation by dividing the sum of 
all such data samples by the quantity nl/rt +n2/r2 +· · · n,,jr n, where, in general, 
ni represents the number of flights which ended in the range where the scattering 
rate P(k) was approximated by ri. When calculating B-ensemble distribution 
functions within the stepped gamma approach, this 1/r i weighting must· be used 
in addition to any of the weighting factors described in section 2A.2. 
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SUBROUTINE DRIFr6(EI,VIX,VIY,VIZ, EF,VFX,VFY,VFZ,TFLT) 
C 6-stcpped Gamma 
IMPLICIT REAL*8(A-H,O-Z) 
COMMON /FUND/ ALPHAO, BLSTC, PI 
COMMON /SIMI INGAM 
COMMON/MAT/ BM(2) 
COMMON /STGAM/ VSTG(6,2), GAM(6,2), NSTEPS 
COMMON /V ALP/ IBNP 
C Find & record index of initial wavevector range, and select initial Gamma 
V2PERP = VIY*VIY +VIZ* VIZ 
VINIT = DSQRT(VIX*VIX + V2PERP) 
IF (VINIT .LE. VSTG(l,IBNP)) THEN 
INGAM = 1 
ELSEIF (VINIT .LE. VSTG(2,IBNP)) THEN 
INGAIVI = 2 
ELSEIF (VINJT .LE. VSTG(3,1BNP)) THEN 
INGAM= 3 
ELSEIF (VINIT .LE. VSTG(4,IBNP)) THEN 
INGAM=4 
ELSEIF (VINIT .LE. VSTG(5,IBNP)) THEN 
INGAM= 5 
ELSE 
INGAM = NSTEPS 
END IF 
C Calculate free flight time using initial value of Gamma. 
C (Variable BLSTC = F * hbar/e ) 
Rl = G05CAF(l) 
DLNR = DLOG(Rl) 
TFLT = -DLNR I GAM(INGAM,IBNP) 
VFX = VXINIT + BLSTC*TFL T 
VFY=VIY 
VFZ= VIZ 
V1v10D = DSQRT(VX*VX + V2PERP) 
IF (VMOD .GT. VSTG(INGAM,IBNP)) THEN 
C Set up iterative loop to calculate TFL Tusing 2,3 etc. values of Gamma. 
TERM=DLNR 
TINIT = VXINIT I BLSTC 
TCURR = TINIT 
10 CONTINUE 
INGAM = INGAM + 1 
VSTEP = VSTG(INGAM-1 ,IBNP) 
VXSTP = DSQRT(VSTEP*VSTEP - V2PERP) 
TLAST = TCURR 
TCURR = VXSTP I BLSTC 
TERM= TERM+ GAM(INGAM-l,IBNP) * (TCURR-TLAST) 
TFLT = TCURR- TINIT- TERM/GAM(INGAM,IBNP) 
C Recalculate final state. 
VFX = VIX + BLSTC*TFL T 
VMOD = DSQRT(VX*VX + V2PERP) 
IF ((V1v10D .GT. VSTG(INGAM,IBNP)) .AND. (IN GAM .LT. NSTPS)) GOTO 10 
END IF 
EF = (VFX*VFX + V2PERP) * ALPHAO I BM(IBNP) 
RETURN 
END 
JFig. 2.].2 FORTRAN code showing the implementation of the stepped gamma 
method in a modified version of the sin!!le oarticle routine DRIFT_ 
. . 
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It'erative Gamma Method 
In this m~thod, a free flight time,. is first calculated ~sliming a fixed value of 
f1 = P(ka), where ka is the initial electron wav~vector. Tht!s, 
(2.23) 
The end-of-flight wavevector kb is then obtained, and, if f 1 > P(kb) the flight time 
t, is accepted, otherwise t, is recalculated using a new constant value r 2 = mf 1, 
where m is a multiplier margJnally greater than unity. This process is repeated 
until a value ri > P(kb) is obtained. 
With this method, a new value of r is useg fpr tg~ch free flight. Yorston 
{1986) points out that, whilst the scattering function used to generate free flight 
times must not be modified by the occurrence of self scattering events, once a 
real scattering has occurred the value of r may be freely altered. Whilst this fact 
allows iteration of gamma between real scatterings, it would ~ppear that if a self 
scattering event is selected, it is not valid-·to obtain, by iteration, a new value of 
gamma iJl the calculation of the next free flight. It may be argued that, in the 
iterative gamma scheme, the probability of selecting a self scattering event is so 
small that this discrepancy will not be of any consequence. This will be true if 
the scattering rate is a monotonically increasing function of k, whence the value 
of gamma selected by iteration will always be very close to P(kb)· However, for 
a general form of the scattering rate, the maximum value of P(k) may not occur 
at the end of the free flight; hence the choice of r > Pma.x(k) may be significantly 
larger thanP(kb), with a consequent increased probability of self scattering. 
A further concern over the iterative gamma method is that, in certain cir-
cumstances, the same value of t, can be obtained using two different values of r 
(Yor8ton 1986). This means that the function f(t) is essentially double-valued 
in certain time ranges, and this will distort the distribution of free flight times. 
Again, it may be argued that this discrepancy will have only a minor effect on any 
Monte Carlo simulation; however, it must be concluded that the iterative gamma 
method gives only an approximation (albeit a good one in most circumstances) to 
the true free flight time distribution. 
Rockett (1987) has proposed a so-called linear search technique for generatjng 
stochastic free flight times, which is essentially a hybrid of the stepped gamma and 
iterative gamma methods. This method is reported to give a very small proportion 
of selfscatterings, however, it will still contain the discrepancies associated with 
the basic iterative gamma method. 
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2lC.2l: VaJrial!llc<e Redlll]diollll 
Several general methods have been proposedfor reducing the varianceassoci-
ated '!ith parameter values estimated in stocha.Stic simulations (see, for example, 
Hammersley and Hari.dscomb (1964); Law andKelton (1982)). In this section we 
will consider two such methods; those of antithetic and control variates. 
Let X and Y be two parameters which are a function of of a set of random 
numbers ri, and have the same variance u 2• If no correlation exists between X 
andY, then the variance of each of the -quantities X+ Y and X- Y is the same 
as that of X and Y alone. However, if a positive correlation exists between X and 
Y, then the variance of X - Y will be less than that of X or Y, and, conve:rsely, 
if a negative correlat_iQn exists, then the variance of X + Y will be less than that 
of X or Y alone. 
In the antithetic variate method, we must look for a way of calculating the ex-
pectation value of the required parameter which involves the association of quanti-
ties having a degree of negative correlation. This approach is based on a theorem 
(Hammersley and Morton 1956; Hammersley and Mauldon 1956} which states 
that, to obtain an expectation value for the parameter X{r1, r2, ... rn) we may 
freely rearrange the order of the random variates in the simulation, provided that 
X(r1,r2, .. . rn)- Xl(rl) + X2(r2) + ... Xn(rn)· Therefore, we may group together 
pairs of the terms Xi(ri) between which a negative correlation exists: the variance 
of the expectation value calculated from values for these grouped pairs will be less 
than that deduced from the Xi(ri) in isolation. 
In the control variate method, the variance of a parameter X(r11 r2, ... rn) 
is reduced by identifying a second parameter Y(r1 , r2 , ••• rn) which is positively 
correlated with X, and whose expectation value (Y) is exactly determined. Then 
(2.24) 
gives an estimate of (X) which will have a lower variance than that associated 
with X(r1, r2, ... rn) alone. 
For Monte Carlo simulations of electronic transport, one method of variance 
reduction which has been cited several times in the literature is that due to Ham-
mar (1971). Hammar's method is essentially an implementation of the antithetic 
variate technique. He points out that the expectation value of the electron drift 
velocity in a Monte Carlo simulation may be written as 
(2.25) 
where Va and Vb are the electron velocities at the beginning and end of a free flight. 
Most of the statistical fluctuations in the drift velocity are contained within the 
- . -
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term (va)· To combat this, Hammar suggests that-after each s~attering event 
two- el~~tron trajecto~ies are simulated, :beginning ~ith_ equal and opposite after-
scattering wavevectors lka and ~ka. The same r·ando~ nurnberis'useltogenerate 
the fr_ee flight times: for both-traj~ctories and, at th~ e~d-of the flight~,~on~ of the 
electron states is chosen at random to continue the simulation. Data saiJiples for 
the Monte Carlo drift velocity estimator ate taken from averages of the election 
states for each pair of trajectories (Price 1979): these averaged pairs should give 
rise to a reduced variance for the final result, since the large fluctuations assoCiated 
with the quantity (va) will be smoothed out. 
The method is only applicable in the above form if the scattering process~s 
involved have no dependence on the scattering angle ('isotropic' or 'wavevector-
- --· . 
randomising' scattering). If this is not the case, then the contribution to the drift 
velocity estimator from trajectories with initial wavevectors ka and -ka must 
be weighted according to the ratio of the scattering probabilities P(ka, k) and 
P(-ka,k). 
For the ca.Se of isotropic scattering, we have devised an alternative approach 
for obtaining a reduced-variance estimate of the electron drift velocity, based on 
the control variate method. Our approach has the advantage that the simulation 
of extra flights, as described above, is not necessary. 
If we collect data for the drift velocity estimator around real scattering events 
only, then the expectation value of Va in equation (2.25) must be zero. From 
the equation, it is clear that the statistical fluctuations in Va will be positively 
correlated with those in Vcli therefore, we can apply the control variate method to 
calculate 
(2.26) 
where (va) = 0. 
We have successfully used this method to reduce the variance associated with 
both FBS and B-ensemble drift velocity estimators. Fig. 2.13 shows the correlation 
between VFBS, VBens and Va, and the effect of applying our control variate method, 
in a simulation with isotropic scattering. It should be noted that when calculating 
(vBens), since data is collected around real scattering events only, the sampled 
values of before-scattering electron velocity must be weighted by the total real 
scattering rate P(k), rather than r. 
The restriction of this method to the case of isotropic scattering precludes 
its use in the simulations of carrier transport in GaAs and GaAs quantum wells 
described later in this thesis. However, it may find application in the study of 
transport in non-polar semiconductors, where the principal scattering processes 
. ~ 
can be treated in an isotropic (velocity randomising) approximation. 
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Fig. 2.13 Application of the control variate variance reduction method in a 
single particle simulation with isotropic scattering, in which data 
is collected around real scattering events only. Plots (a) and (b) 
represent the values of VFBS and VBens obtained without variance 
reduction, as a function of the total number of scattering events in 
the-simulation. Plot (c) gives the actual values of Va obtained, and 
(d) gives the reduced variance estimate of VBens: ( VBens- Va) + ( Va), 
where (va) - 0- see text. 
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CARRRR~JPJHIONON §C.A.'.ll''JrERlrNG ][N :BUJLJK: §EMJ[CONDUC'JrOR§ 
~ this chapter we wiU outline some of the basic prhieiples of the theory of 
carrier-phonon scattering in a semiconductor. We will derive expressions for the 
scattering rates of electrons in a single parabolic band, and also for holes in the 
heavy and light hole valence bands of a IH-V semiconductor such as GaAs, for the 
principal phonon scattering processes. 
The purpose of this work is twofold. Firstly, it is necessary to gain an under-
standing of the physics of phonon scattering in bulk materials, before embarking 
on any investigation of scattering in quantum confined systems. Secondly, we will 
use the scattering rate expresssions for holes-, derived-in- Section -3G, -to form the 
basis of a preliminary Monte Carlo simulation of hole transport in bulk GaAs, 
which we will describe in Chapter 4. 
3A JFUNDAMEN'JI.'AJL EJLEC'JI'RON-JPHONON 
§CA'JI.''JI.'ERJ[NG 'JI.'JHIEORY 
In this section, some of the fundamental ideas and assumptions of the theory 
are outlined (section 3A.l). It is then indicated how these can be used to create a 
generalised phenomenological expression for the electron-phonon scattering rate, 
in which the details of the interaction due to a particular process are contained 
within a coupling coefficient term, Cq (see Ridley 1988). In section 3A.2 we will 
give general expressions for the coupling coefficients for scattering by four different 
phonon processes: 
(i) acoustic phonons via the deformation potential interaction, which we will refer 
to simply as acoustic scattering, 
(ii) optical phonons via the deformation potential interaction, which we will refer 
to as non-polar optical scattering, 
(iii) optical phonons via the polar interaction, which we will call polar optical 
scattering, 
(iv) acoustic phonons via the piezoelectric interaction, which we will refer to as 
piezoelectric scattering. 
These four scattering processes will also be labelled by the abbreviations AC, 
NPO, POP and PZ respectively. The expressions for the coupling coefficients for 
these interactions can then be used in the derivation of the scattering rates for 
electrons in a single parabolic band (Section 3B), and for holes in the heavy and 
light hole valence bands of GaAs (Section 3C). The same coupling coefficients will 
also be used in the work on quantum confined carrier-phonon scattering described 
in Chapter 5. 
3A.Jl.: 
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Bat:~i<e JPrriltlldple§ 
The adiabatic approximation 
The scattering of electrons by phonons involves the interaction of a lattice 
of ions, disturbed by some vibration, with a gas of conduction electrons .. The 
adiabatic approximation is essential to any practical treatment of this problem. In 
this approximation, the electrons are assumed to respond almost instantaneously 
to any change in the lattice configuration (Born and Huang 1'954; Ziman 1960) such 
that the change in the electronic configuration is quasi-continuous, and does not 
involve transitions to new eigenstates. This means that an eigenvalue equation 
for the electrons can be solved by assuming the lattice to be frozen in position 
~t any instant of ti:rp,e, irl_which case the Schrodiriger equation is _separable a.nd 
wavefunctions can be separately defined for the electron and lattice systems. 
The possibility of electron-phonon scattering can then be considered as a first 
order correction to the adiabatic picture. A non-adiabatic (coupling). term can be 
identified in the Hamiltonian for the electron phis lattice system, which operates 
. . . 
~n both electronic andJattice wavefunctions. This cah be regarded as a small per-
turbation, introducing transitions between states in both the electron and lattice 
systems. 
The transition rate can be obtained using Fermi's. Golden Rule: 
P(k,c) = 2: /l(k',c'IHeplk,c)I28(E(k',c')- E(k,c)) dSk',c'' (3.1) 
where we have labelled the lattice part of the states by the quantum number c, 
and the electronic part by the electron wavevector k. The term E(k, c) represents 
the total energy of the lattice plus electron system in the state lk, c). The final 
states are denoted by primes, and the integral is taken over all final states Sk' c'· , 
The interaction Hamiltonian Hep is best described in the Bloch formulation (Zi-
man 1960; Sham and Ziman 1963), in which the effect on the electronic system of 
a change in atomic displacement is simulated by a change 8U in the lattice energy, 
which scatters the electrons into new states. In this formulation, the electronic 
states appearing in the scattering matrix element can be taken as stationary states 
of the undistorted lattice, which means that the particular 'frozen' configuration 
of the lattice is unimportant. 
· .. _ .·_ "'·.: 
Carrier-Phono'n Scattering in Bulk Sem;icmiductors · 25 · 
. . - . 
. , THe cor~,iinuous lattice ~pproxirruitioon · .· 
F~rsimple h<umonk vibrations of the latt'ice, the atomic displacement oper'ator . 
at lattiCe site i is ~iven by (Kittel1963): . 
(3.2) 
where N is the number of unit cells, Ri is the position vector of the ith site, Qq is 
the normal coordinate for viqrations of mode q,. eq is the unit polarisation vector 
for the mode, and the sum is taken over all ~qdes q. 
In all cases of interest, the perturbing potential hU is proportional to the 
atomic dispJ~~E;!ment or its derivative. Therefore, in the simplest treatments,-the 
lattice is assumed to be a continuous m~dium, so that hU is derived everywhere in 
the lattice from a smooth, continuous displac~ment function u(r). u(r) is chosen 
to coincide with the discrete atomic displacements Ulli at the lattice sites. That is 
and, for long wavelength excitations, it is a good approximation to take 
u(r) = ~ L::eq (Qqexp(iq.r) + Q:exp(-iq.r)) 
2vN q 
(3.3) 
(3.4) 
throughout the lattice. This idea is fundamental to the deformation potential 
theorem of Bardeen and Shockley (1950), and is also a basic assumption of the 
analysis of polar scattering by Frohlich (1937). In the continuous lattice approx-
imation, the Bloch formula for the interaction potential can be written as (Seitz 
1948; Harrison 1956) 
8U = u(r). V'U(r), (3.5) 
where U(r) is the unperturbed crystal potential. 
Lattice part of the scattering matrix element 
The normal coordinates Q q can be expressed in terms of phonon annihilation 
and creation operators, aq and al: 
(3.6) 
where Wq is the angular frequency of the lattice vibration (the phonon frequency). 
M' is the mass of the unit harmonic oscillator in the lattice, which, in the following 
cases, is either the atomic niass, or the reduced mass of the two different atoms in 
. . . 
the unit cell. of a di~t9rriic semic'onductor. 
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Then. 
The wavefunction for the lattice system can be written as a product of har~ 
monic oscillator wavefunctions ¢q ( Q), in the normal mode representation. The 
operators aq and a! each act on just one function in the product, changing the 
occupation number .Aiq of the lattice state I.A!q) by -1 or +1 respectively. Thus, 
by the definition of aq and a!, the lattice part of the scattering matrix element is 
(.Aiq- 1jaqi.A!q) = ~' or 
(-J./q +lla~i.Aiq) ~ J.wq + l. -
(3:8a) 
{3:8b) 
Equation (3.8a) represents absorption, and (3.8b), emission, of a single phonon of 
energy hwq. Note that; in equation (3.7) the annihilation (absorption) operator 
aq is associated with the factor exp(iq.r), and the creation (emission) operator a~ 
with exp( -iq;lr). 
Electrom'c part of the matn'x element 
The electronic wavefunction for the carrier system may be expressed as a 
product of one electron wavefunctions tPk(r). For all the cases of interest, the 
term operating on these wavefunctions is just the plane wave factor exp(±iq.lr) in 
the interaction described by equations (3.4) and (3.5). Then, the electronic part 
of the matrix element is given by 
J(k',k) = fv tJ!=,(r) exp(±iq.r)tJ!k(r) dr, (3.9} 
where V is the cavity (crystal) volume. The electron wavefunctions are Bloch 
functions of the form 
1 
tPk(r) = v'Vuk(r) exp(£k.r) (3.10) 
with the periodic parts uk(r) normalised to the unit cell volume. Thus 
J(k',k) = ~ fv u~,(r)uk(r) exp (i(k- k' ± q).r) dr. (3.11) 
The product u~,(r)uk(r) in the above equation can be expanded as a Fourier series 
over reciprocal lattice vectors g: 
u~,(:r)uk(r) = 2::Csexp(ig.r), (3.12) 
g 
where 
Cg = V:
1 f U~t(r1)uk(r1) exp(-:ig.r1) dr'. 
cell J cell ·. . . (3.13} 
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. . 
The integral is evaluatedoverthe volume of a singl~ unit cell, given by Vcell· _This 
gives, for J(lk', k): 
(3.14) 
fu practice, the electron wavevectors lk and k', and_ the phonon wavevector irl 
areusually much smaller than the smallest no11-zero recip!ocal lattice vectors g. 
Therefore, only the g = 0 term normally cont~ibutes to the sum in equation (3.141). 
We thus obtain 
where 
the overlap integral. 
J(k',k) = 8k-k'±q, 0 G(k',k), 
G(k', k) = ,} __ {_ . ~~~(r)uk(r) dr, 
v cell lcell 
(3.15) 
(3.16) 
The Kronecker delta imposes momentum conservation. It gives, for the phonon 
absorption ter:rn: 
k' = k + q[, (3.17a) 
and for the emission term; 
k' = k- q. (3.17b) 
A phenomenological scattering rate formula 
The expresssions derived above can now be collected together to give a phe-
nomenological expression for the scattering of carriers by interaction with phonons 
of any mode. Substituting equations (3.7), (3.8), and (3.15) into equation (3.1), 
we obtain, for the modulus squared of the scattering matrix element: 
(3.18) 
taking at t, the upper case for absorption, and the lower case for emission. Cq is the 
coupling coefficient which contains the detailed form of the interaction Hamiltonian 
for each particular scattering process. The scattering rate for a carrier in state lk) 
is then 
(3.19) 
where E(k) and E(k') are the energies of the initial and final electron states, and 
the the integral is taken over all final states lk'). 
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Gollllpllilrng Coeffidenh 
,.4coust&·c (deformation potential). scattering 
The ·deformation potential theorem of Bardeen and Shockley (1950) states 
that, for long wavelength acoustic modes in semiconducfors, the interaction po-
tential bU can be taken as 
6U(r) = L'BijSi;, 
i,j 
where S is the strain tensor, with components 
S·. _ !_ (aui Bu;) 
''- 2 a + a ' r; ri 
(i,;' = 1 ... 3), 
and a is the so called deformation potential tensor. 
(3.20) 
(3.21) 
Equation (3.20) is merely a variant of the Bloch formulation of equation (3.5). 
The principal advantage of the theorem is that the deformation potentials Bij can 
be identified with the rigid shifts in energy bands observed upon application of 
uniaxial stress. 
Substituting equations (3.7) and (3.21) into equation (3.20), we obtain 
DU(r) = ~ y;; J 2M~w. I: 8;;("<9; + e;q;) 
.,, 
x i ( aq exp(iq.r) -a~ exp( -iq.r)), (3.22) 
where the ei and qi are Cartesian components of the polarisation vector and phonon 
wavevector respectively. 
Then, oy comparison of equation (3.22) with equations (3.8), (3.15) and (3.18), 
the details of the deformation potential interaction can be summarised in a cou-
pling coefficient (squared) of the form 
(3.23) 
Non-Polar Optical Scattering 
In a semiconductor crystal lattice, there are two atoms per unit cell. When 
the lattice vibrates in an optical mode, these atoms are displaced in opposite 
directions. The optical displacement is defined as the relative displacement of the 
two atoms. The oscillator mass M' in this case is the reduced mass M of the unit 
cell, which is given by 
- ( 1 1 )-1 M- -· +-. , 
Mi M2 
(3.24) 
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where M1 and M 2 are the two atomic masses. · 
"For intravalley scattering, {Jl is restricted to small values, hence only long wave-
- .. - ' : -. . 
length modes are important. For such modes, the interaction energy 6U can be 
approximated by (Seitz 1948; Harrison: 1956; Meyer 1958) 
6U(rr) . · lD0 p.tu(rr). (3.25) 
lDop is an optical deformation potentialconstant, and is a vector, rather than a 
second rank tensor, as in the case of acoustic scattering. There is, however, some 
inconsistency in the definition of lDop for diatomic crystals. Ridley (1988) suggests 
. -- -
that lDop should be regarded as the change of energy per unit 'equivalent acoustic' 
displacement Uac, where U~c is defined as the displacement of the whole unif cell 
having the same elastic energy as the optical displacement u: &.e., 
(3.26) 
This gives 
6U(r) = ~ M, ~ M, Dop·u(r), (3.27) 
and this is the form of the non-polar interaction which we will adopt in this work. 
The coupling coefficient for a mode travelling in a particular direction is then 
(3.28) 
where uq is the direction cosine of the polarisation vector of the mode relative to 
Dop· 
Polar Optical Scattering 
In a polar crystal, the contrary displacement of adjacent, oppositely charged 
atoms creates a polarisation, and hence an electric field, resulting in strong scat-
tering of electrons (Frohlich 1937; Callen 1949). 
The polarisation in a unit cell is 
P(r) = e*u(r), 
Vcell 
(3.29) 
where e* is an effective charge (see below). 
The eleCtrostatic potential ¢(r) due to the polarisation is obtained from Pois-
son's equation: 
(3.30) 
- -.' 
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p(:rr) = -divlP(:rr): (3~31} 
Thus 
'* ~-t.. ~.ze A . f~ • • t ' p(r) = v; .. · :L eq.<Q! M'N ( aq exp(zq.:rr) - aqexp( -zq.:rr)}. 
cell q 2 Wq . 
(3.32) 
The dot product indicates that only longitudinal modes will contribute to the 
electrostatic potential. For such modes, this .potential is giveri by 
¢(:rr)= -~* I:_!J M .. -~N (aqexp(iq.:rr)-alexp(-iq.r)). 
eo cell q q 2 . Wq 
(3.33) 
The interaction energy is giv~n by 
oU(r) = e¢(r). (3.34) 
Thus, by comparison of equations (3;33) and (3.34) with equations (3.8), (3.15) 
and (3.18), the coupling coefficient (squared) can be written as 
c2- _ee -( * )2 1 q - eo Vcell q2 • (3.35) 
The effective charge e* appearing in this expression was first defined by Callen 
(1949) (see also Ehrenreich (1957)). Expressed in SI units, the effective charge is 
given by 
( *)2 -. . 2 ( 1 1 ) e = MVcellWqeO . --- , 
eoo es 
{3~36) 
where e8 and e00 ate the static and high frequency dielectric constants respectively. 
Piezoelectric scattering 
In a polar crystal with no inversion symmetry, a long wavelength acoustic vi-
bration produces an additional, second order polarisation. That is, JP(r) is propor-
tional to acoustic strain, rather than displacement. The ith Cartesian component 
of JP(r) is given by 
1 
Pi= - L hi;kS;k, (3.37) 
es j,k 
where lbt is the piezoelectric tensor. h is symmetric, and is therefore usually writ-
ten in the reduced notation hijk --+ him, m = 1 ... 6. For zincblende crystals, h 
has only three non-zero components, and these are all equal: h14 = h2s = haa 
(Mason 1950). This means that only shear strain components contribute to the 
polarisation. Using equations (3.7) and (3.21) we obtain 
P1 = h
14 I:-~-.~--· i(e2q3 + e3 q2 ) (aqexp(iq.r)- a~exp(_:_iq.r)). (3.38) 
es q v-~- . -
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Analagous ~expressions can be :written for P2 and P3 • 'Theri, the space charge 
densit)' is given by 
p(lr) = -divJP(Jr) = h14 L J M.· ~N· . X 2 (e1qfq3 + e2q1q3 +eaq1q2) 
c8 q 2 Wq · 
x ( aq exp(iq.Jr) -a~ exp( -'-"iq.Jr)) . (3.39) 
Solving Poisson's equation gives the electrostatic potential, and hence the interac-
tion energy: 
Then, comparison with equations (3.8), (3.15) and (3.18) shows that the coupling 
coefficient (squared) takes the form 
(3.41) 
The piezoelectric interaction clearly has a complicated directional dependence 
and most practical treatments have involved some averaging over direction. The 
simplest approach is to separate the contributions from longitudinal and transverse 
modes, and take a spherical average in each case (Hutson 1961; Zook 1964). The 
appropriate values of the ei for each of the three modes of polarisation are obtained 
by means of a transformation to a coordinate frame in which the z (3) axis lies 
parallel to q (see Zook 1964; also Jones 1975). For longitudinal modes, the coupling 
coefficient (squared) then reduces to 
(3.42) 
where the O'i are the direction cosines of q. The coupling coefficient for the com-
bined effect of the two transverse modes is given by 
(3.43) 
Taking spherical averages of these two quantities gives 
(3.44a) 
(3.44b) 
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If no screening effects are included, then the piezoelectric scattering expression 
has a singularity at q = 0 (see equation (3.68) in Section 3B), and a finite scattering 
rate cannot be obtained (Rode 1970). The effect of screening by free carriers can 
be included by writing 
(q2 + q2) 1 P: 0 -- ""h· ·kS·k ~ 2 - L..& tJ J q E:s .k J, (3.45) 
in place of equation (3.37), where qo is the reciprocal De bye screening length 
(Hutson 1961). The coupling coefficients (squared) then become 
(3.46a) 
(3.46b) 
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3B JEJLJE<C'Jl'RON~JP'HONON §<CA'Jl''Jl'JERJING TIN A 
§JIMJP'JLJE JP'ARABOJLJI<C BAND 
Most common semiconductors have a bandstructure profile in which the lowest 
valleys can be well approximated by a parabolic dispersion relation. In this section, 
we will show how the results derived above can be used to write down scattering 
rate expressions for electrons in such a parabolic band. We will also assume 
that the band is isotropic in lk-space, and furthermore, that the overlap integral 
G2 (k',k) can be taken as unity- as is a common approximation for electron 
transport in the conduction band of a semiconductor. The results will therefore 
be applicable to any of the r, L, or X valleys in GaAs (see Fawcett et al. 1970) 
- except where a particular scattering process is forbidden. However, the main 
purpose of presenting these expressions is to show the simplest case of carrier-
phonon scattering, for comparison with the results of Section 3C for holes in the 
GaAs valence bands, and with those of Chapter 5 for scattering in two dimensional 
systems. 
We will write the energy dispersion relation in the form 
t:(k) = t:(k) = ak2 , (3.47) 
where 
ao h2 
a = - and ao = --, (3.48) 
m* 2m0 
with mo the free electron mass and m* the relative effective mass in the band. 
Acoustic (deformation potential) scattering 
If only dilational strains produce any shift in the energy band (as, for example, 
m the r valley of GaAs), then the coupling coefficient for acoustic scattering 
becomes (from equation (3.23)) 
C2 _ (He4 q)2 = H2q2 q- - q• -- • (3.49) 
We will assume, as is usual for acoustic modes, that scattering is elastic, and that 
the energy equipartition approximation is valid. This gives 
(3.50) 
where 
(3.51) 
and TL is the lattice temperature. The acoustic phonon frequency is given by 
(3.52) 
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' -· 0 ' • • - - • • ~ ·_ • • 
'"_:.-
where V 8 is the appropriate sound velo~ity; 
';rhe -oscillator IJiM's: M'- f9r .acoustiC- modes is· equ~l to the total mais of. the 
unit cell; thus M' N = pV, where p is the crystal density. Then, with reference to 
. .. -._ ·. ' . 
equation (3.1_9), the scattering rate-is given by: 
( ( )) 271" v kBTLB
2 I (·( ') ( )) I p € k = 2 X -( ')3 - v 2 Ok±q k' 8 .€ k - f: k dk . 
n 271" 2p v8 ' 
(3.53) 
An extra factor of two has been included, compared to equation (3-.19},to give the 
combined rate for phonon absorption ,and emiss~on. The remaining integral nmy 
readily be evaluated to give, for the scattering rate: 
(3.54) 
Non-Polar Optical scattering 
We have seen, in equation (3.28), that the coupling coefficient for non-polar 
optical phonon scattering is._ depend(mt on the direction of the polarisation vector 
of the phonon mode. This me~ns that the 10 and TO modes, which have different 
frequencies~ ought to be considered separately. However, in most III-V semicon-
ductors, the difference between the LO and TO phonon frequencies is relatively 
small, and a single frequen<:y approximation is usually adopted. The coupling 
coefficient for the combination of the one 10 and two TO modes is then given by 
(3.55) 
For optical modes, wq is only weakly dependent on q, and hence can be replaced 
by a fixed frequency !A-lop· The scattering rate, from equation (3.19), is then 
p € k - 271" __y_ nn;p [ .Nop l 
( ( )) - h (2n)3 2pVw0 p .Nop + 1 
X I Ok±q, k' o(e(k') - t:(k) T hwop) dk'' (3.56) 
where .Nop = (exp(hwop/knTL) - 1)-1 and we have used M' = M and (M1 + 
M 2)N = pV. Evaluating the integral over k' gives the result 
P(e(k)) = D;j, 3/2 [ lt.Nop l (e(k) ± hwop)l/2. 
4npW0 pa .r.top + 1 
(3.57) 
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· Polar Optical scattering· 
Using equations (3.19), (3.35) and (3.36) we obtain, for the polar optical scat- · 
tering rate: 
where cpol = (1/coo- 1/c:8 )-1 and Wop is again independent of q. M' is equal to 
the reduced mass M, as for nqn~polar optical scattering, arid NVceil = V. Then 
P(e(k)) = e:Wop [ Nop. J~ · 
87r cocpol J/op + 1 
X J 6k±q,k' : 2 6 ( e(k') - e(k) =f liwop) dk'. (3.59) 
The integral over all final states can, be evaluated by writing 
dk' = k'2 dk' d cos 0 d<f>. (3.60) 
H the direction of k is taken as the z direction, then the momentum conserving 
Kronecker delta gives, for q: 
(3.61) 
Changing the variables in the delta function then gives 
( ' ) 6 ( k' - k J) 6 e(k)- e(k) =f 1iw0 p . = IBejBk'l , (3.62) 
where, for a parabolic band 
(3.63) 
Then, a little straightforward algebra leads to the result 
(3.64) 
or 
( ( )) e Wop ,/\lop e e1 2 [ II l 1 1/2 + .l/2 P f k = · 1/2 11 1/2loge 112 1/2 81ra cocpol JVop + 1 f f - e1 (3.65) 
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Piezoelectric scattering 
Within the· elastic and equipartition ·approximations, described above for 
acoustic f?Cattering, the piezoelectric sc~ttering rate for a given polarisation mode 
may be written as 
P( (k)) _ 21r V kBTL f J: . C!ode r:( (k') . (k)). t. f - *: ( )3 v 2 Uldq, k' 2 U f. . - € dk' 
n 211" 2p V s mode q 
' 
(3.66) 
where Vs,mode is the sound velocity for the particular mode (longitudinal or trans~ 
verse). Zook (1964) describes the derivation of spherically averaged ela.Stic con-
stants c, and Ct, where 
(3.67a) 
(3.67b) 
These quantities can be used to derive a combined rate for scattering via longitu-
dinal and tran5vetse modes: 
(3.68) 
where Kav is the dimensionless so called average electromechanical coupling con-
stant (Ridley 1988); 
K 2 = h~4 (~ + ~) av · cocs 35ct 35ct (3.69) 
The integrals are evaluated as for polar optical scattering, by use of equa-
tions (3.60-61) and the final result, including a factor of 2 to account for both 
absorption and emission processes, can be written as 
(3.70) 
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SG_ JHIOJLE~JPJHIONON §CA'JI''JI'lERliNG- TIN 'JI'JHIJE 
GaA"tVAJLJENCJE BAND§· 
In this section we wjll consider-the scatteri~g~f holes in th~ heavy and light 
hole v'alence bands ofGaAs by the fo~proces~esdescrib~dcintneprevioussections. 
Whilst the valence bands in GaAs are-reasonably parabolic' riear the zori(! centre, 
their eriergy surfaces are known to he'somewhat warped (Dresselhaus et al: 1955; 
see also Wiley 1975). However, a.S a first approximation, we will assume both 
heavy and light hole bands to be isotropic and parabolic. The energy dispersions 
of the bands are then of the form E(k) = aik2, where ai = ao/miartd mi = mh 
or mj is the effective mass in the band. 
The p-type symmetry of_ the valence band wavefunc_t_ions means_tb,(:l,t the over-
lap integrals G (k', k) can no longer be taken as unity. Wiley ( 1971) has shown 
that, for states jk) and jld) which are both in the heavy hole, or both in the light 
hole band, G2 (k',k) can be approximated by 
1 
G2fk',k) = 4(1 + 3cos2 {J), (3.71) 
where {J is the angle between k and k'. When the two states are in different bands, 
the corresponding result is 
(3.72) 
These modifications are important in any Monte Carlo model of hole transport, 
since they affect not only the total scattering rate out of a given state, but also 
the angular dependence of scattering, and therefore the stochastic selection of the 
wavevector k' in the Monte Carlo algorithm. The angular dependences of the 
hole-phonon scattering processes will be discussed in Section 4B. 
Acoustic Scattering 
In the valence bands of GaAs, acoustic scattering occurs via both longitudinal 
and transverse modes. The effect of acoustic strain is described by three deforma-
tion potentials a, band d (Pikus and Bir 1960; Bir and Pikus 1961; Lawaetz 1968). 
a is associated with dilational strain, giving the shift of the band edge on appli-
cation of hydrostatic pressure. b and d give the splitting of the heavy and light 
hole bands due to uniaxial shear strains in the (100) and (111) directions respec-
tively. However, Lawaetz (1968) has shown that the effects of acoustic strain in 
the valence bands can be summarised, to a reasonable approximation, by a: sirigle 
deformation potential parameter. Therefore, we will write the coupling coefficient 
(squared) in a similar form to that in Section 3B: 
C2 E2 2 q = ACq ' (3.73) 
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where EAc is a 'phenomenological' deformation potential whose derivation will be 
discussed in Appendix 2. 
For the sound velocity appearing in equation (3.52), we will take the mean 
square of the longitudinal and transverse values: 
(3.74) 
Then, within the elastic and equipartition approximations, the acoustic scattering 
rate, from equations (3.19), (3.50-51) and (3.73), is 
(3.75) 
If we take the z direction of the coordinate frame for k' to be parallel to k, then 
the scattering angle {3 becomes interchangeable with 0. The integral over 0 is then, 
for intraband scattering, 
111 1 
- (1 + 3cos2 0) dcos 0 = -, 
4 -1 2 
(3.76) 
and, for interband scattering, 
- sin2 0dcos0=-. 3/1 1 
4 -1 2 
(3.77) 
So, the effect of the overlap integral, in both cases, is to reduce the acoustic 
scattering rate by a factor of two. Therefore, with reference to equation (3.54), 
we can write the result for absorption plus emission immediately as 
(3.78) 
where a f = ah for scattering into the heavy hole band, and az for scattering 
into the light hole band. This result has been previously derived by Costato and 
Reggiani (1973a). 
Non-Polar Optical Scattering 
As in Section 3B, we will consider NPO scattering of carriers by a combination 
of LO and TO modes, assuming a common frequency for both, and hence using 
a single deformation potential constant Dop which represents an average over op-
tical strains in all directions. Lawaetz (1968) has shown that such an averaged 
deformation potential constant is given by 
(3.79) 
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where ao is the lattice constant and d0 is the 'fundamental' optical deformation 
potential introduced by Bir and Pikus (1961). 
As in the case of acoustic scattering, the only angular dependence in the NPO 
rate is that due to the overlap integral G(k',k) which, again, serves to reduce the 
total rate for both intra- and inter-band scattering by a factor of two. Hence we 
can write, for NPO scattering in the heavy and light hole bands: 
P(f(k)) = n;P 3/2 [N..Nop 1] {f{k) ± 1iwop)1/2' 
81rpW0 pa1 op + 
{3.80) 
where a! = ah or az for scattering into the heavy or light hole band respectively. 
This result was also given by Costato and Reggiani (1973a). 
Polar Optical Scattering 
From equations (3.19), (3.35) and (3.36), the polar optical scattering rate is 
given as 
P(f(k)) = e2~op (__!__ - _!_) [ .Nop l 
81r co . c00 c8 .Nop + 1 
Iff G2 (k', k) ( ( ') ( ) ) 1 X 6k±q, k' q2 6 f k - E k =f 1iw0p dk , (3.81) 
where G(k',k) is dependent only on the scattering angle {3. We can write dk' = 
k'2 dk' d cos 0 dt/>, and the Kronecker delta gives q2 = k2 + k'2 ~ 2kk' cos {3. We 
may again take the kz direction as being parallel to k, and hence identify f3 with 
0. Then, the integral over t/> gives a factor of 211", and the integral over k1 can 
be evaluated, as in previous cases, by changing the variables in the Dirac delta 
function. We thus obtain 
(3.82) 
where k1 satisfies 
a1kj = aik2 ± 1iw0 p (3.83) 
and the subscripts i and f denote the initial and final bands. 
The remaining integral can be written in the form 
1 / 1 (1 + 3x2 ) 
Fii ( k 1, k) = - ( b ) dx 4 -1 a- x (3.84) 
for intraband scattering, and 
(3.85) 
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for interband scattering: where a= k2 + k} and b = 2kk1. The evaluation of these 
integrals is relatively straightforward, and leads to the results 
(3.86) 
and 
Fti(kt,k) = :b [{1- (~) 2 }loge (:~:) +2(~)]. (3.87) 
The polar optical scattering rate is then obtained as 
(3.88)· 
for intraband scattering, and 
(3.89) 
for inter band scattering. Similar results have been derived by Costato et al. (1972) 
and Costato and Reggiani {1973b), although the latter publication contains several 
typographical errors. 
Piezoelectri~ Scattering 
From equation (3.68) it can be seen that the combined rate for scattering 
via longitudinal and transverse piezoelectric modes in the presence of free carrier 
screening is given, within the elastic and equipartition approximations, by 
P(E(k)) = e2k~~L·(K~v)J6k±q,kl( 2 q2 2)2G2 (k',k)6(E(k'}-E(k)) dk', 81r cocs . q + qo 
(3.90) 
where G2 (k',k) is given by equations (3.71) and (3.72) for intra- and inter-band 
processes respectively. We may write dk1 = k12 dk' d cos (} d¢> and proceed as for 
polar optical scattering, to obtain 
(3.91) 
where, for intraband scattering, k1 = k, and for interband scattering, aik
2 
= a1kj, 
with the subscripts i and f denoting the initial and final states. Theterm F(k1, k) 
is given by 
F. .. (k k) =! /1 (a- bx)(l + 3x2) d 
u 1' _ 4 -1 (c- bx)2 x (3.92) 
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·for int~aband sca"ttering,·a~d 
- -
F i(k 'k) ·____: ~--- {1 (a- bx)(l_----,_x2) dx 
f - f -4 1-:-1 ·-(c- bx) 2 - (3.93) 
for i:rlterband scattering, with a- - k2 +-~}, b --:;_2k~,, aild"c =a+ 96· 
The evaluation of the&e int~grals is straightforward, but le~g~hy. The total 
scattering rates, for absorption plus emission, are eventually obtained -in the form 
P(k) = e2ktJTL (K;v) 
4n'li0l coc8 
(4k2 + 3q5) [(4k2 + 3(]5) ( 4k2 ) - (10k2 + 3q5}] 
X k3 -k2 loge 1 + 2 ( k2 -- 2) (3.94} 8 4 q0 4 + q0 
for intraband scattering, and 
_ e
2knTL (If~v) 3 [(k:.l+k_-_}_ +3qa) P(k) - - -- x --- ----~-'---
47r1i0l f cocs 8k kk f 
((k2 -kj) 2 + q5(4k2+4k}+3q5)) (q5 + (k + kt )2_)_] 
- 4k2kj loge q5 + (k- kt )2 (3.95) 
for interband scattering. As far as we are aware, these results have not been 
reported previously. 
For i:t1terband scattering, the overlap integral G (k', k) acts to remove the sin-
gularity associated with the case k1 =kin the unscreened piezoelectric scattering 
rates. We obtain, for interband scattering in the limit qo = 0, 
P(k) = e2knTL (Kiv) 
47r1ia 1 coc8 
3 [(k2 + kj) (k2 - kj) 2 I k + k, I] 
X 8k kkt - 2k2kj loge k- kt _ · (3.96) 
Now, for elastic scattering at an energy e, we may write k2 = m';e/ao and k} = 
mje/ ao and substitute fork and kt in the above equation, to obtain 
P(k) = e2knTL (K~v) 
41f1iet. f cQc8 
~ [(m';+mj) _ (mi~m_ j)2 
X k - - 1 * - * loge 
8 (m';mj)2 2mimf 
1 1 J mp +mj2 __ 
1 1 • 
m~2- m*2 
' f -
(3.97) 
This expression shows clearly that, in the absence of screening, the effect of the 
overlap integral G(k', k) is merely to introduce a constant multiplying"factor; hence 
the rate is proportional to 1/k as for the unity overlap-case (equation (3.70)). This 
means that a singularity still occurs at k = 0, and, for elru;tic interband scatterin;g, 
this is the only case where kt = k. However,. in any inelastic trea:tment of the 
piezoelectric scattering of holes, the k 1 = k transitions would occur a~ay from the 
zone centre, and ther.efore the associated scattering rate would be finite; even in 
the_ absence of screening. 
CJHIAfT~R ~ 
MON'JL'E CAJRJLO §JIMUJLA'JL'JIOI\t§ OJF JHIOJLE,'JL'RAN§PORT JIN 
- ' . ' . ___ ,_ - . 
B:\uJLk GaAs· 
In the previous chapter, we derived expressions for the scattering of holes ·in 
a. semiconductor by acoustic (deformation pptentiaJ), non-polar optiCal; :polar op-
tical and piezoelectric phonons. Prior to that, in Chapter~' we set= out the 'basic 
principles of the Monte Carlo method for the simulation of electroni~ transport . 
. - - ..• 
Therefore we may, in this chapter, ta~e the opp:ortunity·to r~port on the clevel-
opment of a Monte Carlo simulation of hole transport in bulk. GaAs; ba.Sed on 
the foregoing descriptions. This work is potentially very useful in its own right, 
as very few theoretical-studies-of hole--transport exist in- the literature.--Howev_er, 
the main purpose of the simulation described here is to serve as a precurs(lr of 
the simulations of quantum confined hole dynamics which will be desCribed in 
chapters 8-10. 
We will use a two band model of the GaAs valence band system, with both 
the heavy a.I\d light hole bands assumed isotropic and parabolic, as described in 
Section 3C. We have included intra- and inter-band scattering via the four phonon 
modes, AC, NPO, POP and PZ, discussed in that section. Other processes, such 
as impurity and carrier-carrier scattering, have not been included. This means 
that the results from our simulations will represent the limiting case of a high 
purity and low carrier density sample. 
We will present results obtained at a lattice temperature of 77K, to enable 
comparison with our subsequent work on quantum confined holes. At this tem-
perature, the elastic and equipartition approximations for acoustic (AC and PZ) 
scattering still hold good. In addition, we will show hole drift velocities obtained 
from simulations at TL = 300K, to enable some comparison with other published 
work. Only results for the steady state case (single particle simulation) will be 
shown. 
Before presenting these results (Section 4C), we will show firstly, in Section 4A, 
the energy dependences of the hole-phonon scattering rates derived in the previous 
chapter, for the case TL = 77K. Then, in Section 4B, we will discuss the angular 
dependence of the various scattering processes, and the determination of stochastic 
scattering angles in the Monte Carlo simulation. 
: -_ .; 
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. In Table-·4.f w~ -have shown yalues of/the cmaterial'param:e-tefs;:fqrG~As, to 
be dused in :the scatt~;ing,jat~ ex~r~s~ig~s of- S~<:tiqn' 3C::·._ -In-,patticular, -we h-ave 
used an,pJ?~ical phonon ener~y hv,(0 p of36Am~V.for both-~olat sc~ttering (J10 
modes only) and non~polar scattering (LO and-jo,:rllodes combined). ;This. v~l~e 
. . ' ,· - ·{ 
corresponds to that for LO phonons for temperatu],"es,-i:ri'the;xange ofTL = -77K. 
Whilst the TO phonon·~tmergy is somewhat.less than the LO value_- the Lyddane-
Sachs-Teller relation (wLO/wTo) 2 = es/e00 give~, for GaAs, hwto ~ OJ)31iwLo -
the discrepancy is sufficiently sm~ll as to have very little effect on hole tra11sport. 
- . 
The values of the deformation potentials E AC and Dop are our own, as discussed 
in Appendix 2. 
In Fig. 4.1 we have shown the acoustic scattering rates for heavy hole band-
heavy hole band (h-h), and heavy hole band- light hole band (h-4) transitions, as 
a function of the energy of the initial state. The energy dependence is of the form 
f.1/ 2 (~ee equation (3.78)), corresponding to the 3D density of states function, and 
the much lower value for (h-1) scattering is simply due to the smaller density of 
states in the light hole band. We saw ill Section 3C that, for acoustic scatterihg, in 
the elastic and equipartition approximations, the overlap integral term G2 (k', k) 
does not modify the form of the scattering rate, but merely contributes a constant 
factor of 1/2. Since the rate is dependent only on the density of final states, 
the (h-h) curve also gives the rate for (1-h) scattering, and the (h-1) curve also 
corresponds to the (1-1) result. 
F-i_gs. 4.2 and 4.3 show the scattering rates for NPO phonon absorption and 
emission respec::tively. The energy dependence again follows an f.1/ 2 law, as for 
acoustic scattering; the only differences being, of course, that the absorption rate 
is non-zero at f. = 0, and the emission process has a threshold energy of hw0 p. The 
large difference in the scales- for the absorption and emission rates is due to the 
small value of flop at 77K. In this case also, the overlap integral term G2(k', k) 
simply contributes a constant multiplying factor to the scattering rates, and the 
comments made above concerning the equivalence of the (h-h) and (1-h), and (h-1) 
and (1-1) rates also apply here. 
Figs. 4.4 and 4.5 show the rates for POP absorption and emission. For polar 
scatterihg, as demonstrated in Section 3C, the overlap integrals exert consider-
able influence on the energy dependence of the transition rates. IIi Fig. 4.6 we 
have shown, for comparison, the POP emission rate for heavy holes calculated 
with the exclusion of the G2 (k',k) term, as is the case for electrons in GaAs (see 
equation 3.65). 
Of particular note is.the factthat the dominant contribution ·is provided by 
' --·-' 
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1iwop 36.4meV 
m* h 0.50 
m* l 0.068 
ao 5.6533A. 
p 5.32 x 103 kgm - 3 
vz 4.7265x 103 ms-1 
Vt 3.3436x103 ms-1 
v 3.860x 103 ms-1 
E:s 12.74 
coo 10.94 
h14 0.160 Cm_2 a,b,c 
en 11.88 x 1010 Nm-2 
C12 5.38 x 1010 Nm-2 
C44 5.94 X 1010 Nm-2 
cz 14.032 X 1010 Nm-2 e 
Ct 4.864 X 1010 Nm_2 e 
a 2.7 eVb 
b -1.7 eva,b 
d 4.55eVa,b 
do 41.0 e V a,b,d 
EAc 5.07 eve 
Dop 8.88 X 1010 eVm-1 e 
Table 41:.].: Values of the Material Parameters used 
in the §imu.dations of Hole 'Jl."Jransport in JB\ulk GaAs 
Values unmarked, or marked a were taken from Landolt-Bornstein (1982); 
those marked b, from Adachi (1985); c, Rode (1970); d, Wiley (1970), and for 
those marked e, see Appendix 2. 
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the interband (1-h) rate, which is strongly peaked soon after threshold. This 
indicates that coupling of the valence bands is an important aspect of polar phonon 
scattering. However, the (h-l) polar emission rate is much lower, due again to the 
smaller density of states in the light hole band. Costato and Reggiani (1973b) have-
. also pointed out that, forinterband scattering, the overlap integral term G2 (k', k f 
· serves to remove the singularities which would otherwise occur at vertical ( q = 0) 
transit ions. 
In Figs. 4.7-8 we have shown 'the rates for intraband (h-h) and interband (1-h) 
. - . . . 
PZ scattering, for a range of reciprocal screening lengths q0 • We have assumed 
that screening is due a non-degenerate- population of free carriers at the lattice 
temperature _TL, ~I1-~hich _case q0 is related- to the carrier density p by (see Ridley 
1988) 
(4.1) 
For i~terband scattering, we have also shown the unscreened Qo :__ 0 cas~, which, as 
mentioned in the previouschapter,-diverges as E ~-0. The curve for p = 1016cm:-3 
lies very close to that for qo _ 0, and thus represent~ the case of relatively weak 
screening, although we still expect. to obtain zero rate at E = 0 as with higher 
values of p. 
Figs. 4.9=-10 show the intraband (h-h) and interband (1-h) rates compared 
wi,th those calculated excluding overlap integral effects. For interband scattering, 
at the upper end of the energy range shown the reduction in the rat¢ due to .overlap 
. . . . 
integral effects is :relatively small, whereas for (1-h) scattering, this reduction is 
closetoa factor of two ( c/. AC and NPO scattering) for each of the different values 
ofqo. 
As the purpose of this chapter is to present only a representative, rather than a 
comprehensive set of results for bulk hole transport, we will report on simulations 
using o~ly one value o{qo. We will take the case qo = 4~6266 ~ 10-3A -i, appro-
priate to p = 1016cm_3-; for the sake of consistency with our model of quantum 
confined hole transport described later in this thesis (see Section 6E). Fig. 4.11 
' -
shows the scattering rates for all four PZ processes ( {h-h), {1-h), (1-1) and (h-1)) 
for -the case p = '1016cm-3 • The_ rates for scattering into the heavy hole band are 
again-dominant, but are still substantially smaller than those for the correspond-
' . . . .. 
ing AC processes: Finally, in Fig. 4.12 we have shown the total scattering rates for 
holes in the heavy and light hole bands. The light hole rate is dominated by the 
contribution from (1-h) polar scattering, giving much larger values near ~he optical 
- . -
phonon emission 'threshold than for heavy holes, with a peak value in excess of 
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Fig. 4.1 Rates for (h-h) PZ scattering in GaAs, with free carrier screening. 
(a) q0 = 4;6266xl0~4A - 1 (p = 1014cm-3); (b) q0 = 1.463lx1o-3A - 1 
(p = l015cm-3 ); (c) Qo = 4.6266 X w-3A - 1 (p = 1016cm-3 ); (d) 
q0 = 1.4631 x _10-2A -l (p = 1017 cm-3); (e) q0 = 4.6266 x io-2A -l 
(p = lOlBcm-3). 
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Fig. 41.8 Rates for (1-h) PZ scattering in GaAs, with free carrier screening. 
(a) qo = 0; (b) qo = 4.6266 x 10-3 A - 1 (p = 1016cm-3 ); (c) q0 = 
1.4631 X w-2 A ~ 1 (p = 1017cm-3); (d) qo = 4.6266 X 10-2 A'-- 1 (p= 
1018cm-3). 
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4B ANGUJLAR DJEJPJENDJENCJE OJF' 'JrJHIJE §CA'Jr'JrlERJING RA'JrJE§ 
We have seen, in Chapter 2, that an important aspect of any Monte· Carlo sim-
ulation of electronic transport is the computation of stochastic scattering angles 
appropriate to each particular scattering. p-rocess. This requires the isoiation. of 
the angular dependence P(O,¢) of the transition probability in each case. These 
expresssions can then be used to generate scattering angles, and hence the com-
ponents of the after-scattering wavevector k', by one of the techniques, described 
in section 2A.l and Appendix 1. 
A C and NPO scattera·ng 
The angular dependence of these processes is solely t}lat of the overlap term 
G2(k',k). Since, in the f~rms given in equatiolis (3.71) and (3.72), G2 (k',-k) is 
a function of the scattering angle {J only, we may, from the outset, choose our 
coordinate frame such that the polar angle 0 is identical to {J. Then, for intra band 
scattering, the angular dependence of the transition probability is given by 
1 P(O,¢) --t P(cos{J) = 4(1 + 3cos
2 {J), (4.2) 
and, for interband scattering, by 
3 P(O,¢) --t P(cos{J) = 4(1- cos
2 {J). (4.3) 
It is possible to use these equations to obtain expressions for the stochastic scat-
tering angles fJr as a function of the random variate r. However, for both intra-
and inter-band scattering, the calculation entails solving a cubic equation in cos {J. 
This is a rather tedious process, and the resulting expression involves exponentia-
tion operations which, when repeated a large number of times, will cause a notable 
increase in the comp\lter processing ti_me required by the Monte Carlo siml1lation. 
A more attractive and efficient approach is to use the basic rejection technique of 
Appendix 1. It can readily be shown that the method yields an acceptance ratio of 
50% for both intra- and inter-band scattering, and hence the amount of processing 
time wasted in the simulation is relatively small. 
Polar optical scattering 
From equation (3.82), making use of the interchangeability of 0 and {J, the 
angular dependence of the intraband polar scattering rate can be obtained as 
. 1 (1 + 3 cos2 {J) 
P(cos{J) =- (k2 k2 kk {J)" 4 + f- 2 f cos (4.4) 
To obtain an expression for the stochastic fJr as a function of r by the direct 
technique involves the integration of the above expression with respect to cos {J, 
Monte Carlo Simulat&'ons of Hole Transport in Bulk GaAs 46 
and the subsequent inversion of the result (see section 2A.l). It is clear, from the 
work in Section 3C, that the latter operation would not be feasible in the present 
case. Therefore, a rejection technique must be used. 
The function P(cos {3) may be rewritten in the form 
P(x) = ~ (1 + 3x2)' 
4a (1- Ax) (4.5) 
where a:..:..: k2 + k}, b = 2kkt, and A = bfa, so that A :::; 1. The function P(x) is 
obviously dominated by the behaviour of the denominator, giving a sharp increase 
in P(x) as x ~ 1, and, indeed, a singularity at x = 1 if A = 1, though this case 
will not occur for intraband scattering. 
To make use of the improved efficiency of the combined rejection technique, 
as compared with the basic method (see Appendix 1), it is necessary to identify a 
function which is similar in value, yet greater than P(x), throughout the allowed 
range of x, and which is sufficiently simple in form to enable its use in the gener-
ation of random values of x by the direct technique. For x restricted to the range 
[-1, 1], the denominator of equation (4.5) has a minimum value when x = 1, and 
therefore we can take for the above described function: 
1 
g(x) = a(1- Ax)· (4.6) 
Now, with x = cos (3, this function gives the angular dependence for polar optical 
scattering of carriers assuming unity overlap integral, and it has been shown by 
Fawcett et al. (1970) that, for this case, stochastic scattering angles {3, can be 
generated using the direct technique. 
Writing 
11 dx I {1 dx r1 = cosfJr a(1- Ax) l-1 a(l- Ax)' (4.7) 
we obtain, for (3, derived from the random variate r1: 
a (1 +!) - (1 + 2!}'1 
COS~Jr = f (4.8) 
where f = A/(1- A) = 2kktf(k- kt )2 ( cf. Fawcett et al. 1970). Then, the selected 
value of (3, is accepted if 
r2g( cos (3,) < P( cos {3,), 
where r2 is a second random variate. Thus, the acceptance criterion is: 
1 2 
r2 < - ( 1 + 3 cos (3,) . 
4 
(4.9) 
(4.10) 
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For inter band polar scattering, the angular dependence is given by (see equa-
tion (3.82)): 
(1- cos2 {3) 
P(cosf3) = (k2 + k}- 2kk1 cosf3)' (4.U) 
where we have omitted the factor of 3 I 4 associated with the overlap integral term 
G2 (llr', llr). This equation can then be written in the form 
(1 - x2) 
P(x) = ( ,\ ) , 
a 1- x 
with x _ cos f3 and a, b and .X defined as above. 
(4.12) 
We may proceed exactly as for intraband scattering; approximating P(x) by 
the function g(x) of equation (4.6), from which stochastic scattering angles f3r 
can be generated according to equation (4.8). Then, equation (4.9) gives the 
acceptance criterion for the interband case as 
(4.13) 
Since the angular dependence of the polar interaction in the unity overlap integral 
case gives a bias to forward scattering (cos f3 ~ 1), the acceptance ratio for the 
intraband case here can be expected to be very high, whilst that for interband 
scattering will be considerably lower. 
Piezoelectric scattering 
The angular dependence of the screened piezoelectric interaction is given by 
(see equation (3.90)): 
q2 2 
P(cosf3) = ( 2 2 )2G (cosf3) q + qo (4.14) 
where q2 = k2 + kJ - 2kk 1 cos f3 and G2 (cos {3) is the overlap integral term, which 
we shall normalise to a maximum value of unity; G2 (cos {3) = 114{1 + 3 cos2 {3) for 
intraband scattering, and (1 - cos2 {3) for interband scattering. 
The complexity of this function again precludes the use of the direct technique 
for generating stochastic scattering angles f3r in a Monte Carlo simulation. Also, 
because of the strongly peaked nature of the term q2 I ( q2 + q5) 2 , use of the basic 
rejection technique would lead to very a low acceptance ratio for the f3r· However, 
it is possible to make use of the combined technique, in a similar manner to that 
described for polar scattering. 
Since, in equation (4.14), G2 (cos {3) ~ 1, we may write 
P(x) < (a- bx) 
- (c- bx)2 ( 4.15) 
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where x - cos{3, a = k2 + k], b = 2kkt and c = a+ q5. Then, since c > a; 
(a- bx)j(c- bx) < 1 for all x. Therefore 
1 
P(x) ~ (c- bx) for all x. (4.16) 
This result is analogous to that of equation ( 4.6). It is clear that we can generate 
stochastic scattering angles f3r from the function g(cosf3) = 1/(c- bcosf3) using 
the direct technique. We again obtain 
{3 ( 1 + f) - ( 1 + 2 JYl cos r = f (4.17) 
where, in this case, f = bj(c- b) = 2kkt/{(k- kt) 2 + q6}. Then, from equa-
tion (4.9), the acceptance criterion is given by 
(a - b cos f3r) G2 ( {3 ) 
r2 < ( b {3 ) cos r C- COS r (4.18) 
where G2(cosf3r) takes one of the forms given above for intra- or inter-band scat-
tering. 
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~<C §JIM1UJLA'JrJION§ 
41<C.Jl: ?'?'K §imubrUons 
In· this section . we will show the electric field dependence of the basic Monte 
Carlo es~iinators; the drift velocity (v), mean energy (f) and fractional population 
(n), to demonstrate the operation of our simulation of hole transport in the heavy 
and light valence bands of GaAs. 
In Fig. 4.13 we have shown the drift velocities of heavy and light holes ( (vh) 
and ( vl)), and the overall average drift velocity ( Vav), as a function of an applied 
electric field F. The curves for (vav) and (vh) lie very close together, since :i:nost 
of the carriers occupy the heavy hole band, whilst the values for (vl) are much 
larger, due to the smaller effective mass in the light hole band.-
Fig. 4.14 shows the overall average drift velocity (vav) for a larger range of 
electric fields, estimated with and without the inclusion of piezoelectric scattering. 
It is clear that, even at 77K, piezoelectric scattering has relatively littleeffect on 
bulk hole transport; whereas Rode (1970) found this process to be quite important 
in electron transport at similar temperatures. 
In Fjg. 4.15. we have shown the low field (ohmic) portion of the (vav) vs. field 
plot, from which we estimate a lattice mobility of P,p = 9400cm2V-1 s~ 1 . This 
compares well with experimental estimates of J.l.p for low doped samples at 77K. 
Zschauer (1973) gives J.l.p ~ 1.15 x 104cm2V-1s-1 , whilst Mears and Stradling 
(1971) give J.l.p ~ 8000cm2V-1s-1, both for samples with carrier concentrations 
p < 1015cm-3. 
Fig. 4.16 shows the mean energies of the heavy and light holes, and the overall 
average energy. At low fields, the values in all three cases correspond to the 
thermal equilibrium result (3/2)knTL = 9.95meV at 77K, for a parabolic band. 
For fields greater than F ~ 15kVcm-1 the mean energi~s increase significantly. 
This in_dicates the onset of the so called 'polar runaway' effect, whereby the rate of 
energy dissipation to polar phonon modes decreases With increasing field, because 
the scattering rates fall off. Hence, for sufficiently high fields, a steady state 
situation cannot be attained. 
In Fig. 4.17 we have shown the fraction of the carrier population occupying the 
light hole band, (n,), as a function of electric field. The zero field result corresponds 
closely to the ratio of the density of states in the light hole band to the total 
density of states, a factor which reduces to (ml)312 /{(mh)312 + (mi)312 } ~ 0.048 
( cf. Costato et al. 1972). At low fields, scattering from the light to the heavy hole 
band is dominant, due to the larger density of states in the latter case, and to the 
peak in the (1-h) POP emission rate for energies immediately above the threshold. 
Also, because of the large density of states, most of the carriers in the heavy hole 
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bandiemain near the band:edge, herice,(h-1) s:cattering viaopticaJph<mo~ emission 
js ·suppressed. Therefore, the population of the ·light hole band decreases when the 
electric field is initially turned on. H~wever, a rriinhnum light hole population is 
attained for F ~ 5k V em -l, and for higHer fields -(nl) ·increases. This is principally 
due to the fall off of the (1-h) POP emission rate at hig~er energies, and to the 
heating of the large heavy hole population to e~ergies w-here (h-'-1) polar emission 
scattering is effective. Thus, a transition from net (1-h), scattering to net (h.:_l) 
scattering occurs. It would appear that this phenomenon has not been previously 
reported. 
41C.2!: 30JOlK Simulations 
As mentioned at the beginning of this chapter, our main .purpose in carrying 
out simulations at TL = 300K was to obtain some comparison between our results 
and those from the few other experimental and theoretical s.tudies oLhole trans-
port available. In calculating the hole-phonon scattering rates at 300K we have 
assumed that the temperature dependence of the relevant material-parameters is 
negligible, so that the values given in Table 4.1 can be used. The energy depen-
dence of the scattering rates at 30QK is broadly similar to that observed at 77K, 
and therefore need not be shown here. We can expect optical phonon scattering 
to be more important at 300K than at 77K: firstly, since a larger proportion of the 
carrier population will lie above the phonon emission threshold, even at low fields, 
and sec~~mdly, because the rates for optical phonon absorption are considerably 
increased, due to the larger value of .Atop· 
In Fig. 4.18 we have shown our results for the average hole drift velocity (vav), 
compared with those obtained by other workers. We would expect our results to 
be somewhat larger than the typical experimental values, due to our neglect of 
any-impurity scattering·. However, whilst our results are sigri.ificaptly higlier than 
those of Holway et al. (1979), we obtain much closer correspondence with the 
data of Dalal et al. (1971) measured on a p-type sample of carrier concentration 
p = 1016cm-3 . Of the three other sets of results obtained by Monte Caito simu-
lation, those of Costato et al. (1972) were calculated with the inclusion of polar 
scattering only, and hence are inevitably overestimates of the true values. The 
simulation of Brennan and Hess (1984) is considerably more detailed, accounting 
for the anisotropy and non-parabolicity of the valence bands by use of k.p band-
structure data. They also make use of the calculation of inelastic acoustic phonon 
scattering described by Canali et al. (1975). Impurity scattering, however, is not 
considered. Hinckley and Singh (1988) also incorporate a k.p description of the 
valence bandstructure in their simulations, but treat acoustic scattering .as elastic. 
Neither pair of authors considers piezoelectric scattering, but its omission is not 
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expected to be noticeable at 300K. 
We may conclude, from the results shown on Fig. 4.18, that, despite the sim-
plicity of our model, a reasonable description of hole transport can still be obtained. 
Of the approximations used, the neglect of the anisotropy of the valence bands is 
likely to lead to the largest discrepancies; the use of parabolic band dispersions, 
and of the elastic and equipartition approximations for acoustic scattering should 
lead to little error in the results, in the range of fields considered, at both 77K and 
300K. 
C]8IAJP'TJER 5 
CARRJIER-JPJHIONON §CA'JL'TERJING JIN 
' . . . ' . 
§EMJICONDUCTOR QUAN'JL'Ul\1[ WEJLJL§ 
5A EJLEC'JL'RON"JPJHI,ONON §GA!Jl''JL'ERJING liN QUA~li"2lD §Y§"Jl'EM§ 
In a quantum well, confinement of the electronic states occurs, and the II10tion 
of carriers becomes essentially two dimensional. The energy bands split into sets 
of discrete sub bands, and the density of states function assumes a step like -form 
1 . 
in contrast to the smooth {2 dependence~for the bulk material. The. phonon states 
are also modified by confinement effects. 
The first reported calculations of electron-phonon scattering in a two dimen-
sioluil (2D) sysl~fu included those'oy Ferry{1918fand-He~s (f979), who considered 
scattering within a spherical parabolic sub band, assuming bulk-like phonon modes 
and neglecting the effects ofthe quantum confined electron wavefunction envelopes 
on the scattering matrix element. Hess considered scattering by acoustic and polar 
optical phonons, whilst Ferry dealt with polar optical scattering only. Both au-
thors obtained rates which were inversely proportional to the quantum well width, 
and slightly larger than the bulk rates. 
These reports were followed by publications by Price {1981), Ridley (1982) 
and Riddoch and Ridley (1983), in which the wavefunction envelopes were as-
sumed to have the sinusoidal form appropriate to a single band and an infinite 
square potential well. This consideration modified the scattering matrix elements 
and permitted resolution of intraband and interband scattering rates. (The sym-
metry of the zone centre Bloch states was assumed to be the sa~e for the different 
subbands.) Ridley, and Riddoch and Ridley considered .deformation potential and 
polar optical scattering, whilst Price additionally investigated ( unscreened) piezo-
electric scattering. These works have become virtually a standard for use in Monte 
Carlo simulations of 2D electron .transport and for fits to experimental data. How-
ever the intense interest in, and considerable controversies arising from, work on 
2D electron dynamics has demanded attempts at more sophisticated calculations 
of electron-phonon scattering. 
Mason and Das Sarma (1987) have calculated polar optical scattering rates 
in quantum wells and heterojunctions using a many-body formalism in which the 
scattering rate is obtained from the electronic self-energy. Their approach allows 
screening and degeneracy effects tobe included, and . .also involves the more complex 
variational type wavefunction encountered in a single heterostructure. 
Several authors have endeavoured to relax the bulk-like phonon mode approx-
imation. Riddoch and Ridley (1985) calculated rates for polar optical scattering 
via phonon modes appropriate to a thin ionic slab, finding that scattering was 
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weakened, with the correction factor being largest for small slab widths. A con-
tinuum theory of phonon modes in quantum wells and superlattices developed by 
Babiker and co-workers (Babiker 1986; Babiker and Ridley 1986; Chamberlain 
1987; Babiker et. al. 1989) has yielded, for intersubband polar optical scattering, 
a rate which increases with increasing well width, and the occurrence of resonance 
peaks associated with the contribution of each new confined phonon mode to scat~ 
tering. Chamberlain (1987) reports that the intersubband scattering rate for a 
GaAsl AlGaAs quantum well is about an order of magnitude lower than the bulk 
GaAs rate, which is also true of the intersubband rate obtained using bulk-like 
phonon modes; whilst Babiker et al. (1989) show an intrasubband scattering rate 
around 60% of that obtained from the confined electron I bulk phonon model. 
Their result was obtained for a short period ( 40A) super lattice, in which case the 
discrepancy between bulk and confined phonon mode calculations is likely to be 
greatest. Thus, the evidence currently available suggests that the bulk phonon 
approximation will give a reasonable estimate of scattering rates in a quantum 
well, provided that the well width is not too small. 
In the following section (5B) we will set out the confined carrier I bulk phonon 
model of 2D scattering, and its application to the case of electrons in an infinite 
square potential well with parabolic sub bands. Then in section 5C, we will turn our 
attention to hole-phonon scattering; showing our calculation of scattering matrix 
elements in a quantum well using a 4-band k.p scheme (section 5C.2), and the 
derivation of associated scattering rates (section 5C.3). 
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5B 2lD JEJLJEC'FRON-JP'HONON §CA'F'FJERTING TIN 'FHJE 
CONJFJINJED CARRTIJER / BUJLK JP'HONON AJPJP'ROXJIMA'JrTION 
Following the treatment of carrier~phonon scattering in bulk materials, pre-
sented in Chapter 3, we first obtain the scattering rate for an electron in state lk) 
from Fermi's Golden Rule (equation (3.1)): 
Definitions for the symbols appearing in this and the following equations can be 
found in Chapter 3. Since we are considering bulk phonon modes, the atomic 
displacement is just the sum over plane waves given in equation (3.7): 
Then the scattering rate expression becomes 
P(k) = 2: ~I (2M~wq) c! [.wq.N'~ 1]1I(k',k)l2 o(E(k')- f(k) =F eph) dsk,, 
(5.3) 
where 
I(k', k) =I 'lf;=,(r) exp(±iq.r)'if;k{r) dr (5.4) 
and Cq is the coupling coefficient for the interaction. In equations (5.3) and (5.4) 
the upper cases give the rate for phonon absorption, and the lower cases, the rate 
for emission. 
For an infinite square well, the carrier wavefunctions in a one-band model of 
the semiconductor can be expressed as 
1 
'l/Jk(r) ::- (.A~)~ uk(r) exp{iku.ru) sin(kn,zz): (5.5) 
where .A is the area of the well plane, L is the well width, z is the direction 
perpendicular to the well plane, kn,z = mr / L with n the subband index, k 11 and r 11 
are 2-dimensional vectors in the plane of the well, and uk ( r) is the periodic part 
of the bulk Bloch function. 
This gives, for I(k',k): 
J(k',k) = .A2L I u:,(r)uk(r) exp (i(ku- kj1 ± Q.u).ru) 
sin(kn',zz) sin(kn,zZ) exp(±iqzz) dr. (5.6) 
We now expand u=,(r)uk(r) as a Fourier series over reciprocal lattice vectors: 
u:,(r)uk(r) = L cg exp(ig.r) (5.7) 
g 
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where 
. 1 ·1 .. * ( ') ( ')·. ( . ') d I . c3 = -V:· . uk, :r uk It" exp -%g.lt" .It" • 
cell cell · . 
(5.8) 
Then, writing dlt" = dlt" 11 dz and integrating over Ir"11 , we obtain 
X ~~~ sin(kn',zz) sin(kn,zZ) exp (i(±qz + Yz)z) dz. (5.9) 
We make the usual approximation t1iat only the term with g = 0 contributes to 
the sum over g (see Section 3A). This is quite reasonable since the smallest non 
zero value of gil will be much grea!er than the values ~f ~II and qll, hence the <!e~~ 
- -
function argument is only ever likely to be zero for the case g = 0. The scattering 
rate is then obtained as 
P(k) = 211" ""'f· ( ;, .. ) [ Jlq l C 2 jG(k' k) 12 1i LJ . 2M' N w . II + 1 q ' q ' q .lllq . 
X (
2
;)
2 
o(kll- kll ± qii)IJn',n(qz)l2o(t:(k')- t:(k) =f fph) dSkt~5.10) 
where ·G(k', k) is the overlap· integral; 
G(k',k) = }· f u=,(r')uk(r') dr', 
. v cell lcell 
(5.11) 
J n' ,n( Qz) is the envelope function integral; 
(5.12) 
and we have used the fact that 
(5.13) 
The wavevector delta function can be rewritten as a Kronecker delta 
(5.14) 
which selects a single Value of q 11 from the sum over phonon modes q for a given 
absorption or emission process. Thus mornentum conservation is imposed in the 
plane of the well. However, momentum is not conserved ·in the direction perpen-
dicular to the well plane. Whilst k~ is fixed for each specific transition, Qz may 
vary without restriction. Consequently 
(5.15) 
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We assume that the functions uP.t ( Jr) can be approximated by the zone centre Bloch 
functions uo(Jr), and that these functions.have the same symmetry for the. different 
subbands. Then the term IG(k',k)l 2 can be taken as unity for both intra- and 
inter-subband scattering. 
For acoustic (deformation potential) scattering we have, in the elastic equipar-
tition approximation (Section 3B) 
(5.16} 
and, from equation (3.49) 
C 2 = Q2q2 q ~ ' (5_.17) 
giving 
Pn',n(ku) = 8~~::; I IJn'n(qz) l2dqz I okll±qu,kil o( E(kjl, n') - E(ku, n)) dkjl. 
(5.18) 
Since the scattering rate contains no dependence on q 11 , it can be assumed that q 11 
may take any value required to achieve momentum conservation, and hence the 
Kronecker delta ok
11
±q11 ,k;1 need not be included in the scattering rate expression. 
Following Price (1981) we write 
(5.19) 
where bn',n = L/3 for n' = n, and L/2 otherwise. The integral over kj1 simply 
represents the density of final states in the 2D system, and gives (for a parabolic 
sub band) a factor of 1r /a, where 01. is defined in Section 3B. 
Then, multiplying by two to give the total rate for (!.bsgrption plus emission, 
we obtain for acoustic scattering between subbands n' and n: 
P. (k ) _ kBT'B 2 (~) 
n',n II - 47r1ipv2 a b ' ' 
s n,n 
(5.20) 
which is the result obtained by both Price (1981) and Ridley (1982). The scattering 
rate is independent of energy, since the 2D density of states is energy independent, 
and is inversely proportional to the well width (through bn',n), as pointed out in 
Section 5A. 
For non-polar optical scattering, with C~ = MD~p/(M1 + M2) (equa-
tion (3.55)}, and wq independent of q as in the bulk, we obtain 
( ) D~p ( 7r ) [ J./0 p l Pn' n kll = . -- . 
' 87rpW0 pOt. bn',n J./0 p + 1 
(5.21) 
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The polar optical scattering case is rather more involved. The coupling coefficient 
takes the form given by equations (3.35-6): 
(5.22) 
With Wq independent of q the scattering rate becomes 
where qff +q; = q2 • Riddoch and Ridley (1983) have given the result of the integra-
tion over qz; however the remaining integrations must be performed numerically. 
Consideration of piezoelectric scattering in 2D will be deferred until our treat-
ment of quantum confined hole-phonon scattering in section 5C.3. 
We have shown in Figs. 5.1 and 5.2 the energy dependence of the rates for 
acoustic (deformation potential) and non-polar optical scattering respectively; for 
an electron in the lowest subband of a 100A quantum well,_with material_parame-
ters as for bulk GaAs. The rate for any given process is constant, and the total rate 
displays an abrupt increment whenever a new subband contributes to scattering. 
The bulk rates are also shown and it can be seen that the constant contributions 
from different subbands accumulate to form a total rate of similar magnitude to 
that in the bulk material. 
Fig. 5.3 shows the total and intrasubband rates for polar optical scattering in 
the lowest sub band of a 100A quantum well (parameters as for bulk Ga.A,s), with 
the bulk rate shown for comparison. Clearly the main difference between the bulk 
and 2D rates is that the 2D optical phonon emission threshold is abrupt, whereas 
the bulk rate rises smoothly to a maximum beyond the threshold energy. Much has 
been made of this abrupt optical emission threshold in terms of electronic trans-
port: specifically, the suggestions of a negative differential mobility arising purely 
from scattering effects (Ridley 1982). It suffices to say here that the abruptness 
of threshold, and the enhanced magnitude of the rate at threshold over that in 
the bulk, are both logical consequences of the form of the 2D density of states. 
At higher energies, where more subbands are involved in scattering, the total rate 
comes very close to the bulk rate. It should also be noted that the intersubband 
contributions shown are all considerably smaller than the intrasubband rate in 
band 1. 
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JFig. 5.]. Rates for acoustic deformation potential scattering (absorption plus 
emission): - electron in the lowest subband of a 100A GaAs 
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5C ~ID JBIOJLE-JPJHIONON §iCA'JI''lrERJrNG 
5B.JL 'Jrlbte Qu.antu.m Confined Vale:nce Bandlstr'ucture 
In the valence band systemof·a·quantumwelf,subbands a_rise from splitting of 
both light and heavy hole bands (the sp!n split off band is usually above the top of 
' . 
the well, and its effects on transport can be negleCted). A mixing of these confined 
heavy and light hole states occurs (Chang and Schulman 1983, 1985; Sanders and 
Chang 1985), such that a description of the wavefunctions by a-simple one band 
effective mass model, as employed above, is no longer possible. The mixing of 
' ' ' 
states also distorts the sub band energy dispersions, with repulsion effects evident 
between bands. These repulsions result in so called anticrossing features; regions 
where an exchange of character occurs betw~en two adjacel!t_~ubbands. Infig!_5.4 
we have shown the in-plane dispersion of the first four val~nce Sll:bbands in a rooA 
GaAs/ AlAs quantum well. In this system; an anticrossing occurs between the 
first and second subbands at k 11 ~ 0.02A -l, and between the third and fourth 
subbands at k 11 ~ 0.0275A -l. The subbands are usually labelled according to 
the character of the pure (un.mixed) zone centre states. In Fig. 5.4 therefore, the 
labelling HH1, HH2, LH1 and HH4 indicates that the first, second and fourth 
subbands all have heavy hole character at the zone centre, with wavefunctions 
appropriate to the ground, and first and second excited states respectively of the 
quantum well. Similarly, the third subband is light hole like at the zone centre, 
with a wavefunction corresponding to a ground state of the well. Beyond the 
anticrossing regions, we expect both the two lower and the two upper sub bands to 
exchange character. This means that the third subband will become heavy hole 
like at large k, and the fourth sub band will become light hole like. In practice the 
mixing is such that all states with k 11 > 0 are a hybrid of zone centre states of all 
neighbouring subbands. Therefore, no symmetry rules can be deduced for either 
inter~ or intra-'subband phonon scattering - the matrix elements are dependent 
on the specific nature of the initial and final states involved. 
The energy dispersions and wavefunctions for quantum well valence band states 
have been calculated by several different methods: tight binding (Schulman and 
Chang 1985); pseudopotential (Ninno et al. 1986), and k.p perturbation (Schu-
urmans and t'Hooft 1985). For this work we have used the 4-band k.p scheme 
described by Schuurmans and t'Hooft, and extended to include spin effects (Ep-
penga et al. 1987). Calculations of the sub band energy dispersions were performed 
by Wood (1987), who also supplied a computer program for calculation of the hole 
wavefunctions. 
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Fig. 5.4 In-plane energy dispersion of the first four valence subbands of a 
100A GaAs/ AlAs quantum well. The sub bands are labelled ac-
cording to the character of the zone-centre states (see text). The 
energy scale is shown inverted relative to its usual form: zero energy 
corresponds to the base of the valence band quantum well, and en-
ergy is measured as positive in the direction of increasing subband 
indices. This convention will be used throughout this thesis. 
: . . . . ' . . . ~ -
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5G.~: ~D )Hiole:o1Pllnonorm §cattering Matrix Elements 
in ~he 41~Balllldl icp Scheme . . .. 
This calculation 'was written ·dowrt; in. preliminary form, by Taylor (1987) for 
use in this pro jed. The following~ is a complet~fy rewritte11 and modified> ve:r:sion 
which can be used in the subsequent calculatioP: cif scattering rates (section 5C;3). 
The quantum well wavefunctions 'if; ar~ takeiJ. as ·li~ear combinations of bulk 
wavefunctions <p; 
The cpi are sums over plane waves 
t/J = LAi~i· 
i 
cpi = L: Uij exp(iki:i)u;(r). 
j 
(5.24) 
{5.25)_ 
where the u;(r) are a basis set consisting o_f zone centre Bloch s~ates for the lowest 
cond11ction b~d, the heavy, light and ~pin split off hole bands, for both spin 
pariti(~~; 8 basis states in all. 
The Schrodinger equation is solved for t/J in the three regions of the qtJ.aiitlim 
well; [-oo;L/2]~ n~gio~ I; [l-L/2,L/2],region II, and [L/2, 0o], region III, with t/J 
and 8'1/J/ Bz matched at the interfaces. Continuity of t/J means that k 11 must be the 
same in· all three regions (k11 is thus a good quantum number of the state), a.nd 
hence the quantum well wavefunction in region I can be written as 
'1/Jr(r) = exp(iku.ru) L A~U/ju;(r)exp(ikbz). 
ij 
(5.26) 
t/Jn and t/Jm take exactly the same form, with the basis states u;(r) ass:umed to he 
the same in both well and harrier regions. The kz,i are in .general complex, but_ k11 
can be taken a:s real, since evanescent solutions are not expected in the plane of 
the well. 
Calculation of the phonon scattering matrix element requires first evaluating 
the integral of equation (5.4): 
(5.27) 
We will include, in the calculation of I(k', k) interactions between the hole wave-
flinction and the phonon modes in the barrier regions I and IlL However, we as-
sume that in all three regions, the wavefunction interacts with hulk GaAs phonon 
modes. Thus J(k',k) consists of three terms, /r, In and Im, each similar i~ form 
to eqqation (5.27), but with the limits of integration defined by the boundaries of 
regions I, II, and III as given above. 
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We will consider firstly the term Irr., with initial and final states 
- . 
1/JA,n(:r) = exp(ik{:ru) L AFUlJ Uj (r) exp(ik:,!1 z), (5.28a) 
ij 
1PB,n(:r) = exp(ikr:ru) E BPv,¥ uk(:r) exp(ik~}1 z). (5.28b) 
lk 
Substituting equations (5.28a) and (5.28b) into equation (5.27) gives 
z=L/2 
Irr.,BA = L APUlJBtuv,kn X I exp (i(k:- koB ± Qu).ru) 
i].lk 
z=-L/2 
X Uj(:r)uk(:r) exp (i(k:.!1 - k;Jn ± qz)z) dr. (5.29) 
Let 
uj(:r)uk(r) =I: cg,jk exp(ig.:r) (5.30) 
g 
and make the approximation, as in Section 5B, that only the term with g = 0 
contributes. This term, 
co,jk = v;l r Uj(:r)uk(r) dr = Cj,k, 
cell lcell 
since the bulk basis states form an orthogonal set. 
We write dr = dr11 dz and integrate over r 11 to obtain 
Irr,BA = (21r) 26(kt- k"B ± q 11 ) I: APulJB;nv,j11 
ijl 
L/2 
X I exp (i(k:.~~ - k;Jn ± qz)z) dz. 
-L/2 
Then, integrating over z gives the result 
(5.31) 
(5.32) 
(5.33} 
Secondly, we will consider I1. The form of the wavefunctions is the same as 
for In. However we know that the real parts of the wavevectors kf1 and k~1 will 
always be zero, since no oscillatory solutions are allowed in the barrier regions. 
Furthermore, for region I, only those wavevectors with negative imaginary parts 
are allowed (to ensure 1/J ---+ 0 as z ---+ oo). Thus we can write the wavefunctions in 
region I in the form 
1PA,I(r) = exp(ik:.ru) L A~Ul1 uj(r) exp(~e:,~z) 
ij 
1PB,I(:r) = exp(ik~ .ru) L BlVzl uk(r) exp(~e~}z), 
lk 
(5.34a) 
(5.34b) 
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where~~~ = :-:~m(k:D, ~~} ~ -~m(k~D, and the A~ and Bf each represent a 
- '· - , , , 
subset of exactly half the bulk basis states in region I. W~ then obtain for I1: 
(5.35) 
For region III, again the real parts of the k:,!n, k:~n will be zero, but this time 
only wavevectors with positive imaginary parts areallowed. Thus 
(5.36) 
Normalisation 
The 4-band k.p wavefunctions must be normalised to the form ffiA 1/JA where 
(5.37) 
(5.38) 
with 
NA = IIIAA + IrrAA + ImAAI
2 
• 
' ' ' q=O 
(5.39) 
Thus NA and Nn can be obtained from the same calculation as for InA· It should 
be noted, however, that in calculating Irr,AA, the case k:,!1 = k;tn should be 
treated separately. The z integral of equation (5.32) becomes, for B = A and 
q=O: 
L/2 • (kAn k*An)L/2 I ex (i(kA~x- k*An)z) dz = Lsm z,i - z,l P z,t z,l (kA~1 _ k*An)L/2 
-L/2 z,, z,l 
=L 
(5.40) 
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The integral over Jrl( in each of the three terms in NA simply gives the normal-
isation area Jl, and hence we can write 
where JI,BA(qz), Jn,BA(qz) and Jm,BA(qz) are the qz dependent parts of Ix,BA, 
In,BA and Im,BA as given in equations (5.35), (5.33) and (5.36) respectively, and 
N A = N A/ A. Finally we may write: 
(5.42) 
where I J BA ( qz) 12 contains all the details of the interacfion of the quantum confined 
hole states with the phonon mode in the z direction, (cf. the function 1Jn',n(qz)l2 
of equation (5.10}). 
5C.3: Ca:Xcullation. of ih<e ::liD JHiole-JPhonon Scattering Rates 
We will consider phonon scattering via four different processes; acoustic (de-
formation potential) (AC), non-polar optical (NPO), polar optical (POP) and 
piezoelectric (PZ) -as in Chapter 3. The case of piezoelectric scattering in 2D is 
of particular interest; the detailed nature of the piezoelectric coupling coefficient 
raises additional problems which have thus far not been mentioned. 
We will assume that the quantum well valence subbands are isotropic in k 11 
space, so that the hole energy e(k) may be written as e(k11 , n), with n the subband 
index. For isotropic subbands, Jk,,k(qz) will also be independent of the directions 
of k(1 and ku, and hence can be written as Jkjin',kun(qr)· Then, substituting equa-
tion (5.42) into equation (5.3) arid using equation (5.15), we obtain the general 
expression 
Pn',n(ku) = 
2
: (2:)3 J / 6~<u±qu,k(, ( 2M~wq) [ JJ:~ 1] C! 
X 1Jkjin',kun(qz)l26(e(kf1,n')- f(ku,n) =f fph) dkf1dqz. (5.43) 
Acoustic (deformation potential) scattering 
For AC scattering, we will once again make use of the elastic and equipartition 
approximations (see Section 3B) Equation (5.43), together with equations (5.16) 
and (5.17) then gives 
Pn',n(ku) = ~~;~~~ JJ 6k 11 ±q11 ,k;11Jk(,n',kun(qz)l26(€(kl1,n') -f(ku,n)) dkf1dqz 
(5.44) 
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where EAc is the acoustic deformation potential in the quantum well. The choice 
of a suitable value for EAc will be discussed in Chapter 7. For v; we will take 
the mean :square of the longitudinal and transverse sound velocities,. v2 , as·.· in 
Section 3C (equation (3.74)). 
The above equation differs from equation (5.18) in that IJkjin',l;lln(qz)l 2 must be 
included in the integration over lkj
1
• As mentioned in section SB we may omit the 
Kronecker delta 6'z. 11 ±qu,~<jl since we have no interest in, and assume no dependence 
of Pn',n(lk11 ) on, the value which q 11 takes in order to conserve momentum. We 
now write dkj1 = kj1dk(1d,B, where fJ is the polar angle in the 2D k-space plane. 
Integration over fJ merely gives a factor of 211". We may now change the variables 
in the energy delta function to find 
where kfl is the final state in-plane wavevector; 
. I -1 kll Dn'(ku) - BE/Bk' , 1 
11 k11 =k11 
(5.46) 
and 211"Dn'(kfl) gives the density of final states in subband n'. We will call Dn'(kfi) 
the reduced density of states. Then the AC scattering rate, for absorption plus 
emission, is 
(5.47) 
where 
(5.48) 
Hence the description of the 4-band k.p matrix element is contained within the 
term M 21 • For isotropic subbands, the scattering rate has no angular depen-
. kll n',kun . 
dence. This means that for most initial states lku, n), for scattering into a. given 
subband n', kfi is uniquely defined (by energy conservation). However, some of 
the valence subbands (such as the second and fourth subbands in Fig. 5.4), are 
doubly valued in k11 for energies near the subband edge. For scattering into these 
regions, two values of k:fi are possible for scattering from the same state lk11 , n). 
Throughout this work, we will treat all such cases as two distinct processes, so 
that Pn',n(k 11 ) always gives the scattering rate between initial and final states each 
located on a singleequi-energy circle in k11 space. 
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Nqn.:Eola~ Optical scattering 
For NPO scattering~ we will adopt the same approach as in Section 3C; 
consfdering scattering by a .combination of bulk -10 ~nd TO phonons a.Ssumed 
to have a common frequency Wop· T:he coupling coefficient is then given by 
Gq = MD~p/(Ml + M2) (equation (3.55)), and; substituting into equation (5.43) 
we obtain: 
P •••• ( k11 ) = 8,~!:,.P [ N.~·~ 1] (5 .49) 
X If oku±qu,kji1JA:jln',A:IIn(qz)l2o(e(k[l,n1)- t:(kll,n) =F hwop) dkfldqz 
The analysis then proceeds exactly as for acoustic scattering, giving 
D~P [ Jlop ]··. 1 2 
Pn',n(kll) = 41rPWop . J/op + i Dn'(kii)Mkfln',klln' (5.50) 
where k
1
{ satisfies 
(5.51) 
Again kfl in subband n1 will be uniquely defined for scattering. out of state lkfi, n), 
except for the special cases described above, 
Polar Optical scattering 
For polar optical scattering we will take the coupling coefficient G~ from equa-
tion- (5.22). Then, s'ubstituting into equation (5.43), with wq independent of q, we 
obtain 
P. '·. (k ) = e2Wop (...!... ~ l.) [ Jlop ] (5.52) 
n_,n. 11 81r2co · coo cs ·-. Nop + 1 
Iff _ 1Jkj1n' ,kun(qz) 1
2 
( 1 1 ) 1 1 x 6k 11 ±q11 ,k' ,2 2 6 e(k11 , n) - e(k 11 , n) =F hwop k 11 dk 11 d(3dqz. 
__ II qll + qz _ 
We may perform the integration over k[
1 
by using the delta function, as for acoustic 
scattering, to find: 
( ) e
2
Wop ( 1 1) [ J/op l ( ') ~ 1 2 Pn'n kll =-2-.- ---- II 1 Dn'kll ;v'kf 'k ' 
' 87r co coo cs JVop + lin, lin 
(5.53) 
where 
If IJkf n' kiln ( qz) 1
2 
.M2 = 6 1 II ' dqzdf3. kfl n' ,A: II n kll ±qll ,kll qff + q! (5.54) 
The Kronecker delta 6k ± k! requires qff = kff + kfl 2 - 2k11 kfl cos (3, where kfl is the II qll, II 
in-plane wavevector of the allowed final states. The integration over {3 is actually 
quite straightforward. The (3 integral is of the form 
[21T d(3 21r 
lo (a- bcosf3) - Ja2- b2' (5.55) 
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. h 2 k'2 2 d w1t a:-· k
11
·+ 11 + qz, an b = 2k11 k 11 t. Thus 
(5.56) 
However, it is also desirable to examine the angular dependence of the scattering 
rate. This is given by 
whence M2 1 , k is given by kiln 1 un 
Piezoelectric scattering 
(5.57) 
(5.58) 
The case of piezoelectric scattering in 2D must be examined with some care, 
as the coupling coefficient C q contains a detailed dependence on the direction of 
the phonon wavevector q, as was shown in Section 3B. 
Using the elastic, equipartition approximation we obtain, from equation (5.43): 
This expression gives the rate for scattering by either longitudinal or transverse 
piezoelectric ph~nons, with Vs,mode and Cq,mode taking appropriate values in each 
case. 
We have seen that when free carrier screening is included, the coupling coef-
ficients for the longitudinal and (the two combined) transverse modes are (from 
equations (3.42-3)): 
(5.60a) 
(5.60b) 
where h14 is an element of the piezoelectric tensor, and a 1 , 0'2 and 0'3 are the 
direction cosines of the phonon wavevector q; 0'1 = qzlq, a2 = Qyjq and 0'3 = qzfq. 
Since we are not concerned with orientation of q in the plane of the well we can take 
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anavetage of (}"l0"2 over all azimuthal arigles.in·the qxqy plane; finding o-rar = uus, 
where dfl = qllf q~ Then 
(5.61a) 
(5.61b) 
Nevertheless it is clear that the inclusion of these coupling coefficients in equation 
(5.59) would render the triple integral quite i~tractabl~, given the complexity of 
the envelope function term Jkfln',kun(qz). Price (1981), inhis treatment of electron 
scattering by piezoelectric phonons in 2D, proceeded by omitting tl1e envelope 
furiction terme.ntirely, sayiligth-at-IJ!cin' k
11
nfq.z)l 2 vari~d with lJz only slowly com-
. ,_ . II , . . 
pared to the other terms in the integrand, and therefore could be taken as unity. 
This allowed him to perform the integration over qz includ4J.g the directional de-
pendep.ce of c;;Iong and C~,trans· This approach, in the absence of screening, leads 
to an average electromechanical constant Kav (see section 3B) of the form 
K2 - hi4 (. 9. 13 ) 
av - f:Qes · .. 32cl + 32Ct . (5.62) 
The first term gives the contribution from longitudinal modes, and the second, 
from the two sets of transverse modes, with Cmode = pv!,mode· This result differs 
little from thatfor the bulk electromechanical constant (equation (3.69)), obtained 
by taking spherical averages of the directionally dependent parts of the piezoelec-
tric coupling coefficients. Therefore we believe it a reasonable approximation, for 
the quantum confiri~d holes calculation, to replace the directionally dependent 
terms of C 2 long and· C! trans with the· bulk spherical averages. This approach is q, •. 
consistent with the assumption of bulk-like phonon modes, and also with the fact 
. . . .;__ .. · ·'- -
that the elastic constants cz and Ct are themselves spherical averages over crystal 
direction (Zook 1964). The 2D scattering rate, for longitudinal and transverse 
modes combined, is then 
with K~v given by (equation (3.69); 
K 2 _ h~4 ( 12 16 ) 
av - eoes 35cz + 35ct . (5.64) 
The integration over k(
1 
is performed as above, by changing the variables in the 
Dirac delta function. Multiplying by two to account for both absorption and 
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emission processes, we obtain: 
(5.65) 
where 
(5.66) 
and the Kronecker delta gives qrr = krr + kfi 2 - 2k11 kfi cos {3. 
If screening effects are omitted (by setting q0 = 0), the matrix element has 
the same form as that--for (unscreened)-polar optical scattering (equation_(5~54)). 
However, without screening the RHS of equation (5.66) diverges as Qz --+ 0 and 
q11 --+ 0. This means that a fini~e rate cannot be obtained for intrasubband scat-
tering, since, within .the elastic approximation, k11 = kfi and so the case q11 _ = 0 
always contributes. The lack of momentum conservation in the z direction allows 
for a form of screening due to Qz. However, in m~st cases the envelope function 
term IJk, 1 k ( qz)l 2 was found to be peaked at Qz = 0; thus a singularity in the lin I un 
unscreened qo = 0 scattering rate is not avoided. Note also that screening may 
readily be included in the polar optical scattering rate by taking, for .M2 1 1 
- k 11 n ,k11 n 
in equation (5.53), the form given in equation (5.66) above, rather than that in 
equation (5.54). 
We can proceed, as for polar optical scattering, by solving the {3 integral. This 
is of the form 
la 27T (a - b cos (3) ( ac - b
2) 
-7-----"--'--::-72 d{J = 21r 1- ' 
o (c- bcosf3) (c2- b2)3 2 (5.67) 
where a.:...: -k1T + kfl
2 + q;, b = 2k11 k~, and c =a+ q5. 
This result may be substituted into equation (5.66) to give an expression for the 
remaining integral over Qz, which must be performed numerically. Alternatively, 
the angular dependence of the scattering rate can be obtained in the form 
(5.68) 
in which case .M21 1 is given by equation (5.58). k 11 n ,k11 n 
... CJHLAJP~ER ia 
QUAN'F1UNL CONJFJII'~JJED JHIOJLJE-JPJHIONON 
§CA'F'FEJRJING MA'FJRJIX EiEMEN'F§ 
8A liN'JI'JRODUC'Jl'JI(()N 
In Chapter 5, a method of calculating matrix elem~nts for the ·hole-phonon 
interaction in a quantum well was described. In this chapter, detailed results of 
these calculations will be presented: to demonstra.te the influence of the quantum 
confined valence bandstructure on phonon scattering; and to form a database for 
use in the Monte Carlo simulations of 2Dhole,dynamics described in later chapters. 
We have studied the specific case of a 100A lattice matched GaAs/ AlAs single 
quantum welL The in"'plane valence bandstructure-for- this system- was shown in 
Fig. 5.4, for the (100) direction. We will assume, as mentioned in Chapter 5, that 
the bandstructure is isotropic in k 11 -space. Aniso.tropy in this system is expected 
to lead to s.hifts of the order of 10% in the subband energies over the range of k11 
concerned(~11 < 0.12A-1). 
The effect of anisotropy on the scattering matrix elements is rather more dif-
ficult to estimate. The valence band wavefunctions· will always change with direc-
tion, due to their p-like symmetry. In bulk GaAs, this effect gives rise to overlap 
integrals G(k', k) which exhibit a str(.mg directional dependence (Wiley 1971), 
and therefore the phonon scattering matrix elements are similarly affected (see 
Section 3C). Preliminary work by Taylor (1987) indicates that, whilst the overlap 
integrals of quantum confined hole states show some directional dependence, the 
variation in G(k';k) is not, in general, as marked as in the bulk. Therefore, we 
have decided not to consider anisot!opy effects any further here; preferring to ex-
amine the basic influence of band mixing on hole-phonon scattering in a quantum 
well. In any case, in any Monte.Carlo model of quantum confined hole dynamics, 
the important parameters will be the scattering rates from a given state jk) into 
all possible final states: in these quantities, any anisotropy effects will inevitably 
be averaged out by integration over direction in the k 11 -plane. 
We will consider scattering between states in the first four subbands of the 
well: four will serve as a sufficient number to give a representative picture of carrier 
dynamics in a multisubband system. In Fig. 6.1 we have shown again the in-plane 
di~persion of these subbands, which wewill now label simply as bands 1-4. We will 
also drop the 11 subscript on the hole wavevectors k 11 and k11 ; all vectors k and their 
moduli k can henceforth be taken as 2D in-plane quantities. Marked on Fig. 6.1 are 
the band minima and zone centre energies, the band minima wavevectors (bands 
2 and 4 only), and the points of closest approach (anticrossings). Values for these 
quantities can be found in Table 6.1. For kinetic energies less than the zone centre 
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E (meV) 
140 GaAs/AlAs 
L = 100A 
120 
100 
80 
60 
40 
0 
€4(0) 
0.00 0.04 0.06 0.08 
JFig. 6.1 In-plane energy dispersion of the first four valence subbands of a 
100A GaAs/ AlAs quantum well. The energy and wavevector points 
marked are defined in Table 6.1. 
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fl 7.18655meV 
€2 23.0854meV 
€3 31.5272meV 
f4 62.7394meV 
'Fable IB.la: lEnergies of the band mi:nima :reRative to the 
bottom of the quantu.m well 
t:2(0) 5.0563meV 
f4(0) 1.0796meV 
'Fable IB.lb: JBa:ndl :2l and 41: zone centre energies relative to the lband minima 
k2(o) o.o1sooA - 1 
Table 6.1c: Wavevectors of the band 2 and 4 minima 
bands: kacr 
1/2 o.ol97sA - 1 
3/4 o.o21soA - 1 
Table 6.1d: Points of closest approach ( antic:rossing points) 
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energies, bands. 2 and 4 are. do~bly valuedin wavevector. We will refer to states 
for which k < kn(O) as 'b' states, and those for w~ich k ~ kn(O) as 'a' states, and 
. . . 
consider scattering into states of each type separately. 
Before presenting the scattering matrix elements for this system ~e _will exam~ 
ine, in Section 6B, the overlap integrals involving zone centre states. These give an 
insight into the way in which the character of th~:(valence band states is modified 
by band· mixing effects for k > -0. In Section 6C, we will show the matrix ele-
. . 
ments for scattering by optical' (non-polar and polar), and acoustic (deformation 
potential and piezoelectric) phonons (sectiomt 6C.l and 6C.2 respectively). We 
. -
will then examine the angular dependence of some of the polar optical and piezo-
electric processes.·(Section 6D), and finally,. we will discuss the effect ofsc;:r:eening 
on polar scattering (Section 6E). 
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taB OVJEJRJLAJP> JIN'JrEGRAJL§ 
We have calculated overlap integrals of the form 
(6.1) 
which are obtained from the calculation of llBAI2 (equation (5.41)), with 1[]1 = 0. 
Specifically, we have considered the overlap of states jk, n} in a given band n, over a 
range of k, with the zone centre states jO, n'} of each of the four bands n' = 1 ... 4. 
This shows the extent of mixing within a particular band, as described by the 
proportions of zone centre states of neighbouring bands which constitute a state 
at a given k. 
Figs. 6.2-5 sliow these overlap integrals (squared}, which WEf will refer-to as 
G5 , (k), for bands 1 to 4 respectively. (We have used an offset of k = 10-4 A - 1 
n,n 
in locating the zone centre states to avoid the numerical difficulties associated 
with the point k = 0.) In each case, at the zone centre only the term G5n,Jk) 
contributes, having value unity. This confirms that the zone centre states are 
unmixed, as we would expect by definition. 
Fig. 6.2 shows that as k nears the region of anticrossing between bands 1 and 2 
(k ~ 0.02.A - 1 ), the character of band 1 becomes much less jO, 1) like, taking on the 
character of jO, 2) and jO, 3). Beyond the anticrossing point the jO, 1) contribution 
is less than 25%, with the jO, 3) contribution greatest. The jO, 3) state is LH1 like 
(see Fig. 5.4); hence, band 1 can be said to have assumed predominantly light 
hole character beyond the anticrossing. The jO, 4) contribution remains negligible 
throughout the range of k shown. 
Figs. 6.3-4 show a strong degree of mixing between bands 2 and 3 even at 
small wavevectors (k ~ o.oos.A-1). This is clearly because the bands are so close 
together at the zone centre. Indeed, if the quantum-well width were to be reduced 
sli~htly, it would be expected that the character of the two bands at k = 0 would 
be exchanged: i.e., 10, 2) would become LH1 like; and 10, 3), HH2 like (Eppenga 
et al. 1987; Wood 1987). It can be seen from Fig. 6.3 that the character of band 2 
is again exchanged on anticrossing with band 1. For k > 0.02A - 1 the band gains 
substantial jo, 1) character and loses virtually all of its 10, 3) character. A small 
contribution from 10, 4) is also visible at larger wavevectors. 
Band 3 anticrosses with band 4 at k = 0.0275A - 1• Fig. 6.4 shows, at this point, 
a distinct exchange of 10, 2) and jO, 3) character for that of 10, 4). In a similar 
manner, the 10, 4) content of states in band 4 falls sharply as k -+ 0.0275A - 1• 
Beyond the anticrossing region, the band 4 states consist of a fairly balanced 
mixture of all four zone centre states considered, with no dominant contribution 
from any one. 
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Thus, by studying these overlap integrals alone; we can make some broad 
predictions concerning scattering between states in the four bands. 
We expect that intraband scattering between two states on opposite sides of 
an anticrossing region will be low compared to scattering between states both 
lying before, or both lying beyond, the anticrossing. This will lead to intraband 
scattering matrix elements which vary markedly with k as the anticrossing region 
is traversed. 
Where an exchange of character between two adjacent states is apparent, we 
expect a complementary effect for interband scattering. For example, a large 
scattering matrix element may be predicted for band 1 ~ 2 transitions which 
straddle the band 1/2 anticrossing region; and similarly for 3 ~ 4 transitions 
which straddle the band 3/4 anticrossing region. 
We may also predict: especially weak scattering between band 1 and the zone 
centre states of band 4, and between band 3 and the zone centre states of band 1; 
and strong scattering between states near k = 0 in bands 2 and 3 (assuming such 
processes are allowed). 
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ac MATRJIX EILE~EN.-'ts 
The calculation of hole-phonon scattetin:g matrix elements in the 4;..band lk.p 
scheme involves the numerical evaluation ofthe .t~r:rps M%rni ktP asccdefined in equa-
• ... . ·- , I 
tions (5.48), (5.54) and (5;66) for the various sca~~ering processes. This task 
involves considerable computational effort, since the 4-band lk.JPl wavefunctions 
must be calculated in full for every pair of initial and final states· considered. We 
have used a modified version of Woo~'s 4-band k.p wavefunction program (Wood 
1987), together with programs written to evaluate the integrals over Qz, and a 
program which determines the energies and wavevectors of the scattering states. 
We have calculated matrix elements for all permutations of intra- an~ inter-band 
scatterings, including separate transitions to a .and b stjl..tes Jri bail.~S 2 and 4, 
by acoustic (deformation potential) (AC); non polar optical (NPO); polar optical 
(POP), and piezoelectric (PZ) phonons. For the optical processes we have used a 
fixed phonon energy of hwop = 36;4meV (Landolt-Bornstein 1982), which is appro-
priate to scattering at a lattice temperature TL of 77K. For acoustic processes we 
will take scattering to be elastic, selecting initial and final states of equal energy; 
although we have also examined the effect on the matrix elements of introducing 
an energy shift between the scattering states. 
In Tables 6.2-4 we have shown the threshold energies and wavevectors for 
optical and acoustic processes. For scatterings into b states (which will be termed 
b processes) an upper limit is also imposed on the energy and wavevector of the 
initial state, since the energy of the b state cannot exceed the zone centre energy. 
These upper limits are also given in the tables. Where no upper limit is enforced on 
k, we have restricted the value of the larger wavevector of k and k' to < 0.12A -l, 
which is close to the upper limit (typically 10% of the Brillouin zone) beyond 
which the k.p method ceases to be reliable. 
6C.:n.: Matrix elements for optical phonon scattering 
Figs. 6.6-9 show the matrix elements for optical phonon absorption ( abs) pro-
cesses in bands 1-4 respectively. In each case, figures (a)-(d) show NPO matrix 
elements, and (e)-{h), POP matrix elements. The quantity plotted for NPO pro-
cesses is the matrix element squared in dimensionless fo~m, (L/4).M~'n' kni and 
' 
that for POP processes, (1/4L).M~'n' kn' where Lis the quantum well width. The 
' prefactors are merely a by-product of the numerical integration process used, in 
which Qz was substituted for the dimensionless variable qzL/2. Thus, on the scales 
shown in the figures, the matrix elements 1In',nl2 obtained by Price {1981) for AC 
and NPO scattering in a 1-band infinite square well calculation would have values 
L/4 x (rr/bn',n) = rr/2 and 3rr/4 for inter- and intra-band transitions respectively, 
where bn',n is defined in Section 5B. It is important to note that the definition of 
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Process Threshold Threshold Max. Max. 
(NPO/POP) Kinetic Energy Wavevector Kinetic Energy Wavevector 
(meV) 10-2A -1 (meV) 10-2A -1 
b processes only 
1-4abs 19.15 4.978 20.23 5.145 
2-4abs 3.254 2.389 4.334 2.545 
all 2b abs processes forbidden 
3-4b abs and 4-4b abs forbidden 
no restriction on remaining abs processes 
Table 8.~: Energy Restrictions for Optical Phonon .Absorption 
Quantum Confined Hole-Phonon Scatterz"ng Matrix Elements 
Process Threshold Threshold Max. Max. 
(NPO/POP) Kinetic Energy Wavevector Kinetic Energy Wavevector 
(meV) 10-2 A-t (meV) 10-2 A -1 
b processes only 
1-1em 36.40 7.030 
l-2em 52.30 8.380 57.36 8.758 
1-3em 60.74 9.000 
1-4em 91.95 - 10.958 -93.03 11.019 
2-1em 20.50 4.979 
2-2em 36.40 7.359 41.46 7.918 
2-3em 44.84 8.260 
2-4em 76.05 10.722 77.13 10.792 
3-1em 12.06 1.477 
3-2em 27.96 2.731 33.01 3.486 
3-3em 36.40 4.082 
3-4em 67.61 9;035 68.69 9.159 
4-1em 
4-2em 1.802 2.702 
4-3em 5.188 3.006 
4-4em 36.40 4.856 37.48 4.931 
Table 6.3: Energy Restrictions for Optical Phonon Emission 
Quantum Confined Hole-Phonon Scatters"ng Matrix Elements 
Process Threshold Threshold Max. Max. 
(Ac/PZ) Kinetic Energy Wavevector Kinetic Energy Wavevector 
(meV) 10-2A -1 (meV) :n.o-2 A -1 
b processes only 
1-1 
1-2 15.90 4.406 20.95 5.251 
1-3 24.34 5.712 
1-4 55.55 8.625 56.63 8.705 
2-1 
2-2 5.056 2.645 
2-3 8.442 3.096 
2-4 39.65 7.726 40.73 7.842 
3-1 
3-2 3-2b forbidden 
3-3 
3-4 31.21 3.173 32.29 3.359 
4-1 
4-2 4-2b forbidden 
4-3 
4-4 1.080 2.592 
Table 6.4: Energy Restrictions fo:r .Acoustic Processes 
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M2 NPO 2- 1 abs M2 NP02- 2 abs 
1.5 
1. 0 
(a) 1. 0 (b) 
0.5 
0. 5 
0. 0 0.0 
0 2 3 4 5 k !1 0-2A-'l 0 2 3 4 5 lc !10-2A-'l 
M2 NPO 2- 3 abs M2 J:t NPO 2- 4a abs 
o NPO 2- 4b abs 
0. 8 0. 8 
0. 6 0.6 
(c) (d) 
o. 4 0.4 
0. 2 0. 2 
0. 0 0. 0 
0 2 3 4 5 lc !10-2A-'l 2 3 4 5 6 7 lc !10-2A-1l 
M2 POP 2- abs M2 
0.08 
0.10 
0.06 
(e) ( f) 
0.04 
0.05 
0.02 
0.00 0.00 
0 2 3 4 5 k !10-2A-'> 0 2 3 4 5 lc !10-2A-'l 
M2 POP 2- 3 abs M2 l:t POP 2- 4a abs 
~ POP 2- 4b abs 
0.08 0.08 
0.06 0.06 
(g) (h) 
0.04 0.04 
0.02 0.02 
0.00 0.00 
0 2 3 4 5 k !10-2A-'l 2 3 4 5 6 7 lc !1 0-2A "'l 
Fig. 6.'7 Matrix elements for optical phonon absorption processes for a hole in 
state lk) in band 2. 
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M2 NPO 3:.:. 1 abs w, ·NP0.3- 2 abs 
0.8 o. 4 
0. 6 o. 3. 
(a) (b) 
0. 4 o. 2 
0. 2 0.1 
0. 0 o. 0 
0 2 3 4 5 k 00-aA-'l 0 2 3 4 5 k !10-aA-'l 
M2 NPO 3- 3 abs M2 NPO 3- 4 abs 
1.5 
1. 0 
(c) 1.0 (d) 
o. 5 
0. 5 
0. 0 o. 0 
0 2 3 4 5 k 00-aA-'l 0 2 3 4 5 k (10-aA-'l 
M2 POP 3- abs M2 POP 3- 2 abs 
0.08 0.04 
0.06 0.03 
(e) (f) 
0.04 0.02 
0.02 0.01 
0.00 0.00 
0 2 3 4 5 k !10-aA-'l 0 2 3 4 5 k !I 0-aA-'l 
M2 POP 3- 3 abs M2 POP 3- 4 abs 
0. 3 
0. 10 
(g) 0. 2 (h) 
0.05 
0. 1 
0.00 0. 0 
0 2 3 4 5 k (10-aA-'l 0 2 3 4 5 k (I 0-aA-'l 
Fig. 8.8 Matrix elements for optical phonon absorption processes for a hole in 
state lk) in band 3. 
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M2 NPO 4- 1 abs M2 NPO 4- 2 abs 
0.8 0. 8 
0.6 0.6 
(a) (b) 
0. 4 0. 4 
0.2 0.2 
0.0 0.0 
0 2 3 4 5 k 110-2A-1) 0 2 3 4 5 k (IQ-2A-1) 
M2 abs M2 NPO 4- 4 abs 
0. 4 
1.0 
0. 3 
(c) (d) 
0.2 
0. 5 
0.1 
0. 0 0.0 
0 2 3 4 5 1: (1Q-2A"1) 0 2 3 4 5 1: (1Q-2A-1) 
M2 POP 4- abs M2 POP 4- 2 abs 
0.04 0.04 
0.03 0.03 
(e) (f) 
0. 02 0.02 
o. 01 ~--W 0. 01 
----
0.00 0.00 
0 2 3 4 5 k (IQ-2A"1) 0 2 3 4 5 1: (1 Q-2A-1) 
M2 POP 4- 3 abs M2 POP 4- 4 abs 
0.04 0.25 
0.20 
0.03 
(g) 0; 15 (h) 
0.02 
0.10 
0. 01 0.05 
0.00 0.00 
0 2 3 4 5 k (1Q-2A-1l 0 2 3 4 5 1: (1 0-2A-1l 
JFig. 6.9 Matrix elements for optical phonon absorption processes for a hole in 
state Jk) in band 4. 
· quan_t-~m ·6onfine(J !{ole-Phonon Scqtterirtg Matrix Elements 73 
.M~;_n' ,~n for POf s(:~~teriiJ.g (sectioll;5C.3) incl~des ;iri -integration over _p()lar angle 
{1. 'lllierefore, the·pi(>.t~dgr POP processes repte!5ent the curinilative effect of scat-
• ~ 0-~~ -
tering_tQ_, all final states ,on the ~nefg}" qmserving circle in. 2D k-space. For NPO 
scatteri~g the matrixei~ID,ent ha.S no angular dependence (in our model), and so 
the NPO plots simply give tpe matrix-elements for scattering between two states, 
with integration over the energy conservi:ng circle contributing a factor of 21f to 
the results shown. For brevity, we shall refer to the plots of both ( L / 4) .M Jv PO and 
(1/4L)M'j,0 p simply as 'matrix elements', and will label' both merely as '.M 2 ' on 
the figures shown in this chapter. 
Looking at the intraband NPO matrix .elements (Figs. 6.6a, 6. 7b, 6.8c and 
6.9d);- we see that t-he 4-band k.p~results approach the infinit·e-square well result 
(3w/4 ~ 2.36) at large wavevectors. However in all cases the matrix element 
is considerably smaller at small wa,vevectors. This is a clear manifestation of 
the effect predicted in -Section- 6B. For small wavevectors, the final state lk', n) 
lies beyond the anticrossi:rig reg~on in the given band n; hence the states lk, n) 
and lk', n) have markedly different character and tpe matrix element is small. 
As k approaches the anticrossing region (k = 0.02A. -l in bands 1 and 2, k = 
0.0275A - 1 in bands 3 and 4) the matrix element increases, since the initial state 
loses the zone centre state character and becomes much more mixed. Beyond 
anticrossing, the character of the states changes relatively little with k, and the 
matrix element is -large. According to this description, the k dependence of the 
NPO 1-labs matrix element (Fig. 6.6a) may be regarded as the model case of 
intraband scattering in a qua~tum confined valence band system. The NPO 2-
2abs matrix element (Fig 6.7b) is modified only by a minimum at small k which 
reflects .the turning point in energy in band 2. In band_ 3 (Fig. 6.8c), the effect is 
not quite .SO dramatic, but is manifested by a sharp ~ink in the ,IIlatrix element at 
- ~- -·- - "~ ·- -. --- -- - . . 
k ~ o~0275A - 1• Fig. 6.9d shows rather unpredictable behaviour in the NPO 4-
4abs matrix element, with a peak at k ~ 0.03A - 1 which corresponds to peaks in 
the 10, 2) and 10, 3) character in states near that point. 
The corresponding POP intra~and matrix elements (Figs. 6.6e, 6. 7f, 6.8g and 
6.9h) are modified only by the 1/ q2 dependence of polar scattering, which is here 
averaged out by integration over {1. T4is results in little change from the NPO case 
for 1-labs and 2-2abs. For 3-3ahs however (Fig. 6.8g), we see an enhancement of 
the matrix element at small k. This is due to the shape of band 3, which has a 
large c:urvatu:te at the zone centre, but is 'bent over' by repulsion from band 4, and 
so rises much less steepl~ for larger k. This means that fork near the zone centre 
the minimum value of qll (qmin = lk'- kl) for optical processes is fairly small. Ask 
increases, qmin must also increase, due to the change in band dispersion, in order 
to,mai:qtain a fi~ed enetgy s~p~r~tlon· fiWop . qetvvee!l the scatter,h1g St<l;t.es. 'thus, 
the l/ii2·factor gives ·a Icitger contribution to scatterin:~~at<sm~ll·;k.. . 
An even more dta5tlc effed is visihleforfOP ··f-.,1.abs (Fi_g. (L9h). •Band 4 is 
almost'·fl.at up. to the anticrossing point. Hence, Qmin for opt~cal phohohs d,¢tre<UieS 
sh~rply to a minimum at k ~ o~o275A-1 • Thus, the peak whiCh app,ecirs in the 
NPO 4-4abs matrix element is significantly enhanced oy lfq2 w~~ghting-for po-
lar scattering. That the two effects should contribute at the same wayevector is 
obviously no coincidence, since both are direct cqnseq~ences of tl):e antictossirtg 
between bands 3 and 4. 
" 
For interband NPO scattering w~ note that the matrix elements are, in,. general, 
smaller than tnose fo~ intraban<ttrahsitioris, and that a wide r~nge-ormagriitU:des 
is displayed. Firstly we will' exatninethe caseof NPO l..,Zabs (Fig. 6;61:>), since this 
. . 
represents the model case of scattering betwe{!p. two antiCrqssing bands as described 
in Section 6B. For small .. k the final state fk',.n1}1ies beybnd the an:ticrossing r~gion, 
- . ---· 
hence th~·h~itialand.final states have simifar character and the mat:r!x element is 
laige. As k traverses the ariticrossing.region the cha:raeter of state lkj,n) becomes 
less like that of lk', nf) until, at large k, the character of the two states is quite 
dissimilar and't.he matrix element is small. A simiiar trend can be seen for ].\JPO 2-
labs, 3-4abs, and 4-3abs {Figs. 6. 7a, 6.8d, and 6.9c respectively). The 2_:_ 1 process 
is dominated by the exchange of 10, 3) chatact,er between bands 1 and 2 (see Fjgs. 
6.2 and 6;3), which also accounts for the initial rise in the matrix element, as 
band 2 rapidly gains 10, 3} character at, small k. The NPO 3-'4abs~ matrix el~m~nt 
shows a -reduced value at. srp.all k, because k' is still too close to the anticros:s,ing 
region for the model description to apply. In the case of NPO 4-3abs, the final 
states in band 3 are .so far from the anticrossing region that the form of the 
> m~trbu:~leme:nt r.efl.ects solely .the~ variation of charac~er with k ofstates in band 4. 
Comparing the matrix elements for these'{our cases with those for the remaining 
NPO processes, we see that the transitions between adjacent, anticrossing bands 
(the 'intet-anticrossing-band processes') represent the principal form of interband 
NPO scattering. 
The matrix elements for inter-anticrossin,g-band POP transitions, 1-2, 2-1, 
3-4 and 4-3abs, are shown in Figs. 6.6f, 6.7e, 6.8h and 6.9g. It can be seen 
that the varia~ion of each matrix element with k is very similar to that for the 
corresponding NPO process. However, for POP phonons, the dominance of these 
processes in interband scattering is lost. Whilst the POP 1-2abs matrix element 
has approximately the same magnitude as the intraband POP matrix elements, 
the 2-1 matrix element is rather smaller, the 4-3abs matrix element. almost an 
order of magnitude smaller, and the 3-4abs matrix element considerably larger 
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than the iiltfabarid values. From the dispersion curves in Fig; 6.1!. we see that the 
initiaLand fin<tl states for POP 2-i~bs must be well separated in k-:space in order 
to satisfy energy conservation, and that those for POP 4-3abs must be still-further 
apart. Consequently qmin is very large for POP 4-3abs for all k; diminishing the 
matrix element considerably. Conversely, for POP 3-4abs at small k, both k and 
k' are on portions of the band which riSe very steeply with k, so that qniin remains 
small and the matrix element is enhanced. Indeed, this 1/ q2 coupling gives, for 
POP 3-4abs, the largest of all the POP matrix elements. 
The remaining matrix elements for optical phonon absorption need only be 
discussed briefly. The 1 r+- 3 and 2 r+- 3 matrix elements display considerable 
oscillatory structur.e, due to interactions between~strongly mixed,,initia},,and~final 
states whose characters are not correlated in any simple way. A general point 
concerning the POP matrix elements, compared with their NPO counterparts, is 
that the former tend to show a steeper fall-off at large k. This is a consequence of 
the integration over polar angle, which results in all values of q 11 between qmin = 
lk'- kl and qma.x = k' + k contributing to the matrix element. For large k, qmax 
will be very large, and, irrespective of the value of qmin, this will tend to reduce 
the value of the matrix element. 
Figs. 6.1D-13 show the matrix elements for optical phonon emission (em). 
These contain no new information concerning the effect of the quantum confined 
bandstructure on optical scattering, since the processes represented here involve 
the. same pairs of states for any given transition, but with their roles as 'initial' and 
'final' scattering states reversed. However, we show the optical phonon emission 
matrix elements here: firstly, because POP emission is the dominant scattering 
process in bulk GaAs, and so it is instructive to see how the matrix elements vary 
with the wavevector of the emitting (initial) state; and secondly, to demonstrate 
that our 4-band k.p calculation is, indeed, invariant upon reversal of the scattering 
states. 
The complicated nature of the band dispersions does introduce significant dif-
ferences between the forms of the matrix elements when viewed as a function of the 
wavevector of the upper (energy) state (as for emission), compared to their forms 
when plotted against the lower state wavevector (as for absorption). For exam-
ple: the NPO and POP 1-1em matrix elements rise sharply immediately following 
threshold (Figs. 6.10(a) and (d)); whereas the complementary (1-labs) processes 
change little between k = 0 and k ~ 0.01A -l (Figs. 6.6(a) and (e)). This is simply 
because band 1 is flatter near the zone centre than at large k. A more emphatic 
example is the case of the POP 4-4 processes. The POP 4-4a em matrix element 
rises extremely rapidly to a maximum just beyond threshold (Fig 6.13h), whereas 
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the POP 4-4abs matriXcelement -is relatively invariant'fork < Q.p:t,sA-1 , aiid'do_es 
n,ot peak until k :::::J 0.032A~1 (Fig. 6.9h).. Tne difference b_etWeenJhe two plots here 
~ises-beca1ise 1 -catthe emission threshold, the final state f<>r both a and b proce&$es 
Ifes at the band 4 minimum (k = o.d2J2ifA~ 1 )~ .Thus, the transiti9_ns represented 
by the portion of the POP 4-4abs matrix element plot for k < ·0;02125!'-1 are, i_n 
Fig. 6.13h, represented by the POP 4-4b em-curve, which spans only a very small 
range of wavevectors since the b region of band 4 is so fiat. The same effect can be 
observed for other processes where the lower energy state is in band 4. In the case 
ofPOP 2-4 em (Fig. 6.11f), the near vertical line for 2~4b em represents the range 
of transitions covered by the POP 4-2abs curve (Fig. 6:9f) for all k < 0.02125A - 1. 
These dispersion effects--have- much less.infiuence_on prOcesses in which the 
lower energy state is in band 2 (2bprocesses), since the b region of band 2 is not 
nearly so fiat. However, distinctive features also occur ·in: these cases, as a result 
of band mixing. The 1-2b, 2-2b, and 3~2b opti~al emission matrix elements all 
showcup.;.like or inverted cup-,like features (Figs. 6.10(b) and (e}; 6.11(b) and (e); 
6.12(b) and (f)). These appear because the matrix element changes rapidly, both 
at threshold (due to the changing character of the final (2b) states near the band 
minimum), and at the upper wavevector limit for the process (due to the changing 
character of the 2b states near the zone centre). Thus, a general characteristic of 
the b processes is that the matrix elements display rather abrupt features. 
The matrix elements for all pairs of a and b processes should coincide at thresh-
old, since the final (lower energy) state then lies at the band minimum, which 
represents the intersection of the a and b regions of the band. In this sense, the 
4-2b optical emission process is anomalous. The b process matrix element is small 
throughout, and at no point meets the curve for the a process (Figs. 6.13(b) and 
(f)). T!J.is is sjfllply beca~se there is no thresJmld. 4-2 optical emission _is all<?wed 
at k = 0, but the a and b final states are well separated in k-space. The b state 
lies very close to the zone centre for all allowed initial k, and, because of the lack 
of jO, 4) character in this region, the 4-2b matrix element remains very small. 
The mat~ix' elements for acoustic (AC and PZ) phonon scatterip.g are shown 
in Figs. 6.14li:r. The quantity_ plotted for AO proce.sses is (L/4)-.Mi'n';kn' as fbr 
NPO scattering; and that for PZ, (1/4L).M%,n' kn' as for POP sc(l,t~erirlg. The PZ 
' ' 
matrix elements inclY,dr an integration over ppfar angle {3, from the defi.nition of 
M~z, as was the case for the POP ma.trix elements. 
We consider first the intraband AC matrix elements AC 1-1 andAC 3-3 (Figs. 
6.14a and 6.16c). The matrix eleme~ts are large (compared to the NPO results), 
with values approaching the 1-band infinite squar~ well result of 37r/4, and are 
relatively invariant with k. These features are to be expected, since here we are 
considering matrixel~ments involving identicalinitial and final states-Jwithin the 
approximation of elastic scattering). We will check whether these ·features are 
preserved on displacement of the scattering states later in this section. 
For AC 2-2 and 4.,...4 scattering we have adopted a slightly different convention. 
Rather than plotting on one ~urve, the matrix.eleme9.-t for scattedrig into a states, 
and on the other, that for scattering into b states; we have sh-own one curve for 
'identical state scattering', and a second for 'cross valley' scattering. The 'identical 
state' curve is analogous to the curves for the AC 1-1 and AC 3-3 processes;.g~ving 
the matrix elem;ent between states of the same energy and wavevector magnitude. 
These states will be b type for k < kn(O) and a type for k ~ kn(O); hence the 
labelling 'b-b & a-a' on Figs. 6.15b and 6.17d. The 'cross valley' curve gives the 
matrix element between states of the same energy in band 2 .or 4, but lying on 
opposite sides of the band minimum. Thus, the curve shows the matrix elem~nt 
for b -1- a transitions for k < kn(O) and a -1- b transitions for k ~ kn(O). ·The 
upper energy limit for such processes is the zone centre energy, as for the other b 
processes. This modified convention is preferable for intraband acoustic scatter-
ing, since the identical state processes form a distinct set which should be shown 
together. Similarly, the cross valley transitions represent another category, having 
common properties different from those of the identical state processes. 
We see that for AC 2-2 and 4-4 identical state processes (Figs. 6.15b and 
6.17d), the matrix elements are large and flat, as was found for AC 1-1 and 3-3 
scattering. The cross valley matrix elements coincide with the identical state plots 
at the wavevectors of the band minima, as expected. At this point, the cross valley 
matrix elements are at a maximum value, and decrease as k either increases or 
decreases; since the scattering states move in opposite directions along the band, 
and become progressively less alike in character. The 4-4 cross valley process 
actually remains quite large, away from the band minimum, because all states 
below the band 4 zone centre energy retain substantial 10, 4) character. 
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For interband~~ca:ttering~ we-~can recognisesev-er~ltypesoffeatl]re whidi were 
previously· o'bseived ih th~optkal phonon matriX.elero~dt~. The'irlter~artticr6§sing­
b.and matrixelem¢!lts,)iG 1_,2, ~~1,r3 .... 4, 4~3::(~i~~?;' ~.14b, 6.15a·,·6;~6d, a~d,6.t7c), 
all show a. distinCtive fall~off as eith.~r ,k or k' traverses the antiCrossi~g reg;ion. In 
this c.ase of course, with scattering taken as elastiC, AC l-2 and .2~Jl, and AC 3-
4 andA-3, are actually complem~ntary pro{esses {i.e.; proc~sses involving the 
satne pairs of initial and final states). The differences in the form of the matrix 
elements are only due to takin~, in the the one case, ~ in b;tnd n, and in the 
other, k in band n', as the independe_nt V(1ria,~le in the graphs. As in the case of 
N'PO scattering, these inter-anticrossing-band. matrix elenuints are n,otably larger 
than those for the r~main!~g processes. __ '!'h~ only in~~rhand b -eroce_ss covering 
a significant wavev'ector range is AC 1-2b, and this shows the inverted cup-like 
shape previously identified as typical for a 2b process. 
We have calculated PZ matrix elements inJhe presence of fre~ C(1rrier screening 
(see section 5C.3) and have used a reciprocal screening length qo appropriate to a 
free carrier density of 1016cm-3 • This choice will be discussed in section 6E. 
The intraband PZ. matrix elements (Figs. 6.14e, 6.15f, 6.16g, and 6.17h) are 
all extremely large (over an order of mag;.nitude larger than most of the interband 
matrix elements), and are virtually identical in form. Clearly the matrix elements 
are dominated by the 1/q2 dependence of PZ scattering, which gives rise to the 
characteristic fall-off as Qmax increases with k. The size of th~ matrix elements is 
largely dictated by the value of qo, since, with no screening ( qo = 0), the intra band 
P.Z matrix elements would be infinite for all k. For PZ 2-2 and 4-4 scattering, 
'we have plotted matrix elements .:(o~ddentical state and cross valley transitions, as 
described for the AC case. The identical state matrix elemen,ts clearly bear the 
same characteristics as those~for the 1~1 and 3-3 processes, whilst the cross valley 
matrix elements are considerably smaller at small k due to the non,.zero value of 
qmin· It is interesting to note that for both PZ 2-2 and 4-4 scattering, the cross 
valley matrix element exceeds the identical state value for k just beyond the band 
minimum. This occurs because, at this point, Qmax for the cross valley process 
is actually less than that for identical state scattering (since in the former case, 
k' < kn(O)). 
Turning to the interband PZ matrix elements, we find that the dominance 
of the inter-anticrossing-band processes PZ 1-2, 2-1, 3-4, 4-3 (Figs. 6.14f, 6.15e, 
6.16h, and 6.17 g),· survives in the presence of 1/ q2 weighting. This is because, 
at small k, the (equal energy) scattering states are not widely separated in k-
space, as was found for optical scattering states. Therefore Qmin remains small. 
Indeed, for PZ 4-3 scattering, near the anticrossing point the scattering states 
,., ·-· 
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¥e ver~} ·cl~se t.ogetll~I:'. and this. se:rve{to enhan.ce.~ithe lP ~ ·~.:...3- ¢Cl.tii.x eleme!lt 
iri tl!i~··region {Fig_. S.l7g) .. ·(At dar~e ·vyave~ectors, ihe eqll.~l·energy sc.atte~ing 
·state~ in OaJ1dS Land .2 are alsoN~rydos~ tog~thef. inJk~space,''btit the consequent 
' . •. :· .- . - -.•. ,... -r - . . . ·' . • • 
redu~tioh in q~in is ov~rsh~<lqWe<l by .. the large valije of • q~ax at~large k, hence 
the m:at:rix element as presented :here remain~· small.) As was ·obse;~ed for POP 
scattering, the 1fq2 dependence serves in gen~ra.l to <l~rnirtish all the PZ· -matrix 
elements considerably at large k. Fot processes involving ,re!ri6te bands, su_ch as 
PZ 1-4 and 4-1 (Figs. 8.14h and 6.1'/'e), the separat'ion of scattering states in 
Jk-space is SO large that the mi:l,irix eJement is small thtoug~~ll.t the rafige of k. 
The P Z 1-4 and 4-1 matrix elements arie o~er -an• order ofm~g11itude less than tile 
inter-anticrossing-band matrix elements, and over two orde~s ()f mag~itude J~ss 
than the intra band. PZ matrix el~~e~t~:-
Energy Dissipation in Acoustic Processes 
We cgtr:u:nehted earlier in this section that, for intrahand acoustic (AC and PZ) 
scattering, the approximation.of ela~tic scattering result~ ,in the selection ofinitial 
and· fi:q.al states which are ide'rltical Obviously this leads to very large matrix 
elements as were shown in Figs.:,6.14-17. It would be instructive to ascertain 
.• ., 
whether, these large values survive when the sc~ttering sta.tes are displaced by 
typical acoustic phonon energies. 
The acoustic phonon en~:r:gy in 3D is given by fph = liv8 q. Here, we will assume 
that fph = liv8 q11 , and therefQre, that the maximum value of fph for a given k is 
21iv8 k. Taking v8 - v = 3.;8~0ms-1 (see· Table 4.1), we obtain Eph,max ~ 5.0xkmeV, 
for kin units of A-1. 
We have considered the case of AC 1-1 scattering, and calculated matrix el-
ements for several different values· of ·k, with the final state displaced in energy 
oy ±Epk,max with resp·ect to' the iniqai state. The resldfs Of thes~-calculations are 
shown in Table 6.5, and it is clear that the changes in the matrix elements intro-
d'uced are very small (typically 1 %) , especially when· compared to the difference 
in the size of the matrix elements for intra- and inter-band scattering. 
It may be· concluded, therefore, that these large matrix elements represent a 
genuine result for intraband acoustic scattering in the quantum confined valence 
band system. The initial and final states for such scatterings will lie sufficiently 
close together on the energy band that their characters will be very similar, giving 
a large enhancement of the matrix elements over those for interband scatteri.hg. 
This effect may also :prevail when anisotropy of the bands is taken into account, 
provided that the shift introduced in the band energies at different orientations is 
of no greater order than the typical acoustic phonon energies discussed above. 
Quantum Confined Hole-Phonon Scattering Matrix Elements 
I ki (Xlo-2A-1) I Ei (meV) I Eph (meV) I (L/4)M 2 ) 
0.5 7.804 0.0 2.196 
0.25 2.196 
-0.25 2.196 
1.0 9.775 0.0 2.217 
0.5 2.220 
-0.5 2.212 
1.5 12.63 0.0 2.243 
0.75 2.233 
-0.75 2.238 
2.0 15.12 0.0 2.177 
1.0 2.094 
-1.0 2.165 
2.5 16.76 0.0 2.079 
1.25 2.017 
-1.25 2.035 
3.0 18.04 o:o 2.044 
1.5 2.032 
-1.5 1.999 
4.0 21.22 0.0 2.068 
2.0 2.081 
-2.0 2.051 
6.0 33.86 0.0 2.223 
3.0 2.237 
-3.0 2.207 
Table 6.5: Matrix Elements for AC ]. -]. scatterilllg 
The matrix elements are shown for elastic scattering ( fph = 0), and for the 
displacement of the scattering states by ±(fph,max = 21ivski)- s·ee text. ki and fi 
give the wavevector and energy, respectively, of the initial state. 
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0D ANGULAR DJEJ?JENDENCE OlF 'J['HJE.J.\1L4,'.!L'RTI!{ JELJEMJENT§ 
It wa.S shown in section 5C.3 that, in the isotropic approximation, the AC and 
NPO matrix elements were independent of p9lar. aJ1gle:,B. For POP scattering, the 
angular dependence of the matrix eleinent is given by the. term 1k~n' ,kn (cos /J) of 
equation (5.57): 
(6.2) 
where qiT = k2 + k12 - 2kk' cos {3. 
Since, in the isotropic approximation, the envelope function term Jk'n',kn(qz) 
contains no dependence on {3, the angular dependence of the POP scattering rate 
arises-entirely from-the polar weighting factor 1/{ilff+ q;). Tnerefore, we- expeCt an 
angular dependence akin to that derived from a 1/q[ law, but somewhat weakened 
by the contriBution from Qz, which is averaged over all Qz without restriction. 
In Fig. 6.18 we have shown the angular dependence, (l/4)L1~n',kn(cosf3), of 
the POP 1-labs scattering rate for a range of k. The dotted curves show the 
u'rimodified 1/q[ dependence for scattering b~tween the Sa.Jll~ st~tes, normalised to 
the 1f,n',kn(cos,B) curves at cos/3 = 1. The POP 1-1abs matrix element, integrated 
over all polar angles, is small at small k·and large at large k - see Fig. 6.6e. This 
is reflected by the ascending order of the curves with k at cos f3 = 1. The curves 
for all values of k fall off as f3 increases; however the reduction in 1k~n' kn (cos {3) .is 
' 
much greater for the largest wavevector considered (k = 0.04A - 1). This is simply 
due to. the larger range of q11 involved. The 1/q1~ curves show the same trends, 
but as expected they give too strong a dependence on {3, especially for the ca.Se 
k = 0;04A-1• 
Fig. 6.19 shows the same information for the POP 1-2abs process. Here the 
matrix element is large at small 'k and small at large k (Fig. 6.6f). -This is again 
reflected by the ordering of the curves at cos f3 = 1. The fall off of the curves with 
increasing polar angle is much less marked than for POP 1-1abs, because at large 
wavevectors the matrix element is small due to mixing, and at small wavevectors 
the range of q11 is small. Again the 1/q[ curves show a similar trend, but with a 
stronger dependence on cos f3 than· the 1k~n' ,kn (cos {3). We may surmise that the 
form of the angular dependence for the other POP processes could be reasonably 
well approximated by the simple 1/ qff response. It may also be concluded that the 
intraband POP processes will exhibit the strongest angular dependence, since only 
thc:;se have large matrix elements at large k. This is an important result, since we 
have seen that the intraband matrix elements represent the dominant contribution 
to' polar scattering. 
The angular dependence of the screened PZ scattering rate has been given by 
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Fig. 6.18 Angular dependence of the POP 1-1abs scattering rate. - full 
4-barid k.p result; (1/4L)1k~n',kn(cosf3). - - - 1/qiT, normalised to 
the full curves at cos{J = 1. (a) k = O.OlA -l; (b) 0.02A - 1 ; (c) 
o.oaA - 1; (d) o.o4A - 1• 
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Fig. 6.19 Angular dependence of the POP 1-2abs scattering rate. - full 
4-band k.p result; (1/4L).tk~n',kn(cos /3). - - - 1/qiT, normalised to 
the full curves at cos/3 = 1. (a) k = o.oosA - 1; (b) 0.01A - 1; (c) 
o.olsA- 1; (d) o.o2A-1 ; (e) 0.02sA-1 . 
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equation (5.68): 
{6.3) 
where, as for POP scattering, only q11 varies with cos (3. In Fig. 6.20 we have plotted 
(l/4L)Ji~n',kn(cos(3), for intraband (1-1) scattering over a range of k values. The 
striking feature of these curves is that the function is non-zero at (3 = 0, and 
furthermore, that its value at this point is almost independent of k. This is a 
consequence of the lack of momentum conservation in the z direction. When 
(3 = 0, q11 = 0 also (for elastic scattering), but the contribution to scattering 
from non-zero values of of qz gives a non-zero value fo!" the m~trix element. For 
3D piezoelectric scattering, momentum conservation holds in all directions, giving 
q = 0 at zero scattering angle (elastic case), and hence a zero valued matrix 
element. The iilvariance of the (3 = 0 matrix element with k arises because, for 
elastic intraband scattering involving identical states, the term 1Jk'n',kn(qz)l2 is 
near-unity and changes little with k. Using this fact we can take the jJ(qz)l 2 term 
outside the integral of equation (6.3) and write, as an approximation for intraband 
PZ scattering: 
2 ( ) 100 ( q" + q;) 1k'n,kn cos (3 oc ( 2 2 2)2 dqz. 
-oo qll + qz + Qo (6.4) 
This integral can readily be evaluated to give 
(6.5) 
This result reduces to 1r l2qo at q11 = 0 ((3 = 0) - a fixed ( k-independent), non-
zero value, as required. In Fig. 6.20 we have compared this approximate angular 
dependence with the full numerical result; finding good agreement for small k. 
Fig. 6.21 shows ( 1 I 4L) 1k~n' ,kn (cos (3) compared with the angular dependence for 3D 
piezoelectric scattering; q2 l(q2 + q5) 2 , with q2 = k2 + k12 - 2kk1 cos (3 (unity overlap 
case; see Sections 3B and 4B). The curves for the 3D approximation are normalised 
to the values of (li4L)1k~n',kn(cosf3) at cos(J = -1. Besides the difference in values 
at (3 = 0, the 3D function has a large peak corresponding to the point q = q0 , 
which does not appear in the 2D case. In contrast, the approximate intraband 
2D angular dependence (equation (6.5) above) has a maximum at qll = qol2 of 
magnitude ~ 0.54471" I qo; which represents only a small magnification of the q11 = 0 
value. Thus the lack of z direction momentum conservation also serves to dampen 
the q ~ qo peak in screened PZ scattering. We may say that the contribution to 
2D scattering from non-zero values of qz provides an extra degree of screening of 
the piezoelectric interaction. 
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JFig. 6.20 Angular dependence of the PZ 1-labs scattering rate. - full 
4-band k.p result; (1/4L)1f,n' kn(cos{3). --- approximate 2D re-
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sult; (2q1~ + q6)f(q1~ + q5)312 (see equation (6.5)), normalised to the 
full curves at cos{3 = 1. (a) k = O.OOlA- 1; (b) o.oosA-1 ; (c) 
O.OlA-1; (d) O.OlsA-1; (e) o.o2A-1 ; (f) o.o2sA-1 . 
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Fig. 6.21 Angular dependence of the PZ 1-labs scattering rate. - full 
4-band k.p result, as in Fig. 6.20. - - - approximate 3D result; 
qiT / ( qiT + q5) 2, normalised to the full curves at cos (3 = -1. (a)-( e) 
as for Fig. 6.20. 
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Fig. 6.22 shows the angular dependence for interband (1-2) PZ scattering. For 
interband processes q11 is non-zero at (3 = 0, and thus we find that the bulk-like 
angular dependence q2 j ( q2 + q5) 2 (dotted curves) gives a reasonable approximation 
to Jk~n' kn(cos(J) of equation (6.3). 
' 
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Fig. 6.22 Angular dependence of the PZ 1-2abs scattering rate. - full 
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result; q
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taE §CREENTING OlF THE JPOJLAR OJP'JrJ[CAJL AND 
JPTIEZOEJLJECTJIUC J[N'FJERAO'FJION§ 
The matrix elements for PZscattering shown in F'igs. 6.14-17 were calculated 
assuming the presence of free carrier screening app:t:onriate to a carrier density 
of p = :n.o16cm-3 • Using equation (4.1), this value gives a reciprocal screening 
length qo = 4.6266 X 10,...3 A -l. This form of screening was inCluded in the PZ 
calculation purely to allow a finite scattering rate to be obtained. In the Monte 
Carlo simulations described in the following chapters the carrier density will be 
assumed to be low: effects such as Pauli exclusion and phonon-plasmon coupling, 
important at high carrier densities, will not be considered. 
The choice-ofp :..__ 1016cm=3-was made on-the basis of our-work on PZ scatter-
ing of electrons and holes in 3D (Chapters 3 and 4). Iri this work, P Z scattering 
for carrier densities greater than 1016cm - 3 was found to be significantly damp-
ened by screening (Figs. 4:7-10), to the extent that, at p = 1018cm-3 , no peak 
whatsoever was observed in the rate at low energies. Obviously, as p is reduced 
below 1016cm-3 , the scattering rate is further enhanced, since the forward scat-
tering contribution increases according to 1/q~. Therefore, we took p = 1016cm-3 
as the highest free carrier density at which PZ scattering is not heavily damped 
by screening. This means that the p = 1016cm-3 matrix element is representa-
tive of the form of PZ scattering at low carrier densities, but is not magnified to 
unrealistically large values. 
At p = 1016cm-3 it is assumed that POP scattering of holes is unaffected 
by screening (Lyon 1986). We can readily test this assumption for the case of 
quantum confined holes by introducing free carrier screening into some of the 
POP matrix elements. Figs. 6.23-5 show the POP 1-1, 1-2, and 1-3abs matrix 
elements respectively, with q0 = 0 and Qo = 4.6266 x w-3 A - 1 • For 1-1 and 1-
2abs, screening at p = 1016cm-3 introduces virtually no difference in the matrix 
elements, and for 1-3abs, where the matrix element is much smaller, the difference 
between unscreened and screened results is less than 10%. 
The concern over a suitable choice of qo arises because, given the computational 
intensity of the calculation of the 4-band k.p matrix elements, it is not feasible to 
recalculate (or store) all the PZ matrix element data for a range of values of q0 • 
Certainly, for the purposes of our Monte Carlo simulations, qo is not a sufficiently 
important parameter to warrant such a multiplicity of matrix element calculations: 
the use of the single value q0 = 4.6266 x w-3 A - 1 will prove quite adequate for 
the work on quantum confined hole dynamics described in Chapters 9 and 10. 
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Fig. 6.23 POP 1-labs matrix element; (l/4L).M%,n',kn vs. k. * unscreened; 
qo = 0. o screened; qo = 4.6266 x w-3 A -I (p = 1016cm-3 ). 
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Fig. 6.24 POP 1-2abs matrix element; (l/4L).M%,n',kn vs. k. * unscreened; 
qo = 0. o screened; qo = 4.6266 x 10-3 A-l (p = 1016cm-3 ). 
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Fig. 6.25 POP 1-3abs matrix element; (1/4L).M%'n' kn vs. k. * unscreened; 
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qo = 0. o screened; q0 = 4.6266 x w-3 A - 1 (p = I016cm-3 ). 
CJHIAJP'Jl'ER "!. 
QUANTUM CONJFJINJED JHIOJL:&.JPJHIONON §CA'Jl''Jl'ERJIN:G RA'JI'JE§ 
In the previous chapter, we presented~detailed-results for the quantum con-
fined hole~phonon matrix elements, calculated within a 4-hand lk:~p scheme. These 
results will form the basis of our description of scattering in, and hence our Monte 
Carlo model of, the quantum well valence band system. In this chapter, we will 
present numerical results for the principal phonon scattering rates· (Section 7~). 
This first requires derivation of the density of states functions for the quantum con-
fined valence bands, which we will describe in Section 7 A. Finally, in Section 7C, 
we will give details of a scheme by which energy dissipation may be introduced 
into our model of acoustic scattering. 
"!A DJEN§JI'I'XJE§ OJF §'I'A'I'E§ 
"!A.JL: Densities of §tates as- derived from the Band Dispersions 
In the isotropic approximation to the quantum confined valence bandstructure, 
the energy dispersions e(k) in each band (where k is a vector in the 2D wavevector 
plane) become circularly symmetric functions, dependent only on the 2D radial 
wavevector k. The reduced densities of states Dn (k) also have circular symmetry 
in the 2D wavevector plane, taking the form Dn(k) = k/ !oEjokl in each band 
n. Thus, the derivation of the densities of states reduces to an essentially one-
dimensional problem, and values for 8£/ok, and hence Dn(k), can be readily 
obtained from the band dispersions of Fig. 6.1. 
Figs. 7.1 and 7.2 show oEj8k and Dn(k) respectively, as a function of the radial 
wavevector k, in each of the four bands. These results were obtained by forming 
a cubic spline fit to the €( k) data for each band. A derivative of the spline curve 
could then be obtained at any- value of k. We -identified as an optimum fit in e'ach 
case, a curve which closely matched the E(k) data, but did not give rise to any 
spurious structure in the derivative function 8ef8k. 
Fig. 7.1 is of interest in its own right, since 1/h(oEjok) gives the group velocity 
of carriers in the given band. It can be seen that BE/ 8k is negative in the b regions 
of bands 2 and 4 (k < kn(O)). This, of course, is an expected result since these 
regions have a curvature of the opposite sense to that normally found near the 
zone centre in valence bands - these are the so called 'negative effective mass' 
regions. In bands 3 and 4, oEjok is significantly enhanced by band distortion near 
the anticrossing region. At large wavevectors, the derivative curves become near-
linear in all four bands, indicating that the bands themselves become essentially 
parabolic. 
The reduced densities of states shown in Fig. 7.2 represent a substantial devi-
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ation from the case of a parabolic band, where Dn(k) is independent of k. Similar 
results have been published by Eppenga et al. (1987) and Colak et al. (1987) for 
GaAs/ AlGaAs quantum wells, though in neither case were the densities of states 
of the individual bands shown. Fig. 7.2 shows a maximum in the band 1 density 
of states at k = 0.03175A -l; a very high density of states in the b region of band 4 
(because IBe:/Bkl is so small here), and singularities in the band 2 and band 4 
densities of states at the band minima. The singularities arise, in our derivation of 
Dn(k) from the isotropic e:(k), simply from the zero value of Be:/Bk at these points. 
However, it must be appreciated that, since the Dn(k) are circularly symmetric 
quantities in the 2D wavevector plane, the singularities in D2(k) and D4(k) shown 
in Fig. 7.2 each represent a continuous ring of states (with k = kn(O); n = 2 or 
4) where the density of states is infinite. In Figs. 7.3a and b we have shown 3-
dimensional plots of e:(k) and Dn(k) for band 2, in the 2D k-space plane. Fig. 7.3a 
shows the ring of states where BE/Bk = 0, and Fig. 7.3b shows the corresponding 
ring around which the density of states exhibits singular behaviour. The form of 
the function e:(k) of Fig. 7.3a is examined further in Appendix 3. 
Analysis of the Densities of States around the Critical Points 
Points on a dispersion curve where v\(e:) = 0 are known as critical points 
or Van Hove singularities (Van Hove 1953; Phillips 1956). In 2D systems these 
have been shown to lead to discontinuities (steps) in the density of states, for 
a maximum or minimum in e:(k), or a logarithmic singularity in the density of 
states, for a saddle point in e:(k) (Van Hove 1953; Bassani and Parravicini 1975). 
However, the continuous ring of critical points described above does not fit into 
either category, and must be treated as a special case. Van Hove mentions such a 
continuous family of critical points in relation to the case EzzEyy- EzyEyz = 0, where 
Ezz etc. are second derivatives of E(k) with respect to the Cartesian components 
of k, and this is exactly the condition which pertains here (see Appendix 3 for 
more details). The behaviour of the density of states around a critical point may 
be examined by expanding the energy to second order in k. Remembering that 
e:(k) is independent of the polar angle (J, and that the linear term in the expansion 
must be zero, since ae:j Bk = 0 at the critical point, we may write 
(7.1) 
where kc is the (radial) wavevector of the ring of critical points, and Ec, their 
energy. Then, the density of states Dn(k) around the whole ring is given by 
21T kc+h 
lim Dn(kc +h) =I I 6(~- E(k)) kdkd(J, 
h--+0 
(7.2) 
0 kc 
% 
·--v· 
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(b) 
Fig. 7.3 (a) Energy dispersion t:(k) (z axis) for band 2, in the 2D wavevector 
plane (xy). The spacing between adjacent grid lines is f).k = 2x 
w-3A -1. 
(b) Reduced density of states Vn(k) (z axis) for band 2, in the 2D 
wavevector plane ( xy). The spacing_ between adjacent grid lines is 
f).k = w-3 A - 1 . 
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where ~ -+ Ec as h -+ 0. The integration over .B simply contributes a factor of 211", 
and, on substituting for t:(k) from equation (7.1), we obtain: 
kc+h 
lim Dn(kc +h) = 211" J 8(~- Ec- a(k- kc) 2) kdk. 
h--.0 
(7.3) 
kc 
We may now make the substitution q = k - kc and change the variables in the 
delta function, whereupon: 
lim Dn(kc +h) = 211" (h (kc + q)S(qc- q) dq 
h-.o lo 2aq {7A) 
where qc = V(~ - Ec) /a. Evaluating the final integral then _gives 
• ( ) 1T 21Tkc hm Dn kc + h = - + J _ . 
h--.0 a a(~ - Ec) 
(7.5) 
The first term in this expression is the density of states appropriate to a parabolic 
2D band. The second term diverges according to (~- Ec)-112 as ~ -+ Ec· This is 
the behaviour expected of the density of states near a critical point in a 1D system 
(Bassani and Parravicini 1975). The physical interpretation of our result is that, 
since we have assumed the quantum well bandstructure to be isotropic, the energy 
E(k) is a function of only one variable, and therefore, we can expect the form of 
the density of states around the critical points to be characteristic of a 1D system. 
In reality, the quantum well valence band system will have a degree of 
anisotropy, and this will cause both the wavevectors kn(O) and the energies En 
of the off-zone-centre minima to vary with angle ,B. The critical points may then 
be either minima or saddle points, depending on the local topology of the function 
E{k). However, the critical points associated with an off-zone-centre minimum in 
a given band will still form a continuous and closed loop. The overall effect of 
anisotropy will thus be to produce a broadened annular region, of inner and outer 
radii k = kn(O)- hand k = kn(O) + h (h-+ 0), within which the density of states 
diverges. 
7A.3: Broadening of the Densities of States 
The inclusion, in a Monte Carlo simulation, of density of states data containing 
divergent critical points clearly presents a problem. The infinities in the densities 
of states cannot be represented in any computer code, and neither would this 
represent a physically realistic situation. Irrespective of the anisotropy of the 
band, the singularites in the densities of states will also be smeared out by lifetime 
broadening effects. With these points in mind, we have chosen to modify the form 
of the density of states around the critical points by the inclusion of a form of 
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'phenomenological' broadening. This gives for the density of states, a well defined 
function for all values of k. 
We have taken, as our broadening function, a Lorentzian: 
(7J>) 
where b.f. is the linewidth (full width at half maximum) and A is a constant multi-
plier. The broadened density of states D!(f.) can now be obtained by forming the 
convolution of Dn (f.) with ..C (f.): 
D~(f.) = L: Dn(f.- f.1).C(e1) df.1, (7.7). 
where, for this calculation, we have written the density of states as a function of 
energy rather than wavevector ( Dn (k (f.)) ---+ Dn (f.)). The important property of 
the convolution operation is that the product ofthe areas under the two functions 
.Dn(f.) and .C(f.) is conserved. Thus, by defining .C(e) to enclose unit area, we will 
obtain, for D!(f.), a function which encloses the same area as the unbroadened 
Dn(f.). This definition requires that A= t..f./2n. 
Our analysis of the density of states around the critical points at the off-
zone centre band minima has shown that Dn(f.) diverges as (f.- f.c)-112 • We may 
therefore write, as an approximation for Dn (f.) near a critical point f.c: 
D ( _ ) ,..._BO(f.-Ec) n f. f.c "' . ~y f.- f.c (7.8) 
where O(f.- f.c) is the unit step function and B is some constant prefactor. This 
allows algebraic solution of the convolution integral, which now takes the form: 
D'(f.-f.c)=Bt..f. r)O O(f.-f.c-E') X 1 d' 
n 27r 1-oo ..jf.- f.c- f.1 (e')2 + (t..f./2)2 f.· (7.9) 
Evaluation of this integral gives the result: 
[) 1 ( _ ) = BJTJ +f.- f.c n f. f.c ~ , 
v2TJ 
(7.10) 
where TJ = ..j (f. - f.c)2 + ( t..f./2) 2 • Since the critical points lie at the band minima, 
f.c = 0. Therefore, in our Monte Carlo simulations, we may take for the density of 
states in bands 2 and 4: the Lorentzian broadened D!(f.) at very small energies, 
and the unbroadened Dn(E) elsewhere. The constant B is chosen to match up the 
values of D!(f.) and Dn(f.) at some small energy near the band minimum. 
Figs. 7.4-5 show the broadened densities of states near f. = 0 in both the a and 
b regions of bands 2 and 4, with the unbroadened Dn(f.) shown for comparison. 
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We have taken 6.€ = 0.05me V, and matched the broadened and unbroadened 
densities of states at € = 0.15meV in band 2, and f = 0.125meV in band 41. The 
striking feature of the graphs is that the densities of states now extend below 
the band minima. This is a consequence of using a broaoenirig function which 
is symmetrical about e = 0. The effect is physically valid, since any lifetime (or 
other) broadening of the densities of states will cause a loss in definition of the 
band edge, allowing a tail of electronic states to penetrate into the energy gaps 
between bands. 
The linewidth associated with lifetime broadening is !if'""" 1ifr, where r is the 
average lifetime of a carrier in a given state. We will see in Section 7B that the 
phonon scattering-rates in-the band 2 and 4 minima-are of-the order of fps- 1 and 
3ps-1 respectively. If we derive values for !if from ihe carrier lifetimes against 
phonon scattering, we will obtain 6.€ ~ 0.7meV in the band 2 minimum, and 
6.€ ~ 2;0me V in the band 4 minimum. However, if these linewidths are used in 
equation (7.10), then the peaks in the densities of states are almost completely 
removed. In particular, the value of 2.0me V for Af in the band 4 minimum is 
greater than the zone centre energy of the band. This means that the contribution 
to the density of states at the band minimum would be redistributed right across 
the b region. It is clearly undesirable to use such a strong degree of broadening in 
the Monte Carlo simulation. We consider it preferable to use a value of linewidth 
sufficiently small that the densities of states still display large peaks at the band 2 
and 4 minima. After having investigated the effect on carrier dynamics of such 
prominent structure in the densities of states, we could, if appropriate, increase 6.€ 
and so reduce the peaks. It should be remembered that the primary motivation 
for including broadening effects in the calculation of the densities of states in this 
work was to avoid numerical difficulties in the Monte Carlo simulations. The choice 
of A€ = 0.05me V represents, in this context, the optimum for the attainment of 
density of states functions which are well behaved, but which are still strongly 
peaked around the critical points. 
It is not clear, from the experimental work published to date, whether such 
structure in the densities of states at off-zone-centre valence band minima does, in 
fact, survive the various broadening effects which may be operative. Sanders and 
Chang (1987) have published calculated absorption spectra, which they compare 
with the experimental results of Miller et al. (1985) and Miller and Kleinmann 
( 1985). Peaks in the spectra corresponding to transitions involving the off-zone-
centre minima are observed; but the band-band and exciton transition are not 
resolved in the experimental data and the contribution of the densities of states 
at the band minima cannot be isolated. 
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It should be explained that, by applying the broadening prescription indepen-
dently to the densities of states in the a and b regions of each of bands 2 and 4, a 
small discrepancy will arise in the values of the densities of states at E = 0. This 
does not lead to any major inconsistencies in the Monte Carlo simulations, since 
the a and b regions are always treated as separate entities. There is no need to 
match the a and b region densities of states at E = 0. Further details of the im-
plementation of the density of states broadening scheme within the Monte Carlo 
simulations will be given in Chapter 8. 
Finally, we note that a method of introducing broadening effects into the 
density of states around singular points has also been described by Briggs and 
Leburton (1988), in their work on electronic transport in quantnm well wires. 
However, they considered a broadening of the phonon energies, in which case the 
appropriate lifetime r is that of the phonons in the system. Any broadening of 
the phonon energies will affect the form of the density of states only indirectly; 
in particular, the density of states will not be seen to extend below the band 
edge. We prefer our direct approach to broadening, considering it more physically 
transparent, and physically defensible, than the Briggs-Leburton method. 
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We are now in a position to obtain numerical results for the quantum con-
fined hole-phonon scattering rates, as given by equations (5.47), (5.50), (5.53) and 
(5.68). We will consider scattering at a lattice temperature of 77K, and will use, 
for the values of the relevant material parameters, those quoted in Table 4.1 for 
bulk GaA.s. The use of the bulk values is, in most cases, the logical choice; however, 
for the acoustic and optical deformation potentials, some degree of explanation is 
necessary. 
The acoustic deformation potential: EAc 
When an acoustic phonon passes through the lattice, the energy perturbation 
experienced by a given state lk) due to acoustic strain is, in general, a function of 
k. However, if the valence bands are assumed to be isotropic and parabolic, then 
the energy perturbation is given by the term Beff of equation (A.3) in Appendix 2, 
which is simply an amalgamation of the rigid shifts in the bands prescribed by 
the fundamental valence band deformation potentials a, b and d (Lawaetz 1968; 
see Appendix 2 for more details). The deformation potentials a, b and d are also 
valid for describing the response of the quantum confined valence band system to 
strain. a gives the shift in the valence band edge upon application of hydrostatic 
pressure ( dilational strain), as in the bulk, and, whilst the heavy hole - light hole 
degeneracy in the quantum well is already broken by band mixing effects, the 
relative shift of the heavy and light hole subbands is still given by the deformation 
potentials b and d. (Subbands of the same type (HH or LH) will not show any 
shift relative to each other, since the symmetry of their zone centre states is the 
same.) 
Therefore, it seems entirely reasonable to use the approximation of a k inde-
pendent energy perturbation in our description of acoustic scattering in a quan-
tl.un well. Clearly, we do not wish our quantum well deformation potentials to 
include any modifications due to overlap integral effects, since, in our calculations 
in Chapter 5, such effects were entirely contained within the matrix element terms 
Mi'n',kn' Therefore, we may make use of the derivation of the acoustic deformation 
potential given in Appendix 2. Using equations (A.3) and (A.8-9), we obtain: 
(7.11) 
where (3 = cz/ct. 
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Using the bulk spherically averaged elastic constants ez and Ct, we obtain 
EAc = 5.07eV, as for bulk GaAs. There are very few experimental results with 
which to compare this value. Leo, Riihle, and co-workers have deduced values of 
EAc = 5.5eV and 7.0eV for GaAs/AlGaAs quantum wells of width 200A and 90A 
respectively (Leo et al. 1988): whilst an alternative report suggests EAc = 5.9eV 
for both 50A and ooA wells (Riihle et al. 1988). These deductions were based on 
effective mass model fits to hole cooling data, and therefore the resultant value 
of EAc represents little more than a fitted parameter into which all the effects of 
quantum confinement have been absorbed. 
The Optical Deformation Potent~·al Constant: Dop 
In Section 3C it was reported that the optical deformation potential constant 
Dop was related to the optical deformation potential do by (equation 3.79): 
(7.12) 
do is a phenomenological term introduced in the original calculation of Bir and 
Pikus (1961) to represent the energy shift of the valence bands at k = 0 due to 
optical strain. As in the case of acoustic scattering, if anisotropy and nonparabol-
icity of the valence bands are neglected, then the energy perturbation experienced 
by a state jk) upon interaction with a non-polar optical phonon is independent 
of k. Consequently, we can again use the bulk value of the optical deformation 
potential constant; Dop = 8.88 x 1010evm-1 -calculated with the exclusion of 
overlap integral effects (see Appendix 2). No experimentally deduced values for 
Dop in quantum wells are available, presumably because resolution of the contri-
butions of polar and non-polar scattering to carrier dynamics is very difficult to 
achieve. 
For polar optical and piezoelectric scattering, the perturbation energy is re-
lated to polarisation rather than strain effects, and these are independent of the 
details of the bandstructure. Hence, the calculation of both polar optical and 
piezoelectric scattering rates requires no further approximations concerning the 
nature of the quantum-confined valence band system, other than those set out in 
Chapters 5 and 6. 
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In Figs. 7.6-9 we have shown the total rates for acoustic (deformation poten-
tial) (AC), non-polar optical (NPO), polar optical (POP), and piezoelectric (PZ) 
scattering, via all intra- and inter-band processes for a carrier in state lk) in each 
of bands 1-4 respectively. It is clear that POP scattering is the dominant process 
throughout. The POP scattering rate is especially large in band 1, as a result of a 
large contribution from POP 1-lem scattering. An important feature concerning 
POP 1-lem is that the scattering rate is relatively small (~ 1ps-1) at threshold 
(k = 0.07oA-1), but rises steeply to a maximum of around 16ps-1. This steep 
shoulder is due to the combined effect of increases in the POP 1-lem matrix ele-
ment (Fig. 6.10d) and the density of.firtl'l.l states. The peak in the scattering rate 
at k = 0.081A - 1 corresponds to the density ?f states maximum at k = 0.032A - 1 
in band 1 (Fig. 7.2). Thus, whilst POP emission does not 'switch on' so suddenly 
at threshold, as predicted for quantum confined electrons in the infinite square 
well approximation (Section 5B), the valence band mixing effects give rise to a 
very strong scattering rate for states of slightly larger wavevectors. The increase 
in the rate is almost sharp enough to define a secondary 'pseudo' threshold for 
POP 1-1em at k ~ 0.081A - 1. 
The structure in the POP rates at larger wavevectors corresponds to the 
thresholds for 1-2, 1-3 and 1-4 optical emission. The densities of final states 
for the 1-2 and 1-4 threshold processes are strongly peaked, as manifested by 
the spike-like features on the graph. Below the (1-1) optical emission threshold 
scattering is dominated by AC processes, with the PZ rates somewhat smaller 
throughout. The contribution from optical phonon absorption processes is very 
small, since J./0 p ~ 1. 
In band 2, the first optical emission threshold is that for 2-1 scattering, at 
k = o.osoA-1 . The POP 2-1em scattering rate is largest at threshold(~ 2ps-1), 
and subsequently decays. This is due to the sharp decrease of the POP 2-1em 
matrix element with k (Fig. 6.11d). The key point to note is that there is no 
large contribution apparent from -the density of final (band 1) states. Its effect has 
been almost completely negated by the fall-off in the matrix element. Thus, we 
see here the converse of the phenomenon observed for POP 1-1em. The strong 
k dependences of the matrix element and the density of states, which arise from 
band mixing, act to oppose, rather than reinforce each other. 
The dominant structure in the POP rate in band 2 arises from 2-2em scatter-
ing. The spike at threshold (k = 0.074A - 1) and the subsequent strong increase 
in the rate both reflect the form of the band 2 density of states. The spike at 
k = 0.107 A -I marks the POP 2-4em threshold. 
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The band 3 scattering rates are generaily smaller than those for the other 
bands. As we have discussed in section 6C.l, the POP 3-1 and 3-2 matrix elements 
are small, and the POP 3-3em scattering rate is low up to k ~ 0.08A _, 1 due to 
the small density of final states. 
In band 4, we note that the POP rate is unusually large (~ 2.5ps-1) at k = 0. 
This is because two emission processes, POP 4-lem and 4-2em, are allowed here. 
More significant is the fact that the AC rate at k = 0 is comparable with the POP 
rate, and the PZ rate is actually slightly larger. This is due to the abnormally large 
density of states at the band 4 zone centre (Fig. 7.2), and also, for PZ scattering, 
to an extremely large 4-4 matrix element (Fig. 6.17h). The AC and PZ rates also 
exhibit spikes at k = 0.021A -l due to elastic scattering in the band 4- minimum. 
The ~ontrib~tion to POP scattering fork > 0.03A -l is due to POP 4-3em, which, 
being an inter-anticrossing-band process (see section 6C.1), is relatively strong. 
T-he 4-4 optical emission threshold is marked by the spike at k = 0.049A - 1• 
With reference to Figs. 5.1 and 5.2, we find that the POP rate for quantum 
confined eleCtrons in the infinite square well approximation is around 8-10ps-1• 
Thus, our results predict larger POP scattering rates in bands 1 and 2, but smaller 
rates in bands 3 and 4. The intraband POP emission rate for heavy holes in bulk 
GaAs (Fig. 4.5) is around 9ps-1, whilst the light - heavy hole rate has a peak 
value of~ 18ps-1• Thus, our 1-1 and 2-2 POP rates have values similar to that 
for the principal bulk intraband rate. However, as was shown in Chapter 6, the 
band mixing effects weaken interband scattering considerably. Consequently, none 
of the quantum confined' inter band POP rates are of the same order as the light -
heavy hole bulk rate, except for scattering into the off-zone-centre band minima. 
- . ·~ 
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Thus far we have considered acoustic (AC ,and_ P~) sc<}ttering only within 'the 
elastic and equipartition approximations. With pl}.ori~n energies typically of the 
order of 1meV (see section 6C.2), these approxhmitioi!S are,expected- to be quite 
reasonable at 77K (knTL = 6.6meV). However, in Monte Carlo simulations of 
carrier relaxation (cooling), with no electric field bias; it would be desirable to 
include the effects of energy dissipation from acoustic phonon scatt_ering; since 
optical scattering can only dissjpate large, fiXed quantities of energy. 
The acoustic phonon energy is proportional to the phonon wavevector; fph = 
liv8 q. If we substitute this -result into the-the general expression for 2n--scatteririg 
(equation (5.43)), we obtain: 
(7.13) 
This expression cannot be further simplified without introducing some approxi-
mation. Since q appears in the energy delta function, the location of the final 
scattering states, and hence the value of J(qz), are dependent on q. It is certainly 
not feasible to recalculate the 4-band k.p envelope terms IJ(qz)l2 for every re-
quired value of phonon energy. Instead, we decided to use a single, average value 
of fph' to model the typical energy dissipation occurring for each acoustic phonon 
scattering. Alternatively, we may say that we have located a point on the acoustic 
phonon dispersion curve (wq vs. q) which represents the average value of q involved 
in acoustic scattering. The dominant contributions to the average value fac will 
be rnade by phonon energies which are-small-, compared to knTL, and so both J.lq 
and J.lq + 1 can still be well approximated by knTL/hv8 q. It should be emphasised 
that we do not write Nq and Nq + 1 ~ knTL/fac, since this would alter the q 
dependence of the scattering rate expression. For the same reason, we will also 
substitute for wq: v8 q, rather than fac/h. This ensures that the /£near form of the 
dispersion curve is preserved. The substitution Wq = fac/h would imply that the 
dispersion curve is flat; an approximation which we do not wish to introduce. 
Thus, equation (7.13) may now be simplified to obtain: 
(7.14) 
The remaining integrals can be evaluated as described in section 5C.3, to give the 
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scattering rate for absorption or eniis_sion as: 
(7.15) 
where k1 = k(f ± fac) and .Jvti1n, kn is defined in equation (5.48}. 
' 
To reduce the amount of' data needed for the Monte Ca,rlo simulation, we 
ru)SUIJle that the term 1Jkln',kn;(qz}l2 , and hence .M~1 n',kn' can be approxJmated 
by values calcl,llated for fac = 0, as in section 6C.2. We have seep that this 
approximation is very good for intraband AG scattering, and, for:~mall phonon 
energies, it is not expected to introduce any serious er,ror in the rates for other 
acoustic proce~s!)s. 
The above expression is very similar to that obtained in the basic elastic and 
equipartition approximations. We have shown that it is also validwhen an average, 
.·, 
non:-zero phonon energy i~ assumed: however, further amendments are necessary 
before this prescription for inelastic acoustic scattering can be included in a Monte 
Carlo simulation. 
7C.2: Detailed Balancing the Scattering Rates 
Whilst equation (7.15) gives a good approximation to the rates for both absorp-
tion and emission of acoustic phonons, it cannot be used in a simulation involving 
non-zero acoustic phonon energies. The equation yields the same scattering rate 
for both absorption and emission processes, a result which will not achieve the 
necessary detailed balance of these events. Irrespective of the accuracy of the 
approximation used, the scattering rates for absorption and emission transitions 
between two states must differ by a factor involving the ratio of the densities of 
initial and final states, and the ratio Nac/(Nac + 1) = exp(-Eac/kBTL), where 
Nac = 1/(exp(f.ac/kBTL) - 1). The first term, giving the ratio of the numbers of 
initial and final states available, is already accounted for in equation (7~15) -pro-
vided that D,,(k1 ) is always evaluated at kl = k(E ± fac)· The second term, which 
gives the ratio of the probabilities of the phonon (lattice) system gaining or losing 
energy fac, must be explicitly introduced into the scattering expressions. This 
requires modification of the absorption rate by a factor 2Nac/(2Nac + 1), and the 
emission rate by a factor 2(Nac + 1)/(2J./ac + 1). Consequently, using the definition 
of Nac above, we obtain for inelastic AC scattering: 
(7.16) 
where the subscript 'el' indicates that we will take the value of .Mi'n',kn appropriate 
to elastic scattering from the state lk, n). 
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To illustrate the use of the inelastic acoustic phonon energy scheme we have 
shown, in Figs. 7.10a and b, the total AC scattering rates for a carrier in state 
lk) in bands 1 and 2 respectively, calculated for the case fa.c = lmeV. The rates 
obtained within the elastic and equipartition approximations ( fac = Orne V) are 
also shown for comparison. Clearly, there is little difference in the magnitudes 
of the rates: the main point to note is that the spike features corresponding to 
scattering into the band 2 and 4 minima are split into doublets for the fac = 1meV 
case, showing the separate contributions from absorption and emission processes. 
The value of Eac can be altered as desired; this will merely alter the separation of 
the doublet spikes. 
For PZ scattering, we may follow exactly the same argument as above. Using 
an average phonon energy Ea.c, we obtain, in place of equation (5.65), the PZ rate 
for absorption or emission: 
(7 .17) 
where M;1 kn refers to the appropriate value of the term Mz'n' kn define in equa-
' ' 
tion (5.66), as calculated in the elastic approximation. 
Finally, in Figs. 7.11-14 we have shown the total scattering rates for all pro-
cesses (AC, NPO, POP and PZ combined), in each of bands 1-4, with the AC 
and PZ contributions calculated as described above, for the case Eac = 1meV. 
These represent a typical set of scattering rate profiles for use in the Monte Carlo 
simulations described in the following chapters. 
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In Chapter 2 we described the basic principles of the Monte Carlo method 
and gave some details of our prototype simula,tion programs. In this chapter, we 
will discuss some of the important additions and modifications necessary in order 
to incorporate, in the simulation, the detailed model of the quantum well valence 
band system as described in the previous three chapters. 
BA JP'RJEJLTIMTINARY DJE'l"AJIJL§ OJF' THE §JIMlUJLA'FJrON <CODJE§ 
We have developed Monte Carlo programs for both single particle and ensemble 
simulations of quantum confined hole dynamics. As discussed in Chapter 2, the 
program design was such that the two simulations share large portions of code, a:nd 
so it will not be necessary to discuss each program separately here. The programs 
were written in standard FORTRAN77. It is not intended to include in this thesis 
a complete listing of the source codes. Such a listing would occupy an inordinate 
amount of space, and would not, by itself, prove very informative to the reader. 
Rather, our objective is to set out the details ofthose key elements of the program 
which were developed especially for the inclusion of the quantum confined valence 
band model. Listings of individual portions of code are presented where this is 
considered necessary, but the length and frequency of such listings has been kept 
to a minimum. The reference to specific FORTRAN variable names in the text has 
been similarly minimised, although the use of certain variable names is essential 
in achieving clarity in explanation. In this chapter, we will use both 'physical' 
variables (e, k, etc.) and FORTRAN variable names, and will make clear the 
equivalences between the two notations. We have not shown any flow diagrams 
for the programs: whilst many new features are described here, the basic program 
structures can still be represented by the flow diagrams given in Figs~ 2.5 and 2.7. 
In the simulations, hole transport is considered to be two dimensional, with the 
effects on confinement in the third dimension described by the form of the quantum 
confined hole wavefunctions. Transport in the plane of the well is assumed to be 
classical. We can therefore identify a set of 'state variables' for the carriers in 
the simulation. These are: the wavevector components kz = VIX, k 11 = VIY; the 
modulus of k, VIMOD, and the energy E = EI. As in Chapter 2, the suffix 'I' in 
the FORTRAN variable names denotes quantities measured at the beginning of a 
particle free flight, with those measured at the end of a flight having 'I' replaced 
by 'F'. A corresponding convention used in this chapter uses the suffices 'BS' and 
'AS' to denote variables measured before and after a scattering event. Thus EBS 
corresponds to EF, and EAS corresponds to EI. 
The band index ( n = IBNP) is also a state variable and, in the ensemble 
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simulation, so is the cumulative particle flight time TSIM(NP) for the carrier of 
index NP. 
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In the work described i11. Chapters 2-4, the energy bahd.s .occupied by the 
carriers were taken to be parabolic. Thus, €, k, the carrier group v~l~dty Vgp = 
(1/n)Vke, and the density of states D(t:) were all related Dy simple algebraic 
formulae. However, in the quantum well valence band system no simple relation 
between these parameters exists, due to the irregular form of the band dispersions. 
We chose to tabulate E, 8Ej8k and Dn = k/l8ef8kl against k. This data is loaded 
into the simulation at its initial stage, and stored in a 3D array BSK(L,M,N). The 
first index, L, gives the val~e of k, the second, M, the choice of parameter; k, E, 
8E/8k or Dn, and the third, N, the band index IBNP. This information is made 
available to the various parts of-the simulation- via-a-set-of subprograms-BSENGY, 
BSVGRP, BSWAVE and BSEDOS. 
The subprograms BSENGY and BSVGRP (Fig. 8.1) are functions which return 
the value of E and vgp (strictly vgpfn = Bt:/Bk) respectively, for a given value 
of k in a given band. Within th«;l range of the tabulated data, a simple linear 
interpolation between datapoints is employed. Beyond the range of the data t:(k) 
is obtained by parabolic extrapolation, and Vgp(k) by linear extrapolation. The 
parameters ai,n - A(I,IBNP); I = 1. .. 3 which define the extrapolation functions 
are themselves defined at an earlier stage of simulation initialisation. 
BSWAVE and BSEDOS (Figs. 8.2-3) are subroutines which return values fork 
and Dn respectively, for a given energy f. in a given band. Both operations involve a 
search procedure through the energy (M = 2) column of the BSK array. The search 
obtains the energy entry closest to the supplied value E, and the corresponding 
value of k or Dn (from column 1 or 4) is then returned. 
The specification of BSWAVE and BSEDOS is complicated by the fact that, 
in each of bands 2 and 4, two values of k and Dn exist for energies below that of 
the zone centre. When this condition occurs, two searches must be performed: 
one through decreasing values of energy between the k = 0 and k = kn(O) (see 
Table 6.1c) entries in the BSK array, and the other through increasing values of 
energy, from the k = kn(O) entry upwards. These searches are implemented by 
two subroutines SEARCH and DNSRCH, which have not been shown here. Both 
subroutines use an algorithm which repeatedly halves the search interval, and both 
employ linear interpolation between adjacent data points. 
Thus, BSWAVE and BSEDQS each return two values, corresponding to k and 
/)., in the a and b regions of the given band. Where the supplied value of energy is 
out of the range of the b region, the b-variable is set to zero. For supplied energy 
values beyond the range of the tabulated data, the wavevector k is obtained by 
taking the positive root of the extrapolation equation f. = a1,n + a2,nk + a3,nk2. 
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DOUBLE PRECISION FUNCTION BSENGY(VMOD,IBNP) 
IIVIPLICIT REAL *8(A-H, 0-Z) 
COMMON /BSTRUC/ BSK(0:409,4,4) 
COMMON /MAT/ EOP, WOP, El, E2, E3, E4, E2KO, E4KO, DELK 
COMMON /BSXPAR/ A(3,4), NMAX 
VNORM = VMOD/DELK 
IV= IDINT(VNORM) 
IF (IV .LT. 0) THEN (a) 
BSENGY = 0.0 
ELSEIF (IV+l .GT. NMAX) THEN 
C Use parabolic extrapolation. 
BSENGY = A(l,IBNP) + A(2,IBNP)*VMOD + A(3,1BNP)*VMOD*VMOD 
ELSE 
ENGYl = BSK(IV,2,IBNP) 
ENGY2 = BSK(IV+l,2,IBNP) 
BSENGY = ENGYI + (VNORM- IV)*(ENGY2-ENGY1) 
IF (BSENGY .LT. lE-9) BSENGY = O.OEOO 
END IF 
RETURN 
END 
DOUBLE PRECISION FUNCTION BSVGRP(VMOD,IBNP) 
IIVIPLICIT REAL *8(A-H, 0-Z) 
COMMON /BSTRUC/ BSK(0:409,4,4) 
COMMON /MAT/ EOP, WOP, El, E2, E3, E4, E2KO, E4KO, DELK 
COfviMON /BSXPAR/ A(3,4), NMAX 
VNORM = VMOD/DELK 
IV = IDINT(VNORM) 
IF (IV .LT. 0) THEN 
BSVGRP= 0.0 
ELSEIF (IV+ 1 .GT. NMAX) THEN 
C Use linear extrapolation 
BSVGRP = A(2,IBNP) + 2.0*A(3,IBNP)*VMOD 
ELSE 
YELl = BSK(IV,3,IBNP) 
VEL2 = BSK(IV+l,3,IBNP) 
BSVGRP =YELl+ (VNORM- IV)*(YEL2- YELl) 
END IF 
RETURN 
END 
Fig. 8.1 FORTRAN code for the functions BSENGY (a) and BSVGRP (b). 
The variable NMAX gives the number of wavevector points in the 
bandstructure database (contained within array BSK), and DELK 
c 
SUBROUTINE BSWAVE(E,IBNP, VA,VB) 
IMPLICIT REAL *8(A-H, 0-Z) 
COMMON /BSTRUCi BSK(0:409,4,4) 
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COMMON /MAT/ EOP, WOP, El, E2, E3, E4, E2KO, E4KO, DELK 
COMMON /MAT2/ V2EO, V4EO 
COMMON /BSXPAR/ A(3,4), NMAX 
VB= 0.0 
IF (E .GT. BSK(NMAX,2,IBNP)) THEN 
Use inverse parabolic extrapolation. 
* 
* 
VA = ( -A(2,IBNP) + 
DSQRT( A(2,IBNP)*A(2,IBNP)- 4.0*A(3,IBNP)*(A(l,IBNP)-E) )) 
I (2.0* A(3,1BNP)) 
ELSEIF (E .LT. O.OEOO) THEN 
IF (IBNP .EQ. 2) THEN 
VA= V2EO 
VB= V2EO 
ELSEIF (IBNP .EQ. 4) THEN 
VA= V4EO 
VB= V4EO 
ELSE 
VA= 0.0 
END IF 
C Use of search routines; arguments 2 & 3 define subset of tabulated 
C data in which search is performed. 
C ICOL gives index of column from which data is returned. 
C Search operation is always performed on energy column (index 2). 
ICOL = 1 
ELSEIF (IBNP .EQ. 2) THEN 
IF (E .LT. E2KO) THEN 
CALL DNSRCH(E,0,60,ICOL,IBNP, VB) 
CALL SEARCH(E,60,106,ICOL,IBNP, VA) 
ELSE 
CALL SEARCH(E,106,NMAX,ICOL,IBNP, VA) 
ENDIF 
ELSEIF (IBNP .EQ. 4) THEN 
IF (E .LT. E4KO) THEN 
CALL DNSRCH(E,0,85,ICOL,IBNP, VB) 
CALL SEARCH(E,85,104,ICOL,IBNP, VA) 
ELSE 
CALL SEARCH(E,l04,NMAX,ICOL,IBNP, VA) 
END IF 
ELSE 
CALL SEARCH(E,O,NMAX,ICOL,IBNP, VA) 
END IF 
RETURN 
END 
Fig. 8.2 FORTRAN code for the subroutine BSWAVE. Variables E2KO and 
E4KO give the zone-centre energies in bands 2 and 4 (€2(0) and €4 (0) 
res ectivel · , and V2EO and V 4EO give the wavevectors of the off-
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SUBROUTINE BSEDOS(E,IBNP, DOSA,DOSB) 
IMPLICIT REAL*8(A-H,O-Z) 
COMMON /BSTRUC/ BSK(0:409,4,4) 
COMMON/MAT/ EOP, WOP, El, E2, E3, E4, E2KO, E4KO, DELK 
COMMON !BSXPAR/ A(3,4), NMAX 
COMMON /BROAD/ SCALA(4),SCALB(4),EMATCH(4), DELHF, ELOW, LBROAD 
LOGICAL LBROAD 
DOSB = O.OEOO 
IF (E .GT. BSK(NMAX,2,IBNP)) THEN 
C Constant value extension for all bamds. 
DOSA = BSK(NMAX,4,IBNP) 
C Use of search routines; see BSW AVE. 
ICOL = 4 
ELSEIF (IBNP .EQ. 2) THEN 
IF (E .GT. E2KO) THEN 
CALL SEARCH(E,l06,NMAX,ICOL,IBNP, DOSA) 
ELSE 
IF ((LBROAD) .AND. (E .LT. EMATCH(IBNP))) THEN 
CALL CONVOL(E,IBNP, DOSA,DOSB) 
ELSE 
CALL DNSRCH(E,0,60,ICOL,IBNP, DOSB) 
CALL SEARCH(E,60,106,ICOL;IBNP, DOSA) 
END IF 
END IF 
ELSEIF (IBNP .EQ. 4) THEN 
IF (E .GT. E4KO) THEN 
CALL SEARCH(E,l04,NMAX,ICOL,IBNP, DOSA) 
ELSE 
IF ((LBROAD) .AND. (E .LT. EMATCH(IBNP))) THEN 
CALL CONVOL(E,IBNP, DOSA,DOSB) 
ELSE 
CALL DNSRCH(E,0,85,ICOL,TBNP, DOSB) 
CALL SEARCH(E,85,104,ICOL,IBNP, DOSA) 
ENDIF 
END IF 
ELSE 
C Bands 1 & 3 only 
IF (E .LT. O.OEOO) THEN 
DOSA =0.0 
ELSE 
CALL SEARCH(E,O,NMAX,ICOL,IBNP, DOSA) 
END IF 
END IF 
RETURN 
END 
Fig. 8.3 FORTRAN code for the subroutine BSEDOS. If the logical variable 
LBROAD is assigned the value .TRUE. in the calling program, then 
broadening of the densities of states around the off-zone-centre band 
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The density of states for out-of~range energies is again obtained by fixed value 
extrapolation. 
The subroutine BSEDOS also includes a clause which invokes broadening of 
. : 
the density of states. As was discussed in section 7B.3, the Lorentzian broadened 
denshy of states around. a critical-point may be matched to the unbroadened den~ 
sity of states at some convenient value of energy. In the simulation, the matching 
energies in each of bands 2 and 4 (EMATCH(IBNP)) are set on initialisation. For 
supplied values of energy within the defined range, the tabulated density of states 
data is replaced by the function of equation (7.10), which is contained within the 
subroutine CONVOL (not shown). 
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Indexing of the Matrix elements 
The database for the 4-band k.p matrix elements consists of sets of datapoints 
taken over a range of initial state wavevectors k, for each scattering process. ·Each 
data set contains up to twenty values of k; however, ihe actual k values, and the 
total number of points, vary from process to process. It is therefore necessary to 
make available to the simulation, information on the size and composition of the 
wavevector set for every process. 
To this end we have indexed the processes for scattering from a given band n 
by a number between 1 and 48 (for the case of inelastic acoustic scattering). The 
matrix element data can the·n be sto-red in tliree- sets of arrays: 
ARMXA(I,J,K), VSETA(I,J,K) and NVPTSA(J,K) for AG processes; 
ARMXN(I,J,K), VSETN(I,J,K) and NVPTSN(J,K) for NPO processes, and 
ARMXIP(I,J,K), VSETP(I,J,K) and NVPTSP(J,K) for POP and PZ processes. 
(It would be quite possible to stc,>l'e the AC and NPO data together in one set of 
arrays, a8 for the POP and PZ processes.) The index Kthen gives the band index 
n = IBNP = 1 ... 4. J gives the process index ( JPROC), and I gives the index of 
the required datapoint for the process defined by J and K. 
Then, the array element NVPTSA(J,K) gives the total number of datapoints in 
the data set for an AC process defined by J,K. VSETA(I,J ,K) gives the wavevector 
of entry I in the data set for AC process J ,K, and ARMXA(I,J ,K) gives the matrix 
element evaluated at VSETA(I,J ,K). Analogous definitions apply for the arrays for 
NPO, and POP and PZ processes. 
The contents of the matrix element database are loaded into these arrays at 
the initialisation stage.of the simulation, and made available to other subprograms 
as-necessary via named COMMON blocks. 
Compilation of the Scattering Rate Data 
A complete set of scattering rates is calculated at the initialisation stage of 
the simulation, following the loading of bandstructure and matrix element data. 
The wavevector independent prefactors to the scattering rates are calculated by 
a short subroutine SCARR, after which the principal scattering rate subroutines 
SRATEl. . .4 are called from the main program. 
The scattering rates are first stored in the form of a list of values for each 
of the 48 processes, for each value of k. (The wavevector increment is given by 
DELKSC = 10-4A - 1.) The calculation of a particular scattering rate mimics the 1 
basic form of the scattering rate expressions of equations (5.4 7), (5,50), (5.53) and 
(5.68). Fig. 8.4 shows extracts from subroutine SRATEl, from which it can be 
SUBROUTINE SRATEI(SCLIS1) 
IMPLICIT REAL*8(A-H, 0-Z) 
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COMMON /MAT/ EOP, WOP, El, E2, E3, E4, E2KO, E4KO, WL, DELK 
COMMON /LADPAR/ DELKSC, LADSIZ, LADROW 
COMMON /SPREF/ P(8) 
C ********** BAND 1 ********** 
DO 100M= 0, LADROW 
VMOD = DELKSC * FLOAT(M) + OFST 
E = BSENGY(VMOD,1) 
C 7,8: NPOab 11, POPab 11-------------------------------
EAS =E+EOP 
CALL BSEDOS(EAS,l, DOSA,DOSB) 
SCLIS1(M,7) = P(2) * DOSA * FMXELN(VMOD,7,1) 
SCLISl(M,8) = P(3) * DOSA * FMXELP(VMOD,8,1) 
C 9,10: NPOemll, POPemll-------------------------------
EAS =E-EOP 
IF (EAS .LT. 0.0) THEN 
SCLIS l(M,9) = O.OEOO 
SCLIS1(M,l0) = O.OEOO 
ELSE 
CALL BSEDOS(EAS,l, DOSA,DOSB) 
SCLISl{M,9) = P(6) * DOSA * FMXELN(VMOD,9,1) 
SCLISl(M,lO) = P(7) * DOSA * F1vlXELP(VMOD,lO,l) 
END IF 
lFig. 8.4 Extracts from the FORTRAN code for subroutine SRATEl, show-
ing the calculation of optical phonon (NPO and POP) scattering 
rates for intraband processes in band 1. The array P contains the 
wavevector-independent prefactors for the various scattering rates, 
and the variable EOP gives the optical phonon energy hwop· 
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seen that the scattering rate consists of only three terms: 
(i) the appropriate prefactor; 
(ii) the density of final states, and 
{iii) a function FMXEL*{VMOD,J,K), where the suffix '*' represents 'A', 'N' or 
'P' as described in the previous section. 
The functions FMXEJL* merely give the value of the matrix element at 
wavevector VMOD, for the process of index J in band K. The values are obtained 
from the arrays ARMX*, VSET* and NVPTS* described above; with linear in-
terpolation between the datapoints. For wavevectors VMOD beyond the range 
for a given process, fixed value extrapolation is used. Fig 8.5 shows the. function 
FMXELA; the functions -FMXELN and FMXELP fake- exaCtly the same fo-rm. 
The density of states is·obtained by a call to subroutine BSEDOS, with_ the 
the appropriate after-scattering energy EAS as the supplied parameter. 
The end product of the subroutines SRATEl. . .4 is a set of 2D arrays 
SCLISl. . .4(M,J), which contain the scattering rates for all processes (indexed 
by J) for a regular set of initial state wavevectors indexed by M ( k = M x 
DELKSCA - 1). Following our discussion in section 2B.1, we define the 3D ar-
ray SCLAD(M,J,K) in which to store the cumulative sums of the scattering rates 
for 1,2,3 etc. processes (K represents the band index n). Then, for example, for 
the scattering rates in band 1 we have: 
SCLAD(M,J,1) = SCLIS1(M,1) + SCLIS1(M,2) + · · · 
· · · SCLIS1(M,J-1) + SCLIS1(M,J). 
We refer to these sets of cumulative sums as scattering rate 'ladders'. 
J)etailed Balancing .of the Acoustic Scattering Rates 
(8.1) 
As discussed in Section 7C, it was decided to adopt a scheme for acoustic 
scattering in which the scattering states were displaced by a predetermined phonon 
energy. The scattering rates,- however, were to be calculated in the same manner 
as that prescribed by the elastic and equipartition approximations, but would be 
modified by a factor 2J./ac/(2Nac + 1) for absorption, and 2(Nac + 1)/(2J./ac + 1) 
for emission- where Nac = 1/ (exp(Eac/kBTL) - 1) and fac is the phonon energy. 
The density of states must be that appropriate to an energy € = fbs ± Eac (where 
fbs is the before-scattering energy), and this must be the value supplied in the call 
to subroutine BSEDOS. 
However, on running the simulation, these two precautions were not found 
to be suffident to achieve a detailed balance of acoustic phonon absorption and 
emission processes. This loss of balance was ascribed to the use of different values 
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DOUBLE PRECISION FUNCTION FMXELA(VMOD,IPROC,IBNP) 
C Gives values for Acoustic scattering matrix elements using 
C interpolation of envelope function data. 
IMPLICIT REAL *8{A-H, 0-Z) 
COMMON /MXELN ARMXA(20,6,4), VSETA(20,6,4), NVPTSA(6,4) 
NVPTS = NVPTSA(IPROC,IBNP) 
C Out of range cases. 
IF (VMOD .GE. VSETA(NVPTS,IPROC,IBNP)) TIIEN 
FMXELA = ARMXA(NVPTS,IPROC,IBNP) 
ELSEIF (VMOD .LE. VSETA(l,IPROC,IBNP)) THEN 
FMXELA = ARMXA{l,IPROC,IBNP) 
ELSE 
C Repeated halving search, with linear interpolation. 
NL= 1 
NTOP=NVPTS 
CONTINUE 
NU = (NL+NTOP)/2 
VU = VSET A(NU,IPROC,IBNP) 
IF (VMOD .LT. VU) THEN 
IF (NU~NL .EQ. 1) THEN 
VL = VSET A{NL,IPROC,IBNP) 
DATU= ARMXA(NU,IPROC,IBNP) 
DA TL = ARMXA(NL,IPROC,IBNP) 
FMXELA = DATL +(DATU- DATL)/(VU- VL)*(VMOD- VL) 
GOT09 
END IF 
NTOP= NU 
ELSE 
IF (NTOP-NU .EQ. 1) THEN 
VT = VSET A(NTOP,IPROC,IBNP) 
DATI= ARMXA(NTOP,IPROC,IBNP) 
DATU= ARMXA(NU,IPROC,IBNP) 
FMXELA =DATU+ (DATI- DATU)/(VT- VU)*(VMOD- VU) 
GOT09 
END IF 
NL=NU 
END IF 
GOTO 1 
9 CONTINUE 
END IF 
RETURN 
END 
JFig. 8.5 FORTRAN code for the function FMXELA, which returns a value 
for the acoustic (AC) scattering matrix element for the process of 
index IPROC, for a carrier of wavevector VMOD in band IBNP. 
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of matrix element to describe absorption and. emissi~n scatterings involving the 
- ' 
same pair of states. The problem is summarised in Fig. 8.6. For scattering from 
state 11 °) to state 12+) by absorption of an acoustic phonon, the correct matrix 
element would be (2+ IH I]. 0 ), for some Hamiltonian operator H; However, since our 
matrix elements are calculated in an elastic approximation, we would take, for the 
transition from 11 °), the matrix element (2°1Hil 0 ). For the complementary process 
-scattering from 12+) to 11°) by acoustic phonon emission- the correct matrix 
element is (1°IHI2+); whence I(1°IHI2+)12 - I(2+IHI1°)j2, since His Hermitian. 
However, the matrix element selected in the subroutines SRATEl. . .4 would be 
that for elastic scattering from state j2+); i.e., (l+IHI2+). 
Whilst thedifference between the matrix elements (2°_1HI1°) and (t+1Hj2+) is 
expected to be small, errors of.this kind, when reproduced consistently throughout 
the simulation, proved sufficient to displace the simulation from the true equilib-
rium state, at least for the zero field case. The obvious solution of the problem is 
to ensure that, in the scattering rate subroutines, all the acoustic rates are defined 
so that identical matrix elements are assigned to every pair of complementary 
transitions. We have adopted the convention that, for an absorption process from 
a state 11 °), the matrix element used is that evaluated at the wavevector of state 
11+); i.e., the matrix element (2+jHI1+). For an emission process, the elastic 
scattering matrix element appropriate to the given state is used, as before. This 
matrix element is given by (l+IHI2+) as above, and so the matrix elements for 
complementary absorption and emission scatterings are now equal. 
Special care must be taken for processes involving states in band 2 and 4 at 
energies below the zone centre, since there are some transitions of this type to 
which the general convention proposed above cannot be applied. 
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Jl.i'ig. 8.6 Schematic diagram to show the difference between the true location 
of the after scattering states for interband acoustic processes, and 
those deduced within the elastic approximation. 
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The basic self scattering scherrie use<i in a Monte Carlo simulation w,as de-
scribed in section 2A.l. It involves the defin!~ioh of a fix:ed.,scatter1ng rate f, 
which is greater than the total real scattering, rat~ P(lk), fof all vahies of k. 
On examination of the qu'!-ntum confined hole-phonon scattering rates of 
. . 
Figs '7.11~14, it can be seen that, if a fixed value ofT were used for each band, then 
the percentage of self scatterings occurring in the Morite Carlo"sirriulation would 
be very large. Clearly, the use of one of the methods described in section 2Q.1, for 
improving the efficiency of the self scattering approach, is desirable. The scatter-
ing rates shown in Figs. 7.11-14 are quite general in form; in particular, they do 
not ex_hibit a monotonous increase-with k. ·vVe·mentione<rin se-ction -2-C.l. tlui.t" such 
cases introduce complications in the application: of the iterative gamma method. 
. ! . - ' ' 
Therefore, we preferred to adopt the _stepped garrirria f1pproach. We have used the 
method in its simplest-form, defining gamma profiles ineach band which include 
a single step, l~cated -near the principal opticaJ phonon emission threshold. This 
leads to a sigp.ific;ant reduction in the proportion of self scattering events which 
occur in the sii:m.ilation; however, if the upper values of r were set above the tops 
of the spike f~at;ures in the scattering rates, then the proportion of self scatterings 
occurring wouJd still be excessively large. To avoid this, we choose upper values of 
r in each band which are less than these peak values, but greater than the nearby 
values of P(k). Such choices reduce the proportion of self scatterings considerably, 
but, in the absence of further intervention, would lead to a loss of the probability 
flux associated with the scattering rate spikes. This flux is restored to the simula-
tion by the inclusion of a short clause, which compares the values off and P(k), 
prior to the selection of a scattering process. If r < P(k), then the value of r to be 
used for the sub~equent selection is temporarily rais_ed above P(k). This ensures 
that all valid contributions to the scattering rate are present when the selection 
is made. This clause appears at the beginning of the process selection subroutine 
SMECH (Fig. 8.7). The. value of r to be used for the current selection (given by 
GAM(INGAM,IBNP); cf. Fig. 2.12) is duplicated in the local variable GAMMA; 
thus any change in this value is discarded on exit from the subroutine. 
Of course, by using upper values of r less than the peak values of the scatter-
ing rate spikes, we will create a slight increase in the probability that a particle 
will escape scattering on drifting through regions in k-space where the spikes oc-
cur. However, since the spikes are very narrow, the discrepancy introduced is not 
expected to be serious. 
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SUBROUTINE SMECH(EF, VFX, VFY, EI,VIX, VIY) 
IMPLICIT REAL*8(A-H,O-Z) 
COMMON /SIMI VMAX(4), VSTG(4), GAM(2,4), BLSTC, INGAM 
COMMON /LADDER/ SCLAD 
COMMON /LADPAR/ DELKSC, LADSIZ, LADROW 
COMMON /MECHAR/ ECOL(48,4), KINDEX(48), NEWB(48) 
COMMON N ALP/ IBNP, IBNEW 
COMMON /COUNT/ NPUSH(2,4), NCOL(49,4), NCAP(4), NEG(4) 
GAMMA= GAM(INGAM,IBNP) 
JPROC =0 
VFMOD = DSQRT(VFX*VFX + VFY*VFY) 
C W /v ceiling at VMAX 
IF (VFMOD .GT. VMAX(IBNP)) CALLENCAP(VFX,VFY,VFMOD,EF) 
C 1st cell is index 0; V = l.OE-4 A-1 
IV= IDNINT(VFMOD/DELKSC) 
C Fixed value SCLAD extrapolation between top of ladder & VMAX. 
IF (IV .GT. LAD ROW) IV= LADROW 
C Temporary GAMMA 'push'. 
TSCAT = SCLAD(IV,LADSIZ,IBNP) 
IF(GAMMA .LT. TSCAT)THEN 
GAMMA= TSCAT*l.OOl 
NPUSH(INGAM,IBNP) = NPUSH(INGAM,IBNP) + 1 
END IF 
S = GArviMA * G05CAF(l) 
10 CONTINUE 
JPROC = JPROC + 1 
IF (JPROC .GT. LADSIZ) THEN 
C "Top" of scatt. ladder had been reached; select self scattering. 
C Drop out of IF .. clause 
CALL KQWSLF (VFX,VFY ,EF, VIX,VIY,EI) 
ELSEIF (S .LE. SCLAD(IV,JPROC,IBNP)) THEN 
C Process has been selected; 
C Drop out of IF .. clause after appropriate action. 
EI = EF + ECOL(JPROC,IBNP) 
IF (EI .LT. 0.0) THEN 
C -ve energy caused by dos tails; discard JPROC & self scatter. 
NEG(IBNP) = NEG(IBNP) + 1 
JPROC = LADSIZ + 1 
CALL KQWSLF (VFX,VFY,EF, VIX,VIY,EI) 
ELSE 
C Real scatt: use JPROC to retrieve new band & select K** call. 
IBNEW = NEWB(JPROC) 
IF (KINDEX(JPROC) .EQ. 1) THEN 
CALL KQWISO (JPROC,VFX,VFY,VFMOD, VIX,VIY,EI) 
ELSEIF (KINDEX(JPROC) .EQ. 2) THEN 
CALL KQWPOP (JPROC,VFX,VFY,VFMOD, VIX,VIY,EI) 
END IF 
END IF 
Fig. 8."' Continued overleaf ... 
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ELSE 
C No process selected; loop back to top of IF .. clause. 
GOTOlO 
END IF 
C Final parameter update on exit from IF .. clause. 
NCOL(JPROC,IBNP) = NCOL(JPROC,IBNP) + 1 
IBNP= IBNEW 
RETURN 
END 
JFig. 8. '7 FORTRAN code for the scattering process selection subroutine 
SMECH in the single particle Monte Carlo program. 
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Loop Algorg'thm for Sub.rouh'ne SJV[ECH 
In Chapter 2, we de~cribed _ th~ J>asic: algqrithm for the selection .. of a scat-
tering process at the end of each free fljght in the lVfQnt'e Carlo simJJlation. We 
suggested that such an algorithm cou]d be implemented as a siinple cascade of 
IF .. .':tHEN ... ELSE clauses. However, when the simulation in:chrdes such a large 
number of scattering processes as is use~ here, this method becomes i~practical. 
We have developed an alternative, loop algorithm for scattering process selec-
tion, which ha8 the advantage of a high degree of,fiexibility, a.S weU as being much 
more compact than the IF ... THEN ... ELSE cascade. The FORTRAN code for 
this algorithm is shown in Fig~-8.7; 
The loop ·variabl~ ~n the code is .the scattering process index JP:EtOC. Ifthis 
exceeds the total !lUmber of processes in a given band (the size of the scatteri!lg 
ladder, LADSIZ), then a self scattering is selected. This is implemented by a 
call to a_subroutine KQWSLF which as_~ign!) to the after-scattering state va,iiables 
VIX, VIY and EI, the values of the before-scattering variables VFX, VFY and 
EF. Otherwise, the random variate S = rr (see section 2A.l) is compared with 
the JPROCth step of the scattering ladder SCLAD, in band IBNP. If S is less than 
the ladder entry, then the real process indexed by JPROC is selected. 
At this point, three pieces of information are required before the after-
scattering wavevector can be determined: 
(i) the amount of energy gained or lost upon scattering; 
(ii) the band into which the particle is scattered, and 
(iii) the method by which the scattering angle must be chosen. 
This information is contained within three arrays; ECOL(JPROC,IBNP), 
NEWB(JPROC) and KINDEX(JPROC), which are defined on initialisation. 
The values of elements of array ECOL are simply given by the difference 
between the band edge energies of the initial and final bands plus or min:us an 
optical or acoustic phonon energy. The first term ensures that the state variables 
EI and EF always give the particle energy relative to the band minimum; t'.e., EI 
and EF are 'kinetic' energies in the current band. 
The array elements NEWB( JPROC) give the band into which the particle is 
scattered, for each process JPROC. For scattering into bands 2 or 4, the region of 
the band, a or b, must be explicitly stated. To this end, the b regions of bands 2 
and 4 are indexed by NEWB(JPROC) = 21 and 41 respectively. 
The array elements KINDEX(JPROC) are indices for the routines which de-
termine the after-scattering wavevector. In this simulation, only two such routines 
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~ie required to cater for allreal scatterings. These are: the' subroutine KQVVISO, 
in. which VIX and ViiY are chosoen assuming an isotropic probability distribution 
of scattering angles, and the subroutine KQWPOP, in which an angular distribu~ 
tion is built up from a numerical dala set for each process concerned. Subro~tine 
KQWJrSO is used for AC and. NPO scattering;, and is assfgned index 1, whilst 
subroutine KQWPOP is used for POP ail.d PZ scattering,. arid is assigned index 
2. Further details ofsubroutine KQWPOP are given in Section. 8F. 
The selection of either a self or a real scattering event ca:uses program 
control to pass to the end of subroutine SMECH, where the array element 
NCOL(JPROC,IBNP) is incremented. Array NCOL thus contains the number 
of scattering events, of each of_the 49 _types_ (including. self- scattering}-in -each of 
the four bands, which occur during the simulation. lfno process is s'elected, ~hich 
means that JPROC ::; LADSIZ and S > SCLAD(IV,JPROC,IBNP) (see Fig. 8.7), 
then program control is passed back to the beginning of the loop, and JPROC is 
incremented. 
Thus we have coded, in relatively few FORTRAN statements, a rather de-
tailed algorithm involving a large number of possible paths and a variety of path-
dependent variables. The flexibility of the code lies in the use ofthe arrays ECOL, 
NEWB and KIND EX to implement the choice of real scattering process. Processes 
may be swapped, simply by redefining the appropriate elements of these arrays, 
and new processes can be added by increasing the array sizes. Processes whose 
angular dependences do not fit into either of the two existing categories described 
above can be catered for by introducing new after-scattering wavevector determi-
nation subroutines, and indexing them by KINDEX(JPROC) = 3,4 ... etc. 
Handling of Large k Values 
The scattering ladders compiled during simulation initialisation extend to 
k = 0.15A -l. Beyond this limit, the subroutine SMECH provides for fixed value 
extrapolation of all columns in the array SCLAD. An upper wavevector limit in 
each band is imposed by the elements of the array VMAX. If the limit for the 
current band is exceeded, then a subroutine ENCAP is called, which sets the state 
variable VFMOD to the value of VMAX(IBNP), and resets VFX, VFY and EF 
accordingly. A tally of ENCAP calls for each band is recorded; these should not 
form a significant proportion of the total number of scattering events in the band. 
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Scattering Process Select£on in the Ensemble Sz"mulation 
In the ensemble program, . scattering. process selection is. implemented in a 
subroutine SMECH$ (Fig. 8.8). This is very similar in structure to the single 
particle routine SMECH, but operates on a complete batch (sub-ensemble) of 
carriers during each invocation (see section 2B.2). Thus we see, ·in Fig 8.8, that 
the entire algorithm is enclosed in a loop running up to the current sub-ensemble 
size NINDEX. The array element XNDEX(N) gives the index number of the Nth 
carrier to be scattered, and IBAND(NP) gives the current band for this carrier, 
as described in section 2B.2. The ensemble array INGAM contains the current 
values of the gamma indices (see section 2C.l) for the whole ensemble of carriers. 
Thus, IGNP = IN_GAM(NP) gives the Gamma index for the next carrier to be 
scattered, and GAMMA= GAM(IGNP,IBNP) gives its Gamma value. 
SMECH$ contains the same process selection loop algorithm as that described 
above for the single particle routine SMECH. It involves calls to the same routines 
KQWSLF, KQWISO and KQWPOP, the only difference being that the state vari-
ables passed to these routines are now the array elements VIX(NP), VIY(NP) 
etc., for the carrier of index NP. Thus the routines SMECH and SMECH$ give 
an excellent demonstration of the compatibility which exists between the single 
particle and ensemble simulation codes. The use ofessentially the same variables, 
the same algorithm and the same (single particle handling) subroutines greatly in-
creases the versatility of the programs, and disguises the extra complexity inherent 
in the ensemble code. 
c 
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SUBROUTINE SMECH$(EF,VFX,VFY, EI,VIX,VIY) 
IMPLICIT REAL*8(A-H,O-Z) 
DIMENSION VIX(20000), VIY(20000), EI(20000), TR(20000), 
* VFX(20000), VFY(20000), EF(20000), TSIM(20000) 
INTEGER*2 IBAND(20000), INDEX(20000), INGAM(20000), IBOLD(20000) 
COMMON /SIMENS/ VMAX(4), TDISC,NENS,NINDEX, TSIM,IBAND,INDEX,INGAM 
COMMON /STGAM/ VSTG(4),GAM(2,4) 
COMMON /LADDER/ SCLAD 
COMMON /LADPARI DELKSC, LADSIZ, LADROW 
COMMON /MECHAR/ ECOL(48,4),KINDEX(48), NEWB(48) 
COMMON N ALP/ IBNP, IBNEW 
COMMON /COUNT/ NPUSH(2,4), NCOL(49,4), NCAP(4), NEG(4) 
DO 100 N = I ,NINDEX 
* 
NP = INDEX(N) 
IBNP = IBAND(NP) 
IGNP = INGAM(NP) 
GAMtviA = GAM(IGNP,IBNP) 
JPROC = 0 
VFMOD = DSQRT(VFX(NP)*VFX(NP) + VFY(NP)*VFY(NP)) 
W/v ceiling at VMAX 
IF (VFMOD .GT. VMAX(IBNP)) 
CALL ENCAP(VFX(NP),VFY(NP),VFMOD,EF(NP)) 
IV = IDNINT(VFMOD/DELKSC) 
C Fixed value SCLAD extrapolation between top of ladder & VMAX. 
IF (IV .GT. LADROW) IV = LADROW 
C Temporary GAMMA 'push'. 
TSCAT = SCLAD(IV ,LADSIZ,IBNP) 
IF (GAMMA .LT. TSCAT) THEN 
GAMMA= TSCAT*l.OOI 
NPUSH(IGNP,IBNP) = NPUSH(IGNP,IBNP) + I 
END IF 
S =GAMMA* G05CAF(I) 
Fig. 8.8 Continued overleaf ... 
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CONTINUE 
JPROC = JPROC + 1 
IF (JPROC .GT. LADSIZ) THEN 
"Top" of scatt. ladder has been reached; select self scattering. 
Drop out of IF .. clause 
CALL KQWSLF (VFX(NP),VFY(NP),EF{NP), 
VIX(NP), VIY (NP),EI(NP)) 
ELSEIF (S .LE. SCLAD(IV,JPROC,IBNP)) THEN 
Process has been selected; 
Drop out of IF .. clause after appropriate action 
EI(NP) = EF(NP) + ECOL(JPROC,IBNP) 
IF (EI(NP) .LT. 0.0) THEN 
-ve energy caused by dos tails; discard JPROC & self scatter. 
NEG(IBNP) = NEG(IBNP) + 1 
JPROC = LADSIZ + 1 
CALL KQWSLF (VFX(NP),VFY(NP),EF(NP), 
VIX(NP),VIY(NP),EI(NP)) 
ELSE 
Real statt; use JPROC to retrieve new band & select K** call. 
IBNEW = NEWB(JPROC) 
IF (KINDEX(JPROC) .EQ. 1) THEN 
CALL KQWISO (JPROC,VFX(NP),VFY(NP),VFMOD, 
VIX(NP), VIY (NP),EI(NP)) 
ELSEIF (KINDEX(JPROC) .EQ. 2) THEN 
CALL KQWPOP (JPROC,VFX(NP),VFY(NP),VFMOD, 
VIX(NP), VIY (NP),EI(NP)) 
END IF 
IBAND(NP) = IBNEW 
ENDIF 
ELSE 
C No process selected; loop back to top of IF .. clause. 
GOTO 10 
END IF 
C Final parameter updates on exit from IF .. clause. 
NCOL(JPROC,IBNP) = NCOL(JPROC,IBNP) + 1 
100 CONTINUE 
RETURN 
END 
Fig. 8.8 FORTRAN code for the scattering process selection subroutine 
SMECH$ in the ensemble Monte Carlo program. 
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§JF ANGUJLAR DEPENDENCE§ JFOR JPOJLAR OJP'FliCAJL 
AND JPliEZOElLEC'JrRliC JPROCE§§E§ 
The selection of a stochastic scattering angle, and hence of the components 
of after-scattering wavevector, for POP and PZ processes, is accomplished by use 
of the subroutine KQWPOP (Fig. 8.9). Data on the angular dependences for all 
the POP and PZ processes is contained within the 4D array PTHETA(L,I,J,K). 
Indices I, J, and K have the same meanings as given in Section 8C. Index L gives 
the value of scattering angle () _:. 7rL/12. Thus, each row of PTHETA(L,I,J,K), 
L = 0 ... 12 gives a set of 13 ordinates (values of 1;, n(cos 8)) for the process of 
' index J in band K, at the wavevector given by index I. 
The scattering- angle selection algorithm begins by identification of the appro-
priate wavevector index NSELCT (Fig.· 8.9a). A simple repeated interval-halving 
search is employed. Then, the stochastic scattering angle 8 .is selected by a re-
jection technique using the probability distribution defined by the 13 ordinates 
(Fig. 8.9b). This operation first requires the identification of the largest ordinate 
in the relevant set. A linear interpolation scheme is used in the rejection algorithm. 
Finally, the sign of sin 8 is generated at random, in order to obtain scattering onto 
the full 2D k-plane, and the after~scattering wavevector components VIX and VIY 
are resolved. 
The routine is quite general, with no restrictions on the form of the angular de-
pendence or the numerical values used for the PTHETA entries. For convenience, 
we have calculated PTHETA values for the same complete set of wavevectors 
VSETP as those used in the tabulation of the matrix elements ARMXIP but, if 
this were not possible, a new wavevector set 'VSETP2' could be defined, along 
with a corresponding array to replace NVPTSP (see Section 8C). 
c 
c 
Monte Carlo lmplementat£on 
SUBROUTINE KQWPOP(JPROCF,VFX,VFY,VFMOD, VIX,VIY) 
IMPLICIT REAL*8(A-H, 0-Z) 
COMMON /FUND/ PI 
COMMON /V ALP/ IBS,IAS 
COMMON /KQEFLG/ fPEXEP 
COMMON /MXELP/ PTHETA(O:l2,20,36,4), ARMXIP(20,36,4), 
* VSETP(20,36,4), NVPTSP(36,4) 
Array NVPTSP gives no. of w/v points (&corresponding PTHET A ordinate sets) 
for each process. 
IVPTS = NVPTSP(JPROC,IBS) 
C 1: Obtain NSELCT; index of nearest w/v point toVFMOD 
C la: Out-of-range cases. 
IF (VFMOD .GE. VSETP(IVPTS,JPROC,IBS)) THEN 
NSELCT = IVPTS 
ELSEIF (VFMOD .LE. VSETP(l,JPROC,IBS)) THEN 
NSELCT = 1 
ELSE 
C lb: Repeated halving search (monotonically increasing data set), with 
C resolution of nearest point. 
NL:::: 1 
NTOP= IVPTS 
CONTINUE 
NU = (NL+NTOP)/2 
IF (VFMOD .LT. VSETP(NU ,JPROC,IBS)) THEN 
IF (NU-NL .EQ. 1) THEN 
UDIST = VSETP(NU,JPROC,IBS) - VFMOD 
ALDIST = VFMOD - VSETP(NL,JPROC,IBS) 
IF (UDIST .LE. ALDIST) THEN 
NSELCT= NU 
ELSE 
NSELCT= NL 
ENDlF 
GOT09 
ENDIF 
NTOP=NU 
ELSE 
IF (NTOP-NU .EQ. 1) THEN 
TDIST = VSETP(NTOP,JPROC,IBS) - VFMOD 
UDIST = VFMOD- VSETP(NU,JPROC,IBS) 
IF (TDIST .LE. UDIST) THEN 
NSELCT = NTOP 
ELSE 
NSELCT= NU 
END IF 
GOT09 
END IF 
NL=NU 
ENDIF 
GOTO 1 
END IF 
9 CONTINUE 
JF'ig. 8.9a FORTRAN code for the after-scattering wavevector determination 
routine KQWPOP: identification of the wavevector index NSELCT. 
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C 2: Obtain scattering angle using rejection technique based on a probability 
C distribution defined by the 13 ordinates corresponding to the selected w/v point 
C 2a: Determine highest ordinate (always 0 ordinate for POP, but not 
C n~cessarily so for PZ (esp. intra band for k=O)) 
ISCAN= 0 
PISC = PTHETA(ISCAN,NSELCT,JPROC,IBS) 
11 CONTINUE 
PISCP1 = PTHETA(ISCAN+1,NSELCT,JPROC,IBS) 
IF (PISC .GT. PISCP1) THEN 
PMAX=PISC 
ELSEIF (ISCAN .EQ. 11) THEN 
PMAX = PISCPl 
ELSE 
ISCAN = ISCAN + 1 
PISC = PISCPl 
GOTO 11 
END IF 
IF (ISCAN .GT. 0) IPEXEP = IPEXEP + 1 
21 CONTINUE 
C 2b: Obtain co-ordinates of trial point. 
RA = G05CAF(1) 
THINDX = RA * 12.0 
ITH = IDINT(THINDX) 
RP = G05CAF(1) * PMAX 
C 2c: Obtain theta ordinates. 
PA TITH = PTHETA(ITH,NSELCT,JPROC,IBS) 
PATIP1 = PTHETA(ITH+1,NSELCT,JPROC,IBS) 
C 2d: Interpolate between ITH & ITH+ 1 ordinates, & test. 
PINTRP = PATITH + (PATIP1- PATITH) * (THINDX- ITH) 
IF (RP .GT. PINTRP) GOTO 21 
29 CONTINUE 
C 3: Continue; define THETA & resolve a/s w/v. 
THETA= THINDX *PI I 12.0 
COST A = DCOS(THET A) 
C Define sign associated with SINT A; The above process only defines THETA 
C in [O .. PI]; need to allow all values in [0 .. 2*PI]. 
SIGN = 1.0EOO 
IF (G05CAF(l) .LT. 0.5000) SIGN= -l.OEOO 
SINTA = SIGN*DSIN(THETA) 
COSBS = VFX/VFMOD 
SINBS = VFY /VFMOD 
VIX = VIMOD * (COSBS*COSTA- SINBS*SINTA) 
VIY = VIMOD * (SINBS*COSTA + COSBS*SINTA) 
RETURN 
END 
Fig. 8.9b FORTRAN code for the subroutine KQWPOP: selection of a 
stochastic scattering angle and resolution of the components of 
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3G ~ENERAJL PROGRAM §PECTIJF'TICATliON§ 
Single Particle Simulation 
Our single particle (st?ady_state) simula:tion_follows'the ba~ic f~rm described 
in Chapter 2, with the irielusion of all th~ features described in this chapter. 
·The prog;ram produces expectation values for the carrier drift velocity ( vd)• by 
two different methods; FBS and H:.ensemble (see section 2A.2), and the energy 
expectation value (e), for a supplied value ofin-plane electric field. The simulation 
is divided into subhistories, as describea in section 2B.l, so ·a:s to obtain estimates 
of the expected tolerance on (vd) and (e) in each band; The fractional.population 
(n) in each band is obtained as the fraction of the total simulation time spent by 
the particle--in-that band. 
Energy distributions can also be obtained, for carriers in individual hands, and 
for the -complete four barid system: The dire_ct sampling technique described in 
section 2A.3 yields, for ~he 2D system, a distribution 
!'(e)= I F(e,{3)D(e) d/3, {8.2) 
where F(e,/3) - F(k) giyes the probability of occupancy of a state lk) of energy 
- . 
e, and wavevector k directed at an angle f3 relative to the kx direction. The direct 
sampling approach involves, in the Monte Carlo simulation, an implicit integration 
over the polar angle {3 (cf. the 3D case of section 2A.3). Thus the quantity f'(e)de 
gives the proportion of carriers in the simulation with energies between e and e+de. 
We will refer to I'( e) as the as-sampled energy distribution of the carriers. 
When obtaining distributions in each hand separately, it is possible to remove 
the contribution from the density of-states LJ(e), in order to obtain the distribution 
functio~ proper: 
/(e) =I F(e,/3) d/3. {8.3) 
The distribution F( e, {3) may be expanded in a Fourier series (by analogy with the 
3D case of section 2A.3), whereupon it may be seen that the distribution function 
f(e) of equation (8.3) corresponds to the circularly symmetric component of the 
full 2D distribution. Higher moments of the distribution may also be obtaine'd, 
as in 3D, but these will not be considered further here. It should be noted that 
the distribution function f(e) only has meaning in the context of carriers in a 
single band; no corresponding quantity can be defined for the complete four band 
system. 
It is also possible to look at the unmodified carrier distribution F(e,/3) = F(k) 
as a function of position in the 2D wavevector plane, and some of these 'k-space' 
distributions will be shown in Chapter 9. 
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As mentioned in Section 8D, the simulation records a count of scattering events 
of every type, in every band. This unusually detailed breakdown of scattering in 
a Monte Carlo simulation is very useful in resolving the various contributions to 
the carrier energy loss rates, as will be described in Chapters 9 and Jl.O. 
Ensemble Simulation 
The ensemble program is based on the basic backdrifting algorithm described 
m section 2B.2, with the inclusion of all the extensions described above. We 
have written subroutines to generate a variety of initial carrier distributions, as 
will be described in Chapter 10. Values for an in-plane electric field can also 
be supplied (though in most of our work the field has been set to zero). The 
simulation produces expectation values for drift velocity (vd) and mean energy 
(e), in each band and for the complete system, at regular time intervals. The 
fractional population (n) in each band is also given, as is a detailed breakdown of 
scattering events. The carrier energy distributions can be obtained on a timestep 
larger than that used for the expectation values, since these quantities are not 
needed at such regular time intervals. 
Finally, we have shown, in Table 8.1, a summary of the program specifications 
for both the single particle and ensemble simulations. 
Monte Carlo Implementation 
No. of bands 4 
No. of scatt. processes in each band 48 
No. of particles (ensemble program) typical; 20000 
max; 50000 
Bandstructure: 
-
f. vs. k tabulated; linear interpolation between adjacent points; 
parabolic extrapolation 
Vgp VS. k a.s above; linear extrapolation 
Dn vs. k " " fixed value extrapolation 
k vs. f. " " inverse parabolic extrapolation 
Dn VS. f. " " fixed value extrapolation 
' with broadening around band 2 and 4 minima I 
I 
; Matrix Elements: 
AC, NPO, POP and PZ tabulated, up to 20 wavevector points per process; 
linear interpolation between adjacent points; 
fixed value extrapolation beyond range of data. 
Angular Dependences: 
AC,NPO isotropic (wavevector randomising) 
POP, PZ tabulated probability distributions for each process 
Scattering Rates: 
Optical phonon energies single, fixed value - see Table 4.1 
Acoustic phonon energies single, operator-supplied value 
Material parameters see Table 4.1 
No. of wavevector points in each band 1500 
- fixed value extrapolation beyond range of stored data 
VVavevector increment w-4A -1 
'JI'able 8.1: §imt.dation §pedfications (part a) 
Monte Carlo Implementation 
Gamma Profile singly stepped for each band 
Upper limit of simulation typically k = 0.2A -l in each band 
In-plane electric field (F) operator supplied 
Lattice Temperature (TL) operator supplied 
Quantum well width (L) fixed; 100A 
Steady state estimators {vFss), {vsens), {E), {n) 
Steady state carrier distributions as-sampled energy distribution f 1(t:) in each band 
distribution function f (E) in each band 
as-sampled energy distribution for the complete system 
distribution of carriers in 2D k-space, in each band 
Ensemble estimators {v), {E) and {n) vs. time 
Timestep operator supplied; typically 2: 0.05ps 
Simulation time operator supplied; typically 1, 10, or lOOps 
Ensemble distribution functions f'(E) and /(E) in each band, at regular timesteps 
f 1(E) for the complete system, at regular timesteps 
Timestep for distribution functions operator supplied; typically 1/10 or 1/5 of simulation time 
Table 8.Jl: Simulation §peci.fications (part b) 
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JEJLJEC'JI'RJIC IFJIJEJLD JBIEA"JJ'JING OIF QUANTUM CONIFJINED JBIOJLJE§ 
In the previous four chapters we have described various aspects of our model 
of the quantum confined valence band system and its incorporation in our Monte 
Carlo simulation programs. We are now in a position to present results obtained 
from the simulations, and will begin, in this chapter, by examining the response 
of quantum confined holes to an in-plane electric field. As far as we are aware, no 
other theoretical work has been published on this subject, and the experimental 
data thus far available on quantum confined hole dynamics contains very little 
detail. Therefore, although the model described in this thesis includes several ap-
proximations - neglect of: carrier-carrier scattering; plasmon effects; disturbance 
of the phonon population; degeneracy; real space transfer, and band anisotropy-
it nonetheless allows a unique insight into the way in which the complexities of the 
quantum well valence bandstructure influence carrier dynamics. We will discuss 
the significance of the above approximations in Chapter 11. 
In all the simulations described, the lattice temperature chosen was 77K. This 
value was preferred for three reasons: 
(i) it is a temperature at which the elastic and equipartition approximations for 
acoustic scattering are valid; 
(ii) it is a temperature at which heating of the quantum confined hole population 
can be readily observed, and 
(iii) it is a commonly used temperature in experimental investigations, being the 
liquefaction temperature of nitrogen. 
It would be quite possible to use our program to simulate hole transport at 
other lattice temperatures, within the range where the approximations stated in 
(i) above are valid. However, in this Chapter, we preferred to demonstrate the 
wide range of parameters which can be investigated by the Monte Carlo method 
and, for that purpose, we chose to restrict our study to the case TL = 77K only. 
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<J:ll.A JEJLJECTRJIC JFJIJEJLD DEPENDENCE OJF THE 
B.A§JIC MON'JI'JE C.ARJLO E§TJIM.A'JI'OR§ 
We have used our single particle Monte Carlo program to simulate the steady 
state transport of holes in a 100.A GaAs/ AlAs quantum well, for a range of in-plane 
electric fields. Figs. 9.1-3 show the expectation values of drift velocity (vd), mean 
(kinetic) energy ( ~), and fractional population (n) in each band, as a function of 
electric field F. Fig. 9.1 also shows the average drift velocity (vav) for the whole 
system, and Fig. 9.2 also gives the overall average energy (Eav) for the system, s·.e., 
the average of hole energies in all four bands relative to the energy of the band 1 
minimum. 
From Fig. 9.3, we can see that most of the carriers reside in band 1 (more than 
80% for F < lOk V em -l). Consequently, the overall average drift velocity ( Vav) 
stays very dose to the band 1 value (Fig. 9.1). On the other hand, the overall 
average energy (eav) deviates from the band 1 value at high fields (Fig. 9.2). This 
is because the high energy carriers in band 1 may be transferred to the upper 
bands via optical phonon emission (and acoustic phonon scattering), and hence 
are much more likely to be scattered out of band 1 than are the low energy carriers, 
which can only be transferred to higher bands via the very weak optical phonon 
absorption processes. Thus the band 1 mean energy is suppressed, relative to the 
overall average energy, at large fields. 
Fig. 9.1 shows large values of drift velocity in bands 3 and 4, and a negative 
differential mobility (NDM) effect in both bands for intermediate fields. The 
lar~e values in both cases are associated with unusually large group velocities for 
carriers near the energy minima (see Fig. 7.1), and with regions of relatively weak 
scattering in both bands (Figs. 7.13-14). The NDM effects are caused by the 
subsequent reduction in carrier group velocities at higher wavevectors/energies, 
and the eventual onset of stronger scattering in both bands. The NDM phenomena 
cannot be considered significant for transport applications, since the populations 
of bands 3 and 4 at intermediate fields are so small (Fig. 9.3). 
In Fig. 9.2 it can be seen that, at low fields, the mean carrier energies m 
bands 2 and 4 remain below those in bands 1 and 3. This is a consequence ofthe 
extremely large densities of states at the minima of bands 2 and 4, which result in 
large populations of carriers in these low energy states (see, for example, Figs. 9.8 
and 9.10). This effect is particularly marked in band 4, since the density of states 
is abnormally high throughout the b region of the band (see Fig. 7.2). 
Carriers in band 3 have the highest mean energy for most of the field values 
shown. This is because the density of states in band 3 is very small near the zone 
centre (Fig. 7 .2), and because scattering in band 3 is relatively weak, as mentioned 
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above. The band 4 mean carrier energy increases dramatically with .field beyond 
F ~ 2kVcm-1• This can be attributed to the region of low de:nsity of states 
corresponding to the very steep portion of the band beyond the energy minimum 
(see Fig. 6~1), and, as for band 3, to a region of relatively weak scattering. In 
particular, the mean carrier energies in bands 3 and 4 rise well above the optical 
phonon energy nw0 p within the range of fields shown, indicating that, in both 
cases, intraband optical emission scattering is weak at energies near its threshold 
(see also Figs. 7.13-14). By contrast, the mean energies of carriers in bands 1 
and 2 remain well below 1iw0 p for most of the field range shown. 
The thermal equilibrium energy for carriers in a 2D parabolic band at 77K is 
kBTL = 6.6meV. This is lower than both the band 1 mean-energy, (EI) = 10.3meV, 
and the overall average energy (Eav)= 11.93meV at zero field. 
Fig. 9.3 shows a very peculiar response of the band 1 and 2 fractional popu-
lations to increasing electric field. After an initial decrease in population, band 1 
experiences an anomalous repopulation, such that (n1) exceeds its zero field value 
throughout the low field range. An explanation of this effect will be given in 
Section 9E. 
In Fig. 9.4 we have shown the overall average drift velocity of the quantum 
confined holes, obtained using fixed acoustic phonon energies of fac = 2me V, lme V 
and Orne V (elastic acoustic scattering). We have also shown the drift velocity o b-
tained in the absence of piezoelectric scattering (for fa.c = 1me V), and our result 
for holes in bulk GaAs (from Section 4C). The bulk values exceed the 2D values 
(by typically 30%) throughout the range of electric fields shown. Remembering 
that bulk hole transport in GaAs is dominated by heavy holes (Section 4C), and 
that transport in the quantum confined system is dominated by the behaviour of 
carriers in band 1 (see above), it is apparent that the difference in the 3D and 2D 
drift velocities corresponds to the difference between the bulk heavy hole scatter-
ing rate (Fig. 4.12) and the quantum confined rate for holes in band 1 (Fig. 7.11). 
The biggest difference between the two rates occurs just above the optical phonon 
emission threshold, and this is exactly the region which will have the greatest 
influence on carrier transport throughout most of the range of electric fields con-
sidered. Above the threshold, the 2D rate rises steeply to around 20ps-1 , whereas 
the 3D rate displays a much slower, smoother increase, with none of the sharp 
structure present in the 2D case. Thus, the features in the 2D rate in this region 
will act to give a shorter average lifetime for phonon scattering for the quantum 
confined holes as compared with holes in the bulk material, and consequently the 
drift velocity and mobility will be reduced. The acoustic dominated scattering rate 
below the optical emission threshold is also larger in the 2D case, and therefore 
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the difference between the 2D and 3D drift velocities is preserved even at very low 
fields. 
We found that, whilst the 3D drift velocity has a clearly identifiable ohmic 
(linear) region at low fields (see Fig. 4.15), it is much more difficult to identify a 
corresponding region on the 2D curve. This non-ohmic behaviour at low fields is 
a consequence of the complicated energy jwavevector dependence of scattering in 
the multiband quantum confined system, which results in a carrier lifetime which 
is, in all cases, dependent on electric field. We have estimated the upper limit of 
the quantum confined hole mobility in the GaAs/ AlAs system to be approximately 
5750cm2V-1s-1 (calculated at F = 0.01kVcm-1 ). This is only around 60% of our 
value of 9400cm2V-1s-1 obtained for bulk holes at 77K {Section 4C). Our result 
confirms the predictions of Stormer et al. (1984) concerning the temperature de-
pendence of the mobility of 2D hole systems. Their results indicate that the hole 
mobilities in modulation doped GaAs heterostructures are lower than those for 
high purity, lo.w doped p-type bulk samples for a wide range of lattice tempera-
tures, and they estimate 2D hole mobilities of the order of 4-6x103cm2V-1s-1 at 
TL = 77K. 
A comparison of the various 2D curves on Fig. 9.4 shows, firstly that the omis-
sion of piezoelectric scattering from the simulation leads to a small overestimate 
of the drift velocity at all values of electric field. The discrepancy is around 10% 
for fields of lkVcm-1 and less, but diminishes below 5% for higher fields. Sec-
ondly, it can be seen that the effect, on the drift velocity, of changing the value 
of acoustic phonon energy (Eac) supplied to the simulation is small - typically 
1% discrepancy between the curves for Eac = 2, 1, and OmeV. Fig. 9.5 shows the 
overall average energy vs. electric field for the same four sets of 2D simulations. 
For this quantity, the omission of piezoelectric scattering and the changing of _Eac 
causes even less difference in the results. 
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~B JHIOtE ENJEliVGY ])Jr§TR~JIBUTJION§ 
As described in Section 8G, we have used our single particle Monte Carlo 
simulation to obtain the steady state as-sampled distributio!l of carrier energies 
f' ( t:.),. and the distribution function I ( €}, in each of the four bands of the quantum 
confined system. We have also obtained asdsampled distributions for the complete 
four band system, which we shall refer to as 'global' distributions. 
Fig. 9.6 shows global distributions of hole energies obtained for a range of 
in-plane electric fields. Figs. 9.7-10 show the as-sampled energy distributions in 
bands 1-4, for the same set of field values. The global distributions exhibit struc-
ture at energies of around lOmeV, 16meV and 55meV. Moreover, the maximum 
value of the distribution is not found at t:. = 0 Jor ariy of tlie field values shown. 
This feature is also seen in the band 1 as-sampled distributions (Fig. 9. 7}. It 
is a consequence of the form of the density of states in band 1, which is small 
at the band edge, and has a pronounced peak at t:. = 11.3meV (k = 0.032A -l; 
see Fig. 7.2). This peak corresponds to the structure observed in the global and 
band 1 distributions at around lOmeV. The difference between the peak value of 
the distributions at t:. ~ lOme V and the t:. = 0 value increases with electric field. 
The explanation for this phenomenon is that, because of the large density of states 
at around lOme V in band 1, the depletion of carriers from this region upon electric 
field heating is less marked than that from the band edge. 
The structure on the global distributions at t:. = 16meV represents the large 
carrier population located in the band 2 minimum due to the very large density 
of states in that region. This is clearly depicted in Fig. 9.8, which shows that 
the as-sampled distributions of carriers in band 2 are significantly enhanced at 
t:. = 0 throughout the range of fields shown .. A similar effect is observed in the 
band 4 distributions of Fig. 9.10. The large carrier population in the band· 4 
minimum gives rise to the structure in the global distributions at t:. ~ 55meV. A 
similar degree of structure has been observed in the photoluminescence spectra 
from p-type modulation doped GaAs quantum wells (Da Costa et al. 1987}. 
Figs. 9.11-14 show the distribution functions l(t:.) for the four bands, for the 
same set of electric fields as in the previous figures. With the contribution from the 
density of states removed, the functions I ( t:.} are relatively smooth at low energies, 
with the probability of state occupancy decreasing steadily from the t:. = 0 value 
in all cases. The remanent features of the curves are due to scattering effects. 
In particular, we observe shoulders in the distribution functions for bands 1, 2, 
and 3, corresponding to the principal optical phonon emission thresholds. In 
band 1, a shoulder occurs at t:. ~ 40meV, corresponding to the threshold for 1-1 
optical emission. In band 2, the shoulder is found at t:. ~ 20meV, due to 2-1 optical 
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JFig. 9.10 Band 4 as-sampled hole energy distribution for in-plane elec-
tric fields of: (a) lkVcm-1 ; (b) 2.5kVcm-1 ; (c) 5kVcm- 1 ; (d) 
lOkVcm- 1 , and (e) 20kVcm-1 . fac = lmeV. 
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Fig. 9.].2 Band 2 hole distribution function for in-plane electric fields of: (a) 
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emission, and in band 3, the shoulder at E ~ 28me V corresponds to the 3-2 optical 
emission threshold. 
Whilst the shoulder in band 1 is particularly marked, its position is the least 
well defined of the three cases listed above. The position of the shoulder actually 
increases in energy as the electric field is increased. This is because the POP 1-
lem rate is relatively small at threshold, and only becomes dominant for scattering 
from states of slightly higher energies (section 7B.2). Thus, as the field increases, 
a large carrier population persists beyond the primary optical emission threshold 
at nw0 p = 36.4meV, up to the 'pseudo' threshold described in section 7B.2, which 
occurs at k ~ 0.081A - 1; f = 48meV. 
In band 2, the 2-1 optical emission threshold is strong enough to cause carrier 
depletion sufficient that the 2-2 optical emission threshold is not manifested in 
the distribution functions. In band 3, the opposite effect occurs. POP 3-1em 
scattering is so weak as to have no visible effect on the distribution functions of 
Fig. 9.13. Consequently, the principal optical emission threshold for band 3 is 
that for 3-2 optical phonon emission, even though this does not occur until higher 
energies. 
The only optical emission thresholds occurring in band 4 are those for 4-3 
scattering, at 5meV, and 4-4 scattering, at 36meV (see Table 6.3). No structure 
is observed in the distribution functions in Fig. 9.14 near the 4-3 optical emission 
threshold, and, whilst we would expect some feature at E ~ 36me V associated 
with strong scattering into the band 4 minimum, the statistical fluctuations in the 
band 4 distribution functions away from E = 0 preclude the observation of any 
structure at this energy. 
Reconsidering the distribution of carriers in band 1, it should be noted that 
both Figs. 9. 7 and 9;-11 show additional structure in the distribution at low fields 
{ F s 2.5k V em - 1). To investigate this further, we have obtained carrier distribu-
tions for a set of very low field values, including the zero field case. Fig. 9.15 shows 
the global distributions, Figs. 9.16-17, the as-sampled distributions for bands 1-2, 
and Figs. 9.18-19, the distribution functions for bands 1-2. 
Figs. 9.18-19 show that at zero field, the distribution functions in bands 1 
and 2 are Maxwellian, with slopes corresponding to the lattice temperature TL = 
77K. The linearity of the zero field distribution function is particularly exact in 
the case of band 1, where the carrier population is largest. The attainment of 
these Maxwellian zero field {thermal equilibrium) distribution functions confirms 
that, despite all the complexities of phonon scattering in the quantum confined 
valence bands, our Monte Carlo model accurately maintains a detailed balance of 
absorption and emission scatterings for every process included (see Sections 7C 
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Fig. 9.17 Band 2 as-sampled hole energy distribution for in-plane electric 
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and 8C). 
Fig. 9.18 shows that, as the electric field is turned on, the low energy states in 
band 1 begin to deplete, and a distinct repopulation of states at energies approach-
ing the optical emission threshold occurs. For energies just above the 'pseudo' 
threshold at e ~ 48meV, the distribution function shows very little change with 
electric field, but, at higher energies, a second repopulation phenomenon is visi-
ble. This region extends up to e ~ 48meV + 1iw0 p, which represents the energy at 
which the total probability for scattering by the successive emission of two optical 
phonons is at a maximum. Thus the feature is essentially a 'phonon replica' of the 
pseudo-threshold at 48meV. Fig. 9.16 shows that the actual carrier population in 
band 1 (as given by the as-sampled distribution) develops as described above, but 
with the modifications associated with the density of states. It is interesting to 
note that, at zero field, a minimum appears in the as-sampled distribution between 
e = 0 and the position of the density-of-states maximum. As the field is turned 
on; the band edge population begins to deplete, and the position of the minimum 
shifts towards e = 0. 
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9C CARRJrER TEMPERATURE§ 
Referring to the distribution functions of Figs. 9.11-14, we see that whilst the 
low energy portions of the curves display various scattering~related features, at 
higher energies the curves are almost linear. The slopes of these upper energy 
tails decrease with.increasing field; by measuring these slopes it should be possible 
to define a carrier temperature Tc in each band, where Tc > TL ( cf. Conwell 1967; 
Shah 1978). Fig. 9.20 shows carrier temperatures derived from the distribution 
functions for each of the four bands, for a range of electric fields, and also the 
carrier temperatures derived from global distributions such as those in Fig. 9.6. 
Obviously, the values for these temperatures, particularly those in the upper bands, 
arc subject to very large tolerances (probably ±50% in band 4) but th:e genefal 
trend of the data gives a useful insight into the equilibrium which is established 
in the multiband system. 
The temperatures for carriers in bands 1,2 and 4 are broadly similar, whilst the 
band 3 temperatures are consistently lower throughout the range of fields shown. 
Unfortunately, due to the large tolerances on the data, it is not clear whether the 
reduced values in band 3 represent a physical effect, or are simply the consequence 
of some systematic error in estimating the temperatures. It is interesting to note 
that these results could not be predicted from the values of mean carrier energy 
in each band. For a parabolic band in 2D, the carrier temperatures would be 
given by Tc = (e) I kn. For our simulations, this assumption would lead to the 
prediction of higher temperatures in band 3 than in the other bands, and also of 
high temperatures in band 4 for fields greater than 6kVcm-1 . Furthermore, all the 
values predicted by the (e) I kn approximation are considerably larger than those 
of Fig. 9.20. In Fig. 9.21 we have shown carrier temperatures obtained from the 
global distributions, compared with the overall average energy (eav)-expressed as a 
temperature. Clearly the discrepancy is substantial, and worsens with increasing 
field. Concerning the reliability of the Tc values obtained from the distribution 
functions in this context, it should be pointed out that these values are likely to be 
overestimates, rather than underestimates, of the true values, since the distribution 
functions include the effects of carrier drifting, as well as carrier heating. The 
drifting of the carriers will tend to further reduce the slope of the high energy tails 
of the distributions functions, leading to the prediction of higher temperatures. 
Thus we may conclude that the values of (e) I k B cannot be used, in isolation, 
to characterise the distribution functions of quantum confined holes. In particu-
lar, they lead to the suggestion of markedly different carrier temperatures in the 
different bands, and of especially large temperatures for carriers in band 3, neither 
of which, from the results of Fig. 9.20, appears to be the case. The similarity of 
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carrier temperatures in bands 1,2, and 4 depicted in Fig. 9.20 indicates that, de-
spite the general weakness of interband scattering in the quantum confined valence 
band system, a fair degree of communication exists between the bands; such that 
the carrier thermalisation process in any one band is not independent of that in 
the neighbouring bands. This was also suggested by DaCosta et al. (1987). Fur-
thermore we may note that, at low fields (F::; 2.5kVcm-1), a temperature cannot 
be defined for carriers in band 1 (see Fig. 9.11), but a carrier temperature may be 
defined for the complete system (see Fig. 9.6). The high e9-ergy structure in the 
low field band 1 distribution functions is related to optical phonon scattering, as 
was discussed in the previous section. However, thermalisation of carriers across 
the whole system is sufficiently effectiye as to compensate for this effect, and to 
give rise to a global distribution which is near-Maxwellian at high energies. 
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iQJl) ENERGY JLO§§ R.A'JrJE§ 
The power supplied to the carrier population by the electric field is given by 
eFvd per carrier. In the steady state, this is equivalent to the average rate of 
energy loss per carrier due to scattering; i.e., 
(9.1) 
(see, for example, Conwell, 1967). This formula can be used to obtain the energy 
loss rate from the Monte Carlo simulations. However, an alternative and more 
powerful method is available. The energy loss rate via a particular phonon emission 
process is defined as: 
(ae) = f000 hwP(e + hw)f(e + hw)D(e + hw) de at f000 f(e)D(e) de ' (9.2) 
where P(e) is the scattering rate for the given process, hw is the phonon energy, 
f(e) is the carrier distribution function and D(e) is the density of states. (A similar 
expression can be written for phonon absorption.) The denominator of the RHS 
of this equation simply gives the total carrier population of the system, nays· For 
a fixed phonon energy, the expression then reduces to: 
(af.) hw [oo -a =- P(e + hw)f(e + hw)D(e + hw) de. t nays 0 (9.3) 
The integral represents the weighted average of the scattering rate P(E) over the en-
tire region of the distribution within which the particular phonon emission process 
is possible. This quantity is given in the single particle Monte Carlo simulations by 
N jt8im., where N is the total number of scattering events via the given process and 
tsim is the total simulation time. Then, the Monte Carlo estimate of the average 
energy loss rate per carrier via a given phonon mode is simply 
(9.4) 
Since we have used a fixed phonon energy for the acoustic modes, we may obtain 
the total energy loss rate per carrier by summing contributions of the above form 
for all the phonon scattering processes included in the simulation. This gives 
{9.5) 
where i is an index for the phonon modes. However, the power of the method 
described above lies in its ability to resolve the total energy loss rate into all of its 
Electric Field Heating of Quantum Confined Holes 12Jl. 
constituent components, made possible in practice by the detailed breakdown of 
scattering events available from the Monte Carlo simulations. 
Fig. 9.22 shows the energy loss rate per carrier due to POP, NPO, AC and PZ 
processes, and the total energy loss rate, as a function of electric field. As in the 
case of electrons in 2D, energy loss is dominated by POP scattering, with the NPO 
rate around a factor of five lower. The AC and PZ rates are typically three orders 
~f magnitude below the POP rate, due to the much smaller phonon energy and 
the smaller scattering rates. The PZ energy loss rate is typically a factor of two 
lower than the AC rate. Fig. 9.23 shows the energy loss rates resolved into intra-
and inter-band components. We find, as expected, that the intraband components 
dominate, with over an order of magnitude of difference between the intra- and 
inter-band rates for each of the four classes of phonons. 
For quantum confined electrons, the predominance of POP scattering leads to 
a very simple dependence of the energy loss rate on carrier temperature. Assuming 
that POP absorption is negligible, and that an average scattering lifetime rpop 
may be defined: 
_1 __ f000 Ppop(€ + hw0 p)/(€ + hw0 p)D(€ + hwop) d€ 
Jgo /(€ + nw0 p)D(€ + hwop) d€ TpQp (9.6) 
we may write; 
(a€) = hw0 p Jgo /(€ + hw0 p)D(€ + hwop) d€ at rpop f000 !( E)D( €) d€ (9.7) 
(see Lyon 1986). The ratio of integrals simply represents the proportion of the 
carrier population lying above the optical phonon emission threshold. For a 
Maxwellian distribution of carriers at a carrier temperature Tc, the energy loss 
rate becomes 
(a€) = hwop exp (-hwop) l(knTc) at rpop knTc (9.8) 
where l(knTc) = f /(E)D(€ + hwop) d€/ f /(E)D(€) d€. 
For a parabolic band in 2D, I = 1, since the density of states is independent 
of energy. For the quantum confined valence bands 1 (knTc) cannot be determined 
algebraically; however, it is unlikely that this function will have a stronger tem-
perature dependence than the exponential term exp (-hw0 p / k B Tc) for any of the 
POP scattering processes considered. Thus, the total energy loss rate for quantum 
confined holes may be expected to have an approximately exponential dependence 
on carrier temperature, as observed for electrons in 2D. In Fig. 9.24 we have plot-
ted the total carrier energy loss rate on a logarithmic scale, as a function of 1/Tc, 
using the values for Tc presented in the previous section. 
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][t can be seen that, at high carrier temperatures (and therefore high electric 
fields) the energy loss rate follows quite closely the exponential law predicted 
above, with the datapoints asymptotic to the broken line of slope -hw / kn. There 
are three likely reasons for this high field response. Firstly, more carriers will 
be found in the higher energy states where the density of states varies relatively 
weakly with energy. Secondly, the scattering rate for carriers in these states is also 
nearly independent of energy, and thirdly, the high field distribution functions are 
closer to the Maxwellian form for a wide range of carrier energies (see Figs. 9.6 
and 9.11). 
At lower carrier temperatures (lower fields) the energy loss rate departs from, 
and is enhanced relative to the -exponential form predicted-by simple theory. The 
departure from the exponenti_al law reflects the fact that, at low energies, the 
densities of states in the quantum confined valence bands are strongly depen-
dent on energy. Also, at lower fields, the carrier distribution is dominated by the 
shoulder-like features caused by optical phonon scattering, so that the Maxwellian 
approximation does not hold good for the large population of carriers immedi-
ately above the (1-1) optical emission threshold. The enhancement of the rate 
relative to that for the simple model would appear to be due to the particularly 
large POP scattering rate near the 1-1 threshold. For carriers in this region, the 
average scattering time will be considerably shorter than that at higher energies. 
The quantity Tf>OP defined in equation (9.6) cannot, in this case, be regarded as 
independent of carrier temperature. It is of interest to note that Shah et al. (1985) 
have conducted experiments on the steady state electric field heating of holes in 
a GaAs quantum well at TL = 1.8K. Their results also indicates an exponential 
dependence of the hole energy loss rate on carrier temperature in the range of 
Tc where optical scattering is dominant. This trend would be expected to- carry 
over to higher lattice temperatures, since the form and magnitude of the POP 
scattering rate should remain much the same. That Shah et al. do not observe 
any deviation from the exponential response of the energy loss rate in the low field 
regime may be due to the effect of carrier-carrier scattering in their sample, which 
will drive the carrier distribution towards the Maxwellian form. 
Concerning the magnitude of the energy loss rate, the only relevant experimen-
tal data currently available is again that reported by Shah et al. (1985). The upper 
limit of their results predicts an energy loss rate of 1.4 x 10-9w = 9 x 10-3eVps-1 
at Tc = lOOK, which is very close to the low Tc end of our 77K data. The correla-
tion between our results and those of Shah et al. confirms the common assumption 
that 2D hole cooling is not significantly affected by such phenomena as phonon 
reabsorption, which is supposed to reduce the cooling rate of electrons in 3D and 
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2D. 
For carriers in bulk semiconductors, Conwell (1967) has derived an expression 
for the energ-y loss rate to polar- phonon modes, assuming a Maxwellian carrier 
distribution. The dotted curve on Fig. 9.24 shows the rate given by her theory for 
heavy holes in GaAs, neglecting overlap integral effects. The values are close to, 
but always greater than those obtained from our 2D simulation. The reduction in 
energy loss rate in the 2D case may be attributed to the effects of band mixing on 
the scattering matrix elements. 
The AC and PZ rates of Fig. 9.22 show a relatively weak dependence on electric 
field for most of the field range considered. This is probably a consequence of 
the fixed phonon -energy--approximation, which will lead to underestimates of the 
energy loss rates to acoustic modes at high fields when Eph,max = 2hv8 k can be 
quite large. For a 2D system, the rate of energy loss to acoustic (deformation 
potential) modes has been shown to be proportional to (Tc - TL) in the range 
of Tc where the equipartition approximation is valid (Hess and Sah 197 4; Ferry 
1977; Price 1982). However, for our fixed acoustic phonon energy scheme, the net 
energy loss rate due to a particular AC scattering process will be given by: 
( :; ) = Eac fooo (Pem(E + Eac)/(E + Eac)D(E + Eac) 
- Pabs(E)/(E)D{E)) dE X [fooo f(e)D(E) dE]-l (9.9) 
We now introduce the quantity P'(e), where 
Pem(E) = P'{E)(Nac + 1), 
JDabs(E) = P'(E)Nac, 
{9.10a) 
{9.10b) 
with Nac = 1/(exp(Eac/knTL) --1). Then, taking the carrier distribution to he 
Maxwellian with a temperature Tc, we may write for small Eac: 
( BE ) ( ( - Eac ) ) f0
00 
P' ( t:) f ( t:) D (E) dE 
at = Eac exp knTc (Nac + 1)- Nac X fooo f(e)D(E) de . {9.11) 
Defining 
1 J:' JD'{E)/(E)D{E) dE 
Tac fo00 /(E).D(E) dE (9.12) 
in the same manner as for POP scattering, and taking Nac ~ knTL/Eaci we obtain 
(BE)= E~c ( 1 - TL). at Tac Tc (9;13) 
Thus, in our simulation, we may expect the energy loss rate due to the AC pro-
cesses to saturate at high Tc. This is consistent with the very gradual increase of 
the AC energy loss rate with electric field shown in Fig. 9.22. 
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The actual magnitude of the acoustic energy loss rates are found to be quite 
strongly dependent on the value of phonon energy used. Fig. 9.25 shows the AC 
energy loss rate as a function of carrier temperature, for Ea.c = 1 and 2me V. The 
2meV rate is around five times larger than that for Eac = lmeV. Obviously, a 
twofold increase in the rates is expected, since the energy exchange per scattering 
event has been doubled. The extra increase occurs because, as the phonon energy 
is increased, the ratio of emission to absorption events also increases. Whilst 
this increase is small, it is the dt'fference between the numbers of emission and 
absorption events which gives the energy loss rate. This difference is generally 
much smaller than the actual number of scattering events for any given process, 
and can therefore change quite considerably when Eac is altered. 
This susceptibility of the acoustic energy loss rates to changes in Eac means 
that we cannot make any definite predictions concerning the effects of quantum 
confinement on these quantities. Fig. 9.25 also shows the AC energy loss rate for 
holes in a 2D parabolic band, obtained from the expression derived by Hess and Sah 
(1974). The similarity between the range of values spanned by our results and those 
predicted by the simple model indicate that the fixed phonon energy approximation 
does give physically realistic values for the acoustic energy loss rates. At high fields, 
the choice of Eac = 2me V should give the better approximation to the true energy 
loss rates, whilst, at low fields, the choice Eac = 1meV may be more appropriate. 
It should be emphasised, of course, that had we adopted the usual elastic and 
equipartition approximations for acoustic scattering in our simulations, we would 
not have been able to obtain any information on the acoustic energy loss rates at 
all. 
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WAVEVEC'i'OR JPJLANE 
The distribution of carriers in the 2D k-space plane, F (k) = F (f., fJ), can be 
readily obtained from the Monte Carlo simulations. Figs. 9.26(a-d) and 9.27(a-
d) show F(k) for carriers in bands 1 and 2 respectively, for fields of Jl., 5, 10 and 
20kVcm-1• The contours on each graph are lines of equal population density F(k), 
and are each indexed by a number from 1 to 15. The values of F(k) represented by 
these indices increase in a roughly logarithmic manner, with index 1 representing 
the lowest value. The fluctuations on the low index contours are statistic~! in 
origin, and occur, particularly in the band 2 distributions, because the the actual 
carrier population at the periphery of the distribution is-so low. 
In Fig. 9.26a it can be seen that, CJ;t F = 1kVcm-1 the distribution exhibits a 
fair degree of circular symmetry, with only a small extent of drift in the field direc-
tion (+kz). However, a sharp fall-off in the carrier population is already visible at 
k ~ 0.075A - 1, corresponding to the region of strong POP scattering beyond the 
1-1 optical emission threshold. At F = 5kVcm-1 tKe distribution has been further 
drifted in the field direction and shows a considerable degree of asymmetry. More-
over, the states on the low k side of the 1-1 optical emission threshold (in the +kz 
half-plane) are now markedly overpopulated, and the decrease in population above 
threshold is much steeper. These features correspond to the structure observed 
on the band 1 energy distribution functions ofFig. 9.11. It is clear that carriers 
passing the 1-1 optical emission threshold are subject to very efficient scattering 
into low k states, with very few carriers found beyond the 'pseudo' threshold at 
k ~ 0.081A -l (see section 7B.2). The 'bunching' (overpopulation) of carriers just 
below the optical emission threshold is a consequence of the weakness of scattering 
in this regJon. Fig. 7.11 shows that the total scattering rate here is smaller than 
that for states of lower k. 
In Figs. 9.26c and d it can be seen that the peak of the carrier distribution 
moves little as the field is increased, and certainly does not pass beyond the 1-1 
optical emission threshold, even at F = 20kVcm-1• However, at the higher fields, 
the distribution spreads to larger wavevectors in all directions, and, in particular, 
a significant proportion of carriers are now swept across the primary and pseudo-
1-1 optical emission thresholds to states of larger k in the +kz direction. 
Fig. 9.28 shows the variation of the band 1 distribution F(k) with k, along 
a line through k = 0 and parallel to the kz axis. The 'bunching' effect at F = 
5kVcm-1 (and, to some extent, at F = 10kVcm-1) is manifested by the large peak 
values of the distdbution occurring fork just below the threshold at k ~ 0.07 A - 1. 
At F = 20kVcm.-1 the peak value of the distribution is much smaller, and a 
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significant carrier population is evident at larger wavevectors. 
The twin protrusions on the trailing edge of the band 1 distributions at large 
lkvl - particularly evident for F = 20kVcm-1 - are a further consequence of 
the weakness of scattering just below the 1-1 optical emission threshold. These 
features indicate that, in directions perpendicular to the electric field, where the 
variation of F(lk) with k is not dominated by carrier drifting, the carrier population 
immediately below threshold is actually larger than that for lower values of k. This 
is a very weak form of the population inversion predicted by Fawcett et al. (1970), 
for electrons in bulk GaAs at states just below the intervalley scattering threshold. 
Figs. 9.27(a-d) show that, for band 2, the distribution F(k) retains a higher 
degree of circular symmetry at all values of electric field considered. At F = 
lkVcm-1 , a fall-off in the distribution is visible at k ~ 0.05A -l, corresponding 
to the threshold for 2-1 optical phonon emission. However, since the POP 2-1em 
scattering rate is relatively small, states above the threshold are well populated 
even at low fields. 
The difference between the response of the band 1 and band 2 k-space distri-
butions to electric field heating is the key to understanding the field dependence of 
the band 1 and 2 fractional populations shown in Fig. 9.3. Table 6.3 and Fig. 7.6 
show that the 1-2 optical emission threshold lies just beyond the pseudo-threshold 
for 1-1 optical emission. Now, we have established that, at low fields, very few 
carriers escape POP 1-lem scattering between the primary and pseudo-thresholds. 
Therefore, very few carriers are available for scattering into band 2. The 1-2 op-
tical emission threshold is effectively 'hidden' by the region of strong 1-1 optical 
emission scattering which immediately precedes it in k-space. 
Conversely, Figs. 9.27a and b indicate that 2-1 optical emission, although 
relatively weak, is effective even at low fields, as soon as carriers ate accelerated 
up to the threshold at k ~ 0.05A -t. Hence a net repopulation of band 1, relative 
to band 2 occurs. This repopulation persists until the field is high enough to sweep 
carriers in band 1 across the 1-1 pseudo-threshold into states where 1-2 optical 
emission is allowed. Thus, in Fig. 9.3, repopulation of band 1 is observed for fields 
up to 3kVcm-1, and the subsequent decrease in the band 1 population is very slow 
for fields below 10-12kVcm-1 • 
Finally, we have shown in Figs. 9.29 and 9.30, cross sections of F(k) in bands 1 
and 2, along the kz axis, for the zero field case. Whilst the band 1 distribution 
has a peak at k = 0, the plot for band 2 exhibits twin peaks, corresponding to 
diametrically opposite points on the circle of minimum energy (see Fig. 7.3a). Note 
that the occurrence of these peaks is not a density of states effect; rather, it arises 
due to the form of the energy dispersion in band 2, and the Maxwellian nature of 
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tion in band 1, viewed along a line in k-space parallel to kx and 
passing through k = 0. 
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the energy distribution function established at zero field (Fig. 9.19). 
CHAPTER 10 
COOJLTING OJF QUANTUM CONJFTINED HOJLE§ 
lOA TIN'JL'RODUCTTION 
In Chapter 9 we used our Monte Carlo simulations to examine some of the 
effects associated with the heating of holes in a GaAs quantum well by an in-plane 
electric field. In this Chapter we will turn our attention to the problem of hole 
cooling in a quantum well, and will investigate the time dependent relaxation of 
a range of non-equilibrium hole distributions. There has been much recent work 
on carrier cooling in low dimensional semiconductor systems, but in only very 
few cases have the quantum confined holes been considered. Whilst the cooling 
-· - ---
of electrons in quantum wells is commonly modelled as a single subband process, 
hole cooling is clearly a multisubband phenomenon for all but the narrowest of 
well widths. Our four band model of the GaAs/ AlAs quantum well valence band 
system will allow us to investigate the multisubband aspects of hole cooling. In 
particular, we may seek answers to several general questions: 
(i) How does the energy loss rate of hot holes depend on the number of subbands 
involved in cooling? 
(ii) How does the rate of depopulation of an upper sub band depend on the number 
of subbands beneath it? 
Some experimental workers have recently been able to probe the intersubband 
transitions of electrons in quantum wells. For wide (215A) GaAs/ AlGaAs wells, 
Oberli et al. (1987, 1988) deduced a lifetime in the order of several hundred pi-
coseconds for electrons in the second subband. This long lifetime is associated 
with the restriction to interband scattering by acoustic phonons only, because the 
separation of t,he fir~t and second sub bands is less than the optical pho}!Qil., en~rgy. 
The same authors also reported much faster scattering in narrower (116.A) wells, 
where the separation of the first and second sub bands exceeded the optical phonon 
energy. Seilmeier et al. (1987) obtained lifetimes of the order of lOps for electrons 
in the second subband of narrow (47-51A) quantum wells. Following on from this 
work, we may use our four band model of the quantum well valence band system 
to answer the additional questions, for the case of quantum confined holes: 
(iii) is there any evidence of the 'trapping' of carriers in a sub band energy minimum, 
(iv) and if so, under what conditions does this occur? 
Furthermore, we may examine the influence of the peculiarities of the quantum 
confined valence bandstructure on hole cooling; addressing questions such as: 
(v) How do the modifications of the phonon scattering matrix elements caused by 
band mixing affect hole cooling? 
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(vi) What is the infhien~e of the unusual features related to band· dispersion; e.g., 
the presence of off-zone-centre band minima and the associated peaks in the 
density of states? 
In order to investigate these points we have carried out time..:dependent simu-
lations using three different types of initial conditions: 
(a) .A '6-function' distribution. That is, all carriers occupy states of the same 
energy in the same band at t = 0. The carriers are randomly distributed 
around a circle of constant energy in 2D k-space. 
(b) .A single-subband heated Maxwellian distribution. All carriers occupy the same 
band, but have a Maxwellian distribution of energies characterised by a tem-
perature Tc- (> TL) at t = 0. 
(c) A multisub band heated Maxwellian distribution. At t = 0 carriers are spread 
over the whole four band system, but have a Maxwellian distribution of ener-
gies characterised by a temperature Tc• 
Case (a) can be regarded as an idealised model of the carrier distribution 
resulting from the photoexcitation of free carriers by a suitably narrow-beamwidth 
laser. In the limit of weak carrier-carrier scattering the distribution will remain 
essentially monoenergetic until cooling proceeds via phonon scattering. 
In a practical situation, carrier. populations may be generated at any energy 
point on the quantum well bandstructure, provided that the laser wavelength 
can be appropriately tuned. However, for most incident wavelengths, because 
of the multiplicity of conduction and valence subbands in the well, a number 
of photoexcited transitions will be possible; thus free carrier populations will be 
simultaneously generated at several distinct points on the bandstructure. Since 
the purpose of the work presented in this chapter is the attainment of a general 
understanding of quantum confined hole cooling, rather than the modelling -of a 
specific set of experimental conditions, we have carried out simulations with just 
one monoenergetic photoexcited population considered in each case. However, 
these simulations can still be used to give information on more general forms of 
the photoexcited distribution, as discussed below. 
Case (b) can be regarded as a model of the carrier distribution resulting from 
photoexcitation in the presence of strong intraband carrier-c.arrier scattering. This 
scattering is assumed to occur sufficiently quickly after photoexcitation that the 
carriers are thermalised, within a given band, after a time considerably shorter 
than the carrier lifetime for phonon scattering. 
Finally, case (c) can be regarded as a model of a photoexcited carrier distri-
bution in the presence of strong intra- and inter-band carrier-carrier scattering; 
such that the photoexcited population forms a thermalised distribution across the 
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whole. four band system, at an elevated temperature Tc, well . within the phonon 
scattering lifetime. 
Regarding case (a), we may also note that the carrier distribution f(€,l,t) 
at any time t, resulting from an initial a-function distribution at an energy e' is, 
in a sen:se, a Greens' function for the carrier cooling problem. That is~ f( e, £1, t) 
gives, at time t, the response of the system in terms of the energy state occupancy, 
to an influence at a single energy e1• Thus, it should, in principle, be possible to 
obtain the timedependent distribution /(E, t) corresponding to an arbitrary initial 
distribution g(E'), by evaluating the integral 
(10.1) 
This theorem is only true in the absence of carrier-carrier scattering, since this 
process would destroy the superposition property of the distributions f(e;e',t). 
We will not make any explicit use of this principle: however, we will draw on it 
implicitly, insofar as we will regard the cooling of the a-function distributionS as 
representative of *e cooling of that portion of any arbitrary initial distribution 
within which a large carrier population is concentrated around the corresponding 
value of energy. 
In all three cases, the initial distributions in the Monte Carlo simulations rep-
resent excess carrier populations which, in practice, will be superposed on some 
background carrier density. We will assume that this backgound population is 
small, and that its effect· on carrier cooling can be neglected. Simulations using 
initialdistributions of the types described at (a), (b) and (c) will be labelled by 'a' 
(a-function), 'sM' (single band Maxwellian), and 'mM' (multiband Maxwellian) 
respectively. Goodnick and Lugli (1988), using a simple effective mass model of 
quanttifii confined heavy holes in a Monte Carlo simulation, ·have suggested that 
thermalisation of a photoexcited population via (intraband) carrier-carrier scat-
tering occurs within 50fs (for an injected hole density Pinj ~ 1016cm-3). In a 
previous paper (Lugli and Goodnick 1987), the same authors suggest that inter-
band electron-electron scattering in a GaAs quantum well is very weak (for ninj 
typically 5 x 1017cm-3). If the latter result is also true for the quantum confined 
holes, then the simulations using initial distributions of type (b) above may give 
the most representative picture of 2D hole cooling. 
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JWB\ 'JrRAN§l!EN'I' HOJLE COOJLTING §TIMUJLA'I'TION§ 
In this section we will present results from the 6-, sM- and roM-simulations of 
quantum confined hole cooling desc"ribed above. We have carried out 6-simulations 
using initial monoenergetic distributions located at a variety of significant energy 
points on the quantum,confined valence bandstructure, including the zone centre 
energy minimum in band 3, and the off-zone-centre minima in bands 2 and 4. 
Fig. 10.1 shows the position of the initial carrier energies for the various cases 
on the band dispersion curves. For the sM- and roM-simulations we have taken, 
for the most part, initial distributions with average energies corresponding to 
those in the 6 cases, to facilitate a direct comparison of the carrier cooling rates. 
Table 10.1 gives a summary of the exact conditions used in each simulation, for 
all three categories 6, sM, and mM. 
Jl.OB.Jl.: Prototype JH[ole Cooling Simulation 
Simulation 61: E(t=O) = 0, band 4. 
In this simulation, the initial carrier distribution is monoenergetic at the band 
4 minimum. We will use this case as a first example of the 6-category of simula-
tions, to illustrate some of the basic characteristics of hole cooling in the quantum 
confined system. The example relates well to the photoexcitation picture described 
in the previous section. For incident light of the appropriate wavelength, a large 
population of holes will be created at the band 4 minimum, by direct electron 
transitions to the first conduction subband. Transitions from the lower index va-
lence bands will also occur, but the hole populations thus created will be much 
smaller than that at the band 4 minimum, because of the very large density of 
states in that region. 
We have carried out simulations using acoustic phonon energies fac of 1 and 
2meV. Figs. 10.2 and 10.3 show the time dependence of the fractional populations 
(n} and mean energies (E} in each band, for fac = 1me V, and Figs. 10.4 and 10.5 
show the same parameters for the fac = 2me V case. 
Fig. 10.2 shows that the majority of the carriers are scattered out of band 4 
within the first picosecond after excitation, and that depletion of the band is 
virtually complete after 2ps. Bands 1 and 2 show significant repopulation on the 
1ps timescale. The dominant scattering processes during this period are POP 4-1 
and 4-2em, and the larger population of band 1 at early times reflects the higher 
4-1 scattering rate from states in the band 4 minimum. Band 3 repopulates only 
very slightly, since the threshold for 4-3 optical emission is some 5me V above the 
band 4 minimum. 
At t R: 2ps we see on Fig. 10.2 that the repopulation of bands 1 and 2 virtually 
ceases. Eventually, a very slow increase in the band 1 population is observed, 
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JFig 10.1 In-plane energy dispersion of bands 1. . .4, showing the locations of 
the initial monoenergetic carrier distributions used in simulations 
61 ... 10, and the positions of the single and double optical phonon 
emission thresholds relative to the band 1 minimum. 
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Simulation Initial Ei(t=O) meV Eav(t=O) meV Comments 
Band (i) relative to band 1 
81 4 0.00 55.55 Band 4 minimum 
62 4 7.20 62.75 POP 4-3em threshold+ Eac 
63 3 38.41 62.75 
64 2 46.85 62.75 
65 1 62.75 62.75 
66 4 21.25 76.80 21iW0 p + 2Eac 
67 3 0.00 24.34 Band 3 minimum 
68 2 8.44 24.34 
69 2 0.00 15.90 Band 2 minimum 
610 3 14.10 38.44 hwop + fac 
Table 10.1a: Key to 6-Simulations 
Simulation Initial Tc(t=O) K Ei(t=O) meV fav(t=O) meV Comments 
Band (i) relative to band 1 
sM1 4 132 7.20 62.75 Eav as for 62-5 
sM2 4 222 21.25 76.80 Eav as for 66 
sM3 3 56 6.10 30.44 
mM1 475 62.75 Eav as for 62-5 
mM2 173 24.34 Eav as for 67 
'.!!.'able ].O.lb: Key to sM- and mM-Simulations 
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with a corresponding decrea.Se in the band 2 population. These ,trends persist 
through to t = lOOps and beyond. Fig. 10.4 shows that, in the fac = 2me V case, 
the depopulation of band 2 commences immediately after the maximum in (n2) 
at t = 2ps. The steady state values of (n1) = 0.87, (n2) = 0.13 at zero field (as 
obtained from our single particle simulation) are almost attained by t = lOOps. 
The marked change in B(n) I at at t = 2ps in both bands 1 and 2 indicates 
a transition from 4-1 and 4-2 (POP) scattering to 2-1 scattering. The latter 
must procede via acoustic phonon modes, since carriers which have scattered from 
band 4 by the emission of an optical phonon will now lie below the threshold for 
optical scattering into the band 1 minimum. The slow rate of change of population 
in bands 1 and 2 exhibited in Figs. 10.2-and 10.4 for all t > 2ps is consistent with 
the activity of inter band acoustic modes, which have relatively low scattering rates. 
Thus we have, already, evidence for the formation of a bottleneck of carriers at 
a band minimum. Since the threshold for 2-1 optical phonon emission is some 
20meV above the band 2 minimum (Table 6.3), carriers scattered from band 4 
into low energy states in band 2 cannot escape sufficiently quickly, via the weak 
acoustic modes, to prevent a significant overpopulation of the band relative to the 
thermal equilibrium situation. 
It is interesting to find that B(n) I at in bands 1 and 2 is so clearly dependent 
on the value of fac used in the simulation. There are two reasons for this. Firstly, 
for fac = 2me V the probability of carriers returning to band 2 via AC 1-2abs 
is reduced, and the strength of the competing AC 1-lem process is increased. 
Secondly, with the higher acoustic phonon energy, that proportion of the carriers 
scattered out of band 2 by AC 2-lem which still have sufficient energy to be 
scattered back into the band by AC 1-2emis reduced. In reality, with the acoustic 
phonon energy continuously vaFiable, the true rates of change· of population in 
bands 1 and 2 are likely to lie somewhere between those depicted in Figs. 10.2 and 
10.4. For all the following sets of simulations we have taken fac = 2meV, which 
more clearly demonstrates the role of acoustic scattering in hole cooling, although 
we accept that the rates of de-/re-population and the energy loss rates may, in 
some circumstances, be overestimates of the true values. 
Fig. 10.3 shows that after around 5ps the band 3 mean energy begins to desta-
bilise; falling from the hitherto constant value of f ~ 32me V (consistent with 
scattering of carriers from band 4 by acoustic phonon absorption). This relatively 
large drop in mean energy is indicative of scattering of carriers to low energy states 
in band 3 by optical phonon emission. The time delay of 5ps endured before op-
tical scattering takes effect represents the time taken for carriers to migrate up to 
the optical emission threshold by successive absorption of acoustic phonons. For 
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Eac = 2meV, Fig. 10.5 shows that this time delay is reduced to around lps, in which 
case a significant proportion of the population formed in the band 3 minimum will 
have been scattered directly from band 4. In both Figs. 10.3 and 10.5, the overall 
average energy becomes asymptotic to the band 1 mean energy after around 2ps. 
This indicates that within f-2ps almost all of the carriers have emitted one optical 
phonon, giving an average energy for the system close to Eav(t=O) - hwop· 
The energy loss rate in an ensemble simulation may be obtained in a similar 
manner to that described in Section 9D for the steady state case. A record can 
be obtained, from the simulation, of the number of scattering events of each type 
occurring during each timestep. If this number is N(t) for a particular process, 
then the energy loss rate per carrier due to this process at a time t = t 1 is given 
by 
liwN(t') 
Nens tstep 
(10.1) 
where Nens is the ensemble size and tstep is the timestep duration. A practical 
complication arises when estimating the energy loss rates in an ensemble simula-
tion; namely that, for short timesteps, the number of scattering events via certain 
modes may be so low that the rates obtained from the above equation are subject 
to large statistical fluctuations. It is for this reason that we have used such a large 
ensemble size (Nens = 50000) in these simulations; reasonably accurate results for 
the basic time dependent Monte Carlo estimators (e(t)) and (n(t)) can be obtained 
using an ensemble of no more than 20000 particles. 
Fig. 10.6 shows the average energy loss rate of the carriers as a function of 
time, resolved into components for intra- and inter-band scattering via optical 
and acoustic modes. Only the Eac = 2me V case is shown. The t=O energy loss rate 
is approximately 6 x 10-2eVps-1 which corresponds to the steady state rate for 
F ~ 8kVcm-1 (Tc ~ 190K). As discussed above, energy loss in the first 2-3ps is 
dominated by inter band optical phonon scattering. However, at t ~ 3ps a crossover 
occurs, with energy loss domLnated by intr.aband acoustic scattering thereafter. 
This acoustic scattering is principally AC 1-1 ern (with some PZ 1-1em), as the 
large population formed in band 1 shifts towards the band minimum. The acoustic 
energy loss rate here has a maximum value of approximately 2 x 10-4eVps-1; 
around twice that observed in the steady state simulations. This confirms that, 
after the initial phase of carrier scattering out of band 4, the carrier distribution, 
though far from equilibrium, is concentrated at energies below the lowest (1-1) 
optical emission threshold. The steep fall-off in the optical energy loss rates over 
the 2-4ps timescale indicates that, whatever the true values of the acoustic energy 
loss rates (see Section 9D), these will still form the dominant contribution to the 
total rate at all later times. 
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At t = lOOps the total energy loss rate is very low, indicating that thermal 
equilibrium has almost been attained. The lack of any contribution to the energy 
loss rate from the intraband acoustic modes at early times (t < 0.3ps) is a con-
sequence of using an initial distribution in which all the carriers occupy states at 
the band minimum. Initially, intraband acoustic scattering can only proceed via 
phonon abso'i'ption; hence the corresponding energy loss rate is actually negative. 
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Depe:ndlence of. JHrole Cooling oh th.e 
N llimber ol1' .§lJI b})a:rr:n.ds present 
In this, section we will investigate the changes in hole cooling in the quantum 
well valence band system introduced by varying the number of sub bands involved 
in the cooling process from four down to one. To this end, we have used four sets of 
simulations, which we will label 62-5. These simulations all have a monoenergetic 
carrier distribution at t = o, with carriers having the same energy relative to 
the band 1 minimum in all four cases, but located in bands 4,3,2 and 1 for 62-5 
respectively (see Fig. 10.1 a11d Table 10.1 for details). 
Simulation 62: €(t=O) = 7.2meV, band 4; fav = 62.75meV. 
-
The initial energy for this simulation Vl;'as chosen so that the carrier population 
in band 4 was located above the threshold for 4-3 scattering via optical phonon 
emission. The <;onseq~ent opportunity for strong scattering of carriers into band 3 
ensures that cooling in the 62 simulations occurs via all four subbands. We will 
firstly ascertain how this modifies the cooling process with respect to the 61 case. 
Fig. 10.7 shows (n(t)), and Fig. 10.8, (€(t)) for the four bands. The principal 
difference between the 61 and 62 simulations is that, in the latter case, band 3 
aquires a very large population within the first picosecond after photoexcitation, 
and the populations of bands 1 and 2 during this period are correspondingly re-
duced. The size of the band 3 population at t = lps reflects the strength of POP 
4-3em scattering which, being an inter-anticrossing-band process, has a particu-
larly large matrix element (see section 6C.l). We see on Fig. 10.8 that the mean 
energy in band 3 is near zero even at the earliest times shown, in contrast to its 
response in the 61 case. This again indicates the rapidity of 4-3 optical scattering. 
Conversely, the extent of 4-2 opti<;al scattering is considerably reduced. The large 
valu:e of (t2) rieaYt....:.o-indicates tHat most of the carriers in the band occupy high 
energy states, havip:g been scattered from band 4 via acoustic modes. The overall 
average energy falls gradually during the first picosecond as the number of carriers 
which have entered the low energy states via optical scattering increases. 
Now, carriers near the band 3 minimum cannot emit an optical phonon: thus, 
the rate of decay of the large band 3 population after t = lps is expected to be 
slow. This can be seen on the lOps timescale of Fig. 10.7. Furthermore, band 2 
also experiences overpopulation, but the effect occurs on a much longer timescale 
than in the 61 simulations. We may conclude that band 3, which initially diverts 
carriers from band 2, subsequently feeds this band, giving rise to the successive 
occurrence of carrier bottlenecks in the two bands. As a consequence, the fraCtional 
populations of the bands have still not converged to their thermal equilibrium 
values by t =lOOps. 
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Fig. 10.9 shows the energy loss rate plot for the 62 simulations. It can be 
seen that the total rate is larger than that for the 61 case at early times - due 
to the strong POP 4-3em scattering - however the rate falls off more· quickly. 
The disappearance of the intraband optical contribution to the energy loss rate 
between t = 2 and 8ps is due to net phonon absorption in band 3 during this 
period. With reference to Fig. 6.16 we can see that the 3-1 and 3-2 acoustic 
processes are very weak; hence depopulation of the band 3 minimum must also 
involve POP 3-3abs. Most of the carriers scattered in this way are subsequently 
scattered into band 1, where their excess energy is dissipated via POP 1-lem. 
We may conclude that, after the initial period of fast optical phonon emission, 
energy loss is delayed due to the accumulation of a large populat~on of carriers 
in the band 3 minimum where the scattering rate is low. Fig. 10.9 shows that 
energy dissipation is still measurable at t = lOOps, again indicating that thermal 
equilibrium has not yet been attained. 
Simulations 69-5: e(t=O) = 38.41meV, band 9; E = 46.85meV, band 2; 
e = 62.75meV, band 1; Eav = 62.75meV throughout. 
In Figs. 10.1Q-12 we have shown the time dependence of the fractional popu-
lations and, in Figs. 10.13-15, the energy loss rate plots for the three cases 63-5. 
Also, in Table 10.2 we have given the values of overall average energy at various 
times for all four cases 62-5. Referring to this table, in conjunction with the 
energy loss plots, it is clear that in the first 2ps of the simulations when optical 
scattering is dominant, carrier cooling is fastest for 65, then 64, 62 and lastly, 63. 
However at t = lOps, well within the acoustic dominated cooling regime, whilst 
carrier cooling in the 65 case is still the fastest, the extent of cooling is now very 
similar for 62 and 63, with the 64 simulation now exhibiting the slowest cooling. 
This general-trend remains unchanged after lOOps. 
The period of very fast cooling at early times in the 65 case is due to strong 
POP 1-lem. The t = 0.1ps energy loss rate is in excess of 10-1eVps-1, corre-
sponding to the power dissipation of a carrier distribution heated to Tc ~ 400K 
in the steady state (see Fig. 9.24). A high initial cooling rate is also obtained 
in the 64 simulation due to strong intraband (2-2) POP scattering. In contrast, 
energy loss in the 63 case is initially slow, because both intra- and inter-band 
optical scattering in band 3 are relatively weak. Comparing the four energy loss 
rate plots (Figs. 10.6 and 10.13-15), we can see that the transition from acoustic 
to optical phonon dominated cooling occurs after the shortest time (only~ 0.7ps) 
in the 65 simulation. However, the intraband acoustic energy loss rate is large 
(around 2 x 10-4eVps-1 -see comment in previous section) throughout the first 
lOps of the simulation, due to the strong AC and PZ 1-lem scattering of the large 
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t(ps) Eav (meV) 
82 83 64 65 sMl mM1 
0.0 62.75 62.75 62.75 62.75 62.76 62.77 
0.5 36.80 39.85 30.78 26.58 35.80 31.78 
1.0 29.40 31.55 27.12 26.35 27.40 24.63 
1.5 27.48 28.43 26.69 26.23 24.28 21.84 
2.0 26.71 27.18 26.53 26.11 22.84 20.42 
2.5 26.53 26.65 26.52 26.03 22.01 19.59 
5.0 25.91 25.99 26.29 25.38 20.29 17.68 
7.5 25.35 25.43 25.88 24.69 19.31 16.81 
10.0 24.72 24.73 25.32 24.07 18.53 16.21 
100.0 12.75 12.77 12.87 12.66 12.29 12.04 
thermal equilibrium value: 11.93meV 
Table ].10.2: :Ene:rgy Relaxation in the 62-5, sMJI. and mMJI. §imulations 
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band 1 population. Hence the total energy loss rate remains higher than that for 
62-4 within the intermediate (:n. -lOps) tirrie range. In contrast, the total rate for 
the 64 simulation falls very low during this time interval (Fig. 10.14). This can be 
ascribed to the rehttive weakness of AC 2-2em scattering (away from the band 2 
minimum), compared with AC 1-1em. Comparing the fractional population plots 
for the four cases (Figs. 10.4 and lO.lQ-12), it can be seen that, in the 1-:Wps 
range, by far the lowest band 1 population is obtained in the 64 case. This implies 
that the energy loss rate in the acoustic dominated regime ( t > 1-3ps) is broadly 
dependent on the number of carriers present in band 1, since the largest acoustic 
scattering rates are found here. The remarkably low rate of depopulation of band 2 
in the 64 case is due to the competition between POP 2-1 and 2-2em, of which 
the latter is the stronger process. In the 63 case, depopulation of band 3 is faster, 
because intra band optical phonon emission is considerably weaker; however, the 
depopulation rate is .still significantly slower than a(n4) 1 at for the 62 simulation, 
where the total optical scattering rate out of the band .4 initial states is consid-
erably larger. Overshoot of the band 2 population can be observed in the 62, 63 
and 65 simulations. However, it is clear that carrier trapping (bottlenecking) in 
band 2 is worst in the 64 case, since, after the initial phase of optical scattering, 
some 90% of the excess carrier population is located in states below the lowest 
optical emission threshold in band 2. Indeed, because of the relative ineffective-
ness of the POP 2-1em process, it could be said that even the high energy t=O 
population is essentially trapped within the band (though this does not affect the 
initial phase of power dissipation). 
We may conclude, from this study of hole cooling via different numbers of 
subbands, that cooling via just one band is the most efficient route. This is the 
logical result, since we have seen that the highest scattering rates in the quan-
tum confined valence barid system are generally those fo-r the intraband processes 
for both optical and acoustic modes. For band 1, the principal intraband rates, 
POP 1-1em and AC 1-1em, are both particularly large for a wide range of en-
ergies/wavevectors, compared with those in other bands. Also, in the one band 
case, cooling is not expected to be inhibited by carrier trapping effects, although 
a small transient overshoot of the band 2 population in the 65 simulation was 
observed. Concerning multisubband cooling, we found that the overall power loss 
for cooling via four and three subbands was much the same, due to the extremely 
fast depopulation of band 4 in the former case. Evidence for carrier trapping in 
low energy states in bands 3 and 2 was observed in both these cases. Whilst we 
argued, earlier in this section, that carrier trapping in band 3 formed the larger 
barrier to the relaxation of the carrier population to thermal ~quilibrium, because 
of the small scattering rate near the band minimum: we now find that carrier 
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trapping is more detrimental to the relaxation ratest when the carrier population 
is initially generated in band 2, since intraband optical scattering acts to retain the 
population within the band. It is also clear that, because of the strong intraband 
acoustic scattering in band 1, the overall energy loss rate for a nonequilibrium 
carrier population generated in any of the upper bands of the quantum confined 
system will be governed, to a fair extent, by the efficiency with which carriers can 
be transferred into band 1, irrespective of the number of intervening bands. 
Finally, we may note that, for simulations 83-5, in which the initial carrier 
populations were generated in bands of index 3 or lower' the role of the higher 
index band (4) in carrier relaxation was negligible. This confirms that the neglect 
of bands of index greater than 4 in simulations such as 81 and 82 is an entirely 
reasonable approximation. 
t i.e., both the energy loss rates and the rates of de-/re-population of the various bands 
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Cooling of §inglie- and Mll.dti~band 
JBieatmll Maxwemall'A DistJributions 
Ss'mulation sM1: Tc = 132K, band 4. 
In this simulation, all carriers were initially located in band 4, having a 
Maxwellian distribution of energies characterised by a carrier temperature of 132K. 
This value was chosen to give an initial mean energy for the carriers as close as 
possible to that for the simulations 82-5. Figs. 10.16-17 show the time dependence 
of the fractional populations and mean energies for the simulation, and Fig. 10.18 
gives the eriergy loss rates. 
The initial (t = O.lps) energy loss rate is approximately 7.5 x w-2eVps-I, 
which is greater than that for simulations-81-3, but less-than that for 84-5~ The 
general form of the energy loss plot bears most resemblance to that for the 81 
simulation. Energy loss at early times is dominated by interband optical scattering; 
the relative sizes of (n1), (n2) and (n3 ) after 1ps (Fig. 10.16) reflect the relative 
strengths of POP 4-1, 4-2 and 4-3em, averaged over the band 4 Maxwellian 
distribution. We see that POP 4-1em is dominant, as in Sl, with POP 4:_3em 
relatively weak. This is because the majority of carriers in the initial distribution 
lie below the 4-3 optical emission threshold. The rate of depletion of band 4 over 
the first picosecond of the simulation is slightly faster than that for the 81 and 62 
cases. 
Fig. 10.19 shows the time evolution of the as-sampled carrier distribution in 
band 4, within the first picosecond of the simulation; The t = 0 distribution is a 
combination of the Tc = 132K Maxwellian distribution of energies, and the density 
of states function in band 4. This distribution is rapidly eroded within t = 1ps, 
with much scattering of carriers out of the upper energy states. The shoulder 
which develops at £ ~ 36meV corresponds to the 4-4 optical emission threshold. 
A large population is retained in the band 4 minimum; due to the large density 
of states there, and also as a result of the weaker scattering below the 4-3 optical 
emission threshold. This could be construed as a carrier trapping phenomenon 
in band 4; however, it would only have any significant effect on carrier cooling if 
all interband scattering was dominated by optical, rather than acoustic phonon 
modes. This will be the case for quantum wells of sufficiently narrow width, as we 
will discuss in Section lOC. 
An important difference between sM1 and the 6-simulations is that, in the 
former case, optical phonon mediated cooling persists to much later times. A 
crossover from optical to acoustic phonon dominated cooling occurs at t ~ 6ps in 
sM1, but both intra- and inter-band optical modes continue to contribute to energy 
loss beyond this time. Consequently, the overall average energy falls notably faster, 
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over the first JI.Ops of the simulation, than that for 65 -the fastes_t c()olirig of the 
four comparative cases 62-5. Values of (eav(t}) for simulation sMl at various times 
are given in Table 10.2. 
Referring to Fig. 10.16, we find that overshoot of the band 2 and 3 populations 
still occurs, and is on a timescale consistent with that for 61, rather than 62 ( cf. 
Figs. 10.4 and 10.7). A consequence of the spread of energies in the initial sMl 
distribution is that part of the carrier population created in band 2 at early times 
lies above the 2-1 optical emission threshold. Therefore, (n2) is suppressed at 
early times, relative to (n1), due to POP 2-1em. Hence, only part of the band 2 
population is 'trapped'. This is one of the origins of the prolonged contribution of 
interband optical scattering to the total energy loss rate. 
Simulation mM1: Tc = 475K 
In this simulation, at t = 0 carriers were spread over all four bands in a 
Maxwellian distribution of energies characterised by Tc = 475K. The carrier tem-
perature was chosen to give an initial distribution with the same overall average 
energy as that for the simulations 62-5 and sMJ. The initial average energy corre-
spondS to a temperature of (eav) /kB = 728K; thus, even in the absence of carrier 
drifting, the carrier temperatures for non-equilibrium Maxwellian distributions in 
the quantum well valence band system differ substantially from those expected for 
a simple 2D band (see Section 9C). 
The initial· distribution is stochastically generated at the beginning of the 
Monte Carlo simulation by first allocating carrier energies (relative to the band 1 
minimum) according to the Ma.Xwellian probability distribution, and then dis-
tributing the carriers between the four bands, in a manner determined by the 
ratio·s of the densities of states in each band, at each value of eriergy concernea. 
F,igs. 10.20 and 10.21 show the time dependence of the fractional populations and 
mean energies in the four bands, including the initial values. At t=O, the fractional 
populations decrease with increasing band index; thus, no population inversion ex-
ists, contrary to the initial conditions for sM1 and 61-4. Fig. 10.21 shows that 
the mean energies in bands 3 and 4 at t = 0 are rather high. This unexpected 
result can be understood by examining the form of the initial carrier distributions. 
Figs. 10;22-25 show the as-sampled distributions in bands 1-4 respectively, within 
the first picosecond of the simulation: The t=O distributions show that the carrier 
populations in bands 3 and 4, whilst being smaller than the populations in the 
lower bands, are nevertheless spread right across the 100me V energy range shown. 
This is a consequence of the larger densities of states in bands 3 and 4 at high 
energies, which give rise to population inversion within both bands. 
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The four sets of carrier distributions give a very dear picture of the ther-
malisation process which takes place immediately following the formation of the 
hot Maxwellian distribution. From Figs. 10.22-24 it may be deduced that strong 
optical scattering occurs in all the first three bands. The band 1 distribution is 
significantly modified by POP 1-lem, even after 0.2ps. In band 2, shoulders form 
in the distribution at approximately 20 and 36meV, corresponding to POP 2-1 
and 2-2em respectively. The accumulation of carriers which develops at around 
E = 36me V within t = 1ps is created by POP 2-2abs scattering of carriers from the 
band 2 minimum. This feature is effectively a 'phonon replica' of the extremely 
large f.= 0 population. Fig. 10.24 depicts the development of a shoulder in the 
band 3 carrier distribution corresponding to the threshold for successive 3-3 plus 
3-2 optical phonon emission, although much depletion of states slightly higher in 
energy occurs by successive 3-3 optical emission events. 
Fig. 10.26 shows the energy loss plot for the mM1 simulation. The initial 
(t = O.lps) cooling rate is greater than that for the sM1 simulation, but still less 
than that for the 64 and 65 cases. Unlike sM1, the initial phase of cooling here is 
dominated by the intraband optical modes; principally POP 1-lem. A crossover 
of the intra- and inter-band optical energy loss rates occurs at t ~ 0.6ps, which 
we attribute to a decay in the intensity of POP 1-1em scattering. The acoustic 
energy loss rates are low, compared to the previous cases investigated, and decrease 
with time. Thus, no optical/ acoustic crossover is observed; the optical modes 
remain dominant in power dissipation throughout the timescale shown. Apart 
from these points, the mMl energy loss response is broadly similar to that for the 
sM1 simulation. The strength of intraband optical scattering at early times means 
that, fort= 1ps and beyond, cooling of the mM1 initial distribution is faster than 
that for both sMl and 65. Values of (Eav(t)) are given in Table 10.2. 
Looking at the fractional population response of Fig. 10.20, it can be seen 
that no overshoot of the band 2 population occurs, as has been observed in most 
of the previous cases. This is principally because the carrier population is more 
evenly distributed between the bands, with no unusually high concentration at 
any single location in energy space from which strong interband optical scattering 
into band 2 may occur. Obviously, the elimination of the carrier 'bottleneck' at 
the band 2 minimum contributes to the increased efficiency of energy loss in the 
mMl simulation. However, it may be argued that, whilst the average energy of 
the carrier population at t = 0 is the same as for simulations sMl and 62-5, the 
initial distribution of the carriers across the four bands represents a situation less 
far removed from thermal equilibrium than those cases in which the carriers are 
initially confined to a single band. 
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Simulation 66: E(t=O) = 21.25meV, band 4. 
The energy of the initial monoenergetic carrier distribution in this simulation 
was chosen to be just greater than the threshold energy for scattering into the 
band 1 minimum by the successive emission of two optical phonons. Kn this case, 
energy loss, and repopulation of band 1 are expected to be faster than observed 
for simulations such as 61 and 62. Figs. 10.27-28 show the time dependence of the 
fractional populations and mean energies for the simulation, and Figs. 10.29-30 
show the energy loss response. 
As expected, the energy loss rate is high (> w-1eVps-1) in the initial phase 
of cooling, and is predominantly due to interband optical scattering. Fig. 10.27 
shows that depletion of the initial band 4 population is almost complete after 1ps, 
representing a considerably faster depletion rate than observed in the previous 
simulations. The population of band 3 rapidly becomes very large ( (n3)max = 0.55 
at t = 0.7ps), due to strong POP 4-3em (see section 10B.2). Fig. 10.28 shows the 
band 3 mean energy virtually fixed at 17me V throughout the 1ps timescale. This 
value corresponds to E(t=O) - hw0 p; hence carriers in band 3 at this stage can still 
scatter out of the band by further optical phonon emission. However, the band 3 
population is slow to decay, since the POP 3-1 and 3-2 processes are quite weak. 
Conversely, the population in band 2 grows to no more than (n2) ~ 0.16, just 
greater than the thermal equilibrium value, before decreasing after only 0.45ps. 
The detailed breakdown of scattering events for the simulation shows that, within 
the first picosecond, 4-2 optical emission is more prevalent than 4-1 optical emis-
sion, and that there is a good deal of 2-1 optical scattering. Thus, we may conclude 
that band 2 is initially re-populated by POP 4-2em, and then rapidly de-populated 
b~ POP 2-1em. This serves as an important route by which band 1 is initially 
repopulated. Fig. 10.28 shows that (EI) decreases rapidly from around hwop at 
t = 0.05ps to below 10meV after 1ps, indicating that most of the carriers in 
band 1 have emitted two optical phonons by this time. 
Looking at the 10 and lOOps timescales on Figs. 10.27-28, it is clear that the 
population in band 1 rises too high, and that in band 2 falls too low. (n1) reaches 
a maximum value at t = 15ps, and then begins to relax. Also, the mean energy in 
band 1, and the overall average energy fall below their thermal equilibrium values, 
reaching minimum values at t = 4.5ps and t = 15ps respectively. Clearly, optical 
scattering into the low energy states in band 1 is too strong to allow a monotonic 
relaxation of the system towards thermal equilibrium, and a transient 'overcooling', 
or 'supercooling' effect occurs. This phenomenon is vividly demonstrated on the 
energy loss plots of Figs. 10.29-30. The total energy loss rate falls sharply from its 
;, !J 
c 
0 
,., o. a 
(ll 
...J 
::J 
a... g_ 0. 6 
...J 
(0 
c 
0 0." 
'> u 
(0 
L 
lL 0 . .2 
KE.f 
-.t3,.-,cJ·, 
~ Bs:->d 2 
-+-+~·~3 
~aa ... ~ '-t 
....... 
... 
/ 
I 
+',. 
~, 
·f ~"t-~ ~~ 
'([( 
...- Ba:>d ; 
~ clard 2 
--,...; e~ ,~ :. 
~~-.:!·-,' 
~ * ..... A. A< .~ ole )!( ;I( Ali ~· 
<:F I 
~Band~ 
~ :3~r-,c; ~ 
...... ~ . 3 
··;---<'(-------( .... 
.. \ ~~~~ 
IJ. !J .. ~ I \::: ' - ~ e_!_!..~~_:-~ ~-"Yi/Jr • '-~ ! < I ="' I I lc r t ............. ==+ ......,..,.... W=_..f; 
0. 0 0. 2 '). 't IJ. 0 IJ. a I) 2 't 6 d ,r) I) l') "+I) {0 ciJ 
T!rne 
i. 0 
(ps' T i ~•e Ips) T i '1 18 
Fig 10.27 Simulation 66. Time dependence of the fractional populations in bands 1-4. TL 
€ac = 2meV. 
~cs 
'p.s \ 
77K; 
~ 
0 
-;;· 
<Q 
~ 
I;) 
~ 
l;:l 
~ 
._ 
~ 
3 
~ 
~ 
~ 
~ 
l;:l.. 
~ 
-~ 
"' 
0. OS 
0. ')4 
> Q) 
0. 03 
>--
m 
L 
Q) 
c 0. ')2 
LJ.... 
0. IJ1 
0. 00 
' 
' 
' 
' 
"' 
IJ. 0 'J. 2 0." 
"' 
0. c: 
...... 
I(Ef 
:lit"------ aand i 
~ 3·nnci 2 
+-+-+ - , ... )1 3 
~~Q.IJ "f 
-- - O·,e-a ~ ~ 
~VG:"d9<:l 
0. d ; . IJ ') 
T 1 'Y.e 1ps) 
':E' 
~d,.nd • 
~Sand 2 
·~- :13 ~ 3 
+--+--< :Jd .·.1 t 
0Je-a l ~ 
've··age 
~::::S-v' 
'·., - . ~
"" ·- - -~ ------
. ,.,. , . " , , . -•; • ·K 
>K >IE >IE " ,( ,~ .K ,( :K >iC >k X >.< ,K ;>( > · 
2 , 6 .3 iO 'J 
T i 'T.e Ips) 
' .. 
.:.0 
l(f' 
..._.,....., da-.J 
+-l--1o a an~ ? 
-Band 3 
\· ~---< "j .: ' 
8·e--;; 
1\ve--ag&::; 
-~ ..,---;; ·~ ~ " o;. e & ~ o;. , •> 
... o !0 a~ ,')') 
T; ·r.o:3 1ps) 
Fig 10.28 Simulation c56. Time dependence of the mean energies in bands 1-4, and the overall average 
energy. TL = 77K; Eac = 2meV. 
~ 
c 
-;;· 
~ 
~ 
..() 
~ 
~ 
;3 
..... 
0: 
3 
Cl 
c 
~ 
;3 
~ 
~ 
-~ 
c., 
(f) 
Q_ 
........... 
> Q) 
Q) 
.._) 
0 
I 
{_ 
Q) 
o_ 
Q) 
+> 
co 
0::: 
(f) 
(f) 
0 
__J 
.>-. 
m 
{_ 
Q) 
c 
w 
-01 
1 0 
-02 
1 0 
-03 
10 
-04 
1-0 
-05 
1 0 
Cooling of Quantum Confined Holes 
~ 
"'l 
_ ..... ::-, ' I 
·,. I '\ ' • Jl • v I • .... . 
• 1 r '-
I I 
' II \ ,, \ 
\ 
1 0-01 10 +00 
.. -
.. 
\ 
\ 
KEY 
TotaL 
Op. I I 
Op. I J 
---- · Aca I I 
Ac. 1 J 
\ 
\ 
\ 
\ 
1 0 +01 1 0 +02 
TIme (ps) 
Fig ].0.29 Simulation <56. Time dependence of the hole energy loss rates. 
TL = 77K; €ac = 2meV. 
Cooling of Quantum Confined Holes 
-01 
1 0 
(JJ KEY 
Q_ 
......... 
=~ Total 
> Op. I I Q) Op. I J 
---- A c. I I Q) 
-02 
_.J 
1 0 
A c. I J 
0 
:c 
L 
Q) 
0... 
(!) 
.4-) 
-03 ro 
0::: 10 
(JJ 
(JJ 
0 
_J 
>.. 
m 
L 
-04 '-/--- ..... Q) ,/ .... .... 
10 
/ 
c ,. 
.... 
,. 
w I 
I 
Q) I 
> I I 
.4-) I 
ro I 
m -I 
Q) 
-OS I 
z 1 0 
I 
1 0-01 10 +00 10 +01 1 0 +02 
Time (ps) 
Fig 10.30 Simulation 66. Negative portion of the energy loss response. 
TL = 77K; fac = 2meV. 
Coohng of Quantum Confined Holes 143 
ir.Hial value, and becomes ne~ative fort > 15ps. This means that, at all later times, 
the carrier system is actually absorbing energy from the lattice system. Fig. 10.30 
shows the negative portion of the energy loss response. It can be seen that a 
net absorption of energy from the intraband acoustic phonon modes commences 
shortly after t = lps. This corresponds to AC 1-labs, as the large population 
created near the band 1 minimum begins to spread upwards in energy. 
To complete our understanding of this simulation, we need to know by which 
route band 2 is repopulated on the lOOps timescale. The breakdown of scattering 
events produced by the simulation indicates a net amount of AC 1-2abs scattering 
present for t 2 3.5ps. This is consistent with the decrease in the band 2 energy 
observed beyond this time. We can deduce that, whilst the upper energy states 
in band 2 are still being depleted by optical scattering, the low energy states are 
experiencing repopulation by acoustic scattering of carriers immediately above the 
AC 1-2abs threshold in band 1. 
A final point of interest concerning this simulation is that the population of 
band 2 at t = lOOps is, for the second time, in excess of its thermal equilibrium 
value. This rather surprising result signifies the extent of the earlier overpopulation 
of the low energy states in band 1, and reflects the slowness of the response of the 
system in the acoustic scattering regime. The subsequent return to the equilibrium 
population distribution will proceed via AC 2-1 scattering, in which case the 
equilibrium state may not be attained for a further hundred picoseconds. It should 
be noted, however, that the energy loss plots of Figs. 10.29-30 show that after 
lOOps the total energy loss rate is very small, indicating that the system energy 
is already very close to equilibrium ( ( Eav) = 12.20me V compared to the thermal 
equilibrium value of 11.93meV). 
Simulation sM2: Tc = 222K, band 4. 
To complete our study of the cooling of carriers above the 2 x nw0 p thresh-
old, we used a simulation having an initial Maxwellian distribution of carriers in 
band 4, with a mean energy equivalent to that in simulation 66. Fig.10.31 shows 
the energy loss response for this simulation, and Fig. 10.32, the time dependence 
of the fractional populations. It is clear from Fig. 10.31 that none of the unusual 
features characterising the 66 simulation appear in the present case. The energy 
loss response is very similar to that of both the sM1 and mMl simulations, with 
the optical energy loss components significant for at least 40ps, and no negative 
contribution to energy loss present. The transient response of the fractional pop-
ulations is also much the same as in the sMl and bl-2 cases. Overpopulation 
of band 1 is not observed, and the rate of depopulation of band 1 is somewhat 
slower than in simulation blO. All these observations are not especially surprising, 
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since 1 in the Maxwellian distribution1 the majority of can-iers will occupy low en·· 
ergy states in band 41 1 with a rather smaller proportion lying above the ?. x tiwop 
threshold. We may conclude that the transient 'supercooling1 effects described 
earlier in this section will only be observed when a large population of carriers is 
concentrated in states close to the relevant optical threshold. A second example 
of such supercooling will be described in section lOB.'i. 
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Having established that trapping of carriers does occur in states in bands ?, 
and 3 below the towest optical phonon emission threshold, we will now proceed to 
examine, in further deta.il, the relaxation of carrier populations generated in these 
regions. 
Simulation 51: E(t=O) = 0, band 3; Eav = ?.4.34meV. 
In this simulation, the initial monoenergetic distribution of carriers was located 
at the band 3 minimum. Figs. 10.33-34 show the time dependence of the fractional 
populations and mean energies for the simulation, and Figs. 10.35-36 show the 
positive and negative portions of the energy loss rates. 
Fig. 10.33 shows a rather slow decay of the band 3 population. Indeed, com-
parison of the lOps timescale plot with the lps plots for simulations 61 and 62 
indicates that the rate of depletion of the low energy states in band 3 is approxi-
mately a factor of ten slower than that of low energy states in band 4. Fig. 10.34 
shows that (E3) increases steadily over the first lOps of the simulation, and that 
the overall average energy (Eav) also increases, within the first picosecond. Cor-
respondingly, the total energy loss rate is negatz"ve, for t ~ 1ps. Fig. 10.36 shows 
that the negative components in the energy loss rate are those due to the inter-
band optical and intraband acoustic modes. The intraband acoustic contribu-
tion represents 3-3 acoustic phonon absorption, and this involves predominantly 
piezoelectric coupling, since the intraband PZ matrix elements are so large (see 
section 6C.2). The interband optical contribution to energy absorption is given by 
POP 3-labs scattering, which is of comparable strength to the interband acoustic 
modes in band 3. Carriers scattered into band 1 by POP 3-labs very quickly 
re-emit an optical phonon (POP 1-lem), creating a population in band 1 at an 
energy equivalent to that of the band 3 minimum. 
In the latter part of the simulation, energy loss is dominated by intraband 
acoustic (AC 1-lem) scattering, as the band 1 population thermalises. The in-
traband acoustic component of the energy loss rate reaches a maximum value of 
approximately 2 x w-4eVps-1 , comparable with the highest values observed for 
the previous 6-simulations. On Fig. 10.33, a transient overshoot of the band 2 
population is observed, with a maximum value occurring at t = 20ps. This is a 
surprising result, since 3-2 scattering in this simulation is very weak. The break-
down of scattering events obtained from the simulation shows net 1-2 acoustic 
scattering for t < 20ps, and net 2-1 acoustic scattering for t > 20ps. Therefore, 
we may deduce that the overpopulation of band 2 is a consequence of the forma-
tion of a large population of carriers localised within a very small range of energies 
in band 1. Such a population develops because the principal routes for scattering 
c 
n 
1 . ') 
..., Cl. a 
'1l 
:J 
Q_ 
0 0 0 Q . 
(1) 
c 
0 0 ... 
1-' 
0 
(t 
~ 0. ~ 
0. ') 
'""'-------.......,._ 
Cl. IJ Cl. 2 'J .... 0. 6 
KEI 
lli-*-ll B ·,; ~ d 
~Band 2 
>-+ -,"" .c 3 
~e~:-.c.i.., 
'J. a i . ') 
T • me (os' 
') 
~ 
\ 
<'C'( 
"'\ ~- . 
~aa:·,.J • 
..-.....Band 2 
............ - 3 
o(~*-< :1a- _: ., 
\~~ 
/ ..... 
I ."" I ~  
I -~ '""!-·~ ~ ""+--+-.... 
1 
" 
6 d i'J <. 
T i •··~ 'ps1 
(\ 
! \E' 
~ao:-1·J 
o--+-<t Band 
"' --
+--..{·~-: J 
~ e e ~?:·J \ 
"--"-'-~·. ±:±4=L:t. ' ::::l '="="='="=" 
.('J ,') '(\ r ~~ i .J..J 
T '~.e I p s ~ 
Fig 10.33 Simulation li7. Time dependence of the fractional populations in bands 1-4 . TL 
fac = 2meV. 
77K ; 
~ 
c 
-;;· 
«::) 
~ 
<() 
.: 
~ 
~ 
...... 
.: 
3 
(') 
c 
~ 
~ 
~ 
~ 
~ 
-~ 
"' 
0. 1)5 
0. 1)', 
> Ql 
0. 03 
>-
m 
L 
Ql 
c Q. I)~ 
L.L.: 
Q. o. 
'J. 1)0 
K[( 
"i_.--,J t3a:-~d 
~Band 2 
+-+-+ B""c 3 
~aa:-.J.., 
0- 'I~J .... d \. ~ 
~ .. e-age 
~.K :+: ;r: rliAK41: ;;: x=r*-:«- * ,f';onlK3K lif 
~~ & ., e e e e e e & e e e & & e e e e 
'( '( '\( '( 'E '( '( '< 'E X ?E )( )( )( )( ?E E )( ?E X 
0. I) 0 . .2 0." Q. 6 o. a I. 0 
Time Ips\ 
I) 
•;n 
.......,._. a,..,c: 
.......... aand 2 
+-+-+ 9.,.,..., .. :5 
,._...__,. aa·d ~ 
(};e-·..o'' 
~ve-<>ge 
liE-_;I(_;J( _)i: i i-:<~K-iiE lif * >K ,:r )f jjt lCF.~~~ 
~-.-.&--., e ·~-~ )( \( )( ::::: =~ 
I I I I I I ! I I ! I I I I-+ 
<. I, (J d w I) 
T: -,-,o lps 1 
-~ 
-
\F' 
~cL~·-.·~ • 
~Band 2 
........-t Ba..,d 3 
"r~--= ~a ... ._; -t 
~he~· o ~ ~ 
.~. JB+'<t,90 
,, 
. ~ - ·-
-~ . .;_ ;f;i;: u 
. J,. .J... • 
~e;t~-e : -~ : ~ e e 11" 
.>-
~· 
.!0 .,o I) r-·0 ;oo 
· ... c; 1osl 
Fig 10.34 Simulation 67. Time dependence of the mean energies in bands 1-4, and the overall average 
energy. TL = 77K; Eac = 2meV. 
~ 
c 
-~· 
!.C:I 
~ 
.0 
.:: 
~ 
;:3 
.,.... 
.:: 
3 
~ 
~ 
;:3 
~ 
~ 
~ 
-('> 
"' 
Coola"ng of Quantum Confined Holes 
-01 
10 ------ -- -I -- --- --·. -- -. -
~ 
KEY 
~--~ Total 
-- Opo I I 
(f) Op. I J Q_ 
......... 
---- A c . I I 
> --02 A c. I J (!) 1 0 
Q) 
.......,) 
0 
:c 
L 
Q) 
-03 0... 1 0 
Q) 
.j...) 
<0 
a 
(f) 
(f) 
0 . - . .. 
_J 
-04 '' ' 
' 
>.. 10 
m 
L 
Q) '~ .. c ........ 
w \ .I . ,-...... 
-05 
10 
1 0-01 1 0 +00 1 0 +01 10 +02 
Time (ps) 
JFig 10.35 Simulation 67. Time dependence of the hole energy loss rates. 
TL = 77K; Eac = 2meV. 
--01 
10 
(j) 
o_ 
'-... 
> Q) 
OJ -02 
--J 
0 10 
I 
L 
Q) 
Cl.. 
(I) 
.j.j 
(0 -03 
a: 10 
(j) 
(/) 
0 
__J 
>.. 
m 
L 
OJ 10 c 
w 
Q) 
> 
.j.j 
(0 
m 
-04 
Q) ~05 
:z 10 
, __ ..... , ....-', 
'/ ,. \ 
' ,,, 
1 0-01 
Cools'ng of Quantum Confined Holes 
--------
KEY 
.. ~-~-----co_-::. TotaL 
-- Op, I I 
Opo IJ 
Ac, I I 
Ac, I j 
' \ 
\ 
\ 
--..., 
: 
~ 
1 0 +00 1 0 +01 1 0 +02 
TIme (ps) 
JFig 10.36 Simulation fJ7. Negative portion of the energy loss response. 
TL = 77K; fac = 2meV. 
Cooling of Quantum Confined Holes 146 
out of band 3 will all direct carriers to the same region in band 1. U the total 
rate of scattering into this region exceeds the total intraband acoustic rate, then 
the population will be forced to relax by the scattering of carriers to other bands. 
In this case, we would expect the effect to disappear in the presence of intraband 
carrier .. carrier scattering, which would act to thermalise the band :n. population 
much more effi.cie.r.tly than the intraband acoustic phonon modes. 
Simulation 88: E(t=O) = 8.44meV, band 2; Eav = 24.34meV. 
The initial energy, relative to the band 1 minimum, of the carrier distribution 
in this simulation was chosen to be the same as that for the previous case, 67. 
This will enable us to compare the cooling of carriers in states below the lowest 
optical phonon emission threshold in bands 2 and 3. We might suspect that cooling 
would be slower in the band 3 case, since here there are two band minima in which 
carriers can be trapped. 
Fig. 10.37 shows (n(t)) for each band, and Figs. 10.38-39 show the energy 
loss rates. In the first picosecond of the simulation, Fig. 10.38 depicts energy 
loss from the carriers to intraband acoustic phonon modes. This is due to 2-2 
acoustic scattering (both AC and PZ) as the carriers relax within band 2. However, 
there is still a net gain of energy by the carrier system from the lattice (phonon) 
system over this period. Fig. 10.35 shows that both the intra- and inter-band 
components of the energy loss rate are initially negative; however, the inter band 
component is significantly smaller than in the 67 case. We may also note that the 
interband acoustic component of the energy loss rate is too small to be shown on 
Fig. 10.38. It appears that 2-1 acoustic scattering is suppressed by the stronger 
2-2 scattering. Consequently, the rates of de-/ re-population in the simulation are 
very slow. Comparing Figs. 10.33 and 10.37 indicates that the depopulation rate 
of band 2 in the present case is over a factor of ten slower than that of band 3 
in simulation 67. Thus, contrary to our previous supposition, carrier trapping in 
the 68 case is much more severe than for 87. Table 10.3 gives values of the overall 
average energy at various times for the simulations 87 and 88, from which it is 
clear that cooling is slower in the latter case. 
Simulation 6 9: E(t=O) = 0, band 2. 
Having found that carrier trapping in low energy states in band 2 is so effective, 
we will now proceed by examining the cooling of a carrier population generated 
at the energy minimum, where the trapping effect might be expected to be even 
stronger. Figs. 10.40-41 show the time dependence of the fractional populations 
and mean energies for this case, and Figs. 10.42-43, the energy loss response. 
We see immediately that carrier trapping is not as severe as in the 88 case. De-
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I t(ps) I Eav (meV) 
67 68 mM2 
0.0 24.34 24.34 24.34 
0.5 24.74 24.64 19.22 
1.0 24.87 24.68 17.87 
1.5 24.89 24.66 17.22 
2.0 24.81 24.63 16.79 
2.5 24.76 24.57 16.43 
5.0 24.11 24.26 15.65 
7.5 23.47 23.82 15.22 
10.0 22.87 23.32 14.90 
95.0 12.69 12.89 12.00 
Table 10.3: Energy Relaxation in the 81, 68 and mM2 Simulations 
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pcp·da~tion of boo~ui 2 ~n the 59 simulation occurs on a lOps time~cale (jli'ie. lDA,O), 
:rathe:r than lOOps as in 88 (Fig. 10.37). Although the rate of depopulation of 
band 2 in the 69 simulation is slower than that of band 3 for 67, the band 1 
population after lOps is actually greater in the former case, since the population 
relaxation process involves only two, rather than three bands. 
On Fig. 10.43 it can be seen that the contributions to the energy loss rate from 
the int1·aband acoustic, and intra .. and inter··band optical modes are all negative 
at early times. These contributions represent AC/PZ 2-2abs, and POP 2-2 and 
2-labs respectively. Also, on Fig. 10.42, it can be seen that the interband acoustic 
energy loss rate is large from the outset of the simulation. This represents AC 2-
lem scattering, which was not observed in the 68 case. Its appearance here is due to 
the much larger matrix element for scattering from stateR near the band minimum 
(see Fig. 6.15a). This scattering, together with the POP 2-labs scattering, provide 
two effective means of depopulation of band 2 which were not prominent in the 
68 case. The AC 2-1em scattering persists until t = lOps, and Fig. 10.42 shows a 
significant contribution to energy loss from intraband optical modes from t = 0.3ps 
onwards, representing optical phonon re-emission by carriers scattered into band 1 
by POP 2-1abs. 
The initial mean energy of carriers in band 2 is less than the thermal equilib-
rium value for the band. Therefore, a quantity of carriers equivalent to the thermal 
equilibrium population ( (n2) = 0.13) must gain energy by acoustic phonon absorp-
tion. This phenomenon can be seen on Fig. 10.41, with the mean energy in band 2 
rising over the lOOps timescale, whilst the overall average energy falls. The per-
sistence of AC/PZ 2-2abs also explains the long delay observed before the onset 
of a net energy loss to intraband acoustic modes, compared to the 87 simulation, 
and the relatively low value of this energy loss component thereafter. 
We may summarise the results obtained in this section by saying that carrier 
trapping, in terms of both reduced energy loss rates and slower population relax-
ation, is more severe for carriers in the band 3 energy minimum than for carriers 
in the band 2 minimum. Depopulation of the initially occupied band occurs via 
interband optical absorption and interband acoustic scattering in both cases, but 
is more effective for carriers located at the band 2 minimum due to the larger 
matrix elements for the relevant processes. The population relaxation of carri-
ers initially located in band 3 is also hampered by a transient overpopulation of 
band 2. However, carrier trapping in band 2 becomes considerably worse if the 
initial carrier population is located at an energy away from the band minimum, 
but still below the lowest optical emission threshold. This is due to smaller ma-
trix elements for the key interband scattering processes, and their suppression by 
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strong AC/PZ ?,-?;em scattering into the region of large density of states around 
the band minimum. 
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.Aco1l1!tJ~ic lDomlillla~ed Cooling Regime 
Simulats'on slV/3: Tc = 56K, band 3. 
The carrier temperature for the initial distribution in this simulation was cho-
sen to give a mean energy in band 3 midway between the band minimum and 
the lowest optical emission threshold at E = 12me V. Obviously this represents an 
unusual situation, since the temperature characterising a carrier distribution is 
expected to be greater than or equal to the lattice temperature, which, in this 
case, is 77K. However, the distribution used in the sM3 simulation can still be 
regarded as a model of that resulting from photoexcitation of carriers in band 3 
in the presence of a degree of intraband carrier~carrier scattering; which will serve 
to distribute carriers across a range of energies. We deliberately chose such a low 
carrier temperature in order to restrict the range of carrier energies to the acoustic 
dominated cooling regime. 
The energy loss plot for the sM3 simulation is shown in Fig. 10.44. The 
energy loss rate is, at all times, positive, in contrast to the rates for the 67-9 
simulations. However, the intraband optical component is still negative during 
the first picosecond, indicating that optical phonon absorption by carriers near 
the band 3 minimum still occurs, as in the 67 simulation. The large contribution 
of the interband optical modes to energy loss suggests that some carriers do reach 
the lowest optical emission threshold in band 3: however, the maximum energy 
loss rate in this simulation is around a factor of 100 less than that for simulations 
in which cooling of the entire carrier population is dominated by optical scattering. 
The time dependences of the fractional populations for the simulation are 
shown in Fig. 10.45. Depopulation of band 3 occurs over approximately the same 
timescale as for the 67 case, suggesting that the number of carriers reaching the 3-
1 optical emission threshold is, indeed, small. Transient overpopulation of band 2 
is observed at around 20ps, consistent with the result for 67. We may conclude 
that, whilst several similarities exist between carrier cooling in the 67 and sM3 
simulations, both energy loss and the return of the fractional populations to their 
equilibrium values are faster in the latter case, due to POP 3-1em scattering of 
the small number of carriers which are able to reach the threshold. 
Simulat£on mM2: Tc = 173K 
The carrier temperature for the initial multiband Maxwellian distribution in 
this simulation was chosen to give an overall average carrier energy equivalent to 
that in the simulations 67 and 68. Fig. 10.46 shows the energy loss rates for the 
simulation, and Fig. 10.4 7, the fractional population of each of the four bands. The 
band 1 population at t=O is high ( (n1) ~ 0.67), and therefore the simulation cannot 
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be expected to bear much resemblance to the /57 or o§ cases. Population relaxation 
is quite monotonic, with no overshoot effects, and the fractional populations have 
virtually attained their thermal equilibrium values within lOOps. Energy loss is 
dominated by optical scattering, indicating that a fair proportion of the carrier 
population lies above the lowest optical emission threshold in each of bands 1-
3. Indeed, the mM2 energy loss plot is very similar in form to the plots for the 
sM]. and mM1 simulations, although the initial energy loss rate here is almost 
a factor of ten smaller, A breakdown of the scattering events occurring in the 
simulation reveals that the principal scattering processes, in the early stage of the 
simulation, are {in order of decreasing strength) POP 2-lem, 1-lem and 2-2em. 
Fig. 10.46 also shows intraband acoustic scattering (principally AC 1-lem) present 
throughout the simulation, with a weak optical/ acoustic energy loss crossover at 
around lOps. 
Table 10.3 gives values of ( Eav) at various times in the simulation, for compar-
ison with those for simulations /57 and /58. We may conclude that carrier cooling, 
in terms of both energy loss and population relaxation, is significantly faster for 
the mM2 case. This is mainly due to the large carrier population already present 
in band 1 at early times, and to the substantial population of carriers in states 
above the optical emission thresholds in the latter case. Consequently, despite the 
equivalence of initial average energies for the /57, /58 and mM2 simulations, the 
latter is distinct from the two former cases in that energy loss is clearly dominated 
by optical, rather than acoustic phonon modes. 
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JWB.1': Cooling of a IBroXe JPopulatioJrn at tlhe 
]Lowest Optkali :!Phonon Emission 'Jl'hresholid 
Simulation 610: e(t=O) = 14.1meV, band 3; fav = 38.44meV 
The energy of the initial monoenergetic carrier distribution in this simulation 
was chosen to be just above (one acoustic phonon energy above) the lowest optical 
emission threshold in band 3. This will enable us to examine the cooling processes 
experienced by carriers excited above the threshold. Figs. 10.48-49 show the time 
dependence of the fractional populations and mean energies for this simulation, 
and Figs. 10.50-51 show the energy loss rates. 
Fig. 10.50 shows that energy loss in the early part of the simulation is almost 
entirely due to interband optical scattering (POP 3-lem). However, the initial 
(t = O.lps) rate is over an order of magnitude lower than that in simulations such 
as c51-5, since the POP 3-lem scattering rate is rather small. Fig. 10.48 shows that 
the population in band 3 decays somewhat more quickly than in simulation 67: 
however, the rate of depletion of band 3 in the present case is still almost a factor 
of ten slower than that of band 4 in the 61 and 62 simulations. The population 
of band 2 remains small throughout the first lOps of the 610 simulation; carriers 
by-pass the band due to the prevalence of 3-1 optical scattering. Consequently, 
an overpopulation of band 1 occurs, with a maximum value of (n1) attained at 
t = 15ps. This is the same kind of response as was observed in the 66 simulation, 
for the cooling of a carrier population generated above the 2 x nw0 p threshold. 
Fig. 10.49 shows that the overall average energy falls quite briskly; reaching a 
- -
minimum value, below that of thermal equTlibrium; at t ~ 15ps. The oan.a- 1 
mean energy also falls below its thermal equilibrium value. Clearly, POP 3-lem 
scattering acts to repopulate the low energy states in band 1 at a rate faster than 
that at which thermalisation can be achieved by intraband acoustic scattering: 
thus, as in the 66 case, a transient 'supercooling' of the carrier system occurs. 
Correspondingly, the total energy loss rate becomes negative after around 15ps 
(Figs. 10.50-51). Fig. 10.51 shows that the carrier system is absorbing energy 
from both intraband acoustic (AC 1-labs) and intraband optical (POP 1-1abs) 
phonon modes. 
A surprising feature of the energy loss response is the negative contribution 
from intraband optical modes during the first 0.5ps of the simulation. This rep-
resents POP 3-3abs scattering, which indicates that this process is stronger than 
the various acoustic processes in this region of band 3. Subsequent 3-1 acoustic 
scattering leads to the formation of a carrier population in the high energy states 
in band 1, where POP 1-lem, and, to a lesser extent, POP 1-2em are strong. 
The former process accounts for the large contribution to energy loss from the 
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intraband optical modes after t = 0.5ps. 
Repopulation of band 2 proceeds via net 1-2 acoustic scattering, and POP 
1-2em (represented by the residual contribution of the interband optical modes to 
energy loss for t > 15ps). Although the return of the band 1 and 2 populations 
and energies to their thermal equilibrium values is somewhat slower than in the 66 
case, the population of band 2 still rises above its thermal equilibrium value after 
lOOps, and we predict a shift from net 1-2 to 2-1 acoustic scattering to complete 
the relaxation process. 
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lOC §UMMARY 
Having described, in some detail, simulations of the cooling of a range of quan-
tum confined hole distributions, we are now in a position to take a general overview 
of our results, and to offer some answers to the questions posed in Section lOA. 
Concerning our question (i) of Section lOA, we have seen that hole cooling 
in the quantum confined valence band system is fastest for an initial distribution 
located in the lowest band (section 10B.2). In the early phase of cooling (t < lps), 
the intraband optical scattering is important, giving faster energy loss for carrier 
populations generated in both bands 1 and 2, compared to that for equal energy 
populations in the upper bands, 3 and 4. 
However, a crossover from optical to acoustic dominated energy loss was ob-
served in the cooling of the high energy, monoenergetic carrier distributions in all 
the simulations 61-5, occurring between t = 0.7 and 3.0ps. The importance of 
acoustic scattering at such early times is not a feature associated with the cooling 
of electrons in quantum wells. It occurs here, firstly, because the optical modes are 
sufficiently strong as to scatter carriers below the lowest optical phonon emission 
threshold within a very short time, and secondly, because the intraband acous-
tic (AC and PZ) scattering rates for the quantum confined holes are also large 
compared to those for electrons. 
Beyond the crossover point, cooling was dominated by AC 1-lem in all cases, 
and thus was still fastest in the 65 simulation, where the carrier population was 
located in band 1 at t=O. We commented in section 10B.2, that an important factor 
controlling the overall energy loss rate for any non-equilibrium carrier distribution 
will be the efficiency with which carriers can be scattered into band 1. For this 
reason, cooling of populations generated in band 4 is relatively fast, since inter band 
optical scattering is quite strong. 
Regarding the issue of population relaxation (question (ii) in Section lOA), we 
observed by far the fastest rates of depopulation in band 4. Assuming the decay 
of the band 4 populations in simulations 61 and 62 to be exponential, during the 
first picosecond, we may deduce lifetimes for interband scattering of r = 0.37 and 
0.42ps respectively. These values are considerably smaller than those reported 
by Seilmeier et al. (1987) for the lifetimes of quantum confined electrons against 
intersubband optical phonon scattering. We found that the rate of depopulation 
of band 3 was typically ten times slower than for band 4, and that for band 2, 
lesser by a further factor of ten. This was predominantly due to the trapping 
of carriers in states below the lowest optical emission threshold in both bands 2 
and 3 (see questions (iii) and (iv) in Section lOA). The trapping was augmented, 
in band 3, by the particularly small scattering rates near the band minimum, and 
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in band 2, by strong intraband scattering (via both optical and acoustic modes). 
The latter is associated with the large matrix elements for the POP 2-2em and 
AC 2-2em processes, and also with the extremely large density of states at the 
band minimum (see questions (v) and (vi) of Section lOA). Indeed, we remarked 
in section 10B.2, that even high energy populations in band 2 were subject to a 
carrier trapping effect, due to the suppression of 2-1 optical scattering by strong 
POP 2-2em. 
Obviously, carrier trapping phenomena influence both population relaxation 
and the energy loss rates. We observed delayed energy loss in the 62, compared 
to the 61 simulation, due to the accumulation of a large population in the band 3 
minimum in the former case. Also, the bottleneck of carriers which formed in the 
band 2 minimum in the 64 simulation led to particularly low energy loss rates 
immediately following the optical f acoustic energy loss crossover. 
The formation of a residual carrier population around the band 4 minimum 
was also observed (section 10B.4), due to the large density of states in this region. 
However, this population has a relatively short lifetime, since inter band scattering 
via optical modes is allowed. 
We may conclude that the trapping of carriers is generally associated with 
the exclusion of interband optical scattering in the various band minima, and 
this is consistent with the observations of Oberli et al. (1987 ,1988) for quantum 
confined electrons (see Section lOA). However, for the quantum confined valence 
band system, carrier trapping is enhanced by features related to band mixing; in 
particular, the existence of regions of extremely large densities of states at off-
zone-centre band minima. 
For the cooling of a Maxwellian distribution of carriers (the sM- and mM-
simulations), we found that some of the distinctive features observed in the 6 
cases were somewhat 'smeared out', as we might have expected. Cooling was 
dominated by optical modes for almost the entire duration of the return to thermal 
equilibrium; giving rise to faster cooling rates for all but the very early phase of 
the simulations. Carrier trapping was still observed in the sM-simulations, but 
not in the mM cases, where most of the carriers are located in band 1 at t=O. 
When a large population of carriers was initially located just above an optical 
phonon emission threshold, we observed the development of an excessively large 
population in the low energy states in band 1, with a consequent undershoot of 
both the band 1 mean energy and the overall average energy below their thermal 
equilibrium values. We described this phenomenon as a transient supercooling 
of the carrier system. The effect was only observed in the 6-simulations, since, 
for the sM and mM cases, the spread of carrier energies is too large, with a large 
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proportion of the initial population located below the relevant threshold. However, 
for any circumstance in which a large population did develop around an optical 
emission threshold, the supercooling effect should survive even in the presence 
of intraband carrier-carrier scattering, since this process is elastic, and therefore 
could not excite the low energy overpopulation in band 1 to higher energy states. 
Of course, we have not considered Pauli exclusion, which will tend to restrict the 
extent of overpopulation of any localised range of energy states. 
Many of the effects discussed will be dependent on the quantum well width L. 
Although we have only presented results for one particular width (L = lOOA), we 
may use these results to make same general predictions concerning hole cooling 
in wells of different sizes. Obviously, if the well width is increased, then the band 
edges will shift downwards in energy (towards the base of the well). Therefore, 
for a sufficiently wide well, the band 4 minimum will lie below the lowest optical 
phonon emission threshold, and carrier trapping will then occur in this band also. 
As mentioned above, this effect will be enhanced by the large density of states 
at the band 4 minimum (and throughout the b region of the band), leading to 
the possibility of even larger carrier lifetimes against interband scattering than in 
either of bands 2 or 3. 
Conversely, if the well width is reduced sufficiently, then, firstly band 3, and 
subsequently band 2 will rise above the lowest optical emission threshold, thus 
eliminating carrier trapping effects in these bands. Also, as the well width is re-
duced, the bands will move further apart in energy; hence the effects of mixing will 
be diminished. This will eventually shift the minima in bands 2 and 4 back to the 
zone centre, thus removing the large peaks in the density of states in these regions. 
Furthermore, the magnitudes of the inter-anticrossing-band matrix elements (see 
section 6C.l) are likely to be reduced; hence, although interband optical scatter-
ing will be more prevalent in cooling, the principal scattering rates will be smaller 
than for the 100A case. 
CHAPTER JUl. 
CONCJLU§liON§ 
In this chapter, we will first consider the achievements of the work described 
in this thesis. Secondly, we will discuss some of the approximations involved, and 
finally, we will make some suggestions for future work. 
We have developed, from first principles, a set of Monte Carlo programs to 
simulate the transport and relaxation of quantum confined holes. As a first exam-
ple, we considered the specific case of a 100A GaAs/ AlAs lattice matched single 
quantum well. We have used a 4-band k.p scheme to describe the detailed effects 
of valence band mixing in the quantum well on the energy band dispersions and 
hole wavefunctions, and hence on the matrix elements and transition rates for 
the principal hole-phonon scattering processes. In Chapter 5, we showed how the 
4-band k.p scheme could be incorporated in a calculation of the quantum con-
fined hole-phonon scattering rates. In Chapter 6, we presented a comprehensive 
set of results for the quantum confined hole-phonon scattering matrix elements for 
acoustic (deformation potential), non-polar optical, polar optical, and piezoelectric 
phonon modes. We found that, in general, the matrix elements varied markedly 
with the wavevector of the scattering states, especially for those states located 
near the so-called anticrossing regions of the bands, whose character is susceptible 
to the most rapid variation with wavevector. We noted the overall dominance of 
the intraband matrix elements, especially for acoustic scattering; and for optical 
phonons, the strength of the transitions between adjacent and anticrossing bands, 
in which the character of the scattering states showed the closest correlation. 
In Chapter 7, we presented results for the quantum confined hole-phonon scat-
tering rates in the first four valence subbands uf the GaAs/ AlAs quantum well. 
The rates exhibited distinctive spike-like features, due to the singularities in the 
density of states at off-zone-centre energy minima in certain subbands. The princi-
pal optical phonon emission threshold was not found to be so abrupt as in the case 
of quantum confined electrons in a parabolic band, but, due to the structure in the 
density of states, a large polar optical scattering rate was obtained for scattering 
from states just above the threshold energy. This rate was found to be larger than 
the principal intraband (heavy hole - heavy hole) polar optical scattering rate for 
holes in bulk GaAs at the same lattice temperature (Chapter 4). 
In Chapter 8, we described some of the computational details of our model, 
and in Chapter 9, we reported its use in the simulation of the steady state electric 
field heating of quantum confined holes at a lattice temperature of 77K. We ob-
served a reduction in both the hole drift velocity and the low field hole mobility, 
compared to the results obtained for bulk GaAs (Chapter 4). This corresponds 
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to the differences in the 2D and 3D scattering rates described above, and is also 
in accordance with the experimental predictions of Stormer et al. (1984). We ob-
tained energy distributions of holes in the first four subbands of the quantum well. 
In all cases, the low energy portion of the distribution was modified by structure 
associated with the density of states, and large carrier populations were observed 
in the off-zone-centre band minima. Similar structure has also been observed in 
photoluminescence spectra, such as that of DaCosta et al. (1987). Using the high 
energy tails of the carrier distribution functions, we were able to deduce effective 
carrier temperatures for holes in each of the four bands. The temperatures in 
three of the bands were found to be very similar for any given electric field, in-
dicating the importance of interband scattering in carrier thermalisation. In the 
remaining case (band 3), consistently lower carrier temperatures were observed, 
although this may be a consequence of the numerical uncertainties associated with 
the derivation of these temperatures. In all cases, the carrier temperatures were 
found to be much lower than the values of ( f.av) / k B appropriate to carriers in a 
parabolic band in 2D. 
The steady state energy loss rate for the quantum confined holes showed a 
temperature dependence similar to that predicted for polar optical dominated 
scattering in a simple 2D band, in accordance with the trend also observed ex-
perimentally by Shah et al. (1985). Our results deviated from the exponential 
dependence at low carrier temperatures, due to extremely strong polar optical 
scattering near its threshold, and due to the non-Maxwellian form of the carrier 
distribution at low energies. 
We also reported, in Chapter 9, the observation of an anomalous repopulation 
of the lowest subband on electric field heating in the steady state, due to the 
dissipation of carrier energies by strong intraband polar optical scattering. 
In Chapter 10 we studied, in some detail, the cooling of a multisubband system 
of quantum confined holes of various initial energy distributions. We were able to 
use our ensemble Monte Carlo program to resolve the energy loss rate into any 
number of constituent components; in particular we showed, for each simulation, 
the time dependence of the energy loss rates due to intra- and inter-band scattering 
by both optical and acoustic phonons. 
We observed a number of features: the dominance of intraband scattering; 
the existence, in many cases, of a crossover between optical and acoustic phonon 
dominated energy loss after a: certain time interval, and the large magnitude of the 
acoustic energy loss rates compared to those in the steady state. We found evidence 
for the trapping of carriers in the subband minima - particularly those lying 
below the optical phonon emission threshold - and saw that this phenomenon 
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was enhanced by features related to band mixing; especially, the presence of off-
zone-centre band minima where the density of states is extremely large. 
A transient supercooling of the carrier population was also observed, whenever 
the initial distribution was concentrated just above an optical phonon emission 
threshold. 
Approximations 
Our principal goal of including, in our Monte Carlo simulations, a realistic 
description of the quantum confined bandstructure and scattering matrix elements 
has been achieved at the expense of a number of approximations. Firstly, we have 
assumed the quantum confined bandstructure to be isotropic in the 2D wavevector 
plane. This approximation was discussed in Chapter 6, and, whilst we would 
expect some variation in both the band energy dispersions and the scattering 
matrix elements with direction in k-space, the effects on the results summarised 
above are not expected to be significant. Secondly, we have assumed, as described 
in Chapter 5, that the phonon modes in the quantum well have the same form as 
in the bulk. Whilst this is not the case, the approximation is commonly used; the 
derivation of quantum confined phonon modes being a major calculation in itself. 
Our simulations do not include any form of carrier-carrier scattering. This 
means that our results will be most appropriate to low carrier density samples. 
The effects of carrier-carrier scattering were considered in our study of transient 
hole cooling in Chapter 10, where we described the use of three different categories 
of initial carrier distributions which we related to the cases of weak carrier-carrier 
scattering, strong intraband carrier-carrier scattering, and strong intra- and inter-
band carrier-carrier scattering. In our simulations of steady state electric field 
heating, the principal effect of strong cairier-carrier scattering vvould be to smooth 
out the structure in the carrier energy distributions, giving a response closer to 
the Maxwellian form for all values of electric field. 
In our simulations we have included neither Pauli exclusion (degeneracy) ef-
fects, nor coupled phonon-plasmon scattering. These are, again, both high carrier 
density effects. We mentioned, in Chapter 10, that the effect of Pauli exclusion 
would be to inhibit the formation of large carrier populations at localised regions in 
energy; particularly those associated with the transient supercooling phenomena. 
At high carrier densities, the polarisation waves of the lattice become coupled 
phonon-plasmon modes, rather than simple polar optical phonons. The effect of 
such modes can be included by the use of a frequency and wavevector dependent 
dielectric constant with which to screen the polar optical interaction (dynamic 
screening; see, for example, Shah (1986) and references therein). Such a calculation 
was considered beyond the scope of this work. 
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We have not allowed, in our simulations, for any disturbance of the phonon 
population from its equilibrium value. The generation of non-equilibrium pop-
ulations of phonons, and subsequent phonon reabsorption by the carriers (hot 
phonon effects), are phenomena commonly associated with the reduction of the 
energy loss rate of electrons in both 3D and 2D systems. It has been pointed 
out that holes, due to their larger effective mass, can interact with phonons of a 
larger range of wavevectors than can electrons; z'.e., the holes can interact with 
more phonon modes, and hence the probability of a particular mode becoming 
'hot' is correspondingly reduced (Shah et al. 1985; see also Lyon 1986). The corre-
lation between our results and the experimental results of Shah et al. (1985) (even 
given the difference in the lattice temperatures used) would appear to confirm this 
suggestion. 
We have not allowed for the possibility of real space transfer of holes from 
the GaAs layer to the AlAs barrier layers. The quantum well barrier height in 
the valence band is, of course, dependent on the values taken for the band off-
sets. Assuming that the valence band takes up 40% of the difference between the 
GaAs and AlAs direct band gaps (Miller et al. 1984), the barrier height is around 
650meV at TL=17K (Landolt-Bornstein 1982). In this case, real space transfer 
should certainly not have any effect on the hole cooling simulations described in 
Chapter 10, and, for the range of electric fields used, it is unlikely to be significant 
in the work on electric field heating presented in Chapter 9. 
Future Work 
As mentioned in Chapter 9, it would be quite possible to use our programs, 
without modification, to investigate quantum confined hole dynamics at lattice 
temperatures ether than TL =77K. Of particular interest, hovw7evrer, vvould be the 
study of hole cooling at temperatures in the liquid helium range (TL ~ 4.2K), since 
these are used in a number of experiments on quasi-2D systems. This would require 
use of the zero-point, rather than the elastic and equipartition approximations, in 
the calculation of acoustic scattering rates. 
The 4-band k.p scheme can readily be modified to include strain effects. There-
fore, by recalculating the scattering matrix elements, it would be possible to use 
the same Monte Carlo programs to study hole dynamics in strained layer systems. 
Similarly, the investigation of hole transport and relaxation in quantum wells of 
different widths or of different materials systems would also be quite straightfor-
ward. 
It would certainly be desirable to include some form of carrier-carrier scattering 
in the simulations. This would allow us to examine the validity of the results 
presented in Chapters 9 and 10, for a range of carrier densities. It would also be 
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of interest to enable the disturbance of the phonon populations in the simulations 
from their equilibrium values. This would allow us to investigate further the 
suggestion that hot phonon effects are not important for hole energy loss in the 
steady state. Furthermore, the possible existence of a transient hot phonon effect, 
as proposed by Kash et al. (1985) for the case of photoexcited quantum confined 
hole cooling, could also be investigated. 
Finally, we may note that, having developed a relatively detailed model with 
which to describe quantum confined hole dynamics, it would not be so difficult a 
task to incorporate, in the same set of programs, a description of the quantum 
confined electron system; thus forming a uniquely realistic model for the simulation 
of carrier photoexcitation and subsequent cooling in a quantum well. 
AJP'JP>END JIX Jl 
REJfEC'Jl'TION 'Jl'ECJHIN][QUE§ JFOR 'Jl'HE GENERA'Jl'TION OJF 
§'Jl'OCJHIA§'Jl'JIC VARTIA'Jl'E§ 
A fundamental feature of the Monte Carlo method is the generation of stochas-
tic variates x according to some specific non-uniform probability distribution P(x). 
We saw, in Chapter 2, that such a set of stochastic variates could be obtained 
directly from an algebraic relation involving the random variates r, which were 
evenly distributed in the range [0, 1]. However, in many cases the form of the 
distribution P(x) is too complicated to allow an algebraic determination of the 
variates x, and one of the so-called rejection techniques must be used instead. In 
this appendix we will describe two such techniques; the basic rejection technique, 
and the combined (direct/rejection) technique. Both these methods are discussed 
in the review article by Jacoboni and Reggiani (1983). 
Basic ReJ·ection Technique 
Let C be the upper limit of the probability function P(x) in the range of inter-
est [a, b]. If ri and r~ are two random numbers obtained from a uniform distribution 
over [0, 1], then a pair of stochastic co-ordinates (xi, y!) may be generated, where 
XI=a+(b-a)ri, 
YI = r~ C. 
(A.1a) 
(A.1b) 
If the point (XI, yi) lies below the curve P ( x), then XI is accepted as a valid 
choice for x: however, if (XI, YI) lies above P ( x), then x1 is rejected, and another 
pair of co-ordinates (x2, Y2) are generated. This process is repeated until a point 
(xi, Yi) is obtained which lies below the curve. The method is shown graphically 
in Fig. A.la. Clearly, the probability of accepting any value Xi is proportional to 
P(xi), as required. In Fig. A.1a, the ratio of the area under the curve P(x) to the 
total area ( b- a) C gives a measure of the efficiency of the technique. If this ratio is 
small, a large percentage of the co-ordinates (xi, Yi) will be rejected, representing 
wasted computer processing time. In such cases, the combined technique described 
below may be used. 
Combined {directjre;"ection} Technique 
In this method, a function g(x) is identified which has values near to, but 
greater than the probability distribution P(x), everywhere in the required range 
[a, b]. Furthermore, the functional form of g(x) must be sufficiently simple that 
stochastic values Xi, distributed according to g(x), can be generated by the direct 
technique described in Chapter 2. Then, the values Xi are accepted as valid choices 
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Fig. A.l (a) Basic rejection technique, and (b), combined (direct/rejection) tech-
nique for the generation of stochastic variates x according to a probabil-
ity distribution P(x). In each r ~se, the randomly generated co-ordinate 
(x1,r1C) will be rejertf'd, but (r2,r2C) will be accepted; thus the value 
x2 is a valid choice for x. 
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for the stochastic x (required to be distributed according to P ( x)), if 
(A.2) 
This process is represented in Fig. A.lb. As before, only the points (xi, rig(x.i)) 
which lie below the curve P(x) give valid choices of Xi· However, in this case all the 
points generated lie below the curve g(x) by definition; hence only those falling in 
the hatched area on Fig. A.lb are rejected. For a judicious choice of the function 
g(x), this can result in a substantial improvement in the efficiency of the method 
over that for the basic rejection technique. 
AJPJPENDDC ~ 
VAJLENCE BAND DEJFORMAT][ON JPOTENT][AJL§ 
Currently, there exist in the literature, several different methods for defining 
the deformation potentials associated with phonon scattering in the valence bands 
of Group IV and III-V semiconductors. Unfortunately, the precise definition of 
each parameter has not always been made clear, and consequently a degree of 
confusion over the matter has arisen. In particular, some authors (e. g., Wiley 
1975) have preferred to include the effects of the valence band overlap integrals 
in the definition of the deformation potentials, whereas others (e.g., Costate and 
Reggiani 1973a) have excluded these effects in their definitions. 
In this appendix, we will briefly review some of the definitions of deformation 
potentials found in the literature, and will give values for the acoustic and optical 
deformation potentials used in this work, under clearly defined conditions. 
Acoustic deformation potentials 
As mentioned in Section 3C, in the valence bands of a semiconductor both 
dilational and shear strains contribute to the acoustic interaction energy, and 
their effects are properly described by three deformation potentials a, b, and d. 
However, Lawaetz (1968) has shown that, on taking an average over all directions, 
a single effective deformation potential Beff can be defined: 
where Cl and Ct are the spherically averaged crystal elastic constants; 
cl = ~ (3cll + 2c12 + 4c44), 
Ct =~(ell- C12 + 3C44), 
and the Cij are elements of the elastic tensor. 
(A.3) 
(A.4a) 
(A.4b) 
Thus, it appears that Beff is defined to represent the interaction of a carrier with 
an effective longitudinal mode having the same strength as the actual combination 
of longitudinal and transverse modes. As such, a;ff is intended to be used in 
conjunction with the longitudinal sound velocity vl. Therefore, if the mean square 
sound velocity v2 = ( vr + 2vl} /3 is used in the calculation of the acoustic scattering 
rate, then the corresponding deformation potential (squared) should be: 
-2 
E 2 v -2 AC = 2t:.eff· 
vl 
(A.5) 
This is the form suggested by Lawaetz to Wiley (see Wiley 1970), for use in con-
junction with his previous work on hole transport (Wiley and DiDomenico 1970). 
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Costato and Reggiani (1973a), in their calculations of hole-phonon scattering, in-
troduce an acoustic deformation potential E1, the definition of which also reduces 
to the above form. 
However, in Wiley's paper (Wiley 1970), we also find the relation 
E_ic, Wiley = ( {3 6; 
2) a;ff, (A.6) 
where {3 = cl/ Ct. This represents the introduction of an extra factor of 1/2, 
compared to the definition given in equation (A.S). Equation (A.6) also appears 
in Wiley's later review of hole transport (Wiley 1975), and is quoted by Adachi 
(1985) in his survey of material parameters for GaAs and related materials. 
Now, Wiley (1975) does say that the deformation potentials described in his 
review are phenomenological parameters which include the effects of the overlap 
integral G(k', k). We saw, in Section 3C, that the effect of these overlap integrals in 
AC and NPO scattering is to reduce the total scattering rates by a factor of two. 
Thus, the deformation potential EAc introduced in Section 3C, which does not 
include any contribution from the overlap integral G(k', k), is related to Wiley's 
deformation potential by 
E.ic = 2E.ic,Wiley· (A.7) 
It would therefore seem that the appearance of the contradictory equations (A.S) 
and (A.6) in Wiley's original paper (Wiley 1970) is the result either of some 
typographical error, or of the omission of any reference to the overlap integral 
contribution. 
Costato and Reggiani (1973a) clearly treat the overlap integral term separately 
in their scattering rate calculation, and this is consistent with the definition of their 
deformation potential E1. 
In a later paper (Costato et al. 1974), yet another form for the valence 
band acoustic deformation potential is introduced. Costato et al. report that 
this new parameter, E~, is related to Wiley's deformation potential according to 
Et = (9vl/2v}E.ic,Wiley' and further, that E~2 corresponds to (9/4)Er, where 
E1 is a deformation potential 'in the formalism of Conwell'. (However, closer in-
spection shows that, in order to obtain the same expressions for the hole/acoustic 
phonon scattering matrix element, the true relation between E~ and EAC,Wiley 
must be: Et = (9v[ /2V2)E.ic,Wiley·) Now, Conwell (1967) uses the term E1 in 
her expression for the acoustic scattering of electrons in Ge, where the overlap 
integral is unity, and only longitudinal modes contribute. We may eliminate E~ 
from the two expressions given by Costato et al. (making use of our amendment 
detailed above) to find that E.ic,Wiley = (v2 /2vl)E£. The factor (v2 jv[) is as-
sociated with the conversion from the case of longitudinal modes only, to that 
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where a combination of both longitudinal and transverse modes is considered: the 
remaining factor of 1/2 then reflects the inclusion of the overlap integral G(k', k) 
in Wiley's deformation potential. Thus, the work of Costato et al. (1974) lends 
further support to our hypothesis of equation (A. 7). 
Of course, the advantage of defining a deformation potential which includes 
the effect of the overlap integral term is that it can be directly compared with the 
values deduced from experiment. However, the definition of such a deformation 
potential is clearly not helpful when considering the acoustic scattering of holes 
in quantum confined systems, where the effect of the carrier wavefunctions on the 
scattering matrix element cannot be so readily quantified. 
We will conclude this discussion of the valence band acoustic deformation 
potentials by obtaining a value for the parameter EAc, defined in Chapter 3, 
which excludes any contribution from the overlap integral. We thus define 
-2 
2 v ~2 EAc = 2t:leff 
vz 
- ({3 + 2) ;::;2 
- 3{3 ~elf 
(A.8) 
(A.9) 
where {3 = cz/ct. To obtain a value for Beff, we refer to equations (A.3) and (A.4). 
Using values given by Adachi (1985) (also Landolt-Bornstein 1982) for cu, c12 and 
c44 we obtain, for GaAs, cl = 14.032 x 1010 Nm - 2 and Ct = 4.864 X 1010 Nm - 2 . For 
the deformation potentials a, b and d, Adachi (1985) gives values 2.7eV, -1.7eV 
and 4.55eV respectively, from which we obtain Betr = 6.75eV. Then, equation (A.9) 
gives EAc = 5.07eV, the value used throughout this work. 
Dividing this result by J2 gives a value for EAC,Wiley of 3.59eV, in good agree-
ment with the values given by Wiley (1970, 1975) and Adachi (1985) for GaAs. 
Optical deformation potential 
The fundamental optical deformation potential is the parameter do derived by 
Bir and Pikus (1961). It was mentioned in Section 3C that Lawaetz (1968), on 
averaging the effects of optical strain over all directions, defined a deformation 
potential constant D 0 p, where 
D 2 = ~d5 op 2 • 2 a0 (A.10) 
This is the form used by Reggiani et al. (1977) and Ridley (1988). However, 
the expression given by Costato and Reggiani (1973a) for the optical deformation 
potential constant (equation (7) of that reference) does not reduce to the above 
form. 
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The matrix element obtained by Lawaetz (1968) for non-polar optical scatter-
ing takes the form 
l(k'IHoplk)l2= hD~P [ .Nop l· 
2pVW0 p .Nop + 1 
(A.ll) 
This is in agreement with the result given by Conwell (1967), with Dop equivalent 
to her parameter DtK. Whilst both these workers used for the harmonic oscillator 
mass M' (see section 3A.1), the total mass of the unit cell, the same result can be 
deduced from the work of Ridley (1988), who uses the reduced mass M. 
Conwell (1967) also defines an optical deformation potential in a manner anal-
ogous to that for acoustic scattering, by writing 
(A.12) 
where Et,op = (vrfw~p)(DtK) 2 • 
Similarly, Wiley and DiDomenico (1970) make use of a phenomenological con-
stant ENPO,Wiley in their calculation of an NPO scattering rate for holes. Their 
expression for the scattering rate reduces to that of equation (3.80) if 
-2 
2 v 2 
ENPO,Wiley = -2-DOP' 
wop 
(A.13) 
and this conclusion is explicitly confirmed in the work of Costato et al. {1974). The 
substitution of v2 for v[ in equation ( A.13) reflects the fact that Costa to et al. are 
considering hole scattering, whereas Conwell's work deals with the scattering of 
conduction electrons, where only longitudinal modes are associated with acoustic 
scattering. 
In his letter concerning the valence band deformation potentials, Wiley (1970) 
gives the relation 
(A.14) 
where {3 = czl Ct and M1 and M2 are the atomic masses. This reduces to equa-
tion (A.13) for the case M 1 = M 2 , i.e., for elemental semiconductors only. For 
compound materials, such as GaAs, it is not clear how the above expression relates 
to any of the other published work. 
However, it is clear from the preceding discussion that the term ENPO,Wiley, un-
like E AC, Wiley, does not include any contribution from the overlap integral G (k', k). 
This is apparent from the definitions of ENPO,Wiley in equations (A.13) and (A.14), 
and their consistency with the expression given by Conwell for the conduction band 
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case, where the overlap integral is taken as unity. This discovery becomes even 
more surprising on noting that equation {A.14) also appears in Wiley's review 
(1975), where he clearly states that his phenomenological deformation potentials 
already c~ntain the effects of the term G(k',k). 
In our treatment of NPO scattering in Section 3C there seemed no merit 
m using any such deformation potential of the form given in equation (A.13). 
Rather, we preferred to retain the parameter Dop as defined in equation {A.10), in 
a calculation which, as for acoustic scattering, explicitly treats the overlap integral 
term separately. 
Then, taking do = 41eV (Wiley 1970; Adachi 1985) we obtain, for GaAs, 
Dop = 8.88 x 1010eVm-1, the value used throughout this work. 
AJPJPJENJDD( 3 
CRTITTICAJL JPOTINT§ ][N THJE VAJLJENCJE BAND 
JENJERGY JD][§JPJER§][ON§ 
The 2D energy dispersion functions for the quantum confined valence bands 
may be written in the form ~:(k) = E(kx, ky). Critical points occur in ~:(kx, ky) 
when V kf = 0. These can be maxima, minima or saddle points. The behaviour of 
~:(kx, ky) around a critical point may be examined by expanding the function in a 
Taylor series, to second order, around the point ( kx, ky). This gives 
~:(kx + s, ky + t) ~ ~:(kx, ky) + ( s a~x + t a~y) ~:(kx, ky) 
1 ( a a ) 2 + 2 s akx + t 8ky ~:(kx, ky)· (A.15) 
Remembering that 8~:j8kx and 8~:/8ky are both zero at the critical point (kx,ky), 
we obtain, after a little algebra, the familiar result (see, for example, Stephenson 
(1973)): 
(A.16) 
where f1 = Exxfyy- fxyfyx and Exx = 82 ~:j8k;, Exy = 82 ~:j8kx8ky etc. 
For 11 > 0, the term multiplying Exx on the RHS of equation (A.16) is positive 
for all sand t. Hence, the point (kx, ky) is a maximum for Exx < 0, and a minimum 
for Ezz > 0. If 11 < 0, then the sign of the RHS of equation (A.16) will depend on 
the values of s and t; this case represents a saddle point in ~:(kz, ky). 
In the isotropic approximation to the quantum confined valence bandstructure, 
the term 11 may be readily evaluated. With ~:(kz, ky) independent of the polar angle 
{3 in 2D k-space, 8~:/8{3 _ 0. Hence the first derivatives of ~:(kz, ky) are simply: 
8~: 8~: 
8kx = 8k cos {3, (A.17a) 
8~: 8~: . 
8 k = 8 k sm {3, (A.17b) y 
where k is the 2D radial wavevector, cos{3 = 8k/8kx and sin{3 = 8kj8ky. 
The second derivatives of ~:( kx, ky) are then: 
82 ~: 8k 8~: 8 2k 
Ezz = 8k 8k 8k + 8k 8k2' (A.1Sa) 
z z z 
82 ~: 8k 8~: 82k ~: - - +- (A.18b) 
zy - 8kx8k 8ky 8k 8kx8ky' 
82 ~: 8k 8~: 82k 
fyx = 8ky8k 8kx + 8k 8ky8kx' (A.lSc) 
82 ~: 8k 8~: 8 2k 
Eyy = 8k 8k 8k + 8k 8k2. (A.lSd) y y y 
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At a critical point, BE/ Bk = 0, and so the second terms on the RHS of each of 
equations (A.18a-d) will be zero. The second derivatives then reduce to: 
(A.19a) 
(A.19b) 
(A.19c) 
(A.l9d) 
from which it can be seen that ~ = 0. This condition holds for all values of fJ 
in the expressions for Ezz, Ezy etc. above; hence, for kx ::j:. 0, ky ::j:. 0, we have a 
continuous ring of critical points, with ~ = 0 throughout (see Van Hove 1953). 
Before referring to equation {A.16), we must check the individual values of 
E:cz, Ezy etc., since, if these were all simultaneously zero at a critical point, the 
equation could not be used and the inclusion of higher order terms in the expansion 
of t:(kz, ky) would be necessary. However, on examining equations (A.19a-d) we 
find that the four second derivatives are never simultaneously zero. We may then 
conclude that, since Ezz ~ 0 for all (J, equation (A.16) indicates that the behaviour 
of t:(kz, ky) resembles that around a minimum at every point on the ring (see 
also Fig. 7.3). In section 7 A.2 we have conducted a further examination of the 
behaviour of the density of states around such a continuous ring of critical points. 
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BANDS OF AGaAs/ AlAs QUANTUM WELL 
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We have developed a new Monte Carlo model of hole transpnn and relaxation in the 
valence bands of a GaAs/AlAs quantum well. The model includes realistic energy bands 
and phonon scattering matrix elements calculated using a 4-band lt.p scheme. We 
demonstrate the use of the model in the investigation of the steady state electric field 
heating, and transient energy relaxation of a two dimensional hole gas. 
1. Introduction 
There has been much recent interest in the dy-
namics of electrons in GaAs based semiconductor het-
erostructures. Advanced MOCVD and MBE fabrica-
tion techniques have enabled the growth of high qual-
ity quantum well and superlattice devices, whilst the 
development of sub-picosecond lasers has enabled de-
tailed spectroscopic studies of fast transient transport 
and relaxation. However, there has, as yet, been lit-
tle attention directed towards the behaviour of holes 
in these devices. The effect of quantum confinement 
on the valence band system is clearly ~uch more com-
plicated than for the conduction band, and the con-
sequences for hole transport are not yet understood. 
Most theoretical models of quasi two dimensional (2D) 
transport in semiconductors are based on a single, pa-
rabolic subband model, but neither the assumption 
of parabolicity, nor that of single subband occupancy 
holds good for the case of holes. The purpose of this 
paper is to describe a realistic Monte Carlo model of 
2D hole transport and relaxation. We have consid-
ered the particular case of a 100A GaAs/ AlAs lattice 
matched single quantum well, and we have chosen a 
4-band k.p model1 to describe the quantum confined 
0 Present address; Plessey Research Caswell Lim-
ited, Allen Clark Research Centre, Towcester, North-
ants., UK. 
0749-6036/89/020207 +05 $02.00/0 
valence band system. This method gives accurate re-
sults for the energies and wavefunctions of the valence 
band states, but involves much less computational ef-
fort than the more usual pseudopotential or variational 
bandstructure calculations. 
2. Bandstructure 
In a quantum well, considerable mixing of henvy 
and light hole statea occurs. This gives rise to a set of 
valence subbands which have markedly non parabolic 
energy dispersions in the plane of the well. We have 
used the 4-band h.p scheme to obtain energies for the 
first four sub bands in Zl 100A. GaAB/ AIAB qunntum 
well. Fig. 1 shows the valence bandstructure in the 
plane of the well. Anisotropy was found to be rel-
atively small (less than 10% in band 1 in the range 
of the figure), and the bandstructure was treated as 
isotropic throughout the work described. Repulsion 
(anticrossing) effects between adjacent bands can be 
clearly seen. These are accompanied by an exchange of 
character of the associated states. In particular, bands 
2 and 4 have regions of negative effective maas nea.r 
the zone centre, with energy minima at non zero val-
ues of in-plane wavevector. The densities of states of 
these bands diverge at the energy minima, though the 
effect is expected to be damped somewhat by band 
anisotropy. 
© 1989 Academic Press Limited 
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Fig. 1 Energy dispersion of the first four valence subbands 
in the (100) direction of n 100A GaAs/ AlAs quantum 
well. The growth direction io (001) . 
.a;-Matrix Elements 
A method for cclculatin(l the matrix elements for 
the ocutterin3 of electronn by phonons in u quantum 
well hao 003n d8leribed by Price1 und Ridler, where 
it b llBOUJDed thst the e~tronic wavefunctioDIJ can 
b<a written oo the product of u single Bloch function 
und u sinUBOidal envelope function. However the hole 
wuvefunctions in the quantum well, for uny non-zero 
in-phme wtwevector, contain significant contributions 
from u number of bulli states, und cannot be occurately 
represented in such a simple form. We have UEied the 
4-band h.p method to calculate realistic hole wave-
functions for the firat four valence subbands, and used 
theae to calculate the matrix elements for hole-phonon 
scattering. 
The matrix elements are given by terms lilie 
(1) 
where 
J.,.,.(q) = J V!:O(Ii")l/l,.(r)ezp(iq.r)dr (2) 
with·m and n the subband-indices, 
q ill the phonon wavevector and q. its component in 
the well direction. 
A( q) = 1 for deformation potential and non 
polar optical scattering, 
A(q) = -!i for unscreened polar optical and 
- q 
pie~lectric scattering, and 
q2 
A(q) = (q:i + gJ)2 for screened polar optical 
and piezoelectric scattering, with qo the reciprocal scr-
eening length. 
Fig. 2a shows the matrix elements obtained for in-
traband (1-1) and inter band (1-2) polar optical phonon 
absorption, compared with that given by a simple 1-
band effective mass calculation. It can be seen that the 
mixed character of the quantum well valence states has 
an important effect on scattering. For the intraband 
process, for small wavevectors, the initial and final hole 
states lie on opposite sides of the anticrossing region of 
the band. The small It initial states are heavy hole 
like, whilst the large It final states are light hole like, 
Superlattices and Microstructures, Vol. 5, No. 2, 1989 
o. 20 
1-2 4-bend k. p 
.. 0. IS 
c 
.§ 
.... 
X 
<: 0. 10 1-bond 
.. 
---0 
>= 
---1-1, 1-2 
0.05 
0. 00 
o. 00 0.01 0.02 0.03 0.04 
k (A-'l 
Fig. 2(a) Matrix elements for polar optical phonon scattering, 
integrated over all scattering angles, and shown in di-
mensionless form ft f~g Fmnd/3. The full curves are 
the results of 4-band h.p calculations for band 1-
band 1 and b&nd 1-band 2 scattering, whilsUhe bro-
ken curve shows simple 1-b&nd effective ma.su results 
for the same two cases. 
hence the matrix element is small. AB the wavevector 
of the initial state traverses the anticrossing region, the 
state becomes increasingly light hole like, so the ma-
trix element increases. For the interband process, the 
converse is true. The large k states in band 2 are heavy 
hole like, and for scattering from. the small k band _l_ 
states, the matrix element is large. As the wavevector 
of the band 1 state passes the anticrossing region, the 
matrix element decreases. The result for the 1-band 
model shows only the variation in matrix element due 
to the 1/ q3 dependence. 
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Fig. 2(b) Matrix elements for deformation potential scattering 
in dimensionless form, L/4 Fm~(q) . Full curves, 4-
band h.p calculations; broken curve, 1-band effective 
maas results, for band 1-band 1 and band 2-band 1 
scattering. 
result which is independent of wavevector, and repre-
sents an upper limit for the 4-band matrix elements. 
4. Scattering Rates 
The scattering rates are calculated from Fermi's 
Golden Rule· 
271' ~ 2 P;, = h £.... IMI 6(E,- E;) 
and are of the form 
ftnal 
•t.atea 
(3) 
P(k) oi>• = C x f f k1dk1d{31_ [ ,.,Nq ] Fm,.(q)6A:',Hq6[E(k') - E(k) 'f liw9] 
..,. Wq Hq + 1 
(4) 
Fig. 2b shows intraband and interband matrix el-
ements obtained for deformation potential scattering. 
These are calculated in an isotropic, elastic approxi-
mation (assuming that initial and final states have the 
same wavevector). This means that the wavefunctions 
of initial and final states for intraband scattering are 
virtually identical, and the matrix elements are always 
much larger than for interband scattering. This re-
mains true even when the initial and final states are 
displaced by a typical acoustic phonon energy. The 1-
band calculation gives, in the elastic approximation, a 
where N9 is the phonon occupation number, q
2 
= 
k2 + /12 - 2kk1c08{3, k and k' are the wavevectors of the 
initial and final states, and {3 is the scattering angle. 
For optical phonon scattering, w is assumed inde-
pendent of q, and the phonon energy 1iw is taken as 
35.4meV for both 10 and TO phonons. The acoustic 
rates are calculated in the elastic and energy equipar-
tition approximations, which give a very good approx-
imation to thl! total (absorption + emission) rate at 
77K, the lattice temperature concerned. For unscreen-
210 
ed piezodectric scattering, a finite result cannot be ob-
tained for the scattering rate, since the matrix element 
contains a term in 1/ q2, which always leads to a diver-
gence. Therefore, the matrix elements for piezoolectric 
scattering were calculated assuming weak screening, 
with a screening length appropriate to a free hole den-
sity of 5 X 1016 cm-3• Under these conditions, the effect 
of screening on the polar· optical scattering rates is ex-
pected to be negligible, and these rates were calculated 
for the unscreened case. 
Scattering rates were calculated for intraband and 
inter band polar optical, non-polar optical, deformation 
potential and piezoelectric processes in and between all 
four bands. For scattering into bands 2 and 4,. there is 
a range of energies in which the final state for scatter-
ing has two possible values of II. These cases must be 
treated separately, giving a total of 144 possible scat-
tering processes. 
5. Monte Carlo Model 
We have developed both steady state and ensem-
ble Monte Carlo programs to simulate 2D hole dy-
namics. The valence band system is modelled by the 
four subband dispersion curves, as described in sec-
tion 2, with the derived group velocities and densities 
of states. These, and the matrix elements for the 144 
scattering processes, are tabulated against wavevector 
and are loaded into the simulation as data. For po-
lar optical and piezoelectric scattering the matrix el-
ements are also tabulated against scattering angle, to 
_enable the stoch_astic scattl!ring angles generated in the 
Monte Carlo algorithm to be chosen from the correct 
distribution for each process. An energy dissipation 
scheme is included for acoustic (deformation poten-
tial and piezoelectric) scattering, in which a stochastic 
phonon wavevector, q, and energy, hv.q, are generated 
upon each scattering event, and the ratio of absorp-
tion to emission events weighted according to the ratio 
N9 /N9 + 1. 
The steady state program simulates 500,000 scat-
tering events (including self scatterings), and the en-
semble program simulates 20,000 electrons in parallel. 
In both programs, an electric field can be applied in 
the plane of the quantum well. 
6. Results 
Steady state Monte Carlo simulations were perfor-
med for a range of electric fields, at a lattice temper-
ature of 77K. In all cases, most of the holes {8(}.90%) 
were located in band 1, with very few ( < 0.5% for 
F ~ 10 kVcm- 1) in band 4. Fig. 3 shows the steady 
state distribution of hole energies over all four bands, 
Superlattices and Microstructures, Vol. 5, No.2, 1989 
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Fig. 3 Steady state distribution of hole energies over all four 
bands, for in plane electric fields of (a) 1.0, (b) 2.5, 
(c) 5.0, (d) 10.0, and (e) 20.0 kVcm-1 Energies are 
measured relative to the band 1 minimum. 
for five values of electric field. At low energies, the dis-
tribution is dominated by the form of the density of 
states in band 1, and the structure at 16meV repre-
sents the contribution from the large density of states 
at the band 2 minima. For low fields, the distribution 
has a definite shoulder at the optical phonon energy 
{35meV), which becomes less prominent as the distri-
bution is heated. At high energies, the distribution is 
- - - -
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Fig. 4 Energy loss rate per hole vs. 1/Tc, as calculated from 
steady state Monte Carlo simulations. The dotte .1 
line indicates a fit to the points with slope flwop• 
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Fig. 5 Time evolu~ion of ~he hole energy distribution, F = 
0.0, TL = 77 K. The ini~ial distribution of energies is 
Maxwellian, wi~h Tc = SOOK. 
Maxwellian for all the cases shown, and a carrier tem-
perature can readily be defined. For a Maxwellian dis-
tribution of carriers in a simple 2D band, the carrier 
temperature is given by E/kn, where E is the mean 
energy. In this system however, the obtained values 
of E / kn were typically a factor of two larger than the 
carrier temperatures, Tc, derived from the energy dis-
tributions, indicating the inftuence of non-parabolicity 
and multiple band occupancy. The power supplied by 
the electric field is eFvd, where Vd is the average drift 
velocity, and in the steady state, this is equivalent to 
the energy loss rate per hole. In Fig. 4, we have plotted 
this energy loss rate against the inverse carrier tem-
perature. For a single, parabolic, 2D band, the rate of 
energy loss due to optical phonon emission is expected 
to depend on4 exp( -hw0p/kBTc ). Despite the com-
plexities of the valence band system, our data appear 
to follow this trend, with the dotted line of slope hwop 
showing a good fit to the points. This result is in con-
cordance with experimental work5 on hot holes in 2D, 
in which the energy loss rate was also found to follow 
a simple exponential law6 • 
An ensemble Monte Carlo simulation was perform-
ed, at 77K, in which the supplied initial distribution of 
energies was Maxwellian, with a carrier temperature 
of 500K. Fig. 5 shows the time evolution of this dis-
tribution, with zero applied field. Again, the density 
of states structure is clearly reftected in the form of 
the distribution at low energies, but with significant 
repopulation of states in the band 1 energy minima as 
the distribution cools. The graphs show the develop-
ment of three shoulders in the distribution, at 35meV, 
51meV, and 60meV, due to optical emission into bands 
1, 2, and 3, respectively. Consequently, the high energy 
tails of these distributions do not appear Maxwellian, 
t' 
·' 
.... ·.•'' 
' ..... 
and it is not clear whether a single carrier temperature 
can be defined. 
7. Conclusion 
We have demonstrated the use of a detailed Monte 
Carlo model, based on a 4-band lx.p bandstructure 
scheme, to simulate hole transport and relaxation in 
a quantum well. The complicated nature of the 2D 
valence band system is reflected in the hole energy dis-
tributions obtained in both steady state electric field 
and transient relaxation simulations. The results show 
the importance of using a realistic model to describe 2D 
hole dynamics, and also allow its description in terms 
of simple experimental parameters. 
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