Abstract. We consider boundary element methods where the Calderón projector is used for the system matrix and boundary conditions are weakly imposed using a particular variational boundary operator designed using techniques from augmented Lagrangian methods. Regardless of the boundary conditions, both the primal trace variable and the flux are approximated. We focus on the imposition of Dirichlet, mixed Dirichlet-Neumann, and Robin conditions. A salient feature of the Robin condition is that the conditioning of the system is robust also for stiff boundary conditions. The theory is illustrated by a series of numerical examples.
1. Introduction. Weak imposition of boundary conditions has been very successful in the context of finite element methods. In particular, Nitsche's method [12] has recently received increased interest in the scientific computation community. Our aim in this paper is to discuss how the idea behind this type of method can be applied in the context of boundary element methods to impose different types of boundary condition in a unified framework.
Weak imposition of boundary conditions here means that neither the Dirichlet trace nor the Neumann trace is imposed exactly, instead an h-dependent boundary condition is imposed that is weighted in such a way that optimal error estimates may be derived and the exact boundary condition is recovered in the asymptotic limit. This approach may not be competitive in the simple case of pure Dirichlet or Neumann conditions due to the increase in the number of unknowns. Therefore the main focus of this work is on more complex situations. We will discuss the following four model cases:
1. non-homogeneous Dirichlet conditions 2. non-homogeneous Neumann conditions 3. mixed Dirichlet-Neumann boundary conditions 4. generalised Robin conditions We consider the Laplace equation: Find u such that
Here Ω ⊂ R 3 denotes a polyhedral domain with outward pointing normal ν and boundary Γ := Γ D ∪ Γ N ∪ Γ R . We assume for simplicity that the boundaries between Γ D , Γ N and Γ R coincide with edges between the faces of Γ. Whenever it is ambiguous, we will write ν x for the outward pointing normal at the point x. We assume that g D ∈ H 1/2 (Γ D ∪ Γ R ) and g N ∈ L 2 (Γ N ∪ Γ R ). Observe that, by the Lax-Milgram lemma, there exists a unique solution to (1.1). We assume that u ∈ H 3/2+ǫ (Ω) for some ǫ > 0.
We will consider an approach where the full Calderón projector is used and the boundary conditions are included by adding properly scaled penalty terms to the two equations. This results in formulations similar to those obtained for the weak imposition of boundary conditions using Nitsche's method [12] .
For the Robin boundary condition, we will use the ideas of Juntunen and Stenberg [9] . A salient feature of this type of imposition of the Robin condition is that it is robust under singular perturbations. Indeed regardless of the Robin coefficient, the conditioning of the resulting system matrix is no worse than for the Neumann or the Dirichlet problem.
This approach allows us to implement mixed boundary conditions in a simpler way than previously done: rather than splitting up the boundary element operators according to which region we are in, we simply apply sparse transformations to the full discrete operators.
The proposed framework is flexible and allows for the design of a range of different methods depending on the choice of weights and residuals. We will present a sample of possible methods with the ambition of showing the versatility of the framework rather than claiming that for each case the choices are optimal.
An outline of the paper is as follows. First, we review some of the basic elements of the theory of boundary operators in section 2. Then, in section 3 we discuss the design of formulations for the linear model problems in a formal setting. We propose the corresponding boundary element methods in section 4 and give an abstract analysis. The boundary elements obtained using the formulations from section 3 are then shown to satisfy the assumptions of the abstract theory. Finally, we show some computational examples in section 5.
While the present paper focuses on weak imposition of boundary conditions through Nitsche type coupling for BEM, ultimately the goal is to develop a framework for complex BEM/BEM and FEM/BEM multiphysics coupling situations. Existing approaches here are often built upon FETI and BETI type methods [10, 11] . While BETI is usually formulated in terms of Steklov-Poincaré operators, the framework proposed in this paper builds directly upon Calderón projectors of the subdomains.
For the method proposed in the present work the multi-domain coupling will take a form similar to that using Nitsche's method in the FEM/FEM coupling setting of [3] ; see also the FEM/BEM coupling of [6] where a Nitsche's method for the coupling was proposed, using the Steklov-Poincaré operator for the BEM system. An important application area for the presented weak imposition of boundary conditions are inverse problems with unknown boundary conditions. Since the boundary condition only enters through a sparse operator this can be easily updated in each step of a solver iteration, while the boundary integral operators only need to be computed once. In particular, for reconstruction of the coefficient in a Robin condition (see eg [8] for a finite element approach and [2] for a detailed analysis of the stability of this problem), the robustness with respect to the coefficient of the present method is an advantage.
2. Boundary operators. We define the Green's function for the Laplace operator in R 3 by
In this paper, we focus on the problem in R 3 . Similar analysis can be used for problems in R 2 , in which case this definition should be replaced by G(x, y) = − log |x − y|/2π. In the standard fashion (see eg [14, chapter 6] ), we define the single layer potential operator,
, and the double layer potential, K :
We define the space
(Ω)}, and then we define the Dirichlet and Neumann traces, γ D :
We recall that if the Dirichlet and Neumann traces of a harmonic function are known, then the potentials (2.2) and (2.3) may be used to reconstruct the function in Ω using the following relation.
It is also known [14, lemma 6.6 ] that for all µ ∈ H −1/2 (Γ), the function
Similarly, for the double layer potential there holds [14, lemma 6.10 ] that for all
We define {γ D f } Γ and {γ N f } Γ to be the averages of the interior and exterior Dirichlet and Neumann traces of f . We define the single layer, double layer, adjoint double layer, and hypersingular boundary integral operators,
where x ∈ Γ, v ∈ H 1/2 (Γ) and µ ∈ H −1/2 (Γ) and [14, chapter 6] . The following coercivity results are known for the single layer and hypersingular operators in R 3 , where ·, · Γ denotes the
Lemma 2.1 (Coercivity of V). There exists α V > 0 such that
Proof. [14, theorem 6.22].
Lemma 2.2 (Coercivity of W).
There exists α W > 0 such that
where H 1/2 * (Γ) denotes the set of functions v ∈ H 1/2 (Γ) such that v = 0, where
is the average value of v. From this it follows that
where
Proof. [14, theorem 6 .24].
The following stability results are also known.
Proof. [14, sections 6.2-6.5].
We define the Calderón projector by (2.12)
where σ is defined as in [14, equation 6.11] , and recall that if u is a solution of (1.1) then it satisfies
Taking the product of (2.13) with two test functions, and using the fact that σ = 1 2 almost everywhere, we arrive at the following equations.
For a more compact notation, we introduce λ = γ N u and u = γ D u and the Calderón form
We may then rewrite (2.14) and (2.15) as
We will also frequently use the multitrace form, defined by
Using this, we may rewrite (2.17) as
To quantify the two traces we introduce the product space
The additional regularity on the flux variable is required later when imposing Neumann and Robin conditions. We also introduce the associated norm
Using the results in Lemmas 2.1 to 2.3, we obtain the continuity and coercivity of A.
Lemma 2.4 (Continuity). There exists C > 0 such that
Proof. Use the stability results from Lemma 2.3.
Lemma 2.5 (Coercivity). There exists α > 0 such that
Proof. Use the coercivity of V and W from Lemmas 2.1 and 2.2 and let α = min(α W , α V ).
3. Weak Imposition of boundary conditions. In this section, we will derive boundary integral formulations of the problem (1.1), that we will then use for our boundary element formulations. We assume that the boundary condition may be written as
The idea that we will exploit in the following is simply to add a suitable weighted weak form of this constraint to the Calderón form (2.17). Formally, this leads to an expression of the form
where β 1 and β 2 are problem dependent scaling operators that will be chosen as a function of the physical parameters in order to obtain robustness of the method.
3.1. Dirichlet boundary condition. In this section, we assume that Γ D ≡ Γ and consider the resulting Dirichlet problem. We choose
where β D will be identified with a mesh-dependent penalty parameter, and
where g D ∈ H 1/2 (Γ) is the Dirichlet data. Inserting this into (3.3), we obtain the formulation
One can compare the method with the classical (non-symmetric) Nitsche's method by formally identifying λ with ∂ ν u and µ with ∂ ν v (up to the multiplicative factor For a more compact notation, we introduce the boundary operator associated with the non-homogeneous Dirichlet condition
and the operator associated with the right hand side
Using these and (3.5), we arrive at the following problem:
If we set β D = 0 in (3.6) and (3.7), we obtain a penalty-free formulation for the Dirichlet problem.
Neumann boundary condition.
In this section, we assume that Γ N ≡ Γ and consider the resulting Neumann problem. We choose
N , and define
, is the Neumann data. Proceeding as in the Dirichlet case, we obtain the formulation
we may write this as the variational problem:
Here, we use the space *
, as the solution to the Neumann problem can only be determined up to a constant, so we include the extra condition that u = 0.
If we set β N = 0 in (3.11) and (3.12), we obtain a penalty-free formulation for the Neumann problem.
When β N > 0, observe that for the terms imposing the Neumann condition to be well defined, we need λ ∈ L 2 (Γ N ). This can be avoided by replacing β N by β V V, where β V ∈ R and V :
is the single layer boundary operator on Γ N .
The resulting formulations using β N are in general easier to analyse, since they give control of λ on the Neumann boundary in the natural norm λ H −1/2 (ΓN) .
Mixed Dirichlet-Neumann boundary condition.
We now consider the case of mixed Dirichlet-Neumann boundary conditions, when Γ = Γ D ∪ Γ N .
Let R ΓD and R ΓN be defined by (3.4) and (3.9). Using the abstract form (3.3), we obtain
Developing (3.14), and defining
we arrive the variational formulation:
If we set β D = 0 and β N = 0 in (3.15) and (3.16), we obtain a penalty-free formulation for the mixed Dirichlet-Neumann problem. By taking Γ N = ∅ or Γ D = ∅, formulations for both Dirichlet and Neumann problems can be obtained from (3.17).
3.4. Robin conditions. For simplicity, we consider the case where Γ = Γ R . Considering the Robin condition (1.1d), we may write, for some ε > 0,
This function is a linear combination of the Dirichlet and the Neumann conditions.
We take
, and look for a term of the form
where the function φ(α D , α N ) and parameter β R must have the following properties to ensure that the formulation degenerates into the formulation for the Dirichlet and Neumann problems as ε → 0 and ε → ∞.
It is straightforward to verify that these conditions are satisfied for the choices
Later, we will use β D = βh −1 and β N = βh, where β is a constant, as in the mixed Dirichlet-Neumann case.
Collecting the above considerations, we arrive at the formulation
Taking ε → 0, we recover the Dirichlet formulation (3.5); and taking ε → ∞ results in the Neumann formulation (3.10). By introducing
4. Boundary element method for the single domain problem. All the methods introduced above are written as the sum of the multitrace operator A and a boundary condition operator B. We write this generally as:
In this section, we analyse this general problem, then show that the analysis is applicable to the boundary conditions discussed in section 3.
For the sake of example and to fix the ideas, we introduce a family of conforming, shape regular triangulations of Γ, {T h } h>0 , indexed by the largest element diameter of the mesh, h. We assume that the triangulations are fitted to the different boundary sets Γ D , Γ R and Γ N . We then consider the following finite element spaces.
where P k (T ) denotes the space of polynomials of order less than or equal to k, and
are the polygonal faces of Γ.
We observe that V
. We now introduce the discrete product space The boundary element formulation of the generic problem (4.1) then takes the form:
If we assume that (u, λ) ∈ V and (u h , λ h ) ∈ V h satisfy (4.1) and (4.2), it immediately follows that the following Galerkin orthogonality relation holds.
We also get the following representation formula for the approximation in the bulk using (2.6).
We will now proceed to derive some estimates for the solution of (4.2) and the reconstruction (4.4).
Let W be a product Hilbert space for the primal and flux variables, such that
To reduce the number of constants that appear, especially when proving that assumption 4.4 holds, we introduce the following notation.
• If ∃C > 0 such that a Cb, then we write a b.
• If a b and b a, then we write a b. For the abstract analysis, we will make use of the following standard assumptions. 
and
and 
where ζ = min(k + 1, s), ξ = min(l + 1, r), r . Typically, we use approximation spaces with k = l + 1, where the polynomial spaces used for λ are one order lower than those for u, or spaces with k = l, where equal order spaces are used for both variables.
We note that if the form A + B is coercive, that is there exists α > 0 such that
then assumptions 4.1 and 4.2 hold. We now proceed to prove some results about the abstract problem.
Proposition 4.5. Assume that assumption 4.1 holds, then the linear system defined by (4.2) is invertible. If, in addition, we assume that
• and · * is equivalent to · B , then the formulation (4.1) admits a unique solution in W.
Proof. Note that assumption 4.1 implies the inf-sup condition, Proposition 4.6. Assume that (u, λ) ∈ V is the solution to a boundary value problem of the form (1.1) satisfying the abstract form (4.1). Let (u h , λ h ) ∈ V h be the solution of (4.2). If assumptions 4.2 and 4.3 are satisfied then
Proof. See [15, theorem 2] .
where ζ = min(k + 1, s) and ξ = min(l + 1, r).
Proof. Apply assumption 4.4 to the right hand side of (4.6).
Proposition 4.8. Assume that (u, λ) ∈ V is the solution to a boundary value problem of the form (1.1) satisfying the abstract form (4.1) and that the assumptions of Proposition 4.6 are satisfied. Let (u h , λ h ) ∈ V h . Letũ : Ω → R be the reconstruction obtained using (2.6), with γ N u = λ and γ D u = u; andũ h : Ω → R be the reconstruction obtained using (4.4). Then there holds
Proof. Using (2.7) and (2.9), we may writẽ
).
Using the triangle inequality, we have
By (2.8) and (2.10), there exist c 1 , c 2 > 0 such that
Collecting (4.7)-(4.9), we see that there exists C > 0 such that
The statement now follows from Proposition 4.6.
Corollary 4.9. Under the same assumptions of Proposition 4.8 and assumption 4.4,
Proof. Apply assumption 4.4 to (4.10) in the proof of Proposition 4.8.
Application of the theory to the Dirichlet problem.
For the finite element spaces defined above, the Dirichlet problem takes the form:
We introduce the following B D -norm.
and we let · * = · BD . We now proceed to verify that assumptions 4.1 to 4.4 hold. 
, we deduce from Lemma 2.5 that there exists α > 0 such that
Using the definition of B D , we see that
, we see that
for some α ′′ > 0. Therefore, in this case the form A + B D is coercive, and so assumptions 4.1 and 4.2 hold. Proof. Taking w = v and η = µ + cv, for some c ∈ R to be fixed, we obtain
By Lemmas 2.1 and 2.2, we know that
By Lemma 2.3, we see that
Using the fact that for a, b 0, ab (a 2 + b 2 )/2, we obtain
We note that u = v is a solution to (1.1), γ D v = v and γ N v = 0. Using this and applying (2.14), we see that
Using the fact that
, and proceeding in the same way as we did for the single layer term above, we obtain
We also have that c
Taking α = min(α V , α K ) and C = max(C V , C K ), and putting (4.13)-(4.16) together, we obtain
Finally, we show that
We obtain the first part of assumption 4.1 by dividing through by (w, η) V and taking the supremum. To show the second part of assumption 4.1, we let (w, η) ∈ W \ {0} proceed as follows.
This is of the same form as (4.12), so we proceed as above to obtain
This is greater than zero for all (w, η) = 0, and so we have proven the second part of assumption 4.1. Assumption 4.2 can be proven in the same way as above using the discrete space V h in the place of W. Proof. Applying Lemma 2.4, the relation
and the Cauchy-Schwarz inequality,
to the form A + B D yields the desired continuity result. 
Applying these to the definition of · * gives 
where ζ = min(k + 1, s) and ξ = min(l + 1, r). Additionally,
whereũ andũ h are the solutions in Ω computed using (2.6).
Application of the theory to the Neumann problem. The Neumann problem takes the form: Find
We introduce the following B N -norm.
and we let · * = · BN .
We now proceed to verify that assumptions 4.1 to 4.4 hold. Proof. The proof is the same as in the Dirichlet case.
As in the Dirichlet case, the extra assumptions in Proposition 4.5 are satisfied. We therefore conclude with the following result. 
4.3.
Application of the theory to the mixed Dirichlet-Neumann problem. For the mixed problem, the boundary element method takes the form:
We now show that the assumptions for the abstract error estimate are satisfied for the formulation (4.18). First, we introduce the following norms.
Observe that in this case the two norms are not the same, nor are they equivalent, so the below results cannot be used to prove existence of a unique solution to (3.17). Proof. We obtain using Lemma 2.5 that for (v, µ) ∈ V,
is an equivalent norm to
Coercivity follows using the definition of · BND . Proof. Using the fact that v, µ Γ = v, µ ΓD + v, µ ΓN , we see that
Proceeding as in Proposition 4.12 leads to the desired result. Proof. Proceeding as in the Dirichlet case, we see that
and so assumption 4.4 holds.
Motivated by the bounds on β D and β N in this proposition, we will later take β D = βh −1 and β N = βh, where β is a constant. If k = l, β N h −1 , and the solution is smooth enough, then
Therefore the same order of convergence will be observed when the bounds on β N here and in the theorem below may be replaced by β N h −1 without loss of convergence. In this case, both β N and β D may be taken to be constants independent of h.
We conclude that the best approximation result of Proposition 4.6 and the error estimate of Corollary 4.7 hold for the discrete solutions of (4.18), as given in the following theorem. 
If we set β D = 0 and β N = 0, we arrive at a penalty-free formulation for the mixed Dirichlet-Neumann problem. We conjecture based on numerical experiments that this result also holds for the penalty-free formulation. The analysis for this case would take a similar form as in the Dirichlet and Neumann penalty-free cases.
Application of the theory to the Robin problem.
The formulation for Robin conditions was proposed in (3.24). To simplify the notation we introduce a function φ : Γ → R + defined by
and we assume that ε and β R are sufficiently regular so that
This will be true if the mesh has some local quasi-uniformity and ε is smooth enough. We may then write the operators B R and L R as
The boundary element method for the Robin problem reads:
For the analysis the following technical lemmas will be useful.
Proof. The proof is a consequence of [5, lemma 6] which shows that
We then recall the Sobolev injection f L 4 (Γ) C f H 1/2 (Γ) from [7, theorem 6 .7] and conclude using this result and an arithmetic-geometric inequality of the right hand side of (4.23).
Since Γ is closed, there exists y ∈ Γ such that ϕ(y) = a. Therefore a > 0. We now see that
where C = a 2 .
We introduce the norm
and set · * = · BR . We note that if ε → 0 or ε → ∞, then · BR converges to · BD or · BN respectively. We now proceed to show that assumptions 4.1 to 4.4 hold. 
for any α min(α V , α W ). By Lemma 4.24, we have
Using the definition of · BR , we see that the form is coercive. Proof. Using Lemma 4.23, we see that for
Applying this to the first two boundary terms in B R [(w, η), (v, µ)], we obtain
By the Cauchy-Schwarz inequality, we obtain for the remaining terms
Collecting the terms we then have
Proposition 4.27 (Approximation). Assumption 4.4 is satisfied for the Robin problem if 0 < β R h −1 .
Proof. First note that φ < 1 and
Therefore,
If β R h −1 , then assumption 4.4 can be shown to hold.
When using equal order approximation, the same order of convergence will be observed when the bounds on β R here and in the theorem below may be replaced by h β R h −1 for sufficiently smooth solutions.
Proposition 4.28. The extra assumptions in Proposition 4.5 are satisfied for the Robin problem.
Proof. As a consequence of the coercivity and continuity above and observing that by the Cauchy-Schwarz inequality and the definition of φ, there exists C such that
We conclude that Propositions 4.5 and 4.6 and Corollaries 4.7 and 4.9 hold for the Robin problem. This is summarised in the following result 
for some C > 0, where ζ = min(k + 1, s) and ξ = min(l + 1, r). Additionally,
Again, we could set β R = 0 to arrive at a penalty-free formulation for Robin problems. In this case, our numerical experiments show large error for some values of the parameter ε, which leads us to conclude that this result does not hold for the penalty-free formulation.
As ε → 0 and ε → ∞, we obtain the Dirichlet and Neumann formulations analysed in subsections 4.1 and 4.2. We expect the condition number of the discrete system for the Robin problem to be no worse than in either extreme case, and observe this in subsection 5.3.
5. Numerical results. Drawing inspiration from [9] , we define
It is easy to check that for any bounded domain Ω ⊂ R 3 with boundary Γ = Γ D ∪ Γ N ∪ Γ R and any fixed ε ∈ R, u is the solution of
In the examples presented here, we let Ω be the unit sphere, and Γ its boundary. The results in this section were computed using the boundary element library Bempp [13] , an open source boundary element library developed by the authors of this paper. All examples in this paper were computed with version 3.3.2 of the Bempp library. Jupyter notebooks demonstrating the functionality used in this paper will be made available at www.bempp.com.
5.1. Dirichlet boundary conditions. First, we look at the case where Γ = Γ D , in which the problem reduces to the Dirichlet problem:
For this problem, we compare the penalty method proposed in this paper (4.11) to the standard single layer formulation: Find λ ∈ Λ h such that Figure 1 shows the convergence and iteration counts when β = 0.1 and k = l = 1, and so we look for (u h , λ h ) ∈ V The iteration count plot (right) shows the number of iterations taken to solve the non-preconditioned system (red diamonds), compared with the system with mass matrix preconditioned applied blockwise from the left (red circles), as described in [4] . Mass matrix preconditioning greatly reduces the number of iterations required, so for the remainder of this paper, we precondition all linear systems using mass matrix preconditioning. Figure 2 shows the dependence of the error and iteration count on the chosen value of β, for a range of values of h. It can be seen that the number of iterations increases when β is above around 0.1, and the error increases when β is above 100. This motivates our earlier choice of 0.1 as the value of β, although anything smaller than this appears to be a good choice of β.
In Figure 1 , it can be seen that the penalty method proposed here gives comparable convergence to the standard method in a similar number of iterations. However, the system in the penalty method contains around twice the number of unknowns, and so each iteration will be more expensive.
5.2.
Mixed Dirichlet-Neumann boundary conditions. We now consider the case where Γ = Γ D ∪ Γ N and the problem reduces to a mixed Dirichlet-Neumann problem:
Let Γ N := {(x, y, z) ∈ Γ : x > 0} and Γ D := Γ \ Γ N . We use the same g D and g N as above.
We first let k = l + 1 = 1, and so look for (u h , λ h ) ∈ V 1 h × Λ 0 h . As motivated above by Proposition 4.21, we set β D = βh −1 and β N = βh, where β is a constant. The dependence of the error and iteration count on β is shown in Figure 3 . We observe that β = 0.01 is a good choice, as this gives a small error and iteration count. The convergence of the error as we reduce h is shown in Figure 4 . Here we observe order 1.5 convergence. We next consider the case where k = l = 1. In this case, as remarked in subsection 4.3, we may replace the bound on β N by β N h −1 . In this case, we may take both β D and β N to be constant, and so we set β D = β N = β. The dependence of the error and iteration count on β for this choice of parameters is shown in Figure 5 , and the convergence to the solution when β = 0.01 is shown in Figure 6 . It can be seen here that order 2 convergence is observed, higher than the expected order 1.5 convergence.
In Figures 3 and 6 , the error and iteration count remain steady as β → 0. In numerical experiments on a sphere and cube with β = 0, we see similar convergence to that observed in this section. This leads us to conjecture that Theorem 4.22 will hold for the penalty-free formulation, when β = 0.
Robin problem.
We now consider the case where Γ = Γ R and the problem reduces to a Robin problem:
for some ε ∈ R. Again, we begin letting k = l + 1 = 1. Here we use
where β D = βh −1 and β N = βh, for some constant β, as in the mixed DirichletNeumann case.
The dependence of the error and iteration count on both ε and β, on a grid with h = 0.1, is shown in Figure 7 . The convergence as h is reduced for ε = 1 300 , ε = 1, and ε = 300, and using β = 0.01, is shown in Figure 8 . In this case, order 1.5 convergence is observed.
As in the mixed Dirichlet-Neumann case, when k = l = 1, we may replace the bound on β N with β N h −1 . Again, we take β D = β N = β for some constant β. The dependence of the error and iteration count on both β and ε is shown in Figure 9 . As in the previous case, β = 0.01 looks to be a suitable choice for the parameter.
The convergence as we reduce h for ε = 1 300 , ε = 1, and ε = 300, and using β = 0.01, is shown in Figure 10 . In this case, order 2 convergence is observed.
Again, we could consider the penalty-free formulation for the Robin problem. However, Figures 7 and 9 suggest that as β → 0, the error increases for some values of ε. This increased error can also be observed in the numerical experiments we have run with β = 0. Hence in the Robin case, the penalty term is necessary and Theorem 4.29 does not hold for β R = 0.
Conclusions.
We have analysed and demonstrated the effectiveness of Nitsche type coupling methods for boundary element formulations. In particular, for Robin and mixed Neumann/Dirichlet boundary conditions these are simpler than the strong imposition of boundary conditions since the boundary condition only enters the equa- An open problem is preconditioning. While the iteration counts in the presented examples were already practically useful, for large and complex structures preconditioning is still essential. The hope is to use the properties of the Calderón projector to build effective operator preconditioning techniques for the presented Nitsche type frameworks.
An extension of the presented method to FEM/BEM formulations is currently in preparation. Another directions are the Helmholtz and Maxwell problems. Although the analysis for these cases is more involved, we expect that their implementation will be structurally similar to the presented Laplace case.
