Efficient methods of biodiversity assessment and monitoring are central to ecological research and crucial in conservation management. Technological advances in remote acoustic sensing inspire new perspectives in ecology: environmental sound monitoring is emerging as a reliable non-invasive proxy for ecological complexity (Sueur and Farina, 2015). Rather than attempting to recognise species-specific calls, either manually or automatically, we are interested in monitoring the global acoustic environment, tackling the problem of diversity assessment at the community (rather than species) level.
of approaches to sampling and analysis (Magurran, 2004; Buckland et al., 2005; Pavoine and Bonsall, 18 2011) most of which are derived from observations of the richness and abundance of species encountered 19 in a given area at a specified time. In most strategies, there is a trade-off between data quality and quantity.
20
All Taxa Biodiversity Indices (ATBI) or multi-species field studies are desirable theoretically, but in 21 practice surveys are invariably subject to financial constraints that bind decision-makers (Lawton et al., 22 1998). In ongoing work, we are exploring cost-effective solutions, including remote sensing (camera traps 23 and aerial photography of canopy) and identification of 'ecological-disturbance indicator species' (Caro, 24 2010). Remote sensors are an attractive choice for data collection in that they are noninvasive, scalable in 25 both space and time and remove the bias and cost associated with programs which require either experts 26 (ATBIs, Gewin, 2002) or even non-specialists (Rapid Biodiversity Assessment, Oliver and Beattie, 1993) , 27 in situ.
28
Various forms of remote visual sensing technologies have been explored. Global satellite imaging 29 has been investigated to monitor biophysical characteristics of the earth's surface by assessing species 30 ranges and richness patterns indirectly (e.g. Wang et al., 2010) . These methods are attractive, but rely 31 on expensive equipment, are difficult to adapt to small spatial scales and require a time-consuming 32 validation step. It is possible, for example, to infer valid species-level identification of canopy trees from 33 high-resolution aerial imagery, providing a means of remote sensing to assess forest status (Peck et al., 34 2012). However, the principal weakness of this and other existing visual remote sensing methods is that 35 they cannot provide direct information on the status of taxa other than plants: they cannot detect 'silent 36 forests'. The need for innovative remote sensing methods to monitor the status of wildlife remains and 37 acoustic, rather than visual, sensors have many attractive characteristics. (Gregory and Strien, 2010) and tropical (Peck et al., 2015) climates. One 42 approach is to focus on automatic species call identification, but current methods are far from reliable (e.g.
43
Skowronski and Harris, 2006, for bats), increasingly difficult in complex environments such as tropical 44 forest soundscapes, where tens of signals mix and many species still remain unknown (Riede, 1993 ) and 45 notoriously difficult to generalize across locations due to natural geographic variation in species' calls 46 (Towsey et al., 2013) .
47
Rather than focusing on individual species, there is a growing interest in monitoring high-level 48 structure within the emerging field of Soundscape Ecology (Pijanowski et al., 2011) in which systematic 49 interactions between animals, humans and their environment are studied at the landscape level. From 50 this emerging perspective, the landscape's acoustic signature -the soundscape -is seen as a unique 51 component in the evaluation of its function, and therefore potential indicator of its status (Krause, 1987; 52 Schafer, 1977) . We can consider similar processes occurring at the community level: vocalising species 53 establish an acoustic community when they sing at the same time at a particular place. The potential for 54 estimation of acoustic community dynamics as key to understanding what drives change in community 55 composition and species abundance is being recognised (Lellouch et al., 2014) . The nascent discipline of
56
Ecoacoustics unites theoretical and practical research which aims to infer ecological information from the 57 acoustic environment at all levels (Sueur and Farina, 2015) .
58
The motivations of this approach can be understood in evolutionary terms: the same competitive 59 forces which drive organisms to partition and therefore structure dimensions of their shared biophysical 60 environment (food supply, nesting locations etc.) apply in the shared sonic environment; the soundscape 61 is seen as a finite resource in which organisms (including humans) compete for spectro-temporal space.
62
These ideas were first explicitly captured in Krause's Acoustic Niche Hypotheses (ANH) (Krause, 1987) 63 which suggests that vocalising organisms have evolved to occupy unique spectro-temporal 'niches', 64 minimising competition and optimising intraspecific communication mechanisms. Formulated following Krause's ANH can be understood in terms of several theories of the evolution of bird species, which are supported by field studies. Avian mating signals are thought to diverge via several processes: (1) as a 73 by-product of morphological adaptation, the Morphological Adaptation Hypothesis; (2) through direct 74 adaptation to physical features of the signalling environment, the Acoustic Adaptation Hypothesis; and adaptation operate in tandem, and that the interplay between these factors drives the evolution of mating 78 signals in suboscine birds (Seddon, 2005) . The ANH is tenable in evolutionary terms, but to date we 79 have lacked the tools for any serious experimental investigation of exactly which dimensions of acoustic 80 ecospace niches may occupy.
81

Existing Acoustic Indices for Automated Ecoacoustics
82
This emerging framework, coupled with the technical feasibility of remote acoustic sensing and pressure to 83 meet strategic biodiversity targets, fuels a growing research interest in ecological applications of acoustic 84 indices; several dozen have been proposed over the last 6 years (see Sueur et al., 2014; Towsey et al., 2013; 85 Lellouch et al., 2014, for good overviews). These are predominantly derived from statistical summaries of by slightly different approaches to measuring the 'health' of a habitat or species diversity or abundance.
88
The simplest indices provide summaries of the Sound Pressure Level (e.g. peaks, or specific times of 89 day). In (Rodriguez et al., 2013) , for example, root mean square values of raw signals from a network of 90 recorders are used to create maps of amplitude variation to reveal spatiotemporal dynamics in a neotropical 91 forest. The predominant approach, however, is to consider amplitude variation in time or magnitude 92 differences between frequency bands of a spectrogram; a selection of these indices are described below.
93
Under the assumption that anthropogenic noise contribution is band-limited to a frequency range where p i is the proportion of individuals belonging to the i th species in the data set of interest; it quantifies 110 the uncertainty in predicting the species identity of an individual that is taken at random from the dataset.
The Acoustic Entropy Index, H (Sueur et al., 2008b) is also calculated as the product of spectral
112
(sh) and temporal (th) entropies, calculated on the mean spectrum and Hilbert amplitude envelope of a 113 time wave respectively. H ranges from 0 for pure tones to 1 for high-energy, evenly distributed sound.
114
The index was first tested against simulated choruses, generated by mixing together samples of avian between diverse habitats (mature oak forest, secondary forest, wetland and agricultural land).
131
The spectral indices provide a statistical summary of the distribution of energy across the sample, 
where each column of W can be thought of as a recurrent frequency template and each row of H as providing species presence-absence and abundance. 
Acoustic Indices
271
For the purposes of this illustrative exercise, analyses were carried out on dawn chorus recordings from 272 just one day at one recoding stations for three habitat types sampled. A range of indices described 273 in Section 1.3 were calculated: NDSI, H (including sh and th components), ADI, AEI, ACI and BI.
274
Indices were calculated for the same 10min periods during which point counts were made at each site.
275
Calculations were made using the seewave Sueur et al. (2008a) 
284
A potential future direction is illustrated using a SI-PLCA variant (SI-PLCA2) using 2D dual dictio- 
Species Composition of Acoustic Communities
295
The species observations for each site, shown in Table 1 
Acoustic Indices
313
Values for each of the acoustic indices calculated for the three habitats are given in Table 2 and shown as 314 bar plots in Figure 2 . As we might expect given the minimal anthropogenic noise and broadly similar 315 spectral profile, the NDSI reports near maximum values for each site. The global complexity of each 316 scene is high; it is no surprise then that entropy indices approach 1 and differences between sites are 317 minimal. The ADI reports a small variation, following the rank-order pattern of species heard at each 318 site. Differences between Sueur's spectral, temporal and therefore overall, H entropy are minimal. ACI 319 similarly shows small variation between sites. This index in particular is very sensitive to the size of the 320 analysis window and requires further exploration to establish which aspects of community composition 321 may be being assessed. BI values report the differences in overall acoustic energy, observable in mean 322 spectrum plot (Figure 1, bottom) , with the highest value at FS, FP being slightly higher than site S. These numbers. An increase in overall energy could be due to certain individuals having intrinsically louder calls, 325 calling more frequently, or simply being closer to the microphone. In validation studies the latter could be countered by factoring in field-based point count distance measures (recorded, but not included here)
327
and call frequencies, as well as tallies of individuals, the latter being expedited by the use of automatic 328 segmentation software (as in Pieretti et al., 2011) .
329
The key issue raised here, however is that in providing summaries of frequency or temporal amplitude 330 profile and magnitude differences, these current indices are not only sensitive to these largely irrelevant 331 variations in overall amplitude changes, but are all insensitive to the periodic structures which uniquely 332 characterise the three soundscapes. analysis of broad-spectrum versus pitched soundscape elements.
352
Full outputs for all three sites using the SI-PLCA2 algorithm with dual 2D dictionaries are shown in (5.4939, 3.8297, 3.9353, 3.7362, 4.0415, 3.1377) (d) Activation (shift-time) Functions (S). S = (6. 2345, 5.7911, 5.1608, 5.4627, 5.3665, 5.3127) Figure 6. SI-PLCA2 outputs for Silvopasture site dawn chorus. Entropy (S) values are shown in brackets.
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