For the brain to function properly, its neurons must make the right connections during neural development. A key aspect of this process is the tight regulation of axon growth as axons navigate towards their targets. Neuronal growth cones at the tips of developing axons switch between growth and paused states during axonal pathfinding, and this switching behaviour determines the heterogeneous axon growth rates observed during brain development. The mechanisms controlling this switching behaviour, however, remain largely unknown. Here, using mathematical modelling, we predict that the molecular interaction network involved in axon growth can exhibit bistability, with one state representing a fast-growing growth cone state and the other a paused growth cone state. Owing to stochastic effects, even in an unchanging environment, model growth cones reversibly switch between growth and paused states. Our model further predicts that environmental signals could regulate axon growth rate by controlling the rates of switching between the two states. Our study presents a new conceptual understanding of growth cone switching behaviour, and suggests that axon guidance may be controlled by both cell-extrinsic factors and cell-intrinsic growth regulatory mechanisms.
Introduction
Brain function depends critically on the precise patterns of neural wiring during development, and wiring defects lead to several neurological disorders [1] . The tight regulation of axon growth is crucial for correct brain wiring [2] [3] [4] . Although a large number of molecules involved in axon growth have been identified [5, 6] , a systems-level understanding of how these molecules interact to regulate axon growth is still lacking.
Growth cones at the tips of developing axons sense environmental signals and regulate directed axon growth [7] . During axonal pathfinding in vivo, growth cones often switch between rapid growth and paused states [8] [9] [10] [11] . Importantly, the time spent by growth cones in the two states appears to primarily determine the heterogeneous axon growth rates observed at different locations in the developing brain [8 -11] . This growth cone switching behaviour thus appears to control axon growth rate in vivo. The mechanisms underlying this switching behaviour, however, remain largely unknown.
One possibility is that it is simply due to changes in the environmental signals or physical interactions between growth cones and their environment. However, growth cones spontaneously switch between growth and paused states even in the nearly constant environmental condition of cell cultures [12 -14] . Thus, in addition to axon growth regulation by environmental factors, there also appears to be a contribution from cell-intrinsic mechanisms.
A critical control point that couples intracellular signalling to cytoskeleton dynamics and growth cone motility is the integrin-mediated point contact (PC) adhesions formed between the growth cone and extracellular matrix (ECM). In particular, PCs couple the actin cytoskeletal network with the ECM, reduce the retrograde flow of F-actin and generate traction force required for axon growth [15] . Furthermore, axon growth rate is strongly correlated with PC adhesion dynamics [16] . Several axon guidance cues, including soluble and substrate-bound cues, alter & 2018 The Author(s) Published by the Royal Society. All rights reserved.
axon growth rate by directly regulating PC adhesion dynamics, and integrin-mediated adhesion to the ECM is important for axonal pathfinding in vivo [17] .
PCs are composed of a number of signalling and scaffolding proteins. A key component of PCs involved in axon growth and guidance is paxillin (PXN). PXN recruits the guanine nucleotide exchanging factor PIX via paxillin kinase linker (PKL or GIT2), and the PXN-GIT-PIX complex activates the rho GTPase Rac1 in growth cones [18] . Active Rac1 promotes the assembly of growth cone PCs [19] and induces phosphorylation of p21-activated kinase (PAK) [20] . Phosphorylation of PXN by phosphorylated PAK enhances PXN-mediated PIX recruitment [21] . Thus, these molecular interactions involved in PC adhesion dynamics consist of positive feedback loops. Such loops are ubiquitously found in biological systems and regulate several cellular processes, including cell-cycle transitions [22] , cell migration [23] , cellular phenotypic switching [24] , synaptic plasticity [25] and neuronal symmetry breaking [26] . In particular, positive feedback loops in the Rac1 and PAK circuit have been suggested to regulate adhesion and membrane protrusion dynamics at the front end of migrating cells [21, 27, 28] . However, the functional consequences of positive feedback loops in regulating axon growth remain to be investigated.
Here, we developed a simplified mathematical model of PC adhesion dynamics and predict that the positive feedback loop in PC adhesion dynamics could lead to bistable growth and paused states of the growth cone. We then show that, due to stochastic effects, the model growth cones spontaneously switch between the two states. Our model predicts that environmental signals could regulate axon growth by altering the bistable property of the intracellular signalling network and the time spent in the growth and paused states. Thus, axon guidance may depend critically on a balance between intrinsic bistability and environmental signals.
Mathematical model of growth cone point contact adhesion dynamics
We constructed a simplified mathematical model to describe growth cone point contact (PC) adhesion dynamics (figure 1a). Our model consists of two variables, describing the level of active Rac1 (R 1 ) and the number of PCs (N) within a growth cone. Active Rac1 promotes the assembly of PCs [19] , but the molecular steps involved in this process are not known. PCs, on the other hand, recruit PXN, which in turn recruit PIX. Recruited PIX acts as a Guanazine Exchange Factor (GEF) to activate Rac1 [18] . We modelled Rac1-mediated PC assembly and PC-dependent Rac1 activation using Hill functions, which are commonly used in modelling intracellular signalling networks, especially when details of molecular steps are not known [29, 30] . The time evolution of N and R 1 is given by
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Here, a is the point contact assembly rate constant, and x, which can vary between 0 and 1, determines the dependence of PC assembly on the levels of active Rac1. When x ¼ 0, the point contact assembly rate is fully dependent on the levels of active Rac1, and when x ¼ 1, the point contact assembly rate is independent of levels of active Rac1. The strength of the feedback loops in the model is characterized by activation coefficients K N and K R1 . Increasing the values of these parameters decreased the feedback loop strength and vice versa. d is the intrinsic PC disassembly rate constant, h 1 and h 2 are the Hill coefficients, b 0 is the basal Rac1 activation rate constant, R 1T is the total number of Rac1 in a growth cone, i.e. the sum of active and inactive Rac1, k ar is the PC-dependent Rac1 activation constant, and k dr is the Rac1 deactivation rate constant. For details on parameter estimation and model calculations see electronic supplementary material, supplementary materials and methods. 
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When there is ultrasensitivity in the positive feedback loop, i.e. for large values of Hill coefficients, the deterministic model could admit two stable steady states G (growth) and P (paused) and an unstable steady-state U. The level of active Rac1 and the number of point contacts are high in the stable steady-state G, intermediate in the unstable steady-state U, and low in the stable steady-state P (figure 1b). Active Rac1 is known to promote axon growth [19, 31, 32] , whereas PCs promote axon growth by engaging the actin cytoskeletal network with the ECM [16, 33] . We therefore associated the stable steady-state G to a fast advancing growth cone, and the stable steady-state P to a paused growth cone in our model. When there is no or weak ultrasensitivity in the positive feedback loop, i.e. for small values of Hill coefficients, the deterministic model admits only one stable steady state (figure 1c). How the model growth cone behaviour evolves with time depends on whether the model admits monostability or bistability, which we examined next.
(b) Growth cones stochastically switch between growth and paused states
Given the low number of point contacts per growth cone (less than 10 PCs per growth cone [18, 19, 34] ), stochastic effects are likely to influence the temporal dynamics of the system [35, 36] . We therefore performed stochastic simulations using the Gillespie algorithm (see electronic supplementary material, supplementary materials and methods), which has been extensively used to investigate the dynamics of cellular processes [27, [37] [38] [39] [40] [41] .
(i) Temporal dynamics of bistable growth cones
We first predicted the time evolution of the number of point contacts and the levels of active Rac1 within a growth cone when there is ultrasensitivity in the feedback loop (Hill coefficients,
We found that the model growth cone reversibly switched between the growth and paused steady states (figure 2a). The steady-state distribution estimated from a 10 6 min simulated trace had peaks centred on the deterministic stable steady-state values (figure 2b,c). We computed the expected time to switch from one stable steady state to another, i.e. the mean first passage time (MFPT), from 2000 simulated switches. The mean time spent by the model growth cone was t G ¼ 83.8 min in the growth state and t P ¼ 45.3 min in the paused state for the parameter values in the electronic supplementary material, table S1 (figure 2d).
The MFPTs in bistable systems are dependent on the number of components involved in the switching behaviour [39] . While the number of PCs per growth cone is constrained by experimental measurements [18, 19, 34] , there is no direct measurement of the total number of Rac1 molecules per growth cone, R 1T . We therefore investigated the effect of R 1T on the switching behaviour. We scaled the Rac1-dependent activation coefficient K R1 with R 1T , such that increasing R 1T did not change the strength of the positive feedback loop and the steady-state number of PCs (electronic supplementary material, figure S1 ) and computed the MFPTs for different values of R 1T . We found that the MFPTs were not sensitive to changes in R 1T when the feedback strength was held constant (figure 2d), indicating that low number of PCs can lead to switching between the two stable states in our model.
(ii) Temporal dynamics of monostable growth cones
We next predicted the temporal dynamics of the model growth cone without ultrasensitivity in the feedback loop (h 1 ¼ h 2 ¼ 1).
Recall that the deterministic model without ultrasensitivity admits only one stable steady state (figure 1c). When the PC assembly rates are high, the model growth cones did not show any switching behaviour (figure 3a). The steady-state distribution was unimodal, with the peak centred on the deterministic stable steady-state value (figure 3b,c). When the PC assembly rates are low, we found that the model growth cones displayed switching behaviour (figure 3d) and that the steady-state distribution had multiple peaks (figure 3e,f ), even though the deterministic model is monostable.
This switching behaviour even in the absence of deterministic bistability is due to stochastic bistability [36, 38] , which can be understood as follows. The Rac1 GTPases activation/ inactivation cycle happens at the timescale of seconds [29] , whereas the PC assembly/disassembly dynamics occur at the timescale of minutes [19] . Because of this timescale separation, the levels of active Rac1, R 1 , rapidly equilibrate to the discrete low number of PCs, N, present at any moment. When N stochastically becomes zero, the PC-dependent Rac1 activation rate becomes zero, leading to decreased levels of R 1 corresponding to the basal Rac1 activation rate. Consequently, the PC assembly rate is drastically reduced and the system is trapped in a state with N ¼ 0 for a long duration. This kinetic trapping of the system at N ¼ 0 leads to a peak at N ¼ 0 and a peak at the basal levels of active Rac1 in the steady-state distributions (figure 3e,f ). The other peaks in the steady-state distribution of R 1 correspond to discrete non-zero values of N. At large PC assembly rates, the stochastic fluctuations driving the system to N ¼ 0 become rare, the switching behaviour disappears and the steady-state distributions become unimodal (figure 3a-c).
(iii) Temporal dynamics of a population of growth cones Intrinsic variations, for example, in protein expression levels, lead to variations in model parameter values across growth cones. These variations could give rise to diverse growth cone behaviour even in a constant environmental condition. To predict the population-level behaviour, we simulated the temporal dynamics of a population of 1000 growth cones, each with a different set of model parameters. The parameter values were varied up to +25% from the baseline values (electronic supplementary material, table S1) to generate different parameter sets. In these simulations, about 90% of growth rspb.royalsocietypublishing.org Proc. R. Soc. B 285: 20172618 cones exhibited bistability and these could switch between the growth and paused states, albeit with different switching rates due to differences in parameter values across growth cones. The rest of the growth cones were monostable but could display switching behaviour due to stochastic bistability. Although individual growth cones stochastically switched between distinct states and behave differently (figure 4a), the number of PCs and the levels of active Rac1 averaged across growth cones remained nearly constant with time ( figure 4b) .
Thus, in our model, individual growth cones stochastically switch between distinct states even in a constant environmental condition. This switching behaviour is consistent with cell culture experiments where the growth cones alternate between growth and paused states in a nearly constant environmental condition, with the time spent in the growth and paused states ranging from tens of minutes to hours [12] [13] [14] 42] (electronic supplementary material, table S2). Another key consequence of this switching behaviour is that, at any moment, both the growth and paused states of growth cones coexist at the population level even in constant environmental conditions. This is consistent with previous experimental observations that cell cultures consist of a mixed population of growth cones in the growth and paused states [13, 42] .
These results suggest that stochastic switching between distinct states of the intracellular signalling network could underlie the experimentally observed growth cone switching behaviour.
(c) Extracellular signals could regulate axon growth by controlling the growth cone state switching rates Extracellular signals regulate axon growth by altering PC adhesion dynamics [19, 34, 43] . For instance, soluble brainderived neurotrophic factor (BDNF) induces rapid clustering of b1-integrin receptors, facilitates PC formation and promotes axon growth, whereas soluble myelin-associated glycoprotein (MAG) prevents integrin receptor clustering and PC formation and inhibits axon growth [34] . In the model, the expression and clustering of integrin receptors are lumped into the PC adhesion assembly rate constant, a, and hence extracellular signals alter PC assembly rate. This is consistent with experimental observations that BDNF increases the PC adhesion assembly rate [44] , whereas Sema3A, which inhibits axon growth, decreases the PC adhesion assembly rate [19] . Here, we considered a simple scenario where extracellular signals altered a alone in our model. In reality, growth cones receive combinations of growth-promoting and -inhibiting signals rspb.royalsocietypublishing.org Proc. R. Soc. B 285: 20172618 from the environment [45] , but here we focus on how growth cones execute growth decisions in response to one integrated signal that alters a.
We first examined the effect of extracellular signals on the steady-state properties of the model with ultrasensitivity in the feedback loop. For low values of a, the deterministic . Steady-state distributions of (e) active Rac1 and (f ) point contacts estimated from a 10 6 min simulated trace with a ¼ 1.5 min
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. In (b,c,e,f ), the stable steady-state value (brown circle) of the deterministic model is marked on the x-axis. In (a-f), Extracellular signals could potentially also alter other model parameter values. For instance, netrin-1 binding to its receptor leads to the recruitment of the guanine exchange factor Trio and the activation of Rac1 [32] . Variations in other model parameters yielded changes in the steady-state distributions and the MFPTs similar to variations in a (electronic supplementary material, figure S3 ). Thus, in our model, external signals could alter individual or combinations of model parameters to bias the basin of attraction of steady states, alter the growth cone state switching rates and regulate axon growth.
Discussion
During brain development, growth cones at the distal ends of developing axons sense molecular cues in the environment and guide axons to their appropriate targets. Previous studies have observed that growth cones switch between growth and paused states in vitro [12] [13] [14] 42] and during axonal pathfinding in vivo [8, 9, [46] [47] [48] . In the present study, we used mathematical modelling to present a new conceptual understanding of growth cone switching behaviour. Our study suggests that the growth cone switching behaviour is a consequence of a bistable switch in the intracellular network of molecular interactions and that cell-intrinsic, systems-level Figure 5 . Once more quantitative information becomes available this approximation could be relaxed and the influence of these intermediate steps on growth cone switching behaviour could be determined. We note that growth inhibitory guidance cues could also regulate axon growth by inducing growth cone collapse and retraction. The network motif that we have modelled is embedded in a larger, more complex network of molecular interactions that likely contains additional feedback loops. It is possible that such additional feedback loops could be involved in controlling other growth cone behaviours such as collapse and retraction. Previous studies in other systems have shown that incorporating additional feedback loops to a network motif with a positive feedback loop can further contribute towards the regulation of bistable switching behaviour [40, [49] [50] [51] [52] . For instance, coupling multiple positive feedback loops alters the bistability regime in the parameter space [49, 50] , interlinking slow and fast positive feedback loops improves the robustness to noise in upstream signalling [51] , and negative feedback loops regulate the switching rates between steady states in a network with interlinked positive and negative feedback loops [40] . Our model could thus serve as a starting point to incorporate other molecular interactions and signalling pathways and to identify additional feedback mechanisms involved in axon growth regulation. Extending the model, however, comes at the expense of increased model complexity and additional model parameters, which would need to be tightly constrained by quantitative experimental measurements.
Previous studies have observed stochastic transitions in growth cone cytoskeletal dynamics which could contribute to growth cone state switching behaviour. Betz et al. [53, 54] identified stochastic switching between bistable on and off states in actin polymerization leading to growth cone membrane protrusion and retraction dynamics. This, however, is unlikely to be the primary cause of growth cone state switching behaviour, as membrane protrusion and retraction cycles are observed in both fast-growing and paused growth cones and occur at a much faster timescale compared to growth switching behaviour [55] . Individual microtubules (MTs) exhibit dynamic instability, i.e. stochastic switching between MT growth and shrinkage phases, which allows MTs to explore the growth cone periphery and regulate growth cone motility. A more detailed model would be required to address how growth cone point contact adhesion and cytoskeleton dynamics act in concert to regulate growth cone switching behaviour.
Growth cone chemotaxis, whereby growth cones sense and grow towards or away from the direction of the molecular gradient in the environment, is another crucial process involved in proper brain wiring [7] . Previous studies have shown that Rac1 regulates growth cone turning responses [56] and molecular gradients asymmetrically regulate PC adhesion dynamics across growth cones [44, 57] . These observations suggest that axon growth regulation and growth cone chemotaxis could be interlinked through common signalling pathways.
It would be interesting to investigate how changes in growth cone switching behaviour mediated by extracellular signals influence growth cone shape dynamics [41] and axon turning. Previous mathematical models have provided insights into the optimal chemotaxis strategy employed by growth cones to reliably estimate gradient direction [58] , the mechanisms involved in gradient amplification [59, 60] , how intracellular calcium gradients of different steepness are converted into growth cone attraction or repulsion [61, 62] , and the interactions between the Rho GTPases leading to growth cone turning [63] . A spatially extended framework integrating our model with other models of growth cone chemotaxis would be required to identify mechanistic links between growth cone state switching behaviour and turning responses.
Does stochastic switching between distinct growth cone states play an instructive role in axon pathfinding in vivo? A recent study imaging the polarization of guidance receptors in growth cones exposed to molecular gradients found that paused and fast-growing growth cones respond differently to the same extracellular molecular gradient [60] . This suggests that growth cone state changes also affect growth cone chemotactic sensitivity. At the population level, stochastic state switching maintains a fraction of growth cones in the growth state and the rest in the paused state. It is conceivable that growth cone switching behaviour introduces population level diversity in growth cone chemotactic sensitivity. Such diversification of cellular behaviour has been suggested to provide survival advantages for microorganisms in fluctuating environmental conditions [24, 64] and performance benefits in bacterial chemotaxis [65, 66] . It is thus tempting to speculate a definitive role for growth cone state switching in axonal pathfinding in vivo. For instance, the observed growth suppression of all the crossed and uncrossed retinal axons at the optic chiasm during midline crossing [11, 67] could be interpreted as a general mechanism to alter switching rates and to regulate population level growth cone chemotactic sensitivity.
Growth cones must generate and exert a force on the environment for axon growth [68] [69] [70] . We have modelled how signalling events regulate the PC adhesion dynamics. Our model could be extended to incorporate the mechanical coupling between PCs and the actin network and to provide a direct link between intracellular signalling, traction force generation and axon growth [71, 72] . Craig et al. [69] modelled conditions where PC adhesions are absent and determined the detailed balance of forces acting on the growth cone actin network required to maintain dynamic actin treadmilling in paused growth cones. Chan & Odde [70] modelled motorclutch engagement dynamics and suggested substrate stiffness-dependent alterations in these dynamics as a mechanism for the growth cones to sense mechanical signals. Combining these models in the future could provide a better understanding of force generation within the growth cone, and the complex interplay between mechanical and signalling in axon guidance.
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