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Abstract
Motivated by option pricing problems, we are interested in the approximation of the quantity
E
x
[
f(Xt)
]
where X = (Xt)t≥0 is a Markov process with X0 = x and f is a function possibly
growing at infinity. Under a set of reasonable assumptions of compatibility between the vector
field and the growth of the payoff function we can interpret the quantity as the action of a Markov
semigroup which in turn can be identifies with the solution of the Kolmogorov PIDE driven by the
(extended) generator of the process X.
Keywords: Affine processes, Kolmogorov equation, Weighted spaces
1. Introduction
This paper is devoted to the study of Markov semigroups acting on spaces which consist of functions
which are not necessarily bounded. More precisely, given a Markov process taking values in D ⊆ Rd
(Ω, (Xt)t≥0, (Ft)t≥0, (pt)t≥0, (Px)x∈D)
and a function f ∈ M such that Ex
[
|f(Xt)|
]
< ∞ for all t ≥ 0 and x ∈ D, we want to find a set
of conditions on the function space M such that it is possible to identify the transition semigroup
Pt acting on f with the solution of the Kolmogorov equation
∂tu(t, x) = Au(t, x), (t, x) ∈ [0, T ] ×D,
u(0, x) = f(x), x ∈ D, (∗)
where A here denotes the (extended) generator of the Markov process X.
This connection between the Kolmogorov equation and the extended generator of the Markov
process has been already derived in case the function space M is given by a so called Bψ space for
the Markov semigroup. We refer to [TK09, DT10], and [DT10] for the definition of Bψ spaces and
the theory of a generalized version of Feller property which allows unbounded payoff functions.
Unfortunately for affine processes there is not, at least at the moment, a suitable Bψ formulation
of the problem and therefore the aforementioned approaches cannot be directly applied.
In this paper we focus on a martingale approach. Starting with the set of functions
M :=
{
f : D → R | Borel measurable such that
Pt|f | <∞ for all t ≥ 0 and Mf is a true martingale
}
,
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where
M
f
t := f(Xt)− f(x)−
∫ t
0
Af(Xs)ds,
we show that, under the assumption that limt→0 Ptf(x) = f(x) for all f ∈ M, it is possible to
conclude that Ptf(x) coincides with the solution u(t, x) of the Kolmogorov equation (∗).
In particular, we can conclude that, if M is a set containing functions f such that
A1) Pt|f | <∞,
A2) Mf is a true martingale,
A3) t 7→ Ptf(x) is continuous at t = 0,
then PtM ⊆ M and it is possible to derive a Taylor expansion of the function t 7→ Ptf(x) for t
around zero.
However, in applications, we are given a set of functions H and we search for conditions under
which PtH ⊆ H. We first focus on the set H of smooth functions with growth controlled by a
weight function F which satisfies
B1) Pt|F | <∞,
B2) |AF | ≤ KF for some constant K > 0 and Ex
[
supt∈[0,T ] F
2(Xt)
]
<∞.
Under these two conditions we will see that all the three conditions A1), A2) and A3) hold and
therefore PtH ⊆ M and the Taylor expansion is possible. Actually condition B2) together with
Gronwall’s lemma also implies PtH ⊆ H. However, the condition AH ⊆ H is not always possible to
achieve, in particular when the definition of H comprises also some type of order of differentiability
for the test functions.
This considerations will lead to a set of conditions under which t 7→ Ptf(x) is differentiable up
to a fixed order. Then, we would like to obtain an analogous result for x 7→ Ptf(x). We will see
that, for affine processes, there exists a time–space transformation which allows us to translate any
result about regularity with respect to the space variable in a statement about regularity in time.
The paper is organized as follows.
In Section 2 we consider functions f which belong to the domain of the extended generator and
provide a framework for the Kolmogorov equation to make sense.
In Section 3 we restrict ourselves to the spaceH of all the functions which are infinitely differentiable
and with growth controlled by a weight function. We analyze under which conditions the function
u : R≥0 ×D → R defined by
u(t, x) := Ptf(x) = E
x
[
f(Xt)
]
has derivatives of all orders satisfying the following property
for all (t, x) ∈ [0, T ] ×D, ∂α(t,x)u(t, x) ∈ H.
In Section 4 we will also exploit in details the conditions we obtain when the Markov process X is
a Le´vy process.
We conclude with some applications to weak approximation of the trajectories of an affine process.
In the last section we apply the results derived in Section 2 and Section 3 to the class of affine
processes and the function space H = C∞pol of smooth functions with polynomial growth.
2
Notation. Henceforth D denotes the subset Rm≥0×Rn of Rd. The scalar product is denoted by 〈·, ·〉
and associated norm | · |. The same notation is used also when the scalar product is considered in
the space Rd + iRd. In this case we mean the extension of 〈·, ·〉 in Rd + iRd without conjugation.
Given a measure µ taking values on D the quantity∫
D
e〈u,ξ〉µ(dξ)
is well defined for all x ∈ D, t ≥ 0 if and only if u lies in the set
U :=
{
u ∈ Cd | x 7→ e〈x,u〉 is bounded on D
}
. (1)
Due to the geometry of the state space, the function
fu(x) := e
〈x,u〉 (2)
is bounded if and only if U := Cm≤0 × iRn.
Notation 1.1. In order to simplify the notation we introduce the following sets of indices I and J
defined as I = {1, . . . ,m} and J = {m + 1, . . . ,m+ n}. Moreover, given a set H ⊆ {1, . . . , d} the
map πH is the projection of the canonical state space on the lower dimensional subspace indexed
by H. In particular
πI : R
m
≥0 × Rn → Rm≥0
x 7→ πIx := (xi)i∈I
πJ : R
m
≥0 × Rn → Rn
x 7→ πJx := (xj)j∈J .
Definition 1.2. A function η : U → C has the Le´vy-Khintchine form on D = Rm≥0 × Rn if there
exists b ∈ D,σ ∈ Sn+ and a Borel measure ν on D satisfying
ν({0}) = 0 and
∫
D
((|πIξ|+ |πJξ|2) ∧ 1)ν(dξ) <∞
such that for any u ∈ Cm≤0 × iRn
η(u) = 〈b, u〉+ 1
2
〈πJu, σπJu〉
+
∫
D\{0}
(
e〈u,ξ〉 − 1− 〈πJu, πJh(ξ)〉
)
ν(dξ), (3)
where πI and πJ denote the projections of elements of R
m
≥0 ×Rn into Rm≥0 and Rn respectively, see
Notation 1.1.
It is well known that there exists a unique infinitely divisible distribution in D such that∫
D
e〈u,ξ〉µ(dξ) = eη(u),
3
if and only if η is of type (3).
Let η of type (3) and fu defined in (2). Denote by L
η the Le´vy process with Le´vy exponent η, i.e.
E
[
fu(L
η
s)
]
= esη(u), s ≥ 0, u ∈ U . (4)
We collect now the assumptions and conventions we make on Markov processes for this paper.
Given a probability space Ω, let
X = (Ω, (Xt)t≥0, (Ft)t≥0, (pt)t≥0, (Px)x∈D),
be a time-homogeneous Markov process with state space D where
• (Xt)t≥0 stochastic process taking values in D
• Ft = σ({Xs , s ≤ t}),
• (pt)t≥0 semigroup of transition functions on (D,B(D)),
• (Px)x∈D probability measures on (Ω,F).
satisfying
E
x
[
f(Xt+s)
∣∣Ft] = EXt[f(Xs)], Px-a.s. for all f ∈ mbdd(D), (5)
where mbdd(D) is the space all all the functions f : D 7→ R which are measurable and bounded.
Given f ∈ mbdd(D) denote by
Ptf(x) := E
x
[
f(Xt)
]
=
∫
D
f(ξ)pt(x, dξ)
the transition semigroup of the Markov process X.
Whenever we have a ca`dla`g Markov process, we will always consider the canonical version realized
on the filtered space. In this case the law of X under Px is a probability measure on D(D) and
therefore we can assume, without loss of generality, that Px is a measure on D(D).
Let M be the set of all Borel measurable functions f : D 7→ R such that the following integral is
well defined
Pt|f |(x) :=
∫
D
|f(ξ)|pt(x, dξ), x ∈ D, t ≥ 0.
We assume that the family of measures Px is such that, for all f ∈M, it holds
E
x
[
f(Xt+s)
∣∣∣Fs] = EXs[f(Xt)] = Ptf(Xs), Px-a.s.
for all x ∈ D and s, t ∈ R≥0.
Notation 1.3. Depending on the situation, we will use different notations to denote the same
quantity
E
x
[
f(Xt)
]
= u(t, x) = Ptf(x). (6)
In particular, u will be used when the function f is fixed and we are interested in the analysis of the
function Ex
[
f(Xt)
]
as a function of both variables (t, x) ∈ R≥0 ×D. The notation in terms of the
transition semigroup will be particularly handy to compactify the notation for the time evolution
dynamics.
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2. Martingale problem and short–time asymptotic formula
In this section we fix the problem of giving a comprehensive framework for the transition semigroup
of a Markov process acting on a class of functions which is as general as possible. We follow the
methodology used in [CKT08]. We start with the definition of the extended generator.
Definition 2.1 (Definition 7.1. in [C¸JPS80]). Given a Markov process X, the extended generator
is an operator A with domain D(A) such that, for any f ∈ D(A) the process
M
f
t := f(Xt)− f(x)−
∫ t
0
Af(Xs)ds (7)
is a local martingale under Px for every x ∈ D.
Consider a function f ∈ D(A) such that Ex
[
|f(Xt)|
]
< ∞, for all (t, x) ∈ R≥0 ×D and such that
(Mft )t≥0 is a P
x true martingale for every x ∈ D. Then we can take the expectation on both side
of (7)
E
x
[
f(Xt)− f(x)−
∫ t
0
Af(Xs)ds
]
= 0 .
Write
E
x
[
f(Xt)
]
= f(x) + Ex
[∫ t
0
Af(Xs)ds
]
, (8)
and define Ptf(x) := E
x
[
f(Xt)
]
so that the previous equation reads
Ptf(x) = f(x) +
∫ t
0
PsAf(x)ds .
From Fubini’s theorem applied to the increments of the martingale Mf (see Remark 4.1.4) in
[CKT08], it follows that Ex
[
|Af(Xs)|
]
<∞, for all x ∈ D and s ≥ 0, and therefore we have got an
integral equation for Ptf . Hereafter, we restrict ourselves on M, defined as the space of functions
f such that Mf is a true martingale:
M :=
{
f : D → R | Borel measurable such that
Pt|f | <∞ for all t ≥ 0 and Mf is a true martingale
}
.
However, in order to conclude that PsAf(x) = APsf(x) for all x ∈ D and s ≥ 0, we need some
additional regularity in time for the process.
In the next theorem we collect some results from [CKT08].
Theorem 2.2 (Lemma 2.6. in [CKT08]). Let X be a time-homogeneous Markov process and
f ∈M. Then
(i) For any s ≥ 0, MPsf is a true martingale.
(ii) If t→ Ptf is continuous at t = 0, APtf = PtAf for any t ≥ 0.
(iii) (Feynman–Kac representation) If t→ PtAf(x) is continuous at t = 0, then Ptf(x) coincides
with the solution u(t, x) of the Kolmogorov equation
∂tu(t, x) = Au(t, x), (t, x) ∈ [0, T ] ×D ,
u(0, x) = f(x), x ∈ D .
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Proof. This is simply an adaptation of the proof in [CKT08]. Since
f(Xt)− f(x)−
∫ t
0
Af(Xs)ds
is a true martingale, all its increments have vanishing expectation. Hence both f(Xt) and Af(Xt)
are integrable for every t ≥ 0. Consider the process
M˜
Psf
t := Psf(Xt)− Psf(x)−
∫ t
0
PsAf(Xr)dr .
Due to the integrability of the increments of Mf , we have that M˜Psf is well defined for all s and
for all t ∈ [0, T ]. Using Markov property of X it holds, for t0 ≤ t
E
x
[
M˜
Psf
t − M˜Psft0 |Ft0
]
=Ex
[
Psf(Xt)− Psf(Xt0)−
∫ t
t0
PsAf(Xr)dr
∣∣Ft0]
=EX
x
t0
[
Psf(Xt−t0)− Psf(Xt0)−
∫ t
t0
PsAf(Xr−t0)dr
]
=
(
Ps+t−t0f(y)− Psf(y)−
∫ s+t−t0
s
PrAf(y)dy
)∣∣∣y=Xxt0 ,
but the last term is identically zero from martingale property of Mf . Taking t0 = 0, we get that
the map r 7→ PsAf(Xr) is integrable for all s ∈ [0, t] for all t and∫ t
0
Ps|Af(Xr)|dr <∞, for all t ∈ [0, T ] .
By definition of extended generator, together with the fact that Psf is integrable, we conclude that
Psf ∈ D(A) and
PsAf = APsf .
Finally, this also implies that MPsf is a true martingale for all s ≥ 0. Kolmogorov’s equation
follows by taking the limit of the finite differences and using continuity of t 7→ PtAf(x). Precisely
∂tPtf(x) = lim
h→0
Pt+hf(x)− Ptf(x)
h
= lim
h→0
Pt
(
Phf(x)− f(x)
h
)
= lim
h→0
Pt
1
h
∫ h
0
PsAf(x)ds
= PtAf(x) = APtf(x) ,
where in the last line we used commutative property between P and A.
Hence, under continuity assumption, both the formulations
Ptf(x) = f(x) +
∫ t
0
PsAf(x)ds
6
and
Ptf(x) = f(x) +
∫ t
0
APsf(x)ds
are well defined for all t ≥ 0. In line with the literature, we refer to the first one as Dynkin’s
formula and the second one as Kolmogorov equation.
Combining together martingale property and commutative property between the transition semi-
group and the extended generator we get
Corollary 2.3 (Dynkin’s formula). Under the assumptions in Theorem 2.2, for any t, s ≥ 0, it
holds
E
x
[
f(Xt)
]
= f(x) + t
∫ 1
0
E
x
[
Af(Xrt)
]
dr. (9)
Dynkin’s formula can be iterated by taking the successive powers of the infinitesimal generator.
Define iteratively:
A0f = f ,
An+1f = A(Anf) for n ≥ 0 . (10)
Then we following holds
Proposition 2.4 (Iterated Dynkin’s formula). Let X be a Markov process and ν ∈ N. For all
f ∈ D(A) such that, for all n = 0, . . . , ν, An+1f ∈M, it holds
E
x
[
f(Xt)
]
=f(x) +
ν∑
k=1
tk
k!
Akf(x)
+
tν+1
ν!
∫ 1
0
(1− r)ν Ex
[
Aν+1f(Xrt)
]
dr .
(11)
Proof. The proof is done by induction on ν. For ν = 0
E
x
[
f(Xt)
]
= f(x) + t
∫ 1
0
E
x
[
A1f(Xst)
]
ds,
coincides with (9). Suppose now that the formula holds for ν − 1 and we prove it for ν. We can
write the right hand side in (11) as
f(x) +
ν∑
k=1
tk
k!
Akf(x) + t
ν+1
ν!
∫ 1
0
(1− s)ν Ex
[
Aν+1f(Xst)
]
ds
= f(x) +
ν−1∑
k=1
tk
k!
Akf(x) + t
ν
ν!
Aνf(x) + 1
ν!
∫ t
0
(t− s)νPsAν+1f(x)ds
= f(x) +
ν−1∑
k=1
tk
k!
Akf(x) + t
ν
ν!
Aνf(x)
+
[ ∫ t
0
(t− s)ν−1
(ν − 1)! PsA
νf(x)ds− t
ν
ν!
Aνf(x)
]
,
where in the last step we did integration by parts on the integral term.
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Clearly one could try to use the same argument starting from the Kolmogorov equation. The
additional differentiability assumption in the next result is necessary in order to permute the
extended generator with the transition semigroup
Corollary 2.5 (Short–time asymptotic formula). Under the same assumptions as in Proposition
2.4, if moreover t 7→ PtA1f is continuous at t = 0 the following expansion of the transition
semigroup holds:
Ptf(x) =f(x) +
ν∑
k=1
tk
k!
Akf(x)
+
tν+1
ν!
∫ 1
0
(1− s)νAν+1Pstf(x)ds.
(12)
3. Markov semigroup on weighted spaces
3.1. Functions with controlled growth
Definition 3.1. Given a left-continuous, increasing function ρ : R≥0 7→ R>0 with limu→∞ ρ(u) =
+∞, fix η ∈ R≥0 and define
Fη(x) : D → R≥0
x 7→ ρ(η|x|). (13)
A function f : D → R is a continuous function with growth controlled by Fη if there exists a
constant C such that
|f(x)| ≤ CFη(x) .
The space of all continuous functions with growth controlled by F will be denoted by CF :
CF :=
{
f ∈ C | ∃C > 0, η > 0 |f(x)| ≤ CFη(x), for all x ∈ D
}
. (14)
Definition 3.2. Observe that, for each f ∈ CF , there exists a couple (C, η) such that |f(x)| ≤
CFη(x). We call (C, η) a good couple for f.
In the space CF we introduce the norm
||f ||CF := inf{C > 0 | (C, η) is a good couple for f and |f(x)| ≤ CFη(x)} .
Lemma 3.3. Let X be a time homogeneous Markov process. Given f ∈ CF with good couple
(||f ||CF , η), suppose that, for all t ∈ [0, T ] and x ∈ D, it holds Ex
[
Fη(Xt)
]
<∞. Then
lim
t→0+
E
x
[
f(Xt)
]
= f(x) .
Proof. For any x ∈ D, let R be a constant such that |x| < R. We decompose
∣∣Ex[f(Xt)]− f(x)∣∣ ≤ Ex[|f(Xt)− f(x)|1{|Xt|≤,R}]
+Ex
[
|f(Xt)|1{|Xt|>R}
]
+f(x)Px(|Xt| > R).
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The first term can be made arbitrarily small by weak convergence. For R big enough it holds
E
x
[
|f(Xt)|1{|Xt|>R}
]
≤ ||f ||CF Ex
[
Fη(Xt)1{|Xt|>R}
]
.
Moreover,
P
x(|Xt| > R) ≤ 1
ρ(ηR)
E
x
[
Fη(|Xt|)
]
.
Both terms go to zero as R goes to infinity.
3.2. Differentiable functions with controlled growth
Recall that, given a multi–index α = (α1, . . . , αd) ∈ Nd, with the symbol ∂αx we denote the mixed
partial derivative of order |α| = α1 + . . .+ αd
∂αx :=
∂|α|
∂α1x1 ∂
α2
x2 · · · ∂αdxd
.
Definition 3.4. Fix a weight function F and a constant η. A function f is k-times differentiable
with growth controlled by F if, for each multi–index α ∈ Nd with |α| ≤ k there exist two constants
Cα > 0 and ηα > 0 with ηα ∈ (0, η) such that, for all x ∈ D,
|∂αx f(x)| ≤ CαFηα(x). (15)
The space of all the functions which are k-times differentiable with growth controlled by F will be
denoted by CkF :
CkF :=
{
f ∈ Ck | for all α ∈ Nd with |α| ≤ k ,
∃Cα > 0, ηα > 0 such that |f(x)| ≤ CαFηα(x) for all x ∈ D
}
.
(16)
Therefore, for any α ∈ Nd, there exists a couple (Cα, ηα) satisfying (15). Let η∞ := maxα ηα. The
following norm
||f ||Ck
F
:= inf{C > 0 | |∂αx f(x)| ≤ CFη∞(x) for all α ∈ Rd with |α| ≤ k}
is well defined. This definition extends for smooth functions. We define
C∞F := {f ∈ C∞ | for all α ∈ Nd ,
∃Cα > 0, ηα > 0 such that |∂αx f(x)| ≤ CαFηα(x) for all x ∈ D} .
(17)
In line with [Alf10], we call (Cα, ηα)α∈Nd a good sequence. Given f ∈ C∞F with good sequence
(Cα, ηα), necessarily there exists η∞ := maxα ηα. This implies, in particular, that it is possible to
find a constant η∞ such that all the partial derivatives of any orders have growth controlled by Fη∞ .
Therefore the following norm is well defined
||f ||C∞
F
:= inf{C > 0 | |∂αf(x)| ≤ CFη∞(x) for all α ∈ Rd} .
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Given a function f ∈ C∞F , we want to exploit conditions under which the process Mf defined in
(7) is actually a true martingale. We first add conditions under which, given a weight function F ,
it holds C∞F ⊆ D(A). Then, by definition, Mf is a local martingale. Obviously, some additional
conditions need to be added in order to conclude that the process is a true martingale. We start
here with a set of some general conditions which guarantee square integrability of Mf .
Proposition 3.5. Let X be a time–homogeneous Markov process with extended generator A. Sup-
pose that for some η∗ > 0
(i) there exists a constant K such that, for all x ∈ D,
|Af(x)| ≤ KFη∗(x) ,
(ii) for all x ∈ D, it holds
E
x
[
sup
t∈[0,T ]
F 2η∗(Xt)
]
<∞ .
Then, for all f ∈ C∞F such that η∞ < η∗, the process Mf is a true martingale.
Proof. Since f ∈ D(A) and Pt|f | <∞, by definition of extended generator,Mf is a local martingale.
Hence, there exists an increasing sequence of stopping times with limn→∞ τn = ∞ Px−a.s. such
that (Mft∧τn)t≥0 are martingales for all n ∈ N. Since f ∈ C∞F , there exist two constants C > 0 and
η∞ > 0 such that |f(x)| ≤ CFη∞(x). Henceforth, C˜ is a constant which may vary from line to line.
For t ∈ [0, T ], it holds
|Mft∧τn |2 =
∣∣∣∣f(Xt∧τn)− f(x)− ∫ t∧τn
0
Af(Xs)ds
∣∣∣∣2
≤C˜
(
F 2η∞(Xt∧τn) + F
2
η∞
(x) +
∫ t
0
F 2η∗(Xs∧τn)ds
)
.
Taking the expectations
E
x
[
|Mft∧τn |2
]
≤C˜
(
E
x
[
F 2η∞(Xt∧τn)
]
+ Ex
[
F 2η∞(x)
]
+ Ex
[∫ t
0
F 2η∗(Xs∧τn)ds
])
≤C˜
(
1 + tEx
[
sup
s∈[0,t]
F 2η∗(Xs)
])
.
Using the second assumption, we see that, for all x ∈ D, there exists a constant Cx such that, for
all n ∈ N and t ∈ [0, T ],
E
x
[
|M tt∧τn |2
]
≤ Cx .
Using Doob’s inequality we conclude that
E
x
[
sup
t∈[0,T ]
|Mft∧τn |
]
≤ C˜ Ex
[
|MfT∧τn |2
]
.
By monotone convergence theorem we conclude that
E
x
[
sup
t∈[0,T ]
|Mft |2
]
<∞ ,
from where square integrability of the Mf follows.
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3.3. Le´vy–type operators on weighted spaces
Let L be a Le´vy process with Le´vy triplet (b, σ, ν). Henceforth, the extended generator of a Le´vy
process is denoted by L.
For all f ∈ D(L),
Lf(x) = 〈b,∇f(x)〉+ 1
2
Tr(σD2f(x))
+
∫
D\{0}
(f(x+ ξ)− f(x)− 〈h(ξ),∇f(x)〉) ν(dξ),
where h(ξ) is a fixed truncation function.
Proposition 3.6. Let L be a Le´vy process on Rd with Le´vy triplet (b, σ, ν) and denote by L its
extended generator. Assume that there exists η∗ such that∫
{|ξ|≥1}
(|ξ|2 ∧ Fη∗(ξ))ν(dξ) <∞ .
For all f ∈ C∞F such that η∞ < η∗
(i) f ∈ D(L) and Lf ∈ C∞F ,
(ii) if Mf is a true martingale, for any fixed ν ∈ N, the following expansion holds
E
y
[
f(Ls)
]
= f(y) +
ν∑
n=1
sn
n!
Lhf(y)
+
sν+1
ν!
∫ 1
0
(1− r)ν Ey
[
Lν+1f(Lrs)
]
dr,
(18)
where the operators Ln, n = 1, . . . , ν + 1 are defined in (10).
Proof. From Theorem I.4.57 in [JS87], f(L) reads
f(Ls) = f(y) +
∫ s
0
〈∇f(Lr−), b〉 dr +
∫ s
0
d∑
i=1
∂yif(Lr−)
d∑
j=1
√
σijdW
j
r
+
1
2
∫ s
0
Tr(D2f(Lr−)σ)dr
+
∫ s
0
∫
(f(Lr− + ξ)− f(Lr−))
(
J L(dr, dξ) − ν(dξ)dr
)
+
∫ s
0
∫
(f(Lr− + ξ)− f(Xr−)− 〈h(ξ),∇f(Lr−)〉) ν(dξ)dr .
Since the second and the forth term on the right hand side are predictable processes of finite
variation, f(L) is a special semimartingale. Hence
Mfs = f(y) +
∫ s
0
d∑
i=1
∂yif(Ls−)
d∑
j=1
(
√
σ)ijdW
j
r
+
∫ s
0
∫
(f(Lr− + ξ)− f(Lr−)) (J L(dr, dξ) − ν(dξ)dr) ,
11
is a true martingale by assumption and the extended generator L is given by
Lf(y) = 〈b,∇f(y)〉+ 1
2
Tr(σD2f(y))
+
∫
(f(y + ξ)− f(y)− 〈h(ξ),∇f(y)〉) ν(dξ).
The following estimate holds
||Lf ||C∞
F
≤ K||f ||C∞
F
,
where K is a constant which depends only on the triplet and on the index η∞. Since the growth
of the function does not change when the operator L is applied, martingale property of Mf can be
done using Proposition 3.5 with η∗ = η∞.
By iterating the above estimates, we get
||Lnf ||C∞
F
≤ Kn||f ||C∞
F
. (19)
The following result will be used in the following sections.
Corollary 3.7. Let Rνf(y, s) be the remainder of order ν in (18),
Rνf(y, s) := s
ν+1
ν!
∫ 1
0
(1− r)ν Ey
[
Lν+1f(Lrs)
]
dr .
Using the same notations of Proposition 3.6, for s small, there exists a constant Cν,f such that
|Rνf(y, s)| ≤ sν+1Cν,fFη∗(y) .
Proof. Since, by assumption,
|∂αx f(x)| ≤ ||f ||C∞F Fη∞(x), for all α ∈ Nd ,
(19) implies
E
y
[
|Lν+1f(Ls)|
]
≤ Kν+1||f ||C∞
F
E
y
[
Fη∗(Ls)
]
. (20)
Moreover, using Dynkin’s formula,
E
y
[
Fη∞(Ls)
]
= Fη∞(y) + E
y
[∫ s
0
LFη∞(Lu)du
]
≤ Fη∞(y) +K Ey
[∫ s
0
Fη∞(Lu)du
]
.
By Gronwall’s inequality
E
y
[
Fη∞(Ls)
]
≤ eKsFη∞(y). (21)
Combining (20) and (21)
E
y
[
|Lν+1f(Ls)|
]
≤ Kν+1eKs||f ||C∞
F
Fη∞(y). (22)
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We can estimate
|Rνf(y, s)| ≤ s
ν+1
ν!
∫ 1
0
(1− r)ν Ey
[
|Lν+1f(Lsr)|
]
dr
≤ s
ν+1
ν!
Kν+1||f ||C∞
F
Fη∞(y)
∫ 1
0
(1− r)νeKrsdr
≤ sν+1Cν,fFη∞(y)
≤ sν+1Cν,fFη∗(y).
4. Regularity results for Affine–type operators
In the previous sections we made essentially two big assumptions on the function space M. The
first one is continuity at time t = 0 for the transition semigroup t 7→ Ptf(x) when f ∈M and the
second one is martingale property of the process Mf for f ∈ M. We have seen that continuity of
the transition semigroup can be achieved once we have enough integrability of the distributions
so that a dominate convergence type theorem can be applied. Here we will restrict ourselves on
subsets of weighted spaces where martingale property of Mf holds.
4.1. Affine Processes
As a result of the previous section, we found that, under mild conditions on the function space
M and some continuity of the transition semigroup, we can derive differentiability in time of the
function u(t, x) via an iterated versions of the Dynkin’s lemma. Since we have found a successful
way to approach regularity in time, it is desirable to apply results in the previous section also for
the analysis of regularity in space. This means that we seek for Markov processes whose transition
semigroup Ptf(x) makes sense also when seen as a function of the space parameter x. In this section
we focus on a class of Markov processes for which the transition semigroup as a function of x can
be identified with another Markov semigroup. We need to start with some additional notation
Define
C := {η : U → C of Le´vy–Khintchine form (3)},
C∗ := {Ψ : U → Cd | πIΨ ∈ Cm and πJΨ = AπJu
for some A ∈ Rn×n}.
Theorem 4.1 (see [DFS03], [Gab14]). Let (Ψt)t≥0 be a sequence of functions in C∗ which is
differentiable in time satisfying
for any s, t > 0, Ψt+s(u) = Ψt(Ψs(u)) (23)
and consider d independent Le´vy processes LΨi , i = 1, . . . , d defined as in (4).
(i) For f ∈ Cb(D) the family
PΨf(x) := E
[
f(LΨ
(1)
x1
+ . . .+ LΨ
(d)
xd
)
]
, t ≥ 0. (24)
defines a stochastically continuous Markov process with state space D with
E
x
[
e〈u,Xt〉
]
= e〈x,Ψt(u)〉, t ≥ 0, u ∈ U . (25)
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(ii) Let X be a stochastically continuous Markov process with space space D satisfying (25). Then,
for each x ∈ D the process X is a Px-semimartingale with semimartingale characteristics
At =
∫ t
0
α(Xs−)ds
Bt =
∫ t
0
β(Xs−)ds
K(ω, dt, dξ) = K(Xt−(ω, dξ))dt
where α, β and K(x, dξ) are functions of the form
α(x) = x1α1 + . . .+ xmαd
β(x) = x1β1 + . . .+ xdβd
K(x, dξ) = x1M1(dξ) + . . .+ xmMd(dξ)
and, for each k = 1, . . . , d βk ∈ D and, for i = 1, . . . ,m, αi ∈ S+d and Mi are Le´vy measures
on D.
Remark 4.2. Since x ∈ D for all j ∈ J one has xj ∈ R. However observe that the definition (24)
is still well defined because, due to the assumption on C∗, LΨj is a deterministic process.
The class of processes defined in Theorem 4.1 is a subclass of the affine processes.
Definition 4.3 (see [DFS03]). An affine process is a time-homogeneous Markov process with state
space (D,B(D))
X = (Ω, (Xt)t≥0, (Ft)t≥0, (pt)t≥0, (Px)x∈D),
satisfying
stochastic continuity: for every t ≥ 0 and x ∈ D, lims→t ps(x, ·) = pt(x, ·) weakly,
affine property: there exist functions ϕ : R≥0 × U → C and Ψ : R≥0 × U → Cd such that
E
x
[
e〈u,Xt〉
]
=
∫
D
e〈u,ξ〉pt(x, dξ) = e
ϕ(t,u)+〈Ψ(t,u),x〉 (26)
for all x ∈ D and (t, u) ∈ R≥0 × U .
It is possible to show that, up to an enlargement of a state space, given an affine process there is
no loss of generality in assuming that (26) is replaced by (24). See [Gab14] for the details.
We will also use the following different characterizations:
Proposition 4.4 (Proposition 4.13 [Gab14]). For any fixed t ≥ 0 and x ∈ D, the following are
equivalent:
(i) Xxt is the value at time t of an affine process starting from x with
E
x
[
e〈u,Xt〉
]
= e〈x,Ψ(t,u)〉, t ≥ 0, u ∈ U , (27)
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(ii) there exists a Levy process L(t,x) such that
E
x
[
e〈u,Xt〉
]
= e〈x,Ψ(t,u)〉 = E
[
e〈L
(t,x)
1 ,u〉
]
, u ∈ U ,
(iii) in distribution it holds
Xxt
d
= L(t,e1)x1 + . . .+ L
(t,ed)
xd
,
where ek are the canonical coordinates in R
d
e1 := (1, 0, . . . , 0)
⊤, . . . , ed := (0, . . . , 0, 1)
⊤ .
Each L(t,ek), k = 1, . . . , d, is a semimartingale with state space D, by construction. Its semi-
martingale characteristics, relative to a truncation function h, admit a version of the following
form
(sbk(t), sσk(t), sνk(t, dξ)) ,
where (bk(t), σk(t), νk(t)) is a Le´vy triplet for each k = 1, . . . , d.
Notation 4.5. Let L(t,e1), . . . , L(t,ed) be d independent Le´vy processes each of them representing
Xei for i = 1, . . . , d. Henceforth, the following notation will be used:
• the extended generator of L(t,ei) is denoted by L(t,ei),
• its Markov semigroup is denoted by
E
y
[
f(L(t,x)s )
]
= v(t,x)(s, y) = Q(t,x)s f(y), (28)
for all (t, x), (s, y) ∈ R≥0 ×D and f ∈ Cb(D).
Unless differently specified, the notation Q (resp. L) denotes the Markov semigroup (resp. the
extended generator) of a Le´vy process, while the notations P and A are reserved for the same
quantities for an affine process.
Lemma 4.6. Fix t ≥ 0 and x ∈ D. Suppose that Ex
[
e〈y,Xt〉
]
< ∞ for all y ∈ Rd. Let Fη∗ be a
weight functions such that, for some y ∈ Rd, it holds
sup
x∈D
Fη∗(x)e
−〈y,x〉 <∞.
Then, for all f ∈ C∞F with η∞ ≤ η∗ it holds Q(t,x)s |f | < ∞ for any fixed (t, x) ∈ R≥0 ×D and all
s ≥ 0.
Proof. Let qt(x, ·) denote the distribution at time 1 of the Le´vy process L(t,x). Then, by assumption,
it holds
∫
D e
〈y,ξ〉qt(x, dξ) < ∞ for all y ∈ Rd. Since qt(x, dξ) is infinitely divisible, from Theorem
25.3 in [Sat99], we conclude that L(t,x) is a Le´vy process with Le´vy measure ν(t, x, ·) satisfying∫
{|ξ|≥1}
e〈y,ξ〉ν(t, x, dξ) <∞ ,
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for all y ∈ Rd. Moreover, finiteness of the exponential moments is not a time dependent property
and therefore
∫
D e
〈y,ξ〉qt(sx, dξ) < ∞ for all s ≥ 0 and y ∈ Rd. Hence, if f satisfies the above
mentioned growth condition,
Q(t,x)s |f |(z) =
∫
|f(z + ξ)|qt(sx, dξ)
≤
∫
|f(ξ)|qt(sx, dξ − z)
≤
∫
Fη∗(ξ)qt(sx, dξ − z).
From spacial homogeneity we conclude that this quantity is finite.
Lemma 4.7. For any f : D 7→ R such that Ex
[
|f(Xt)|
]
<∞ for all t ≥ 0 and x ∈ D, the following
representation holds
u(t, x+ hy) = Ex
[
v(t,y)(h,Xt)
]
, h > 0, y ∈ D .
Proof. For any x, y ∈ D and t, h > 0 it holds
E
x+hy
[
f(Xt)
]
=
∫
D
f(ξ)pt(x+ hy, dξ)
=
∫
D
f(ξ)(pt(x, ·) ∗ pt(hy, ·))(dξ)
=
∫
D
f(ξ)
∫
D
pt(x, dξ − η)pt(hy, dη)
=
∫
D
∫
D
f(ξ + η)pt(hy, dη)pt(x, dξ)
=
∫
D
E
[
f(ξ + L
(t,y)
h )
]
pt(x, dξ)
= Ex
[
v(t,y)(h,Xt)
]
.
4.2. Results on C∞pol
In the field of weak approximation of SDE it is essential to have conditions which guarantee that
the convergence error obtained for a certain numerical scheme in a small time horizon can be “well
propagated” up to a fixed time horizon. Regularity of the Kolmogorov equation with small initial
data with polynomial growth allows to control this error (see [Alf10], [TT90] for example).
We first define the following function spaces:
Definition 4.8. A function f ∈ Ckpol if
• f ∈ Ck
• for all α multi-index with |α| ≤ k, there exist constants Cα and ηα such that
|∂αf(x)| ≤ Cα(1 + |x|2ηα), for all x ∈ D .
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In case the function f is smooth we can extend the previous definition by taking all the possible
derivatives and define
C∞pol(D) =
{
f ∈ C∞(D), for all α ∈ Nd ∃Cα > 0, ηα ∈ N
such that |∂αf(x)| ≤ Cα(1 + |x|2ηα) for all x ∈ D
}
.
The first step is to check the basic properties.
Lemma 4.9. Under the assumption that there exists a T > 0 such that
E
x
[
e〈y,XT 〉
]
<∞ for all y ∈ Rd (29)
(i) t 7→ Ptf is continuous at t = 0 for all f ∈ C∞pol,
(ii) PtC
∞
pol ⊆ Cpol.
Proof. We first check that Pt|f | <∞ for all f ∈ C∞pol. By assumption, there exist C > 0 and η > 0
such that |f(x)| ≤ C(1 + |x|2η) =: CΠ2η(x), where Π2η(x) is a polynomial of order 2η. From the
estimates in Theorem 2.10 in [CKT08] we know that there exists a K > 0 such that
E
x
[
Π2η(Xt)
]
≤ CeKtF2η(x), t ≥ 0 ,
with F2η(x) :=
(
1 +
∑d
i=1 x
2η
i
)
. Since F2η(x) ≤ Π2η(x), we get integrability of Ptf . This, together
with Lemma 3.3, implies continuity at t = 0 of t 7→ Ptf . From the previous inequality we do also
get the polynomial growth. Finally, continuity follows from stochastic continuity, once the test
functions are weighted with the weight function Fη(x) := (1 + |x|2η+1).
Theorem 4.10. Let X be an affine process such that, for all y ∈ Rd and x ∈ D, Ex
[
e〈y,XT 〉
]
<∞
for some fixed T > 0. Then it holds
(i) AC∞pol ⊆ C∞pol ,
(ii) for any f ∈ C∞pol, Ptf solves the Kolmogorov’s equation
∂tu(t, x) = Au(t, x) ,
u(0, x) = f(x) ,
for (t, x) ∈ [0, T ] ×D,
(iii) for any f ∈ C∞pol and ν ∈ N the following expansion of the transition semigroup holds for
(t, x) ∈ [0, T ] ×D :
E
x
[
f(Xt)
]
= f(x) +
ν∑
k=1
tk
k!
Akf(x) +Rνf(x, t),
where Rνf(x, t) is a remainder of order O(tν+1).
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Proof. Using linearity in x of the coefficients, we decompose
Af(x) =
d∑
i=1
xiA(i)f(x) ,
where each A(i) is an operator of Le´vy-type. For every i = 1, . . . ,m,
A(i)f(x) =
d∑
k=1
(βi)k∂xkf(x) +
1
2
d∑
k,h=1
(αi)kh∂
2
xkxh
f(x)
+
∫
(f(x+ ξ)− f(x)− 〈h(ξ),∇f(x)〉)Mi(dξ) .
From the integrability assumption, it follows that
∫
{|ξ|≥1} e
〈y,ξ〉Mi(dξ) < ∞, for all i = 1, . . . ,m
and y ∈ Rd (see Theorem 2.14 in [KM11]). Hence∣∣∣∣∣
∫
{|ξ|>1}
(f(x+ ξ)− f(x))Mi(dξ)
∣∣∣∣∣ ≤ C1(1 + |x|2η1)
∫
{|ξ|>1}
|ξ|Mi(dξ).∣∣∣∣∣
∫
{|ξ|≤1}
(f(x+ ξ)− f(x)− 〈ξ,∇f(x)〉)Mi(dξ)
∣∣∣∣∣
≤ C2(1 + |x|2η2)
∫
{|ξ|≤1}
|ξ|2Mi(dξ) .
Moreover, since f ∈ C∞pol there exist two constants C and E such that
|f(x)|+
d∑
i=1
|∂xif(x)|+
d∑
i,j=1
|∂2xixjf(x)| ≤ C(1 + |x|2E) . (30)
Combining the bound on the diffusive part and the jump part, we conclude that there exist two
constants K and E such that
|A(i)f(x)| ≤ K(1 + |x|2E), for all i = 1, . . . , d .
Then
|Af(x)| ≤ K(1 + |x|2E)|x| ≤ K(1 + |x|2(E+1)) .
This concludes (i).
In order to apply Theorem 2.2, we still need to prove that, for f ∈ C∞pol,
• process Mf is a true martingale,
• t 7→ Ptf(x) is continuous at t = 0.
We start with the martingale property. Let (C,E) be the couple defined in (30). Since |Af | ≤
K(1 + |x|2(E+1)), in order to apply Proposition 3.5, it remains to check that
E
x
[
sup
t∈[0,T ]
|Xt|2(E+1)
]
<∞ .
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By Lemma 2.17 in [CKT08], there exist two constants K and C such that
E
x
[
sup
t∈[0,T ]
|Xt|2(E+1)
]
≤ KeCT ,
if the kernel K(x, dξ) = x1M1(dξ) + . . .+ xdMd(dξ) satisfies∫
{|ξ|≥1}
|ξ|2(E+1)K(Xt, dξ) ≤ (1 + |Xt|2(E+1)). (31)
By assumption, for all i = 1, . . . , d,∫
{|ξ|≥1}
|ξ|2(E+1)Mi(dξ) <∞ .
Hence ∫
{|ξ|≥1}
|ξ|2(E+1)K(Xt, dξ) =
∫
{|ξ|≥1}
|ξ|2(E+1)
d∑
i=1
X
(i)
t Mi(dξ) ≤ C(1 + |Xt|)
and therefore (31) holds. Now that martingale property has been proved, it remains to check that
t 7→ Ptf is continuous at t = 0. This follows from the integral equation
Ptf(x) = f(x) +
∫ t
0
PsAf(x)ds ,
paired with the fact that A maps C∞pol into C∞pol. From Theorem 2.2 we conclude that for any
f ∈ C∞pol and Ptf solves the Kolmogorov’s equation. Finally (iii) follows as in Proposition 2.4 by
considering that A maps functions in C∞pol into functions in C∞pol .
To show
PtC
∞
pol ⊆ C∞pol
we will consider the decomposition
Xx+hei
law
= Xx + X˜hei , h > 0, i = 1, . . . , d ,
where e1, . . . , ed are the basis elements in R
d and X˜hei is an independent copy of the process X
starting from hei.
Theorem 4.11. Suppose that there exists a T > 0 such that Ex
[
e〈y,XT 〉
]
<∞ for all y ∈ Rd. Then,
all the partial derivatives exist and are continuous. Moreover it holds
∂eiu(t, x) = E
x
[
L(t,ei)f(Xt)
]
, t ≥ 0, x ∈ D. (32)
Proof. Let pt(x, ·) be the distribution of Xxt for t ∈ [0, T ]. From Lemma 4.2 (c) in [KM11], for all
t ∈ [0, T ], ∫
D
e〈y,ξ〉pt(x, dξ) <∞ .
Recall that pt(x, ·) are infinitely divisible measures. Denote by νt(x, ·) their Le´vy measures. From
from Theorem 25.3 in [Sat99], it follows that∫
{|ξ|≥1}
e〈y,ξ〉νt(x, dξ) <∞ ,
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for all y ∈ Rd and t ∈ [0, T ]. Due to linearity in x, Proposition 3.6 can be applied to each L(t,ei).
This allows us to get the following approximate for h small
u(t, x+ hei)− u(t, x) = Ex
[
v(t,ei)(h,Xt)− v(t,ei)(0,Xt)
]
≤ hEx
[
L(t,ei)f(Xt)
]
+O(h2).
By taking the limit of the finite differences, we get existence of the derivatives. Additionally, since
L(t,ei) maps functions in C∞pol into functions in C∞pol, Lemma 4.9 2. leads to continuity of the
derivatives.
Higher order partial derivatives can be taken analogously by applying (32) several times:
Proposition 4.12. Let α be a multi–index and f ∈ C∞pol. Then, under the same assumptions as
in Theorem 4.11,
∂αxu(t, x) = E
x
[
(L(t,e1))α1 · · · (L(t,ed))αdf(Xt)
]
, (33)
and therefore all the derivative exists. Moreover, they are continuous in x.
Proof. The representation of the partial derivatives follows analogously to the case when |α| = 1.
From (33) we can write ∂αxu(t, x) = Ptg(x), with g(x) := (L(t,e1))α1 · · · (L(t,ed))αdf(x) ∈ C∞pol. The
result holds since PtC
∞
pol ⊆ Cpol.
Proposition 4.13. Let Xx be an affine process satisfying the assumptions in Theorem 4.11. Then
given a function f ∈ C∞pol, Ptf(x) is again in C∞pol for all t ≥ 0.
4.3. Results on C∞exp
In some cases, see next section, polynomial growth is not enough and we need exponential growth
of the test function.
In this section we will work with the following function spaces:
Definition 4.14. A function f ∈ Ckexp if
• f ∈ Ck
• for all α multi-index with |α| ≤ k, there exist constants Cα, θα > 0 such that
|∂αf(x)| ≤ Cα cosh(θα|x|), for all x ∈ D .
In case the function f is smooth we can extend the previous definition by taking all the possible
derivatives and define
C∞exp(D) =
{
f ∈ C∞(D), for all α ∈ Nd ∃Cα > 0, θα > 0
such that |∂αf(x)| ≤ Cα cosh(θα|x|) for all x ∈ D
}
.
The analogous of Lemma 4.9 holds with a slight modification in the proof
Lemma 4.15. Under the exponential moment condition (29)
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(i) t 7→ Ptf is continuous at t = 0 for all f ∈ C∞exp,
(ii) PtC
∞
exp ⊆ Cexp.
Proof. We first check that Pt|f | <∞ for all t ≥ 0. In the following the constant C may be different
from line to line. By assumption there exists C, θ > 0 such that
E
x
[
|f(Xt)|
]
≤ Ex
[
C cosh(θ|Xt|)
]
≤ C Ex
[
eθ|Xt|
]
.
Writing the last term componentwise we see that
E
x
[
eθXt
]
≤ Ex
[
exp
(
θ
d∑
i=1
|X(i)t |
)]
≤ Ex
[ d∏
i=1
(
eθX
(i)
t + e−θX
(i)
t
)]
which can be written as a sum of finite terms of the form Ex
[
eℓ(Xt)
]
, where ℓ is a linear function
in Rd. Due to the exponential moment condition, we conclude, using Lemma 3.3, the continuity at
t = 0 of t 7→ Ptf . The exponential growth follows applying the results in [KM11]. For each y ∈ Rd,
Theorem 2.14 in [KM11] gives the existence of a C1 function q : t 7→ q(t, y) from [0, T ] to Rd such
that
E
x
[
e〈u,Xt〉
]
= e〈x,q(t,y)〉
holds for all (t, x) ∈ [0, T ] ×D. Therefore, using the same argument as before
E
x
[
f(Xt)
]
≤ C Ex
[
eℓ(Xt)
]
= e〈x,q(t,y)〉 ,
for some y ∈ Rd, from where the exponential growth. Finally, continuity goes as in the polynomial
growth case.
Theorem 4.16. Let X be an affine process such that, for all y ∈ Rd and x ∈ D, Ex
[
e〈y,XT 〉
]
<∞
for some fixed T > 0. Then it holds
(i) AC∞exp ⊆ C∞exp ,
(ii) for any f ∈ C∞exp, Ptf solves the Kolmogorov’s equation
∂tu(t, x) = Au(t, x) ,
u(0, x) = f(x) ,
for (t, x) ∈ [0, T ] ×D,
(iii) for any f ∈ C∞exp and ν ∈ N the following expansion of the transition semigroup holds for
(t, x) ∈ [0, T ] ×D :
E
x
[
f(Xt)
]
= f(x) +
ν∑
k=1
tk
k!
Akf(x) +Rνf(x, t),
where Rνf(x, t) is a remainder of order O(tν+1).
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Proof. The proof goes as in Theorem 4.10. Indeed,∣∣∣∣∣
∫
{|ξ|>1}
(f(x+ ξ)− f(x))Mi(dξ)
∣∣∣∣∣ ≤ C1 cosh(θ1|x|)
∫
{|ξ|>1}
|ξ|Mi(dξ).∣∣∣∣∣
∫
{|ξ|≤1}
(f(x+ ξ)− f(x)− 〈ξ,∇f(x)〉)Mi(dξ)
∣∣∣∣∣
≤ C2 cosh(θ2|x|)
∫
{|ξ|≤1}
|ξ|2Mi(dξ) .
Moreover, since f ∈ C∞exp there exist two constants C and Θ such that
|f(x)|+
d∑
i=1
|∂xif(x)|+
d∑
i,j=1
|∂2xixjf(x)| ≤ C cosh(Θ|x|) . (34)
Since for all θ > 0 there exists a constant C > 0 such that |x| cosh(Θ|x|) ≤ C cosh(2Θ|x|), combin-
ing the bound on the diffusive part and the jump part, we conclude (i). In order to get martingale
property of Mf with f ∈ C∞exp we can use Proposition 3.5.
Finally (iii) follows as in Proposition 2.4 by considering that A maps functions in C∞exp with good
couple (C, θ) into functions in C∞exp with good couple (C, 2θ).
In analogy with the previous section we obtain the following result
Proposition 4.17. Given a function f ∈ C∞exp, Ptf(x) is again in C∞exp for all t ≥ 0.
5. Applications
5.1. Analysis of convergence rates
Suppose that X is an affine process and H is a functional acting on the paths. In mathematical
finance, we may interpret H as a payoff function, possibly depending on the whole path up to a
fix time T , for a contract written on X. In order to price this constract, we need the compute the
quantity Ex
[
H(Xt, t ∈ [0, T ])
]
, where Ex
[]
is the expectation taken under the pricing measure.
In only few circumstances it is possible to derive a closed formula for this quantity and therefore
it would be helpful to approximate the problem by taking an approximation of the path X on a
fixed time partition and then use Monte Carlo. Suppose that {t0, . . . , tN} is a uniform partition of
[0, T ] with mesh size h > 0. We want to find an approximating sequence {X̂xtk}l=0,...,N such that
- X̂xt0 = x,
- it is a ν-order approximation of Xx in the sense that, for every f smooth function, there
exists a constant C(f, x) and an index ν such that∣∣Ex [f(XT )]− E [f(X̂xtN )] ∣∣ ≤ C(f, x)hν . (35)
A possible way to define the approximating sequence is the following: define X̂h as a random
variable such that∣∣∣Ex[f(Xh)]− E[f(X̂xh)]∣∣∣ ≤ hν+1C(f, x), h ∈ (0, h0), with h0 > 0 . (36)
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Then, under a set of conditions we are going to specify soon, if {(X̂xh )k}k=1,...,N are independent
copies of X̂xh the following iterative procedure
X̂xt0 = x,
X̂xt1 = (X̂
x
h)
1,
X̂xt2 = (X̂
y
h)
2∣∣∣y=X̂xt1 ,
...
X̂xtN = (X̂
y
h)
N ∣∣∣y=X̂xtN−1 ,
defines a ν-order scheme for Xx. To be more precise, identify Ex
[
f(Xt)
]
with the semigroup
associated with the affine process Xx acting on the function f and define
Qhf(x) = E
[
f(X̂xh)
]
.
Then, by the previous iterative construction of the approximating sequence, it follows that
E
[
f(X̂xtn)
]
= Qnhf(x), n = 1, . . . , N,
where Qnh is the operator obtained by taking the nth–composition of Qh. Then, the estimate in
(36) can be transported into (35) by means of the following telescopic sum
PT f(x)−QNh f(x) =
N∑
k=1
QN−kh (Qh − Ph)Ptkf(x),
as long as all the three terms in the sum are well defined and well propagate the local error.
We first require that, small time horizon, Phf and Qhf admit the same expansion of some order
O(hν+1). A second property is a regularity condition of the semigroup which implies preservation
of the local error. The implication of these two requirements is that the function f lies on a space
H which satisfies
H1) for all f ∈ H, there exists a ν ∈ N such that (Ph −Qh)f ≃ O(hν+1), for all h ∈ (0, h0),
H2) for all f ∈ H, Ptf ∈ H and Qtf ∈ H.
While the first property concerns the discretization scheme, the second one relates to the application
of the semigroup on H. For weak approximation schemes of Markov processes, the space H is given
by C∞pol. Here, for example, we state the general guideline from [Alf10].
Theorem 5.1 (see Theorem 1.9 in [Alf10]). Let X be an affine process with X0 = x satisfying
the exponential moment condition (29). Denote by X̂x its approximation on the uniform partition
{t0, . . . , tN}. Assume that
i) for all h ∈ (0, h0) and α ∈ N there exists a constant Cα such that
E
x
[
|X̂xh |α
]
≤ |x|α(1 + Cα)h+ Cαh ,
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ii) for all h ∈ (0, h0) and f ∈ C∞pol there exist two constants C,E > 0 such that
|Phf(x)−Qhf(x)| ≤ Chν+1(1 + |x|E) ,
iii) for all f ∈ C∞pol the function u(t, x) := Ptf(x) is well defined for (t, x) ∈ [0, T ]×D, is a smooth
solution of ∂tu(t, x) = Au(t, x) such that, for all α ∈ Nd+1 multi–index it holds
for all (t, x) ∈ [0, T ] ×D, |∂α(t,x)u(t, x)| ≤ Kα(T )(1 + |x|ηα(T )) , (37)
where Kα(T ) and ηα(T ) are positive constants depending on the time horizon T and the order
of derivative α.
Then, there exists K(x, T ) > 0 such that
|PT f(x)−QNh f(x)| ≤ K(x, T )hν .
Remark 5.2. The above result is stated in [Alf10] only for Itoˆ process with no jumps and with
coefficients in C∞pol. However, the skeleton of the proof is given by the previous consideration on
the expansion of the error via telescopic sum. The same steps in [Alf10] can be carried also in the
case of general affine processes using the results from Section 4.2.
In the above theorem, the first two conditions are specific properties of the approximation scheme
which is chosen. Observe that, for affine processes, a standard Euler–Maruyama scheme can run
into troubles due to the square–root term appearing on the volatility coefficient. High order schemes,
like the one proposed in [Alf10] can be applied. Anyway, suppose we are given an approximation
which satisfies conditions (i) and (ii) in the above result. Condition (iii) is an intrinsic property of
the stochastic process to approximate. When X is an affine process, we can use the results from
Section 4.2.
Theorem 5.3. Let f ∈ C∞pol. Then, the function u : R≥0 ×D → R defined by u(t, x) = Ex
[
f(Xt)
]
is smooth, with all derivatives satisfying the following property:
for all (t, x) ∈ [0, T ] ×D, |∂α(t,x)u(t, x)| ≤ Kα(T )(1 + |x|2ηα(T )) , (38)
where Kα(T ) and ηα(T ) are positive constants depending only on the time horizon T and the order
of derivative α.
Proof. Let α be a multi–index running over the mixed derivatives with respect to time and space.
Split α = (α0, α) where α0 ∈ N is the order of derivation in time and α ∈ Nd is the multi–index for
the derivatives in space. Clearly α0 = |α| − |α|. By induction on α0, when α0 = 1,
∂t∂
α
xu(t, x) = A∂αxu(t, x) .
We need to check that the bound ∂αxu(t, x) can be taken uniformly for t ∈ [0, T ]. From the repre-
sentation (33) and Corollary 3.7,
∂αxu(t, x) = E
x
[
(L(t,e1))α1 · · · (L(t,ed))αdf(Xt)
]
≤
d∏
k=1
K(t, xk)
αkC(1 + |x|2ηα) ,
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where K(t, xk), k = 1, . . . , d, depends only on the Le´vy triplet of the distribution of X
xk
t . Due to
linearity in x, for all t ∈ [0, T ] there exists a constant K depending on the time horizon T such
that K(t, xk) ≤ K(T )xk. Therefore
d∏
k=1
K(t, xk)
αk ≤
d∏
k=1
K(T )αkxαkk ≤ Kα(T )|x||α| .
Using the fact that, for all u > 0 and p,m ∈ N,
up(1 + u2m) ≤ (1 + u2(m+p))
we get
∂αxu(t, x) ≤ Kα(T )(1 + |x|2(ηα+|α|)) ,
and the result follows by Theorem 4.10 (i). Now suppose that, for all α0 = 1, . . . , |α| − |α| − 1 it
holds
|∂α0t ∂αxu(t, x)| ≤ Kα(T )(1 + |x|2ηα(T )), for all t ∈ [0, T ] .
Then
∂α0+1t ∂
α
xu(t, x) = ∂t
(
∂α0t ∂
α
xu(t, x)
)
= A∂α0t ∂αxu(t, x)
and, by the induction step, the result follows again as an application of Theorem 4.10.
Remark 5.4. For numerical applications, the existence of some order moments may be sufficient.
The existence of exponential moments in the previous section has been used mainly to guarantee
that moments of any order are well defined and finite. In practice, the approximation Qhf is
defined by means of a truncation of the series in Theorem 4.10 (iii) to a fixed order ν. Recall
that the expansion makes sense as long as f is a function such that f ∈ D(Ak) and Akf ∈ M
for all k = 1, . . . , ν + 1 (compare with Proposition 2.4). In turn, the martingale property can be
check using Proposition 3.5 requiring the existence of as many moments as necessary. Just as an
example, consider the following situation. Let f ∈ C∞pol and let (Cα, ηα)α∈Nd be its good sequence.
Introduce the notation
ηk(f) := max
|α|≤k
ηα .
Under the assumption that∫
{|ξ|>1}
|ξ|2α1Mi(dξ) <∞, for all i = 1, . . . , d ,
we know that |Ptf(x)| ≤ K(1 + |x|2α1) for all t ∈ [0, T ]. This follows from [CKT08]. At the same
time, if g ∈ C∞pol is such that g,Ag,A2g ∈M, then
Qh(x) := g(x) +Ag(x)h
defines a local second order scheme for X (compare with Theorem 4.10). In terms of integrability
conditions, the above assumption translates into the existence of moments up to order 4(η6(g)+ 1).
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Since the function g(x) := Ptf(x) is in C
∞
pol with η6(g) ≤ η6(f) + 6, we conclude that, as long we
as require the existence of 4(η6(f) + 7) moments,
(Qh − Ph)Ptkf(x) = R2Ptkf(x),
where R2Ptkf(x) is a reminder of order O(h2). Finally, if X̂xh satisfies the property (i) in Theorem
5.1 with α ≤ 2(η6(f) + 6) then
E
[
|X̂xtn |α
]
≤ E
[
|X̂xtn−1 |α
]
(1 + Cα)h+ Cαh
from where we conclude, from an application of the discrete version of Grownwall’s lemma,
E
[
|X̂xtn |α
]
≤ eKT |x|α, for all n = 1, . . . , N .
Therefore, plugging these estimates in the telescopic sum, we get
|PT f(x)−QNh f(x)| ≤
N∑
k=1
|QN−kh R2f(x)| ≤ heKT |x|2(η6(f)+6) .
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