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a b s t r a c t
An optimal control problem is studied for an ecosystem composed by one predator and
two prey populations. Its dynamics is modelled by a reaction–diffusion system of Volterra
type. Two control variables are introduced in the system; their meaning is the mixture
rates between predator and each prey population. The goal of this paper is to maximize
the total density of the three populations at a fixed time moment. The existence of the
optimal control is established and necessary optimality conditions are found with the aid
of a maximum principle.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
The goal of this paper is to study an optimal control problem for an ecosystem composed by three populations: a predator
whose density is y2 and two prey populations of densities y1 and y3. One supposes that the prey populations do not interact
with each other, but any of them interact with the predator. The habitat is modelled by a bounded domainΩ ⊂ RN ,N ≤ 3
(with the boundary smooth enough) and the densities of the three populations are assumed to be dependent both on the
time t ∈ [0, T ] and on the spatial position x ∈ Ω .
One introduces two control variables u(t) and v(t) which are homogeneous with respect to the spatial variable x and
0 ≤ u(t) ≤ 1, 0 ≤ v(t) ≤ 1. They are interpreted as the mixture rates between (y1, y2) and between (y2, y3), respectively.
The controlled ecosystem can be described by
∂ty1 = α11y1 + y1 (a1 − b1uy2)
∂ty2 = α21y2 + y2 (−a2 + b2uy1 + b4vy3)
∂ty3 = α31y3 + y3 (a3 − b3vy2) ,
(1.1)
a.e. on Q = (0, T )×Ω . One associates no-flux boundary conditions
∂νy1 = ∂νy2 = ∂νy3 = 0 a.e. onΣ = (0, T )× ∂Ω (1.2)
and some initial conditions
y1 (0, x) = y01(x), y2 (0, x) = y02(x), y3 (0, x) = y03(x) a.e. onΩ. (1.3)
Here1yi is the diffusion term, while ∂νyi, i = 1, 2, 3 represents the outward normal derivative of yi on the boundary ofΩ .
Assume that αi, ai, bj > 0 for i = 1, 2, 3, j = 1, 2, 3, 4 and y0 =

y01, y
0
2, y
0
3

satisfies conditions
(C1) y0i ∈ H2 (Ω) , ∂νy0i = 0 a.e. on ∂Ω, y0i > 0 onΩ, i = 1, 2, 3.
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If u = v = 1, one obtains the uncontrolled system. If u = v = 0, we have the case of isolated populations.
LetU be the set of admissible control functions
U = (u, v) ∈ (L2 (0, T ))2, 0 ≤ u(t) ≤ 1, 0 ≤ v(t) ≤ 1, a.e. t ∈ [0, T ] .
Our aim is to maximize the mean density (onΩ) of the three populations in the end of the time interval [0, T ]. So we have
to minimize the cost functional
Φ (u, v, y) = −
∫
Ω
(y1 + y2 + y3) (T , x) dx, (1.4)
where y = (y1, y2, y3) is the solution for (1.1)–(1.3).
We first analyze the existence of the solution of the boundary value problems (1.1)–(1.3). We work in the Hilbert space
H = L2 Ω3. To this end denote by A the operator A : D(A) ⊂ H → H, Ay = (α11y1, α21y2, α1y3), where the domain of
A is given by
D(A) = y = (y1, y2, y3) ∈ H2 (Ω)3 , ∂νyi = 0 a.e. on ∂Ω .
Let f = (f1, f2, f3) be the nonlinear term in (1.1), i.e.f1 (u(t), v(t), y) = y1(a1 − b1u y2)
f2 (u(t), v(t), y) = y2 (−a2 + b2uy1 + b4vy3)
f3 (u(t), v(t), y) = y3 (a3 − b3vy2) ,
with the domain D(f ) = {y ∈ H, f (u(t), v(t), y(t)) ∈ H, (∀) t ∈ [0, T ]}. Then problems (1.1)–(1.3) become
y′(t) = Ay(t)+ f (u(t), v(t), y(t)) , a.e. t ∈ [0, T ]
y(0) = y0 = y01, y02, y03 . (1.5)
Following the approach from [1], we can easily state the existence of the solution for (1.1)–(1.3).
Theorem 1.1. Suppose that αi, ai, bj > 0, i = 1, 2, 3, j = 1, 2, 3, 4, (u, v) ∈ U, and y0 satisfies condition (C1). Then
problems (1.1)–(1.3) admit a unique strong solution y = (y1, y2, y3) ∈ W 1,2 (0, T ;H), such that y1, y2, y3 ∈ L2

0, T ;H2 (Ω)∩
L∞

0, T ;H1 (Ω)∩ L∞(Q ). In addition yi > 0 on Q , i = 1, 2, 3 and there exists C > 0 independent of (u, v) such that for each
i we have∂yi∂t

L2(Q )
+ ‖yi(t)‖H1(Ω) + ‖yi‖L2(0,T ;H2(Ω)) + ‖yi‖L∞(Q ) ≤ C . (1.6)
Necessary optimality conditions for a predator–prey reaction–diffusion model are established in [1]. Papers [2,3] deal
with optimal control problems for age-dependent population systems. Some other papers concerning three species models
of PDEs, composed by one predator and two prey populations, are [4–6]. General methods for optimal control problems for
PDE can be found in [7].
In the next section of the present paper we prove the existence of the optimal solution. Necessary optimality conditions
are found in Section 3. One proves that the optimal control is of bang–bang type. Discussions and conclusions are presented
in the last section.
2. Existence of the optimal solution
In this section we prove the existence of an optimal solution of our control problem.
Theorem 2.1. If hypothesis (C1)holds and all constants αi, ai, bj > 0, i = 1, 2, 3, j = 1, 2, 3, 4, then there exists an optimal
control (u∗, v∗) and the corresponding optimal state y∗ = y∗1, y∗2, y∗3 for problem (1.1)–(1.4).
Proof. Let d = inf {Φ (u, v, y) , (u, v) ∈ U, y being a solution to (1.1)–(1.3)}, whereΦ is given by (1.4). By the boundedness
of u, v on [0, T ] and of y on Q (see Theorem 1.1), one infers that d is finite. This implies the existence of sequences
(un, vn) ∈ U and yn = (y1n, y2n, y3n) solution to
∂ty1n = α11y1n + y1n (a1 − b1uny2n)
∂ty2n = α21y2n + y2n (−a2 + b2uny1n + b4vny3n)
∂ty3n = α31y3n + y3n (a3 − b3vny2n) ,
(2.1)
a.e. on Q ,
∂νy1n = ∂νy2n = ∂νy3n = 0 a.e. onΣ, (2.2)
y1n (0, x) = y01(x), y2n (0, x) = y02(x), y3n (0, x) = y03(x) a.e. onΩ, (2.3)
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such that
d ≤ Φ (un, vn, yn) ≤ d+ 1n , n ≥ 1. (2.4)
Estimate (1.6) adapted for problems (2.1)–(2.3) leads to∂yin∂t

L2(Q )
≤ C, ‖yin(t)‖H1(Ω) ≤ C, ‖yin‖L2(0,T ;H2(Ω)) ≤ C, (2.5)
for every n ≥ 1, t ∈ [0, T ] and i = 1, 2, 3. Since H1 (Ω) is compactly imbedded in L2 (Ω) , (yin(t)) is compact in L2 (Ω)
for all t ∈ [0, T ]. This, together with the boundedness of (yin) and (∂yin/∂t) in C

[0, T ] ; L2 (Ω) and L2(Q ), respectively,
implies that (yin) is compact in C

[0, T ] ; L2 (Ω) (Ascoli–Arzela Theorem). Hence
yin → y∗i in L2 (Ω)
uniformly with respect to t, i = 1, 2, 3, on a subsequence denoted again yin. By system (2.1) one deduces that (1yin) is
bounded in L2(Q ), so1yin ⇀ 1y∗i weakly in L2(Q ). From (2.5) we get
∂yin
∂t
⇀
∂y∗i
∂t
weakly in L2(Q ),
yin ⇀ y∗i weakly star in L
∞ 0, T ;H1 (Ω) ,
yin ⇀ y∗i weakly in L
2 0, T ;H2 (Ω) .
We also have y1ny2n → y∗1y∗2, y2ny3n → y∗2y∗3 in L2(Q ). On a subsequence denoted again (un, vn), we have un ⇀ u∗, vn ⇀ v∗
weakly in L2 (0, T ). SinceU is convex and closed (with respect to L2 (0, T )-norm), it is alsoweakly closed, hence (u∗, v∗) ∈ U.
Then we can easily see that uny1ny2n → u∗y∗1y∗2 and vny2ny3n → v∗y∗2y∗3 in L2(Q ).
Passing to the limit as n →∞ in L2(Q ) in problems (2.1)–(2.4), one derives that (y∗, u∗, v∗) verifies problems (1.1)–(1.3)
and minimizes the cost functional (1.4), as claimed. 
3. Necessary optimality conditions
In this sectionwe find the control (u∗, v∗) ∈ U and the corresponding state y∗ = y∗1, y∗2, y∗3 of the system (1.1)–(1.3), in
order tominimize the cost functionalΦ from (1.4). Let p = (p1, p2, p3) be the adjoint variable,A∗ be the adjoint of operatorA,
and f ∗y be the adjoint of the Jacobianmatrix fy. Then p verifies the adjoint system and the transversality condition associated
with problems (1.5), namely
p′(t)+ A∗p(t) = −f ∗y

u∗, v∗, y∗

p(t), t ∈ [0, T ]
p(T ) = −∇Φ u∗(T ), v∗(T ), y∗(T ) .
It can be written in the form
∂tp1 = −α11p1 − a1p1 + u∗y∗2 (b1p1 − b2p2)
∂tp2 = −α21p2 + a2p2 + u∗ y∗1 (b1p1 − b2p2)+ v∗y∗3 (b3p3 − b4p2)
∂tp3 = −α31p3 − a3p3 + v∗y∗2 (b3p3 − b4p2) ,
(3.1)
a.e. on Q ,
∂νp1 = ∂νp2 = ∂νp3 = 0 a.e. onΣ (3.2)
p1 (T , x) = p2 (T , x) = p3 (T , x) = 1 a.e. onΩ. (3.3)
Making the change of variable s = T − t and the change of functions qi (s, x) = pi (T − s, x) , (t, x) ∈ Q , i = 1, 2, 3, this
problem becomes similar to that from (1.1)–(1.3). As in Theorem 1.1, we can easily establish the existence of the solution to
this problem.
Lemma 3.1. If αi, ai, bj are positive constants (i = 1, 2, 3, j = 1, 2, 3, 4), then the adjoint system (3.1)–(3.3) has a unique
strong solution p = (p1, p2, p3) ∈ W 1,∞ (0, T ;H), such that pi ∈ L∞(Q ), pi ∈ L2

0, T ;H2 (Ω) ∩L∞ 0, T ;H1 (Ω), for
i = 1, 2, 3.
Let ε > 0, u0, v0 ∈ L∞ (0, T ) be given and uε = u∗ + εu0, vε = v∗ + εv0 be such that 0 ≤ uε ≤ 1, 0 ≤ vε ≤ 1. Denote
by y∗ = y∗1, y∗2, y∗3 and yε = (yε1, yε2, yε3) the solutions of problem (1.1)–(1.3) associated with the optimal control (u∗, v∗)
and the control (uε, vε) respectively. Subtracting the system corresponding to (u∗, v∗) from the system corresponding to
(uε, vε) and denoting zεi =

yεi − y∗i

/ε, i = 1, 2, 3, we arrive at
∂tzε1 = α11zε1 + a1zε1 − b1u0yε1yε2 − b1u∗zε1yε2 − b1u∗y∗1zε2
∂tzε2 = α21zε2 − a2zε2 + b2u0yε1yε2 + b2u∗zε1yε2 + b2u∗y∗1zε2 + b4v0yε2yε3 + b4v∗zε3yε2 + b4v∗y∗3zε2
∂tzε3 = α31zε3 + a3zε3 − b3v0yε2yε3 − b3v∗zε3yε2 − b3v∗y∗3zε2,
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a.e. on Q ,
∂νzε1 = ∂νzε2 = ∂νzε3 = 0 a.e. onΣ,
zε1 (0, x) = zε2 (0, x) = zε3 (0, x) = 0 a.e. onΩ.
Lemma 3.2. Under the hypotheses of the previous results, there exist the limits limε→0 yεi = y∗i and zi = limε→0 zεi in L2(Q ),
i = 1, 2, 3. In addition, z = (z1, z2, z3) is the solution of the boundary value problem
∂tz1 = α11z1 + a1z1 − b1u0y∗1y∗2 − b1u∗z1y∗2 − b1u∗y∗1z2
∂tz2 = α21z2 − a2z2 + b2u0y∗1y∗2 + b2u∗z1y∗2 + b2u∗y∗1z∗2 + b4v0y∗2y∗3 + b4v∗z3y∗2 + b4v∗y∗3z2
∂tz3 = α31z3 + a3z3 − b3v0y∗2y∗3 − b3v∗z3y∗2 − b3v∗y∗3z2,
(3.4)
a.e. on Q ,
∂νz1 = ∂νz2 = ∂νz3 = 0 a.e. onΣ, (3.5)
z1 (0, x) = z2 (0, x) = z3 (0, x) = 0 a.e. onΩ. (3.6)
Now we can state necessary optimality conditions for problem (1.1)–(1.4).
Theorem 3.1. Let (u∗, v∗) ∈ U be the optimal control for problems (1.4) subject to (1.1)–(1.3), y∗ = y∗1, y∗2, y∗3 be the opti-
mal state, and p = (p1, p2, p3) be the adjoint variable. Denote w1(t) =

Ω
y∗1y
∗
2 (b1p1 − b2p2) dx and w2(t) =

Ω
y∗2y
∗
3
(b3p3 − b4p2) dx. Then the optimal control functions u∗ and v∗ are of bang–bang type. More exactly, we have
u∗(t) =

0, if w1(t) > 0
1, if w1(t) < 0,
v∗(t) =

0, if w2(t) > 0
1, if w2(t) < 0
Proof. Since (y∗, u∗, v∗) is an optimal solution, we have Φ (u∗, v∗, y∗) ≤ Φ (uε, vε, yε) , (∀) ε > 0, where yε, uε, vε are
chosen as above. Dividing by ε > 0 and passing to the limit as ε→ 0 in L1 (Ω), with the aid of Lemma 3.2 one arrives at∫
Ω
(z1 + z2 + z3) (T , x) dx ≤ 0. (3.7)
Multiplying the equations from (3.4) by p1, p2, p3 and the equations from (3.1) by z1, z2, z3, one obtains
(p1∂tz1 + z1∂tp1)+ (p2∂tz2 + z2∂tp2)+ (p3∂tz3 + z3∂tp3) = α1 (p11z1 − z11p1)+ α2 (p21z2 − z21p2)
+α3 (p31z3 − z31p3)− u0y∗1y∗2 (b1p1 − b2p2)− v0y∗2y∗3 (b3p3 − b4p2) .
Now we integrate over Q . Making use of Green’s formula and (3.2), (3.3) and (3.5)–(3.7), we are led to
0 ≥
∫
Ω
(z1 + z2 + z3) (T , x) dx = −
∫ T
0
∫
Ω
u0y∗1y
∗
2 (b1p1 − b2p2) dtdx−
∫ T
0
∫
Ω
v0y∗2y
∗
3 (b3p3 − b4p2) dtdx.
Choosing u0 = u− u∗, v0 = v − v∗ with (u, v) ∈ U, it follows that∫ T
0

u∗ − u (t)w1(t)dt + ∫ T
0

v∗ − v (t)w2(t)dt ≤ 0, (∀) (u, v) ∈ U.
Therefore, the conclusion of the theorem follows directly from directly from this inequality, as claimed. 
4. Conclusions and discussions
In this paper we have studied an optimal control problem related to a reaction–diffusion system of one predator and two
prey populations. The control functions u, v represent the rate of mixture between predator and each prey population. We
proved the existence of an optimal solution and found necessary optimality conditions in order to maximize the total in
space density of the populations in the end of a given time interval. We have proved a bang–bang type result for the optimal
control. When the optimal control u∗ = 0, the predator and the first prey are separated from each other. If u∗ = 1, the
effect of the mixture is maximal. The same interpretation is available for v∗. The separation between the populations can be
carried out, for example, by attracting the predators with different food resources or using natural or artificial dams in their
habitat.
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