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I. INTRODUCTION
New evaluations of the neutron data standards have been completed. This work was a result of efforts by the Cross Section Evaluation Working Group (CSEWG) and the International Atomic Energy Agency (IAEA). They worked cooperatively to provide these new evaluations of the standards. Important contributions to the evaluation process resulting from this joint international effort have been highlighted at several IAEA meetings. To initiate the evaluation process, an IAEA Consultants' Meeting on International Neutron Cross-Section Standards was held in 2008 at the IAEA Headquarters, Vienna, Austria. In addition to the work on the traditional standards, discussions took place on the possibility of extending the energy ranges and including new reactions that could be considered for adoption as reference cross sections. This work took place under the data development project that had been endorsed by the International Nuclear Data Committee as an important activity to be maintained under the auspices of the Nuclear Data Section of the IAEA. Additional standards related meetings were held in 2010, 2013, 2014, 2016 and 2017 . IAEA reports from these meetings provide discussions on the topics as well as the individual presentations given by the attendees at the meetings. INDC(NDS)-0540,-0583, -0641 and -0677 reports are available at the website for the IAEA Nuclear Data Section.
The present work represents an update of the earlier neutron cross section standards evaluation by Carlson et al. [1] . That earlier evaluation of the standards will be called the 2006 standards evaluation throughout this paper. Those standards were accepted by the CSEWG as the standards for the ENDF/B-VII.0 library. A short summary of the results of the standards evaluation was contained in the publication describing that evaluation [2] . Changes have been made to the ENDF/B-VII.0 library that led to an update or modification called ENDF/B-VII.1 [3] . The standards must be maintained for a given version of ENDF in order to maintain consistency thus no changes were made to the standards with the introduction of ENDF/B-VII.1. This effort is part of the gradual process of improving the standards. It is hoped that at some point in the future the standards will be evaluated very frequently so they can be used by major nuclear data libraries whenever they decide to produce a new version. The ENDF/B-VIII.0 standards [4] , that will be taken from this International Standards Evaluation, represent the most recent outcome of this process. Throughout this paper the present evaluation of the standards will be called the 2017 standards evaluation or the 2017 standards. In this paper the process of obtaining these evaluations will be documented. This should provide adequate guidance so one can better understand how the ENDF/B-VIII.0 standards and their uncertainties were obtained, and should also provide adequate supporting information for assessing their quality. It is essential to devote considerable space in this paper to reviewing this evaluation process, including comprehensive discussions of the weaknesses in earlier evaluations. It is important to take note of the impact of improvements in computer technology and evaluation methodology in order to understand the progress which has been made leading up to this most recent evaluation.
A. The Need for Standards
Most neutron cross section measurements are made relative to the neutron cross section standards. As such they are the basis for measurements and evaluations. Very few cross sections can be measured absolutely, i.e., without the need to determine the neutron fluence -most cross sections are measured relative to the cross section standards and converted using evaluations of the standards. An important point is that the accuracy of a cross section or fluence measurement is limited by the uncertainty in the standard cross section relative to which it is measured. Improvements in the standard cause all measurements relative to that standard to be improved. This applies to measurements that have been, are being or will be made relative to that standard. This is the reason for the emphasis on increasing the quality of neutron cross section standards. They must be evaluated first in the process of developing a new version of an evaluated nuclear data file library. Measurement programs have continuously improved the database of the standards, and therefore it is important to re-evaluate these cross sections taking into account new experimental data and improved evaluation techniques.
There is also a need for additional data related to standards such as reference data and the extension in energy range of certain cross sections. These topics have been investigated during this project.
B. Work Leading to the New Evaluation
The standards have had quite an evolution going from ENDF/B-I to ENDF/B-VIII. When ENDF/B was in its infancy, the number of standards, their energy ranges of applicability, and their accuracy were not well established.
Prior to the ENDF/B-IV standards evaluation, evaluations were largely performed by drawing a smooth curve through the average of the data points on a graph. The uncertainties were very approximate and providing covariances was not even considered. Also a hierarchical approach was followed for the evaluations. The lighter element cross section standards were generally considered to be better known. The H(n,n) cross section was considered the best known standard and was evaluated first and independently of the other standards. The 6 Li(n,t) cross section evaluation was performed next. The only 6 Li(n,t) data which were used were absolute measurements or those measured relative to the H(n,n) standard which were converted to cross sections using the adopted hydrogen evaluation. Then the 10 B+n standard cross sections were evaluated. The only 10 B data which were used were absolute measurements and those relative to H(n,n) and 6 Li(n,t) which were converted using the new hydrogen and lithium evaluations. This process was continued for each of the standards. This method for using ratio measurements does not use all the information available. It does not include absolute and ratio data on the same basis as they were measured. For example, a ratio of the 10 B(n,α) to the 6 Li(n,t) cross sections would be used in the 10 B(n,α) cross section evaluation but not in the 6 Li(n,t) evaluation.
Some improvement occurred for the ENDF/B-IV standards evaluation in that R-matrix evaluations were introduced for the lighter element standards.
The movement towards more objective evaluations started with ENDF/B-V when a simultaneous evaluation of the 235 U(n,f) cross section was done by Poenitz. It was composed of an evaluation of the shape of the cross section and a separate evaluation of the normalization for the shape of the cross section. The members of the Normalization and Standards Subcommittee selected the experiments which were used for the determination of the normalization factor for the shape evaluation. This evaluation was a first step towards an evaluation process that would provide consistent sets of cross sections for all the standards.
The success obtained using the comprehensive objective data combination techniques in the ENDF/B-V standards evaluation led to the seeking out of a more global approach for the ENDF/B-VI standards evaluation than had been used earlier.
The previous complete evaluation of the neutron cross section standards was finished in October 2005 (often referred to as the 2006 evaluation) and made available as the NEANDC/INDC and ENDF/B-VII standards. R-matrix model fits for the light-element cross sections and nonmodel least-squares fits for all the cross sections employed were the basis of the combined fits for all of the data. Some important reactions and constants are not standards, but assist greatly in the determination of the standard cross sections and reduce their uncertainties; therefore, these data were also included in the combined fits. The largest experimental database used in the evaluation was prepared by Poenitz and included about 400 sets of experimental data with covariance matrices of uncertainties that account for all known cross-energy, cross-reaction and cross-material correlations. GMA is a least-squares code developed by Poenitz to fit all types of cross section (absolute and shape), their ratios, spectrum-averaged cross sections and thermal constants in one full analysis. It was observed in some cases that the GMA results appeared to be somewhat low compared with the majority of the experimental data being evaluated. This effect is called Peelle's Pertinent Puzzle [5, 6] . Study of this effect became an extensive investigation before the 2006 evaluation was completed. A "fix" was applied which basically removed the problem. The modified code is called GMAP.
Basically the process for the 2006 standards evalua-tion involved using input from R-matrix analyses for the 6 Li(n,t), 10 B(n,α) and 10 B(n,α 1 γ) cross sections; a thermal constants evaluation as pre-evaluated data and direct experimental data for the 6 Li(n,t), 10 B(n,α 1 γ), 10 B(n,α), Au(n,γ), 235 U(n,f), 238 U(n,f), 238 U(n,γ) and 239 Pu(n,f) reactions in a combined fit with the generalized leastsquares code GMAP [7, 8] . The H(n,n) evaluation was done separately as an R-matrix analysis.
C. Research Areas
Considerable effort was expended on obtaining experimental data for the evaluations. The data obtained were examined for possible problems or needed corrections before putting them in the database. Uncertainties were obtained and, when possible, correlations within a data set and correlations to other data were investigated. All uncertainties given in this paper are one standard deviation (k=1 or 68 % confidence interval). The work on cross section standards was extended into other areas related to standards: The work on the 30 keV Maxwellian spectrum averaged cross section for the Au(n,γ) cross section; cross sections for prompt γ-ray production in fast neutroninduced reactions; reference cross sections for very high energy fission cross sections; the 252 Cf spontaneous fission neutron spectrum and the 235 U thermal prompt fission neutron spectrum; and the thermal constants. Each of these quantities can be used in either a cross section measurement, to obtain neutron fluence, or to validate a cross section in a well characterized spectrum.
II. THE EXPERIMENTAL DATABASE -RECENT MEASUREMENTS
Measurements have been made relevant to each of the data being evaluated. For the 2006 evaluation there was only an initial effort on fission spectra and several new areas of research were only started. The present effort includes additional data related to standards such as reference data and the extension in energy of certain cross sections.
A. H(n,n) Cross Section Measurements
Measurements have been made by Moreh, Block and Danon [9] that show a possible anomalous drop of about 40 % in the n-p differential scattering cross section suggested by Ref. [10] , compared with accepted values, for 100 eV to 200 eV neutrons does not exist. They measured scattered neutrons from CH 2 and separately from C. The ratio of these data shows the effect is not present for incident neutron energies of 100 eV to 140 keV.
Daub et al. [11] made measurements of the hydrogen total cross section where very few measurements of that cross section were available, at low neutron energies. The data were measured at the University of Kentucky Van de Graaff facility from 150 keV to 800 keV. The results are shown in Fig. 1 and are systematically about 1 % larger than the values from the 2006 evaluation but almost within their uncertainties of 1.1 % to 2 %.
Additional total cross section work at Kentucky has been done by Yang [12] . The focus was on lower neutron energies than those obtained by Daub et al. Data were obtained from 90 keV to 1.8 MeV with uncertainties of 1 %-2 %. Final data are not available. They are only shown in plots in a thesis document. So these data were not included in the standards evaluation.
The ongoing work at Ohio University on the hydrogen standard now emphasizes the small angles in the centerof-mass system (CMS) at about 14 MeV where few data are available. This work required detection of the recoil neutrons. Obtaining data over a large angular range is important since the data are relative measurements that are normalized to the accurately known total elastic cross section. Their earlier work [13] , [14] at 10 and 14 MeV used proton recoil detection that limited the angular range to larger CMS angles. Work has also been done at 14 MeV by Kondo et al. [15] at Osaka University but their angular range was limited. Problems with the hydrogen scattering cross section still exist in the hundred MeV region and the prospects for new measurements there are very weak. Data have been obtained at about 200 MeV by Sarsour et al. [16] at Indiana University and by Rahm et al. [17] at Uppsala University. There are inconsistencies in these measurements as large as 10 % at CMS back angles. There has been an understanding amongst these authors that the Indiana University data are to be preferred due to the method used and the uncertainties obtained. There is a particular need for data in the higher energy regions that extend over a large angular range.
B. Work Related to the 3 He(n,p) Cross Section
This cross section is the least used of the cross section standards. It is not accepted as a standard by any libraries except for ENDF/B. Very few new measurements have been made of this cross section. There are data in the past that have been made relative to this standard so changes in this cross section through an evaluation can be important. Since so little experimental work had been done on this cross section, no new evaluation was done. The last evaluation of this cross section was done for ENDF/B-VI. It was adopted for the 2017 standards.
C.
6 Li(n,t) Cross Section Measurements Angular distribution measurements for that reaction at higher neutron energies have been completed by Zhang et al. [18] at Peking University and by Devlin et al. [19] at the Los Alamos Neutron Science Center (LANSCE). Excitation functions measured by Devlin et al. for tritons from the 6 Li(n,t) reaction for four angles are shown in Fig. 2 . The R-matrix fit [19] shown in this figure was obtained using the Devlin et al. data and earlier measurements on the 7 Li compound system. Data such as these have an impact on the definition of the 6 Li(n,t) cross section since they provide information on the 7 Li compound nucleus that can be used in R-matrix evaluations.
At the NIST Neutron Center for Neutron Research a measurement was made by Yue et al. [20] of the 6 Li(n,t) cross section standard with a 0.3 % uncertainty at 3.3255 meV. Work continues on trying to determine the mass uncertainty of the 6 Li target. The original mass yielded a cross section in excellent agreement with the standards evaluation. The deposits were made at JRC Geel, however JRC Geel recently found an error so the mass changed by about 1 %. This leads to a cross section lower than the standard by about 1 %. Measurements have been made by Giorginis and Bencardino [21] at JRC Geel at 1.9, 2.0 and 2.1 MeV. The data were obtained relative to the 238 U(n,f) cross section. The data agree with the 2006 standards evaluation at 1.9 MeV but are 2.6 % higher at 2.0 MeV and 1.8 % higher at 2.1 MeV. However the results are in agreement with the 2006 standards evaluation within their uncertainties. Their measurements used a fission fragment loss correction given by Meadows. Giorginis found that a small change was required to that correction. It was incorporated in the final results of the Giorginis and Bencardino data.
A number of data sets having energies above the former standards energy range are included in the standards evaluation to improve R-matrix fits to the data sets.
D.
10 B(n,α) and 10 B(n,α1γ) Cross Section Measurements Measurements of the 10 B(n,tot) cross section were made by Wasson [22] . Recently a complete analysis of those data was performed. They were then put into the GMAP analysis. The data are shown in Fig. 3 compared with the 2006 standards evaluation. In Ref. [22] , comparison is made with the ENDF/B-VI standards evaluation. That comparison showed a larger measured cross section by about 5 % in the hundred keV energy region. The larger cross section in the hundred keV energy region was also observed by Brusegan et al. [23] . It is clear that the 2006 standards evaluation is an improvement over the ENDF/B-VI standards evaluation.
At JRC-Geel, Bevilacqua et al. [24] have made branching ratio, angular distribution and cross section measurements for the 10 B(n,α) reaction. Their new work extends the measurements to about 3 MeV. At the higher energies there is concern since there are large deviations from the 2006 standards evaluation. Work has also been done on the 10 B(n,α) cross section at Peking University by Zhang et al. [25] in the MeV energy region. They have made improvements to their experiment so 10 B(n,α) measurements with a minimum of "particle leaking" losses were obtained. Particle leaking losses [26] occur when both reaction products go into forward angles such that it is not possible to separate the particles. The detector sees a quasi-particle with an energy equal to the sum of the energies of the individual particles. Consequently, there will be a loss of events under these circumstances. The 10 B(n,α) data at these higher energies should eventually allow this standard to be extended to higher energies.
E. C(n,n) Cross Section Measurements
Carbon transmission measurements have been made by Gritzay et al. [27] . The results were shown to generally agree with the standards evaluation and are not dependent on the sample thickness. A motivation for this work was to determine if a strong resonance predicted by Canton et al. [28] is present in the 130-160 keV energy region. No evidence for a resonance was found. Filtered beam measurements have been made of the C(n,n) angular distribution for five angles at three energies by Gritzay et al. [29] . The data differ significantly from the standards evaluation. The data are relative to lead scattering. Daub et al. [11] also made measurements of the carbon total cross section. These data were obtained when the hydrogen total cross section measurements were made since carbon and polyethlyene samples were used in the measurements. They agree with the 2006 standard within uncertainties but are systematically lower. Measurements of the carbon total cross section have also been made by Danon et al. [30] 
F.
197 Au(n,γ) and 238 U(n,γ) Cross Section Measurements
The work on the gold capture cross section was done in the standards energy region and also in support of astrophysics applications at lower neutron energies. New work on gold capture was done by Wallner et al. [31] who made a 238 U(n,γ)/Au(n,γ) cross section ratio measurement at 430 keV. The samples were irradiated and accelerator mass spectrometry was used to measure the to about 400 keV was done by Lederer et al. [33] . In the standards energy region the Lederer et al. results, with uncertainties that are between 3.9 % and 4.5 % for a resolution of 10 bins per energy decade, generally agree well with the standards evaluation.
Measurements by Ullmann et al. [34] of the 238 U(n,γ) cross section were taken for the energy range from 10 eV to 500 keV. The data have only been reported from 1 keV to 500 keV. The measurements were relative to the 6 Li(n,t) and 235 U(n,f) cross section standards. The results from 200 keV to 500 keV agree well with the standards evaluation and were included in the evaluation. The data from 10 keV to 200 keV were not included in the evaluation due to unusual structure in the data. Very accurate measurements of the 238 U(n,γ) cross section in the resonance region and extending up to 80 keV were made at GELINA by Kim et al. [35] with a C 6 D 6 detector. In At n TOF, measurements were made with different C 6 D 6 detectors [36] , [37] and with a BaF 2 total absorption detector [38] .
G.
197 Au(n,γ) Cross Section Measurements Related to the 30 keV Maxwellian Average Cross Section The Maxwellian averaged cross section (MACS) for 197 Au(n,γ) is used in neutron capture cross section measurements as a reference for reactions important for astrophysics, reactor and dosimetry applications. This reference cross section was obtained from an evaluation by Ratynski and Käppeler [39] .
The 2006 standards evaluation is approximately 6 % above the Ratynski and Käppeler evaluation.
Because of this discrepancy new experiments and reanalyses were done in an attempt to resolve the problem. The Lederer et al. data referred to previously include the energy region where this discrepancy exists. The results from that work generally agree with those obtained from the 197 Au(n,γ) standards evaluation within the uncertainty of the measurements. The MACS from these data at 30 keV is 2 % smaller than the MACS obtained from the standards evaluation and 4.7 % higher than the one obtained by Ratynski [40] at the GELINA facility. Large attention was paid to the measurements and analysis of the normalization, background, self-shielding and scattering corrections in this energy range. This led to a very small total measurement uncertainty of 1.5 %. The result agreed with the standards evaluation to within 2 %. It should be noted that these data are highly correlated with the Kim et al. [35] data. Earlier work at the GELINA facility by Borella et al. [41] are also in good agreement with the standards evaluation.
A spectrum averaged 197 Au(n,γ) cross section measurement by Feinberg et al. [42] at JRC-Geel is in good agreement with that calculated from the standards evaluation. It is about two standard deviations from the Ratynski and Käppeler value. All these experiments agree with the standards evaluation indicating a problem with the Ratynski and Käppeler result. Two measurements have been made of the simulated Maxwellian spectrum used in the Ratynski and Käppeler measurements. Both experiments used neutrons from the 7 Li(p,n) reaction for E p =1912 keV (the same as that used by Ratynski and Käppeler). The spectrum measurements at PTB by Lederer et al. [43] are slightly softer, but have an effect of only 0.5 % on the averaged Au cross section. A comparison with thick target yields calculated using the PINO [44] code and evaluated microscopic differential cross sections give good agreement with the results of this experiment. Independently, measurements of the neutron spectrum at JRC-Geel by Feinberg et al. [42] showed good agreement with the findings of Ratynski and Käppeler and of Lederer. Martín Hernández et al. [45] made measurements related to the 7 Li(p,n) spectrum at threshold and found the calculated spectrum-averaged cross section (SACS) using the Ratynski and Käppeler spectrum is 6.5% higher than the cross section value measured by Ratynski and Käppeler. Their results indicate at least 8 of the 41 mb difference between the Ratynski and Käppeler activation measurement and the Ratynski and Käppeler SACS is probably due to the neutron spectrum uncertainty.
H.
235 U(n,f ), 238 U(n,f ) and 239 
Pu(n,f ) Cross Section Measurements
Measurements have been made of the 238 U(n,f)/ 235 U(n,f) cross section ratio by Paradela et al. [46] us-ing fission chamber and parallel plate avalanche counter detectors. Data were taken with detectors in different orientations and special consideration was applied to determining losses due to the fission fragment angular distributions. The data extend to ≈ 1 GeV. The average of the data sets is in good agreement with the 2006 standards evaluation considering the uncertainties. In Fig. 6 the four measurements obtained in these experiments are shown. 238 U(n,f)/ 235 U(n,f) cross section ratio data were also obtained by Tovesson et al. [47] Measurements have been made at LANL of the 239 Pu(n,f) cross section by Tovesson and Hill [48] . The data are relative to the 235 U(n,f) cross section. They are composed of 2 data sets. One set is for energies below 200 keV and the other for energies above 200 keV. There are large discrepancies for the lower energy set compared with most of the other experimental data so no data for the lower set were used in the evaluation. For the higher energy set they agree well with the standards evaluation up to about 13 MeV. Above that the measurements are somewhat lower than the standards evaluation. Very accurate fission cross section ratio measurements that include 239 Pu(n,f) data are being measured at the LANSCE facility. The data are being obtained with a Time Projection Chamber in a collaboration headed by the NIFFTE collaboration [49] . Data analysis is currently in progress. Their preliminary results are in excellent agreement with the 2006 standards evaluation.
I. High Energy Reference Fission Cross Section Measurements
Reference cross sections at high energies are needed for conversion of ratio measurements to cross sections at high energies where standards are not available.
The cross sections included here are for 209 Bi(n,f), nat Pb(n,f), 235 U(n,f), 238 U(n,f) and 239 Pu(n,f). The database for these evaluations is rather limited. An older experiment done at the LANSCE facility at LANL was re-analyzed by Miller and Kovash [50] . This led to a determination of the 238 U(n,f) cross section. The data were obtained relative to the hydrogen scattering cross section for neutron energies from 130 to 300 MeV. Unfortunately there were bubbles in the liquid hydrogen target that was used for the fluence determination so an absolute cross section could not be obtained. New measurements that have been made include:
238 U(n,f) to 235 U(n,f) cross section ratio measurements by Paradela et al. [46] up to 1 GeV;
239 Pu(n,f) to 235 U(n,f) cross section ratio measurements by Tovesson and Hill up to 200 MeV [48] and 209 Bi(n,f) to nat Pb(n,f) cross section ratio measurements by Tarrio et al. [51] up to 1 GeV.
J. Prompt γ-ray Production Reference Cross Section Measurements
There has been a need expressed for a reference cross section for use in measurements of γ-ray production cross sections. Such measurements are most easily performed using a reference cross section in which a discrete γ-ray is detected. Both (n,n'γ) and (n,2nγ) reactions were considered. Several candidates were investigated taking into account factors such as structure and magnitude of the cross section, status of the database, sample properties, typical experimental environments, and evaluations performed. In the past, inelastic scattering of neutrons on 56 Fe and 52 Cr, which produce 847 keV and 1434 keV prompt γ-rays, respectively, were considered. For 56 Fe the main drawbacks are the contribution from (n,p) reactions followed by beta decay to the 847-keV level in 56 Fe, the presence of resonance structure in the cross section below about 5 MeV, the non-isotropic angular distribution in γ yield which varies with the neutron energy, and the background from iron materials which are almost always present near experimental setups.
The database for the 52 Cr(n,n'γ) cross section is smaller than that for 56 Fe(n,n'γ). Cr suffers from drawbacks similar to Fe, and is difficult to fabricate into samples with uniform areal density.
Though more effort has been placed on the 56 Fe(n,n'γ) and 52 Cr(n,n'γ) cross sections, their inherent limitations suggest that other cross sections should be investigated to obtain better reference cross sections. 197 Au, 93 Nb, 48 Ti, 7 Li and 10 B were considered. It was decided that the use of the γ-production cross sections for 93 Nb and 197 Au is not suitable, because of feeding from isomers populated in the irradiation of the samples, and for 197 Au the presence of interfering γ-lines in the background.
The conclusion of this study is that the best candidates are 10 B, 7 Li, and 48 Ti. For the lower energies the 10 B(n,α 1 γ) reaction has a very large cross section and varies smoothly with energy. It is a standard and it can be extended somewhat in energy over its use as a standard for its use as a reference. The 7 Li(n,n'γ) reaction, leading to the production of the same gamma-line as that from the 10 B(n,α 1 γ) reaction, has a yield that is isotropic in the CMS; has little structure in the energy region 1 to 4 MeV; and the cross section is reasonably large. For 48 Ti(n,n'γ) the cross section is very large and slowly changing with energy. It should be possible to use it as a reference to above 10 MeV.
Thus the reference reactions and their γ-rays are 10 B(n,α 1 γ) (E γ = 0.478 MeV), 7 Li(n,n'γ) (E γ = 0.478 MeV) and 48 Ti(n,n'γ) (E γ = 0.984 MeV). Recent measurements made of the 7 Li(n,n'γ) cross section at JRC-Geel [52] and LANSCE [53] are in good agreement. The most recent 48 Ti(n,n'γ) experiments have been carried out by LANSCE [54] and JRC-Geel [55] . They generally agree.
K.
252 Cf Spontaneous Fission and 235 U Thermal
Neutron-induced Prompt Fission Neutron Spectra Measurements
There is only one recent measurement of the PFNS of 252 Cf(sf) which was by Kornilov at Ohio University [56] . It verified the standard evaluation [1] in the 2-20 MeV energy interval. There are two recent measurements of the PFNS of 235 U(n th ,f). These efforts were motivated by the lingering concern that evaluations of this spectrum do not agree in detail with measurements, particularly at high and at low energies. The first new measurement is by Kornilov et al. [57] in a JRC-Geel and IKI collaboration at the cold neutron facility (T=100 K) of the 10 MW Budapest Research Reactor. The PFNS for thermal neutrons was measured by the time-of-flight method. An ionization chamber containing a 235 U sample, as well as a 252 Cf reference sample outside of the neutron beam was used in the experiment. Three identical neutron detectors were used. Correction factors for multiple scattering and attenuation were calculated with the MCNP code as a ratio of a neutron spectrum emitted from the source surrounded by the real chamber to a spectrum calculated without chamber materials. Since data were obtained for both 252 Cf and 235 U deposits, it was possible with a proper evaluation procedure, to have an impact on the 252 Cf(sf) PFNS from this work also. However no changes were found to the Mannhart evaluation [58] . The experimental PFNS was normalized to unity and the average secondary neutron energy was calculated. A Maxwellian spectrum was fitted in the energy range of 0.7-1.5 MeV and 9-11 MeV to the measured spectrum and an extrapolation to zero and to 20 MeV was performed. The spectra measured with the three detectors are in excellent agreement and do not exhibit any angular dependence. The data obtained disagree in some respects with PFNS data for 235 U(n th ,f) from different evaluated data libraries. However, the data agree well with most experimental results. The results show that the spectrum is softer than the previous evaluation, having a higher yield in the energy range below 1 MeV. It also has a larger yield above about 9 MeV but the uncertainties are quite large in that energy region.
Measurements were also made of the 235 U(n,f) PFNS for thermal neutrons relative to the 252 Cf(sf) PFNS by Vorobyev et al. [59] at the Gatchina research reactor. The measurements of the prompt neutron spectra were performed at 11 fixed angles between the neutron and light fragment direction in the range from zero degrees to 180 degrees in 18 degree intervals. After the measured energy distributions for 11 fixed angles were corrected for the energy and angular resolution of the neutron detector, the total prompt neutron spectra were obtained by summing over all angles. Although the geometry for measurements with the 235 U and 252 Cf samples was the same, the corrections for the energy and angular resolutions do not cancel in the ratio. The total correction is energy dependent and amounts to no more than 3 % in the measured energy range. The comparison of the obtained data with experimental results obtained by other groups, which were normalized to the recommended value of the total average neutron multiplicity, ν tot = 2.421, demonstrates that there is good agreement (within experimental errors) between all experimental data in the 1.5-8 MeV energy range. However, there is some discrepancy in the energy region below 1 MeV. Generally, the results obtained are consistent with the ENDF/B-VII.1 PFNS within the limits of the uncertainty. Again, the spectrum at low energies is softer than the evaluation however the agreement at high energies is quite good.
In addition to this recent work only three TOF experiments of the PFNS of 235 U(n th ,f) have been performed since 1975. The poor level of documentation of the older experiments [60] [61] [62] [63] makes it difficult to generate quality covariance matrices of the data. The spectra for neutrons emitted at energies greater than 10 MeV are in contradiction to spectrum-averaged cross section data. Additionally, the same data above 10 MeV were statistically inconsistent as discussed in Ref. [64] , therefore no PFNS differential data were considered in the evaluation above 10 MeV. The high energy PFNS tail, that represents less than 2 % of all emitted neutrons, was fixed by assuming a Maxwellian distribution that was matched smoothly to the least-square evaluation at 10 MeV; the Maxwellian temperature was selected to reproduce the evaluated spectrum-average cross section data for 90 Zr(n,2n) high-threshold reaction as explained in Ref. [64] . A typical uncertainty of the high-energy extrapolation is estimated to be around 7 % from 8-14 MeV and up to 30 % above 15 MeV.
III. NEUTRON STANDARDS EVALUATIONS
The standards evaluation includes work on each of the following: the neutron cross section standards; the thermal constants; the low energy gold capture cross section; reference cross sections for prompt gamma-ray production; very high energy fission reference cross sections; the 235 U thermal neutron-induced prompt fission neutron spectrum; and the 252 Cf spontaneous prompt fission neutron spectrum. The reference cross sections have the role of standards but they are not as well known. They have the same properties as the standards such as smooth cross sections as a function of energy. The detailed documentation in this report contains the numerical values and uncertainties for these data. The standards and reference data with their energy ranges are shown in Table I . Neutron cross section standards Reaction Standards incident neutron energy range H(n,n) 1 keV to 20 MeV 3 He(n,p) 0.0253 eV to 50 keV 
A. Neutron Cross Section Standards
Improvements have been made in the very large database used for this standards evaluation. It includes the standards and ratios among them that can lead to improved evaluations of the standards. The cross sections evaluated were H(n,n), 6 Li(n,t), 10 B(n,α 1 γ), 10 B(n,α), C(n,n), Au(n,γ), 235 U(n,f) and 238 U(n,f). Also included in the evaluation process are the 238 U(n,γ) and 239 Pu(n,f) cross sections. Those data were included since there are many ratio measurements of those cross sections with the standards, and absolute data are available for them. The older measurements are given in Ref. [1] and the newer ones are given in Sec. II.
The experiments included in the GMAP database since the 2006 evaluation as direct input to GMAP are listed in Table II . In the table, "Data set number" refers to datasets in the GMA database. These data and those shown in Table II of Ref. [1] define the entire database used as direct input of experimental data to GMAP. In Table III , experiments included in the R-matrix analyses since the 2006 evaluation are listed. These data and those shown in Tables III and IV of Ref. [1] define the entire database used for the R-matrix analyses.
For details on the general evaluation process for the cross sections reactions, see Ref. [1] . Basically the process involved using the GMAP (GMA) code [7, 8] to combine input from EDA [65] and RAC [66] R-matrix analyses; also included are a thermal constants evaluation [67] and direct experimental measurements as input data to GMAP.
The procedure for evaluating the standards can be divided into four stages.
R-matrix analysis of the hydrogen cross section
and subsequent renormalization of cross sections measured relative to that standard in the GMA database.
2. Independent evaluation of the 6 Li(n,t), 10 B(n,α 1 γ) and 10 B(n,α) reactions using the R-matrix model and experimental data available for all reactions that create 7 Li and 11 B compound systems. These data include various observables for all neutron-and charged-particle-induced reactions (integral and differential cross sections, and polarizations). Use of different R-matrix codes to fit the same data followed by analysis and minimization of the observed differences between the fits increases the reliability of the evaluation. Any differences in fits that cannot be eliminated by this analysis are accommodated when the R-matrix results are combined with the remaining data by a least-squares fit to produce the standards for the light and heavy nuclides.
3. Cross sections for the 6 Li(n,t), 6 Li(n,n), 6 Li(n,tot), 10 B(n,n), 10 B(n,α 1 γ), 10 B(n,α) and 10 B(n,tot) reactions and their covariance matrices (including crossreaction covariances) obtained in the R-matrix evaluation were used in the combined least-squares fit with all other data from the GMAP database. These data include reactions with heavy nuclides and ratios between light and heavy nuclide cross sections. Finally, the outlying experimental data were analyzed and additional components of uncertainty were added to these data points to restore consistency and to bring the general chi-square per degree of freedom close to unity.
4. Refitting the derived GMAP fit for the lithium and boron standards using the R-matrix EDA code. The goal was to calculate standard cross sections for those reactions in any energy grid and produce a table of those standard cross sections in a much denser grid than the one used in the GMA fit.
An analysis of unknown systematic uncertainties for these evaluations has been done based on the unrecog-nized uncertainty-estimation method [68] . We define unrecognized (or unknown) systematic uncertainties as a practical minimum uncertainty that can be achieved using a given measuring method (or measuring tool). No matter how many times the measurements are repeated, if we use the same method, we can not get a result with lower uncertainty. The method allows the determination of some systematic data-uncertainties usually underestimated or neglected by the measurers that allow the establishment of implicit correlations of evaluated quantities. A similar approach was used in the BROND-3 library [69, 70] .
The method of the unrecognized uncertainty estimation is based on the a priori assumption of equal reliability of all available experimental data, which excludes proven erroneous results. Some initial description of the data is required at the beginning and any deviations from it by individual experiments can be considered as related to systematic unknown uncertainties. The method can be applied in many ways. For our evaluation, each of the cross sections evaluated had the normalization quantities for absolute measurements statistically analyzed (considering weights) to obtain the standard deviation of that distribution regarded as an additional component of the unrecognized systematic uncertainty. Enough normalization components must be used to obtain good accuracy.
The unrecognized systematic uncertainty was estimated as an uncertainty of type B that follows a normal distribution [71] . In the particular case of a normal distribution we can estimate the type B uncertainty, U B = M/3, where the distribution of sampled values is symmetric and extends from −M to +M . It is assumed that the values are very certain. This condition is fulfilled if M = 3σ for a Normal Distribution, therefore the unrecognized systematic uncertainty, U B = 3σ/3 = σ as we assumed.
The assumption is being made here that the unrecognized systematic uncertainty is not energy dependent. This method was not applied for thermal cross section data. Thus the unrecognized systematic uncertainty values listed in this document do not apply to the thermal cross section data. In Figs. 7 and 8 the determination of this quantity is shown for 235 U(n,f) and 197 Au(n,γ) data. In Tables IV-VIII data used to determine unrecognized systematic uncertainties for several quantities obtained in the standards evaluation are shown. The weights shown in these tables were determined from the uncertainties of the data for each experiment. Where weights are not shown equal weighting was used. More details of the method can be found in Ref. [68] . All determined unrecognized systematic uncertainties for standard and reference quantities are listed in Table IX. The uncertainties on the results of the 2017 standards evaluation for the light-element standard cross sections are larger than in previous evaluations. This is due, in part, to a different prescription for determining parameter uncertainties, called confidence intervals. This procedure was first described by Avni [73] in an astrophysical setting, and later applied by some of us [74] to R-matrix data fitting. It essentially amounts to using in place of the usual 252 Cf(sf) unrecognized systematic uncertainty was determined to be 0.4 %. All thermal neutron-induced νtot unrecognized systematic uncertainties are also assumed to be 0.4 %.
Cross section Unrecognized systematic uncertainty (%) H(n,n) total 0.34
2.4 for 1 MeV and above 239 Pu(n,f) 1.2 Δχ 2 = 1 criterion for defining parameter variances the condition Δχ 2 = k, where k is the number of free R-matrix parameters. This scales up the parameter variances by a factor of √ k, while leaving the correlations unchanged. This prescription accounts nicely for the empirical scaling factors (7-10) we have used for R-matrix uncertainties from analyses having 50-100 parameters.
In addition, we have included in quadrature estimates of the above-mentioned unknown systematic uncertainty by considering the variations in their normalization param- Histogram as a function of deviation from unity for normalization coefficients of 235 U(n,f) absolute fission cross section and fission cross section ratio measurements. The standard deviation is 1.2 % which is interpreted as unrecognized systematic uncertainty that corresponds to all fission measurements of actinides that use fission chambers. All absolute data for 197 Au(n,γ) and absolute ratios between them and other data except 238 U(n,γ)
Histogram as a function of deviation from unity for normalization coefficients of Au(n,γ) absolute cross section and absolute cross section ratio measurements with Au(n,γ) except data with 238 U(n,γ). The standard deviation is 1.7 % which is interpreted as unrecognized systematic uncertainty of neutron capture measurements on non-fissioning targets or actinides below the fission threshold.
eters, giving additional uncertainty components ranging from 0.34 % (for hydrogen) to 0.80 % (for boron).
As discussed above, the final stage involved refitting the results of the GMAP evaluation for each of the light element standards with EDA. This allowed the cross section Neutron Data Standards . . . The integral cross section from 7.8 to 11 eV for 235 U(n,f) is frequently used for neutron fluence determination. It The H(n,n) evaluation was done separately as an Rmatrix analysis by Hale and Paris. This standard is for the natural element but since 1 H is 99.9885 % of the natural element the evaluation is for 1 H only. The evaluation of the hydrogen standard is complete to 20 MeV. Efforts beyond the current evaluation are underway to extend it to 200 MeV. The C(n,n) evaluation was done by Hale. The carbon standard is also for the natural element. The C(n,n) evaluation is composed of separate 12 C(n,n) and 13 C(n,n) R-matrix evaluations. In Figs. 17 and 18 plots of the H(n,n) and C(n,n) cross sections are shown.
The changes in the n+C elastic scattering cross section come mainly from differences in the n+C total cross section, which approach 2 % at the upper end of the standards range. The increase results from a 2 % re-normalization of some of the total cross section data that were fitted at energies above about 1 MeV, in order to give better agreement with measurements of the differential elastic scattering cross section in the 1-2 MeV region.
No new evaluation was done for the 3 He(n,p) standard since little experimental work had been done on this cross section.
For the 6 Li(n,t) cross section, the EDA analysis was extended to 4 MeV and the RAC analysis to 20 MeV. The results obtained for the two evaluations differed above about 0.5 MeV. So the simple average of the two fits with increased uncertainties was used in the combined GMAP fit with the other data. The increased component of uncertainty equal to the difference between the two fits was used in the GMAP analysis. Larger uncertainty in the evaluations is observed in the region of the 6 Li(n,t) resonance at about 0.240 MeV and near the high energy boundaries of the standards region.
For the 10 B(n,α 1 γ) and 10 B(n,α) cross sections, there were concerns about the systematic uncertainties used in the RAC analysis. Thus it was decided to only use the EDA R-Matrix results for the B(n,α 1 γ) and 10 B(n,α) data in the GMAP analysis. Larger uncertainty in those evaluations is present near the high energy boundaries of the standards regions for these reactions.
For the 235 U(n,f) and 239 Pu(n,f) cross sections, the increases below 100 keV are a result of the increases in their thermal cross sections (see section B on the thermal neutron constants). There is a high degree of cross section correlation between thermal and the keV energy region. Also for those cross sections the increase in the 238 U(n,γ) cross section, resulting from measurements [35] with claimed high accuracy, led to an increase in the fission cross sections through the capture to fission cross section ratios. The 235 U(n,f) and 239 Pu(n,f) cross sections from 1 keV up to 150 keV, from this evaluation, correspond to the average of low resolution experiments.
B. Evaluated Light Element Cross Sections Changes
Since some relatively large changes have occurred for the evaluated light element standards over time compared with the quoted uncertainties, some discussion on the reason for those changes is needed. The evolution of the changes in evaluations of the light element standards is shown in Figs. 19-22 . The changes in the n − p scattering cross section at energies below 20 MeV shown in Fig. 19 are quite small (and within the uncertainties of the evaluations). The differences result from including new nucleon-nucleon scattering data.
For the 6 Li(n,t) cross section seen in Fig. 20 , the trend to increasingly higher cross sections in the high-energy tail of the large resonance peak in successive versions of ENDF/B standards seems at first glance unsettling. Whereas the version V and VI evaluations are nearly identical at 1 MeV, that cross section increased by about 3 % between version VI and VII, and another 3 % between versions VII and VIII, for a total increase of 6 % over this period of time. This change resulted from an evolving theoretical and experimental understanding of the level structure in this reaction at energies above 1 MeV. The first experimental indication of a broad resonance around 2 MeV in this system actually came from t + α elastic scattering data at E t = 12.88 MeV, and its effect was included in the EDA R-matrix analysis that was done for the 2006 Standards analysis (ENDF/B-VII.0). This resonance was confirmed directly in the 6 Li(n, t) differential cross section measurements of Devlin et al., which were included in the R-matrix analyses that were done for the 2017 evaluation. Both of theses experiments indicated that the cross section should be again 3 % higher than obtained in the 2006 evaluation. The EDA analysis found, in fact, two broad resonances (
− ) in the region immediately above 1 MeV, and the tails of these resonances cause the increased cross section at 1 MeV, which is not inconsistent with the rather scattered and older measurements in this energy region. Thus, we find this 6 % increase since ENDF/B-VI justifiable, even though the earlier uncertainty estimates were much smaller than that, due to insufficient knowledge of the near-by resonances that resulted from the more limited range of the earlier R-matrix analyses.
The cross sections for the 10 B(n, α) reactions have changed by as much as 10-15 % from ENDF/B-V to the 
C. The Thermal Neutron Constants
Since thermal data are included in the standards evaluation, the thermal constants will have an impact on the results of the evaluation. Also the thermal constants themselves will be affected by the other data in the evaluation.
In the 2006 release of the standards evaluations [1] , the Westcott factors for the fission and absorption processes were part of the Thermal Neutron Constants (TNC).
There were concerns about how well the temperatures were understood for Maxwellian (reactor) data and how close the thermal spectra agree with a Maxwellian. This led to a new evaluation [76] . Only one Maxwellian (reactor) experiment was used in the GMAP evaluation in addition to the microscopic data from Axton [67] 
However, Westcott [80] pointed out the importance of having up-to-date values of the g-factors for many nuclear applications with reliable estimates of their accuracy.
Therefore, as the macroscopic data reported by Axton represent a valuable source of information that cannot be ignored, we decided to extract Westcott factors from them by considering the Thermal Neutron Constants (neutron multiplicities and neutron cross sections) as fixed parameters with known uncertainties. The TNC uncertainties, provided by the GMA analysis, were propagated via the marginalization technique implemented in the CON-RAD code [81] . For this work, a Monte-Carlo procedure was applied on 50 macroscopic data points identified as "mac"data in the Axton's report. The results are reported in Table X. The results provided by the CONRAD code are in good agreement with the Westcott factors recommended in Ref. [1] , except for the nuclear system 241 Pu+n. For this fissile isotope, the Monte-Carlo procedure of the CON-RAD code gives relative uncertainties higher than 1 %, indicating that accurate g-factors cannot be extracted for 241 Pu from the analysis of the "mac" data reported by Axton. By contrast, the CONRAD code provides relative uncertainties ranging from 0.3 % to 0.7 % for the 233 U+n, 235 U+n and 239 Pu+n nuclear systems, confirming the low uncertainties previously released in Ref. [1] .
ν tot for 252 Cf from the GMAP analysis is 3.7637 (or 3.764) ± 0.42 %. This includes a 0.4 % unrecognized sys- 
D. Prompt Fission Neutron Spectra
The 235 U thermal prompt neutron fission spectrum (PFNS) is very important for reactor applications. It is also used as a reference for validating evaluated cross sections for neutron dosimeters used in many applications. Improvements in the evaluation of this spectrum were made by including measurements of the spectrum made relative to the 252 Cf spontaneous fission neutron spectrum. The evaluation was done with GMAP for which both those spectra together with 233 U and 239 Pu PFNS were evaluated simultaneously, and by considering all ratio measurements as shape data. Only spectra data were used in this evaluation.
Due to the much smaller uncertainties of the 252 Cf spectrum, the impact was largely on the 235 U spectrum. The 252 Cf spontaneous fission neutron spectrum evaluation of Mannhart was used in this evaluation. Those data are listed in Ref. [1] . The average energy of the 235 U thermal PFNS was determined to be 2.00 MeV ± 0.01 MeV 1 . In 1 Unrecognized shape uncertainties were added that increased the uncertainty of the average energy of the 235 U(n th ,f) PFNS from 5 keV to 10 keV. Fig. 23 the results of this evaluation compared with the input data [57, 59, 61-63, 82, 83] are shown. The evaluation is fully documented in Ref. [64] . Concerning the PFNS evaluation for E > 10 MeV, it should be noted that in that energy region there are either no statistically consistent differential PFNS data measured for 235 U(n th ,f), or there are no measurements at all [64] . Therefore, a non-model least-square PFNS evaluation is not possible. An extrapolation of non-model PFNS evaluation was suggested and tested in Refs. [64, 84, 85] based on the evaluated SACS for the 90 Zr(n,2n) dosimetry reaction [86] and on the linear dependence of the SACS on E. The suggested PFNS energy dependence above 10 MeV significantly improves the agreement with measured SACS for (n,2n) dosimetry reactions when IRDFF cross section evaluations [87, 88] are used to calculate the corresponding SACS. Much better agreement with recently measured SACS in the Rěz reactor [89] is also shown if the new standard PFNS (quoted as IAEA CIELO in Ref. [89] ) is used.
E. High Energy Reference Fission Cross Sections
The neutron induced fission cross sections at high energies are recognised as a convenient reference for other reaction cross sections measurement where already established standards are not available yet. Since the relatively large number of independent experiments was carried out for the 209 Bi(n,f) and nat Pb(n,f) reactions in the past, the non-model evaluation by the GMA code [7, 8] has been performed for these reactions in 2015 [90] from effective threshold ≈ 20 MeV up to 1 GeV with provision of recommended reference cross sections.
As a part of that work the 235 U(n,f), 238 U(n,f) and 239 Pu(n,f) cross sections have been extended up to 1 GeV. The 235 U(n,f) and 238 U(n,f) cross sections which are standard up to 200 MeV can be now considered as potential reference cross sections from 200 MeV to 1 GeV. For this extention the selected 238 U(p,f) cross section data between 200 -1000 MeV were also included in the GMA fit, that allowed us to lower the evaluated uncertainties, since no (n,f) measurements were available. The difference between (n,f) and (p,f) cross sections calculated by the CEM3.03 code [91] , at that time, turned out to be small. Based on that difference, proper corrections were applied to all (p,f) measured data so they could be used as (n,f) data.
After 2015 the results of the 238 U(n,f) cross section measurement in the energy range 130 to 300 MeV at the LANSCE/LANL facility became available [50] . Since the author has normalized his data to the IAEA 238 U(n,f) standards at 130 MeV, we used them in our GMA fit as a shape. They are shown in Fig. 24 . The dense energy grid between 200 and 300 MeV of the Miller experiment [50] notably differs from our previous evaluation. A similar problem was pointed out by Duran [92] . This forced us to include in the new fit, besides 238 U(n,f) of Ref. [50] , also all 238 U(p,f) measurements above 200 MeV available in the EXFOR database [93] except for the obvious outliers.
The updated evaluation (GMA fit 2017) for 238 U(n,f) is shown in Fig. 24 . For comparison, the high energy data from the FISCAL parameterization [94] are also shown in Fig. 24 ; however, after downscaling by factor 0.87. It is worth mentioning that inclusion of the new (n,f) and additional (p,f) data in the GMA fit has no impact on other (n,f) reactions, as is shown for nat Pb(n,f) in Fig. 25 . It should be noted that the region close to the minimum of the fission cross section around 150 MeV and above depends also on pion physics. For 238 U fission produced by protons, there is an increasing cross section for the production of pions competing with neutrons [95] . It will also be the case for the other reference fission cross sections. Uncertainties in modelling such physical effects add to the need to undertake new measurements to sort out discrepancies and potential inconsistencies in existing proton and neutron induced fission data.
In summary it is important to stress that additional measurements of the 238 U(n,f) and 235 U(n,f) cross sections, and proton induced fission reactions in the energy range 150 -1000 MeV are necessary for a more reliable evaluation and extension of these reference cross sections.
F. Prompt γ-ray Production Reference Cross Sections
Measurements of neutron-induced γ-ray production cross sections are most easily performed relative to a cross section in which a discrete γ-ray is detected. Such cross sections are called "reference cross sections" because they do not meet the rigor of a standard must be evaluated. The reactions considered so far to be a potential reference are 10 B(n,α 1 γ) (E γ = 0.478 MeV), 7 Li(n,n'γ) (E γ = 0.478 MeV) and 48 Ti(n,n'γ) (E γ = 0.984 MeV). An evaluation of the 10 B(n,α 1 γ) cross section is described in the Section II.D. This section presents the evaluation results for the reactions 7 Li(n,n'γ) and 48 Ti(n,n'γ) as well as a recommendation for the energy intervals in which these three reactions can be used as references for γ-production cross section measurements.
The original experimental cross sections for the 2017 evaluation were taken from the EXFOR database [93] , except for a few cases when data were received through private communications with authors.
The non-model evaluations of the discrete γ-ray production cross section for 7 Li and 48 Ti were performed by the least-squares method implemented in the GMA code [7, 8] .
7 Li(n,n'γ) 478 keV γ-ray Production Cross Section
The threshold for the inelastic neutron scattering on 7 Li is 546 keV when population of the first excited state at 478 keV in the target nucleus becomes kinematically 
FIG. 24. (Color online)
238 U(n,f) cross section from 100 MeV to 1 GeV. Symbols: recent measurement of Miller [50] and selected known (p,f) experiments above 200 MeV after rescaling to (n,f) using CEM3.03 model. Curves: GMA fit made in 2015 [90] (black) and current fit (red) with uncertainties; FISCAL parameterization scaled by factor 0.87 (blue). Note that we quote the results of the FISCAL parameterization by Fukahori et al. [94] as the JENDL-HE values from 300 to 1000 MeV. allowed. Since this first level is a single bound state of 7 Li (the unbound ones decay with emission only of tritons and α-particles), the cross sections for the 478 keV γ-ray production and inelastic scattering populating the first level are equal. Additionally, since the spin of the 7 Li first excited state is 1/2 , the angular distribution of the 
FIG. 25. (Color online)
nat Pb(n,f) cross section from threshold up to 1 GeV: known measurements selected for the GMA evaluation (symbols) and GMA fit 2017 with uncertainties (red curve).
(n,n'γ) photons is isotropic in the CMS.
In total, 14 independent measurements of the 478 keV γ-ray yield and 5 measurements of inelastically scattered neutrons have been carried out since 1955. The most recent experiments were performed at JRC, Geel [52] and LANL, Los Alamos [53] .
Approximately half of the known experiments have used enriched 7 Li samples thus providing the isotopic cross section. If the measurement was done with natural Li, the authors usually made a proper correction for the 92.41 % abundance of 7 Li, otherwise we did the conversion ourselves.
Most of the reported measurements have provided an absolute cross section or absolute ratio to other standard cross sections, such as 1 H(n,n), 235 U(n,f) or 238 U(n,f), which are known with very low uncertainty (0.5 -1.5) % in the energy range of interest.
Several measurements were excluded from the 2017 evaluation due to the use of extremely large Li samples, lacking documentation, or as obvious outliers. Finally the data from 12 experiments were fitted with the GMA code.
The GMA fit results are shown in Fig. 26 , more details are available elsewhere [96] . The fit values and uncertainties ≈ (2-3) % are mainly defined by the recent and most precise measurements [52] and [53] . The comparison with the ENDF/B-VIII.0 evaluation [4] exhibits a difference (5-8) %.
48 Ti(n,n'γ) 948 keV γ-ray Production Cross Section
The 984 keV γ-ray production channel opens at an energy of 1004 keV and is identical to the inelastic neutron scattering on 48 Ti up to 2344 keV when neutrons start to populate the second level at 2296 keV. 48 + to 0 + transition in the nucleus. Consequently, it is symmetric around 90 degrees and the angular integrated cross section can be derived from differential cross section measurements at 55 degrees or 125 degrees by multiplying by 4π. For practically all experiments, which were used in the present evaluation, the yield of 948 keV γ-rays was measured at 55 degrees or 125 degrees. In two measurements where γ-ray detectors were located at other angles the correction for angular dependence was applied by the authors.
The 2017 evaluation of this reaction is an update of the evaluation performed in 2012 [97] , which additionally used the results of nuclear reaction modelling, since the experimental database was insufficient at that time.
Since 1965 seven independent measurements of the 984 keV γ-ray yield and seven measurements of inelastically scattered neutrons have been carried out. Only two experiments used the enriched 48 Ti samples, the others used natural titanium. In most cases the absolute scale was derived from experimental comparison with the 1 H(n,n), 235 U(n,f) or 238 U(n,f) cross sections. The most recent experiments with direct detection of 984 keV γ-rays were carried out by LANSCE [54] with enriched 48 Ti sample and by JRC-Geel [55, 98] with nat Ti. At energies above 9.314 MeV we reduced the JRC-Geel data for the contribution from 49 Ti(n,2nγ 948keV ) 48 Ti reaction using the corresponding cross section from TENDL-2015 [99] . This correction amounts to ≈ 10 % at 14 MeV. After correction, the LANSCE and JRC-Geel measured data agree within declared uncertainties.
For the present non-model evaluation in the energy range of interest, we selected data from 8 experiments. These experimental data, the GMA fit and resulting uncertainty, ≈ (3-6) %, are shown in Fig. 27 (more details are available elsewhere [100] ). The pronounced resonances with significant cross section changes become visible below 3 MeV, that restricts the usage of this reaction at lower energies. The comparison with the ENDF/B-VIII.0 evaluation [4] shows a difference of ≈ 4 % at the cross section maximum.
Recent relative cross section measurements [101] performed at LANL for Li, Ti, and Fe simultaneously, show inconsistency between the Li and Ti cross section results presented here. When combined with a revised Fe cross section (based on revised neutron flux values), these data improve agreement between the LANSCE and JRC Geel Li(n,n'γ) data within uncertainties, but indicate a lower Ti cross section by about 12 %. This work will be published when results are final. Because of this ongoing work, the Li data evaluation uses only the shape and not the magnitude of the LANSCE data, and the good agreement for the Ti cross section data of LANSCE and JRC Geel will be reduced.
Reference γ-ray Production Cross Section from Thermal Energy to 16 MeV
The information provided in this and Section II.D points to the impossibility to have a single discrete γ-ray production reaction which will meet the requirements for the reference cross section, i.e., to be large and smooth in a broad energy domain.
Instead of one, we recommend for usage the combination of several reactions:
10 B(n,α 1 γ) from thermal up to 1.0 MeV, 7 Li(n,n'γ) from 0.8 to 8 MeV and 48 Ti(n,n'γ) from 3 to 16 MeV. The evaluated cross sections and uncertainties for them in the corresponding energy intervals are displayed in Fig. 28 . The overlapping of energies allows covering practical applications from thermal to 16 MeV. For neutron energies up to 8 MeV the use of two reactions 10 B(n,α 1 γ) and 7 Li(n,n'γ) which produce a gamma-ray of the same energy, 478 keV, can be an additional convenience for detection.
G. Low Energy Au(n,γ) Cross Section
The MACS evaluation at kT=30 keV for 197 Au(n,γ) by Ratynski and Käppeler, that is used as an important reference for astrophysics applications, is based on their measurements of the 197 Au(n,γ) cross section and those of Macklin [102, 103] . The Ratynski and Käppeler measurements were made by averaging over that cross section with a Maxwellian-like experimentally simulated 7 Li(p,n) spectrum with temperature near 30 keV. The Macklin data were obtained as point-wise data that cover an en- ergy region that includes that covered by the Maxwellian.
However, the 2006 standards evaluation of the gold capture cross section makes use of a large amount of data. In addition to gold capture cross section measurements, ratio measurements of that cross section to other standards 7 Li(n,n'γ) and 48 Ti(n,n'γ) reactions in the neutron energy ranges where they are recommended to use as references (top) and their uncertainties (bottom).
are used. Then absolute measurements of those standards can have an impact on the gold cross section through those ratios. In effect, more than 400 cross section data sets had an impact to some degree on the gold standard capture cross section evaluation results. Accurate values Experiments referred to in Sec. II.G were incorporated into the new GMAP evaluation along with the 2006 data in the standards database, resulting in the 2017 results. In Fig. 29 , results of recent experiments [33, 40] are compared with the 2006 and 2017 standards evaluations. There is very good agreement. The Maxwellian averaged cross section at kT=30 keV for 197 Au(n,γ) is now a standard cross section. That cross section is 620 ± 4 mb before unrecognized uncertainty (see section III A) is taken into account. After taking that into account we obtain 620 ± 11 mb. The astrophysical database [104] (KADONIS 1.0) has changed the MACS for the 197 Au(n,γ) cross section. Their new preliminary value, 613 ± 7 agrees with the 2017 standards evaluation within one standard deviation.
IV. COMPARISONS OF THE NEW EVALUATION WITH EXPERIMENTAL DATA AND PREVIOUS STANDARDS
Figures 30-37 in this section show the results of the combined fits described above, which are the final standards evaluation results compared with the experimental data for the reaction cross sections and their ratios over various energy ranges. The standards evaluation final fits are shown by thick solid lines with evaluated uncertainties given at the nodes. The results of the 2006 standards evaluation are also shown. The experimental data shown in the figures are taken directly from the GMA database. "DS..." refers to datasets in the GMA database. In some cases the EXFOR [93] (Experimental Nuclear Reaction Data, sometimes abbreviated as X4) accession number is given that can be used to retrieve the data online.
Due to the large size of the database, only a subset of the data sets are plotted. For most of the figures, the dataset number, the name of the first author and the year of publication are given in the legend. The references for each dataset are given in Table II and those shown  in Table II of Ref. [1] . Data are reduced to the original form in which they were obtained by the experimentalists: absolute cross sections, non-normalized (shape) cross sections, absolute ratio of cross sections and non-normalized (shape) ratio of cross sections. Absolute cross sections that had been normalized using the hydrogen-scattering standard were renormalized to the new standard. Data sets with shape cross sections and shape cross section ratios were renormalized with coefficients that give the best chi-square values relative to the final evaluation. Uncertainties in the experimental data shown in the figures are the original uncertainties assigned by the authors in virtually all cases. Expanded uncertainties for the outlying experimental data used in the final combined fit are not shown. However, they can easily be envisaged as uncertainty bars which restore consistency with the final evaluation. The GMA database also includes covariance matrices of the uncertainties of the experimental data generated from partial components of the uncertainties and their correlative properties. Many data sets obtained at the same laboratory, or with the same sample or detector, are combined in data blocks that account for correlations between sets. Except for the light element standards, the curves are not fits to the data, they simply follow the data points. U(n,f)
Cross Section (b) 
V. TABULAR DATA FOR THE NEUTRON STANDARDS
Tabular data for each of the cross section standards and the additional cross sections obtained in the cross section standards evaluation process are given in the Tables XII-XX. For all the evaluations other than those for the light element standards, the tabular output is directly from GMAP. For the 6 Li(n,t), 10 B(n,α) and 10 B(n,α 1 γ) cross sections the GMAP output was fitted with EDA code as described in Sec. A. The tables for those cross sections were provided as point-wise values from EDA. The H(n,n) and C(n,n) cross sections had been evaluated using EDA and the tables are direct output from EDA as point-wise values.
The evaluation of the 252 Cf PFNS obtained from this work led to only very small changes in the spectrum obtained by Mannhart. It is recommended that the Mannhart evaluation be used for any applications. It is available at https://www-nds.iaea.org/standards/ ref-spectra/ together with the evaluated 235 U thermal prompt fission neutron spectrum. The reference fission cross sections for 209 Bi(n,f), nat Pb(n,f), 235 U(n,f), 238 U(n,f) and 239 Pu(n,f); and the prompt γ-ray production reference Cross Sections for 7 Li(n,n'γ) and 48 Ti(n,n'γ) will be listed and updated on the site https: //www-nds.iaea.org/standards/. As noted previously, the 3 He(n,p) cross section was not re-evaluated. The publication on the 2006 standards [1] contains the 3 He(n,p) evaluation.
The GMAP evaluation estimates a point-wise cross section and its uncertainty at energy E using experimental data in the energy range from E1 to E2. However, for the 235 U(n,f) cross section an integral from 7.8-11 eV is produced with a node average energy 9.4 eV. The interval corresponding to the node at 0.15 keV starts at 0.1 keV both for 235 U(n,f) and 239 Pu(n,f) cross sections. From there on, all intervals are located half-way between given GMA nodes. The results from 1 keV up to 150 keV correspond to the average of low resolution experiments. For the 238 U(n,f) cross section below 2 MeV (below the region where it is a standard) results with a denser grid are marked by "x" and one corrected point is labelled by "xx". Smoothing has been applied for regions where scatter of data needs to be removed since the standards should be smooth. For all the tabular data, the values in the standards energy region are recommended to be used as standards for measurements. The fitted unsmoothed values were included into the evaluated ENDF-B/VIII.0 general-purpose files in the standard region. Cross Section (b) 235 U(n,f) cross sections. This is the GMAP output of point-wise cross sections. E n is the incident neutron energy that corresponds to the GMA node. CS is the cross section. ΔCS is the cross section uncertainty. The energy interval for the point at 0.15 keV starts at 0.1 keV. From there on, all intervals are located half-way between given GMA nodes. The results from 1 keV up to 150 keV correspond to the average of low resolution experiments. Linear interpolation between GMA nodes is recommended above 0.15 keV. These data include a 1.2 % unrecognized systematic uncertainty. These data are recommended to be used as standards for measurements at the thermal point (0.0253 eV), and from 0.15 MeV to 20 MeV. Recommended integral value for the GMA node at 9.4 eV for which the integral from 7.8 eV to 11 eV = 247.5 b-eV ± 3 b-eV.
Recommended point-wise data 238 U(n,γ) cross section. This is the GMAP output of point-wise cross sections. En is the incident neutron energy that corresponds to the GMA node. The energy interval for the point at 0.15 keV starts at 0.1 keV. From there on, all intervals are located half-way between GMA nodes. CS is the cross section. ΔCS is the cross section uncertainty. Linear interpolation between GMA nodes is recommended above the thermal energy (0.0253 eV). Data followed by "*"are smoothed values. These data include a 1.7 % unrecognized systematic uncertainty below 1 MeV and 2. 238 U(n,f) cross section. This is the GMAP output of point-wise cross sections. E n is the incident neutron energy that corresponds to the GMA node. CS is the cross section. ΔCS is the cross section uncertainty. All intervals are located half-way between given GMA nodes. Linear interpolation between GMA nodes is recommended. There is a denser grid below 2 MeV. Those nodes are marked by "x". A corrected node in that denser region is marked by "xx". These data include a 1.2 % unrecognized systematic uncertainty. These data are recommended to be used as standards for measurements from 2 MeV to 32 MeV. 238 U(n,f) cross section (continued). This is the GMAP output of point-wise cross sections. E n is the incident neutron energy that corresponds to the GMA node. CS is the cross section. ΔCS is the cross section uncertainty. All intervals are located half-way between given GMA nodes. Linear interpolation between GMA nodes is recommended. These data include a 1.2 % unrecognized systematic uncertainty. Data followed by "*" are smoothed values. These data are recommended to be used as standards for measurements from 32 239 Pu(n,f) cross section. This is GMAP output of point-wise cross sections. E n is the incident neutron energy that corresponds to the GMA node. CS is the cross section. ΔCS is the cross section uncertainty. Linear interpolation between GMA nodes is recommended above 0.0253 eV. Interval corresponding to the node at 0.15 keV starts at 0.1 keV. From there on, all intervals are located half-way between give GMA nodes. These data include a 1.2 % unrecognized systematic uncertainty. 
Recommended point-wise data
En
A. Correlations in Neutron Standards
In Figs. 38-40 correlation matrices and relative uncertainties are shown for the uranium cross sections that were obtained in the 2017 standards evaluation effort from the fit of microscopic data as plotted by NJOY. These figures do not include the unrecognized systematic uncertainty. Including that uncertainty produces covariance matrices that are fully correlated almost everywhere.
Note that the GMA fit extensively used absolute and shape ratio data (e.g., 238 U(n,γ)/Au(n,γ) cross section ratio in Fig. 35(a) and 238 U(n,f)/ 235 U(n,f) cross section ratio in Figs. 35(b) and 36(e,f) ). Such microscopic ratio measurements lead to cross-reaction and cross-isotope correlations that are also derived from the fit. Covariance matrices including cross-reaction and cross-isotope correlations will be available at the IAEA website https: //www-nds.iaea.org/standards/. For numerical applications full accuracy seven digit covariance matrices are needed. 
B. Comparison with High-resolution Experimental Data and Data Normalization (Renormalization) to the Standards
To compare standards and experimental data, or for normalization of experimental data measured relative to a standard, experimental data should be reduced to the same resolution as the standard cross section (to the same nodes as in the standards). The best way to do this is to use the DAT code (an auxiliary code of GMA) for data reduction to the nodes. It reduces the experimental data to the nodes by interpolating according to the shape of a priori data for the full energy range of the data. An alternative way for normalization (renormalization) of high-resolution data to the standards is to use the ratio of simple arithmetical group averaged values obtained for the bins between the GMA nodes for experimental data and the same for standards with required interpolation (for the standards -lin-lin interpolation for all cross sections above 30 keV and log-log interpolation for cross sections having 1/v energy dependence below 30 keV). For comparison of the group averaged values around the nodes, the averaging of the high-resolution experimental data and standard data can be done using midpoints between the nodes. For standard data these group averaged standard values can be different from the values evaluated in the nodes. The use of narrower bins, than those determined by the GMA nodes, in the comparison of the experimental cross sections with the standard, will lead to the comparison of data having different resolution.
C. Use of High-resolution Data in the GMA Fit
The boundaries for interpolation of experimental data to the nodes (determining the bin size) are the mid-points between the nodes. Lin-lin interpolation or log-log interpolation laws below 30 keV are used depending on the type of data. Above 30 keV, only lin-lin interpolation is used. It is not advisable to use data in GMAP which have a resolution larger than the typical bin-width in the energy region of the data. For example measurements with a lead slowing down spectrometer or with relatively broad energy spectra should not be used.
The results of the GMA fit are point-wise functions corresponding to the values in the nodes with the interpolation scheme determined in the data reduction. This is different from the statements given in the publications describing the 2006 Standards, where data for heavy nuclides below 20 keV were considered as group-wise at the mid-points of the energy interval. This last interpretation is wrong. High-resolution TOF experiments were not used in the GMA fit directly, but they can be used, if the number of points is not extremely large (e.g., less than 200 per bin). In the region where the nodes have nearly the same width, the data averaged in the bin will be rather close to the data reduced to the node, if a prior data has its dependence close to linear inside the bin and the points averaged inside the bin are about equidistant. High-resolution data, obtained in TOF measurements, have channels varying in energy as E 3/2 . Then, it will be advisable to average them in equal micro-bins with a number, say less than 100 per any GMA bin. During this averaging, as well as in the DAT data reduction procedure, the statistical components of uncertainties given at the points decrease according to the statistical law and systematic components are averaged over the points.
VI. CONCLUSION AND OUTLOOK
Results have been obtained for the nuclear data standards in this investigation. Concerns about the rather small uncertainties obtained for the standards in previous evaluations, led us to investigate one aspect of unknown systematic uncertainties. We realize that in some cases our previous uncertainties had been underestimated. The larger uncertainties now obtained result from unknown systematic uncertainties based on the spread in normalization factors of absolute measurements for each cross section type. Also improved determinations of the uncertainties obtained from R-matrix analyses were obtained using Parameter Confidence Intervals. Though there may also be unknown systematic uncertainties associated with the use of a certain type of detector (i.e., fission chambers), technique, accelerator, etc. It is not clear how to determine those quantities. The GMAP code is capable of handling all uncertainties and the correlations between different experiments. In that respect we believe our evaluation methodology is accurate.
The IAEA with collaborative efforts will continue to maintain this evaluation project on the standards and important reference data.
