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ABSTRACT 
Let X be a matrix of full column rank, and let D be a diagonal matrix with 
positive diagonal elements. The weighted pseudoinverse defined by X$, = 
(XTDX)- 'XTD and the associated oblique projection PO = XXA arise in many 
applications. In this paper, we show that the norms of both matrices are bounded by 
numbers that are independent of D. 
Let X be a matrix with linearly independent columns. In a number of 
applications [l-4] it is necessary to solve weighted least-squares problems of 
the form’ 
11D1/2( y - Xb)112 = min, 
where D is a diagonal matrix with positive diagonal elements (we write 
D E 9+ ). The solution is given by b = Xhy, where 
XL= (X=DX) -lX=D (1) 
is the weighted pseudoinverse of X. 
*This work was supported in part by the Air Force Office of Sponsored Research under 
grant AF0SR-82-0078. 
‘Throughout this note, II.II will stand for the Euclidean vector norm or spectral matrix norm 
defined by llxll = mql.ll_lIIXr)l. 
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In some situations it is desirable to have a bound on the norm of XL. 
Unfortunately it is possible to choose D with llDl[ = 1 to make the factor 
(XTDX)-’ in (1) arbitrarily large. For example, suppose that the first row rT 
of X is nonzero, and let D = diag(l,e, . . . , c). Then as e + 0, the matrix 
XTDX approaches the rank-one matrix rrr:. Since this matrix is singular, 
( XTDX) - ’ must grow unboundedly as c approaches zero. 
Nonetheless, Xh remains bounded as D varies over 9+. The key to 
seeing this is to introduce the matrix 
PD = xxh. (2) 
It is easily verified that PD projects a vector obliquely onto the column space 
93’(X) of X along the orthogonal complement of S( DX). Now a little 
geometric reflection suggests that the more oblique a projector, the larger its 
norm. Thus we can show that PO is bounded by showing that D cannot 
cause the orthogonal complement of %‘( DX) to lean too far toward L%‘(X). 
This is the idea behind the proof of the following theorem. 
THEOREM 1. Let X be of fill column rank, and for D E 9+ let Xh and 
PD be defined by (1) and (2). Then there is a number p > 0 such that 
SUP IIPDII G P-l 
DE.9& 
(3) 
and 
SUP IIXAII Q P-‘Ilx+ll. 
DE9+ 
(4) 
Proof. Let 
37 = {x E 9(X): llxll= 1) 
and 
G!4’= {y:30~9+ suchthat XTDy=O}. 
Weclaimthat @n%=~.Supposeonthecontrarythat y,Eg(k=I,2,...) 
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and lim yk = x E 3. Then there are matrices 9k E 9+ such that 
0 = x=D,y, = 1 ~#)yi(~). (5) 
xi # 0 
But if xi # 0, then for k sufficiently large xiyik) > 0. Hence the right-hand 
side of (5) must eventually become positive. The contradiction establishes the 
claim. 
Since .% is closed and bounded and does not intersect @. it follows that 
In other words, the orthogonal complement of LS(DX) remains uniformly 
bounded away from 9(X). 
Now for fixed D E 9+, let llzjl = 1, and write z = x + y, where x E 9(X) 
and X ‘Dy = 0. Assume without loss of generality that x # 0. Since x / 11 x 1) E 
3, it follows that 
1141 lb + YII 
IIXII-l= G = llxll a P, 
or llxll G p-‘. It now follows that IlPozll = IlxIJ G p-l, which establishes (3). 
The inequality (4) follows from the fact that XA = X +I’,. n 
As the proof of Theorem 1 suggests, there is a combinatorial aspect to the 
result: it depends on the fact that D is diagonal. In fact we can make IlXhll 
arbitrarily large by means of a positive definite D that is arbitrarily close to 
being diagonal. To see this, let X be the vector (0 l)T and let 
D=(t 1% i)( -‘, ;). 
Then it is easily verified that 
lim (XTDX)-lXTD= (z-l 1). 
6+0 
Thus by taking 6 and e small enough, we can make I((XTDX)-‘XTDll as 
large as we please while making D arbitrarily close to diag(I,O). 
We next derive a lower bound the number p. 
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THEOREM 2. For any matrix A # 0, let inf +( A) denote the smallest 
nonzero singular value of A. Let the columns of V form an orthonormal basis 
for 9(X). Then 
p < mininf+(V,), (6) 
where V, denotes any submatrix formed fknn a set of rows of V. 
Proof. Since p is invariant under transformations of the form U = XS, 
where S is nonsingular, we may choose S so that the columns of V are 
orthonormal and work with U. 
By rearranging the rows of V, we may write 
V= 
Vl 
i ! v ’ 
where U, is the submatrix for which the minimum in (6) is attained. Let V be 
the orthogonal matrix of right singular vectors of V,, so that U,V = (~1’) . . . 
Q 0 . . . 0), where the u!‘) are orthogonal and 11 up)ll is the minimum in 
(6). By the observation in the last paragraph, we may replace V with VV. 
Write 
Then it is easily verified that the ui2) are also orthogonal. 
Since 0 belongs to the space Y defined above, one is an upper bound on 
p. Consequently, we may assume without loss of generality that IIui’)II < 1, or 
equivalently IIu~)ll # 0. For 6 > 0 write 
y= - Wf) 
i 1. up 
If we set 
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it is seen that UTDy = 0; i.e., y E g. But 
/( up Y- i ill up = (1+ ~>llUC’II, 
and the upper bound follows by letting E approach zero. n 
The bound on p exhibits the discontinuous behavior found in the above 
example. For example, it says that small rows are bad, but zero rows are 
harmless. Whether p = min inf + (U,) is an open question. 
My first proof of Theorem 1 was by a messy induction. Later Michael 
Powell came up with an elegant proof based on considerations from muthe- 
mutical programming, which caused me to rethink my approach. I would like 
to thank him for the inspiration. 
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