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We analyze the expectation value of the Polyakov loop in the fundamental and higher representations in the
confined phase of QCD. We discuss a hadronic like representation, and find that the Polyakov loop corresponds
to a partition function in the presence of a colored source, explaining its real and positive character. Saturating
the sum rules to intermediate temperatures requires a large number of multipartonic excited states. By using
constituent or bag models, we find detailed low temperature scaling rules which depart from the Casimir scaling
and could be tested by lattice calculations.
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I. INTRODUCTION
The thermodynamics of SU(Nc) non Abelian gauge theo-
ries with or without matter Dirac fields with N f flavors has
received much attention and interest due to a possible real-
ization of new phases at sufficiently high temperatures such
as the quark-gluon plasma [1, 2]. This is relevant in the
early stages of the universe or in the laboratory at acceler-
ator facilities such as SPS, RHIC and LHC [2–5]. Indeed,
the initial and unique pioneering Quantum Chromodynam-
ics (QCD) predictions of lattice QCD [6–8], now firmly es-
tablished [9, 10], of a phase transition provided a strong
motivation to search for the quark-gluon plasma phase in
the Laboratory. The phase transition from a confined and
chirally spontaneous broken phase to a deconfined and chi-
rally symmetric phase is characterized by a steep change of
2the chiral condensate 〈q¯q〉 and the Polyakov loop expecta-
tion values. Actually, they become true order parameters
in the limits of massless and infinitely heavy quarks respec-
tively. In the real world the transition temperature is defined
as the inflexion point of both observables. Both the quark
condensate and the Polyakov loop require a (multiplicative)
renormalization and hence demand a delicate analysis on
the lattice.
Because of these promising expectations, and also be-
cause lattice calculations become more difficult at finite but
small temperatures, the phase transition picture has natu-
rally and traditionally dominated theoretical approaches and
insightful guesswork in the past. These include effective po-
tential methods [11–14], and quark models [15, 16]. Hence,
the focus of studies and model building was placed on the
understanding of the physics around the phase transition
with less attention on the low temperature range and its
detailed features.
On the other hand, a long term scrutiny over the last
30 years has culminated revealing a by now widely ac-
cepted cross-over [9] (for a review see e.g. [17]), at about
a temperature of T ≈ 200MeV indicating the co-existence
of hadronic and quark-gluon degrees of freedom. To our
knowledge, the physical mechanism how this cross-over
starts to manifest itself remains unclear (see however [18]).
This turn of the subject suggests that we may actually
improve our theoretical understanding by looking into the
pre-deconfinement regime in terms of hadronic degrees of
freedom. At very low temperature, the low lying and well
known hadronic states will dominate any physical observ-
able, as they will effectively behave as elementary and stable
states, so that their multipartonic nature will not show up.
This effective elementarity is buttressed by the quantum
virial expansion among hadrons (including unstable reso-
nances) [19, 20] and provides the basis of the Hadron Reso-
nance Gas (HRG) model. Through the assumption of com-
pleteness of hadronic states the HRG model implements the
quark-hadron duality at finite temperature as a multicom-
ponent gas of non-interacting massive stable and point-like
particles [21]. Such a simple model has been used as a
reference to compare with lattice calculations of the trace
anomaly and the quark condensate at low temperature, par-
ticularly because of initially unsettled discrepancies, which
finally came to an agreement among themselves and with
the HRG model [22–25]. Remarkably, the disagreement still
persists beyond the expected range of validity of the HRG
model. Although this gives the HRG model a distinct arbi-
trating role, its validity based on microscopic arguments has
only been checked in the strong coupling limit and for heavy
quarks to lowest orders [26] or in chiral quark models un-
der very specific assumptions [27–29]. Recent applications
of the HRG model include also the study of QCD trans-
port coefficients [30], QCD in presence of small magnetic
fields [31, 32], and nucleus-nucleus collisions at relativistic
energies [33, 34].
The HRG model requires using specific hadronic states,
and those listed in the PDG booklet [35] provide the stan-
dard ones in computations of the trace anomaly for light
flavors. These calculations exclude the exotic states on the
HRG model side, although high accuracy would be needed
anyhow in order to discriminate if they are to be seen dis-
tinctly in lattice calculations. One must in addition make
an assessment on the error of the HRG model itself. The
simple half width rule error estimate of Ref. [36] based on
the resonance character of most excited states suggests that
both lattice and the HRG model already agree within their
uncertainties. Thus, we do not view finite temperature cal-
culations of the trace anomaly as a viable way of unveiling
the, so far, scarce exotic states.
In a recent paper [37] we have established a hadronic
representation of the Polyakov loop in the fundamental rep-
resentation, a purely gluonic but gauge invariant and hence
color singlet operator, which corresponds to the QCD parti-
tion function in the presence of a color triplet fixed source.
For the usual light u,d,s quarks the low lying part of the
spectrum of such a theory can be approximated by mesons
and baryons with just one heavy quark, either c or b. This
partition function character guarantees the positivity and
monotonicity of the Polyakov loop expectation value at low
temperatures, a fact which is not obvious by other means
but has always been observed in lattice calculations [105].
In our view, these observations make, despite traditional
reservations, the renormalized Polyakov loop an observable
in much the same way as the renormalized chiral conden-
sate.
The situation and prospectives for the Polyakov loop in
the fundamental representation are rather different as com-
pared to the trace anomaly or the quark condensate for light
u,d,s quarks. Firstly, there are much less listed PDG states
with one additional c or b quark. Thus, in order to saturate
the hadronic representation one would need rather small
temperatures, which by the leading exponential Boltzmann
suppression would provide too weak a signal in lattice cal-
culations. However, at current available temperatures two
different lattice groups agree on this observable [10, 38] so
its analysis may be more robust. Besides, the renormalized
Polyakov loop turns out to be approximately bound by the
number of colors [106], which sets a necessary validity range
for the HRG model calculation. As we will show, the pres-
ence of exotic states becomes very visible still within the
range where we expect the HRG model to work.
A recent lattice calculation has explicitly implemented
the sum rule for the Polyakov loop we have derived in a
previous work [37] using a finite number of excited lattice
QCD states [39] although large uncertainties are displayed
for T ≥ 140MeV. The origin of the uncertainties is intrigu-
ing, and no clear conclusions regarding the existence of ex-
otic states have been reached.
In any case, as the temperature is raised there will be
manifest quark and gluon exchange effects which we will
discuss in some detail. Our analysis will face, once more,
the difficulties in making a clear cut definition of a hadronic
state out of multiparton states. We note incidentally, that
all established states listed in the PDG have a q¯q and qqq
assignment in the quark model, with no missing states but
further states. This implies that in the confining regime we
3expect the hadronic basis of states to be complete.
As mentioned above, most works on finite tempera-
ture have been stimulated by the occurrence of the phase-
transition. However, even if a rapid change of order param-
eters takes place at some critical temperature, the proper
low temperature behavior is not guaranteed. A prominent
example is provided by chiral quark models at finite tem-
perature, which have been massively used and reproduced
a chiral phase transition in spite of violating low temper-
ature requirements, such as the 1/Nc suppression of finite
temperature corrections as well as chiral perturbation theory
requirements (see e.g. for a thorough discussion [40, 41]).
In quark models the situation was mended by including the
Polyakov loop variable [15], which has generated a wealth of
publications [16, 40–52]. However, in most implementations
of the Polyakov loop Nambu–Jona-Lasinio (PNJL) model,
a plain mean-field approximation is applied, the goal be-
ing to describe the interplay between the breaking of chiral
and center symmetries and features of the QCD phase dia-
gram. Unfortunately such mean-field approximation erases
detailed information such as the Polyakov loop expectation
values in higher representations. In a recent communica-
tion we have shown that the quantum and local nature of
the Polyakov loop [27, 53] becomes indispensable in order
to make contact with the HRG model both for the parti-
tion function as well as for the Polyakov loop as deduced
in Ref. [37]. Thus, there is at present no model where i)
the HRG model is reproduced at low temperatures and ii)
the confinement-chiral crossover transition observed on the
lattice is reproduced [27, 54, 55]. In the present paper we
focus on features at low temperatures, leaving possible ex-
tensions for the deconfined phase for future work. While at
this level of description we are only confronted with rather
global aspects of hadrons we already face ambiguities re-
garding color singlet clustering inside a global color singlet
state.
Ideally the sum rule for the Polyakov loop would be satu-
rated by just using accepted PDG states with c,b as heavy
quarks and u,d,s as light quarks. However, unlike the u,d,s
spectrum there are much less c,b states. For this reason
in Ref. [37] we saturated the sum rule for the Polyakov
loop using quark model spectra for q¯Q and qqQ color sin-
glet states with one heavy Q = c,b quark and the remain-
ing light quarks q = u,d,s. While heavy quarks exhibit
their non-relativistic nature for the low lying states, the
fact that many excited states were needed suggested using
relativistic kinematics as the one of the Relativized Quark
Model (RQM) [56, 57]. Unfortunately, going beyond three-
particle systems, i.e. tetraquark, hybrids or pentaquark ex-
cited states within the RQM requires assumptions about the
color structure of interactions. There is a wealth of work
on multiquark systems (see e.g.Ref. [58] for a lucid sum-
mary and references therein) but we consider that despite
much progress in recent times in quark models [59], QCD
sum rules [60] or lattice QCD, the theory is not on a satis-
factory state as to make unambiguous predictions on what
states should one consider into the partition function at fi-
nite temperatures. Therefore, and following our previous
work, we will analyze independent particle models, such as
the MIT bag model and PNJL models where the problem
reduces to evaluating degeneracies of singlet multiquark and
multigluon states, which will be refereed to as multiparton
states for short.
However, even if a sufficient number of PDG states were
available there still remains the problem on what states
should be used. This brings us to the issue of completeness
of the hadronic spectrum. There are currently no redun-
dancy of states in the PDG as compared to the quark model
assignment. For instance, the concerns on the proliferation
of the new X ,Y,Z states poses a serious theoretical question
which have been spelled out [61] and can be traced to the
identification of states in terms of constituents. One of the
advantages of our approach is that the correct counting of
singlet multiparton states is guaranteed, and the discussion
on under– or over– completeness of states is shifted to the
concept of singlet cluster irreducibility and the correspond-
ing effective elementarity [62].
The generalization of the previous discussion to other rep-
resentations besides the fundamental one is straightforward,
and in the present paper we want to analyze the Polyakov
loop in the lowest higher representations. Unfortunately,
the extraction of the spectrum from hadronic systems seems
even less obvious so we will provide some initial estimates
by using specific models with quark and gluon degrees of
freedom.
For instance, if the color source is in the adjoint represen-
tation we may imagine that it corresponds to a heavy gluon
or two heavy quarks coupled adjointwise. Heavy quarks ex-
hibit their non-relativistic nature for the low lying hadronic
states. However, we expect important relativistic correc-
tions in the higher part of the energy spectrum. Thus, the
models that we will be using embody relativistic kinematics
for the light degrees of freedom.
Casimir scaling is one of the features which is suggested
by lowest orders in perturbation theory in QCD and still
holds non-perturbatively on the lattice numerically [107].
The most studied example is given by the string tension.
This scaling has been advocated in Ref. [63] within the
study of renormalized Polyakov loops in many representa-
tions. Casimir scaling has also been observed on the lattice
[64] in pure SU(Nc) gauge theories at several values of Nc
above the phase transition for the renormalized Polyakov
loop. In the present paper we provide alternative scaling
patterns which differ from the Casimir scaling ones and ap-
ply at low temperatures below the phase transition.
QCD is characterized among other things by quark-gluon
confinement of the physically observable hadronic states,
which exhibit a finite energy gap with the vacuum. For non
strange hadrons there are two main gaps: mpi and mρ . This
allows for a clear separation at low temperatures where ther-
mal effects are just due to a pion gas in a defined tempera-
ture range. Beyond these gaps, hadron states start to pile up
with large multiplicities, eventually suggesting a Hagedorn
spectrum which is not manifested in the thermodynamics
of QCD. Thus, we expect that by looking into violations
of quark-hadron duality at finite temperature, we may learn
4about the mysterious mechanisms of deconfinement at the
lowest possible temperatures. As a general rule we find
an expansion in the number of constituents a suitable tool
to discriminate the effective elementarity of hadrons at low
temperatures.
The manuscript is organized as follows. In Sec. II we in-
troduce the hadron resonance gas model for the Polyakov
loop based on generic QCD arguments. We apply this for-
malism in Sec. III within an independent multiparticle pic-
ture, and state the basis of the expansion in the number
of constituents. These results will be applied later in con-
crete models, in particular the Polyakov constituent quark
model in Sec. IV, and the bag model in Secs. V and VI. We
present in Sec. VII some low temperature scaling relations of
the Polyakov loop. Finally we conclude with a discussion of
our results and an outlook towards possible future directions
in Sec. VIII. Some technical details and further numerical
results for the bag model are collected in the appendices.
II. HADRON RESONANCE GAS MODEL FOR THE
POLYAKOV LOOP
In this section we elaborate on the derivation of the sum
rule for the Polyakov loop in a general irreducible represen-
tation of the color SU(Nc) gauge group in terms of singlet
hadronic states. Also Nc is kept arbitrary here.
A. The Polyakov loop and the hadron resonance gas
Let H denote the Hilbert space of all possible configu-
rations of (dynamical) quarks, antiquarks and gluons. As is
known in gauge theories, the functional integration over A0
takes care of projecting onto the physical subspace of states
which are color singlet at every point x, Hsinglet ⊂H . That
is, the QCD partition function (we do not include a chemical
potential in this work) is
ZQCD = TrHsinglet(e
−β HQCD) = TrH (e−β HQCDPHsinglet), (2.1)
where HQCD denotes the QCD Hamiltonian, β = 1/T is the
inverse temperature and
PHsinglet =
∫
∏
x
U(Ω(x))dΩ(x), (2.2)
is the projector onto Hsinglet, the space that contains the
physical states made of quarks, antiquarks and gluons. Here
U(Ω) is the unitary operator representing the element Ω of
SU(Nc) acting on the fields at given point, and dΩ is the
SU(Nc) Haar measure.
Other subspaces of H can be explored by introducing
static color charges at different points. Specifically, the sub-
space which is in the antifundamental representation at x0
and singlet everywhere else, can be investigated by adding
a fundamental source at x0, such as an infinitely heavy
quark sitting at that point. The source polarizes the system
since dynamical quarks, antiquarks, and gluons collaborate
to neutralize the source in order to have a color singlet
everywhere. In the confining phase the polarization takes
place through nearby dynamical particles which screen the
source at distance r ∼ T/σ , where σ is the string tension.
Other irreducible representations (irreps) of SU(Nc) can be
considered as well by using different color sources, e.g., by
adding the appropriate combination of heavy quarks and/or
antiquarks to form the given representation. Note that the
color sources represent heavy enough particles so that they
can be given a well-defined position, are at rest and have no
other active degree of freedom apart from color (even the
spin and flavor states of the source can be disregarded due
to heavy-quark symmetry).
Mathematically, the projector on a given irrep µ can be
written as [65]
Pµ = nµ
∫
χµ(Ω−1)U(Ω)dΩ (2.3)
where nµ denotes the dimension of the representation,
χµ(Ω) denotes the character of the element Ω in the ir-
rep µ , i.e., the trace of U(Ω) when U falls in that irrep.
Therefore, the QCD partition function when a color charge
in the irrep µ is sitting at x0 would be
ZQCD,µ = TrH
[
e−β HQCD
∫
χµ(Ω(x0))∏
x
U(Ω(x))dΩ(x)
]
.
(2.4)
Note (i) that our convention is to call µ to the irrep of
the static source, and so the polarized system of dynamical
quarks, antiquarks and gluons itself is in the conjugate irrep
µ¯ at x0 (and in color singlet at any other point). So we have
applied Pµ¯ , and used χµ¯(Ω−1) = χµ(Ω), with Ω = Ω(x0) in
Eq. (2.3). And (ii), ZQCD,µ is actually the partition function
divided by nµ . Just one of the nµ color-degenerated states
is counted. This counting is automatically obtained by the
coupling of the heavy source and the dynamical system to
form a color singlet [66, 67]. The (infinite) mass of the
source is excluded from the partition function.
In the Euclidean formulation of the gauge theory, the local
gauge rotation Ω is realized by the Polyakov loop, i.e., the
gauge covariant operator defined as
Ω(x) = Pe i
∫ β
0 A0(x)dx0 , (2.5)
where P indicates path ordering and A0 and x are Euclidean.
Thus Eq. (2.4) can be rewritten as the ratio of two partition
functions, to match the usual definition of expectation value
of the Polyakov loop in the irrep µ :
LQCD,µ(T ) := 〈χµ(Ω)〉QCD =
ZQCD,µ
ZQCD
. (2.6)
A different normalization is also found in the literature,
namely, the normalized trace, 〈χµ(Ω)/nµ〉. Here we use
directly the trace, since it is more directly related to a true
partition function (see Eq. (2.7) below).
It should be noted that the formal definitions based on
projecting exactly at some x0 are intrinsically UV divergent.
5The subsequent renormalization leaves a self-energy ambi-
guity that translates into a factor eβ Cµ in LQCD,µ(T ), Cµ
being an arbitrary energy scale [108]. In the static qq¯ poten-
tial, this corresponds to the ambiguity in fixing the origin of
energies of the potential. If instead one introduces a heavy
quark and subtracts its large mass at the end, this leaves a
similar finite ambiguity.
The Polyakov loop expectation value in any irrep µ can
be computed in the lattice formulation. In order to estimate
this quantity in the confining phase, we make an assumption
paralleling that of the hadron resonance gas model for the
partition function, namely, we neglect non-confining inter-
actions. This approximation is used as follows. The heavy
(as opposed to dynamical) color source will be screened by
forming a heavy hadron with the dynamical quarks and glu-
ons. That heavy hadron will stay anchored at x0 and of
course it will interact with other dynamical hadrons present
in the resonance gas, e.g., through nuclear forces mediated
by meson exchange. We retain the confining forces that
give rise the heavy hadron but neglect the corrections from
non-confining ones. A detailed study of their contributions
is beyond of the scope of this work. When such residual
interactions are neglected, the dynamical hadrons decouple
and form the ordinary unpolarized hadron resonance gas.
Therefore their contribution in ZQCD,µ is just to produce a
factor equal to ZQCD that cancels with the denominator in
Eq. (2.6). These considerations lead us to the following
approximate sum rule [37],
LQCD,µ(T )≈∑
i
gi e−β ∆i. (2.7)
Here i denotes each of the heavy hadron states at rest ob-
tained by combining the static source in the irrep µ with
the dynamical quarks, antiquarks and gluons in the irrep µ¯ ,
gi is the degeneracy and ∆i is the mass of the heavy hadron
excluding the mass of the heavy source. Except for color,
the source is completely inert and does not contribute to
the mass nor to the degeneracy of the state. Obviously,
the approximate sum rule in Eq. (2.7) should break down
at temperatures beyond the confining regime, as the same
statement holds for hadron resonance gas model itself. The
sum rule is expected to work better at low temperatures,
but still being only approximated, due to the simplifying
assumptions introduced in its derivation.
Of course, these considerations hold not only in QCD but
also in gluodynamics and we treat both cases together. In
gluodynamics “hadron” would refer to a glueball, and only
triality trivial irreps would produce a non vanishing Polyakov
loop expectation value in the confining phase. While in the
particular case of the Polyakov loop in the fundamental rep-
resentation the central symmetry Z(Nc) has played a key
role to characterize the deconfinement transition, this sym-
metry leaves unconstrained some higher dimensional repre-
sentations (e.g., the adjoint representation).
Before leaving this section, let us note that there is some
ambiguity as to exactly which states should be included
in the sum rule Eq. (2.7). The problem is as follows, let
V be the spatial neighborhood of the static color source
with the dynamical constituents (quarks, antiquarks, glu-
ons) producing the screening [109]. For instance, in a bag
model such region would be the bag cavity. The procedure
of just adding constituents in V , to form color singlets with
the source, and computing the resulting spectrum, will cer-
tainly produce states which are spurious. Namely, states
composed of a genuine heavy hadron plus one or more or-
dinary dynamical hadrons. A prime example is obtained
when the irrep is precisely the singlet one, µ = 1. Clearly,
in this case all states are spurious and they would produce
a non trivial value for 〈χ1(T )〉 when 1 is the correct result
in this case. In order to remove the spurious states, one
prescription is to include just configurations of constituents
which are color irreducible, that is, those in which all con-
stituents are needed to screen the source, without additional
constituents forming a color singlet by themselves. One es-
timate of 〈χµ(T )〉 is thus
Lµ(T ) := ∑
i, irred
gi e−β ∆i. (2.8)
In particular the correct normalization L1(T ) = 1 is ensured.
It is interesting that tetraquark configurations are always
reducible; when non confining interactions are switched off
they split into two mesons.
An alternative prescription will also be considered. We
have argued that, in the absence of purely hadronic interac-
tions, the dynamical hadrons in the numerator of Eq. (2.6)
decouple, producing just the partition function of the hadron
resonance gas (which, in the same approximation, coin-
cides with the denominator). However, strictly speaking
one would obtain a hadron gas with a hole corresponding
to the removal of the spatial region V . This implies that
the cancellation with the denominator would not be exact.
Instead, we would obtain the ratio between the contribu-
tion to ZQCD,µ in V and the contribution to the hadron gas
in V . Assuming that V does not strongly depend on µ ,
this implies a µ-independent, but T -depending, ambiguity
in the normalization which can be settled by the require-
ment L1(T ) = 1. Let us denote by Zµ(T ) the sum over all
configurations in V (color irreducible or not), then the ob-
vious procedure to achieve the correct normalization for a
source µ is to take the ratio
˜Lµ(T ) :=
Zµ(T )
Z1(T )
, Zµ(T ) := ∑
i,all
gi e−β ∆i. (2.9)
This is another estimate of 〈χµ(T )〉.
The two definitions just given, Lµ(T ) and ˜Lµ(T ), are not
identical in concrete models. In Zµ(T ) there are genuine
states plus dynamical hadrons of the hadron gas that just
happen to pass by the region V and are spurious. Intu-
itively, the division by the singlet sum in Eq. (2.9) would
corresponds to remove precisely those spurious dynamical
hadrons. As we will show below, in actual models the
estimates Lµ(T ) and ˜Lµ(T ) do coincide in an expansion
in the number of dynamical constituents, up to and three
constituents, but differ in general when four or more con-
stituents are involved. Moreover, in that expansion, ˜Lµ(T )
6may give negative weights to some configurations. This is
by itself not a reason to reject the estimate because those
configurations can never produce a net negative result, for
any choice of parameters (since Zµ(T ) is always positive)
but the picture is certainly cleaner if just the irreducible
configurations are retained, as in Lµ(T ).
B. Some generic considerations on the Polyakov loop and its
renormalization
The set of expectation values of the Polyakov loop in
the different configurations can be collected in a generating
function. Any square integrable class function, i.e., invariant
under the similarity transformations Ω → Ω1ΩΩ−11 , of the
compact color SU(Nc) group can be Fourier expanded in
terms of irrep characters. Use of the orthonormality and
completeness relations of the characters∫
dΩ χ∗ν(Ω)χµ(Ω) = δµν ,
∑
µ
χµ(Ω1)χ∗µ(Ω2) = δ (Ω1,Ω2),
χµ(1) = nµ , (2.10)
(δ (Ω1,Ω2) is the Dirac delta distribution corresponding to
the invariant group measure) allows us to write a generalized
Fourier decomposition of a square integrable function on the
group manifold
LQCD(Ω,T ) = ∑
µ
χ∗µ(Ω)LQCD,µ(T ), (2.11)
so that the corresponding Fourier coefficients are given by
LQCD,µ(T ) =
∫
dΩ χµ(Ω)LQCD(Ω,T ), (2.12)
and in particular, for the singlet irrep,
1 =
∫
dΩLQCD(Ω,T ). (2.13)
These functions are known in limiting cases. At T = 0,
LQCD,µ = δµ,1, and LQCD(Ω) = 1. On the other hand, at
T = ∞, LQCD,µ = nµ , and LQCD(Ω) = δ (Ω,1). (In gluody-
namics the system can choose some other central element
of SU(Nc), with equivalent dynamics.)
The point that we want to make here is that LQCD(Ω,T )
is not only normalized but real and non negative and in fact
it is (almost) a proper probability density on the SU(Nc)
group manifold, although not free from renormalization am-
biguities [110]. Note that LQCD(Ω,T ) is a class function as
a consequence of gauge invariance. For SU(3) this implies
that this and similar functions depend on two coordinates,
rather than on the full eight coordinates of the group.
Let us consider the bare quantities, as obtained on a lat-
tice, and let us indicate them by a label b:
LbQCD(Ω,g,Nt ) = ∑
µ
χ∗µ(Ω)LbQCD,µ(g,Nt). (2.14)
Here, Nt indicates the lattice size in the time direction (the
spatial directions are assumed to be sufficiently large), and
g is the lattice coupling. The lattice spacing a (times a
fixed scale Λ) is a (numerically) known and well defined
function of g. Similarly, we can also introduce the related
quantities ZbQCD,µ(g,Nt ) and ZbQCD(Ω,g,Nt). From their very
definition, and positivity of the Hilbert space, it follows that
LbQCD,µ(g,Nt) or ZbQCD,µ(g,Nt ) are real and non negative,
since they appear as averages of projector operators.
On the other hand, using the orthonormality of the char-
acters in the bare version of Eq. (2.4), we can write
ZbQCD(Ω,g,Nt) = (2.15)
Tr
H b
[
e
−β HbQCDUb(Ω)
∫
∏
x 6=x0
Ub(Ω(x))dΩ(x)
]
.
The interpretation of this formula is very instructive: by
adding the character χµ(Ω) and integrating over Ω one re-
covers the (unnormalized) character expectation value. And
this is exactly the same procedure one applies when com-
puting the expectation value in lattice using Monte Carlo.
In other words, the quantity LbQCD(Ω,g,Nt ) is just the prob-
ability distribution of the random variable Ω which is sam-
pled in the lattice simulations. Consequently this quantity
is normalized, real and non negative definite.
Our point is that both quantities (schematically)
Zµ ∼ 1
nµ
〈Pµ¯〉, Z(Ω)∼ 〈U(Ω)〉, (2.16)
are non negative. A useful point of view here is that of
considering functions defined on SU(Nc), ψ(Ω), and the
corresponding ψµ as wavefunctions of a state |ψ〉 in the
Hilbert space L2(SU(Nc),dΩ), in two conjugate bases [68]
ψ(Ω) = 〈Ω|ψ〉, ψµ = 〈µ |ψ〉, χµ(Ω) = 〈µ |Ω〉. (2.17)
In this view, Zbµ and Zb(Ω) are wavefunctions of the same
state in the two bases
Zbµ = 〈µ |Zb〉, Zb(Ω) = 〈Ω|Zb〉. (2.18)
In general, positivity of the components of a vector in one
basis says nothing on the positivity of the components in a
different basis. The fact that Z(Ω)∼〈U(Ω)〉 is also positive
follows from the fact that, after reintroduction of A0 in the
functional integral, the measure is still positive definite, and
so Ω is a proper random variable.
This observation opens the possibility to analyses of the
Polyakov loop alternative to the usual ones. Namely, in-
stead of computing each expectation value of χµ(Ω) sepa-
rately, one could consider say, a Bayesian approach to re-
construct the distribution LbQCD(Ω,g,Nt) directly from the
Monte Carlo sampling data. We do not dwell on this point
here. We just mention that the positivity of LbQCD(Ω,g,Nt)
implies some theoretical bounds on the expectation values
〈χµ(Ω)〉b = LbQCD,µ(g,Nt ): the characters are not positive
7definite (except the singlet one), and a very large compo-
nent of just one of them in the sum Eq. (2.14) would not
be consistent with positivity of the generating function.
Let us briefly comment on the renormalization problem,
from the point of view of Zb(Ω). In the irrep basis |µ〉 the
renormalization is just multiplicative [63, 69]
LbQCD,µ(g,Nt) = zµ(g)Nt LrQCD,µ(T ). (2.19)
The non trivial statement here is that, for given µ , zµ is
just a function of g (or equivalently, of the lattice spacing a)
whereas the renormalized expectation value is only a func-
tion of T = 1/(aNt). The dependence zµ(g)Nt = e−β Σ
b(g)
indicates that the bare static source contains a divergent
self-energy that has to be renormalized. The function zµ(g)
is unique up to a multiplicative constant (additive in Σb).
We can regard, LbQCD,µ and L
r
QCD,µ as the wavefunctions of
|LbQCD〉 and |LrQCD〉 in the basis |µ〉. On the other hand, z(g)
can be regarded as an operator that is purely multiplicative
in that basis. So in a basis-independent way
|LbQCD(g,Nt)〉= zˆ(g)Nt |LrQCD(T )〉. (2.20)
The operator zˆ(g) is no longer multiplicative in the basis
|Ω〉, instead it defines a real and symmetric function [111]
z(Ω1,Ω2,g) = 〈Ω1|zˆ(g)|Ω2〉= ∑
µ
zµ(g)χ∗µ(Ω1)χµ(Ω2).
(2.21)
The action of z(Ω1,Ω2,g) is that of a convolution. Each new
temporal layer in the lattice introduces a new convolution
that tends to flatten the distribution of Ω,
LbQCD(Ω,g,Nt) =
∫ Nt∏
n=1
[dΩnz(Ωn−1,Ωn,g)] LrQCD(ΩNt ,T ),
(2.22)
(with Ωn=0 = Ω). The convolution property∫
dΩ1 z(Ω1,Ω2,g) = 1, (2.23)
also holds due to z1(g) = 1.
As is known, all the LbQCD,µ on the lattice (except the
singlet) tend to zero in the continuum limit, in any phase
of QCD, while LrQCD,µ remains finite. The factor zµ(g) in
Eq. (2.19) tends to further quench LbQCD,µ as each new
temporal layer is added (except for the singlet irrep). In
terms of the Ω distribution, LrQCD(Ω) remains finite (re-
tains a non trivial structure) while LbQCD(Ω) tends to be
flatter and flatter in the continuum limit. The interpre-
tation of z(Ω1,Ω2,g) as a convolution suggests that this
function should be, not only real, but also non negative,
and this would put some restrictions on the allowed values
of the renormalization factors zµ(g).
Throughout this discussion we have used an atypical defi-
nition of a factor z that passes from the renormalized quan-
tity to the bare one, e.g., Eq. (2.19), while the opposite
point of view is normally adopted. As said, the bare quan-
tities tend to vanish or flatten as the cutoff is removed. In
the renormalized quantities this effect is avoided by means
of increasingly large renormalization factors z−1µ . The oper-
ation zˆ−1 produces an anti-convolution, rather than a true
convolution (flattening), and likely the sum over irreps sim-
ilar to that in Eq. (2.21), but with zµ(g)−1, would not con-
verge at all. For instance, within the Casimir scaling conjec-
ture, zµ(g) ∼ z3(g)C2(µ)/C2(3), the power raises very rapidly
with µ producing an exponential rate while, presumably,
the characters change polynomially. This implies that, al-
though LbQCD(Ω) truly defines a proper probability density
on SU(Nc) the same needs not be strictly correct for its
renormalized version LQCD(Ω) as the anti-convolution might
require regions where this function is negative or singular.
This is certainly the case in the unconfined phase where, for
any choice of renormalization condition, 〈χ3(Ω)〉QCD gets
larger than 3 at high enough temperatures [70].
Finally, we would like to briefly comment on the intrin-
sic renormalization ambiguity due to the source self-energy,
which introduces a factor eβCµ in the Polyakov loop ex-
pectation value. At high temperatures such term becomes
irrelevant as its effect decreases much rapidly than the per-
turbative tail [70], that is, a privileged value of Cµ cannot
be selected by means of a perturbative calculation. Never-
theless, the analysis carried out in [71] of the lattice data
in [72, 73] for the Polyakov loop in the fundamental rep-
resentation in gluodynamics and QCD, shows that the per-
turbative prediction is attained at a rate e−b/T2 (for certain
constant b) as the temperature increases. Corrections to
the perturbative result of the type ec/T , which would be
dominant, are not seen. (Similar O(1/T 2) corrections have
also been noted [74–76] in the lattice data for the pressure
and the trace anomaly [77–79]. However, in principle, these
quantities differ from the Polyakov loop in that they are not
subject to renormalization ambiguities.) Obviously, the lack
of O(1/T ) corrections in the Polyakov loop at high tempera-
tures does not hold for just any choice of source self-energy,
and this suggests the existence of preferred choices of Cµ .
In [80] it was argued that O(1/T ) terms are removed by the
Cornell form of the quark-antiquark potential a/r+ c+σr
with c = 0, and also by dimensional regularization, which
will never introduce new dimensionful constants (like c) in
addition to ΛQCD (that fixes the string tension σ and the
constant b above [80]). The odd mass-dimension of c is
also problematic, perturbatively and non perturbatively as
it cannot be related to any available condensate. In any
case this point certainly deserves further study.
III. INDEPENDENT PARTON MODELS
In this section we model the partition function in the
presence of a color source in any irrep of the SU(3) group
by using an independent parton picture. We will also show
how the same results can be found by explicitly introducing
the Polyakov loop as a dynamical variable.
8A. Hamiltonian
A direct application of the HRG model for Eq. (2.7) in
the case of higher representations has several limitations: i)
there may be not enough observed states to saturate the
sum rule at a given temperature, ii) most of the states are
presumably unstable resonances or finite size bound states,
iii) we may incur into double counting if the states are not
constructed from some underlying quark-gluon dynamics.
So, in view of these general limitations we will resort to
specific models.
We will focus now on some general results which are de-
duced within an independent multiparticle picture. This
includes the Polyakov constituent quark model and the bag
model with a fixed-radius cavity. The MIT bag is not strictly
an independent particle model as the energy is not simply
additive, but it is very close to it and the same machinery
can be adapted to this case with some suitable modifica-
tions.
As we have shown in the previous section, in order to com-
pute the Polyakov loop in a given color group representation
µ one may either use directly Eq. (2.7) or, alternatively, use
the Polyakov loop distribution (as in Eq. (2.15)). The two
approaches are summarized in Eq. (2.16) and are discussed
separately below. The first approach is more suited to cal-
culations with a small number of constituents and allows
to identify color reducible and irreducible contributions sep-
arately. This is not possible in the second approach but
it allows to treat any number of constituents. Both ap-
proaches are equivalent and, as it is shown below, the way
Ω acts on the partons, namely, through the operator U(Ω)
in Eq. (2.4), is just standard minimal coupling. In the in-
dependent particle model we consider, Ω takes a common
value through the confining region (e.g. the bag cavity
in the bag model), so this is similar to a Hartree approx-
imation. Several models used in the literature and to be
discussed below belong or can be taken into this category.
We will thus assume the Hamiltonian to be given by
H = hq + hq¯ + hg = ∑
α ,c
εα a
†
α ,caα ,c, (3.1)
where aα ,c and a
†
α ,c are partonic annihilation and creation
operators which have bosonic or fermionic character de-
pending on whether they are gluons or quarks respectively.
c indicates the color label of the single-particle state and
α refers to all other labels (type of particle, flavor, angular
momentum, etc). For short we refer to α as the spin-flavor
state. Thus, the general mass formula of a multiparticle
state is
∆ = ∑
α
nα εα , (3.2)
nα being the occupation number of α. This provides a gen-
eralized shell model picture, familiar from mean field studies
in nuclear and atomic physics. The Fock space is built from
the multiparton and a generic state can be expanded as
|ψ〉= ∑
n,m,k
ψn,m,k|qnq¯mgk〉 (3.3)
The only requirement is that the total state be a color sin-
glet. The one body nature of the model simplifies matters
tremendously, but still enables to envisage some interesting
features.
B. Multiparton states
In general each state in the sum Eq. (2.7) is a multi-
particle state composed of quarks, antiquarks and gluons,
qnq q¯nq¯gng , occupying certain energy levels, with color state
coupled to the irrep µ¯. In order to compute the degeneracy
gi it is sufficient to know howmany times the irrep µ¯ appears
in the product of nq 3’s, nq¯ ¯3’s, and ng 8’s. These multi-
plicities are given in Table I for the irreps that appear up to
a total of three constituents, i.e., nq + nq¯ + ng ≤ 3. Irreps
that can be obtained from their conjugate by exchanging
quarks with antiquarks, are omitted. In this counting, each
constituent is in a well-defined spin-flavor state. The case
of several spin-flavor states forming a degenerated energy
level is considered below. The multiplicity can be reduced
when two or more constituents are in the same spin-flavor
state, as the color wavefunctions may no longer be linearly
independent. So the values for the various cases 12 (αβ )
and 2 (αα), or 13 (αβ γ), 12 (αβ β ), and 3 (ααα), are
given. The size of the table would increase quickly if more
constituents were considered. We have checked the table
with the results to be obtained in the Sec. III G by inte-
gration on the Polyakov loop. The correct dimensions are
also verified. For instance, the configuration (2,0,1) has
dimension 3× 8 = 24 (3 color antisymmetric states of two
quarks, and 8 gluon states). The same number is obtained
from one 3, one 15, and one ¯6. The latter is taken from
(0,2,1) which gives one 6.
C. Reducible and irreducible color configurations
In Table I we distinguish between reducible and irreducible
color configurations. To illustrate these concepts, consider
a static source in the irrep µ = 8, i.e., the adjoint represen-
tation. And let us consider its screening by three gluons in
three different spin-flavor states αβ γ. The product 8⊗8⊗8
produces 8 adjoint irreps. The color wavefunctions of the
three gluons and the source can be represented by means of
four linearly independent Hermitian traceless matrices A, B,
C and S. One can construct nine invariant products: six in-
variants of the form tr(ABCS), plus five further permutations
of ABC, and three invariants of the form tr(AB)tr(CS), plus
two further permutations of ABC. The fully symmetric sum
of the six permutations of tr(ABCS) equals the symmetric
sum of the three permutations of tr(AB)tr(CS). The other
combinations are linearly independent, producing an eight-
dimensional vector space [81]. We say that the three con-
figurations of the type tr(AB)tr(CS) are reducible. In them
the source is screened by just a subset of the constituents:
in tr(AB)tr(CS), C forms a singlet with S while AB form an-
other singlet by themselves. In general, we say that a color
9TABLE I: Number of color states for different configurations (qnq , q¯nq¯ ,gng) and different irreps of SU(3). In the first row the irreps are denoted
by their dimension. In the second row they are denoted by their Young tableau. We include the possible irreps for up to three constituents,
i.e., nq + nq¯ + ng ≤ 3. For pairs of conjugate irreps, only one member of the pair has been included. The notation “1n” indicates that the n
constituents are in n different spin-flavor states, e.g., a configuration αβγ for n = 3. Likewise “12” indicates a configuration αββ , etc. For
each entry, the total of the sum gives the number of SU(3) multiplets produced of the given type (most zero values have been omitted). The
first (second) term in the sum is the number of irreducible (reducible) color configurations (see text).
1 3 6 8 10 15′ 15 24 27 35 42 64
q q¯ g [ ] [1] [2] [2,1] [3] [4] [3,1] [4,3] [4,2] [5,1] [5,2] [6,3]
(0,0,0) 1+0
(0,1,0) 1+0
(0,0,1) 1+0
(0,12,0) 1+0
(0,2,0) 0+0
(12,0,0) 1+0
(2,0,0) 1+0
(0,0,12) 0+1 2+0 1+0 1+0
(0,0,2) 0+1 1+0 0+0 1+0
(1,1,0) 0+1 1+0
(0,1,1) 1+0 1+0
(1,0,1) 1+0
(0,13,0) 0+1 2+0 1+0
(0,12,0) 0+1 1+0 0+0
(0,3,0) 0+1 0+0 0+0
(13,0,0) 0+1 2+0
(12,0,0) 0+1 1+0
(3,0,0) 0+1 0+0
(0,0,13) 0+2 5+3 4+0 6+0 2+0 1+0
(0,0,12) 0+1 2+2 2+0 3+0 1+0 1+0
(0,0,3) 0+1 0+1 1+0 1+0 0+0 1+0
(1,12,0) 0+2 1+0
(1,2,0) 0+1 0+0
(12,1,0) 1+0
(2,1,0) 1+0
(0,12,1) 2+0
(0,2,1) 1+0
(12,0,1) 2+0 2+0 1+0
(2,0,1) 1+0 1+0 0+0
(0,1,12) 2+1 1+0 4+0 2+0 1+0
(0,1,2) 1+1 0+0 2+0 1+0 1+0
(1,0,12) 3+0
(1,0,2) 1+0
(1,1,1) 0+1 2+1 1+0 1+0
configuration is reducible when it contains a non-empty sub-
set of constituents forming a singlet by themselves. In the
three gluon example, the reducible configurations span a
well-defined three-dimensional subspace. This is indicated
in Table I by the notation “5+ 3”, corresponding to 5 irre-
ducible color configurations and 3 reducible ones. Obviously,
up to three constituents, only the irreps 1, 3, ¯3 and 8 can
have reducible color configurations. By definition, a color
singlet source is always in a reducible color configuration
(except in the trivial case of no screening particles). The
reducible configurations can be further classified, according
to whether the proper subset of constituents forming a color
singlet are themselves reducible or not, but such analysis will
not be pursued here. The explicit construction of irreducible
configurations is discussed in Appendix A.
In the previous example of three gluons screening an ad-
joint source, a reducible configuration indicates that just
one of the gluons is confined to the source, whereas the
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TABLE II: As in Table I for a source in the fundamental representa-
tion and four constituents (pentaquark).
q3q¯ (13,1,0) (12,1,0) (3,1,0)
0+3 0+2 0+1
q¯4 (0,14,0) (0,122,0) (0,22,0) (0,13,0) (0,4,0)
0+3 0+2 0+1 0+1 0+0
qq¯2g (1,12,1) (1,2,1)
0+4 0+2
q2g2 (12,0,12) (2,0,12) (12,0,2) (2,0,2)
5+1 2+1 2+1 1+1
q¯g3 (0,1,13) (0,1,12) (0,1,3)
5+5 2+3 0+2
other two are actually forming a glueball, that is, a color
singlet state that is not forced to remain near the source by
confining interactions. The glueball can be moved far apart
from the source using only a bounded amount of energy,
rather than an energy increasing linearly with the separa-
tion, as in the case of confining forces. In view of our
previous argument of keeping just confining forces, to es-
timate the Polyakov loop expectation value, it seems more
natural to include only irreducible color configurations in the
hadronic spectrum of the system-plus-source. The concept
of reducible color configuration subspace, and so the dimen-
sion of the irreducible subspace, seems to be a well-defined
mathematical object, nevertheless, a possible caveat should
be noted here. The QCD Hamiltonian conserves color, but
nothing seems to prevent this Hamiltonian from coupling
irreducible to reducible configurations. This would imply
that irreducibility is not preserved by the QCD dynamics; a
confined configuration could tunnel to a non-confining one,
and the former would be unstable against decay, depending
on the available phase space. For few constituents it is often
the case that all color configurations are irreducible, depend-
ing on the irrep considered, so that the previous objection
would not apply. However, the QCD Hamiltonian could
connect these configurations to virtual ones with more con-
stituents (adding sea quarks, antiquarks and gluons) making
them unstable. In any case, for each given irrep, a cer-
tain absolute minimum of constituents is always required to
screen the source. What is not clear is whether the num-
ber of these states is ever increasing or most of them are
really unstable. In what follows, we just assume that the
irreducible configurations are the relevant set to be included
in the spectrum in Eq. (2.7).
There are no irreducible configurations of the type qq¯2
(i.e., (1,12,0) or (1,2,0)) to screen a static source in the
fundamental representation. This suggests that tetraquark
configurations Qqq¯2 can be separated into two mesons and
would not be genuine hadronic states to be included in the
computation. On the other hand, configurations q¯g (i.e.
(0,1,1)), not included in a calculation with just quarks and
antiquarks but no gluons, gives such genuine contribution
in a similar range of energies as the tetraquark. For com-
pleteness, we have also looked at pentaquark configurations
for the fundamental representation, Qc4 (c being any con-
stituent) for the five allowed configurations, q3q¯, q¯4, qq¯2g,
q2g3 and q¯g3. The results are presented in Table II. The
pure pentaquark states (no gluons) are reducible, and irre-
ducible color configurations need the presence of at least
two gluons. So these contributions will be suppressed at
low temperatures, but will become rapidly relevant as the
temperature is raised due to their large degeneracy.
D. Degeneracies of the simplest configurations
Table I gives the multiplicity of each color irrep assum-
ing that the levels are not degenerated. In general each
level is degenerated and of course, it is more efficient to
take this into account in carrying out the sum over states
in Eq. (2.7). Our strategy will be to make an ordered list
of the single particle levels, with its degeneracy, till some
cutoff value, and sum over the various configurations of
constituents. We include up to three constituents because
the number of states increases very rapidly as more par-
ticles are added. The treatment including any number of
constituents is attempted in the next section.
Let (a1 ≤ ·· · ≤ an) be the ordered set of levels of the n
constituents present in a given state. As said we take n≤ 3.
Let (γ1, . . . ,γn) be their degeneracies (color excluded), and
(c1, . . . ,cn) the particle types (quark, antiquark, or gluon).
Note that the information on degeneracies and particle types
is already contained in the label ai.
Particles in different levels will certainly be in different
spin-flavor states, but particles in the same level may or
may not be in the same spin-flavor state, if the degeneracy
of the level is larger than one. So, in order to use Table I it
is necessary to know the number of fillings of configurations
of the type (1n1 ,2n2 , . . .) when each of the ∑k knk particles
can take any of γ degenerated states [112]. This number is
given by the combinatorial symbol(
γ
n1,n2, . . .
)
:=
(
γ
n1
)(
γ − n1
n2
)(
γ − n1− n2
n3
)
· · ·
=
γ!
(γ −∑k nk)!∏k nk!
. (3.4)
The symbols are completely symmetric with respect to the
nk, and vanishing values of nk can be dropped. Nevertheless,
for the sake of clarity, we take the convention of making
explicit all nk in their natural order (namely, increasing k),
till the last non null one.
For n = 1 the degeneracy of the states is
gi(a1) =
(
γ1
1
)
dµ(1)(c1). (3.5)
Here µ is the irrep of the source and dµ
(1) is the appropriate
entry in Table I, for the given irrep (µ) and type of parti-
cle (c1). Of course, in the present case, the combinatorial
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number is just γ1. For n = 2, there are two cases,
gi(a1 < a2) =
(
γ1
1
)(
γ2
1
)
dµ
(12)(c1,c2) (3.6)
gi(a1 = a2) =
(
γ1
2
)
dµ
(12)(c1,c2)+
(
γ1
0,1
)
dµ
(2)(c1,c2).
Finally, for n = 3
gi(a1 < a2 < a3) =
(
γ1
1
)(
γ2
1
)(
γ3
1
)
dµ
(13)(c1,c2,c3)
gi(a1 = a2 < a3) =
(
γ1
2
)(
γ3
1
)
dµ
(13)(c1,c2,c3)
+
(
γ1
0,1
)(
γ3
1
)
dµ
(12)(c1,c2,c3)
gi(a1 < a2 = a3) =
(
γ1
1
)(
γ2
2
)
dµ
(13)(c1,c2,c3)
+
(
γ1
1
)(
γ2
0,1
)
dµ
(12)(c1,c2,c3)
gi(a1 = a2 = a3) =
(
γ1
3
)
dµ
(13)(c1,c2,c3)
+
(
γ1
1,1
)
dµ
(12)(c1,c2,c3)
+
(
γ1
0,0,1
)
dµ
(3)(c1,c2,c3). (3.7)
Obviously, these formulas apply equally well whether one
chooses to use the total number of color configurations or
just the number of irreducible ones in the coefficients dµ .
For future reference, we quote in Table III the degeneracies
of the states obtained within both schemes when just one
level is assumed for each type of constituent, with degen-
eracies γq, γq¯ and γg, respectively. The table shows results
for the irreps 1 and 8 up to three constituents, and four
constituents for 3. Some bag model information to be used
in Sec. V is also displayed.
In Table III we also express the same degeneracies (poly-
nomials in γq, γq¯ and γg), in terms of Young tableaux.
This exposes the symmetry properties of the corresponding
wavefunctions. For instance, the pentaquark configuration
(q¯4)
¯3, requires a color configuration with symmetry [2,12],
fermion statistics then requires a dual spin-flavor configura-
tion [3,1]. This tableau is filled regularly with labels from
1 to γq¯. We denote the number of such fillings (namely
1
8 γq¯(γ2q¯ −1)(γq¯+2)) as [3,1]q¯. In general, for a given tableau
Y , we use Yq, Yq¯, and Yg to denote the dimension of the irrep
Y of SU(n) with n = γq, γq¯, and γg, respectively.
E. Minimal coupling of the Polyakov loop
Here we turn to the approach based on treating the
Polyakov loop as a random variable, and its probability dis-
tribution function.
Let Z(T ) denote the total partition function, understood
as the sum over all configurations (irreducible or not) and
in any color irrep. Likewise, let Zµ(T ) be the sum over all
states in the irrep µ¯ , counting each irrep once. Therefore,
Z(T ) = Tr(e−β H) = ∑
µ
nµZµ , Zµ(T ) =
1
nµ
Tr(e−β HPµ¯).
(3.8)
Here, H is the total Hamiltonian, Tr refers to the full Hilbert
space spanned by multiparticle states of quarks, antiquarks,
and gluons. Pµ¯ projects to multiparticle states in the irrep
µ¯ . Being partition functions in various spaces, the functions
Z(T ), and Zµ(T ) are all real and positive and coincide for
µ and µ¯ due to C-symmetry.
In order to obtain Zµ , let us introduce its conjugate func-
tion
Z(Ω,T ) = Tr(e−β HU(Ω)), (3.9)
where U(Ω) represents the SU(3) rotation Ω on the multi-
parton states. (U(Ω) and H commute due to color symme-
try.) Use of the orthonormality relations of the characters
in Eq. (2.10) produces the relations
Zµ(T ) =
∫
dΩ χµ(Ω)Z(Ω,T ),
Z(Ω,T ) = ∑
µ
χ∗µ(Ω)Zµ(T ),
Z(T ) = Z(1,T ). (3.10)
Once again, the function Z(Ω,T ) represents the (unnor-
malized) probability density of the random variable Ω on
the manifold of the group SU(3). Therefore, this function
is not only real (this would follow from C-invariance) but
also non negative definite. In addition Z(Ω,0) = 1 since at
zero temperature only the vacuum state remains.
To avoid any confusion, let us remark that Zµ(T ), and
Z(Ω,T ) play similar roles as ZQCD,µ(T ) and ZQCD(Ω,T ),
respectively, however, Z(T ) includes all irreps and so it does
not match ZQCD(T ). The latter function contains just the
singlet states and so it matches Z1(T ) of the independent
particle model discussed here.
As is well-known, for a purely one-body Hamiltonian H,
the sum over multiparticle states reduces to single particle
sums [82]:
logTrFocke−β H =−ζ Tro-p log(1− ζe−β H). (3.11)
where Tro-p is the trace over the one-particle subspace and
ζ indicates the statistics of the particle, ζ =±1 for bosons
and fermions respectively. The coupling to the Polyakov
loop is done by using
logU(Ω) =−β A0Q, (3.12)
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TABLE III: Degeneracy of multiparton states for the configurations and irreps shown, assuming a single level for each type of constituent with
degeneracies γq, γq¯, and γg. ‘Total” uses all color configurations. The second “Total” column produces the same expressions as the first one in
terms of Young tableaux dimensions (see text). “Irred”, uses just the irreducible color configurations. The last column displays the bag model
minimal sum of ω’s required for the configuration (see Sec. V).
Irrep Configuration Total Irred min ∑α ωα
1 qq¯ γqγq¯ [1]q[1]q¯ 0 0 4.086
g2 12 γg(γg +1) [2]g 0 0 5.488
q¯3 16 γq¯(γq¯ +1)(γq¯ +2) [3]q¯ 0 0 6.129
q3 16 γq(γq +1)(γq +2) [3]q 0 0 6.129
qq¯g γqγq¯γg [1]q[1]q¯[1]g 0 0 6.830
g3 13 γg(γ2g +2) ([3]+ [13])g 0 0 8.232
3 q¯ γq¯ [1]q¯ γq¯ [1]q¯ 2.043
q2 12 γq(γq +1) [2]q
1
2 γq(γq +1) [2]q 4.086
q¯g γq¯γg [1]q¯[1]g γq¯γg [1]q¯[1]g 4.787
qq¯2 γqγ2q¯ [1]q([2]+ [12])q¯ 0 0 6.129
q2g γ2q γg ([2]+ [12])q[1]g γ2q γg ([2]+ [12])q[1]g 6.830
q¯g2 12 γq¯γg(3γg +1) [1]q¯(2 [2]+ [12])g γq¯γ2g [1]q¯([2]+ [12])g 7.531
q3q¯ 12 γ2q (γq +1)γq¯ ([3]+ [2,1])q[1]q¯ 0 0 8.172
q¯4 18 γq¯(γ2q¯ −1)(γq¯ +2) [3,1]q¯ 0 0 8.172
qq¯2g 2γqγ2q¯ γg 2[1]q([2]+ [12])q¯[1]g 0 0 8.873
q2g2 12 γqγg(3γqγg +1) (2 [2]q +[12]q)[2]g
1
4 γqγg(5γqγg− γq− γg +1) ([2]q +[12]q)[2]g 9.574
+([2]q +2 [12]q)[12]g +([2]q +2 [12]q)[12]g
q¯g3 13 γq¯γg(5γ2g +1) [1]q¯(2 [3]+3 [2,1]+2 [13 ])g
1
6 γq¯γg(5γg +2)(γg−1) [1]q¯(2 [2,1]+ [13])g 10.275
8 g γg [1]g γg [1]g 2.744
qq¯ γqγq¯ [1]q[1]q¯ γqγq¯ [1]q[1]q¯ 4.086
g2 γ2g ([2]+ [12])g γ2g ([2]+ [12])g 5.488
q¯3 13 γq¯(γ2q¯ −1) [2,1]q¯ 13 γq¯(γ2q¯ −1) [2,1]q¯ 6.129
q3 13 γq(γ2q −1) [2,1]q 13 γq(γ2q −1) [2,1]q 6.129
qq¯g 3γqγq¯γg 3 [1]q[1]q¯[1]g 2γqγq¯γg 2 [1]q[1]q¯[1]g 6.830
g3 13 γg(4γ2g −1) ([3]+3 [2,1]+ [13])g 16 γg(5γg +2)(γg−1) (2 [2,1]+ [13])g 8.232
β A0 are the Lie group parameters (actually, in the present
context Ω is temperature independent, and so A0 tempera-
ture dependent) and the charge operator Q represents the
color group generators. Q is of one-body type. Generally
this corresponds to formally consider a minimal coupling,
h→ h+A0. Thus, we have more generally,
logTrFock(e−β HU(Ω)) =−ζ Tro-p log(1− ζe−β HU(Ω)).
(3.13)
In our case, there are three types of particles, q, q¯ and g,
each one giving a factor in Z:
Z(Ω) = ZqZq¯Zg. (3.14)
These partition functions are given by
logZq(Ω,T ) = ∑
α
q γα χ3
(
log(1+Ωe−β εα)
)
,
logZq¯(Ω,T ) = ∑
α
q¯ γα χ¯3
(
log(1+Ωe−β εα)
)
,
logZg(Ω,T ) = −∑
α
g γα χ8
(
log(1−Ωe−β εα)
)
.(3.15)
In each case the sum over α runs on the corresponding
set of single-particle spin-flavor levels (rather than states)
with degeneracy γα . The characters are taken on the group
algebra, that is, χµ(∑n cnΩn) = ∑n cnχµ(Ωn). Alternatively
one can work with traces and matrices. For quarks the
character is just the trace in the fundamental representation
and Ω can be identified with the unitary 3×3 matrix itself.
For antiquarks the same trace with Ω† appears. For gluons
the trace is taken in the adjoint representation and Ω is
represented by an 8× 8 unitary matrix ΩA. C-invariance
implies
Zq¯ = (Zq)∗, Zg = (Zg)∗. (3.16)
In order to proceed, it is computationally more convenient
to reduce the number of variables. To this end, we introduce
the auxiliary Ω-independent functions
zq(T ) = tre−β hq = ∑
α
q γα e−β εα ,
zg(T ) = tre−β hg = ∑
α
g γα e−β εα . (3.17)
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These are essentially single-particle partition functions
which need to be computed only once for each value of
the temperatures. In terms of these,
logZq(Ω,T ) =
∞
∑
n=1
(−1)n+1
n
χ3(Ωn)zq(T/n),
logZg(Ω,T ) =
∞
∑
n=1
1
n
χ8(Ωn)zg(T/n). (3.18)
The antifundamental and adjoint characters can be reduced
to the fundamental one by using
χ
¯3(Ω) = χ∗3 (Ω), χ8(Ω) = χ3(Ω)χ∗3 (Ω)− 1. (3.19)
All the functions of Ω that we are using are class func-
tions, and this implies that they depend only on the eigen-
values of Ω in the fundamental representation, which we
denote ωi, i = 1,2,3. These complex eigenvalues fulfill the
constraints |ωi| = 1 and ω1ω2ω3 = 1. The characters can
be written as
χ3(Ω) =
3
∑
i=1
ωi, χ8(Ω) =
3
∑
i, j=1
ωiω
∗
j − 1. (3.20)
So we only need to compute once the following functions
for each value of ω ∈ U(1), and of the temperatures:
log ˆZq(ω ,T ) =
∞
∑
n=1
(−1)n+1
n
ωn zq(T/n),
log ˆZg(ω ,T ) =
∞
∑
n=1
1
n
ωn zg(T/n). (3.21)
Finally, using these functions, we can write [113]
logZq(Ω,T ) =
3
∑
i=1
log ˆZq(ωi,T ), (3.22)
logZg(Ω,T ) =
3
∑
i, j=1
log ˆZg(ωiω∗j ,T )− log ˆZg(1,T ).
F. Group integration
The functions of Ω are actually functions of the pair
(ω1,ω2), so they can be expressed as periodic functions of
φ1 and φ2, with ωi = eiφi . The set of eigenvalues is covered
once by taking (φ1,φ2) ∈ [−pi ,pi ]× [−pi ,pi ]. Moreover, for
class functions χ(Ω), as those considered here, the SU(3)
group integration can be written as
∫
dΩ χ(Ω) =
∫ pi
−pi
dφ1
2pi
dφ2
2pi
1
6
×|ω1−ω2|2|ω1−ω3|2|ω2−ω3|2χ(ω1,ω2). (3.23)
The analysis of a class function χ(Ω) in terms of characters,
cf. Eq. (3.10), exposes the weight of each irrep µ . The plots
of class functions of Ω can be done using (φ1,φ2), however,
this introduces a distortion since the natural manifold is the
plane φ1 +φ2 +φ3 = 0 in R3, with orthonormal coordinates
there. This is equivalent to using the Gell-Mann matrices λ3
and λ8 to express−i logΩ for diagonal Ω= diag(ω1,ω2,ω3).
More explicitly, we introduce the new coordinates ϕ3, ϕ8
− i logΩ = diag(φ1,φ2,φ3) = ϕ3 λ3√2 +ϕ8
λ8√
2
(3.24)
In terms of these coordinates the D3 symmetry of such
class function χ(Ω) is more immediate: symmetry under
exchange of ω1 and ω2 implies reflection under the ϕ8 axis,
whereas exchange of ω2 and ω3 corresponds to a rotation
by an angle 2pi/3. If χ(Ω) contains only autoconjugated
irreps, the symmetry is extended to rotations of angle pi
and so to D6. Besides, in these coordinates, the periodicity
takes the form
χ(ϕ3,ϕ8) = χ(ϕ3 +
√
2pi ,ϕ8 +
√
6pi)
= χ(ϕ3−
√
2pi ,ϕ8 +
√
6pi). (3.25)
The set of eigenvalues is covered once by taking (ϕ3,ϕ8) ∈
[−√2pi ,√2pi ]× [−
√
3/2pi ,
√
3/2pi ], and the measure be-
comes
∫
dΩ χ(Ω) =
∫ √2pi
−√2pi
dϕ3
2pi
∫ √3/2pi
−
√
3/2pi
dϕ8
2pi
1
6
√
3
×|ω1−ω2|2|ω1−ω3|2|ω2−ω3|2χ(ω1,ω2). (3.26)
G. Expansions in the number of constituents
We note that the counting of degeneracies of multiparticle
states, as done in Sec. III D, can be recovered by integration
over the Polyakov loop variable Ω, by inserting the proper
characters. Specifically, let Z f ,µ denote the polynomials in
γq, γq¯ and γg shown in the “Total” column of Table III. They
are obtained by computing the partition function of a ficti-
tious theory with a single level for each of the three species.
The corresponding Z f (Ω) serves as generating function of
those polynomials:
Z f (Ω) = ∑
µ
χ∗µ(Ω)Z f ,µ (3.27)
logZ f (Ω) = γq χ3(log(1+Ωq))+ γq¯ χ¯3(log(1+Ω q¯))
−γg χ8(log(1−Ωg)). (3.28)
Here the symbols q, q¯ and g denote the corresponding (T -
dependent) single-particle Boltzmann weights. We will use
them to tag the various constituents present in the multi-
particle states, namely, by expanding Z f (Ω) in powers of q,
q¯ and g.
To obtain the expansion of the Z f ,µ in the number of
constituents one can proceed by expanding Z f (Ω) in powers
of q, q¯ and g, inserting the required factor χµ(Ω), using
Ω = diag(ω1,ω2,ω3), and finally integrating over Ω, using
e.g. Eq. (3.23). That integration can be conveniently done
by residues.
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Alternatively, Z f (Ω) can be obtained directly in the form
in Eq. (3.27). Following [83], we first evaluate the charac-
ters in closed form, and this produces
χ3(log(1+Ωq)) = log(χ1 + χ3q+ χ¯3q2 + χ1q3),
χ
¯3(log(1+Ω q¯)) = log(χ1 + χ¯3q¯+ χ3q¯2 + χ1q¯3),
χ8(log(1−Ωg)) = log(χ1(1+ g8)− χ8(g+ g7)
+(χ8 + χ10 + χ ¯10)(g2 + g6)
−(χ1 + χ8 + χ10 + χ ¯10 + χ27)(g3 + g5)
+2(χ8 + χ27)g4), (3.29)
where in the r.h.s. of these equations we have used the
notation χn ≡ χn(Ω). These closed forms are specific for the
logarithmic function since traces of log of polynomials give
log of polynomials. The coefficients are class functions of
Ω and they can be expressed systematically in terms of the
characters. It also follows that Z f (Ω) is a rational function
of the group characters, therefore Z f ,µ can be computed
in closed form for any given value of µ and arbitrary but
concrete values of the degeneracies, which are necessarily
integer numbers.
After expansion of Z f (Ω) in powers of q, q¯ and g, the
products of characters are reduced by using the known
SU(3) Clebsch-Gordan series (see Appendix B 3) as well as
the character properties
χµ⊕ν(Ω) = χµ(Ω)+ χν(Ω), χµ⊗ν(Ω) = χµ(Ω)χν(Ω).
(3.30)
This method directly produces the character expansion of
Z f (Ω). Explicitly, up to two constituents:
Z f (Ω) = χ1 + γqqχ3 + γq¯q¯χ¯3 + γggχ8
+
(
γqγq¯qq¯+
1
2
(
γ2g + γg
)
g2
)
χ1 +
(
1
2
(
γ2q¯ + γq¯
)
q¯2 + γqγgqg
)
χ3 +
(
1
2
(
γ2q + γq
)
q2 + γq¯γgq¯g
)
χ
¯3
+
(
1
2
(
γ2q − γq
)
q2 + γq¯γgq¯g
)
χ6 +
(
1
2
(
γ2q¯ − γq¯
)
q¯2 + γqγgqg
)
χ
¯6 +
(
γqγq¯qq¯+ γ2g g2
)
χ8
+
1
2
(
γ2g − γg
)
g2χ10 +
1
2
(
γ2g − γg
)
g2χ
¯10 + γqγgqgχ15 + γq¯γgq¯gχ ¯15 +
1
2
(
γ2g + γg
)
g2χ27 +O(c3). (3.31)
(Here O(c3) denotes terms with three or more constituents.)
As it should, the formula just obtained reproduces the re-
sults labeled as “Total” in Table III. Using instead the results
labeled as “Irred” in that table (plus those in Table I for ir-
reps different from 1, 3, ¯3, and 8), we can also write the
corresponding result for the irreducible contributions L f (Ω).
However, to the order shown in Eq. (3.31) the two functions
do not differ except in the singlet part (which reduces to just
χ1 in L f (Ω)).
Recalling that the reducible color configurations con-
tain non-empty subsets of constituents forming a singlet
by themselves (i.e., forming a dynamical hadron), it follows
that all the configurations (in Z f ) can be generated from the
irreducible ones (in L f ) by adding all possible new singlets.
Since the singlets are in Z f ,1, this suggests the relation
Z f (Ω)≈ L f (Ω)Z f ,1, (3.32)
or equivalently, using the notation in Sec. II A,
L f (Ω)≈ ˜L f (Ω) :=
Z f (Ω)
Z f ,1
. (3.33)
As it turns out, the conjecture in Eq. (3.32) is exact for
up to three constituents but it fails for four or more con-
stituents. For instance, considering up to pentaquark con-
figurations [114] and neglecting gluonic terms, one finds
˜L f ,3 =
Z f ,3
Z f ,1
=
[1]q¯ q¯+[2]q q2 +[1]q([2]+ [12])q¯ qq¯2 +([3]+ [2,1])q[1]q¯ q3q¯+[3,1]q¯ q¯4 +O(c5)+O(g)
1+[1]q[1]q¯q q¯+[3]qq3 +[3]q¯ q¯3 +O(c4)+O(g)
= [1]q¯ q¯+[2]q q2− [3]q[1]q¯ q3q¯− [4]q¯ q¯4 +O(c5)+O(g). (3.34)
The negative weights in the pentaquark contributions q3q¯
and q¯4 indicate that dividing by Z f ,1 tends to oversubtract
the reducible terms from the total. As follows from Table
III, the result obtained by including only color irreducible
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configurations is, instead,
L f ,3 = [1]q¯ q¯+[2]q q2 +O(c5)+O(g). (3.35)
The function L f (Ω) exists (is well defined) and likely it is
possible to write it in closed form as a generating function
for the irreducible terms, but we have not found such an
expression. As a less satisfactory alternative, in concrete
models, what we do is to take the full Z f ,µ and ˜L f ,µ as
upper and lower bounds, respectively, or estimates, of the
true L f ,µ in the calculation to all orders in the number of
constituents.
IV. ESTIMATES BASED ON THE POLYAKOV
CONSTITUENT QUARK MODEL
In order to obtain an overall estimate of the spectrum of
the heavy hadrons in the sum rule Eq. (2.7) we will adopt the
widely used PNJL model [15, 16, 40–46, 48–52]. Here the
Polyakov loop will be treated explicitly as a collective quan-
tum and local variable, which is integrated over the group
manifold. This makes calculations rather straightforward,
since the integration projects configurations in the presence
of a heavy and irreducible color source which are globally
color singlets. In the next section we will show that this
is fully equivalent to using group characters, as discussed
in the next sections, and this is particular advantageous in
cases where the Polyakov loop is not introduced explicitly
such as the bag model.
A. The Polyakov constituent quark model
In this Section we consider a model in the spirit of de-
scribing ZQCD using free constituent dynamical quarks (and
possibly gluons) with a Polyakov variable at each point of
the space, Ω(x). The dynamics is determined by that of the
Polyakov loop variable. This is similar to the most usual
implementation of the PNJL model except that we avoid
taking a mean-field approximation, and Ω(x) is kept as a
quantum and local degree of freedom. We start out from
the formulation motivated in previous works [40, 41, 53, 84],
but neglecting details not essential for our argument [115].
The partition function is given by
ZPCM =
∫
∏
x
dΩ(x)e−SPCM(Ω,T ) , (4.1)
where dΩ(x) is the invariant SU(Nc) measure at each point.
In the simplest version the action contains a contribution
from dynamical quarks (and antiquarks) and another from
the Polyakov loop, and explicit dynamical gluons are not
included,
SPCM(Ω,T ) = SP(Ω,T )+ Sq(Ω,T ). (4.2)
(Note that S depends functionally on the full Polyakov loop
configuration Ω(x) on R3, and not on a variable Ω as, e.g.,
in Eq. (2.11).)
The action SP(Ω,T ) would follow from gluodynamics,
and in particular it is responsible for spontaneous breaking
of center symmetry [85] above the transition temperature
[86, 87]. However, we only need to model some low tem-
perature properties of SP(Ω,T ). We first consider the cor-
relation of Polyakov loop variables at the same point. We
assume that, at low temperatures, SP(Ω) is close to zero
and consequently, the distribution of Ω (in the absence of
the quark term Sq) locally coincides with the Haar measure.
In this approximation Ω is a completely random variable
with equal probability to take any group value. This would
manifest in a very small expectation value of the Polyakov
loop in the adjoint representation, even if this is not an or-
der parameter of center symmetry in gluodynamics. Such
small expectation value is actually observed [63, 88]. It is
noteworthy that a mean-field treatment, as in the PNJL
version, does not naturally tend to suppress 〈χ8(Ω)〉. This
fact makes the usual mean-field version of the PNJL model
unsuitable to describe the expectation value of the Polyakov
loop in higher irreps.
The part of the action depending on the quarks follows
from the fermion determinant and reads
Sq(Ω,T ) = −2N f
∫ d3xd3 p
(2pi)3
[
TrF
(
log
(
1+Ω(x)e−β Ep
))
+TrF
(
log
(
1+Ω†(x)e−β Ep
))]
= −2N f
∫ d3xd3 p
(2pi)3
[
χ3
(
log
(
1+Ω(x)e−β Ep
))
+χ
¯3
(
log
(
1+Ω(x)e−β Ep
))]
. (4.3)
Here Ep =
√
p2 +M2q is the energy of the quarks. In chi-
ral quark models one takes Mq to be the constituent quark
mass, i.e., a non-vanishing quantity at zero current quark
mass. The Polyakov loop corresponds to a chemical poten-
tial in color space. The color traces in Eq. (4.3) can be writ-
ten explicitly in terms of characters of Ω, using Eq. (3.29).
When the full action SP + Sq is used, the distribution of
Ω(x) departs from the Haar measure as a color source can
be screened by quarks and antiquarks near it. Each quark
brings a penalty e−β Ep and so, at lower temperatures, the
effect is smaller and also involves fewer constituents.
B. Confined domains approximation
As noted above, the usual mean-field implementation of
the PNJL model is not suited to describe the Polyakov loop
in higher representations. So we will adopt a different ap-
proach here.
A color source µ at x0 is screened by quarks or
antiquarks at points x (carrying Polyakov loop vari-
ables Ω(x)). Therefore, in principle, for n constituents,
SP(Ω,T ) needs to be modeled to describe the correlations
〈χµ(Ω(x0))χµ1(Ω(x1)) · · ·χµn(Ω(xn))〉 as a function of the
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temperature. It is not hard to make a model valid for the
confined phase and n = 1, namely
〈χµ(Ω(x0))χµ¯(Ω(x1))〉SP = e−β σµ |x0−x1| , (4.4)
where σµ is the string tension between color charges in the
irrep µ [116]. It can be verified that the correct normal-
ization from the Haar measure, 〈χµ χµ¯〉SU(Nc) = 1, is repro-
duced at the coincidence limit. As argued in [27], this term
combines with the kinetic energy Ep, to produce a source-
antiquark Hamiltonian (for µ = 3) with confining potential
σr. Quantization of such model would produce the energy
levels ∆ to be used in Eq. (2.7). Here we remain at a semi-
classical level, retaining x and p simultaneously.
The extension of Eq. (4.4) to a larger number of con-
stituents remains a challenging problem. The correct count-
ing of color states is guaranteed but it is not trivial to fulfill
other requirements such as cluster decomposition and ex-
istence of a thermodynamic limit, or effective Lorentz in-
variance restoration. Another issue, which would help as
guidance to construct the model, is that of the degree of
consistency with the hadron resonance gas picture. The
hadron resonance gas picture has been shown to be consis-
tent with strong coupling QCD at leading orders [26], but
this picture might fail at a higher orders. This can happen
if a conflict arises between statistics of identical particles
for quarks and for hadrons, with four or more constituents.
Within the Polyakov constituent model we find that the cor-
relations of the local Polyakov loop variables can be chosen
as to reproduce the form of a hadron gas if a single meson
or a single baryon is involved, but obstructions are likely
to arise in more general situations. We will analyze this
important issue elsewhere.
In order to bypass these difficulties, we observe that, ac-
cording to Eq. (4.4), Polyakov loop variables are uncorre-
lated if they are sufficiently separated and tend to full cor-
relation when they are close to each other. (This is not in
contradiction with our previous assumption that Ω(x) is a
completely random variable in the absence of quarks: two
very close variables would move together, but still at ran-
dom on SU(Nc).) In view of this, we assume a simple model
[40, 41] in which the space is divided in (confinement) do-
mains. Polyakov loop variables in the same domain take
identical values and are distributed according to the Haar
measure of SU(Nc) (in the absence of dynamical quarks or
gluons). Variables in different domains are fully uncorre-
lated. From Eq. (4.4) it follows that the typical size of the
domain, Vσ , depends on the temperature, being larger as
the temperature increases. Eq. (4.4) suggests Vσ scaling as
T 3/σ3 (taking for σ that of the fundamental irrep), but we
keep this quantity as a parameter.
Under the previous assumption, a color source in one do-
main cannot be screened by quarks in a different domain,
each domain becomes independent and contains a single
Polyakov loop variable. This allows us to immediately write
down the function similar to ZQCD(Ω,T ) for the constituent
quark model,
ZPCM(Ω,T ) = e−βVσ (Lq+Lg). (4.5)
Lq is the Lagrangian density corresponding to Sq (i.e., Sq
removing
∫
d3x and adding a factor T ). This Lagrangian
would depend on x (a point in the domain) only through Ω,
which is now an external parameter. SP is no longer present
since its non trivial effect in forming the domains has already
been used. Thus ZPCM(Ω,T ) represents the unnormalized
probability density distribution of the Polyakov loop variable
(relative to the Haar measure) in the Polyakov constituent
model.
In eq. (4.5) we have also included a dynamical gluon La-
grangian (not present in the previous version of Eq. (4.2))
similar to that of the quarks [89, 90],
Lg(x) = 2T
∫ d3 p
(2pi)3
TrA
(
log
(
1−Ω(x)e−β wp))
= 2T
∫ d3 p
(2pi)3
χ8
(
log
(
1−Ω(x)e−β wp)). (4.6)
where TrA is the trace in the Adjoint representation and
we have used the identity TrAF(Ω) = χ8[F(Ω)]. Here
wp =
√
p2 +M2g , where Mg represents a constituent gluon
mass. (We still assume two polarizations for massive gluons
although other degeneracies could be implemented as well.)
The former version, without gluons, is recovered by taking
the infinitely heavy gluon limit. Likewise, the corresponding
model for gluodynamics is recovered by setting N f = 0 or
the infinitely heavy quark limit. The adjoint trace of the
logarithm can be expressed in terms of the characters of Ω
[83] using Eq. (3.29) (see also [91]).
C. Expansions in the number of constituents
At low temperatures quark and gluon states have a Boltz-
mann suppression and hence we can reorganize the low tem-
perature expansion as an expansion in the number of con-
stituents. According to the model specified by the quark
and gluon actions given by Eq. (4.3) and Eq. (4.6) we must
expand in powers of Ω.
The formal similarities between the Polyakov constituent
model in Eq. (4.5) and the independent parton model in Eqs.
(3.14) and (3.15) are obvious. Therefore, the machinery
developed in Sec. III E applies here in a very direct way.
In this section we carry out the calculation using the group
integration method.
To be more specific, let us introduce the function
J(M,T ) :=
∫ d3 p
(2pi)3
e−β
√
M2+p2 =
T M2
2pi2
K2(β M), (4.7)
K2(x) being the modified Bessel function. Its low tempera-
ture behavior is given by
J(M,T )≈
(
MT
2pi
)3/2
e−β M (T ≪M), (4.8)
whereas in the massless limit
J(0,T ) = T
3
pi2
. (4.9)
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It follows that the role played by zg of Sec. III E would cor-
respond to 2Vσ J(Mg,T ) here, whereas zq would correspond
to 2N fVσ J(Mq,T ). Under these identifications, the effec-
tive degeneracy of states is γα = 2Vσ J(Mg,T )/e−Mg/T and
γα = 2N f Vσ J(Mq,T )/e−Mq/T for gluons and quarks respec-
tively, cf. Eq (3.17). However, this result for the degenera-
cies corresponds to a semiclassical estimate, as a continuum
of states is assumed. Such description is not expected to
be reliable for the lowest states. In fact it leads to effective
degeneracies in the range 0 < γα < 1 which produce neg-
ative values for the Polyakov loop at very low T in some
representations, e.g., ˜L6. In order to correct this problem,
it is standard in the semiclassical method to amend the de-
generacies in the form γα → γα + c, for suitable c, usually
c = 1 or 2. Under this prescription, the identification of the
zq and zg functions within the Polyakov constituent quark
model becomes [117]
zq(T ) = zq¯(T ) = 2N f Vσ J(Mq,T )+ ce−Mq/T ,
zg(T ) = 2Vσ J(Mg,T )+ ce−Mg/T . (4.10)
These are the expressions to be applied in Eq. (3.18). We
will consider from now on the value c = 1. This value is
sufficient to solve the problem for most representations con-
sidered.
Making use of these prescriptions, ZPCM(Ω,T ) can be
computed to all orders in the number of constituents.
In Figs. 1 and 2 we consider two different temperatures,
T = 70MeV and T = 300MeV, corresponding to the con-
fined and the deconfined phases. At low temperatures the
distribution tends to be uniformly distributed (note in Fig. 1
the small range in the z-axis), while at high temperatures it
tends to concentrate at Ω = 1. (Note that Fig. 2 displays
the logarithm of Z.)
The behavior of Z(Ω,T ) at high temperatures follows
from Fig. 3 where the ratio logZ(Ω,T ) over T 6 is displayed.
The existence of a limiting profile implies that all the func-
tions Zµ(T ) grow exponentially as exp(κT 6). As discussed
below for the bag model, a state-independent cavity of vol-
ume V yields a behavior exp(κVT 3). The power T 6 is a
consequence of the modeling Vσ ∼ T 3 and mimics, in the
constituent model, the Hagedorn behavior displayed by the
MIT bag.
In what follows we present analytic results for the
Polyakov loop based on expansions in the number of con-
stituents. These are obtained following the method already
explained for Eq. (3.31). We consider the two types of esti-
mates for 〈χµ(Ω)〉 discussed at the end of Sec. II A, namely,
˜Lµ(T ) =
Zµ(T )
Z1(T )
, Lµ(T ) = Zµ,irred(T ). (4.11)
In the first expression the partition functions contain all
types of color configurations (reducible and irreducible). In
the second one only irreducible configurations are retained.
For the singlet partition function (i.e., the partition func-
tion in the absence of any colored source) one obtains
Z1 = 1+
1
2
(
G21 +G2 + 2Q1 ¯Q1
)
+
1
6
(
2G31 + 4G3 + 6G1Q1 ¯Q1 +Q31 + 3Q1Q2 + 2Q3 + ¯Q31 + 3 ¯Q1 ¯Q2 + 2 ¯Q3
)
+
1
6
(
2G41 + 3G22− 2G3G1 + 3G4 + 3(3G21+G2)Q1 ¯Q1 + 2G1(Q31−Q3 + ¯Q31− ¯Q3)
+3Q21 ¯Q21 + 3Q2 ¯Q2
)
+O(c5). (4.12)
Here we have defined
Qn(T ) = 2N f Vσ J(Mq,T/n)+ ce−nMq/T , (4.13)
Gn(T ) = 2Vσ J(Mg,T/n)+ ce−nMg/T , (4.14)
for quarks and gluons respectively, and we choose c = 1.
The quantity ¯Qn is numerically identical to Qn but we dis-
tinguish both quantities in order to display the content of
each term in the constituents: each factor Qn, ¯Qn or Gn
count as n quarks, antiquarks or gluons, respectively. So for
instance, a term G1G2Q3 ¯Q21 has a content g3q3q¯2.
If Qn, ¯Qn and Gn are replaced, respectively, by γqqn, γq¯q¯n,
and γggn, in Z1, the formulas for the singlet labeled as “To-
tal” in Table III are reproduced. A similar statement holds
for any irrep.
For the irreps of lowest order the expansions produce
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FIG. 1: The function Z(Ω,T ) on the plane (ϕ3,ϕ8), for T = 70MeV.
We have used N f = 2, considered as constituent quark and gluon
masses Mq = 300MeV and Mg = 664MeV respectively, and the vol-
ume rule Vσ = 8piT 3/σ3 with σ = (425MeV)2.
FIG. 2: The function logZ(Ω,T) on the plane (ϕ3,ϕ8), for N f = 2
and T = 300MeV. See Fig. 1 for other details.
˜L3 = ¯Q1
+
1
2
(
2G1 ¯Q1 +Q21 +Q2
)
+G1
(
G1 ¯Q1 +Q21
)
+
1
24
(
4(5G31− 3G1G2− 2G3) ¯Q1 + 6G21
(
5Q21−Q2
)− 6G2(Q21−Q2)
−4(Q31 + 3Q1Q2 + 2Q3) ¯Q1− ¯Q41− 6 ¯Q2 ¯Q21− 8 ¯Q1 ¯Q3− 3 ¯Q22− 6 ¯Q4
)
+O(c5), (4.15)
19
-4 -2 0 2 4
-5000
0
5000
10 000
15 000
j3
lo
gH
Z
HW
,
T
LL

T
6
@G
eV
-
6 D
FIG. 3: Plots of (logZ(Ω,T ))/T 6 as a function of ϕ3 for ϕ8 = 0, for
N f = 2 and several temperatures: from bottom to top T = 0.3, 1, 2
and 5 GeV.
˜L6 =
1
2
(
2G1Q1 + ¯Q21− ¯Q2
)
+
1
2
(
2G1 ¯Q21 +(3G21−G2)Q1 +
(Q21 +Q2) ¯Q1)
+
1
12
(
6(3G31−G1G2)Q1 + 12G1Q21 ¯Q1 + 18G21 ¯Q21− 6G2 ¯Q2 +Q41− 4Q1Q3 + 3Q22
)
+O(c5), (4.16)
˜L8 = G1
+
(
G21 +Q1 ¯Q1
)
+
1
6
(
5G31− 3G1G2− 2G3 + 12G1Q1 ¯Q1 + 2Q31− 2Q3 + 2 ¯Q31− 2 ¯Q3
)
+
1
6
(
3G21(G21−G2)+ 3(5G21−G2)Q1 ¯Q1
+G1(5Q31− 3Q1Q2− 2Q3 + 5 ¯Q31− 3 ¯Q1 ¯Q2− 2 ¯Q3)
)
+O(c5), (4.17)
˜L10 =
1
2
(
G21−G2
)
+
1
6
(
4G31 + 2G3 + 6G1Q1 ¯Q1 + ¯Q31− 3 ¯Q1 ¯Q2 + 2 ¯Q3
)
+
1
12
(
7G41− 3G22− 4G1G3 + 24G21Q1 ¯Q1 +G1
(
4Q31− 4Q3 + 6 ¯Q31− 6 ¯Q1 ¯Q2
)
+3
(Q21 +Q2)( ¯Q21− ¯Q2))+O(c5), (4.18)
˜L15′ =
1
2
(
G21−G2
)
¯Q1
+
1
24
(
12G1Q1
(
¯Q21− ¯Q2
)
+ 12G21Q21− 12G2Q2 + 24G31 ¯Q1
+ ¯Q41− 6 ¯Q21 ¯Q2 + 8 ¯Q1 ¯Q3 + 3 ¯Q22− 6 ¯Q4
)
+O(c5), (4.19)
˜L15 = G1 ¯Q1
+
1
2
(
4G21 ¯Q1 + 2G1Q21 +Q1( ¯Q21− ¯Q2)
)
+
1
24
(
12(5G31−G1G2) ¯Q1 + 6G21(9Q21−Q2)− 6G2(Q21−Q2)
+12G1Q1(3 ¯Q21− ¯Q2)+ 8(Q31−Q3) ¯Q1 + 3 ¯Q41− 6 ¯Q2 ¯Q21− 3 ¯Q22 + 6 ¯Q4
)
+O(c5), (4.20)
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˜L24 =
1
2
G1
(
2G1 ¯Q1 +Q21−Q2
)
+
1
6
(
6G1Q1 ¯Q21 + 12G31 ¯Q1 + 3G21
(
3Q21−Q2
)
+
(Q31− 3Q1Q2 + 2Q3) ¯Q1)+O(c5), (4.21)
˜L27 =
1
2
(
G21 +G2
)
+
(
G1Q1 ¯Q1 +G31
)
+
1
8
(
9G41 + 3G22− 2G4− 2G21G2 + 24G21Q1 ¯Q1
+4G1
(Q31−Q1Q2 + ¯Q31− ¯Q1 ¯Q2)+ 2(Q21−Q2)( ¯Q21− ¯Q2))+O(c5), (4.22)
˜L35 =
1
3
(
G31−G3
)
+
1
8(5G
4
1 + 2G21G2−G22 + 2G4)+G21Q1 ¯Q1 +
1
6G1
(Q31− 3Q1Q2 + 2Q3)+O(c5), (4.23)
˜L42 =
1
2
(
G21 +G2
)
¯Q1
+
1
4
(
2G1
(
G2 ¯Q1 +Q1
(
¯Q21− ¯Q2
))
+ 6G31 ¯Q1 +G21
(
3Q21−Q2
)
+G2
(Q21 +Q2))+O(c5), (4.24)
˜L64 =
1
6
(
G31 + 3G2G1 + 2G3
)
+
1
2
(
G21 +G2
)(
G21 +Q1 ¯Q1
)
+O(c5). (4.25)
For these same irreps, we have worked out the counting of
irreducible color configurations for up to three constituents
(see Table I), and up to four constituents for the fundamen-
tal representation (see Table II). As already noted, up to
three constituents the two estimates coincide and the same
property holds for any single-particle Hamiltonian, i.e.,
Lµ(T ) = ˜Lµ(T )+O(c4). (4.26)
The two estimates Lµ and ˜Lµ differ by terms of O(c5) for
irreps beyond 27, that require at least three constituents to
be screened.
For the fundamental representation, up to four con-
stituents, we find
L3 = ¯Q1
+
1
2
(
2G1 ¯Q1 +Q21 +Q2
)
+G1
(
G1 ¯Q1 +Q21
)
+
1
4
(5G21Q21−G2Q21−G21Q2 +G2Q2)
+
1
6(5G
3
1− 3G1G2− 2G3) ¯Q1 +O(c5), (4.27)
which differs from ˜L3 at O(c4). L3 reproduces the result
quoted in Table III.
We plot in Fig. 4 the Polyakov loop in the fundamen-
tal representation, computed within the two estimates,
cf. Eqs. (4.15) and (4.27). The difference increases with
temperature, but it is rather small <∼ 1% already for temper-
atures close to the phase transition. In this figure it is shown
also the difference between Z3 and L3, for which the values
are noticeably larger. In Fig. 5 we display the Polyakov loop
in several representations ˜Lµ . We have considered in these
plots a phenomenological value for the constituent gluon
mass, Mg = 664MeV, which leads to an exponential sup-
pression at low temperature and it is consistent with strong
coupling models of gluodynamics [90].
We show in Figs. 6 and 7 the same information as in
Fig. 5, but including only quarks and antiquarks in the first
case, and only gluons in the latter. Only those irreps which
lead to positive results are depicted. Exceptionally, the ir-
reps 10 and 24 lead to negative results in the quarks and
antiquarks contribution for T < 123MeV and T < 171MeV
respectively, indicating that the prescription of Eq. (4.10)
with c = 1 is still insufficient in those cases. Note however
that this does not happen in the gluonic terms, and the
combined quark plus gluonic contribution is positive for all
temperatures, c.f. Fig. 5.
It is shown in Figs. 8 and 9 the separate contribution of
configurations with one, two and three constituents in ˜L3
and ˜L8. The convergence of the results is manifest. Fig. 10
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FIG. 4: Difference between ZPCM,3 and LPCM,3 on the one hand, and
between LPCM,3 and ˜LPCM,3 on the other (normalized to LPCM,3) as
a function of T (in MeV), cf. Eqs. (4.15)-(4.27). In this plot we have
included up to four constituents for the solid blue line, and up to three
constituents for the dashed red line. See Fig. 1 for other details.
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FIG. 5: ˜LPCM,µ as a function of T (in MeV), for several irreps. From
top to bottom µ = 3, 8, 6, 15, 27, 10, 24, 42, 64, 15′, and 35. Lines
correspond to the result using the analytical formulas up to four con-
stituents, cf. Eqs. (4.15)-(4.25), while points are the numerical result
to all orders. We include only a few points for irreps other than 3, for
the clarity and appearance of the figure. See Fig. 1 for other details.
displays the behavior of ˜L3 for a wider range of tempera-
tures. The numerical result including all orders in the expan-
sion in the number of constituents tend to the value n3 = 3
at high temperatures. One can see in the figure that the an-
alytical formulas, valid at low temperatures, break down at
T ≈ 250MeV when up to four constituents are included. In
order to compare all the representations, we plot in Fig. 11
the result of ˜Lµ/nµ including all orders in the expansion
in the number of constituents. The value of the Polyakov
loop in the representation µ tends to nµ at high temper-
ature. Note however that higher representations suffer a
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FIG. 6: As Fig. 5 but including only quarks and antiquarks. Irreps
35, 42 and 64 lead to values for the Polyakov loop identically zero.
See text for discussion on other irreps.
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FIG. 7: As Fig. 5 but including only gluons. Irreps 3, 6, 15, 15′, 24
and 42 lead to values for the Polyakov loop identically zero.
stronger “Polyakov cooling” [40]. A consequence of that is
that the inflexion temperature is shifted towards higher val-
ues for representations with increasing dimensionality. The
upward shift of the curves has to do with the higher masses
of the relevant states in higher representations.
V. ESTIMATES BASED ON THE BAG MODEL:
SELECTED CONFIGURATIONS
In order to obtain an overall estimate of the spectrum of
the heavy hadrons in the sum rule Eq. (2.7) we will use a
simplified version of the MIT bag model [92, 93]. We expect
that this approach will provide a picture of the Polyakov loop
in different representations, and in particular, of the scaling
rules at low temperatures. This would be an alternative to
the Casimir scaling assumption, which is justified for tem-
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FIG. 8: ˜LPCM,3 as a function of T (in MeV). Labels 1, 2 and 3 corre-
spond to configurations with one, two and three constituents, respec-
tively. 1+2+3 corresponds to the sum of all the configurations up
to three constituents.
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FIG. 9: As in Fig. 8 for the adjoint representation.
peratures above the crossover to the deconfining regime,
where perturbation theory eventually applies.
Specifically, to obtain the spectrum of ∆ (Eq. (2.7)), we
consider states with zero, one or more quarks, antiquarks
and gluons, occupying the allowed modes in the spherical
cavity, and
∆ = min
R
(
1
R
(∑
α
nα ωα −Z0)+ 4pi3 R
3B
)
+∑
α
nα mα
= TB(∑
α
nαωα −Z0)3/4 +∑
α
nα mα . (5.1)
Here R is the bag radius, Z0 a dimensionless parameter for
the zero point energy, B is the bag constant representing
the QCD vacuum energy density, ω the modes in the spher-
ical cavity and m a mass term for the constituents (quarks,
antiquarks, gluons) which we introduce additively. nα is the
occupation number of the spin-flavor state α.
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FIG. 10: ˜LPCM,3 as a function of T (in MeV). Dashed lines represent
the result using the analytical expansion up to one, two, three and
four constituents, as indicated in the labels. The solid line correspond
to the numerical result to all orders. See fig. 1 for other details.
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FIG. 11: ˜LPCM,µ (normalized to nµ ) as a function of T (in MeV), for
several irreps. From top to bottom, µ = 1, 3, 8, 6, 15, 10, 27, 24, 15′,
42, 35, and 64. The curves are obtained from the numerical result to
all orders in the expansion in the number of constituents. See fig. 1
for other details.
In the MIT bag, the radius is not fixed but selected in each
hadron state by equating internal and external pressures.
This produces the energy scale
TB =
4
3(4piB)
1/4. (5.2)
Note that no center-of-mass corrections are required in ∆,
due to the infinite mass of the source.
In practice we take Z0 = 0, and adopt B = (166MeV)4.
This corresponds to TB = 416.7MeV. We include quarks
with flavors u, d and s, and take m = 0 for u and d quarks,
and also for gluons. For s quarks we take 109MeV, although
the limiting cases ms = 0 (three chiral flavors) and ms = ∞
(two flavors), are also occasionally considered. In those
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limiting cases B, or equivalently TB, is the only scale, so the
calculation can be used directly for other values of B.
The modes in the spherical cavity are classified by the ra-
dial quantum number n = 1,2, . . ., the angular momentum
j = 1/2,3/2, . . . for quarks and antiquarks and j = 1,2, . . .
for gluons, the third component of angular momentum m j,
and the parity label t =±1. This is taken such that the par-
ity is t(−1) j−1/2 for quarks, t(−1) j+1/2 for antiquarks, and
t(−1) j for gluons. The allowed values of ω are determined
by the relations [94, 95]:
0 = j j+1/2(ω)− j j−1/2(ω) (t =+1, q or q¯),
0 = j j+1/2(ω)+ j j−1/2(ω) (t =−1, q or q¯),
0 = j j(ω) (t =+1, gluon),
0 = jj+ 1 j j+1(ω)− j j−1(ω) (t =−1, gluon). (5.3)
(ω > 0, and jℓ is the ℓ-th spherical Bessel function.) For
a given type of particle, the ω ’s depend on the quantum
numbers (n, j, t). The lowest values of ω (i.e., n = 1 and
j = 1/2 or j = 1) for the four types of states in Eq. (5.3)
are 2.043, 3.812, 4.493, and 2.744, respectively.
A MIT bag multiquark investigation, including the sta-
bility properties, was carried out in Ref. [96]. The non-
additivity of the quark model provides a further attraction
for increasing number of quarks.
In general each bag state in the sum Eq. (2.7) is a mul-
tiparticle state composed of quarks, antiquarks and gluons,
qnq q¯nq¯gng , occupying certain bag levels, with color state cou-
pled to the irrep µ¯ . Note that, although the MIT bag is not
strictly an independent particle system, the construction of
Secs. III B, III C, and III D apply equally well in this case.
Numerical results for this section (MIT bag model and few
constituents) are displayed in Appendix C together with the
lowest bag states.
VI. ESTIMATES BASED ON THE BAG MODEL: ALL
CONFIGURATIONS
In this section we address the bag model calculation try-
ing to include all possible sets of constituents. The goal is
to sum up all possible fillings of irreducible type of the bag
levels with constituents coupled to a given color irrep µ¯ .
Although in principle this is an improvement over the previ-
ous section, two problems appear: in this approach it is not
practical to obtain separately the contributions of different
sets of constituents, and more importantly, it is not obvi-
ous how to isolate the irreducible color configurations, i.e.,
the confining ones. So in this approach we have to content
ourselves by obtaining some estimates.
In addition, in the MIT bag, the number of multiparticle
states increases so quickly with the energy that the partition
function diverges beyond a certain Hagedorn temperature
[97], as discussed e.g. in [98]. The Hagedorn temperature,
TH , is lowered (and so more restrictive) as the number of
species in the bag increases. We discuss this effect below.
A. The fixed-radius bag system
If H were the Hamiltonian of non-interacting particles,
it would be immediate to express Z in terms of sums over
single particle states. The MIT bag introduces an attractive
interaction through the rearrangement of the bag radius R,
but its Hamiltonian has a particularly simple form which can
be exploited by transforming it into an independent particle
model looking form. To do so, we introduce an auxiliary
bag system with a cavity of fixed radius R. The numerical
value of R is not relevant since this quantity is eliminated
in the final result for the MIT bag. In addition, we intro-
duce the following two non-interacting Hamiltonians (which
obviously commute with each other)
H ′k =
1
R ∑α ,c ωα a
†
α ,caα ,c, Hm = ∑
α ,c
mα a
†
α ,caα ,c. (6.1)
Here α and c indicate the spin-flavor and color labels and
aα ,c is the corresponding annihilation operator. To distin-
guish them from the MIT bag quantities, in what follows we
use a prime to indicate quantities related to this auxiliary
fixed-radius bag system.
In terms of these auxiliary one-body Hamiltonians, the
Hamiltonian of the MIT bag model (i.e., with relaxation of
R to its most stable value) that reproduces Eq. (5.1), takes
the form
H = TB(RH ′k−Z0)3/4 +Hm. (6.2)
To proceed further let f 3
4
(t) denote the inverse Laplace
transform of e−s
3/4
(see Appendix B for details). This allows
us to write the relation
Z(Ω,T ) =
∫
∞
0
dβ ′ ¯f (β ′,β )Z′(Ω,T ′,T ) , (6.3)
where T ′ = 1/β ′,
¯f (β ′,β ) = e
β ′Z0/R
R(β TB)4/3 f 34
( β ′
R(β TB)4/3
)
, (6.4)
and
Z′(Ω,T ′,T ) = Tr(e−β ′H′k−β Hm U(Ω)). (6.5)
Z′(Ω,T ′,T ) describes the partition function of a non-
interacting system (with two temperatures), namely, that
of a bag of fixed radius R. This systems does not have a
Hagedorn temperature. Of course, this partition function
can also be analyzed in terms of SU(3) irreps (similar to
Eq. (3.10)) to give Z′µ(T ′,T ), and it follows that
Zµ(T ) =
∫
∞
0
dβ ′ ¯f (β ′,β )Z′µ(T ′,T ). (6.6)
The virtue of H ′k and Hm is that they are one-body oper-
ators, leading to a non-interacting system (more precisely,
interacting just with an external potential) and this is not
spoiled by the presence of U(Ω) (which is just equivalent to
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minimal coupling). Thus, using the expressions in terms of
T and T ′ we may profit from the results of section III E in a
rather straightforward manner. In particular, the partition
function of the fixed-radius system fulfills the factorization
property as in Eq. (3.14),
Z′ = Z′qZ
′
q¯Z
′
g , (6.7)
where these partition functions are given now (compare with
Eq. (3.15)) by
logZ′q(Ω,T ′,T ) = ∑
α
q γα χ3
(
log(1+Ωe−β ′ωα/R−β mα )
)
,
logZ′q¯(Ω,T ′,T ) = ∑
α
q¯ γα χ¯3
(
log(1+Ωe−β ′ωα/R−β mα )
)
,
logZ′g(Ω,T ′,T ) = −∑
α
g γα χ8
(
log(1−Ωe−β ′ωα/R−β mα )
)
.
(6.8)
Likewise, the following symmetry properties hold
Z′q¯ = (Z
′
q)
∗, Z′g = (Z
′
g)
∗. (6.9)
Similarly, we can introduce the auxiliary Ω-independent
functions
z′q(T ′,T ) = ∑
α
q γα e−β
′ωα/R−β mα ,
z′g(T
′,T ) = ∑
α
g γα e−β
′ωα/R−β mα , (6.10)
and the relation corresponding to Eq. (3.18) becomes
logZ′q(Ω,T ′,T ) =
∞
∑
n=1
(−1)n+1
n
χ3(Ωn)z′q(T ′/n,T/n),
logZ′g(Ω,T ′,T ) =
∞
∑
n=1
1
n
χ8(Ωn)z′g(T ′/n,T/n). (6.11)
The antifundamental and adjoint characters can be re-
duced to the fundamental one using Eq. (3.19). The anal-
ogous of Eq. (3.21) is then
log ˆZ′q(ω ,T ′,T ) =
∞
∑
n=1
(−1)n+1
n
ωn z′q(T
′/n,T/n),
log ˆZ′g(ω ,T ′,T ) =
∞
∑
n=1
1
n
ωn z′g(T
′/n,T/n). (6.12)
Finally,
logZ′q(Ω,T ′,T ) =
3
∑
i=1
log ˆZ′q(ωi,T ′,T ),
logZ′g(Ω,T ′,T ) =
3
∑
i, j=1
log ˆZ′g(ωiω∗j ,T ′,T )− log ˆZ′g(1,T ′,T ) .
(6.13)
Before going any further, let us give more details on the
functions z′q and z′g. If we assume N f massless flavors, and
N′f degenerated flavors with mass ms, as well as massless
gluons, we can write
z′q(T
′,T ) = (N f +N′f e−β ms)∑
α
q γα e−β
′ωα/R,
z′g(T
′,T ) = ∑
α
g γα e−β
′ωα/R. (6.14)
Here ∑qα no longer includes flavor. For both, quarks and
gluons, α = (n, j, t) and γα = 2 j + 1. So numerically, we
need to compute functions of a single variable T ′.
The sums over levels are not finite. To deal with this
problem, say for gluons, we separate the level sums as
z′g(T ′)= ( ∑
ωα<ωmax
+ ∑
ωα≥ωmax
)γα e−β
′ωα/R := z′<(T ′)+z′>(T ′).
(6.15)
The finite sum z′<(T ′) is done numerically. On the other
hand, z′>(T ′) is approximated using the asymptotic form of
the spectrum. As is very well-known from the black-body
problem, the cumulative number of single-particle states in
a cavity of volume V is N1(E) =VE3/(3pi2) plus terms that
are subdominant for large E. We have included a spin de-
generacy factor of 2 valid for both quarks and gluons. For
our spherical bag of radius R, this gives for the cumulative
number of states and the corresponding density of single-
particle levels in the large E region
N1(E)≈ 49pi R
3E3, ρ1(E)≈ 43pi R
3E2. (6.16)
This allows us to write
z′>(T
′) =
∫ +∞
ωmax/R
dEρ1(E)e−β
′E (6.17)
≈ 43pi R
3T ′
[(ωmax
R
+T ′
)2
+T ′2
]
e−β ′ωmax/R.
This asymptotic expression of z′>(T ′) holds both for quarks
and gluons. In our calculation we have taken ωmax = 100,
although a much smaller value would probably be sufficient.
We have verified that z′q,g(T ′,T ) are not sensitive to this
particular choice of ωmax.
Although certainly possible, it is technically more difficult
to deal with functions of several variables, so in what fol-
lows we consider just N f massless quark flavors and N′f = 0
in Eq. (6.14). The choices N f = 2 (N f = 3) would corre-
spond to taking the limit of a heavy (light) strange quark.
N f = 0 corresponds to gluodynamics. As a consequence, the
dependence on T disappears in the various primed functions.
In addition, R or TB become the only scale, for fixed-radius
bag and MIT bag systems, respectively.
In the fixed bag-radius problem the partition function con-
verges for all temperatures T ′, nevertheless, this function in-
creases rather quickly with the temperature. In Fig. 12 we
display Z′(Ω,T ′) as a function of Ω (in the plane (ϕ3,ϕ8))
for N f = 3 and RT ′ = 0.5. As shown in Eq. (3.10), the
central value Z′(Ω = 1,T ′) is just the full partition func-
tion, adding all irreps. In Fig. 13 we display the logarithm
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FIG. 12: The function Z′(Ω,T ′) on the plane (ϕ3,ϕ8), for N f = 3
and RT ′ = 1/2.
FIG. 13: The function logZ′(Ω,T ′) on the plane (ϕ3,ϕ8), for N f = 3
and RT ′ = 2.
of the same function, this time for RT ′ = 2. The direct
plot of the partition function would look similar to a two-
dimensional Dirac delta distribution centered at Ω= 1 in the
plane (ϕ3,ϕ8), with a certain normalization. This suggests
that in the large-T ′ limit, we would have
Z′(Ω,T ′)∫
dΩ′Z′(Ω′,T ′) =
1
Z′1(T ′)
∑
µ
χ∗µ(Ω)Z′µ(T ′)
∼
T ′→∞
δ (Ω,1) = ∑
µ
nµ χ∗µ(Ω). (6.18)
Therefore, in the large temperature limit
Z′µ(T ′)
Z′1(T ′)
∼ nµ . (6.19)
This conjecture is indeed supported by the numerical re-
sults shown in Fig. 14. The interpretation is that of an
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FIG. 14: Plot of Z′µ(T ′)/(nµ Z′1(T
′)) as a function of RT ′ for several
irreps. From top to bottom, µ = 1, 3, 8, 6, 10, and 64. Note that the
ratio Z′µ/Z′1 is just the estimate ˜L′µ introduced below, in Eq. (6.31).
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FIG. 15: Plots of (logZ′(Ω,T ′))/(RT ′)3 as a function of ϕ3 for
ϕ8 = 0, for N f = 3 and several temperatures: from bottom to top
RT ′ = 0.25,0.5,1,2,5,10. The theoretical large-T ′ limit at the max-
imum is 19(pi/3)3 = 21.82. Remarkably the value of ϕ3 for which
Z′(Ω,T ′)= 1 turns out to be very similar (although not exactly equal)
for all temperatures, namely, ϕ3 = 2.9. For gluons and for quarks a
similar effect takes place at ϕ3 = 2.2 and 2.99, respectively.
equipartition of populations between all available modes, in
the large temperature limit. [118]
The function Z′(Ω,T ′) increases very rapidly with the
temperature and this directly causes the existence of a
Hagedorn temperature for Z(Ω,T ). In order to investigate
whether the same critical temperature exists for the func-
tions Zµ(T ) we need to see the large temperature behavior
of the Z′µ(T ′). To this end, we display in Fig. 15 the ratio
logZ′(Ω,T ′) over (RT ′)3, on the ϕ3 axis (the plot on the ϕ8
axis is qualitatively similar), for several temperatures. The
plot suggests that the ratio tends to a fixed limiting profile
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P(Ω)
P(Ω) = lim
T ′→∞
logZ′(Ω,T ′)
(RT ′)3
. (6.20)
This function has its absolute maximum at Ω = 1. (Obvi-
ous modifications apply when N f = 0, due to center sym-
metry.) The existence and shape of the limiting function
P(Ω) implies that the height of Z′(Ω,T ′) increases expo-
nentially as exp(κ(RT ′)3) (with κ = P(1)) while its width
in the Ω plane decreases as a power, 1/(RT ′)3/2. There-
fore the integral Z′1(T
′), as well as all other Z′µ(T ′), grow
exponentially at a common rate exp(κ(RT ′)3). As a conse-
quence the Hagedorn temperature is common to all irreps.
The argument also shows that the total number of active
irreps at a temperature T ′ grows at a rate (RT ′)3.
B. Hagedorn temperature
The existence of a critical temperature, TH , in the MIT
bag was noted very early [92]. In order to determine the
value of TH , we first obtain the asymptotic form of Z′(T ′)
at large temperatures. This can be done by using the
asymptotic form of the single-particle level density ρ1(E)
in Eq. (6.16). This yields z′g(T ′) ∼ (8/3pi)(RT ′)3 for glu-
ons, with an extra factor N f for quarks. These expressions
can be inserted in Eq. (6.12) (here it enters the Riemann
ζ function) and then in Eq. (6.13) for Ω = 1. Adding the
contributions from quarks, antiquarks and gluons, this fi-
nally produces
logZ′(T ′)∼ κ R3T ′3,
κ =
pi3
135(7NcN f + 4(N
2
c − 1)), (6.21)
where Nc = 3 is the number of colors. For N f = 3, this value
of κ reproduces the large-T ′ limit at the maximum in Fig.
15. Of course, the asymptotic form in Eq. (6.21) is nothing
else than the well-known result for the partition function of
a gas of free massless particles in a volume V = (4pi/3)R3,
and we have just checked the consistency of our formulas.
The parameter κ controls the Hagedorn temperature. Let
ρ ′(E ′) denote the multiparticle density of energy levels in
the fixed-radius bag system,
Z′(T ′) =
∫
∞
0
dE ′ρ ′(E ′)e−β ′E ′ . (6.22)
The behavior in the asymptotic regime of large energies
and temperatures can be obtained by using a saddle point
approximation in the integral together with Eq. (6.21). This
gives, for the cumulative number of states,
N′(E ′)∼ e 43 (3κ)1/4(RE ′)3/4 . (6.23)
The MIT bag and fixed-radius bag Hamiltonians are func-
tionally related, namely, H = TB(RH ′k)
3/4. The same func-
tional relation follows for the eigenvalues, E = TB(RE ′)3/4,
while degeneracies are unchanged. It follows that the cu-
mulative number of states transforms as a scalar quantity,
N(E) = N′(E ′). This immediately implies
N(E)∼ eE/TH , TH = 34
TB
(3κ)1/4
=
(
4piB
3κ
)1/4
. (6.24)
This coincides with standard result [98]. Here we see that
the effective attraction between constituents, leading to re-
arrangement of the radius of the bag, produces a slide in the
multi-particle spectrum. Higher states are brought down in
such a way that N′(E ′) goes into N(E).
Similar relations hold when Ω is present. As for the par-
tition function, one can introduce the cumulative number
of states and density of levels,
N(Ω,E) = Tr(Θ(E−H)U(Ω)),
ρ(Ω,E) = Tr(δ (E−H)U(Ω)), (6.25)
and analogously for the primed system. Likewise, the scalar
transformation property still holds in the presence of Ω,
N(Ω,E) = N′(Ω,E ′). (6.26)
As discussed previously, the Z′µ(T ′) all grow exponentially
with a common rate eκ(RT
′)3 , and this implies a common
limiting temperature equal to TH for all the Zµ(T ). The
situation for Z(Ω,T ) is slightly different. Z′(Ω,T ′) grows at
an Ω-dependent rate eP(Ω)(RT ′)3 , so in this case we expect
also an Ω-dependent critical temperature
Tc(Ω) = (κ/P(Ω))1/4TH ≥ TH . (6.27)
This critical temperature coincides with TH when Ω is the
identity element and increases as Ω departs from it.
In order to obtain the partition function Z(Ω,T ) itself,
we have to apply Eq. (6.3). The small-t asymptotic form of
f 3
4
(t), Eq. (B4), implies the following large-T ′ behavior
¯f (β ′,β )∼ 1
R
(
T
TB
)4/3
e
− 13 (RT ′)3
(
3
4
TB
T
)4
. (6.28)
From the asymptotic form of Z′(Ω,T ′) it follows that the β ′
integral in Eq. (6.3) diverges at small β ′ when T ≥ Tc(Ω),
as expected.
For N f = 3 (our preferred case) TH = 0.2637TB, so we
cannot consider temperatures larger that this in the calcu-
lation of Zµ(T ). The form of Z(Ω,T ) at T = 0.25TB, for
N f = 3 is displayed in Fig. 16.
Before ending this section, we briefly mention the large
temperature behavior of the quark constituent model. The
asymptotic forms discussed for the fixed-radius bag also
apply for the quark constituent model by changing V =
(4pi/3)R3 to V = Vσ . E.g. N1(E) ∼ Vσ E3/(3pi2) at large
energies (and this is consistent with the form of J(0,T ) in
Eq. (4.9)). Consequently, at large temperatures
logZPCM(1,T )∼ 34pi κVσT
3, (6.29)
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FIG. 16: The function Z(Ω,T) on the ϕ3 axis, for N f = 3 and for
several temperatures. From bottom to top, T/TB = 0.15625, 0.1875,
0.21875, 0.25, and 0.28125. The last temperature is above TH and Z
diverges in a neighborhood of ϕ3 = 0.
where κ is that of Eq. (6.21). The full dependence on the
temperature requires to specify how Vσ depends on T . An
increasing function would imply a steeper dependence of
ZPCM on T , as compared to the fixed-radius cavity, and so
effectively to attraction between constituents.
In general it should be expected that the constituent
model behaves as the fixed-radius bag with volume Vσ . This
is specially so for T larger than R−1 and M, since then the
discrete spectrum of the cavity can be approximated by a
continuous semiclassical one and the mass (not present in
the bag) can also be disregarded.
C. Irreducible color configurations
All the previous considerations refer to the partition func-
tions Zµ(T ). These functions include all types of con-
figurations, reducible and irreducible, as defined in Sec.
III C. We can introduce the corresponding irreducible ver-
sion Lµ(T ), which only includes the irreducible color config-
urations. Lµ(T ) is the bag estimate of the Polyakov loop in
the irrep µ , introduced in Eq. (2.8). Using similar construc-
tions to those in Eq. (3.8) and Eq. (3.10), one can define
L(T ) (adding up all SU(3) irreps) and L(Ω,T ). (Note that
those relations are all linear.) Furthermore, we can also con-
sider the fixed-radius bag versions, L′µ(T ′,T ), L′(T ′,T ), and
L′(Ω,T ′,T ). They will fulfill the corresponding versions of
Eqs. (6.3) and (6.6):
L(Ω,T ) =
∫
∞
0
dβ ′ ¯f (β ′,β )L′(Ω,T ′,T ),
Lµ(T ) =
∫
∞
0
dβ ′ ¯f (β ′,β )L′µ(T ′,T ). (6.30)
The isolation of the irreducible configurations to obtain
Lµ(T ) or L′µ(T ′,T ) can be done for each given finite set of
constituents. Unfortunately, we have not devised a method
to do so when all such sets are taken together, i.e., in
the form of a generating functional producing just the ir-
reducible color configurations. In view of that, we take Z
(including all color configurations, irreducible or not) and ˜L
(the ratio Z/Z1) as upper and lower estimates of L.
The estimate of irreducible terms by the ratio Z/Z1 makes
sense (and it is exact to three constituents) only in the non
interacting case, and so in the fixed-radius bag problem. So
we define
˜L′µ(T
′,T ) :=
Z′µ(T ′,T )
Z′1(T ′,T )
, (6.31)
and use it as a lower bound or estimate on the true
L′µ(T ′,T ):
˜L′µ(T ′,T )<∼ L
′
µ(T ′,T )<∼ Z
′
µ(T ′,T ). (6.32)
From ˜L′µ(T ′,T ) we then obtain a lower estimate ˜Lµ(T ) in
the MIT bag by applying Eq. (6.30).
It is noteworthy that the lower estimates become exact in
the low temperature limit: in this limit only the states with
fewest constituents have a chance to get populated.
We do not know how Lµ(T ) behaves as the temperature
increases. However, using Eq. (6.30), setting Z0 = N′f = 0
in the bag parameters as before, it follows that
Lµ(T ) =
∫
∞
0
dβ ′x f 3
4
(xβ ′)L′µ(T ′), x =
(
T
TB
)4/3
.
(6.33)
As T → ∞, x f 3
4
(xβ ′) becomes a normalized Dirac delta at
β ′ = 0, and therefore
lim
T→∞
Lµ(T ) = lim
T ′→∞
L′µ(T
′). (6.34)
As discussed above, the upper estimate Z′µ(T ′,T ) in-
creases exponentially with the temperature, as eκ(RT
′)3 , and
produces a divergence in the upper estimate of Lµ(T ) for
temperatures beyond TH .
On the other hand, from Eq. (6.19) and Fig. 14, the lower
estimate ˜L′µ(T ′,T ) tends to a constant value nµ . Therefore,
Eq. (6.34) implies for the MIT bag
lim
T→∞
˜Lµ(T ) = nµ . (6.35)
This result is remarkable because it indeed coincides with
the exact QCD result: for temperatures above the crossover,
in the perturbative regime, the Polyakov loop tends to the
identity element and so LQCD,µ → nµ [119]. Nevertheless,
there is no sound reason to believe that ˜Lµ(T ) should be
a valid estimate of LQCD,µ(T ) at all temperatures. Cer-
tainly the true Lµ(T ) (irreducible configurations in the MIT
bag) increases without bound with T : even the simplest
configuration Qq¯ (heavy meson in L3) contains an ever in-
creasing set of single particle states that are activated as T
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FIG. 17: ˜Lµ(T ) as a function of T/TB, for several irreps. From top
to bottom µ = 3, 8, 6, 15, 10.
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FIG. 18: As Fig. 17 (in non logarithmic scale) for a wider range
of temperatures. From bottom to top µ = 1, 3, 6, 10, 8, 15. The
asymptotic value is nµ .
grows. What is less clear is whether Lµ(T ) has a Hagedorn
temperature, as Zµ(T ), since to settle that point requires
to estimate the growth of the number of irreducible color
configurations as compared to the total ones. As already
noted, estimates based on the hadron resonance model are
not reliable at temperatures above the QCD crossover.
Finally, in Figs. 17 and 18 we display the behavior of
˜Lµ(T ) for several irreps below the QCD crossover.
VII. POLYAKOV LOOP SCALING IN SINGLE-PARTICLE
MODELS AT LOW TEMPERATURES
At temperatures well below the crossover, the Boltzmann
weight factor becomes determinant in selecting the domi-
nant mechanisms contributing to the expectation value of
the Polyakov loop in each irrep. In principle, this is very
different from a Casimir scaling behavior, based on pertur-
bative estimates, although in both cases higher irreps tend
to be suppressed.
Sources carrying higher representations require a larger
number of constituents for its screening, and this number
gives the leading term in the low temperature scaling. From
Table I, in gluodynamics this counting gives (up to propor-
tionality constants)
L10 ∼ L27 ∼ L28, L35 ∼ L64 ∼ L38. (7.1)
On the other hand, in QCD and assuming gluonic modes to
be heavy, one obtains
L6 ∼ L8 ∼ L23, L10 ∼ L15 ∼ L33, L15′ ∼ L24 ∼ L43.
(7.2)
The previous scalings assume that a purely single-particle
description is appropriate. In the MIT bag the energy is
not strictly additive and deviations take place. Specifically,
in gluodynamics the lightest mode is 1+ with ωg = 2.744.
Due to the symmetry of the gluon wavefunction, the degen-
eracies of µ = 8, 10, 27, 35, and 64 are, respectively, 3, 3,
6, 8, and 10 for the corresponding lightest states. There-
fore, at low temperatures the model produces the following
relations:
log(
1
3 L8)∼ 2
−3/4 log(
1
3L10)∼ 3
−3/4 log(
1
8 L35),
L27 ∼ 2L10, L64 ∼ 45 L35. (7.3)
In QCD, the lightest quark mode is 12
+
, with ωq = 2.043.
For µ = 3 and 6, one and two quark configurations, respec-
tively, are dominant, while the one gluon configurations still
dominates in the 8, so
log( 1
2N f
L3) ∼ 2−3/4 log( 1N f (2N f − 1)L6)
∼ (ωq/ωg)3/4 log(13 L8). (7.4)
Coming back to single-particle models, it is clear from
their derivation, that all the expansions presented in Sec.
IVC for Zµ(T ), ˜Lµ(T ) or Lµ(T ), (Eqs. (4.12), (4.15) to
(4.25), and (4.27)) hold not only for the Polyakov con-
stituent quark model, but also for any model with a one-
body Hamiltonian, where the total energy is additive. This
simply requires to define Qn, ¯Qn and Gn as
Qn(T ) = ¯Qn(T ) = ∑
α
qγα e−nβ εα , Gn(T ) = ∑
α
gγα e−nβ εα ,
(7.5)
where C-symmetry is assumed.
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Incidentally, using these expressions for Qn and Gn, it is
easy to establish the validity of the following inequalities
G21 ≥ G2, 5G31 ≥ 3G1G2 + 2G3, (7.6)
for any spectrum. They are sufficient to show that the
O(c4) term of L3 in Eq. (4.27) is never negative. In fact, by
construction, each configuration ql q¯ngm has a non negative
weight in Lµ(T ) for any irrep, provided Qn, ¯Qn and Gn derive
from a one-body Hamiltonian [120]. As we have noted this
is not the case for the terms in ˜Lµ (see Eq. (3.34)).
The interesting observation is that, in a strict single-
particle model, the functions Qn(T ), ¯Qn(T ) and Gn(T ) for
different values of n are not independent, instead they are
related by
Qn(T ) = Q1(T/n), Gn(T ) = G1(T/n). (7.7)
This means that, in such models, all the 〈χµ(Ω)〉(T ) de-
pend on just two independent functions of T , namely, Q1(T )
and G1(T ). In turn, this implies that the two functions
〈χ3(Ω)〉(T ) and 〈χ8(Ω)〉(T ) fully fix the expectation values
of the Polyakov loop in all other irreps. This holds regard-
less of the concrete form of the spectrum and degeneracies,
as long as the Hamiltonian acts additively for quarks, anti-
quarks and gluons. In gluodynamics, there is a single inde-
pendent function, G1(T ) which is fixed by 〈χ8(Ω)〉(T ). It
should be noted that in an effective model like the Polyakov
constituent quark model there is a further function of T ,
namely, Vσ (T ), since the substitution T → T/n is not ap-
plied in Vσ .
More quantitatively, we can express Lµ(T ) using the aux-
iliary variables L3,n = L3(T/n), and L8,n = L8(T/n). In our
counting L3,n and L8,n are of O(cn). In this way one obtains
relations which are much more detailed than those in Eqs.
(7.1) and (7.2):
L6 =
1
2
(
2L3L8 +L23−L3,2
)− 1
2
(
2L33 +L3L
2
8 +L3L8,2 +L
2
3L8 +L3,2L8
)
+O(c4),
L10 =
1
2
(
L28−L8,2
)
+
1
6
(
L33− 3L3,2L3 + 2L3,3− 2L38 + 2L8,3
)
+O(c4),
L15 = L3L8−
1
2
(
L33 +L3L3,2−L23L8 +L3,2L8
)
+O(c4),
L27 =
1
2
(
L28 +L8,2
)
+O(c4). (7.8)
In these expressions L3 = L3,1 and L8 = L8,1, and also L¯3 =
L3. Results for other irreps are rather immediate to the order
presented here and they are omitted. The same formulas
hold in gluodynamics, setting L3 to zero. On the other
hand, if gluons are neglected, L8 is no longer an independent
function and this function starts at O(c2):
L6 =
1
2
(
L23−L3,2
)
+O(c4),
L8 = L23−
1
3
(
L33 + 3L3,2L3 + 2L3,3
)
+O(c4). (7.9)
In a recent paper [64] a thorough study establishes the
Casimir scaling properties of the Polyakov loop in pure glu-
odynamics and large Nc, above the phase transition, and at
sufficiently large temperatures. That means that L1/dµµ (T )
approaches a µ-independent value at high temperatures.
Here dµ =C2(µ)/C2(3), is the ratio of the two body Casimir
operator for the irrep µ relative to the fundamental one.
One can see from their calculation that sizable deviations
from this scaling behavior take place for lower tempera-
tures. It is interesting to see whether the models studied
in the present work comply to this Casimir scaling depar-
tures. As we have repeatedly stressed, the low temperature
behavior is dominated by the lightest energy gap associated
with the screening of heavy sources, and as such, implement
different scaling rules. For the case considered in [64], and
combining our results in Fig. 19, we generally agree with the
monotonous offset of the Casimir scaling below the phase
transition as the dimension of the representation increases,
for µ = 8, 10, 27, 35, and 64 (albeit with inversions in 8
and 10, and in 27 and 35 in the constituent quark model).
In this regard, it would be interesting to pursue Casimir
scaling violations to temperatures below 0.75Tc, where the
data of Ref. [64] stop. It is remarkable that, even though
Polyakov loops are exponentially suppressed at low temper-
atures, as established here, lattice calculations may provide
a clear signal on the light of Casimir scaling.
VIII. CONCLUSIONS
In the present paper we have extended a hadronic sum
rule for the Polyakov loop developed previously for the fun-
damental representation to higher representations of the
SU(3) gauge group. Quite generally we find that for any
irreducible SU(3) representation µ there is a finite energy
gap ∆µ which corresponds to the lightest state having an
infinitely heavy source transforming according to the irrep µ
screened by a conjugated dynamical charge. This provides
the Boltzmann factor controlling the low temperature expo-
30
10
35
8
27
64
40 60 80 100 120 140 160 180
0.0
0.1
0.2
0.3
0.4
T @MeVD
L
Μ1
d H
T
L
40 60 80 100 120 140 160 180
0.0
0.1
0.2
0.3
0.4
T @MeVD
L
Μ1
d H
T
L
8
10
27
35
64
FIG. 19: L1/dµµ (T ) for the MIT bag model (left panel) and the constituent quark model (right panel). Here dµ =C2(µ)/C2(3), is the ratio of
the two body Casimir operator for the irrep µ = 8,10,27,35,64, relative to the fundamental one. We consider gluodynamics and Nc = 3.
nential suppression of the Polyakov loop. While these gaps
could in principle be computed on the lattice, they can be
compared to existing hadronic physical states to some ap-
proximation. Regardless of whether or not these states can
be extracted from suitable experiments, they provide a basis
for which the completeness of the hadronic spectrum can
be tested.
One can alternatively formulate the problem using the
Polyakov loop itself as a quantum and local dynamical vari-
able and hence define the corresponding partition function
as an integral over Ω which is proportional to the probability
of having a given value of Ω at a given temperature. We
have found a low temperature character expansion which
involves group representations with higher dimensionality.
Within an independent particle model picture the
hadronic sum rule generates scaling properties at low tem-
peratures which offer an alternative to Casimir scaling and
could possibly be tested on the lattice. One good feature of
these models is the correct counting of multiparton states.
We have found that by analyzing the models within a low
temperature expansion an equivalent multipartonic decom-
position of the Fock space arises in terms of the number
of constituents. The clustering of these states into hadrons
turns out to be more tricky, as there is no completely un-
ambiguous way of defining the hadronic partition function.
This has to do with the emergence of globally color singlet
states which are reducible, i.e. clusters that i) are decom-
posable into subclusters which are themselves color singlets,
ii) can be dissociated with an energy much smaller than the
mass of the subclusters, and iii) within the approximation
that these states interact through residual spin-flavor forces,
they factorize in the partition function. From this point of
view, a six quark state such as the deuteron or the weakly
bound X(3872) made as a large cc¯n¯n and a small cc¯ com-
ponent would factorize in the partition function sum. On
the other hand, some states in this category create sharp
resonances which in the standard HRG model are counted
on their own, as suggested by the quantum virial expan-
sion analysis [20, 99]. By using as an example the MIT
bag model, which is free from center of mass corrections
due to heavy source, we find very visible consequences of
considering all states or just irreducible ones. Therefore, we
expect that future lattice calculations may shed some light
on this intriguing issue which already shows up in a low
temperature expansion.
Saturating the sum rule even to moderate temperatures
requires a large number of excited states. This is due to
the lack of mass gaps in the spectrum besides the finite and
large lowest excitation gaps, ∆µ , generating by screening
static color charges in a given irreducible representation, µ .
Thus, even for heavy quarks, relativistic corrections become
important for high excitations. Our model calculations im-
plemented relativistic features.
As we have stressed in this paper it is also crucial to
maintain at any rate the quantum and local character of
the Polyakov loop, as simple-minded mean-field approxima-
tions applied to the Polyakov loop in e.g. a PNJL approach
washes out all information on higher representations.
As we mentioned in the Introduction, the definition of
a hadron as a true or effective elementary degree of free-
dom from a thermodynamic point of view is subtle. In
this regard it is remarkable that lattice calculations for the
trace anomaly are reproduced in the bulk and within uncer-
tainties by the Hadron Resonance Gas model taking PDG
states [22–25]. The partition function actually counts the
total number of states at large temperatures. In a previ-
ous paper [37] we profited from the results found in the
RQM [56, 57]. The extension of these quark model calcula-
tions needed for the saturation of our generalized sum rule
given by Eq. (2.7) beyond the fundamental representation
remains to be done (for a sketch see e.g. [27]). Finally,
calculations for tetraquark and pentaquark excited states
require assumptions about the color structure of interac-
tions which actually correspond to a specific choice on the
interacting forces from the model building point of view.
However, the very existence of a hadronic limit imposes
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non trivial constraints on the microscopic quark and gluon
interactions. We hope the present paper will stimulate fur-
ther developments in setting up a Polyakov spectroscopy
exploiting the partition function character of the Polyakov
loop in different representations.
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Appendix A: Counting of irreducible color configurations
In this section we describe the counting of reducible and
irreducible color configurations. Results up to three con-
stituents are given in Table I, and up to four constituents
for the fundamental representation in Table II.
The total multiplicity (adding the number of irreducible
plus reducible configurations) can be computed straightfor-
wardly when all spin-flavor states are different. Namely, it
suffices to compute the Clebsch-Gordan series of the prod-
uct of nq 3’s, nq¯ ¯3’s, and ng 8’s, and count how many times
each irrep appears there. For instance
8⊗ 8 = 1⊕ 8⊕ 8⊕ 10⊕ ¯10⊕ 27, (A1)
implies that the configuration (0,0,12) (two gluons in dif-
ferent spin-flavor states) can “screen” a singlet source (or
rather form a singlet) in one way, an adjoint source in two
ways, etc. Unfortunately, we do not have such a simple
counting when some spin-flavor labels are repeated, nor to
separate reducible from irreducible configurations.
We recall that a color configuration is reducible when a
non-empty subset of the constituents forms a singlet. This
is different from reducibility under the group (minimal sub-
space). For instance, in the example above the two gluons
screening an adjoint source span a space 8× 8, which is
therefore reducible under the group. However, the color
configurations are themselves irreducible since a non-empty
subset of constituents forming a singlet would make use
of the two gluons, and the adjoint source would not be
screened (or equivalently, screening the source requires at
least one gluon, and the other gluon cannot form a singlet
by itself).
In general, we have a certain number of constituents,
q, q¯, g in various spin-flavor states, α, β , etc, and color
states i, j, etc. To each such constituent we assign an
operator (that can be regarded as a creation operator), qiα ,
q¯α ,i, or giα , j. The operators q and q¯ are fermionic and g is
bosonic. The matrix giα , j (with respect to i j) is traceless.
Let α1, . . . ,αnq be the spin-flavor states of the nq quarks in
the configuration, and similarly β1, . . . ,βnq¯ for antiquarks,
and γ1, . . . ,γng for gluons. This defines a vector space
H = lin
{
qi1α1 · · ·q
inq
αnq q¯β1, j1 · · · q¯βnq¯ , jnq¯ g
k1
γ1,l1 · · ·g
kng
γng ,lng
}
, (A2)
where the spin-flavor labels are fixed and the color labels run
from 1 to 3. H carries a representation of SU(3) which in
general will be reducible
H =
⊕
µ
( tµ⊕
k=1
H
(k)
µ
)
. (A3)
Each H
(k)
µ carries an irrep µ¯ . (Recall that the source is
in the irrep µ and therefore the dynamical particles are
in µ¯ .) The multiplicity tµ is the total shown in Table I
for each irrep µ and for each configuration of constituents
({α1 . . .αnq},{β1 . . .βnq¯},{γ1 . . .γng}).
Instead of working with the nµ -dimensional spaces H
(k)
µ ,
it is preferable to work with one-dimensional spaces by cou-
pling the states of H
(k)
µ to a source in the irrep µ to form
a singlet. In SU(3) an irrep of the type (n,m) = [n+m,m]
can be represented by a color tensor Ωi1,...,inj1,..., jm completely
symmetric in both upper and in lower indices and traceless
(i.e. Ωk,i2,...,ink, j2,..., jm = 0) [81]. The components of Ω
i1,...,in
j1,..., jm are
c-numbers. The abovementioned two-gluon configurations
(0,0,12) screening the adjoint source in two ways corre-
spond to the two combinations
Ωijg
j
α ,kg
kβ ,i, Ωijgkα ,ig
j
β ,k. (A4)
These operators are linearly independent and span a two-
dimensional space. By changing Ω (or by applying group
rotations with fixed Ω) each operator would generate an 8-
dimensional irreducible space. For (0,0,2), i.e. α = β , the
states are no longer linearly independent and the dimen-
sion of the spanned space becomes one (the antisymmetric
combination disappears).
For an arbitrary irrep µ , because of irreducibility, any
choice of Ωi1,...,inj1,..., jm gives equivalent results. The simplest
choice is to take only one component different from zero
(plus those needed to fulfill the constraints of symmetry
and tracelessness).
All operators can be generated by using the appropriate
source Ω, the q, q¯, g operators, and contracting all in-
dices. Besides the Kronecker delta, the only invariant ten-
sor that can be used is the εi jk (or ε i jk). Not all operators
so obtained will be linearly independent. As noted above,
the total dimension of the space is known beforehand when
spin-flavor states are all different, so in this case it is easy
to check when a sufficient number of independent operators
have been accounted for. To go to the case in which some
of the spin-flavor states are equal, it is sufficient to take
these same operators and identify spin-flavor labels there,
and then count the new number of linearly independent op-
erators.
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The basis of operators obtained in this way will contain
both reducible and irreducible color configurations in gen-
eral. To separate and then count the two types of config-
urations the prescription is to identify first the subspace of
reducible ones, the “irreducible” subspace being the orthog-
onal complement.
It is sufficient to consider the case when all spin-flavor
states are different. For a given set (nq,nq¯,ng), the con-
struction of the reducible color configurations of type µ is
recursive. First one considers all µ-configurations with a
smaller number of constituents and then completes the set
by adding all possible non-empty singlet configurations so
that the total number of constituents (nq,nq¯,ng) is attained.
This procedure produces the subspace of reducible configu-
rations.
Not all reducible states so obtained will be linearly inde-
pendent. For instance, for pentaquark configurations of the
type (0,14,0) screening a fundamental source,
(Ωiq¯α ,i)(q¯β , jq¯γ,kq¯δ ,lε jkl), (A5)
one could expect to form four states by screening the source
with either α, β , γ or δ , however, just three of them are lin-
early independent. In the present case the Clebsch-Gordan
series is
¯3⊗ ¯3⊗ ¯3⊗ ¯3 = ¯3⊕ ¯3⊕ ¯3⊕6⊕6⊕ ¯15⊕ ¯15⊕ ¯15⊕ ¯15′, (A6)
therefore the three reducible configurations saturate the se-
ries and there are no irreducible states (i.e., (0+3) in Table
II).
For another example, consider the configuration (0,1,12)
with Clebsch-Gordan series
¯3⊗ 8⊗ 8= ¯3⊕ ¯3⊕ ¯3⊕ 6⊕·· · , (A7)
so there are three ways to screen a fundamental source:
Ωiq¯α ,igkβ , jg
j
γ,k, Ω
iq¯α , jgkβ ,ig
j
γ,k, Ω
iq¯α , jg jβ ,kg
k
γ, j, (A8)
the first one is reducible and the two last irreducible and
they all are linearly independent.
Finally, for a less trivial case consider (0,1,13) screening
a fundamental source. The Clebsch-Gordan series produces
ten ¯3. The operators one can write down are of the form
Ωiq¯α ,igkβ , jglγ,kg
j
δ ,l , Ω
iq¯α , jg jβ ,ig
l
γ,kg
k
δ ,l , Ω
iq¯α , jgkβ ,iglγ,kg
j
δ ,l ,
(A9)
plus those obtained by permutation of the gluonic labels.
Operators of the two first types are reducible and span a
space of dimension five (two from the first type and three
more from the second one). The third type produces six
states but only five linearly independent ones, that is, one
combination (the symmetric one) is actually reducible, and
the other five irreducible.
If there are repeated spin-flavor labels, one can apply the
above procedure from scratch or instead use previous results
obtained for the case of different labels. In the latter case
one should be aware that after setting, say β = α, in the
basis obtained for β 6= α some states that were previously
irreducible can become reducible (that is, linear combination
of manifestly reducible ones). So the correct procedure is
again to first identify the reducible space, and then compute
its orthogonal complement.
Appendix B: Further computational details
1. Truncation of infinite sums
To deal with the infinite sums over n in Z′q,g(ω ,T ′,T ),
Eq. (6.12), we simply cut off the sums when the z′’s become
smaller than ε = 10−10.
2. The function f 3
4
(t)
The function f 3
4
(t) is defined by the relation
∫
∞
0
f 3
4
(t)e−st dt = e−s3/4 . (B1)
f 3
4
(t) is a positive normalized unimodal function which van-
ishes (with all its derivatives) at t = 0 and t = ∞.
Use of the Bromwich inversion formula allows to express
f 3
4
(t) as
f 3
4
(t) =
∫
∞
0
dx
pi
cos(tx− cos(pi/8)x3/4)e− sin(pi/8)x3/4 . (B2)
The integrand is oscillating and we find that making the
change of variables x = y4n/3 with n = 1 or 2 improves the
convergence for large and small x. We use the integral in
the range 0.2≤ t ≤ 6. For larger t a fit is used of the form
f 3
4
(t)∼ 0.4663 1
t2
−0.4180 1
t3
+0.8403 1
t4
(t > 6). (B3)
A saddle point approximation in Eq. (B1) allows to obtain
the small t behavior of the former function, namely,
f 3
4
(t) ∼
t→0
e−
1
4 (
3
4 t )
3
. (B4)
On this basis, for small t we use the fit
f 3
4
(t)∼ exp
(
−14
(
3
4 t
)3
(1− 5.401 t2− 10.35 t3+ 24.07 t4)
)
(t < 0.2). (B5)
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3. Clebsch-Gordan series
In order to obtain the expansion in Eq. (3.27) from
Eq. (3.28) one can use the expressions in Eq. (3.29) and
expand in powers of q, q¯ and g. The required Clebsch-
Gordan series can be obtained by using back and forth the
following two sets of equations:
χ1 = 1
χ6 = χ23 − χ∗3
χ8 = χ3χ∗3 − 1
χ10 = −2χ3χ∗3 + χ33 + 1
χ15 = χ23 χ∗3 − χ3− χ∗23
χ15′ = −3χ23 χ∗3 + χ43 + 2χ3 + χ∗23
χ24 = χ3χ∗33 − 2χ23 χ∗3 + 2χ3− χ∗23
χ27 = χ23 χ∗23 − χ33 − χ∗33
χ35 = χ43 χ∗3 − 3χ23 χ∗23 + 4χ3χ∗3 − χ33 + χ∗33 − 1
χ42 = χ33 χ∗23 + χ23 χ∗3 − 2χ3χ∗33 − χ43 − χ3 + 2χ∗23
χ64 = −2χ43 χ∗3 + χ33 χ∗33 + 3χ23 χ∗23 − 2χ3χ∗43 − 5χ3χ∗3
+2χ33 + 2χ∗33 + 1 (B6)
1 = χ1
χ23 = χ∗3 + χ6
χ33 = χ1 + 2χ8+ χ10
χ43 = 3χ3 + 2χ∗6 + 3χ15+ χ15′
χ3χ∗3 = χ1 + χ8
χ23 χ∗3 = 2χ3 + χ∗6 + χ15
χ33 χ∗3 = 3χ∗3 + 3χ6 + 2χ∗15+ χ∗24 (B7)
χ43 χ∗3 = 3χ1 + 8χ8 + 4χ10+ 2χ∗10+ 3χ27 + χ35
χ23 χ∗23 = 2χ1 + 4χ8 + χ10 + χ∗10+ χ27
χ33 χ∗23 = 6χ3 + 5χ∗6 + 6χ15+ χ15′+ 2χ24+ χ42
χ33 χ∗33 = 6χ1 + 17χ8+ 7χ10 + 7χ∗10+ 9χ27+ 2χ35 + 2χ∗35
+χ64
Instead of the identities in Eq. (3.29), one can alternatively
expand Eq. (3.28) in powers of Ω, so that everything is
expressed in terms of χ3(Ωn), χ¯3(Ωn), and χ8(Ωn). The
two latter expressions are reduced to fundamental characters
through
χ
¯3(Ω
n) = χ3(Ω−n), χ8(Ωn) = χ3(Ωn)χ3(Ω−n)− 1. (B8)
This allows to repeatedly apply the SU(3) identity
Ω2 = χ3(Ω)Ω− χ¯3(Ω)+Ω−1, Ω ∈ SU(3), (B9)
as well as its adjoint one. In this way everything is expressed
as a polynomial of the two variables χ3(Ω) and χ∗3 (Ω) and
Eq. (B7) applies.
Still another route is to insert χµ(Ω), express all charac-
ters in terms of eigenvalues of Ω and carry out the integra-
tions by residues.
TABLE IV: Lowest-lying bag one-constituent configurations with
their degeneracies for each irrep. “0+ 0” entries have been omit-
ted. ℓ, s, and g stands for light quark (u,d), strange quark, and gluon.
n j and parity of the constituents are indicated. Irreducible plus re-
ducible degeneracies are displayed.
∆(MeV) config. 1 3 6 8 10 15′ 15 24 27 35 42 64
712.11 ¯ℓ(1 12
−
) 4+0
821.11 s¯(1 12
−
) 2+0
888.49 g(11+) 3+0
998. ¯ℓ(1 32
+
) 8+0
1107. s¯(1 32
+
) 4+0
1136.77 ¯ℓ(1 12
+
) 4+0
1149.85 g(12−) 5+0
1245.77 s¯(1 12
+
) 2+0
1250.26 ¯ℓ(1 52
−
) 12+0
1286.07 g(11−) 3+0
1359.26 s¯(1 52
−
) 6+0
1387.89 g(13+) 7+0
1419.04 ¯ℓ(1 32
−
) 8+0
1475.48 ¯ℓ(2 12
−
) 4+0
1482.28 ¯ℓ(1 72
+
) 16+0
1528.04 s¯(1 32
−
) 4+0
1550.15 g(12+) 5+0
1584.48 s¯(2 12
−
) 2+0
1591.28 s¯(1 72
+
) 8+0
1609.85 g(14−) 9+0
1620.93 g(21+) 3+0
Appendix C: Numerical results for the bag model with selected
configurations
Numerical results for Sec. V are displayed in Figs. 20, 21,
22, 23, 24, 25, 26 and 27. Lowest bag states are displayed
in Tables IV, V and VI.
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FIG. 24: Lµ (T ) as a function of the temperature for several irreps and including up to three constituents. For the singlet, Z1(T )−1 is plotted,
it includes singlet reducible states.
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FIG. 25: As Fig. 24 but including only quarks and antiquarks. Some irreps are not shown because they are too small for the temperature range.
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FIG. 26: As Fig. 24 but using only gluons.
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[109] In what follows, by constituents we mean the dynamical
quarks, antiquarks or gluons forming the heavy hadron. We
do not necessarily mean constituent quarks or gluon in the
technical sense. In the bag model, the constituents are cur-
rent quarks and gluons. Constituent quarks are considered
in Sec. IV.
[110] In general, probability density functions are no coordinate
invariant, due to the Jacobian. LQCD(Ω,T ) is the probabil-
ity relative to the natural Haar measure. So this function is
a scalar defined on SU(Nc). Ambiguities come from renor-
malization choices.
[111] Note that this is not a generic function of the two argu-
ments Ω1 and Ω2. Rather it contains the same information
as the single argument function z(Ω,g) = ∑µ zµ (g)χµ (Ω).
For an Abelian group z(Ω1,Ω2,g) = z(Ω1Ω−12 ,g).
[112] E.g., a configuration (13,22) is one of the type αβγδδεε.
[113] Note that the characters in Eq. (3.15) can be computed in
closed form using the method described below in the next
section (see Eqs. (3.28) and (3.29)), prior to summing
over levels. Such procedure would be less convenient here
because it requires to take the sum anew for each value of
Ω and T .
[114] The name refers to the fact that adding a heavy quark,
these are heavy baryon pentaquark configurations.
[115] For simplicity, we consider mass-degenerate quarks. Also
we leave implicit the detailed model of the quark dynamics
originating constituent masses or the chiral transition, for
instance, a Nambu-Jona–Lasinio model.
[116] Isolated color charges in irreps with trivial triality can be
screened by gluons. In those cases the σµ r form of the
potential refers to distances not so large that string break-
ing is favored. Likewise, at short distances, one has at-
tractive Coulomb terms ∼ −αs/r, which would lead to a
unbounded from below free energy. However, as discussed
in [27], quantization effects are expected to dominate over
the classical behavior regularizing the divergences. As a
result these Coulomb terms will be neglected.
[117] It is important to note here that any replacements T →
T/n, as done e.g. in Eq. (3.18), apply to the explicit T in
J(M,T ) and are not to be taken on a possible temperature
dependence in Vσ .
[118] The discussion always refers to a bag with quarks and an-
tiquarks, in addition to gluons. In a bag with just glu-
ons, i.e. N f = 0, the functions Z′µ (T ′,T ) and Zµ(T ) would
vanish identically for triality non-trivial irreps and in this
case the equipartition would take place on the triality pre-
serving irreps. In the fixed-radius bag there is no phase
transition and so no spontaneous breaking of the center
symmetry. Hadron resonance gas estimates, as considered
in this work, refer always to the confined phase.
[119] Appropriate modifications are to be noted in the case of
gluodynamics, to account for the additional center sym-
metry.
[120] This property needs not strictly apply for the Polyakov
constituent quark model because there the effective de-
generacy is controlled by Vσ and the required inequalities
are not guaranteed if the γα are allowed to be non integer.
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FIG. 27: Cumulative number of states for some irreps.
