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Abstract
We study a model of two polymers confined to a slit with sticky walls. More
precisely, we find and analyse the exact solution of two directed friendly walks in
such a geometry on the square lattice. We compare the infinite slit limit, in which
the length of the polymer (thermodynamic limit) is taken to infinity before the width
of the slit is considered to become large, to the opposite situation where the order of
the limits are swapped, known as the half-plane limit when one polymer is modelled.
In contrast with the single polymer system we find that the half-plane and infinite slit
limits coincide. We understand this result in part due to the tethering of polymers
on both walls of the slit.
We also analyse the entropic force exerted by the polymers on the walls of the
slit. Again the results differ significantly from single polymer models. In a single
polymer system both attractive and repulsive regimes were seen, whereas in our two
walk model only repulsive forces are observed. We do, however, see that the range
of the repulsive force is dependent on the parameter values. This variation can be
explained by the adsorption of the walks on opposite walls of the slit.
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1 Introduction
The adsorption of polymers on a sticky wall, or walls, and more recently the pulling,
or stretching, of a polymer away from a wall has been the subject of continued interest
[1, 2, 3, 4, 5, 6, 7, 8, 9, 10]. This has been in part due to the advent of experimental
techniques able to micro-manipulate single polymers [11, 12, 13] and the connection to
modelling DNA denaturation [14, 15, 16, 17, 18, 19, 20].
When a polymer in a dilute solution of good solvent, so that it is in a swollen state [21],
is then attached to a wall at one end the rest of the polymer drifts away due to entropic
repulsion. It otherwise acts as if it were a free polymer. If the wall has an attractive
contact potential so that it becomes sticky to the monomers the polymer can be made to
stay close to the wall by a sufficiently strong potential or at low enough temperatures. The
second-order phase transition between these two states is the adsorption transition. The
high temperature state is desorbed while the low temperature state is adsorbed. This pure
adsorption transition has been well studied [1, 2, 22, 3, 23] exactly, and numerically, and
has been demonstrated to be second-order.
The situation becomes more complex when a polymer is confined between two sticky
walls. This situation has been studied by various directed and non-directed lattice walk
models [7, 9, 24, 10, 25, 26, 27]. Here the phase diagram of the model can depend on the
mesoscopic size of the polymer relative to the width of the slab/slit and the strengths of
the interactions on both walls. A motivation for studying this type of system is related to
modelling the stabilisation of colloidal dispersions by adsorbed polymers (steric stabilisa-
tion) and the destabilisation when the polymer can adsorb on surfaces of different colloidal
particles (sensitised flocculation). A polymer confined between two parallel plates exerts a
repulsive force on the confining plates because of the loss of configurational entropy unless
the polymer is attracted to both walls when it can exert an effective attractive force at
large distances.
A directed walk model of a polymer confined between two sticky walls was studied by
Brak et al. [7]. Let us now briefly review the findings of that work so as to motivate the
model we study in this paper. In their model the polymers are represented by Dyck paths,
which are directed paths in the plane, taking north-east and south-east steps starting on,
ending on and staying above the horizontal axis. These are classical objects in combina-
torics [28]. The height of these paths is then restricted; this is interpreted as a model of a
polymer confined between two walls that are w lattice units apart, as in Figure 1. It will
be crucial to understand the results to note that the polymer is attached to the bottom
wall at its end. Finally, different Boltzmann weights a and b were added for each visit to
the bottom and top walls respectively. The partition function for these paths is defined as
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Figure 1: A Dyck path confined between two walls spaced w lattice units apart. Each
visit to the bottom wall contributes a Boltzmann weight a and each visit to the top wall
contributes a Boltzmann weight b. For combinatorial reasons we do not weight the first
vertex.
Zsinglen (a, b;w) =
∑
ϕ∈Snw
ama(ϕ)bmb(ϕ) , (1.1)
where Snw is the set of Dyck paths of length n of restricted height with maximum w, ma(ϕ)
the number of vertices on the bottom wall and mb(ϕ) the number of vertices on the top
wall (excluding the leftmost vertex).
A phase transition can only occur when both the thermodynamic limit and the limit
of infinite width (to give a two-dimensional thermodynamic system) are taken. However,
it was explained by Brak et al. [7] that taking the thermodynamic limit n→∞ before or
after taking the width of the slit to infinity is crucially important. If the width, w, of the
system is taken to infinity first then the walk does not see the top wall and a half plane
system is retrieved, since the polymer is tethered to the bottom wall. There is a simple
adsorption transition as a is varied: a second order phase transition occurs when a = 2. On
the other hand, if the thermodynamic limit is taken before the width is taken to infinity
then a different phase diagram ensues dependent on both a and b.
We define the reduced free energy κsingle(a, b;w) for single Dyck paths at fixed finite w as
κsingle(a, b;w) = lim
n→∞
1
n
logZsinglen (a, b;w) (1.2)
and taking the limit w →∞ gives the so-called infinite slit limit:
κsingleinf−slit(a, b) ≡ limw→∞κ
single(a, b;w) = lim
w→∞
lim
n→∞
1
n
logZsinglen (a, b;w) . (1.3)
This limit is different from the half-plane limit
κsinglehalf−plane(a) = limn→∞
lim
w→∞
1
n
logZsinglen (a, b;w) =
log (2) if a ≤ 2log ( a√
a−1
)
if a > 2
, (1.4)
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which is independent of b.
It was shown in [7] that
κsingleinf−slit(a, b) =

log (2) if a, b ≤ 2
log
(
a√
a−1
)
if a > 2 and a > b
log
(
b√
b−1
)
otherwise.
(1.5)
For small a and b the walk is desorbed from both walls, while the large a and b phases
are characterised by the order parameter of the thermodynamic density of visits to the
bottom and top walls respectively. Correspondingly, there are 3 phase transition lines.
The first two are given by b = 2 for 0 ≤ a ≤ 2 and a = 2 for 0 ≤ b ≤ 2. These lines
separate the desorbed phase from the two adsorbed phases and are lines of second order
transitions of the same nature as the one found in the half-plane model. There is also a
first order transition for a = b > 2 where the density of visits to each of the walls jumps
discontinuously on crossing the boundary non-tangentially (see Figure 2 (left)).
For finite widths the effective force between the walls, induced by the polymer, was
defined [7] as
F(a, b;w) = κ(a, b;w)− κ(a, b;w − 1) . (1.6)
For large w it was found that the sign and length scale of the force depended on the values
of a and b and that it was more refined that simply following the phase diagram (see
Figure 2).
The regions of the plane which gave different asymptotic expressions for κ and hence
different phases for the infinite slit clearly also give different force behaviours. For the
square 0 ≤ a, b ≤ 2 the force is repulsive and decays as a power law (ie it is long-ranged)
while outside this square the force decays exponentially and so is short-ranged. This change
coincides with the phase boundary of the infinite slit phase diagram. However, the special
curve ab = a + b is a line of zero force across which the force, while short-ranged on
either side (except at (a, b) = (2, 2)), changes sign. Hence this curve separates regions
where the force is attractive (to the right of the curve) and repulsive to the left of the
curve. The line a = b for a > 2 is also special and, while the force is always short-ranged
and attractive, the range of the force on the line is discontinuous and twice the size on
this line than close by. All these features leads to a force diagram that encapsulates these
features (see Figure 2 (right)). It should be recalled here that the behaviour of the directed
system described above has been shown to be a faithful representation of the more general
undirected self-avoiding walk model [9, 10].
It is not unreasonable to speculate that the inequality of the infinite-slit and half plane
limits, and more generally the resultant force diagram may be dependent on the particular
4
Figure 2: (left) Phase diagram of the infinite strip for a single walk. There are three phases:
desorbed, adsorbed onto the bottom wall (ads bottom) and adsorbed onto the top (ads
top). (right) A diagram of the regions of different types of effective force between the walls
of a slit for a single Dyck path. Short range behaviour refers to exponential decay of the
force with slit width while long range refers to a power law decay. The zero force curve
is given by ab = a + b. On the dashed line there is a singular change of behaviour of the
force.
single walk model chosen where the polymer was tethered to the bottom wall. There is no
natural single walk model with fixed ends that can circumvent this restriction sensibly. One
is therefore led to consider models of multiple walks in a slit where walks can be tethered
to both walls. In fact a related generalisation has already been considered by Alvarez et al.
[26] where they studied a model of self-avoiding polygons confined to a slit. The resulting
force diagram is quite different from the single-walk diagram shown in Figure 2 (left).
In this paper we consider a directed walk model of two polymers confined between
two walls with which the polymers interact, as in the single polymer model described
above. In particular we fully analyse the infinite slit phase diagram and the large width
force behaviour as a function of the interaction parameters. We show there are distinct
differences from the single walk problem.
2 Model
We consider pairs of directed paths of equal length in a width w strip of the square lattice
— namely Z× {0, 1, . . . , w}, taking steps (1,±1). These paths may touch (ie share edges
and vertices) but not cross. We consider those pairs of paths whose initial vertices lie at
at (0, 0) and (0, w).
Let ϕ be such a pair of paths and define |ϕ| to be the length of the paths. If the width of
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Figure 3: Two walks confined between two walls spaced w lattice units apart. Each visit
of the bottom walk to the bottom wall contributes a Boltzmann weight a and each visit of
the top walk to the top wall contributes a Boltzmann weight b. For combinatorial reasons
we do not weight the leftmost vertex of either walk.
the strip, w, is odd then the paths never share vertices and the combinatorics that follows
is more complicated. Because of this we only consider even widths. Note that this implies
that the distance between the endpoints of the paths is always even.
To complete our model let we add the energies −εa and −εb for each visit of the walks
to the bottom and top walls respectively (aside from the leftmost vertex of each walk). The
number of visits of the bottom walk to the bottom walk will be denoted ma(ϕ) while the
number of visits of the top walk to the top wall will be denoted mb(ϕ) — again excluding
the leftmost vertex of each walk. The main model we discuss in the paper is based on
pairs of walks, ϕ , that finish with endpoints together at the same height. Define the
corresponding partition function to be
Zn(a, b;w) =
∑
ϕ
e(εama(ϕ)+εbmb(ϕ))/kBT =
∑
ϕ
ama(ϕ)bmb(ϕ) , (2.1)
where T is the temperature, kB the Boltzmann constant and a = e
εa/kBT and b = eεb/kBT
are the Boltzmann weights associated with visits. The thermodynamic reduced free energy
at finite width is given in the usual fashion as
κ(a, b;w) = lim
n→∞
1
n
log (Zn(w)) . (2.2)
Because the model at finite w is essentially one-dimensional, the free energy is an
analytic function of a and b and no thermodynamic phase transitions occur [29]. As noted
above, the infinite slit limit for the single walk model does display singular behaviour and
so we consider the same limit for this model. The infinite slit free energy for the two walk
model is found analogously by
κinf−slit(a, b) = lim
w→∞
κ(a, b;w) = lim
w→∞
lim
n→∞
1
n
logZn(a, b;w). (2.3)
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Motivated by the single walk problem, we see that the above quantity could be different
when the order of limits is swapped. Since we have defined the model so that walks start on
opposite walls, when the width is taken to infinity before the length, the system separates
into two half-planes. Consequently we refer to this limit as the double half-plane limit and
so define
κdouble−half−plane(a, b) = lim
n→∞
lim
w→∞
1
n
logZn(a, b;w). (2.4)
Since the system separates into two half-planes we have
κdouble−half−plane(a, b) = κ
single
half−plane(a) + κ
single
half−plane(b). (2.5)
Motivated by the single walk model, we consider the effective force applied to the walls
by the polymers
Fn = 1
n
[log(Zn(w))− log(Zn(w − 2))] , (2.6)
with a thermodynamic limit of
F(a, b;w) = κ(a, b;w)− κ(a, b;w − 2). (2.7)
Note that we will consider only systems of even width and hence we had to modify the
single walk definition.
Given that the double half-plane limit is known from the discussion above, we shall
concentrate on the infinite slit limit. In this limit, the free energy does not depend on
where the walks end. It turns out that the combinatorics of the model in which the walks
end together are easier. Accordingly we study the generating function
G(a, b; z) =
∞∑
n=0
Zn(w)z
n. (2.8)
where the partition function now counts only those walks which end together. The radius
of convergence of the generating function zc(a, b;w) is directly related to the free energy
via
κ(a, b;w) = − log (zc(a, b;w)) . (2.9)
3 Functional Equations
Though we are primarily interested in the behaviour of pairs of paths that share their final
vertices, we will need to define the generating function of more general pairs of paths with
no restrictions on their endpoints. Define du(ϕ) to be the distance from the endpoint of
the upper path to the top of the strip. Similarly define d`(ϕ) to be the distance of the
endpoint of the lower path to the bottom of the strip.
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Figure 4: We form the generating function of all pairs of paths that start in both surfaces
and end anywhere according to their length, and distances of the endpoints from the
surfaces. The path depicted contributes z9r1s1 to the generating function.
3.1 Without interactions
Let us first consider the case when a = b = 1. We construct the generating function
F (r, s; z) ≡ F (r, s) =
∑
ϕ∈paths
z|ϕ|rd`(ϕ)sdu(ϕ), (3.1)
where r, s are conjugate to the distances of the endpoints to either boundary and z is
conjugate to length. See Figure 4. In order to construct a functional equation satisfied
by this generating function we also need to define the generating function of those paths
whose final vertices touch.
rwFd(s/r; z) ≡ rwFd(s/r) =
w∑
h=0
shrw−h · [shrw−h] {F (s, r)} (3.2)
where we have used
[
sirk
] {F (s, r)} to denote the coefficient of sirk in the generating
function F (s, r). The generating function G(1, 1; z) = Fd(1; z). Also note that since the
problem is vertically symmetric, we have F (r, s) ≡ F (s, r) and rwFd(s/r) = swFd(r/s).
Further note that
[
sirk
] {F (s, r)} is zero whenever i− k is not even.
One can construct all pairs of paths using a column-by-column construction whose de-
tails we give below. Translating the construction into its action on the generating functions
gives the following functional equation
F (r, s) = 1 + z
(
s+
1
s
)(
r +
1
r
)
· F (r, s)
− z
r
(
s+
1
s
)
· F (0, s)− z
s
(
r +
1
r
)
· F (r, 0) + z
sr
· F (0, 0)
− zsr · swFd(r/s). (3.3)
We now explain each of the terms in this equation. The trivial pair of paths consists of
two isolated vertices at (0, 0) and (0, w). This gives the initial 1 in the right-hand side of
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the above functional equation. Note that to enumerate directed polygons in the strip we
may replace the above with all pairs of vertices lying at the same vertical ordinate; this
would replace 1 with
∑w
k=0 r
ksw−k = (sw+1 − rw+1)/(s− r).
Figure 5: Every pair of paths can be continued by appending directed steps to their
endpoints as shown. While there are at most 4 possible combinations, depending on the
distance from boundaries, some combinations will be forbidden.
See Figure 5. When the endpoints are away from the boundaries, every pair of paths
may be continued by appending directed steps in four different ways. Since each of these
steps either increases or decreases the distance of the endpoint from the boundary the
result is
z
(
s+
1
s
)(
r +
1
r
)
· F (r, s). (3.4)
Figure 6: When the endpoints of the walks are close to the boundaries one must take
care to subtract off the contributions of the configurations that step outside the strip as
depicted here.
See Figure 6. When the endpoints are close to the boundaries or each other, then
appending steps as described above may result in paths that either step outside the strip
or cross each other. If the endpoint of the upper path lies on the boundary then one cannot
append a (1, 1) step to that path. Such configurations are counted by
z
s
(
r +
1
r
)
· [s0]F (r, s) ≡ z
s
(
r +
1
r
)
F (r, 0). (3.5)
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Similarly if the endpoint of the lower path lies on the boundary then one cannot append a
(1,−1) step to that path:
z
r
(
s+
1
s
)
· [r0]F (r, s) ≡ z
r
(
s+
1
s
)
F (0, s). (3.6)
Figure 7: (left) When removing the contributions of paths that step outside the strip, we
over-correct by twice removing those configurations in which both paths step outside the
strip simultaneously. (right) When the endpoints of the paths are close together we must
remove the contribution of paths that cross each other.
We correct the enumeration by subtracting both of these contributions. In so doing we
over-correct by subtracting twice the contribution of paths whose endpoints lie on opposite
boundaries (see Figure 7(left)). Thus we add back in
z
sr
· [s0r0]F (r, s) ≡ z
sr
F (0, 0) (3.7)
Finally, we must also remove the contribution of those paths whose endpoints cross. This
happens when we take a path whose endpoints lie together and attempt to append an
upward step to the lower path and a downward step to the upper path (see Figure 7(right)).
So we must subtract
zsr · rwFd(s/r) ≡ zsr · swFd(r/s), (3.8)
where this equivalence comes from the vertical symmetry of the model without interactions.
3.2 Interacting model
We now add boundary interactions to this model. We weight each pair of paths according
to the number of contacts the upper (lower) path has with the upper (lower) boundary
excluding their leftmost vertices. Recall that a is conjugate to the number of contacts
between the lower path and the boundary and similarly b is conjugate to the number of
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contacts between the upper path and the boundary. Thus our generating functions F and
Fd become functions of a, b in addition to r, s, z; as above we will typically write these as
F (r, s; a, b; z) ≡ F (r, s) and Fd(s/r; a, b; z) ≡ Fd(s/r). (3.9)
Figure 8: Interactions with the boundary are produced when one or both paths steps from
distance one onto the boundary.
We now modify the above construction by noting that a contact between the upper
path and its boundary is created when an upward step is appended to a path lying 1 step
from the boundary (see Figure 8). Thus we add
zb
(
r +
1
r
)[
s1
] {F (r, s)} . (3.10)
However these configurations have already been enumerated with incorrect weight, so we
must also subtract
z
(
r +
1
r
)[
s1
] {F (r, s)} . (3.11)
Thus we arrive at
z(b− 1)
(
r +
1
r
)[
s1
] {F (r, s)} . (3.12)
And similarly, by considering contacts between the lower path and the lower boundary we
obtain
z(a− 1)
(
s+
1
s
)[
r1
] {F (r, s)} . (3.13)
Again we find that these terms over-correct and we must consider those configurations in
which contacts with the upper and lower boundaries are created at the same time.
z(a− 1)(b− 1) [s1r1] {F (r, s)} . (3.14)
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So finally we have the following functional equation for F (r, s; a, b; z) ≡ F (r, s).
F (r, s) =1 + z
(
s+
1
s
)(
r +
1
r
)
· F (r, s)
− z
r
(
s+
1
s
)
· F (0, s)− z
s
(
r +
1
r
)
· F (r, 0) + z
sr
· F (0, 0)− zsr · swFd(r/s)
+ z(b− 1)
(
r +
1
r
)[
s1
] {F (r, s)}+ z(a− 1)(s+ 1
s
)[
r1
] {F (r, s)}
+ z(a− 1)(b− 1) [s1r1] {F (r, s)} . (3.15)
We can now further simplify this equation by rewriting [s1] {F (r, s)} , [r1] {F (r, s)} and
[s1r1] {F (r, s)} in terms of F (r, 0), F (0, s) and F (0, 0).
Extracting the coefficient of s0r0 in the above equation gives
F (0, 0) =1 + z (1 + (b− 1) + (a− 1) + (a− 1)(b− 1)) [s1r1] {F (r, s)}
=1 + zab
[
s1r1
] {F (s, r)} . (3.16)
This has a simple combinatorial interpretation; any path with endpoints ending in each
surface must either be trivial or can be constructed from a shorter path whose endpoints
end a single unit from each boundary.
Similarly, extracting the coefficient of s0 in the above gives
F (r, 0) = 1 + z
(
r +
1
r
)[
s1
] {F (r, s)} − z
r
[
s1r0
] {F (s, r)}
+ z(b− 1)
(
r +
1
r
)[
s1
] {F (r, s)}+ z(a− 1) [r1s1] {F (r, s)}
+ z(a− 1)(b− 1) [s1r1] {F (r, s)}
= 1 + zb
(
r +
1
r
)[
s1
] {F (r, s)}+ zb(a− 1) [s1r1] {F (r, s)} (3.17)
and similarly
F (0, s) = 1 + za
(
r +
1
r
)[
r1
] {F (r, s)}+ za(b− 1) [s1r1] {F (r, s)} . (3.18)
This gives three linear equations and we may solve them to obtain
z
[
s1r1
] {F (r, s)} = F (0, 0)− 1
ab
(3.19)
z
(
s+
1
s
)[
r1
] {F (r, s)} = −1 + F (r, 0) + (b− 1)F (0, 0)
ab
(3.20)
z
(
r +
1
r
)[
s1
] {F (r, s)} = −1− F (0, s) + (a− 1)F (0, 0)
ab
. (3.21)
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Substituting these into the original interactions equation gives us
F (r, s) =
1
ab
+ z
(
s+
1
s
)(
r +
1
r
)
· F (r, s)− zsr · swFd(r/s)
+ A(r, s)F (0, s) +B(r, s)F (r, 0) + C(r, s)F (0, 0), (3.22)
where
A(r, s) = 1− 1
b
− z(r + 1/r)
s
,
B(r, s) = 1− 1
a
− z(s+ 1/s)
r
,
C(r, s) =
z
sr
−
(
1− 1
a
)(
1− 1
b
)
. (3.23)
From this equation we can recover G(a, b; z) = Fd(1; a, b; z). In the following section we
do not solve explicitly for Fd, however we are able to determine its singularities and so its
asymptotic behaviour.
4 Solution of Functional Equations
At this point, we define v = w/2 as is the more natural parameter in what follows. Rather
than solving the full model directly, we first examine the special cases of a = b = 1 and
a = b.
4.1 Without Interactions
We start by collecting the F (r, s) terms in equation (3.3) to get(
1− z
(
s+
1
s
)(
r +
1
r
))
F (r, s) = 1− z
r
(
s+
1
s
)
· F (0, s)
− z
s
(
r +
1
r
)
· F (r, 0) + z
sr
· F (0, 0)− zsr · s2vFd(r/s). (4.1)
The coefficient of F (r, s) is called the kernel K(r, s; z) ≡ K(r, s) and its symmetries
play a key role in the solution
K(r, s) = 1− z
(
s+
1
s
)(
r +
1
r
)
. (4.2)
We use the kernel method which exploits the symmetries of the kernel to remove bound-
ary terms in the functional equation (see [30] for a thorough description of the kernel
method). The kernel is symmetric under the following operations
(r, s) 7→
(
1
r
, s
)
(r, s) 7→
(
r,
1
s
)
(r, s) 7→ (s, r) . (4.3)
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To more be precise, we use the above symmetries to construct the following equations
K(r, s) · F (r, s) = 1− z
s
(
r +
1
r
)
F (r, 0)− z
r
(
s +
1
s
)
F (0, s) +
z
sr
F (0, 0)− zrs2v+1Fd
(r
s
)
(4.4a)
K
(
1
r
, s
)
· F
(
1
r
, s
)
= 1− z
s
(
r +
1
r
)
F
(
1
r
, 0
)
− zr
(
s +
1
s
)
F (0, s) +
zr
s
F (0, 0)− zs
2v+1
r
Fd
(
1
rs
)
(4.4b)
K
(
r,
1
s
)
· F
(
r,
1
s
)
= 1− zs
(
r +
1
r
)
F (r, 0)− z
r
(
s +
1
s
)
F
(
0,
1
s
)
+
zs
r
F (0, 0)− zr
s2v+1
Fd (rs)
(4.4c)
K
(
1
r
,
1
s
)
· F
(
1
r
,
1
s
)
= 1− zs
(
r +
1
r
)
F
(
1
r
, 0
)
− zr
(
s +
1
s
)
F
(
0,
1
s
)
+ zrsF (0, 0)− z
rs2v+1
Fd
(s
r
)
.
(4.4d)
We can eliminate the boundary terms by taking the appropriate alternating sum of the
above equations:
rs · Eqn(4.4a)− s
r
· Eqn(4.4b)− r
s
· Eqn(4.4c) + 1
rs
· Eqn(4.4d). (4.5)
This is similar to the “orbit-sum” discussed in [30, 31].
Since the kernel is the same in all of the above equations we obtain
K(r, s) · (Sum of F ) = (s− 1)(s+ 1)(r − 1)(r + 1)
rs
+
zs2v+2
r2
Fd
(
1
rs
)
+
zr2
s2v+2
Fd (rs)
− zs2v+2r2Fd
(r
s
)
− z
r2s2v+2
Fd
(s
r
)
. (4.6)
The symmetry of Fd described by equation (3.8) comes from the vertical symmetry of
the model; it can be extended to give
zr2v+1sFd
(s
r
)
≡ zrs2v+1Fd
(r
s
)
zr2v+1s2v+1Fd
(
1
rs
)
≡ Fd
(r
s
)
. (4.7)
These relations will then simplify the functional equation further:
K(r, s) · (Sum of F ) = (s− 1)(s+ 1)(r − 1)(r + 1)
rs
+
z (r2v+4 + s2v+4)
s2v+2r2v+2
Fd (rs)− z (r
2v+4s2v+4 + 1)
r2v+2s2
Fd
(r
s
)
. (4.8)
We can now remove the left hand side of the equation by choosing values of r and s
that set the kernel to zero. That is, K(rˆ, sˆ) = 0; this also gives z−1 =
(
sˆ+ 1
sˆ
) (
rˆ + 1
rˆ
)
.
Making this substitution gives
0 =
(sˆ− 1)(sˆ+ 1)(rˆ − 1)(rˆ + 1)
rˆsˆ
+
(rˆ2v+4 + sˆ2v+4)
sˆ2v+1rˆ2v+1 (rˆ2 + 1) (sˆ2 + 1)
Fd (rˆsˆ)
− (rˆ
2v+4sˆ2v+4 + 1)
rˆ2v+1sˆ (rˆ2 + 1) (sˆ2 + 1)
Fd
(
rˆ
sˆ
)
. (4.9)
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By eliminating denominators, we obtain
0 = (sˆ− 1)(sˆ+ 1)(rˆ − 1)(rˆ + 1) (rˆ2 + 1) (sˆ2 + 1) rˆ2vsˆ2v
+
(
rˆ2v+4 + sˆ2v+4
)
Fd (rˆsˆ)− sˆ2v
(
rˆ2v+4sˆ2v+4 + 1
)
Fd
(
rˆ
sˆ
)
. (4.10)
We now apply a similar argument used by Bousquet-Me´lou in [31] to determine the
singularities of Fd. Set rˆ = qsˆ for a root of unity q 6= −1 such that q2v+4 = −1. More
precisely, we choose sˆ as a solution to K(qs, s) = 0. The above equation then reduces to
0 = (sˆ4q4 − 1)(sˆ4 − 1)(sˆq)2vsˆ2v
+ sˆ2v+4
(
q2v+4 + 1
)
Fd
(
qsˆ2
)− sˆ2v (q2v+4sˆ4v+8 + 1)Fd (q) . (4.11)
Since q2v+4 = −1, the second term drops out and we can find an explicit equation for Fd(x)
at the roots of unity q.
Fd(q) =
(sˆ4q4 − 1)(sˆ4 − 1)(sˆq)2v
1− sˆ4v+8 . (4.12)
Since the kernel K(qsˆ, sˆ) is quadratic in sˆ2, this implies symmetric functions in sˆ2 will also
be rational in z. By rewriting Fd(q) as
Fd(q) =
(sˆ2q2 − 1
sˆ2q2
)(sˆ2 − 1
sˆ2
)q2v+2
sˆ−(2v+4) − sˆ2v+4 , (4.13)
we can see that it must also be rational in z. Of course, one can see much more directly that
Fd must be a rational function of z since it can be translated into a problem of counting
paths via a finite transfer matrix (see, for example, Chapter V of [28]).
The construction of Fd(x) ensures that it is a polynomial in x of degree 2v. Thus, we
can obtain the full Fd(x) by using Lagrange polynomial interpolation and the known points
of Fd(q) (we follow the method in [31]). By taking a set of {qk} such that q2v+4k = −1 with
qi 6= −1 for any i and making the substitutions, we get
Fd(x) =
2v∑
j=0
Fd(qj)
∏
0≤m≤2v
m 6=j
x− qm
qj − qm . (4.14)
Note that no term in the product contributes any singularities in z. Thus Fd(x) being
singular implies at least one Fd(qk) is also singular. By equation (4.13), we can see that
Fd(q) will be singular when sˆ (and hence rˆ) is a (4v+ 8)-th root of unity. Combining with
the kernel, a superset of singularities can obtained by various choices of k, j:
zj,k =
1(
rˆ + 1
rˆ
) (
sˆ+ 1
sˆ
) = 1
4 cos
(
pij
2v+4
)
cos
(
pik
2v+4
) . (4.15)
Note that since rˆ = qsˆ with q2v+4 = −1, we do not have j = k in the above and so the
dominant singularity is obtained when j = 1, k = 2 (or vice-versa).
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4.2 With Equal Interactions a = b
For this section, we follow the same argument however the details become more complicated
due to the boundary terms. We start by arranging equation (3.22) to collect all F (r, s)
terms to obtain the equation
K(r, s)F (r, s) =
1
ab
− zsr · s2vFd(r/s)
+ A(r, s)F (0, s) +B(r, s)F (r, 0) + C(r, s)F (0, 0), (4.16)
where
A(r, s) = 1− 1
a
− z(r + 1/r)
s
,
B(r, s) = 1− 1
a
− z(s+ 1/s)
r
,
C(r, s) =
z
sr
−
(
1− 1
a
)2
(4.17)
with the kernel
K(r, s) = 1− z
(
r +
1
r
)(
s+
1
s
)
. (4.18)
Since the kernel is the same as that of the non-interacting case we can use the same symme-
tries and combine the four equations to eliminate the boundary terms F (r, 0), F
(
1
r
, 0
)
, F (0, s)
and F
(
0, 1
s
)
. This results in the following functional equation
K(r, s) · (linear combination of F ) =
rs2v+1(s2 − 1)(r2 − 1)(a− 1)2(r2s2z + r2z − sr + s2z + z)z · F (0, 0)
+ (sza+ r2sza+ r − ra)(rsa− rs− s2za− za)zs4v+3 · Fd
(
1
rs
)
− (rsa− rs− s2za− za)(za+ r2za− rsa+ rs)z · Fd
(s
r
)
+ (sza+ r2sza+ r − ra)(rs2za+ rza+ s− sa)zr3s4v+3 · Fd
(r
s
)
− (za+ r2za− rsa+ rs)(rs2za+ rza+ s− sa)zr3 · Fd (rs)
− rs2v+1z2(s4 − 1)(r4 − 1). (4.19)
Since the wall interaction is symmetric, we can again make use of the vertical symmetry
to eliminate Fd
(
1
rs
)
and Fd
(
s
r
)
and give
K(r, s) · (linear combination of F )
= L(r, s; a) · F (0, 0) +M(r, s; a) · Fd
(r
s
)
+N(r, s; a) · Fd (rs)− rs2v+1z2(s4 − 1)(r4 − 1), (4.20)
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where L(r, s; a),M(r, s; a) and N(r, s; a) are easily computed though complicated functions.
As before, we pick values of r and s that set the kernel to 0. And since K(rˆ, sˆ) = 0 we
can write z = (sˆ + 1/sˆ)−1(rˆ + 1/rˆ)−1 and so eliminate it from the coefficients of the
above equations. After clearing the denominators, we obtain a functional equation with
coefficients α, β and δ (again being easily computed, though complicated, functions)
0 = α(r, s; a) · Fd
(
rˆ
sˆ
)
+ β(r, s; a) · Fd (rˆs) + δ(r, s; a). (4.21)
The coefficient δ is important in what follows, and so we state it explicitly
δ(r, s; a) = r2vs2v(1− r4)(1− s4). (4.22)
Note that if r or s are fourth roots of unity then δ = 0.
Unlike the a = b = 1 case, there is no simple relation between rˆ and sˆ that will give us
an explicit form for Fd(x). However, we can still extract the location of the singularities by
solving when the coefficients α and β are simultaneously 0 with δ 6= 0. Solving α = β = 0,
we get
rˆ2v =
rˆ2(a− 1)− 1
rˆ2(a− 1− rˆ2) sˆ
2v = − sˆ
2(a− 1)− 1
sˆ2(a− 1− sˆ2) (4.23)
or
rˆ2v = − rˆ
2(a− 1)− 1
rˆ2(a− 1− rˆ2) sˆ
2v =
sˆ2(a− 1)− 1
sˆ2(a− 1− sˆ2) . (4.24)
Since the form of rˆ and sˆ is similar, we will concentrate on finding the solutions of
rˆ2v =
rˆ2(a− 1)− 1
rˆ2(a− 1− rˆ2) (4.25)
and from there, deducing solutions for sˆ.
By rearranging the equation, we get
a− 1 = rˆ
v+2 − 1
rˆv+2
rˆv − 1
rˆv
. (4.26)
Since a is a positive real parameter, the right hand side must also be real. The following
theorem tells us that all solutions to this equation must lie either on the unit circle or the
real line.
Theorem 1. The expression
rˆv+2 − 1
rˆv+2
rˆv − 1
rˆv
(4.27)
is real if and only if rˆ ∈ R or if |rˆ| = 1. The equivalent statement holds for sˆ.
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The proof of this statement is given in the appendix and is relatively straightforward
though cumbersome.
We can further refine the above statement when a ≤ 2 and in that case all the solutions
lie on the unit circle. To do this, we use of Theorem 1 from Lal´ın and Smyth [32].
Theorem 2 (from [32]). Let h(z) be a non-zero complex polynomial of degree n having all
its zeros in the closed unit disc |z| ≤ 1. Then for d > n and any λ on the unit circle, the
self inverse polynomial
P (λ)(z) = zd−nh(z) + λznh¯
(
1
z
)
(4.28)
has all its zeros on the unit circle.
By rearranging equation (4.23), we get
0 = rˆ2v+2(a− 1− rˆ2)− (rˆ2(a− 1)− 1) (4.29)
0 = sˆ2v+2(a− 1− sˆ2) + (sˆ2(a− 1)− 1) (4.30)
which is in the form given in the theorem with n = 2, h(z) = (a − 1 − z2) and λ = ±1.
The zeros of h(z) are given by
z = ±√a− 1. (4.31)
Hence, the zeros of h(z) will be inside the closed disc exactly when a ≤ 2 and so we can
apply the theorem.
We note that when rˆ and sˆ lie on the unit circle, the singularities of the generating
function are of a similar form to that given in equation (4.15). However, the angles are not
simple functions of w. In Section 5.4 we give asymptotic expressions for the singularities.
4.3 With Interactions, a, b free
We proceed via the same argument as per the previous sections. We start by arranging
equation (3.22) to collect all F (r, s) terms to obtain the equation
K(r, s)F (r, s) =
1
ab
− zsr · s2vFd(r/s)
+ A(r, s)F (0, s) +B(r, s)F (r, 0) + C(r, s)F (0, 0), (4.32)
where
A(r, s) = 1− 1
b
− z(r + 1/r)
s
,
B(r, s) = 1− 1
a
− z(s+ 1/s)
r
,
C(r, s) =
z
sr
−
(
1− 1
a
)(
1− 1
b
)
(4.33)
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with the same kernel as before.
Again, use the symmetries of the kernel to construct 4 linear equations and then take
linear combinations to eliminate the boundary terms F (r, 0), F
(
1
r
, 0
)
, F (0, s) and F
(
0, 1
s
)
.
This results in the following functional equation
K(r, s) · (linear combination of F )
= rs2v+1(s2 − 1)(r2 − 1)(a− 1)(b− 1)(r2s2z + r2z − sr + s2z + z)z · F (0, 0)
+ (szb+ r2szb+ r − rb)(rsa− rs− s2za− za)zs4v+3 · Fd
(
1
rs
)
− (rsa− rs− s2za− za)(zb+ r2zb− rsb+ rs)z · Fd
(s
r
)
+ (szb+ r2szb+ r − rb)(rs2za+ rza+ s− sa)zr3s4v+3 · Fd
(r
s
)
− (zb+ r2zb− rsb+ rs)(rs2za+ rza+ s− sa)zr3 · Fd (rs)
− rs2v+1z2(s4 − 1)(r4 − 1). (4.34)
Unlike the previous case, the wall interactions are no longer symmetric and hence we
cannot apply the vertical symmetry. However, we can pick values rˆ and sˆ that sets the
kernel K(rˆ, sˆ) = 0 and eliminate z from the equation. Making this substitution, we get
0 = sˆ4v+2(b− 1− sˆ2)(rˆ2(a− 1)− 1) · Fd
(
1
rˆsˆ
)
− (1− sˆ2(b− 1))(rˆ2(a− 1)− 1) · Fd
(
sˆ
rˆ
)
− sˆ4v+2rˆ2(b− 1− sˆ2)(a− 1− rˆ2) · Fd
(
rˆ
sˆ
)
+ rˆ2(sˆ2(b− 1)− 1)(a− 1− rˆ2) · Fd(rˆsˆ)
− sˆ2v(sˆ4 − 1)(rˆ4 − 1). (4.35)
Up to this point, we have omitted the dependence of the parameters a and b in Fd(x)
for convenience. In full detail, Fd(x) ≡ Fd(x; a, b). This will be important in the next step
when we look at the result of mapping a↔ b. For this, we define Gd(x) = Fd(x; b, a).
With a little work we have
Gd(x) = Fd(x; b, a) (4.36)
= x2vFd
(
1
x
; a, b
)
. (4.37)
Swapping a↔ b in equation (4.35), we get
0 = sˆ4v+2(a− 1− sˆ2)(rˆ2(b− 1)− 1) ·Gd
(
1
rˆsˆ
)
− (1− sˆ2(a− 1))(rˆ2(b− 1)− 1) ·Gd
(
sˆ
rˆ
)
− sˆ4v+2rˆ2(a− 1− sˆ2)(b− 1− rˆ2) ·Gd
(
rˆ
sˆ
)
+ rˆ2(sˆ2(a− 1)− 1)(b− 1− rˆ2) ·Gd(rˆsˆ)
− sˆ2v(sˆ4 − 1)(rˆ4 − 1). (4.38)
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Now convert Gd back to Fd using the relation Gd(x) = x
2vFd
(
1
x
)
and clear denominators
to find
0 = rˆ4v+2(sˆ2(a− 1)− 1)(b− 1− rˆ2) · Fd
(
1
rˆsˆ
)
− rˆ4v+2s2(a− 1− sˆ2)(b− 1− rˆ2) · Fd
(
sˆ
rˆ
)
− (sˆ2(a− 1)− 1)(rˆ2(b− 1)− 1) · Fd
(
rˆ
sˆ
)
+ sˆ2(rˆ2(b− 1)− 1)(a− 1− sˆ2) · Fd(rˆsˆ)
− rˆ2v(sˆ4 − 1)(rˆ4 − 1). (4.39)
Combining equations (4.35) and (4.39), we can eliminate one more boundary term (e.g.
Fd
(
1
rˆsˆ
)
) resulting in
0 = α(rˆ, sˆ) · Fd
(
rˆ
sˆ
)
+ β(rˆ, sˆ) · Fd
(
sˆ
rˆ
)
+ γ(rˆ, sˆ) · Fd (rˆsˆ) + δ(rˆ, sˆ). (4.40)
We do not state all of the coefficients α, β, γ (they are easily computed but complicated),
however the coefficient δ will be important in what follows
δ = r2vs2v(1− r4)(1− s4)[(1− b+ r2)(1 + s2 − as2)r2v+2
− (1− b+ s2)(1 + r2 − ar2)s2v+2]. (4.41)
Note that for a, b in this general case, δ = 0 when r, s are fourth roots of unity or r = s.
We follow the same logic as for the previous section. The locations of the singularities
are when the functions α = β = γ = 0 and δ 6= 0. Thus, solving for when α = β = γ = 0
simultaneously gives
r4v+4 =
(r2(b− 1)− 1)(r2(a− 1)− 1)
(b− 1− r2)(a− 1− r2) and s
4v+4 =
(s2(b− 1)− 1)(s2(a− 1)− 1)
(b− 1− s2)(a− 1− s2) .
(4.42)
By rearranging equation (4.42), we get
0 = rˆ4v+4
(
(b− 1− rˆ2)(a− 1− rˆ2))− ((rˆ2(b− 1)− 1)(rˆ2(a− 1)− 1)) (4.43)
0 = sˆ4v+4
(
(b− 1− sˆ2)(a− 1− sˆ2))− ((sˆ2(b− 1)− 1)(sˆ2(a− 1)− 1)) (4.44)
which is in the form given in the Theorem 2 with n = 4, h(z) = (b − 1 − z2)(a − 1 − z2)
and λ = 1. The zeros of h(z) are given by
z = ±√a− 1,±√b− 1. (4.45)
Hence, the zeros of h(z) will be inside the closed disc exactly when a, b ≤ 2. Consequently
when a, b ≤ 2 we know that rˆ, sˆ lie on the unit circle. When a or b > 2 we observe that all
the solutions lie either on the unit circle or the real line.
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5 Exact and asymptotic results
In this section, we will describe the asymptotic and exact results we obtained for each of
the cases. In the case where both a, b ∈ {1, 2} or ab = a+ b, we are able to obtain an exact
solution for the dominant singularity. However, more generally we are only able to obtain
asymptotic results. Note that by a ↔ b symmetry, we need only consider cases where
a ≥ b. This gives 13 different cases (see Figure 9) which we summarise in Section 5.14.
Figure 9: The a − b parameter space contains 13 representative points, depending on
whether a, b = 1, 1 < a, b < 2, a, b = 2, a, b > 2, or if a = b or if a, b lie on along a special
curve ab = a + b. The numbers in this diagram correspond to the cases described in the
text.
In what follows we proceed by solving equation (4.42) for possible values of rˆ, sˆ; we
are able to do this exactly for a small number of cases, but in the majority we must do
so asymptotically. Each pair of rˆ, sˆ may lead to a singularity of the generating function
however only when the auxiliary function δ is non-zero.
5.1 Case (I) : a = b = 1.
This case is the non-interacting case. We can obtain the asymptotic expansion by looking
at equation (4.15) with j = 1, k = 2.
zc =
1
4
+
5
32
pi2
v2
− 5
8
pi2
v3
+O
(
v−4
)
. (5.1)
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5.2 Case (II): a = b = 2.
Simplifying the solutions for rˆ and sˆ in equation (4.23), we get that
rˆ4v =
1
rˆ4
sˆ4v =
1
sˆ4
. (5.2)
This suggests that the solutions for rˆ and sˆ are simple roots of unity. Hence the set of
solutions given by
rˆ ∈
{
exp
[
piij
2v + 2
]}
0≤j≤4v+4
sˆ ∈
{
exp
[
piik
2v + 2
]}
0≤k≤4v+4
(5.3)
is a superset of singularities for rˆ and sˆ.
If we attempt to set both rˆ, sˆ = 1, we do not obtain a valid singularity since δ = 0. To
obtain the dominant singularity, we instead take
rˆ = exp
[
pii
2v + 2
]
sˆ = 1, (5.4)
and with this choice δ 6= 0. Note that by symmetry we could also swap the choices of
rˆ ↔ sˆ. We then have
zc =
1(
rˆ + 1
rˆ
) (
sˆ+ 1
sˆ
) = 1
4 cos
(
pi
2v+2
)
=
1
4
+
1
32
pi2
v2
− 1
16
pi2
v3
+O
(
v−4
)
. (5.5)
5.3 Case (III): a = 2; b = 1.
As per the previous two cases, we find that the particular choice of a and b leads to solutions
that are roots of unity. Equation (4.42) reduces to
rˆ4v = − 1
rˆ6
sˆ4v = − 1
sˆ6
, (5.6)
and so the solutions are given by
rˆ =
{
exp
[
piij
4v + 6
]}
0≤j≤4v+4
j odd
sˆ =
{
exp
[
piik
4v + 6
]}
0≤k≤4v+4
k odd
. (5.7)
To obtain the dominant singularity we take j, k = 1, 3 respectively:
rˆ = exp
[
pii
4v + 6
]
sˆ = exp
[
3pii
4v + 6
]
, (5.8)
and this gives a non-zero δ
δ =
−6pi3
v3
+
27pi3
v4
+
pi3(47pi2 − 1296)
16v5
+O
(
v−6
)
. (5.9)
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The dominant singularity is
zc =
1
4 cos
(
pi
4v+6
)
cos
(
3pi
4v+6
) , (5.10)
and its asymptotic expansion is
zc =
1
4
+
5
64
pi2
v2
− 15
64
pi2
v3
+O
(
v−4
)
. (5.11)
Note that if we tried choosing j, k = 1, 1 then rˆ = sˆ and δ = 0.
5.4 Case (IV): a = b; a < 2.
In Cases (I) and (II), the solutions of rˆ and sˆ are simply roots of unity. Hence we guess
that for this generalised case 1 < a = b < 2, the solutions of rˆ and sˆ will be perturbations
of the roots of unity found in the a = b = 1 case (a similar approach was used in [7]). More
precisely, we look for a solution of the form
rˆ = exp
[
ipi
v + 2
(
c0 +
c1
v
+
c2
v2
+ · · ·
)]
, (5.12)
and similarly for sˆ. We substitute this into equation (4.23) and solve for the unknown
constants. This process yielded
rˆ = exp
[
ipi
v − 2
a−2
(
1− 4a(a− 1)pi
2
3(v(a− 2)− 1)3 +O
(
1
(v(a− 2)− 2)5
))]
(5.13)
which, when substituted into equation (4.23) gives
rˆ2v − rˆ
2(a− 1)− 1
rˆ2(a− 1− rˆ2) =
8ia(a− 1)(a2 + 8a− 8)pi5
15(a− 2)4v5 +O
(
v−6
)
. (5.14)
Repeating this for sˆ leads to
sˆ = exp
[
ipi
2
(
v − 2
a−2
) (1− a(a− 1)pi2
3(−2 + v(a− 2))3 +O
(
1
(−2 + v(a− 2))5
))]
(5.15)
which, when substituted into equation (4.23) gives
sˆ2v +
sˆ2(a− 1)− 1
sˆ2(a− 1− sˆ2) =
ia(a− 1)(a2 + 8a− 8)pi5
60(a− 2)4v5 +O
(
v−6
)
. (5.16)
Note that equation (4.23) is not symmetric under rˆ ↔ sˆ.
This choice of rˆ and sˆ gives a δ value of
δ = rˆ2vsˆ2v(rˆ4 − 1)(sˆ4 − 1) = 8pi
2
v2
+
8ipi2(3api − 4i)
(a− 2)v3 +O
(
v−4
)
(5.17)
which is non-zero. Hence, using solving the kernel equation K(rˆ, sˆ) = 0 for z, we get that
zc =
1
4
+
5
32
pi2
v2
+
5
8
pi2
v3(a− 2) +O
(
v−4
)
. (5.18)
We see that as a→ 1 this agrees with Case (I).
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5.5 Case (V): a = b; a > 2.
In the case a > 2, Theorem 2 does not hold and we expect equation (4.23) to contain extra
solutions along the real axis. By rearranging equation (4.23), we get that
(a− 1− rˆ2)rˆ2v+2 = rˆ2(a− 1)− 1, (5.19)
(a− 1− sˆ2)sˆ2v+2 = −sˆ2(a− 1)− 1. (5.20)
We observe that rˆ =
√
a− 1 will set the left hand side to zero and leave a small
remainder on the right. Hence, we looked at solutions that perturb this square root (again
a similar approach was used in [7]). We proceed as per the previous case and arrive at a
solution of the form
rˆ =
√
a− 1
[
1− a(a− 2)
2(a− 1)2(a− 1)v +O
(
v(a− 1)−2v)] (5.21)
sˆ =
1√
a− 1
[
1 +
a(a− 2)
2(a− 1)2(a− 1)v +O
(
v(a− 1)−2v)] . (5.22)
This choice of rˆ and sˆ will give a non-zero δ which to leading order is
δ = (a− 1)2va2(a− 2)2 +O (v) . (5.23)
Putting this together with the kernel equation K(rˆ, sˆ) = 0 we get
zc =
a− 1
a2
+
(a− 2)2
a2(a− 1)(a− 1)v +O
(
v(a− 1)−2v) . (5.24)
5.6 Case (VI): a < 2; b < 2.
In Cases (I), (II) and (IV), the solutions of rˆ and sˆ are simple perturbations of roots of
unity. Hence we guess that for the case 1 < a, b < 2, the solutions of rˆ and sˆ will be of
a similar nature. Hence we apply a similar method to that used in Case (IV) but now
applied to equation (4.42). This leads us to
rˆ = exp
 pii(
v − a+b−4
(a−2)(b−2)
)
1− 2(ab− a− b)(a2b+ ab2 − 10ab+ 8a+ 8b− 8)pi2
3(a− 2)3(b− 2)3
(
v − a+b−4
(a−2)(b−2)
)3
+O
((
v − a+ b− 4
(a− 2)(b− 2)
)−5)
 ;
(5.25)
which, when substituted into equation (4.42) gives
rˆ4v+4 − (rˆ
2(b− 1)− 1)(rˆ2(a− 1)− 1)
(b− 1− rˆ2)(a− 1− rˆ2) = O
(
1
(a− 2)5(b− 2)5v5
)
. (5.26)
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We remind the reader that in this case if rˆ = sˆ then δ = 0 and so we need the value of sˆ
to be different. Following the same trend as for the previous case, we get that
sˆ = exp
 pii
2
(
v − a+b−4
(a−2)(b−2)
)
1− (ab− a− b)(a2b+ ab2 − 10ab+ 8a+ 8b− 8)pi2
6(a− 2)3(b− 2)3
(
v − a+b−4
(a−2)(b−2)
)3
+O
((
v − a+ b− 4
(a− 2)(b− 2)
)−5)
 ;
(5.27)
which, when substituted into equation (4.42) gives
sˆ4v+4 − (sˆ
2(b− 1)− 1)(sˆ2(a− 1)− 1)
(b− 1− sˆ2)(a− 1− sˆ2) = O
(
1
(a− 2)5(b− 2)5v5
)
. (5.28)
This choice of rˆ and sˆ will give a δ value of
δ = −16pi
2(a− 2)(b− 2)
v2
− 16ipi
2(6abpi − 6bpi − 2bi− 2ai− 9api + 6pi + 8i)
v3
+O
(
v−4
)
(5.29)
which is non-zero. Hence, solving the kernel equation K(rˆ, sˆ) = 0 for z, we get that
zc =
1
4
+
5
32
pi2
v2
+
5
16
pi2(a+ b− 4)
v3(a− 2)(b− 2) +O
(
v−4
)
. (5.30)
Note that equation (5.30) reduces to equation (5.18) when b = a, and reduces to
equation (5.1) when a, b→ 1.
5.7 Case (VII): a > 2; b > 2.
In the case where a or b is greater than 2, we argue as for Case (V) in that we expect
solutions along the real axis as well. Since rˆ and sˆ satisfy the same equation and the
equation is invariant under switching a and b, we can (without loss of generality) look at
the expansion of rˆ in terms of
√
a− 1. We get
rˆ =
√
a− 1
[
1 +
a(ab− a− b)(a− 2)
2(a− 1)3(a− b)(a− 1)2v +O
(
(a− 1)−4v)] . (5.31)
Using the same process, we get that
sˆ =
√
b− 1
[
1 +
b(ab− a− b)(b− 2)
2(b− 1)3(b− a)(b− 1)2v +O
(
(b− 1)−4v)] . (5.32)
We then check that this gives a non-zero value of δ. For simplicity of notation, we let
A = a− 1 and B = b− 1 and through abuse of notation, we obtain
δ = A2vBv
[
A(AB − 1)(A−B)(A2 − 1)(B2 − 1) +O (A−2v)+O (B−v)] . (5.33)
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By making the substitution into K(rˆ, sˆ) = 0, we get that to leading order
zc =
√
a− 1√b− 1
ab
+
(a− 2)2(ab− a− b)√b− 1
2ab(b− a)√a− 1(a− 1)2v+2
+
(b− 2)2(ab− a− b)√a− 1
2ab(a− b)√b− 1(b− 1)2v+2 +O
(
a−4v
)
+O
(
b−4v
)
. (5.34)
Note that the above expression implies that zc is a decreasing function of v. To see this,
consider a > b > 2. The first correction term is now negative (since (b− a) < 0) while the
second correction term is positive. The factor of (a− 1)2v+2 in the denominator of the first
correction term is larger than the corresponding factor of (b − 1)2v+2 in the denominator
of the second term. Hence for large v the first correction term is smaller and negative
than the larger and positive second correction term. Finally as v → ∞ the sum of two
corrections is positive and shrinking to 0.
5.8 Case (VIII): a > 2; b < 2.
The next region we consider is when one parameter is small (< 2) and the other is large
(> 2). Without loss of generality, we can assume that a > 2 and b < 2. We make use of
the solutions obtained in Cases (VI) and (VII) to obtain
rˆ =
√
a− 1
[
1 +
a(ab− a− b)(a− 2)
2(a− 1)3(a− b)(a− 1)2v +O
(
(a− 1)−4v)] (5.35)
and
sˆ = exp
 pii
2
(
v − a+b−4
(a−2)(b−2)
)
1− (ab− a− b)(ab2 + a2b− 10ab+ 8a+ 8b− 8)pi2
6(a− 2)3(b− 2)3
(
v − a+b−4
(a−2)(b−2)
)3
+O
((
v − a+ b− 4
(a− 2)(b− 2)
)−5)
 .
(5.36)
Substituting these choices into δ give the following non-zero form
δ = 2piA2v(AB − 1)(A2 − 1)
[
−i(A− 1)
v
+O(v−2)
]
. (5.37)
We can then extract the growth rate as
zc =
√
a− 1
2a
[
1 +
pi2
8v2
+
pi2(a+ b− 4)
4(a− 2)(b− 2)v3 +O
(
v−4
)]
. (5.38)
Note that as b→ 1 the above expression becomes equation (5.48) in Case (X) below.
We now complete the analysis by looking at the remaining boundary cases.
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5.9 Case (IX): a < 2; b = 1.
In this case, equation (4.42) reduces down to
rˆ4v+6 =
rˆ2(a− 1)− 1
a− 1− rˆ2 sˆ
4v+6 =
sˆ2(a− 1)− 1
a− 1− sˆ2 . (5.39)
Following similar techniques used Section (VI), we can obtain the two primitive roots
of rˆ and sˆ to get
rˆ = exp
[
pii
2
(
v + a−3
a−2
) (1− a(a− 1)pi2
6 (a− 3 + v(a− 2))3 +O
(
1
(a− 3 + v(a− 2))5
))]
(5.40)
and
sˆ = exp
[
pii(
v + a−3
a−2
) (1− 2a(a− 1)pi2
3 (a− 3 + v(a− 2))3 +O
(
1
(a− 3 + v(a− 2))5
))]
. (5.41)
Using these values of rˆ and sˆ, we obtain a non-zero δ value of
δ = −16pi
2(a− 2)
v2
− 16pi
2i(2ia+ 3pia− 6i)
v3
+O
(
v−4
)
. (5.42)
This will yield a dominant singularity of
zc =
1
4
+
5
32
pi2
v2
− 5
16
pi2(a− 3)
(a− 2)v3 +O
(
v−4
)
. (5.43)
As a→ 1 this reduces to equation (5.1).
5.10 Case (X): a > 2; b = 1.
In this case, we have the same equations for rˆ and sˆ as the previous case
rˆ4v+6 =
rˆ2(a− 1)− 1
a− 1− rˆ2 sˆ
4v+6 =
sˆ2(a− 1)− 1
a− 1− sˆ2 . (5.44)
Following methods used in Cases (V) and (VII), we can obtain the singularity of rˆ on the
real line:
rˆ =
√
a− 1
[
1− a(a− 2)
2(a− 1)4(a− 1)v +O
(
v(a− 1)−2v)] (5.45)
while
sˆ = exp
[
pii
2
(
v + a−3
a−2
) (1− a(a− 1)pi2
6 (a− 3 + v(a− 2))3 +O
(
1
(a− 3 + v(a− 2))5
))]
. (5.46)
Using these values of rˆ and sˆ, we obtain a non-zero δ
δ =
2iapi(a− 1)2v+2(a− 2)2
v
+O
(
(a− 1)2v
v2
)
. (5.47)
This yields a dominant singularity as
zc =
√
a− 1
2a
[
1 +
pi2
8v2
− (a− 3)pi
2
4(a− 2)v3 +O
(
v−4
)]
. (5.48)
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5.11 Case (XI): a = 2; b < 2.
This case is very similar to that of Case (IX). equation (4.42) reduces down to
rˆ4v+4 = − rˆ
2(b− 1)− 1
b− 1− rˆ2 sˆ
4v+4 = − sˆ
2(b− 1)− 1
b− 1− sˆ2 . (5.49)
Again we follow the method used in Case (VI), and we find
rˆ = exp
[
pii
4
(
v + b−4
b−2
) (1− b(b− 1)pi2
3 (b− 4 + 2v(b− 2))3 +O
(
1
(b− 4 + 2v(b− 2))5
))]
(5.50)
sˆ = exp
[
3pii
4
(
v + b−4
b−2
) (1− 3b(b− 1)pi2
(b− 4 + 2v(b− 2))3 +O
(
1
(b− 4 + 2v(b− 2))5
))]
. (5.51)
These give a non-zero δ:
δ =
6pi3(b− 2)
v3
− 3ipi
3(3ib+ 6pib− 12i− 4pi)
v4
+O
(
v−5
)
. (5.52)
And so we find the dominant singularity:
zc =
1
4
+
5
64
pi2
v2
− 5
64
pi2(b− 4)
(b− 2)v3 +O
(
v−4
)
. (5.53)
Note that as b→ 1 we recover equation (5.11).
5.12 Case (XII): a > 2; b = 2.
As per Case (XI), we assume that b = 2. This reduces equation (4.42)
sˆ4v+4 = − sˆ
2(a− 1)− 1
a− 1− sˆ2 . (5.54)
Looking at the expansion of sˆ, we get
sˆ = exp
[
pii
2
(
2v − a−4
a−2
) (1− pi2(a− 1)a
3((2a− 4)v + a− 4)3
+O
(
1
((2a− 4)v + a− 4)5
))]
(5.55)
Similarly, the solution for rˆ is given by a simplified version of equation (5.31).
rˆ =
√
a− 1
[
1 +
a(a− 2)
2(a− 1)3(a− 1)2v +O
(
(a− 1)−4v)] . (5.56)
Together these give
δ = (a− 1)2v
[
pia(a− 1)(a− 2)3
v
+O
(
v−2
)]
(5.57)
with the dominant singularity being
zc =
√
a− 1
2a
[
1 +
pi2
32v2
− (a− 4)pi
2
32(a− 2)v3 +O
(
v−4
)]
. (5.58)
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5.13 Case (XIII): ab− a− b = 0.
Looking at Cases (VI), (VII) and (VIII), the factor ab − a − b appears in the asymptotic
expansions, leading us to believe that there may be something of interest along this line.
We note that this polynomial plays an important role in the single-walk version of this
model [7] — along the curve ab = a + b the dominant singularity is independent of the
width of the system. While this is not the case for the two-walk model we consider in this
paper, we are able to compute the dominant singularity exactly along the curve.
equation (4.42) reduces down to
(rˆ2(a− 1)− 1)(a− 1− rˆ2)(rˆ2v+2 − 1)(rˆ2v+2 + 1) = 0, (5.59)
(sˆ2(a− 1)− 1)(a− 1− sˆ2)(sˆ2v+2 − 1)(sˆ2v+2 + 1) = 0. (5.60)
This suggests that the solutions of rˆ or sˆ come in two forms. One is a simple root of
unity and the other is a square root type singularity. Again, the condition δ 6= 0 requires
rˆ 6= sˆ and we obtain the following exact expressions
rˆ =
√
a− 1 (5.61)
sˆ = exp
(
pii
2v + 2
)
. (5.62)
We could equally well have chosen the above with rˆ and sˆ swapped. Using the above values
of rˆ and sˆ, we obtain
δ = (a− 1)2v
[−2ia2(a− 2)3pi
v
+
2(−2i+ ia− pi + pia)pi(a− 2)2a2
v2
+O
(
v−3
)]
. (5.63)
This will yield a dominant singularity of
zc =
√
a− 1
2a cos
(
pi
2v+2
) (5.64)
or asymptotically,
zc =
√
a− 1
2a
[
1 +
pi2
8v2
− pi
2
4v3
+O
(
v−4
)]
. (5.65)
Note that as a→ 2 this reduces to equation (5.5).
5.14 Summary
Here we simply summarise the results of this section and divided them into three tables.
In Table 1 we give the cases in which we are able to find the dominant singularity exactly.
For the remainder of the parameter space we have been unable to find exact expressions
and we present only asymptotic results. These are divided into Tables 2 and 3 according
to whether or not at least one a, b exceeds 2. For comparison we include the asymptotics
of the single-walk model with b = 1 in Table 4.
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Case: a b Dominant Singularity (zc)
(I) = 1 = 1 = 1
4 cos( pi2v+4) cos(
2pi
2v+4)
= 1
4
+ 5
32
pi2
v2
− 5
8
pi2
v3
+O (v−4)
(II) = 2 = 2 = 1
4 cos( pi2v+2)
= 1
4
+ 1
32
pi2
v2
− 1
16
pi2
v3
+O (v−4)
(III) = 2 = 1 = 1
4 cos( pi4v+6) cos(
3pi
4v+6)
= 1
4
+ 5
64
pi2
v2
− 15
64
pi2
v3
+O (v−4)
(XIII) ab = a+ b =
√
a−1
2a cos( pi2v+2)
=
√
a−1
2a
(
1 + pi
2
8v2
− pi2
4v3
+O (v−4)
)
Table 1: The exact value and asymptotic behaviour of the dominant singularity when
a, b ∈ 1, 2 and ab = a+ b. Note that in each case zc decreases with increasing v.
Case: a b Dominant Singularity (zc)
(IV) a = b < 2 = 1
4
+ 5
32
pi2
v2
+ 5
8
pi2
v3(a−2) +O (v
−4)
(VI) < 2 < 2 = 1
4
+ 5
32
pi2
v2
+ 5
16
pi2(a+b−4)
v3(a−2)(b−2) +O (v
−4)
(IX) < 2 = 1 = 1
4
+ 5
32
pi2
v2
− 5
16
pi2(a−3)
v3(a−2) +O (v
−4)
(XI) = 2 < 2 = 1
4
+ 5
64
pi2
v2
− 5
64
pi2(b−4)
v3(b−2) +O (v
−4)
Table 2: The asymptotic behaviour of the dominant singularity when a, b ≤ 2. Again note
that in each case, zc is a decreasing function of v and that zc → 14 as v →∞.
6 Overview and discussion
6.1 Infinite slit phase diagram
Recall that in the single walk case, discussed in the introduction, the order of the limits
polymer length n and slit width w going to infinity matters; it was shown in [7] that
κsinglehalf−plane(a) 6= κsingleinf−slit(a, b). (6.1)
In fact the phase diagram for the single walk in the infinite slit, given in Figure 2(left),
depends on both a and b whereas the half plane limit depends only on a. This can be
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Case: a b Dominant Singularity (zc)
(V) a = b > 2 = a−1
a2
+ (a−2)
2
a2(a−1)(a−1)v +O (v(a− 1)2v)
(VII) > 2 > 2 =
√
a−1√b−1
ab
+ (a−2)
2(ab−a−b)√b−1
2ab(b−a)√a−1(a−1)2v+2 +
(b−2)2(ab−a−b)√a−1
2ab(a−b)√b−1(b−1)2v+2
+O (a−4v) +O (b−4v)
(VIII) > 2 < 2 =
√
a−1
2a
[
1 + 1
8
pi2
v2
+ 1
4
pi2(a+b−4)
(a−2)(b−2)v3 +O (v
−4)
]
(X) > 2 = 1 =
√
a−1
2a
[
1 + 1
8
pi2
v2
− 1
4
pi2(a−3)
(a−2)v3 +O (v
−4)
]
(XII) > 2 = 2 =
√
a−1
2a
[
1 + 1
32
pi2
v2
− 1
32
pi2(a−4)
(a−2)v3 +O (v
−4)
]
Table 3: The asymptotic behaviour of the dominant singularity when at least one of
a, b > 2. Note that zc decreases with increasing v in all cases.
a zc Asymptotic expansion
1 1
2 cos( pi2v+2)
∼ 1
2
+ pi
2
16v2
− pi2
8v3
+O (v−4)
(1, 2) ◦ ∼ 1
2
+ pi
2
16v2
− pi2
8(2−a)v3 +O (v
−4)
2 1
2 cos( pi4v+2)
∼ 1
2
+ pi
2
64v2
− pi2
64v3
+O (v−4)
(2,∞) ◦ ∼
√
a−1
a
(
1 + (a−2)
2
2(a−1)2v+2
)
+O ((a− 1)−4v)
Table 4: The dominant singularity when b = 1 for the single-walk model.
understood by observing that a finite Dyck path must visit the bottom wall as it is fixed
at both ends there so once the width is sent to infinity any finite Dyck path only feels the
bottom wall, while if the length of the Dyck path is first sent to infinity the walk will “see”
both walls for any finite width.
From the calculations in the previous section we see that for the two walk model the
infinite slit free energy is
κinf−slit(a, b) =

log (4) if a, b ≤ 2
log
(
2a√
a−1
)
if a > 2 and b < 2
log
(
2b√
b−1
)
if a < 2 and b > 2
log
(
ab√
a−1√b−1
)
if a ≥ 2 and b ≥ 2.
(6.2)
Hence the phase diagram can be illustrated as in Figure 10.
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Figure 10: Phase diagram of the infinite strip for the two walk model analysed in this
paper. There are four phases: a desorbed phase, a phase where the bottom walk is adsorbed
onto the bottom wall, a phase where the top walk is adsorbed onto the top wall, and a
phase where both walks are adsorbed onto their respective walls.
We observe that
κinf−slit(a, b) = κ
single
half−plane(a) + κ
single
half−plane(b) (6.3)
and recalling equation (2.5) we see that
κinf−slit(a, b) = κdouble−half−plane(a, b). (6.4)
So the free energy for this two walk model does not depend on the order of the limits!
This conclusion depends on the particular model we have chosen where both walks start
on different walls. Had we considered a model where both walks started on the bottom
wall this observation would be different; by taking the width to infinity first, neither walk
would interact with the top wall and the free energy of this system would be that of two
walks in a single half-plane. On the other hand, the infinite slit free energy does not depend
on the end points of the polymer because the length is taken to infinity first.
6.2 Force between the walls
Using the asymptotic expressions for κ found above we obtain the asymptotics for the
force. We have
• For a, b < 2
F ∼ 5pi
2
w3
; (6.5)
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• For a < 2, b = 2
F ∼ 5pi
2
2w3
; (6.6)
• For a < 2, b > 2
F ∼ pi
2
w3
; (6.7)
• For a > 2, b < 2
F ∼ pi
2
w3
; (6.8)
• For a = 2, b < 2
F ∼ 5pi
2
2w3
; (6.9)
• For a = 2, b = 2
F ∼ pi
2
w3
; (6.10)
• For a > 2, b = 2
F ∼ pi
2
4w3
; (6.11)
• For a = 2, b > 2
F ∼ pi
2
4w3
; (6.12)
• For a, b > 2 with a > b
F ∼ (b− 2)
2(ab− a− b) log(b− 1)
2(a− b)(b− 1)3
(
1
b− 1
)w
; (6.13)
• For a, b > 2 with a < b
F ∼ (a− 2)
2(ab− a− b) log(a− 1)
2(b− a)(a− 1)3
(
1
a− 1
)w
; (6.14)
• For b = a > 2
F ∼ (a− 2)
2 log(a− 1)
2(a− 1)2
(
1
a− 1
)w/2
. (6.15)
For any a, b the force is positive and so is repulsive. This is in contrast to the single walk
case where there is a region of attractive forces. The regions of the plane which gave
different asymptotic expressions for κ and hence different phases for the infinite slit clearly
also give different force behaviours. There is also a special subtle change of the magnitude
of the force when a = b for a, b > 2. On the other hand the special super-integrable curve
a+ b = ab does not display special behaviour, which relates to which walk is less bound to
its respective surface and so drives the value of the force, except when a = b = 2.
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The difference between the single and two walk models can be understood as follows.
When there are two walks they effective shield each other from the interactions of the
other wall and it is when a single walk is sufficiently attracted to the two sides of the
slit simultaneously that an attractive force eventuates. There are however changes in the
magnitude and the range of the repulsive force arising from whether the walks are adsorbed
or desorbed. When either or both walks are desorbed there is a long range force arising
from the entropy of the walk(s) while if both are adsorbed the force is short-ranged as the
excursions of either walk from the walls are relatively short-ranged. The force diagram is
given in Figure 11.
Figure 11: A diagram of the regions of different types of effective force between the walls
of a slit. Short range behaviour refers to exponential decay of the force with slit width
while long range refers to a power law decay. On full lines there is a change from long to
short range force decay. On the dashed lines there is a singular change of behaviour of the
magnitude of the force.
6.3 Conclusion
A model of two polymers confined to be in a long macroscopic sized slit with sticky walls
has been modelled by a directed walk system. Our results show distinct differences from
the earlier single polymer results. In particular, we see differences from the single polymer
system in both the phase diagram, and the sign and strength of the entropic force exerted
by the polymers on the walls of the slit.
The phase diagram contains four phases, whereas that the single walk model has only
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three. Moreover, this phase diagram is independent on the order one considers the limits
of large width and length to be taken. This is also in contrast with the single walk system.
The force induced by the polymers remains repulsive in all parts of the phase diagram
even though the range of the force does depend on whether the walks are adsorbed onto
the walls. This again is in contrast with the single polymer system where an attractive
regime is observed. In our two polymer system each polymer is effectively shielded from
the opposite wall by the other polymer. This gives rise to the difference between the results
seen here and those of the single polymer system.
While we have a model that goes beyond the single polymer results, to obtain a situation
which might replicate the non-directed self-avoiding polygon results of Alvarez et al. [26]
one will need to allow both walks to interact with both walls. This will be significantly
more complicated combinatorially to analyse.
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A Appendix: Proof of Theorem 1
Proof. Let rˆ = xeit for some x > 0 and 0 ≤ t < 2pi. Substituting this into the expression
and manipulating gives
(xeit)v+2 − 1
(xeit)v+2
(xeit)v − 1
(xeit)v
=
(xv+2 − x−(v+2)) cos((v + 2)t) + i(xv+2 + x−(v+2)) sin((v + 2)t)
(xv − x−v) cos(vt) + i(xv + x−v) sin(vt) .
(A.1)
By multiplying the denominator by its complex conjugate we obtain an expression of the
form (P (x) + iQ(x)) /D(x) and
P (x) = (x2v+2 + x−(2v+2)) cos(2t)− (x2 + x−2) cos((2v + 2)t) (A.2)
Q(x) = (x2v+2 − x−(2v+2)) sin(2t)− (x2 − x−2)(sin((2v + 2)t) (A.3)
D(x) = (x2v + x−2v)− 2 cos(2vt). (A.4)
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Note that P,Q,D are all real. Hence this expression is real if and only if Q(x) = 0. It is
clear that if rˆ ∈ R (t = 0, pi) or if rˆ is a complex number of unit magnitude (x = 1), then
Q(x) = 0. Thus, suppose that there is a value rˆ that does not satisfy either case (t 6= 0, pi
and x 6= 1), then
0 = Q(x) = (x2v+2 − x−(2v+2)) sin(2t)− (x2 − x−2)(sin((2v + 2)t), (A.5)
which gives
x2v+2 − x−(2v+2)
x2 − x−2 =
sin((2v + 2)t)
sin(2t)
. (A.6)
The left hand side can be expanded to give the sum
x2v+2 − x−(2v+2)
x2 − x−2 = x
−2v
v∑
i=0
x4i (A.7)
with v + 1 summands. When v is even, the sum expands to
x2v + x2v−4 + . . .+ x4 + 1 + x−4 + . . .+ x−2v+4 + x−2v (A.8)
and in the case where v is odd, the sum expands to
x2v + x2v−4 + . . .+ x6 + x2 + x−2 + x−6 + . . .+ x−2v+4 + x−2v. (A.9)
In each case, the summands can be pairs off in the form x2l + x−2l for the appropriate
values of l and a remaining 1 when v is even. Now, for for x 6= 1 and a positive integer k,
we have xk + x−k > 2. Summing over all pairs, we get
x2v+2 − x−(2v+2)
x2 − x−2 > v + 1. (A.10)
For the right hand side, we have
sin((2v + 2)t)
sin(2t)
=
ei(2v+2)t − e−i(2v+2)t
ei2t − e−i2t , (A.11)
and by substituting q = e2it we get
sin((2v + 2)t)
sin(2t)
=
qv+1 − q−(v+1)
q − q−1 . (A.12)
When expanded, this gives
qv+1 − q−(v+1)
q − q−1 = q
−v
v∑
i=0
q2i. (A.13)
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Similar to the case with x, When v is even, this sum expands to
qv + qv−2 + . . .+ q2 + 1 + q−2 + . . .+ q−v+2 + q−v (A.14)
and in the case where v is odd, the sum expands to
qv + qv−2 + . . .+ q3 + q + q−1 + q−3 + . . .+ q−v+2 + q−v. (A.15)
In either case, the powers of q can be paired up and simplified as follows
ql + q−l = e2ilt + e−2ilt = 2 cos(2lt). (A.16)
Thus
sin((2v + 2)t)
sin(2t)
=

1 + 2
v/2∑
j=1
cos(2jt) v even
2
(v−1)/2∑
j=1
cos(2(2j + 1)t) v odd.
(A.17)
In either case, each summand can be bounded above by 1 and given the number of sum-
mands, we can conclude that
x2v+2 − x−(2v+2)
x2 − x−2 > v + 1 ≥
sin((2v + 2)t)
sin(2t)
. (A.18)
Thus contradicting the existence of the point rˆ = xeit with x 6= 1 and t 6= 0, pi.
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