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En Ciencias de la Computación, la adopción disciplinada de métodos y técnicas permite la 
resolución de problemas. Se presenta una propuesta metodológica para la construcción de 
Redes Neuronales Artificiales supervisadas integrando a un ciclo de vida de la Ingeniería 
del Software las fases contempladas en el desarrollo de los mencionados modelos. Se 
validó en un dominio de la botánica a fin de ilustrar la resolución de problemas del mundo 
real. Particularmente, se trata desde una perspectiva de innovación educativa para 
estudiantes de Sistemas de Información, carrera con una fuerte orientación en temas de 
Ingeniería del Software, quienes como futuros profesionales se insertan en la academia y 
en las empresas. 
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ABSTRACT. 
In Computer Science, disciplined adoption of methods and techniques allows 
troubleshooting The aim of this paper is present a methodology for modeling supervised 
Artificial Neural Networks. It is based on the integration of the development phases covered 
by mentioned models in a life cycle of software engineering. It was validated in a domain of 
botany in order to illustrate solving real-world problems. Specially, it is treated from the 
perspective of educational innovation oriented to Information Systems students, future 
professionals will be inserted in academia and businesses, 
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1. Introducción. 
 
1.1 Fundamentos teórico-pedagógicos de la experiencia. 
La carrera Licenciatura en Sistemas de Información (FaCENA – UNNE, Argentina) dispone 
de un plan de estudios enmarcado en los lineamientos curriculares de la Red UNCI (2006).  
Éste describe el perfil del graduado de la carrera Licenciatura en Sistemas de Información 
que  tiene como competencia básica la adquisición de habilidades en el diseño y 
elaboración de proyectos científicos, tecnológicos y académicos, plasmados en productos o 
entregables (Mariño et al., 2015). 
En la Educación Superior se enfatiza el diseño de perfiles profesionales orientados al 
trabajo y producción de conocimiento. Se coincide con Gutiérrez Vargas (2002) en que las 
prácticas profesionales de este siglo “han sido modificadas por el desarrollo de la ciencia, la 
tecnología y la informática”.  
El Aprendizaje Basado en Problemas (ABP) es una propuesta educativa innovadora, que 
centra el aprendizaje en el estudiante, promoviendo su construcción y su significación 
(Fernández & Duarte, 2013; Martí et al., 2013). Según Minnard & Minnard (2013, p. 1077) 
“es una estrategia de enseñanza aprendizaje en la que tanto la adquisición de 
conocimientos como el desarrollo de habilidades y actitudes resulta importante”. 
Villarreal & Esteley (2010) reconocen la importancia del trabajo con actividades de 
modelización matemática y cuya principal característica es aprender Matemática a partir de 
la generación de modelos que resuelvan problemas propuestos por alumnos o profesores.  
La Inteligencia Artificial (en adelante IA) como una disciplina de la Ciencias de la 
Computación proporciona una diversidad de métodos, técnicas y herramientas para 
modelizar y resolver problemas simulando el proceder de los sujetos cognoscentes. Se 
sostiene la importancia de conocer y aprender técnicas de la Inteligencia Artificial  a partir 
de su experimentación y aplicación en la resolución de problemas del mundo real. 
Siguiendo a la Red UNCI (2006), otra de las disciplinas de la Ciencias de la Computación 
es la Ingeniería del Software. Concierne a  la aplicación de un enfoque sistemático, 
disciplinado y cuantificable al desarrollo, operación y mantenimiento de software, y el 
estudio integra Matemáticas, Ciencias de la Computación y prácticas cuyos orígenes se 
encuentran en la Ingeniería (ACM, 2006; Pressman, 2010; Swebok, 2004). 
 
1.2 Descripción de la asignatura objeto de la experiencia. 
Inteligencia Artificial (IA) es una asignatura optativa del plan de estudios, comprendida en el 
área de conocimiento identificada como Ciencias y Métodos Computacionales. 
La asignatura objeto de la experiencia se caracteriza por el desarrollo de clases teórico-
prácticas, clases prácticas en laboratorio, seminarios, enfatizando la lectura y análisis de 














Fecha de recepción: 24-11-2015  Fecha de aceptación: 06-05-2016 
Mariño, S., & Primorac, C. (2016). Propuesta metodológica para desarrollo de modelos de redes neuronales 
artificiales supervisadas 




 Sonia I. Mariño & Carlos R. Primorac. Propuesta metodológica para desarrollo de modelos de redes neuronales artificiales supervisadas 
 
Como se mencionó en Mariño & Vanderland (2013), en la asignatura se adopta un 
encuadre teórico-epistemológico fundado en el aprendizaje por construcción de 
significados, se emplean una diversidad de técnicas de motivación y activación a fin de 
asegurar el conocimiento de los principales paradigmas y técnicas de la IA y su aplicación 
en la resolución de problemas abstraídos del mundo real. La formación integral del alumno 
implica: 
i) Abordar los contenidos referentes a las principales técnicas de la inteligencia 
artificial.  
ii) Diseñar sistemas inteligentes aplicando las técnicas estudiadas.  
iii) Construir modelos representativos de situaciones reales y desarrollar las 
simulaciones empleando las técnicas correspondientes.  
iv) Desarrollar aplicaciones profesionales y científicas aplicando los conceptos 
estudiados, constituyendo éste uno de los aspectos de la formación académica.  
v) Elaborar informes técnicos, manuscritos y publicaciones referentes a los temas 
abordados.  
En particular el último punto es un tema transversal y fundamental incorporado con la 
finalidad de orientar a los alumnos en la elaboración y mejora de sus producciones 
intelectuales, con repercusión en el momento de generar el trabajo final de graduación. 
Los sistemas informáticos que incorporan técnicas de la IA pertenecen a una de las 
grandes categorías del software que presenta retos continuos para estos ingenieros 
(Pressmann, 2010; Sommerville & Sawyer, 2005). Aplican  algoritmos para la resolución de 
problemas complejos imposibles de abordar por medio de un análisis directo. Las 
tecnologías inteligentes y sus aplicaciones incluyen la Robótica, los Sistemas Expertos y las 
Redes Neuronales Artificiales, entre otras. 
Las Redes Neuronales Artificiales (en adelante RNA) pertenecen al paradigma conexionista 
de la IA (Castillo et al., 1999; Freeman & Skapura, 1991; Klerfors & Huston, 1998; Martin del 
Brio & Sanz Molina, 2007; Russell & Norving, 2004; Rzempoluck, 1997). Están constituidas 
por nodos o unidades vinculadas mediante conexiones o enlaces sinápticos. Estos modelos 
no requieren conocer la expresión o la función a modelar, sólo se debe disponer de un 
conjunto de ejemplos satisfactorios (conjunto de aprendizaje) para que la RNA pueda 
aproximar esta función aplicando una regla de aprendizaje. A cada conexión se asigna un 
peso numérico. Los pesos constituyen el principal recurso de memoria de la red neuronal y 
el aprendizaje se realiza usualmente con la activación de estos pesos.  
Para facilitar su comprensión, Wintermute (2002) compara las RNA con el estudio de los 
grafos en la matemática discreta. Como lo expresan Vazquez y otros (2008), las RNA son 
herramientas auxiliares cuando se desconoce la relación existente entre los factores y sus 
determinados, al suponer complejo y no lineal el dominio del problema.  
En este trabajo se expone una metodología que integra en los fundamentos teóricos del 
ciclo de vida en cascada e iterativo de la Ingeniería del Software aquellos vinculados a la 
construcción de modelos de RNA supervisados. Su aplicación en aulas de Educación 
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Basado en Macchiarola y otros (2012), se enuncian como aspectos importantes los 
siguientes:  
i) “se trata de la introducción de un cambio o novedad”; en la forma de abordar la 
metodología para la generación de modelos de RNA;  
ii) “son procesos planificados o intencionales”; verificados con un caso experimental y 
que se implementarán y validarán en el desarrollo de las clases;  
iii) “se orientan a mejorar procesos y resultados de aprendizaje”, se adhiere a la 
construcción de conocimientos significativos basados en el aprender haciendo, es 
decir mediante la experimentación con abstracciones del mundo real; y  
iv) “suponen cambios en las prácticas y en los supuestos o concepciones que 
subyacen a las mismas”. Es decir, generalmente no se aborda la integración de 
metodologías y ciclo de vida de la Ingeniería de Software y aquellas metodologías 
para la simulación de problemas utilizando tecnologías de la Inteligencia Artificial. 
 
Siguiendo lo expuesto en Dorfman & Thayer (1997), una metodología debe cumplir los 
siguientes requisitos  
i) está documentada: su procedimiento de uso está contenido en un documento o 
manual de usuario.  
ii) es repetible: su aplicación siempre es la misma.  
iii) es enseñable: los procedimientos descritos tienen un nivel suficientemente 
detallado y existen ejemplos para que personal cualificado pueda ser instruido en 
la misma.  
iv) está basada en técnicas probadas: implementa procedimientos fundamentales 
probados u otras metodologías más simples,  
v) ha sido validada: ha funcionado correctamente en un gran número de 
aplicaciones.  
vi) es apropiada al problema que se debe resolver. 
 
El artículo se compone de cuatro secciones. La segunda sección describe la metodología 
propuesta para la generación de modelos de RNA. La tercera sección expone un caso de 
estudio, sintetizando los modelos de RNA entrenados y seleccionados aplicando la 
metodología elaborada y empleando una herramienta de software. Finalmente se enuncian 
algunas consideraciones finales y futuros trabajos. 
 
2. Propuesta metodológica. 
Se describe la metodología diseñada y aplicada en el diseño, desarrollo y entrenamiento de 
modelos de RNA supervisadas. Consiste en una propuesta integradora, dado que al modelo 
iterativo como ciclo de vida de la Ingeniería del Software se incorporan aquellas 
consideraciones particulares inherentes al diseño y desarrollo de modelos de RNA. El 
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A continuación se sintetizan las fases contempladas. La Figura 1 ilustra un ciclo de vida de 
cascada adoptado en cada caso de estudio para su modelización con RNA. En la fase 
denominada Desarrollo, se identifica un proceso iterativo, específicamente en 3.2d, 3.2e, 
3.2f representadas en la Figura 2. Estas se repiten hasta localizar aquel modelo que 
constituya una mejor representación o solución al problema formulado.  
A fin de ilustrar la metodología propuesta, se indican las fases y su adecuación para la 
aplicación de RNA en la identificación de especies botánicas:  
 
Fase 1. Análisis. Consistió en: 
 
1.1 Elección del modelo de RNA. 
Se realizó un estudio referente al tratamiento de problemas con algoritmos supervisados y 
no supervisados. Se optó por el primero considerando el amplio rango de aplicaciones en 
que éstos fueron validados y en numerosos dominios del conocimiento. 
 
1.2 Estudio del dominio de conocimiento. 
La comprensión y formulación del problema depende de su entendimiento adecuado. La 
elección de variables evidenciales o variables de entrada se determina generalmente a 
partir de los datos suministrados.  
A modo de ejemplificar, en este trabajo como fuente de información se utilizó un conjunto 
de datos, disponible en el repositorio UCI, identificado como “Iris Dataset”. Contiene 3 
clases de 50 instancias cada una. Cada instancia está compuesta por cuatro atributos 
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Figura 2. Proceso iterativo en la fase de desarrollo 
 
1.3. Estudios estadísticos previos. Consistió en calcular estadísticos básicos como valores 
mínimos, máximo, media, desviación estándar y el coeficiente de correlación. A modo de 
ejemplo, la Tabla 1, presenta un resumen estadístico del conjunto de datos. 
 
Tabla 1. Resumen estadístico. 
                   Medidas 
 
Variables 
Mín. Máx. Media Desviación 
Estándar 
Correlación 
Longitud  del Sépalo 4.3 7.9 5.84 0.83 0.7826 
Ancho del Sépalo 2.0 4.4 3.05 0.43 -0.4194 
Longitud del Pétalo 1.0 6.9 3.76 1.76 0.9490 
Ancho del Pétalo 0.1 2.5 1.20 0.76 0.9565 
 
 
Fase 2. Diseño. Esta fase abordó el diseño de modelos de RNA. Se proponen los 
siguientes momentos: 
2.1 Selección de variable objetivo. 
Consistió en determinar la variable objetivo y sus posibles valores. En el dominio de 
conocimiento elegido se determinaron los valores de la variable objetivo, es decir, las 
especies consideradas Iris Setosa, Iris Virginica, Iris Versicolour. 
 
2.2 Selección de las variables evidenciales.  
Se eligieron como variables evidenciales los atributos que componen cada instancia o 
patrón. En el caso de estudio concierne a Longitud del sépalo (cm), Ancho del sépalo (cm), 
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2.3 Definición de nodos de entrada y nodos de salida.  
Los nodos de entrada coinciden con las variables evidenciales. Los nodos de salida están 
representados por los valores que identifican las especies o valores esperados de éste 
nodo (Figura 3).  
 
2.4 Diseño del patrón. 
Consistió en determinar el patrón o registro que el modelo de RNA emplea en el proceso de 
aprendizaje en el dominio de conocimiento elegido y para su posterior testeo. Cada patrón o 
instancia (ejemplar o ejemplo) corresponde a un caso de entrenamiento o testeo. El 
algoritmo de aprendizaje y la herramienta de simulación determinan la conformación de 
cada patrón.  
Para crear los conjuntos de datos de entrenamiento y comprobación se diseñó el patrón 
Cada patrón consta de dos partes. La primera parte es, un conjunto de números que 
representan los valores de las variables de entrada o evidenciales, empleadas para estimar 
los resultados. Si hay n variables predictoras, los primeros n elementos de cada patrón, así 
como las primeras n columnas del archivo de datos de entrenamiento, contienen los valores 
“predictores''. A la sección del “predictor'' se agrega una segunda parte, la sección del 
“criterio'' o “resultado'', que consta de uno o más números, cada uno representa los valores 
de las variables de salida, es decir, los valores observados y que deberá predecir el modelo 
de RNA. 
En el caso de estudio expuesto, el patrón consta de siete columnas, las cuatro primeras 
corresponden a las variables evidenciales y las tres últimas a los valores que asume la 
variable objetivo para cada una de las especies consideradas. En estas tres columnas, el 
valor uno significa que ese patrón corresponde a dicha especie, mientras que el valor cero 
en las restantes columnas implica que ese patrón no corresponde a las otras especies. 
 
Fase 3. Desarrollo. Abordó los momentos referentes al desarrollo de modelos 
supervisados de RNA. 
 
3.1. Selección de las herramientas informáticas.  
Se concretó mediante la elección de un toolbook para modelizar RNA. Estas herramientas 
de software son de carácter generalista, motivo por el cual deben evaluarse a fin de verificar 
que las opciones disponibles son adecuadas para el tratamiento de un problema en 
particular. Se examinaron las aplicaciones para la creación y tratamiento de modelos de 
redes neuronales artificiales disponibles. Los toolbooks o herramientas existentes están 
destinadas a la predicción y clasificación. En la selección de las mismas se mencionan 
características como: la velocidad de ejecución, los requerimientos del sistema, las 
interfaces, el máximo número de variables y capas a especificar. La herramienta de 
modelización de RNA permite construir un modelo en base a los datos, posibilitando la 
especificación de diversos parámetros de aprendizaje. La conjunción de sus 
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3.2  Construcción de modelos de RNA. 
La construcción de modelos de RNA implicó una revisión de fundamentos conceptuales 
necesarios para la implementación experimental. 
Se aplicaron conceptos relacionados con: división de los conjuntos de entrenamiento y 
testeo, la topología de una red neuronal, dimensionamiento de la red, arquitectura de una 
RNA, algoritmos de aprendizaje. Se seleccionó el método de aprendizaje supervisado de 
propagación hacia atrás, por considerarse el más adecuado al problema y el de mayor 
validez en amplios dominios del conocimiento. Se abordó: 
a. Definición de la arquitectura. La arquitectura de una RNA se refiere a comunicación 
de las neuronas de una capa con las de la misma o de otra capa. Se optó por 
comunicaciones para conectar neuronas de diferentes capas o conexiones intercapas 
totalmente conectado. Es decir, cada neurona de una capa se conecta a cada neurona de 
la siguiente capa (Figura 3). 
b. Definición de la topología. Consistió en la definición de la topología de la RNA. Se 
carece de un procedimiento específico para definir a priori el número de capas ocultas y el 
número de neuronas por capa necesarios para lograr el aprendizaje de la RNA. Se 
propusieron distintas configuraciones modificando el número de nodos y capas intermedias. 
Se establecieron iguales funciones de activación en todos los modelos propuestos: lineal en 
la capa de entrada y sigmoidal en capas intermedias y de salida (Figura 3).   
c. Preparación de los datos. El formato del archivo para registrar los datos recolectados 
depende de la herramienta software de RNA seleccionada.  
El conjunto de datos fue reordenado aleatoriamente, garantizando así que cada segmento 
sea representativo del total. De esta manera se reservaron cuatro segmentos para 
entrenamiento (80%) y el restante (20%) para validación del modelo. 
La división de los conjuntos de entrenamiento y testeo permitió aplicar la técnica de 
validación cruzada, método estadístico de evaluación y comparación de algoritmos de 
aprendizaje. La forma básica se denomina validación cruzada de k-iteraciones o k-fold 
cross-validation (Payam et al., 2009).  
d. Entrenamiento de los modelos. Consistió en la ejecución de los modelos. Se 
entrenaron y validaron distintos modelos de RNA construidos ad-hoc, cuyos resultados se 
exponen en la Tabla 1. Para todos los modelos se estableció el máximo número de épocas 
en 500. Como criterios de parada se empleó el máximo número de épocas y el límite en el 
RMS durante el entrenamiento.  
e. Aplicación de la técnica de validación cruzada de k-iteraciones. Esta técnica consiste 
en dividir primero el conjunto de datos en k segmentos de igual tamaño (o cercanamente 
iguales). Luego se realizan k iteraciones de entrenamiento y validación. En cada una de 
estas iteraciones se reserva un segmento de los datos para validación mientras que el resto 
de los k-1 segmentos se utiliza para el entrenamiento del modelo. La validación cruzada 
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i) evaluación de estimación,  
ii) selección del modelo y mejora de la precisión de los parámetros del modelo. La Figura 
4 ilustra el procedimiento utilizado en este trabajo, siendo k = 5. Las secciones 
sombreadas de los datos son utilizadas para el entrenamiento mientras que la sección 
sin sombrear se utiliza para la validación. Se realizaron cinco iteraciones de 
entrenamiento y validación para cada uno de los modelos expuestos en la Tabla 2, 
reservando en cada iteración k-1 segmentos de datos para el entrenamiento (80%) del 
modelo y  el segmento restante (20%) para su validación. De este modo se obtuvieron 
cinco resultados por cada muestra, la media entre los resultados de cada modelo es el 
valor del resultado final. Se empleó el valor del RMS en el conjunto de validación como 
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f. Evaluación del rendimiento de los modelos. En el aprendizaje supervisado, una 
medida de calidad del modelo está dada en términos de los valores del error estándar como 
la suma de los cuadrados de los errores (Ecuación 1) y el error cuadrático medio (RMS) 
(Ecuación. 2) (Castillo et al., 1999). 
  (1)  
 
  (2)  
Dónde:  es la salida de la red para el vector de entrada ,  es el valor de salida 
deseado para el vector de entrada  y  es el número de residuales. 
Fase 4. Implementación. Se abordaron los siguientes momentos: 
4.1 Validación del modelo 
Es el proceso por el cual se asegura que, en función de los objetivos planteados, el modelo 
responda a una descripción adecuada del fenómeno en estudio (Miser, 1993). Finalizado el 
desarrollo de los modelos, se deben implementar validaciones externas con los 
especialistas en la temática.  
4.2 Transferencia del producto 
El modelo de RNA validado por los especialistas puede ser objeto de implementación para 
la clasificación en ámbitos particulares del dominio de conocimiento. 
 
3. Discusión.  
En el siglo XXI, la Educación Superior se ha transformado reflejándose en un nuevo 
paradigma socio-cognitivo, aprendizaje permanente, integración adecuada de contenidos y 
métodos, desarrollo sistémico de estrategias cognitivas y metacognitivas, desarrollo de un 
razonamiento lógico, reorientación espacio–temporal y un nuevo estilo de comunicación y 
socialización (Perez Lindo et al., 2005).  
Por ello, se considera apropiada la adopción del  Aprendizaje Basado en Problemas en 
espacios de Educación Superior, en este caso tratado en una disciplina como la Ciencia de 
la Computación. 
El método que integra prácticas de la Ingeniería del Software para la construcción de 
perceptrones multicapas, ilustra el ABP en la asignatura Inteligencia Artificial, dado que: 
siguiendo a Solaz-Portolés et al. (2011) en “la finalidad de comprender y abordar el 
problema, los estudiantes han de identificar lo que necesitan aprender (aprendizaje 
autodirigido).” Asimismo, la resolución del problema utilizando el método propuesto 
favorecerá la integración de conocimientos provenientes de diversas áreas de la disciplina. 
Además, a fines de su validación, se modelizó el reconocimiento de tres especies vegetales 
considerando cuatro caracteres como variables evidenciales. En el entrenamiento de los 
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A continuación en la Tabla 2 se sintetizan los resultados obtenidos, donde: i) La Columna 1 
expone la arquitectura, donde el primer y el último valor representan el número de unidades 
en las capas de entrada y salida respectivamente. Los valores intermedios representan el 
número de unidades en las capas ocultas. ii) En la columna identificada como Función de 
activación, indica aquella función empleada en cada una de las capas, donde. 3: lineal 1: 
sigmoidal [0,1]. iii) En la columna 3 se muestra el número de iteraciones de entrenamiento 
que cada modelo generó para el aprendizaje de la RNA. iv) en la columna 4 se indica la 
época en la cual converge el modelo. v) las columnas 5 a 6 muestran los valores de SSQ y 
RMS para el conjunto de entrenamiento en cada iteración. v) la columna 7 contiene los 
valores de RMS en el conjunto de validación en cada iteración. vi) la Columna 8 muestra el 
valor RMS promedio en los conjunto de validación, resultante de la aplicación de la técnica 
de validación cruzada de k-iteraciones.  
La Figura 5 representa los RMS en los conjunto de entrenamiento y validación en cada una 
de las k-iteraciones. Un análisis de los resultados de los modelos de RNA expuestos en la 
Tabla 2, permitió seleccionar como más apto el identificado como modelo 4:4:3, 
considerando como criterio primordial debido a que arrojó el menor valor de RMS en el 
conjunto de validación.  
Se observó además que el modelo seleccionado, presenta menor confusión entre las clases 
ve (Iris Versicolor) y vi (Iris Virginica). En el modelo 4:4:3 se detectó poca confusión, sin 
embargo en los modelos 4:5:3 y  4:5:4:3  tienden a confundir entre las dos clases 
mencionadas siendo el modelo con dos capas ocultas el de mayor error. 
Cabe aclarar que las prácticas concernientes a la modelización y validación aplicadas a 
problemas del mundo real, se desarrollan en la asignatura a fin de asegurar el aprendizaje 
de métodos específicos y su correcta utilización. 
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Figura 5. RMS en los conjuntos de entrenamiento y validación en cada una de las k-iteraciones del 
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4. Consideraciones finales. 
Principalmente en numerosos trabajos se expone un método para la construcción de 
modelos de RNA enfocado en aquellas fases concernientes a su modelización y 
verificación. En este documento, se mejoró una metodología –diseñada previamente- para 
la generación de modelos supervisados de RNA integrándola en un ciclo de vida de la 
Ingeniería del Software y abordando conceptos propios de la técnica inteligente.  
También, centrado en el Aprendizaje Basado en Problemas, se ha expuesto una 
aproximación al tratamiento de modelos de Redes Neuronales Artificiales desde una 
perspectiva ingenieril, y su adopción en las clases de la asignatura optativa Inteligencia 
Artificial a fin de asegurar que el estudiante sea protagonista de su propio aprendizaje, y de 
ese modo consolidar el saber adquirido en la metodología elaborada, su integración en 
otras de la Ingeniería del Software y finalmente su uso en un intento de simular a partir del 
paradigma conexionista el proceder de expertos en un dominio de conocimiento. 
Particularmente, dado el perfil de la carrera, la metodología expuesta se difundirá en las 
clases de la asignatura, para promover el uso de ciclos de vida de la Ingeniería del Software 
en la aplicación de tecnologías inteligentes. 
Se sostiene que trabajos como el expuesto aporta a la formación integral de profesionales 
que pueden insertarse en ámbitos académicos y profesionales atendiendo a los 
requerimientos actuales de la sociedad del conocimiento. 
Las futuras líneas de trabajo incluyen el estudio y empleo de herramientas más flexibles 
que además de la construcción y simulación de los modelos faciliten su integración en un 
sistema informático, para generar un sistema inteligente con interfaces centradas en los 
usuarios finales. Por lo expuesto, se continuará innovando desde aulas de Educación 
Superior vinculando distintas áreas de la Ciencia de la Computación. 
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