Abstract|In this paper, we consider the general nonlinear variational inequality introduced in the paper 1], which extends several variational problems in the literature arising from mechanics, physics, and engineering. Some new existence results are established in the setting of real re exive Banach spaces for the case where the main operator satis es a condition which generalizes the (S) 1 + condition introduced in 2] by Isac and Gowda.
INTRODUCTION
Let B be a real Banach space with topological dual B , and let hf; xi be the pairing between f 2 B and x 2 B. Let K be a nonempty closed convex subset of B, and let A : B ! B , g : B ! B, a : B B ! R, and b : B B ! R be four operators. Then the general nonlinear variational inequality problem studied by Ding and Tarafdar in 1] is to ndx 2 K such that hA (x) ; g (x) ? g(y)i a (x; y ?x) + b (x; y) ? b (x;x) ; for all y 2 K:
(1) It is well known in the literature that problem (1) (which extends the classical variational inequality problem introduced by Hartman and Stampacchia in their seminal paper 3]) can characterize a wide class of problems arising in mechanics, physics, engineering, control and optimization, network equilibrium, and so on. In particular, when g(x) = x for all x 2 B, problem (1) reduces to the variational inequality hA (x) ;x ? yi a (x; y ?x) + b (x; y) ? b (x;x) ; for all y 2 K; (2) which can characterize unilateral problems with nonconvex potential, uid ow through porous media, and contact problems with friction in elastostatics (for more details, see 1, 4, 5] and the references therein).
The variational inequality (2) has been studied in 4{6] in the setting of Hilbert spaces. The existence results obtained in the latter papers have been extended to the variational inequality (1) by Ding and Tarafdar 1], in the more general setting of re exive Banach spaces (see 1, Theorem 3.2]). In particular, the following assumptions were made in 1] on the functions a and b: (1) obtained from an elliptic operator in generalized divergence form is of class (S) + , hence, satis es condition (S) 1 + (see 2] for more details). Our goal in this paper is to study the generalized nonlinear variational inequality (1) Moreover, as regards the continuity assumptions on A, we shall only require the continuity from the norm topology of K to the weak topology of B .
We point out that for the special case a(x; y) 0, problem (1) was studied in 7], and some nice results, quite similar to ours, were obtained, allowing also A to be set-valued. With respect to our results, we note that in 7], a stronger continuity assumption (that is, weak-weak continuity) was required on A. On the other hand, A was not assumed to satisfy condition (S) 1 + , and also the general setting of locally convex Hausdor topological vector spaces was considered.
When a(x; y) 0 and b(x; y) 0, problem (1) was studied by Yao 8] in the setting of Banach spaces.
RESULTS
In the sequel, we shall write (u n ) w !u and (u n ) s !u to denote weak convergence and strong convergence, respectively. Also, we shall say that A and g have 0-diagonally concave relation (see 1]) on K if the function h : K K ! R de ned by h(x; y) = hA(x); g(x)?g(y)i is 0-diagonally concave in y. That is, if for each nite set fy 1 ; : : : ; y p g K, and each y = In fact, let (u n ) be a sequence in K S converging to u 2 K S (of course, the weak topology and the norm topology coincide on K S ). By assumptions (i) and (v), we have that (A(u n )) w !A(u ),
. We have jhA (u n ) ; g (u n ) ? g(y)i ? hA (u ) ; g (u ) ? g(y)ij jhA (u n ) ; g (u n ) ? g (u )ij + jhA (u n ) ? A (u ) ; g (u ) ? g(y)ij M kg (u w . We claim thatx satis es our conclusion. To prove our claim, choose y 2 K. LetŜ be the linear subspace of B spanned by fx; yg. Of course,Ŝ 2 F. Since (x;f) 2 Ŝ w and the space B is re exive, there exists a sequence in Ŝ weakly convergent to (x;f) (see 9, p. 93]). That is, there is a sequence (V n ) in F such that ((x Vn ; A(x Vn ))) w !(x;f) andŜ V n , for all n 2 N. From now on, we put x n = x Vn . Sincex 2 V n for all n 2 N, by (3) we have that hA (x n ) ; g (x n ) ? g (x)i ? a (x n ;x ? x n ) ? b (x n ;x) + b (x n ; x n ) 0; for all n 2 N:
Consequently, taking into account (I) 0 , (II) 0 , (2) Before going on, we brie y discuss the applicability of Theorem 2.1. To this aim, consider the case where the function g : B ! B is the identity mapping (this is a case of great importance since, as discussed in Section 1, the variational inequality (2) can characterize many problems arising from the study of practical situations). In this occurrence, assumption (iv) of Theorem 2.1 is automatically satis ed. Moreover, if the set K is strongly compact, any operator A : K ! B satis es condition (S) 1 + . Therefore, in this situation, (g is the identity mapping and K is strongly compact), any operator A which is continuous from the norm topology of K to the weak topology of B satis es the assumptions of Theorem 2.1 (of course, assumption (iii) is satis ed since A(K) is weakly compact). This very general continuity assumption on the operator A is weaker than the corresponding continuity assumptions in the literature (Lipschitz continuity, strong-strong continuity, weak-weak continuity 1,4{7]).
For the case where K is only weakly (not strongly) compact and g is the identity mapping, a lot of examples of (S) 1 + operators are considered in the literature (see Section 1). Even for such class of functions, Theorem 2.1 only requires strong-weak continuity, besides the boundedness of the range A(K). Assume that b and a satisfy conditions (1) Then the same conclusion of Theorem 2.1 holds.
Proof. Let L > 0 be such that kxk B L, for all x 2 D, and let (r n ) be an increasing sequence of positive real numbers such that r 1 > L and lim n!1 r n = +1. For each n 2 N, put X n = K \ fx 2 B : kxk B r n g. By Theorem 2.1, for each n 2 N, there exists x n 2 X n such that hA (x n ) ; g (x n ) ? g(y)i a (x n ; y ? x n ) + b (x n ; y) ? b (x n ; x n ) ; for all y 2 X n :
By assumption (vi), we have that the whole sequence (x n ) lies in D. By the Eberlein-Smulyan theorem 9, p. 92], the sequence (x n ) admits a subsequence, still denoted by (x n ), weakly convergent to a pointx 2 D. Moreover, by assumption (iii) and Eberlein-Smulyan theorem, without loss of generality, we can assume that (A(x n )) w !f 2 B . By an analogous argument as in the proof of Theorem 2.1, the reader can check thatx satis es our conclusion.
