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ABSTRACT
We present stellar parameter estimates for 939,457 southern FGK stars that are can-
didate targets for the TESS mission. Using a data-driven method similar to the CAN-
NON, we build a model of stellar colours as a function of stellar parameters. We then
use these in combination with stellar evolution models to estimate the effective tem-
perature, gravity, metallicity, mass, radius and extinction for our selected targets. Our
effective temperature estimates compare well with those from spectroscopic surveys
and the addition of Gaia DR2 parallaxes allows us to identify subgiant interlopers into
the TESS sample. We are able to estimate the radii of TESS targets with a typical
uncertainty of 9.3%. This catalogue can be used to screen exoplanet candidates from
TESS and provides a homogeneous set of stellar parameters for statistical studies.
Key words:
1 INTRODUCTION
Dedicated space missions studying planets around other
stars have been one of the scientific stories of the decade.
The recently concluded NASA Kepler mission (Borucki et al.
2010) was a huge leap in the study of exoplanets providing
both fascinating new worlds to characterise and unprece-
dented statistical power, unveiling over 3,000 planet candi-
dates for further studies. Kepler’s successor is the Transiting
Exoplanet Survey Satellite (TESS; Ricker et al. 2015). This
is currently surveying the sky as part of its two year mis-
sion. For the first year it will survey the ecliptic southern
hemisphere. Full frame images (i.e. long-cadence photome-
try) will be taken every 30 minutes, whereas a select 200,000
targets will have short-cadence photometry every 2 minutes.
Stellar parameters are a key ingredient in the study of
transiting exoplanets. The most crucial of these is stellar
radius. This is because the depth of the dip in a transit
lightcurve depends on the ratio between the planet’s radius
and the star’s radius. Hence the measurement of a transiting
planet’s radius requires a reliable estimate of its host star’s
radius. This dependence on stellar radius incentivises exo-
planet surveys to observe dwarf stars, especially cool dwarfs
as they will have smaller planets for any given transit depth.
Hence giants and subgiants are often treated as contami-
nants in target lists for such surveys.
The Kepler Input Catalog (Brown et al. 2011) provided
stellar parameter estimates for all Kepler targets. These were
based largely on photometry with dwarf-giant separation be-
ing done using colours for most stars. The recent availability
of parallaxes from Data Release 2 (DR2) of the ESA Gaia
mission (Prusti et al. 2016) has led to a retrospective re-
determination of the stellar parameters for Kepler targets
(Berger et al. 2018 based on the methods developed by Hu-
ber et al. 2017). This therefore produced significant changes
in the estimation of the radius distribution of exoplanets
discovered by Kepler.
The main stellar characterisation preparatory work for
TESS was carried out by Stassun et al. (2018). This detailed
the production of two catalogues, the TESS Input Catalog
(TIC) and the Candidate Target List (CTL). In brief, the
TESS Input Catalog is a compendium of information about
every single source that may fall on a TESS pixel. This helps
provide information on flux contamination for TESS target
but also feeds into the smaller CTL. The CTL is a list of
almost four million sources which are each a candidate to be
one of the ∼ 200,000 TESS short-cadence targets. It contains
stellar parameter estimates along with a priority statistic
which is intended to estimate an object’s suitability to be a
TESS short cadence target. While the exact priority algo-
rithm is not explicitly published in Stassun et al. (2018), it
contains an extensive description of the factors that go into
its calculation and a formula for the priorities’ calculation
referencing a work in preparation for full calculation.
The stellar parameters in the TESS CTL are based on
the astronomical surveys that were available when it was
compiled. For stars covered by large-scale spectroscopic sur-
veys such as APOGEE (Zasowski et al. 2017) and LAMOST
(Luo et al. 2015) spectroscopically determined stellar param-
eters were used. For the majority of stars lacking these ob-
servations, colours were used to determine effective tempera-
ture and reddening. For stars with a parallax, the radius was
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calculated using a bolometric correction and absolute mag-
nitudes derived using this parallax. For stars lacking a paral-
lax a temperature-radius relationship derived from eclipsing
binaries was used. This latter relationship relies on the ob-
jects in question being dwarfs. As the CTL was constructed
prior to Gaia DR2, most stars listed do not have measured
parallaxes. Due to this, reduced proper motion cuts were
used to exclude giants from the CTL sample. The CTL pri-
oritises bright stars (for ease of observation) and small, cool
stars (to maximise the transit depth of small planets). This
leads to a bimodal distribution in temperature with the vast
majority of targets falling the ranges 4800 K< Teff <7000 K
and 3000 K< Teff <4000 K.
In this paper we aim to provide stellar parameters for
southern TESS FGK targets. We choose to limit ourselves
to this subsample of TESS targets for two reasons. Firstly,
we wish to use the metallicity-sensitive blue bands from
SkyMapper (Wolf et al. 2018) which only cover the southern
hemisphere. Secondly, we lack a good quality training sam-
ple for southern M dwarfs. Our method includes Gaia DR2
data and thus we have many more stellar distance measure-
ments available to us than Stassun et al. (2018) did when
producing their catalogue. These distances will allow us to
better determine the radii of TESS targets.
2 METHODS
2.1 Observational data
Our aim for this project is to measure the stellar parameters
for FGK stars that are possible TESS targets in the CTL.
These are typically bright objects (G . 14 mag). Hence
many TESS targets will be saturated in optical surveys such
as Pan-STARRS 1 (Chambers et al. 2016) or SDSS (Ahn
et al. 2012). While infrared surveys such as 2MASS (Skrut-
skie et al. 2006) or WISE (Cutri et al. 2013) will have signif-
icantly fewer saturated TESS targets, these surveys do not
have the same sensitivity to metallicity that blue-optical sur-
veys do. Hence we choose to make use of the SkyMapper sur-
vey (Wolf et al. 2018). This covers the southern hemisphere,
albeit with some gaps in the coverage of the Galactic Plane.
SkyMapper is significantly shallower than Pan-STARRS 1
or SDSS and thus suffers less from saturation. It also has
two blue-optical bands uskymapper and vskymapper which are
sensitive to metallicity. We choose to exclude the gskymapper
and rskymapper bands from our analysis as these are deeper
and have fainter saturation levels than the other SkyMapper
bands. We use all three (J , H, KS) bands from 2MASS and
the W1 and W2 bands from WISE. The two redder WISE
bands (W3, W4) are shallow, have lower spatial resolution
and would only add a small amount of information about
the tail of the SEDs for our target stars. Hence we have nine
photometric datapoints (uskymapper, vskymapper, iskymapper,
zskymapper, J , H, KS , W1 and W2) across our SEDs. We
also make use of Gaia DR2 data (Prusti et al. 2016; Brown
et al. 2018) using both the Gaia G band magnitude and
parallax.
For our training sample we assume that the objects
are not moving and thus do not correct for proper motion
when searching for counterparts in Gaia, 2MASS, WISE or
Skymapper. For objects in the TESS CTL we use the Gaia
matching process outlined in Appendix A. We then use the
Gaia epoch=2015.5 position when searching for Skymapper.
We use the CTL values for 2MASS and an epoch of 2010.5
for WISE. We set our search radius as one arcsecond or 1.5
times the total proper motion, whichever is greater. This al-
lows us to account for the movement of the highest proper
motion star. Appendix A contains a table of matched Gaia
objects for 3,817,768 of the 3,848,012 objects in the TESS
CTL. Any object not listed in this table does not have a
Gaia match from our algorithm. Appendix A also contains
a detailed description of our GAIA matching algorithm.
For the distance values for each star in our TESS tar-
get list we used an inversion of the measured Gaia parallax
and a simple Taylor expansion to propagate the parallax
errors to the absolute magnitude estimate. For stars with
low-significance parallaxes (σpi
pi
> 0.1) this would not pro-
duce accurate estimates of the absolute magnitude or its
uncertainty (Bailer-Jones 2015). However as the vast ma-
jority of our TESS target stars will be both bright and
close, the parallaxes for the vast majority of our targets
will be of a high enough significance for this not to be a
problem. We exclude objects with noisy astrometric solu-
tions by requiring the Reduced Unit-Weighted Error is be-
low 1.5 (Lindegren et al. 2018a,b). We also use Equation
2 from Lindegren et al. (2018b) to calculate our parallax
uncertainties. This is a scaling of the internal parallax er-
rors by 1.08 added in quadrature to an additional noise
floor of 0.021 milliarcseconds for bright stars (G <13) or
0.043 milliarcseconds for faint stars (G > 13).
We applied a number of data quality cuts to en-
sure we only used accurate photometry. Firstly, we ig-
nore SkyMapper magnitudes where an object was not
well detected in each observation in that filter (requiring
NGOOD=NVISIT), where there were no good individual
visit detections or where that filter had data warning flags
set (requiring that FLAGS and NIMAFLAGS were zero).
We also excluded 2MASS and WISE magnitudes where the
objects were not flagged as having ”A” photometric quality
in a particular band.
2.2 Statistical method
Our method combines evolutionary models with data-driven
models of stellar colours. We employ a Markov Chain Monte
Carlo method (MCMC) to generate our stellar parameters.
For each star we explore a space defined by initial mass,
age and metallicity. For each step in the chain, we use the
PARSEC stellar models of (Marigo et al. 2017) to generate
effective temperatures, surface gravities and absolute mag-
nitudes for the star and then use a data-driven method to
generate colours.
We used a variation on the CANNON statistical method
laid out by Ness et al. (2015). In this method each star
has a series of measurements (i.e. observables) and labels
(i.e. stellar parameters). The original CANNON method
used normalised spectra and hence its measurements are
the relative flux values at different wavelengths. For our
measurements we use colours. All of our colours contain
the GAIA G band and so we are in effect applying the
CANNON to an extremely low resolution, normalised spec-
trum. We use nine colours, four using Skymapper filters
(uskymapper−GGaia, vskymapper−GGaia, iskymapper−GGaia,
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zskymapper − GGaia), three using 2MASS filters (GGaia −
J2MASS , GGaia−H2MASS , GGaia−KS,2MASS) and two de-
rived from WISE photometry (GGaia−W1, GGaia−W2). As
we will see later all of these colours are sensitive to temper-
ature with the two bluest (uskymapper−GGaia, vskymapper−
GGaia) being most sensitive to metallicity. The seven other
colours also show sensitivity to gravity at temperatures be-
low 5000 K.
Say we have k stars each with j labels and i measure-
ments. The likelihood will be,
lnL =
∑(
−1
2
(measi,k − f(ai,j , labelj,k))2
σ2i,k + s
2
i
− 1
2
ln(σ2i,k + s
2
i )
)
(1)
Where the parameters ai,j are our model coefficients, si is
the scatter term fitted by our model, measi,k are the individ-
ual measurements (colours or magnitudes), σi,k the uncer-
tainties on those measurements and labelj, k are the stellar
parameter labels. Our scatter term is in-effect all the possi-
ble stellar parameters (abundances, binarity, etc.) that are
not included in our model packaged up into one term. We
use three labels ([Fe/H], log g and θ) where θ = 5040K
Teff
to
describe the factors that could affect the colours of each ob-
ject. The function we choose to model each measurement
(i.e. colour) is fourth order in θ, first order the other two
labels.
modeli,k =
∑
j
f(ai,j , labelj,k) =a0 + a1θ + a2θ
2 + a3θ
3 + a4θ
4
+ a5 log g + a6[Fe/H]
(2)
To train our method we used a set of stars with stellar pa-
rameters determined from the GALAH survey (Buder et al.
2018a). Using the known labels from this survey we calcu-
lated a series of i likelihoods, one for each measurement (in
our case colour) that we have. We then maximised these
likelihoods over all the stars in our sample to determine the
parameters set ai,j
lnL =
∑
j,k
(
−1
2
(measi,k − f(ai,j , labelj,k))2
σ2i,k + s
2
i
− 1
2
ln(σ2i,k + s
2
i )
)
(3)
We then used these parameters to find the best-fit values of
each of the j labels for each star k.
lnL =
∑
i,j
(
−1
2
(measi,k − f(ai,j , labelj,k))2
σ2i,k + s
2
i
− 1
2
ln(σ2i,k + s
2
i )
)
(4)
We also have another measurement to compare to, the abso-
lute G-band measurement from Gaia. The comparison value
for this comes directly from the PARSEC stellar models and
thus comes with no scatter. To include an estimate of the
scatter on the absolute G magnitude we extracted a sam-
ple of stars around the Praesepe cluster. We then selected
cluster members having proper motions within 3 mas/yr
of a by-eye estimate of the mean cluster proper motion
(µα cos δ = −36 mas/yr, µδ = −13 mas/yr) and with par-
allaxes between 4.5 and 6.0 milliarcseconds. We then com-
pared this cluster population with a Praesepe-age (790 Myr,
Brandt & Huang 2015) PARSEC isochrone. After excluding
stars that appeared to have evolved (absolute G magnitude
<1) and late-type stars (GGaia − KS,2MASS >3) we cal-
culated the difference between the absolute G magnitude
calculated using the Gaia DR2 parallax and the expected
absolute G magnitude given the star’s GGaia − KS,2MASS
colour and the PARSEC isochrone. We used a simple linear
interpolation between points in the isochrone in log10mass,
log10 age and [Fe/H]. We then estimated the scatter in abso-
lute G magnitude by taking the median absolute deviation
of these magnitude differences and multiplying by 1.48. The
median absolute deviation is robust to outliers. The factor
of 1.48 is the scale factor to transform the median absolute
deviation to a 1σ scatter estimate (Maronna et al. 2006).
This gives us an estimate of the scatter of 0.153 magnitudes
that is robust to outliers.
2.3 Training the model
As we are making use of Skymapper data, our method re-
quires a catalogue of stellar parameters for relatively bright
southern stars. For this we chose the GALAH sample of
Buder et al. (2018a). This provides stellar parameters in
the temperature range 4000 K< Teff <7000 K over a range
of surface gravities and metallicities. From this we then se-
lected a training sample which spanned a range of stellar pa-
rameters and which were not flagged by Buder et al. (2018a)
as having unreliable stellar parameters. This latter condition
removes most dwarfs in the 4000 K< Teff <4600 K range,
hence we will not be able to determine stellar parameters for
dwarfs in this temperature range. We note that this range
has relatively few objects in the TESS CTL. This is a result
of the selection algorithm of the CTL prioritising bright stars
or the smallest, coolest stars with a gap for mid-K dwarfs
(see Stassun et al. 2018’s Section 4.2.3). Figure 1 shows all
the stars in our training sample. We then applied our pho-
tometric quality cuts for each of our nine colours producing
training samples for each colour. These samples each com-
prised around 1000 stars.
2.3.1 Dealing with extinction in the training sample
For our training sample we used the Rayleigh-Jeans Color
Excess method proposed by Majewski et al. (2011) and re-
finded by Zasowski et al. (2013) to correct for reddening.
This uses the temperature insensitivity of the H-W2 colour
to estimate reddening. Here we use the same method .
To convert the extinction values from the Rayleigh-
Jeans Color Excess method to extinctions in each of our pho-
tometric bands we used the reddening relation of Cardelli
et al. (1989). We used the compilation of filter effective
wavelengths compiled by Brad Tucker at the Mount Stromlo
Observatory 1 for all filters except the Gaia G band. For
this last filter we used the effective wavelength calculated
by Morgan Fouesneau of MPIA 2.
To minimise the effect of reddening on our training sam-
ple we restricted ourselves to regions of the sky with low
extinctions (AV < 0.05) in Schlegel et al. (1998).
1 http://www.mso.anu.edu.au/~brad/filters.html
2 http://mfouesneau.github.io/docs/pyphot/
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Figure 1. The distribution of stellar parameters for our training set. These parameters were taken directly from the GALAH survey
(Buder et al. 2018a). The training sample was selected to cover a broad range of F, G and early K stars.
2.3.2 Our trained model
For each colour we then ran a simple MCMC to fit the
polynomials described in Equation 2. We selected the set
of parameters from this chain with the highest calculated
likelihood. Table 1 shows these parameter values. Fig-
ures 2, 3, 4 and 5 show how our model reproduces patterns
in the data. Figure 6 shows the difference between colours
generated from our photometric model (using the measured
GALAH stellar parameters for each star) and the observed
colours. In all cases the residual differences appear as scat-
ters around zero with no clear underlying trend. We note
that the larger the measured scatter is in our model (see
the last column of Table 1) the larger the scatter on the ap-
propriate panel of Figure 6 appears. Each of the four afore-
mentioned plots show 2700 objects, selected from GALAH
stars not in our training sample to cover a range of effective
temperatures, surface gravities and metallicities. The left-
hand panels show the objects’ GALAH stellar parameters
and their observed colours. The right-hand panels show the
same objects but with colours calculated from our model
using the GALAH stellar parameters. It is clear that our
model reproduces the trends in the data relatively well.
2.4 Markov Chain Monte Carlo parameter
estimation
We have built models of how stellar colours relate to effective
temperature, gravity and metallicity. We now use these as
c© 2015 RAS, MNRAS 000, 1–??
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Table 1. The model parameters produced by our GALAH training set. Along with the estimated scatter in absolute G band magnitude
calculated from members of the Praesepe cluster.
Colour a0 a1 a2 a3 a4 a5 a6 si(mag.)
Gabs,gaia . . . . . . . . . . . . . . . . . . . . . 0.153
uSkymapper − Ggaia 13.617766 −23.443872 −11.141706 42.378030 −18.535744 −0.057528 0.461328 0.137593
vSkymapper − Ggaia 8.099119 −19.189484 6.216356 14.295625 −7.236286 0.011229 0.440914 0.135398
iSkymapper − Ggaia 0.339292 −0.348567 0.800790 −2.106884 0.987482 0.001888 −0.025408 0.047475
zSkymapper − Ggaia −0.151847 0.947015 0.955333 −4.218476 2.008298 0.011817 −0.026462 0.067180
Ggaia − J2MASS 0.169107 2.514782 −7.450069 10.046609 −3.710285 −0.029018 0.055635 0.095357
Ggaia −H2MASS 1.055295 −0.535033 −4.584718 10.398408 −4.310333 −0.025798 0.048321 0.117178
Ggaia −Ks,2MASS 0.753974 0.380586 −5.060822 10.095362 −4.01346 −0.035459 0.068763 0.124873
Ggaia −W1WISE 2.646238 −3.817434 −4.161496 13.381048 −5.820988 −0.036533 0.064117 0.132975
Ggaia −W2WISE 1.686011 −0.386909 −8.792007 16.017826 −6.395953 −0.027864 0.032205 0.137357
Figure 2. Blue optical colours for 2700 objects in the GALAH sample. Left: the objects’ observed colours are plotted against their
GALAH stellar parameters. Right: the objects’ colours are calculated from our trained photometric model and the GALAH stellar
parameters. Note how the model reproduces the metallicity sensitivity of both colours. Note we truncate our colour scale at Fe/H=-1.
The small number of objects more metal-poor than this will have a similar colour to an Fe/H=-1 object.
part of a MCMC effort to explore our likelihood space and
measure the parameters of each star.
We begin by taking a grid of PARSEC stellar models
and interpolating them so that they form a regular grid in
log mass, initial metallicity and log age. For each object we
begin with a 1 Gyr-old, 2M star with [Fe/H]=−0.1 and
AV = 0.001 mag. For an initial 10,000 steps we only allow
the mass to vary, allowing each star to find its approximate
stellar evolution stage. We then step around on our grid
of mass, metallicity and age; also stepping around in ex-
tinction. At each step we generate an effective temperature,
log g and absolute Gaia G magnitudes from the PARSEC
model grid. We then used the effective temperature, log g
and metallicity as inputs for our trained photometric model,
yielding estimates of our nine colours. These colours then
had extinction corrections applied to them calculated from
the value of AV our model found itself at and the relation-
ship between AV and the extinction in other filters that we
previously calculated. The colours, with extinction included,
were combined with the model-derived absolute magnitude
and along with the observed magnitudes and colours, fed
into our likelihood for that star (see Equation 4). We then
used a simple Metropolis-Hastings algorithm to compare our
likelihood value with the previous step and to decide if we
should stay with the step in parameter space we just made.
We find that this method works well for dwarf stars pro-
ducing an acceptance rate in the 20–30% range using initial
step sizes of initial step sizes of 0.4 dex in metallicity, 0.2 M
c© 2015 RAS, MNRAS 000, 1–??
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Figure 3. Red optical for 2700 objects in the GALAH sample. Left: the objects’ observed colours are plotted against their GALAH
stellar parameters. Right: the objects’ colours are calculated from our trained photometric model and the GALAH stellar parameters.
Note we truncate our colour scale at Fe/H=-1. The small number of objects more metal-poor than this will have a similar colour to an
Fe/H=-1 object.
in mass and 0.2 Gyr in age. In order to fully explore our like-
lihood we aim for an acceptance rate in the 20–30% range. If
after our initial burn-in period of 100,000 iterations we find
that the acceptance rate has fallen below 20% we reduce our
step sizes by a factor of 1.1. If we find that the acceptance
rate goes above 30%, we increase each step size by a factor
of 1.1. We repeat this process until the acceptance rate is
acceptable. We run the code for a burn-in period of five hun-
dred thousand steps followed by a further one million steps.
We find that the likelihoods of dwarf stars can be explored
with relatively large step sizes. Evolved stars of a partic-
ular temperature and brightness follow a narrow channel
in mass-age-metallicity space and thus require smaller step
sizes.
We set a requirement that they do not exceed
the boundaries of our grid (0.15M <mass< 25M),
0.008 Gyr<13 Gyr, −1.85 dex<[Fe/H]<0.65 dex) and that
the effective temperature stays between 3800 K and 7800 K
(a slightly wider temperature range than our training sam-
ple). Our extinction AV has a requirement that it must be
less than the extinction from the integrated Galactic red-
dening maps of Schlegel et al. (1998) (generated from the
dust getval IDL routine) and also less than the extinction
upper limit in the Gaia stellar parameters catalogue of An-
drae et al. (2018). We note that this latter source also uses
the Gaia G magnitude in its calculation so is not an entirely
independent constraint. We found that we were not able to
constrain the metallicity of objects which did not have data
in one of the uskymapper or vskymapper bands. Hence for such
objects we set the metallicity to be -0.1 dex, the modal value
of the solar neighbourhood distribution found by Gray et al.
(2006).
The values we quote for each parameter are for the
maximum likelihood solution that our chain found. We also
quote 1σ confidence limits around these values calculated
from the likelihood contours in our chain.
3 RESULTS
We ran our parameter estimation code on 1,086,223 objects
in the TESS CTL (version 0701). These objects have a) CTL
effective temperatures of 4000 K to 8000 K, b) coordinates
located in the southern celestial hemisphere (where we have
Skymapper data), c) Gaia astrometric solutions that have a
Reduced Unit-Weighted Error less than 1.5 (Lindegren et al.
2018a,b) (this cut removed 11% of objects that passed all
other cuts) and parallaxes more significant than 5σ and d)
have reliable photometry in at least five of the Skymapper,
2MASS and WISE bands (this removed 6% of objects that
passes all other cuts). This results in a list of likely FGK
stars with good Gaia astrometric solutions which are likely
to be TESS short cadence targets. Our training set does not
contain a significant number of cool dwarfs (Teff < 4600 K
and log g > 4) or hot objects (Teff > 7000 K). Hence for
c© 2015 RAS, MNRAS 000, 1–??
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Figure 4. 2MASS near-infrared colours for 2700 objects in the GALAH sample. Left: the objects’ observed colours are plotted against
their GALAH stellar parameters. Right: the objects’ colours are calculated from our trained photometric model and the GALAH stellar
parameters. Note we truncate our colour scale at Fe/H=-1. The small number of objects more metal-poor than this will have a similar
colour to an Fe/H=-1 object.
objects where we calculate stellar parameters in these ranges
we simply quote that they are dwarfs cooler than 4600,K or
objects hotter than 7000 K in our final catalogue. We exclude
these objects from our subsequent plots. There are 939,457
objects for which we quote effective temperature and gravity
values and 638,972 for which we also quote a metallicity.
The typical effective temperature uncertainty in our
sample is 247 K, slightly higher than the typical 178 K un-
certainty in the TESS CTL for the objects we sampled. Our
typical metallicity uncertainty is 0.28 dex. The higher val-
ues on these uncertainties are likely due to our TESS sam-
ple having stars which lack data in some of the Skymapper
bands.
Figure 7 shows histograms on our measured parameters
for 95,356 randomly selected stars. Here we take an average
of our upper and lower uncertainty estimates to represent
the uncertainty for each object. The effective temperature
uncertainty is lower for objects cooler than Teff = 6000 K
while hotter objects have higher uncertainties. This is to
be expected as colour changes more rapidly with effective
temperature at cooler temperatures. We note that hotter
stars often have very high upper temperature bounds due to
this effect. The same pattern are seen in the uncertainties
in Fe/H and the fractional uncertainties of our logR/R
estimates with hotter stars having higher uncertainties. This
latter histogram peaks at 9-10% with dwarfs having lower
c© 2015 RAS, MNRAS 000, 1–??
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Figure 5. WISE near-infrared colours for 2700 objects in the GALAH sample. Left: the objects’ observed colours are plotted against
their GALAH stellar parameters. Right: the objects’ colours are calculated from our trained photometric model and the GALAH stellar
parameters. Note we truncate our colour scale at Fe/H=-1. The small number of objects more metal-poor than this will have a similar
colour to an Fe/H=-1 object.
uncertainties than giants. Our median radius uncertainty is
9.3%, reducing to 8.3% for higher priority objects.
c© 2015 RAS, MNRAS 000, 1–??
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Figure 6. A comparison between the colours generated by our photometric model (using the measured GALAH stellar parameters as
inputs) and the observed magnitudes for each of for 2700 objects in the GALAH sample. Note how the scatter on each colour difference
scales with the scatter estimates in our model (see the last column in Table 1).
Figure 7. Histograms of the uncertainties on the measured stellar parameters for our sample. As we quote separate upper and lower
uncertainty bounds for each object we take and average of these to values to obtain an estimate of each objects typical uncertainty. In all
three cases cooler objects have lower parameter uncertainties. The range of uncertainties at a given effective temperature likely relates
to some objects lacking photometric measurements in some bands. We achieve a typical fractional radius uncertainty of 10%. Note the
right-hand plots excludes stars which we could not determine the metallicity for as they had no blue Skymapper photometry.
c© 2015 RAS, MNRAS 000, 1–??
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3.1 Stellar parameter accuracy
3.1.1 Testing with GALAH data
We used a sample of 2700 GALAH stars to test how accu-
rate our parameter estimation methods were. This sample
was selected to cover a wide range of stellar parameters.
We do not include objects hotter than 7000 K and dwarfs
colder than 4600 K in our sample as our model was built on
a training sample that included few such stars. The results
of this parameter estimation test are shown in Figure 8. We
find that the mean value of Teff,est − Teff,spec (the differ-
ence between our effective temperatures and the GALAH
spectroscopic effective temperatures) is 9 K. The scatter on
the difference between these our effective temperature es-
timates and those quoted in the GALAH survey is 141 K,
broadly in line with what one would expect from GALAH
effective temperatures with a typical uncertainty of 93 K and
our MCMC estimated effective temperatures with a typical
uncertainty of 126 K. This measurement uncertainty is larger
than the offset between our temperature estimates and those
in the TESS CTL. For metallicity we find that our estimate
is comparable with the measured GALAH metallicities with
an offset in (Fe/H)eff,est − (Fe/H)eff,spec of 0.03 and a
scatter of 0.20. This scatter is well below the typical uncer-
tainty on our metallicity estimates of 0.29. Table 2 contains
a more detailed comparison of our stellar parameter esti-
mates with those in the GALAH survey. There we break
the results down into dwarfs of different spectral types and
evolved stars. We tested our stellar parameter estimates us-
ing three combinations of the available photometry. First we
used samples where all stars had good quality Skymapper
data. We then set our code to treat either the blue Skymap-
per bands (u and v) as missing or to treat all Skymapper
bands as missing. This allowed us to test the accuracy of
our method for the majority of stars where we had all the
available photometry as well as the small number of stars
with missing Skymapper data.
Figure 9 shows the estimated stellar radii for our test
sample. We successfully reproduce the expected pattern of
larger, more luminous stars having larger radius estimates.
3.1.2 Comparison to TESS Candidate Target List
The TESS CTL (Stassun et al. 2018) contains stellar pa-
rameter estimates from a range of methods. These are a)
spectroscopic measurements from large-scale surveys and b)
where spectroscopic measurements are unavailable (i.e. most
stars) effective temperatures from photometric colours. As
Gaia DR2 was unavailable when the CTL was originally con-
structed, not all stars have parallax measurements. Stassun
et al. (2018) used reduced proper motion as a proxy for lu-
minosity in order to separate dwarfs from giants.
We compared our estimated effective temperatures to
those in the CTL (see Figure 10). We find that the tem-
peratures are generally similar with our temperatures being
on average 50 K hotter. The scatter between the two mea-
surements (calculated from 1.48 times the median absolute
deviation) is 258 K, slightly larger than the typical quoted ef-
fective temperature uncertainties in both our estimates and
the CTL estimates 259 K and 189 K respectively). A large
part of this scatter is due to objects in the Galactic Plane
for which we have no blue Skymapper data and high limit-
ing extinction values. When we restrict ourselves to objects
with a CTL priority above 0.001 (which excludes almost all
stars in the Plane) we find a temperature bias of 111 K and
a scatter of 191 K. Note both our method and the CTL use
2MASS data so are not entirely independent. The full com-
parison with the TESS CTL is shown in Table 2.
We find that our stellar radius estimates are generally
similar to the estimates in the CTL (see Figure 11). There
are relatively few giants as many of these were excluded by
the cuts made by Stassun et al. (2018). However we find that
22% of our stars have stellar radius estimates that are 50%
larger than the estimates in the CTL. This reduces to 14%
for higher priority TESS targets (CTL priority>0.001). This
is likely due to us having Gaia DR2 parallaxes available to
us, allowing us to better estimate the absolute magnitudes of
stars. We note that the recently released CTL version 0702
uses Gaia DR2 parallaxes to remove some giant stars. This
changes our previously mentioned contamination numbers
to 21% for the full catalogue and 14% for high priority tar-
gets. The right-hand panel of Figure 11 shows that these
stars with larger radius estimates in our study are typically
subgiants. Note that the radius uncertainties in the CTL
takes into account the fact that it is difficult to distinguish
a dwarf from a subgiant using reduced proper motion. The
radius uncertainty is capped at 100% of the radius estimate.
As a result, the CTL median fractional radius uncertainty
(the final column of Table 2) can either be unity or close to
unity.
3.1.3 Comparison to other stellar parameter estimates
To further test our stellar parameter measurements we also
compared our results with objects in the GALAH-TGAS
survey (a separate stellar parameter calculation from the
main GALAH survey using GALAH spectra and GAIA
TGAS parallaxes Buder et al. 2018b), K2 asteroseismol-
ogy parameters (Lund et al. 2016) and the aforementioned
TESS Input Catalog (Stassun et al. 2018). We note that
the GALAH-TGAS survey includes some of the astrometric
data that went into the Gaia parallaxes we use, hence it is
not entirely independent. Our comparison with the K2 as-
teroseismology stars was done without Skymapper data as
the stars in this comparison sample are almost all too bright
to have reliable Skymapper photometry. Note that as we do
not estimate metallicity for stars with no blue Skymapper
photometry, comparison runs where we remove the either
the blue Skymapper photometry or all the Skymapper pho-
tometry have no metallicity measurement comparison.
Table 2 shows all our parameter comparisons, includ-
ing our comparisons with GALAH and the TESS CTL. It
appears that our method has small biases for all parame-
ters compared to our comparison samples. Our uncertain-
ties typically agree well with the measured scatter between
our measurements and those from other surveys. The typical
fractional radius estimate in our comparison with asteroseis-
mology stars is a few percent higher.
3.2 Limitations to our model
To test the potential limitations of our model we exam-
ine Figures 11 and 12. We note a small number of ob-
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Figure 8. A comparison of the stellar parameters estimated from our method with those measured from GALAH spectroscopy for 2700
objects. We appear able to accurately reproduce effective temperature and gravity. For metallicity our method appears to work poorly
for giants but relatively well for dwarfs. The structure at log gspec=4.5 is due to the selection of the sample used to make this plot, not
the parameter estimation method. Note we truncate our colour scale at Fe/H=-1. The small number of objects more metal-poor than
this will have a similar colour to an Fe/H=-1 object.
jects that lie between the main sequence and giant branch
which have very high metallicity estimates (typically over
0.55 dex). Such objects are either overluminous binaries or
objects with red blue-optical colours which our model can-
not fit well. We flag these objects in our catalogue.
We find that for the the vast majority of our objects we
do not constrain extinction. The likelihood for each of these
objects result is roughly flat between our limiting extinc-
tion values. This is typically because most of our objects
have limiting extinctions of 0.1-0.2 mag. The reddening in
each of our colours will be less than this (and highest in
G−W2) while the scatter we measure on each colour is typ-
ically 0.1 mag. This means that for most stars we cannot
constrain the extinction well. Hence for objects with esti-
mated extinction values less significant than 5σ we simply
quote our limiting extinction as an upper limit.
3.3 Our catalogue
A short example table of our catalogue is shown in Table 3.
We quote values for effective temperature, gravity, metal-
licity, radius, mass and extinction along with one standard
deviation error bounds. We do not quote an age estimate
as this is relatively unconstrained for stars on the main se-
c© 2015 RAS, MNRAS 000, 1–??
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Figure 9. The estimated stellar radii for 2700 objects from the
GALAH sample plotted on a colour-magnitude diagram. Note
that the stellar radii increase up the subgiant branch as expected.
quence. As stated above, we only quote extinction values for
stars where our extinction values are more than five times
the quoted extinction uncertainty. For objects where one of
our error bounds fall outside the range of our model we quote
lower limits on the uncertainty. For objects where we did not
estimate the metallicity we quote −0.1 dex as a typical value
in the solar neighbourhood and flag these values with a †.
4 CONCLUSIONS
We have calculated stellar parameters for 939,457 FGK stars
that are likely to be short-cadence targets for the TESS
mission. Our method uses data-driven models for colours
which accurately reproduce the observed colours of sun-like
stars. We are able to estimate the radii of TESS targets with
a typical uncertainty of 9.3%. This catalogue can be used
to screen exoplanet candidates from TESS and provides a
homogeneous set of stellar parameters for statistical studies.
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Table 3. A short example table of our stellar parameter estimates for TESS targets.
TESS ID Teff,est(K) log gest(dex) (Fe/H)est(dex) log10Mest/M log10Rest/R AV,est(mag)
101 6099±279117 4.42±0.070.13 -0.07±0.200.28 0.02±0.060.08 0.02±0.040.03 <0.251
159 6010±339119 4.37±0.100.13 0.05±0.250.29 0.03±0.070.07 0.05±0.040.04 <0.261
164 5503±266147 4.44±0.140.05 -0.10±0.340.43 -0.08±0.110.02 -0.04±0.040.04 <0.230
185 5649±25386 4.41±0.110.10 0.15±0.300.23 -0.01±0.080.06 0.01±0.030.04 <0.281
358 >7000 . . . . . . . . . . . . . . .
382 6159±676101 4.08±0.200.09 0.04±0.310.25 0.08±0.130.05 0.22±0.040.05 <0.278
479 5458±22074 4.12±0.040.05 0.49±0.160.26 0.20±0.020.05 0.26±0.040.04 <0.270
1178 5417±483123 4.42±0.100.09 -0.10±0.000.00 -0.02±0.030.06 0.00±0.030.05 <0.303
1238 5999±404191 4.32±0.110.16 0.12±0.360.42 0.04±0.090.10 0.08±0.040.04 <0.309
1275 5932±200157 4.51±0.030.18 -0.01±0.170.40 0.02±0.030.12 -0.02±0.040.03 <0.149
1307 5341±46274 4.50±0.100.07 -0.10±0.000.00 -0.06±0.060.04 -0.06±0.020.04 <0.314
1325 6896±>103229 4.18±0.200.13 -0.23±0.330.46 0.12±0.080.07 0.19±0.040.08 <0.317
1420 6425±>574146 3.85±0.240.12 -0.16±0.410.32 0.16±0.080.06 0.38±0.040.09 <0.324
1586 5470±239102 4.50±0.110.06 -0.17±0.340.36 -0.09±0.090.03 -0.08±0.030.03 <0.295
1648 6108±604154 4.28±0.150.09 -0.10±0.000.00 0.02±0.090.02 0.09±0.040.05 <0.312
1886 6790±>209182 4.09±0.220.12 -0.07±0.350.46 0.15±0.090.07 0.25±0.040.09 <0.276
1919 5511±149139 4.54±0.030.15 0.24±0.200.46 0.01±0.020.10 -0.05±0.040.03 <0.278
1981 5695±46094 4.06±0.200.09 0.38±0.270.37 0.07±0.120.05 0.22±0.040.05 <0.294
2082 <4600 . . . . . . . . . . . . . . .
2216 5367±146194 4.56±0.040.12 0.19±0.210.63 -0.02±0.040.09 -0.07±0.040.03 <0.285
2328 5556±383212 4.41±0.150.05 -0.10±0.000.00 -0.08±0.090.01 -0.02±0.040.04 <0.291
2503 5173±11161 4.62±0.030.10 0.07±0.140.41 -0.06±0.020.08 -0.12±0.030.03 <0.180
2700 5826±640117 4.12±0.160.13 0.34±0.310.38 0.10±0.100.09 0.21±0.040.06 <0.279
2729 5267±19754 4.55±0.100.03 -0.33±0.320.33 -0.14±0.090.02 -0.13±0.030.03 <0.277
2735 5127±328112 2.52±0.360.36 -0.66±0.720.50 0.20±0.250.24 1.06±0.190.13 <0.273
2898 4813±8951 4.64±0.020.08 0.18±0.210.35 -0.09±0.030.06 -0.15±0.030.03 <0.273
2944 6168±>831132 4.03±0.290.09 -0.30±0.510.30 0.02±0.170.05 0.22±0.040.08 <0.274
2957 <4600 . . . . . . . . . . . . . . .
2961 5909±573225 4.12±0.250.13 -0.12±0.600.42 -0.00±0.170.07 0.16±0.040.07 <0.282
2995 5452±149112 4.55±0.030.13 0.27±0.210.39 0.00±0.030.09 -0.05±0.030.03 <0.280
c© 2015 RAS, MNRAS 000, 1–??
TESS stellar parameters 17
APPENDIX A: MATCHING WITH GAIA DATA
We used the VO Multicone search available in TopCAT
(Taylor 2005) to select possible Gaia matches for objects in
the TESS CTL. The TESS Input Catalog uses positions cor-
rected to Epoch 2000.0. As we are comparing to Gaia which
has Epoch 2015.5, we need to take into account the possi-
ble motions of stars since then when searching for matches.
Hence we set our search radius for each object as twenty
times the total proper motion in arcseconds per year listed
in the TESS CTL or ten arcseconds, whichever was greater.
This both allows us to search for fast-moving stars and to
have a buffer to allow for errors in the position and proper
motion.
To ensure that we were matching to the same star and
not a coincident, likely fainter object, we needed to know
the Gaia magnitude of each TESS source. The TESS CTL
lists Gaia DR1 magnitudes for most objects as well as esti-
mated TESS T magnitudes for all objects. We used these as
our Gaia G-band magnitude when available. The Gaia DR1
and DR2 G-band magnitudes have a small colour term be-
tween them of around 0.25 mag for the coolest stars (Brown
et al. 2018). To take this into account we set a magnitude
difference tolerance of one magnitude between the Gaia DR2
G-band magnitude and the Gaia G-band magnitude listed
in the CTL. For redder objects (T − J > 1.1) and brighter
objects (T < 7) we increase this tolerance to two magni-
tudes. Where no G-band magnitude is listed in the CTL we
use the following relation, calculated from the Gaia DR1 G,
TESS T and 2MASS J magnitudes of 935 randomly selected
TESS targets,
T−G = 0.14666639−1.3241485(T−J)+0.32423058(T−J)2
(A1)
All objects in the TESS CTL have a T magnitude and al-
most all have a J magnitude. Hence this allows us to calcu-
late Gaia DR1 G-band magnitudes for sources with no G-
band magnitude listed. For objects where T − J fell outside
the typical range (between 0.0 and 2.0) we also increased
our magnitude tolerance to two magnitudes.
We then follow a multi-step approach to matching.
Firstly we must calculate corrected positions for all potential
Gaia matches to the CTL epoch of 2000.0. Then we followed
the process below
(i) If there were matches within 1” of the corrected posi-
tion and within the G-band magnitude tolerance then select
the match with the smallest magnitude difference to the
CTL magnitude.
(ii) If not then repeat the process above but with a match
radius of 3”.
(iii) If not then repeat the process above but with a match
radius of 5”.
(iv) If there are no matches within 5” of the corrected
position then find any object which only has a Gaia two
parameter solution and a matching magnitude. If there are
multiple two parameter solution matches then select the one
with the smallest magnitude difference to the CTL magni-
tude.
The vast majority (3,731,686/3,817,768) of our sources only
have one position and magnitude match within one arcsec-
ond. The two parameter object search is to take into account
objects which appear in the TESS CTL but which do not
have Gaia DR2 proper motions or parallaxes. While this lack
of a parallax precludes us from including these 60,856 ob-
jects in our stellar parameters analysis, we include them here
for completeness. We include the Reduced Unit-Weight Er-
ror (RUWE) (Lindegren et al. 2018a,b) from the ARI GAVO
DR2light table. This can be used to filter out noisy astro-
metric solutions.
Table A1 is a short example of our full electronically
available TESS-GAIA match.
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Table A1. A short example table of our matched Gaia detections for TESS CTL objects. All astrometric data is from Gaia. “Match
type” indicates which of the category that describes the match of each object to its Gaia counterpart, 1. only magnitude match within 1”
of the proper motion corrected position, 2. best magnitude match within 1” of the proper motion corrected position, 3. only magnitude
match within 3” of the proper motion corrected position, 4. best magnitude match within 3” of the proper motion corrected position,
5. only magnitude match within 5” of the proper motion corrected position, 6. best magnitude match within 5” of the proper motion
corrected position, 7. only magnitude match with a two parameter astrometric solution within 5” of the uncorrected position, 8. best
magnitude match with a two parameter astrometric solution within 5” of the uncorrected position.
TESS ID GAIA DR2 ID R.A. Dec. µα cos δ µδ pi G R.V. RUWE match
(Ep.=2015.5 Eq.=J2000) (mas/yr) (mas/yr) (mas) (mag.) (km/s) type
101 6220284483485052800 218.753426 −29.786162 −7.70± 0.08 −6.00± 0.06 3.38± 0.04 11.676 −24.190± 3.130 0.850 1
159 6220293971069949696 218.768146 −29.677842 0.49± 0.12 −2.69± 0.17 2.56± 0.07 12.207 −17.790± 0.920 0.958 1
164 6220294039789428864 218.768010 −29.665272 −3.93± 0.07 −14.69± 0.09 2.26± 0.04 13.362 . . . 1.034 1
185 6220295448538709376 218.742945 −29.629234 −18.13± 0.11 −31.40± 0.13 3.32± 0.06 12.114 −1.250± 1.400 1.029 1
358 6221815798241951872 218.798872 −29.348655 −9.77± 0.11 −9.79± 0.14 3.12± 0.07 9.584 −11.480± 1.940 0.860 1
382 6221815970040649728 218.831883 −29.314487 2.23± 0.08 −12.55± 0.08 3.48± 0.05 10.565 19.120± 0.510 0.989 1
479 6221819577813206656 218.834572 −29.156620 −3.53± 0.05 −5.22± 0.04 1.12± 0.02 13.381 21.100± 5.970 1.020 1
733 6222034291818114688 218.731298 −28.790260 38.48± 0.16 18.49± 0.15 4.29± 0.10 16.322 . . . 0.904 1
880 6222112460222994560 218.727346 −28.503355 −74.65± 0.20 −12.53± 0.15 2.19± 0.10 17.116 . . . 0.897 1
1068 6222126405981353472 218.798071 −28.235262 −65.49± 0.50 −34.51± 0.40 4.79± 0.34 18.096 . . . 1.038 1
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