The Guide to the Expression of Uncertainty in Measurement advocates the use of an 'effective number of degrees of freedom' for the calculation of an interval of measurement uncertainty. However, it does not describe how this number is to be calculated when (i) the measurand is a vector quantity or (ii) when the errors in the estimates of the quantities defining the measurand (the 'input quantities') are not incurred independently. An appropriate analysis for a vector-valued measurand has been described (Metrologia 39 (2002) 361-9), and a method for a one-dimensional measurand with dependent errors has also been given (Metrologia 44 (2007) 340-9). This paper builds on those analyses to present a method for the situation where the problem is multidimensional and involves correlated errors. The result is an explicit general procedure that reduces to simpler procedures where appropriate. The example studied is from the field of radio-frequency metrology, where measured quantities are often complex-valued and can be regarded as vectors of two elements.
Introduction
The Guide to the Expression of Uncertainty in Measurement (the Guide or GUM) gives a practical procedure for the evaluation of measurement uncertainty. That procedure is based around the idea of adding individual estimates of variances to obtain an estimate of overall measurement variance and then combining the numbers of 'degrees of freedom' for the individual estimates to obtain an effective number of degrees of freedom for this overall estimate. The Guide's procedure is only applicable with one-dimensional quantities, which in this paper we will call 'scalars', but there are a number of areas of metrology that must deal with multidimensional quantities also. Perhaps the most common involve complex-valued quantities, which arise in association with wave phenomena in fields such as acoustics, optics and electrical metrology. In particular, metrology at radio and microwave frequencies (RF) is often concerned with measuring reflection and transmission coefficients when electromagnetic waves propagate in a network of components. Standard RF instrumentation can be used to accumulate simultaneous measurements of several such coefficients to form a sample of data. When the measurand is related to a number of these coefficients, subsequent data processing will use the sample data to obtain the measurement result, and the associated sample variances and covariances should be used to evaluate the measurement uncertainty. This paper describes a method for calculating the number of effective degrees of freedom in such cases, so that a region of expanded uncertainty can be evaluated.
When the measurand is a scalar estimated by averaging n replicated measurement results, the procedure of the Guide involves forming a confidence interval using the tdistribution with n − 1 degrees of freedom, as in the classical statistical approach to estimating the mean of a normal distribution [1, clause 4.2.3, note 1]. The general problem addressed in the Guide, however, involves a measurand that is a function of many scalars, with this function being locally approximately linear. The uncertainty of measurement is then analogous to the uncertainty in the estimate of the weighted sum of many scalars.
In that case there is no t-distribution from which we can construct an exact confidence interval, so the Guide advocates a method that uses a t-distribution but is approximate.
This method uses the Welch-Satterthwaite (W-S) formula to calculate the best number of degrees of freedom [1, appendix G.4]. The W-S formula is derived and justified under the classical, i.e. frequentist, approach to statistical analysis. It is applicable when the quantity of interest is the sum of scalars each independently estimated by averaging measurement results [2, 3, 4] . Therefore, the use of the W-S formula in metrology is most appropriate when the classical approach is adopted and when the dominant components of uncertainty are evaluated by Type A methods. That is the primary context for extension of the Guide methodology by generalization of the W-S formula. Our analysis is firmly grounded within the classical statistical framework, in which the W-S formula applies. Working in a nonclassical context would involve a different formula as the starting point [5, appendix] .
Notation and terminology
As in the Guide, the upper-case letters X and Y denote unique unknown values of fixed scalar quantities and the lower-case letters x and y indicate known estimates of these quantities. Similarly, upper-case bold letters like X X X and Y Y Y and lower-case bold letters like x x x and y y y denote fixed vector quantities and their estimates. Upright bold symbols such as u, Σ and s are used for matrices. In classical statistics an observation, say x, is generally seen as the outcome of a random variable, and this random variable will often be denoted by the corresponding capital letter. However, because the symbol X is being used for a different purpose in this paper, the random variable of which x is the outcome will be denoted byx [18] . Physicists tend to think in terms of the data, not the random variables that gave rise to the data, so there is merit in minimizing explicit reference to random variables. Thus instead of writingx ∼ N(0, 4), for example, to mean that the random variablex possesses the normal distribution with mean 0 and variance 4, we will write x ← N(0, 4) to mean that to the number x was drawn from the normal distribution with mean 0 and variance 4 [6] . 1 Similarly, instead of writing σ 2 (x) or varx to mean the variance of the random variablex we will write σ 2 p (x) or var p x to describe the same quantity as the parent variance of x.
The term 'measurement result' is often used in metrology to represent the outcome of the measurement process. The basic context of the Guide, and the context of this paper, is where the measurand has an essentially unique unknown value that is estimated or approximated in the measurement. So, in keeping with common statistical terminology, we will often describe a measurement result as an 'estimate'.
1.2 A basic result: estimating a multidimensional quantity from repeated measurement
The foundation of the methodology to be discussed in this paper is the following result in multivariate statistical analysis. Suppose that n measurements are made of an unknown q-dimensional quantity X X X and that the results are
. The sample mean vector of these results is defined to bex
and the sample covariance matrix of these results is defined to be the q × q matrix
(More strictly, this could be called the sample estimate of the covariance matrix.) The best point estimate of X X X available from this data isx x x, so we make the definition x x x ≡ x x x in order to let x x x symbolize this estimate. Suppose that each x x x [j] is independently drawn from the q-dimensional multivariate normal distribution with mean vector X X X and some covariance matrix Σ, which is a distribution denoted N q (X X X, Σ). That is, suppose
. Then x x x is drawn from the multivariate normal distribution with mean vector X X X and covariance matrix Σ/n, while (n − 1)s is independently drawn from the Wishart distribution with scale matrix Σ and n − 1 degrees of freedom, which we denote by W q (n − 1, Σ) [8] . That is,
with x x x and s being drawn independently. It follows that
where T 2 n−1,q signifies the distribution of Hotelling's T 2 with n − 1 degrees of freedom and second parameter q [8] .
The distribution T 2 ν,q is the distribution of νq(ν + 1 − q) −1 F q,ν+1−q where F q,ν+1−q is a random variable with the F -distribution with q degrees of freedom in the numerator and ν + 1 − q degrees of freedom in the denominator. Let F ν 1 ,ν 2 ,0.95 denote the 0.95-quantile of the distribution of F ν 1 ,ν 2 . Then, from (1), the ellipsoidal region of vectors X X X * described by the equation
is the realization (or outcome) of a 95% confidence region for X X X. In other words, whatever the values of the unknown parameters X X X and Σ, the overall procedure had probability 0.95 of generating a region containing X X X. This procedure includes the steps of choosing n without reference to the data, making the measurements and calculating the ellipsoid.
The result just described is a standard result in multivariate statistics. The subject of this paper is the generalization of this result for situations of metrological interest. This process begins with a statement of the basic mathematical structure of a multidimensional measurement problem. This statement is analogous to the description of a one-dimensional problem found in the Guide.
The Guide formulation applied to a multidimensional problem
The Guide addresses the problem where the unique unknown value Y of a scalar measurand is related by a known function to the unique unknown values X 1 , . . . , X m of m scalar input quantities. In generalizing this formulation to the multidimensional situation, it seems sensible to adopt analogous notation. So we consider the measurement of a quantity Y Y Y of dimension p that is related by a known function f to the unique unknown values X X X 1 , . . . , X X X m of m input quantities of dimension 2 q ≥ p. (If necessary, input quantities can be padded with dummy components to bring them all to the same dimension, q.)
The vector value of the measurand is Y Y Y = f (X X X 1 , . . . , X X X m ) and the result obtained is y y y = f (x x x 1 , . . . , x x x m ). The familiar 'linear approximation' to the measurement error written for the multidimensional case is
where
Here y y y and Y Y Y are column vectors of length p, x x x i and X X X i are column vectors of length q, and c i is a p × q matrix of sensitivity coefficients. The quantity ∂f f f /∂z z z for a p-dimensional vector f f f ≡ (f 1 , . . . , f p ) and a q-dimensional vector z z z ≡ (z 1 , . . . , z q ) is defined to be the
The x x x i quantities might be two-dimensional vectors representing complex numbers, with the real component being the first element. If so and if the function f is complex and differentiable, the 2 × 2 matrices c i may be obtained with less effort using the Cauchy-Riemann equations [9] . In that case, we evaluate the complex partial derivative of f (x x x 1 , . . . , x x x m ) with respect to x x x i and obtain the number a + b j, say, and then we can
The law of propagation of uncertainty for scalar quantities given in the Guide [1, clause 5.1.2] can be extended to the vector case. Let v y y y be the p × p covariance matrix to be associated with y y y. When each X X X i is measured independently, the generalization of the law of propagation of uncertainty is v y y y = m i=1 c i v i c i where v i is the q × q covariance matrix associated with x x x i . For the kind of uncertainty evaluation described in this paper,
For the situation where the X X X i quantities are not measured independently, we can write (2) in the form
where x x x = (x x x 1 , . . . , x x x m ) , X X X = (X X X 1 , . . . , X X X m ) and c is the appropriate p × mq matrix.
Then the law becomes v y y y = cv x x x c for the appropriate matrix v x x x .
Calculation of a confidence region
The law of propagation of uncertainty can be used to calculate a p-dimensional region of measurement uncertainty when the measurement error is well modelled as having arisen from the normal distribution with mean zero and known p × p covariance matrix. However, Σ i will usually be unknown and so any matrix v y y y calculated for use in (7) must be seen as an inexact estimate of the appropriate parent covariance matrix.
Consequently, (7) will not necessarily give uncertainty regions that enclose the measurand with adequate frequency. In this paper we address this problem by giving a degrees-offreedom formula for use with Hotelling's distribution analogous to the W-S formula used with a t-distribution in the univariate case. With ν eff being the effective number of degrees of freedom obtained using this formula, the region of expanded uncertainty is described by the inequality
for some appropriate matrix v y y y . (The region given by (7) is obtained as ν eff → ∞.)
Section 3 reviews and extends a formula applicable with independent components of error.
Section 4 gives the main advancement of this paper, which is a more general formula that allows a common form of dependency between components.
Finite degrees of freedom: independent estimates
Suppose that a p-dimensional measurement result y y y has been formed by applying the function f to independent measurements of the q-dimensional input quantities, and that the m parent covariance matrices of the errors in these measurements are unknown. We look for a p-dimensional uncertainty region described by (8) for a dummy vector Y Y Y * , for some appropriate matrix v y y y and for some effective number of degrees of freedom ν eff .
Willink and Hall [10] have discussed this problem in the context of estimating the sum of m multivariate means µ ≡ µ i . If we identify the vector µ i with c i X X X i for some constant matrix c i then their results can be applied in the situation described by the equation
In that case, v y y y = m i=1 w i with the matrix w i ≡ (w i·jk ) being equal to c i v i c i . Willink and Hall examined a number of possibilities for the corresponding effective number of degrees of freedom. The choice now strongly favoured, 3 which was the option denoted ν tv [10, eqs. 12,14] , is
For this application, the summation over i is from i = 1 to i = m. When m = 1 we obtain
The method of the earlier paper [10] is now presented in a way that explicitly shows its applicability with (2) and which provides a basis for the analysis of Section 4. We employ a result from the theory of multivariate analysis [11, Theorem 3.3.11] .
If v ← W q (ν, Ω) and c is a constant matrix of dimension p × q and rank p ≤ q
Thus, from the relationship
(which is seen above and is also seen in expression 2 of Willink and Hall [10] ), we obtain the result
. Subsequently, expressions 6 and 7 of Willink and Hall [10] become
where the scalars b and ν are to be determined. (Here app ← means 'is drawn from a distribution approximated by' and 0 denotes a vector of zeroes.) The analysis then proceeds as in the earlier paper [10] but with the elements of c i v i c i replacing the corresponding elements of v i , i.e. s i /n. This implies that an appropriate figure for the effective number of degrees of freedom when the measurement is described by (2) is given by (9) with
Subsequently, the realised confidence region contains the vectors Y Y Y * that satisfy (8) with
3 The other independent option studied was denoted νgv [10, eq. 13]. There are several reasons for favouring the use of νtv. These are: (i) νtv satisfies the requirement of 'transferability' in the overall evaluation of measurement uncertainty [1, clause 0.4] [10, sec. 5], (ii) νtv is more conservative [10, sec. 4] and (iii) νgv is undefined when a p-dimensional problem is treated as if it were a problem in a greater number of dimensions, which should theoretically be possible. Each p-dimensional quantity can be represented as a quantity in p + k dimensions with the last k components being zero. The determinants that define νgv both become zero, and the result would be 0/0.
The bivariate case of p = 2 is of particular interest because of the importance of complex quantities. In that case, (9) simplifies to
with summation being from i = 1 to i = m [10, Appendix 1].
Example 1
In this section we present the first of two examples contained in this paper. Code for their analysis is provided in the appendix. In these examples, we do not require that bold notation always be used for multidimensional quantities.
The measurement of the reflection coefficient Γ of a physical object is common in RF metrology. Often Γ cannot be directly observed, and instead the quantity measured in the experiment is
where S 11 , S 12 , S 21 and S 22 are the S-parameters of a network used to connect the object of interest to the measuring instrument [12] , as shown schematically in Fig 1. The complex ratio of reflected and incident wave amplitudes seen at the instrument is recorded. In general, the interconnecting network has non-ideal transmission characteristics, which are represented by S 21 in the forward direction and S 12 in the reverse direction, and also it may involve reflections at either end, as represented by S 11 and S 22 . Each S-parameter is complex, so all six quantities featuring in (14) are complex.
The measurand Γ is expressible as
A common assumption is that the denominator in (15) is approximately 1 + 0i, in which case the measurement result becomesΓ
The figuresΓ andŜ 11 , which are the estimates of Γ and S 11 , are obtained independently.
In this example, we consider the measurement of Γ according to (16) . Here m = 2 and p = q = 2. We identify the complex number S 11 with the two-dimensional vector X X X 1 and Γ with the two-dimensional vector X X X 2 and, with a slight abuse of mathematical language, write X X X 1 = S 11 and X X X 2 = Γ .
Suppose that S 11 is estimated by averaging n 1 = 5 measurements 0.0242 − 0.0101 j, Equation (13) gives ν eff = 6.85 so the critical value on the right-hand side of (8) is 12.22.
The 95% region of uncertainty for Γ is then the interior of the solid ellipse given in Figure 2 .
Comparison with the solution given in Supplement 2 to the Guide Our analysis may be contrasted with an analysis carried out in accordance with the second supplement to the Guide [13] (Supplement 2). 4 Supplement 2 recommends that, after the observations have been made, the q-dimensional quantity X X X i is to be treated in the uncertainty evaluation as if it were a random vector with probability density function [13,
Here ξ ξ ξ is a dummy vector of length q. This means that X X X i is attributed mean vector x x x i and covariance matrix [13, clause 5.3.2.3]
Supplement 2 describes how samples can be obtained from this distribution and, by implication, obtained from the distribution attributed to the measurand Y Y Y , which is Γ [13, clause 5.3.2.4]. It also describes three ways of using the results to construct a 'coverage region' said to contain Y Y Y with a specified probability P [13, clause 7.7] . We take P = 0.95 and use a method equivalent to that described in clause 7.7.2 of Supplement 2 to construct an elliptical coverage region for comparison with our result above.
In this example, q = p = 2. The mean vector and covariance matrix of the distribution attributed to Y Y Y are y y y and
It was then found that 95% (and no more) of the general values y y y MC generated from the it is just over twice as large as our calculated confidence region. 5 In effect, this example involves the addition of two complex quantities. Hall [17] has studied the success rates of different methods of evaluation in such a problem. In agreement with the result just given, he reported that the Supplement 2 method (referred to there as the 'H distribution') was conservative compared to the method of Willink and Hall [10] .
Finite degrees of freedom: dependent estimates
The theory given in Section 3 can be extended to permit dependence between the error processes that give rise to the estimates {x x x i }. This is the main advancement made in this paper.
Recalling the univariate case
The problem of allowing dependence between components with finite degrees of freedom in the one-dimensional situation was considered by Willink [18] , who presented a generalization of the W-S formula for use with dependent estimates. A key relationship used in that analysis was as follows [11, corollary 3.3.11 .1]:
5 Our context of multidimensional measurement reveals another difficulty with the recommendations of the supplements. Supplement 2 advocates that a vector quantity estimated from n measurements be assigned the probability density function (17) . The marginal distribution of any one element of that vector is found to be a shifted and scaled t-distribution with n − 2 degrees of freedom [16, section 3 and equation 3.7] . However, Supplement 1 advocates that a scalar quantity estimated from n measurements be assigned a shifted and scaled t-distribution with n − 1 degrees of freedom [14, clause 6.4.9.2 ] . This inconsistency needs acknowledgement and explanation. 
where χ 2 ν denotes the chi-square distribution with ν degrees of freedom. This result can be seen to be a special case of (10) . It enables us to make the following statement for scalar problems:
If two or more input quantities are estimated from a set of n independent repeated simultaneous observations then the corresponding components of uncertainty should be combined into a single component attributed n − 1 degrees of freedom.
This conclusion was described in Section 4.1 of that paper [18] and was presented there as Result 1. Subsequently, Section 4.2 of that paper made allowance for the idea that, while estimates of different quantities might be correlated, the estimates of the corresponding underlying variances might remain independent, and the rest of the paper was presented from that more general point. However, arguably, dependence between such x x x i estimates arises in practice from simultaneous sampling, and the appropriate estimates of variance will also be dependent. Therefore, (19) is of considerable importance in its own right, 6 and here we extend that result to the multidimensional case.
Analogous result for the multivariate case
To develop the analogous result for the multidimensional case we will use a relationship that can act as the definition of the distribution of Hotelling's T 2 [10] .
If z z z ← N p (0, Σ) and independently v ← 
Suppose that a significant component of error in a multivariate measurement is given by a known linear combination of h individual errors, h j=1 c j (x x x j − X X X j ), and suppose the x x x j estimates have been formed from n independent sets of multivariate observations. Then, for the mathematics, it is helpful to write
where X X X is the column vector of length hq formed by concatenating the vectors X X X 1 , . . . , X X X h , x x x is formed by concatenating x x x 1 , . . . , x x x h , and c is equal to [c 1 , . . . , c h ]. Consequently, we can write x x x − X X X ← N hr (0, Σ/n) for some covariance matrix Σ. Thus,
and the hr × hq sample covariance matrix s obeys
So, from (10),
The vector on the left of (21) is drawn independently of the matrix on the left of (22) so, from (20) ,
This relationship is exact. It implies that the appropriate number of degrees of freedom for an estimate of the covariance matrix of a fixed linear combination of vector-valued errors obtained from n simultaneous measurements is n − 1. This result means that (19) is a valid statement in multivariate problems also.
Generalization
Let us now see how this result applies with (2) where all of the m measurement results are obtained by sampling from normal distributions, with some being obtained in the way described and others being obtained independently.
Suppose h of the X X X i quantities are measured together on n m+1 independent occasions, and suppose the labelling is such that these are X X X 1 , . . . , X X X h . So n m+1 = n 1 = · · · = n h .
Let X X X m+1 be the vector of length hq formed by concatenating the vectors X X X 1 , . . . , X X X h and let x x x m+1 be the vector formed by concatenating the vectors x x x 1 , . . . , x x x h . We form the p × hq matrix c m+1 = [c 1 , . . . , c h ] and, from (2), write
The estimate of X X X m+1 obtained on each occasion arises from a multivariate normal distribution with mean vector X X X m+1 and some unknown hr × hq covariance matrix Σ m+1 . So the sample mean x x x m+1 obeys (21) and the corresponding sample covariance matrix s m+1
obeys (22), (with the subscript m + 1 inserted where appropriate). Define
Then the realised confidence region is given by (8) but now with v y y y = m+1 i=h+1 w i and with ν eff calculated from (9) , where summation in (9) is now from i = h + 1 to i = m + 1.
Similarly, for the bivariate case of p = 2, ν eff is calculated from (13) with the limits of summation over i now being h + 1 and m + 1.
Example 2
Consider again the measurement problem described in Example 1, where the complex reflection coefficient Γ is measured using (15) . We no longer assume that the denominator of that equation can be approximated by 1 + 0i, so we progress from an analysis with m = 2 to an analysis in which m = 5, where Γ is estimated bŷ
Standard instrumentation like that generally found in RF metrology laboratories can repeatedly make simultaneous measurements of the four S-parameters. So, in one step of a measurement procedure to estimate Γ, a number of measured values of S 11 , S 12 , S 21 and S 22 will be obtained. Here X X X 1 = S 11 , X X X 2 = S 12 , X X X 3 = S 21 , X X X 4 = S 22 and h = 4. In this case, the data on these vectors are obtained simultaneously and dependence between the errors is envisaged, so these vectors are concatenated into the vector X X X 6 = (S 11.re , S 11.im , S 12.re , S 12.im , S 21.re , S 21.im , S 22.re , S 22.im ) ,
where the real and imaginary components of the complex numbers are indicated. From this data, the sample mean vector x x x 6 and the corresponding 8×8 covariance matrix can be calculated. The sample mean vector x x x 6 contains the estimates of the S-parameters,Ŝ 11 , S 12 ,Ŝ 21 andŜ 22 . Independently, in another step of the procedure, a number of measured values for Γ , which is X X X 5 , will be obtained. From this data, the sample mean x x x 5 =Γ and the corresponding 2 × 2 covariance matrix will be calculated. Suppose that the first step of the procedure is carried out using 7 measurements and that the results are those indicated in Table 1 . So n 6 = 7, the estimates of the S- 
Also, from (5) we find that Equation (13) gives ν eff = 9.01 so the critical value on the right-hand side of (8) is 10.03.
The corresponding elliptical 95% region of measurement uncertainty for the measurand Γ is the small ellipse shown in Figure 2 . The measurement resultΓ is marked at the centre of this region.
Comparison with the method of Supplement 2
We saw in Example 1 that, when a fixed q-dimensional quantity is estimated by sampling, Supplement 2 recommends subsequent description of that quantity using the distribution with joint probability density function (17) , which is only defined for n i > q. Example 2 involves 7 simultaneous measurements of the 8 components of the S-parameters, so n i = 7
and we are measuring a quantity with q = 8. Therefore the probability density function (17) cannot be attributed to the vector of S-parameters and the method recommended in Supplement 2 to the Guide is inapplicable.
To employ the method of Supplement 2 there must be at least two more simultaneous measurements of the S-parameters. By the same principles that govern the size of the coverage region in Section 3.1, where X i is attributed the covariance matrix (18), the typical coverage region for Γ would then be considerably larger than the corresponding region obtained by our method.
Performance assessment
In this section we study the performance of the method in the situation underlying Example 2 for reasonable settings of the parameters that govern the measurement. The measurement process can be simulated when we have chosen values for the four S-parameters and for Γ and when we have defined the process in which the estimates of the S-parameters and Γ are obtained. Application of the Monte Carlo principle then enables aspects of performance to be examined; the two most relevant being (i) the frequency with which the process leads to a region containing Γ, i.e. the 'success rate', and (ii) some measure of the typical size of this region.
The vector X X X 6 in (24) contains the real and imaginary parts of the S-parameters. In any simulated measurement, the data on these parameters are n 6 individual estimates of the elements of X X X 6 . The corresponding estimates are the elements of the associated sample mean vector x x x 6 and the relevant uncertainty information is contained in a corresponding 8 × 8 sample covariance matrix. The data on the S-parameters were drawn from the multivariate normal distribution with mean vector X X X 6 , variances σ 2 re and σ 2 im for real and imaginary components, and correlation matrix 
in which ρ is the correlation coefficient between the estimators of the real and imaginary components of individual S-parameters, and κ is the correlation coefficient between the estimators of each pair of components of different S-parameters.
Similarly, the vector X X X 5 ≡ (Γ re , Γ im ) contains the real and imaginary parts of Γ .
The data on Γ are n 5 individual estimates of the elements of X X X 5 . The corresponding measurement results are the elements of the sample mean vector x x x 5 ≡ Γ re ,Γ im and the uncertainty information is contained in the corresponding 2 × 2 sample covariance matrix.
The data were drawn from the multivariate normal distribution with mean vector X X X 5 and covariance matrix σ 2 re ρ σ re σ im ρ σ re σ im σ 2 im , with ρ having the same value as in (25).
The model of the measurement system is determined once the amplitudes and phases of the S-parameters are specified. To limit the numerical experiment to a manageable size we fixed the magnitudes of the S-parameters to be |S 11 | = |S 22 | = 0.1 and
Also we set n 6 = n 5 = n and σ re = 0.01, and then used a variable ratio τ ≡ σ im /σ re to define the value of σ im . The three methods of analysis studied are as follows:
Method 1 (the method proposed in this paper): As has been described above, the proposed method involves acknowledging that the data on each of the four S-parameters are obtained simultaneously. In this case h = 4, m = 5 and the method is applicable with i being summed from i = 5 to i = 6. (This method has been proposed for the situation where no justifiable assumptions could be made about ρ and κ.)
Method 2: The second method corresponds to using the analysis given by Willink and Hall [10] . Here dependence between the estimators of the real and imaginary components of a complex quantity is taken into account, but it is assumed that there is no dependence between the estimators of different complex quantities, as if the four S-parameters were measured independently. In this case the method is applicable with i being summed from i = 1 to i = 5. (So this method was proposed for the situation where it could justifiably be assumed that κ = 0.)
The third method involves forming separate 97.5% intervals of uncertainty for the real and imaginary components of Γ by applying the method of the Guide with the W-S formula to the ten quantities forming the elements of X X X 6 and X X X 5 . In this process, the off-diagonal elements of the sample covariance matrices are disregarded. By the Bonferroni inequality, see e.g. [6] , the two intervals form a valid rectangular 95% uncertainty region for Γ; the word 'valid' meaning that the success rate of the procedure is at least (8), see e.g. [19, eq.
4.7].)
Apart from the issue of there being edge effects with reflection coefficients with magnitudes near zero or one, the success rates and area ratios will not depend on σ re , so the results obtained with the single value of σ re = 0.01 used in the simulations are applicable with other reasonable values of σ re also. Table 2 and maximum values of p 1 , p 2 and p 3 and the minimum and maximum values of the ratios
, where these maxima and minima are taken over these 150 scenarios. (For example, the first row in Table 2 shows that, when |Γ| = 0.2, n = 4, ρ = 0 and κ = 0, for each scenario the success rate observed with Method 1 was at least 96.3%, for each scenario the success rate observed with Method 3 was at least 95.1%, and for each scenario the mean area of the region generated using Method 1 was at least 1.23 times the mean area of the region generated using Method 3.) Table 3 gives the corresponding results for |Γ| = 0.8. As might be expected, the figures for |Γ| = 0.5 lay between the figures for |Γ| = 0.2 and |Γ| = 0.8 in the vast majority of cases, and those that did not could be associated with random variation. So, with the exception of the subset of figures given in Table 4 , the results for Γ = 0.5 are not shown.
Our main interest resides in the minimum observed success rates, which should be approximately 95% or more if we are to claim that the method generates intervals of measurement uncertainty in which there can be 95% trust. The figures that might be expected to drop below 95% are indicated in bold type. These correspond to situations for which the assumptions involved in the methods are not satisfied. So, in Tables 2, 3 and 4, there are bold figures of minimum success rate for Method 2 whenever κ = 0 and for Method 3 whenever ρ = 0.
Over all the scenarios studied, Method 1 had a minimum success rate of 94.1%, (which was a figure observed with |Γ| = 0.5 and so is not seen in Tables 2 and 3 ). Thus, in accordance with the theory given in this paper, the method may be said to generate in practice '95% uncertainty intervals'. However, the price to pay for this robustness to the presence of correlations between the error processes is an enlargement of the uncertainty region. It is clear from the ratios of mean areas that Method 1 should only be applied when Methods 2 and 3 are deemed to be insufficiently reliable. Tables 2 and 3 show that when there was no correlation between any of the estimates,
i.e. when ρ = κ = 0, the success rate of Method 3 was approximately 95% or more and the regions obtained were on average considerably smaller than those obtained using Methods 1 and 2. One reasonable conclusion is that when the error in each individual estimate is thought to have been generated independently or nearly independently, Method 3 is to be preferred. The tables also show that the success rate with Method 3 dropped considerably below 0.95 when there were correlated errors, so that Method 3 must be deemed unreliable if significant correlation is suspected.
When correlation existed between the estimates of real and imaginary components of the same complex quantity but not between the estimates of the components of different complex quantities, i.e. when ρ = 0 but κ = 0, Method 2 had a success rate approximately 95% or more and generated regions smaller than those obtained using Method 1. This is to be expected from theory. These results give further support to the use of Method 2 for such problems.
Furthermore, Method 2 showed some robustness to the presence of correlation between the estimates of the components of different quantities, i.e. to non-zero κ. Table 2 shows that its success rate was entirely adequate when |Γ| = 0.2 with n = 4 and in most cases with n = 8 and n = 16, while it continued to give smaller regions than Method 1. Table 3 shows this was not the case for |Γ| = 0.8. Table 4 shows the corresponding minimum success rates when |Γ| = 0.5. Most of the minimum success rates with n = 4 are close to 95%. So Method 2 performed well in some situations for which it was not designed, notably with small n.
The general formula
The main results of this paper can be brought together into a single form and generalized to the situation where there are several groups of simultaneously measured quantities. The general result is as follows: Consider 
and where the range of summation over i is described in points (i)-(iii) below.
In the important case of p = 2, (27) simplifies to (ii) However, we can also envisage the situation where the first h estimates are obtained from n m+1 simultaneous measurements of X X X 1 , . . . , X X X h , (so n m+1 = n 1 = . . . = n h ). In this situation, we set
/n m+1 and s m+1 is the hq × hq sample covariance matrix for the n m+1 individual estimates of the column vector X X X 1 , · · · , X X X h . Then the summation over i in (26)- (28) runs from
(iii) We can also envisage the more general situation where the first h 1 estimates are obtained from n m+1 simultaneous measurements of X X X 1 , . . . , X X X h 1 , the next h 2 estimates are obtained from n m+2 simultaneous measurements of X X X h 1 +1 , . . . , X X X h 1 +h 2 , and so on. Suppose there are k such groups of estimates.
For i = 1, . . . , k we set
where c m+i is the p × h i q matrix given by
v m+i = s m+i /n m+i and s m+i is the h i q × h i q sample covariance matrix for the n m+i individual estimates of the column vector
Then the summation over i in (26)-(28) runs from i = k j=1 h j +1 to i = m+k.
When the measurand and the input quantities are one-dimensional, i.e. when p = q = 1, the general procedure above reduces to existing procedures. In that situation, the measurand is a scalar Y , the input quantities are scalars X 1 , . . . , X m , and the measurement estimate is a scalar y. The matrices w i and c i are scalars, say w i and c i , while v i is the scalar u 2 i = s 2 i /n i . Taking the square root of each side of (26) then gives the expression
where t ν eff ,0.95 is the 0.95 quantile of the t-distribution with ν eff degrees of freedom. The 95% region of measurement uncertainty is then the interval with limits
Also equation (27) reduces to 
Then the summation over i in (29) and (30) runs from i = k j=1 h j + 1 to i = m + k. (This is in accordance with Result 1 of Willink [18] , which we have expressed as (19) .)
The analysis above is also applicable when the measurand is univariate but the input quantities are multivariate, i.e. when p = 1 but q > 1. In that case w i = c i v i c i and the 95% interval of measurement uncertainty has limits y ± t ν eff ,0.95
Conclusion
This paper has considered the problem of extending the procedure of Type A uncertainty evaluation described in the Guide [1] to accommodate the measurement of vector quantities when there is correlation between the measurements of input quantities. It has presented an appropriate generalization of the Welch-Satterthwaite formula for the calculation of an effective number of degrees of freedom. Results for independently measured vectors [10] and for scalars measured with dependent errors [18] have been combined into a single explicit general procedure that reduces to the procedure of the Guide in the standard case.
The procedure is applicable when a vector measurand of dimension p is a known function of several input quantities of dimension q ≥ p.
A special case that admits some simplification is where the measurand and the input quantities are complex, as is often the case in radio-frequency and microwave metrology.
When used to generate 95% regions of expanded uncertainty in simulated measurements that involved five complex input quantities, the procedure had a success rate of at least 95% at each setting of the unknown parameters, as required, while not giving regions as large as would be obtained using the method of the second supplement to the Guide [13] , where that method is applicable.
The direction in which the procedure of the Guide is extended differs considerably from the direction taken in the first two supplements to the Guide, where a non-classical approach to statistical inference is taken. It is reassuring to see that the now-familiar methods of the Guide can be extended to multidimensional problems, and it is important to recognise that the resulting procedures generally have better performance than the methods proposed in the supplements.
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A Data-processing software
The methods of evaluating effective degrees of freedom described in this paper are incorporated in a software tool called the GUM Tree Calculator (GTC), which automates most of the steps required to process data with full uncertainty propagation. 7 GTC uses a software entity called an uncertain number to represent a measurement result or, equivalently, a quantity estimate with some associated uncertainty [20, 21] . Basic mathematical operations are defined that manipulate uncertain numbers and hide the more complicated series of operations required to propagate uncertainty. In this appendix we show how the examples in Sections 3.1 and 4.1 can be handled using GTC.
A.1 Example 1
The following GTC code calculates Γ, obtaining at the same time a covariance matrix and a number of degrees of freedom. The first step defines a pair of 'sequences' s11 and g prime containing the observations associated with S 11 and Γ .
The next step uses the function type a.estimate to define the uncertain numbers S11 and G prime that are associated with S 11 and Γ . These software entities encapsulate information about the data, including the estimate, the uncertainties and the degrees of freedom. We can display a summary of this information using the commands print summary(S11) print summary(G_prime) The number in parentheses is the complex estimate, the numbers in square brackets are the standard uncertainties associated with the real and imaginary components of this estimate, r is the correlation coefficient between the real and imaginary component estimates and df is the number of degrees of freedom. The third step obtains an estimate of Γ using equation (16) . The uncertain number G is associated with Γ. In GTC, the subtraction of S11 from G prime implies not only subtraction of the estimates but also propagation of the associated uncertainty and degrees of freedom information. The results can be displayed using the following commands which produces the following results that can be compared with those given in Section 3. 
A.2 Example 2
The following GTC code calculates Γ, obtaining at the same time a covariance matrix and a number of degrees of freedom.
As in Example 1, the first step is to define sequences containing the observations. ] The next step is to obtain estimates of the four S-parameters and Γ using the function type a.multi estimate complex. This function treats the sequences s11, s12, s21 and s22 as simultaneous observations of the components of a multivariate quantity. It returns a sequence of four uncertain numbers S11, S12, S21 and S22 associated with S 11 , S 12 , S 21
and S 22 respectively.
# The uncertain numbers sp = type_a.multi_estimate_complex( (s11,s12,s21,s22), labels =('S11','S12','S21','S22') ) S11, S12, S21, S22 = sp These figures can be compared with those given in Section 4.1.
