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Abstract—This paper presents large, accurately calibrated
and time-synchronised datasets, gathered outdoors in controlled
environmental conditions, using an unmanned ground vehicle
(UGV), equipped with a wide variety of sensors. It discusses how
the data collection process was designed, the conditions in which
these datasets have been gathered, and some possible outcomes of
their exploitation, in particular for the evaluation of performance
of sensors and perception algorithms for UGVs.
I. INTRODUCTION
This paper presents a singular effort that has been made to
constitute multi-sensor datasets to evaluate and possibly com-
pare perception algorithms for Unmanned Ground Vehicles
(UGV), in particular in challenging environmental conditions.
This introduction aims at discussing the motivation for such
project, before presenting the platform used to gather these
data, in particular the variety of sensors involved.
Fig. 1. The Argo Vehicle
A. Motivation
Public datasets are extremely useful to evaluate the perfor-
mances of algorithms and to compare the results obtained by
related work based on the same reference data. Some notable
examples are:
• the Radish repository [7], featuring numerous logs of
odometry, laser and sonar data, as well as maps, taken
mainly in indoor environments;
• the MIT Darpa Urban Challenge public data [5], contain-
ing the logs of the MIT vehicle, including camera images
and point clouds from the Velodyne 3D Lidar, in a urban
environment;
• the Victoria Park dataset [8, 6], previously collected and
published by ACFR, which has been extensively used in
the last few years to evaluate the performance of SLAM
algorithms.
However, there are too few examples of high-calibre multi-
sensor datasets publicly available, in particular in outdoor
natural environments, due to the time and financial cost
involved in their acquisition [9]. Bringing such datasets to the
public not only provides a common reference to numerous
researchers to evaluate their algorithms, it also provides real
experimental data to research teams which may not have the
necessary equipment at hand.
B. Experimental Design
The datasets described in this paper have been collected
especially for the general purpose of testing various perception
algorithms (e.g. obstacle avoidance or terrain interpretation)
for UGVs, with no very specific algorithm in mind, to limit
the experimenter’s bias (i.e. the bias towards results expected
by the human experimenter, typically the algorithm developer,
who has expert knowledge of the technique under evaluation).
In particular, conditions that are known to be problematic for
the perception of UGVs were not avoided. On the contrary,
they were specifically included in that work, since they repre-
sent some of the most significant challenges for future work on
perception. A common example of such challenging conditions
is the presence of airborne dust. Indeed, it typically causes
many state-of-the-art perception systems to fail, as noted in
the CMU PerceptOR program outcomes [2], or the DARPA
Urban Challenge [4, 3]. In that respect, this work can also
be seen as a first step into promoting integrity in perception
systems [11].
C. System Description
The vehicle used to collect the data, the Argo, is an 8 wheel
skid-steering vehicle (see Fig. 1). The following exteroceptive
sensors were mounted on a common frame of the vehicle (see
Fig. 2):
Fig. 2. Sensor Frame on the Argo
• 4 2D Sick laser range scanners, in different configura-
tions. Referring to the names shown in Fig. 2, these
configurations were the following. LaserHorizontal was
centered on the sensor frame, slightly pointing down
to the ground (a few degrees of pitch), with zero roll.
LaserVertical was centered on the sensor frame, with
90 degrees roll (thus scanning vertically), zero pitch.
LaserPort was located on the port side of the vehicle,
slightly pointing down to the ground (a few degrees
of pitch, less than for the LaserHorizontal), zero roll.
Finally, LaserStarboard was located on the starboard side
of the vehicle, with both pitch and roll angles close to
zero;
• a Frequency Modulated Continuous Wave (FMCW)
Radar (custom built at ACFR for environment imaging),
with a range resolution of 0.2m and a maximum range
of 40m;
• a Prosilica 1360 × 1024 resolution mono-CCD Colour
Camera, acquiring images at a nominal framerate of 15
images per second in static1 datasets and 10 images per
second in dynamic datasets;
• a Raytheon thermal Infra-Red (IR) Camera (average
framerate: 12.5 images per second).
The vehicle was also equipped with a number of proprio-
ceptive sensors, providing information such as wheel angular
velocities, engine rotation rate, brake pressures, and a hig-
accuracy navigation system composed of a Novatel SPAN2
unit with a Honeywell IMU3. This usually provides a 2cm
RTK solution for localisation.
1see section II-A.1
2Synchronised Position Attitude & Navigation
3Inertial Measurement Unit
D. Calibration Parameters
The spatial transformations between sensors and reference
frames have been estimated using thorough calibration
methods, and the results are provided in [10]. Consequently,
the sensor data can be used directly to build 3D representations
of the world, and to achieve accurate multi-sensor data fusion.
Two categories of calibration have been made:
• a Range Sensor Calibration, to estimate the transfor-
mations between the Sensor frame associated to each
range sensor (laser scanner or radar) and the Body frame
(Fig. 3), using a technique detailed in [13].
• a Camera Calibration, in two steps, described as follows.
The first one allows to estimate the intrinsic (geometric)
parameters of each camera using the Camera Calibration
Toolbox for Matlab [1]. The second step estimates the
extrinsic transformations between cameras and lasers,
using a method adapted from [12]. The same process was
used for both colour and IR cameras. The only difference
concerned the checker board. Indeed, for the calibration
of the IR camera, a chess board had been printed on thick
paper and stuck on a planar isolating material. It was
then heated (by exposing it to direct sunlight) during the
acquisition of the calibration images (see Fig. 4).
Fig. 3. Sensor, Body and Navigation frames on the Argo
Fig. 4. IR image of the heated chess board
Note that the datasets (laser/radar scans and images) that
were used for these calibrations are provided, next to the
multi-sensor datasets, so that the user can perform any other
calibration method that relies on similar input data (same
type of calibration features, in particular). This is meant to
reduce the possible influence of the quality of any specific
calibration method on the evaluations that will be made using
these data. Besides, the measured distances between sensors
are also provided in [10]. They can be (and were) used as
initial estimates for the optimisation processes of calibration
methods.
E. Time Synchronisation
As the UGV platform used in this work was equipped with
several computers, the sensor data were coming from various
sources with their own clock. For example, all proprioceptive
data were collected by the low-level control computer, running
the real-time operating system QNX, while all laser data
were gathered by the “Sensor Server” computer running Linux
and the radar data by a separate computer running QNX as
well. To account for the timing differences, all data were
systematically time-stamped at the time of their acquisition,
and NTP (Network Time Protocol) was used to reduce the
time synchronisation errors between the diverse computers to
a few milliseconds.
II. THE DATA
This section focuses on the actual data collected, describing
in particular the two main types of datasets, the natures of the
perceived areas and the controlled environmental conditions.
A. Main types of datasets
The data collection was made in two different situations of
the vehicle: static and dynamic.
1) Static Tests: The static tests consisted of sensing a fixed
’reference’ terrain, containing simple known objects, from a
motionless vehicle (Fig. 5). The positions and sizes of all
objects within the pre-defined test area being known (they were
observed using a measurement tape, and are given in [10]),
the actual geometry of the environment can be used as a
ground truth (within the hand measurement error) to evaluate
the ability of each sensor, or sensor combination, to accurately
represent the environment, or detect obstacles, for example.
Fig. 6 presents the correspondances between objects in the
scene as perceived by the on-board colour camera and a single
laser scan (displayed as range function of angle), in clear
conditions (i.e. absence of any of the specific challenging
conditions considered in this work, such as airborne dust,
smoke or rain). Note that the laser scans displayed here only
show the range of angles corresponding to the perception of
the test area, the actual complete scan being 180 degree wide.
Fig. 5. The Argo UGV sensing the static trial area
TABLE I
SUMMARY OF STATIC DATASETS
Dataset Dust Smoke Rain Human
01-02
03 X
04-05 X
06 X X
07 X
08 X
09 X X
10 X
11
12
14
15-16 X
17 X
18-19 X
20 X
21
22
23-24 X
Summary of Static Datasets: Table II-A.1 (from [10])
summarizes the environmental conditions produced for each
of those datasets gathered with a static vehicle. Note that if
the perceived environment is mainly static, a few datasets
contain a walking pedestrian, to allow the evaluation of
people detection and tracking algorithms as well, including
in the presence of airborne dust or rain.
2) Dynamic Tests: For these tests, data were acquired
from a moving vehicle in various environments, mainly rural,
including an open area (cf. Fig. 7), a semi-urban zone (named
Houses Area, Fig. 8) and a rich natural area (named Dam Area,
Fig. 9). These scenarios are more representative of a typical
UGV operating mode.
Summary of Dynamic Datasets: Table II-A.2 (from [10])
shows a summary of all conditions covered in the dynamic
datasets.
Fig. 6. Colour image of the static scene (above) from the Colour Camera and
the corresponding LaserHorizontal scan display (below), in clear conditions,
over a 2 minute complete dataset (displayed with solid lines).
TABLE II
SUMMARY OF DYNAMIC DATASETS
Dataset Dust Smoke Rain Human Night Area
25 to 28 X Open
29 & 32 Open
30 & 31 X Open
33 Houses
34 X Houses
35 Dam
36 & 37 X Dam
38 X Dam
39 X Dam
40 Dam
B. Controlled Environmental Conditions
For both categories, data have been gathered in controlled
environmental conditions, which included the presence of
airborne dust, smoke and rain (Fig. 10 and 11).
• Dust clouds were generated by blowing air to dusty soil
using a high-power air compressor.
• Smoke clouds were generated using emergency smoke
bombs that worked for about one minute, and having the
wind naturally carry them across the test area.
• Rain had to be generated using two different procedures.
In the static tests, water was quite homogeneously and
Fig. 7. Dynamic Tests in the open area
Fig. 8. Dynamic Tests in the semi-urban area
continously spread in the test area thanks to sprinklers
attached to the top of the large metal frame seen in Fig. 5.
However, in the dynamic test, rain had to be simulated
by spraying water with a hand-held hose in front of the
vehicle throughout the corresponding dataset.
C. Additional Information
These data consist of a total of 40 separate datasets4, in
addition to 3 calibration-dedicated datasets5, for a total amount
of about 400GB of raw data. They are published at the address
indicated in [10], along with a technical report describing all
details on sensor characteristics, formats and content of the
data files.
D. Sensor Data Analysis
As a preliminary to a study on perception integrity, one
of the possible outcomes of this work, an example of the
effect of challenging conditions on the UGV sensors based on
the static datasets is illustrated in Fig. 12. It shows the type
of perturbations observed in laser scans due to the presence
4each dataset consisting of the continuous acquisition of synchronised data
from all sensors described above, for a few minutes.
5one containing data from all lasers and the radar, acquired simultaneously,
and one for each camera, containing the images featuring the calibration target
and all synchronised laser scans.
Fig. 9. Dynamic Tests in the Dam area
(a) Dust
(b) Smoke
Fig. 10. Presence of dust and smoke in the static trial area
Fig. 11. Dynamic Test with Heavy Dust
(a) Clear conditions
(b) Heavy Dust
Fig. 12. LaserHorizontal scan of the area shown in Fig. 6 over a 2 minute
dataset: in clear conditions (a) vs. with presence of heavy dust (b).
of airborne dust, during a two-minute dataset. Indeed, the
airborne dust particles are most of the time detected in mid-
air by the sensor, which prevents laser-based perception from
detecting the actual obstacles behind the dust cloud. Additional
illustrations are given in [10], and initial results towards the
improvement of perception reliability based on these data can
be read in [11].
III. CONCLUSIONS
In this work, large, accurately calibrated and synchronised,
multi-modal datasets, have been gathered in controlled envi-
ronmental conditions (including the presence of dust, smoke
and rain) by a representative UGV equipped with various
types of sensors. These datasets have been made available to
the public to test and compare perception algorithms. This is
all the more possible thanks to tests in a static environment
where the sensors perceived a ’reference’ scene with known
objects geometry characteristics that may be used as ’ground
truth’. Besides, while illustrating interesting and challenging
cases for perception of on-board UGVs, these data were
gathered with no very specific algorithms in mind, unlike most
available datasets in the literature. This significantly reduced
the experimenter’s bias.
Possibilities of future work on perception exploiting these
datasets are numerous. They include the promotion of sensor
data integrity and reliable perception in outdoor environments,
for 2D/3D terrain representation, obstacle detection or even
pedestrian detection and tracking.
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