A digit-recurrence algorithm for computing the Euclidean norm of a 3-dimensional vector is proposed. Starting from the vector component with the highest order of magnitude as the initial value of partial result, correcting-digits produced by the recurrence a r e added to it step by step. Partial products of the squares of the other two components are added to the residual, step by step. The addition/subtractions in the recurrence a r e performed without carry/borrow propagation by the use o f a r edundant representation of the residual. An extension of the on-the-y conversion algorithm is used for updating the partial result. Dierent specic versions of the algorithm are p ossible, depending on the radix, the redundancy factor of the correcting-digit set, the type o f representation of the residual, and the correcting-digit selection function.
Introduction
Computation of the Euclidean norm of a 3-dimensional (3-D) vector often appears in 3-D Computer Graphics for, e.g., normalizing the vector. Note that not its square but the Euclidean norm itself is required for normalizing a vector. Usually, the Euclidean norm is computed through three squarings, two additions and one square rooting. We take these operations together into one digit-recurrence, and propose a digitrecurrence algorithm.
In the algorithm to be proposed, starting with the vector component with the highest order of magnitude among the three as the initial value of partial result, we add correcting-digits produced by the recurrence to it step by step for obtaining the norm. We add partial products of the squares of the other two components to the residual, step by step. We select each correcting-digit from a redundant digit set by estimating the residual and the partial result. We perform addition/subtractions appearing in the recurrence without carry/borrow propagation by representing the residual in a redundant representation such as carrysave form or signed-digit representation [1] . We extend the on-the-y conversion algorithm [2] for updating the partial result.
Dierent specic versions of the algorithm are possible, depending on the radix, the redundancy factor of the correcting-digit set, the type of representation of the residual, and the correcting-digit selection function, as digit-recurrence algorithms for division or square rooting [3] .
Any version of the algorithm can be implemented as a sequential circuit or a combinational circuit. Pipelining can also be used. The implementations have a regular array structure suitable for VLSI. They are ecient both in time and area.
In this paper, we rst dene the computation of the Euclidean norm of a 3-D vector to be considered. Then, we show a general algorithm in Section 3. We show a radix-2 version of the algorithm in Section 4, and consider its implementations in Section 5.
Computation of the Euclidean norm of a 3-D vector
We consider the computation of the mantissa part of the Euclidean norm of a 3-D vector represented as a triple of oating-point numbers, (F X ; F Y ; F Z ), where F X = ( 01) S X 12 E X 1M X , F Y = ( 01) S Y 12 E Y 1M Y , and F Z = ( 01) S Z 1 2 E Z 1M Z . Here, S X (2 f 0; 1g), E X , and M X ( 1 2 M X < 1) are the sign bit, the exponent part, and the mantissa part of F X , respectively.
Without loss of generality, we assume that F X has the highest order of magnitude among the three components. Namely, E X E Y and E X E Z . Then, the P n+h i=1 y i r 0i , and Z = P n+h i=1 z i r 0i . h is a nonnegative integer determined for each v ersion of the proposed algorithm. We will discuss on h in subsection 3.2.
We intend to obtain P so that it satises j p X 2 + Y 2 + Z 2 0 P j < r 0n . We assume that P is represented as an (n + 1)-digit r-ary number,
3. General algorithm
Recurrence
Here, we derive a general digit-recurrence for radix r. W e assume the radix is a power of 2, i.e., r = 2 b .
Dierent from digit-recurrence algorithms for division or square rooting [3] , the result is obtained by adding correcting-digit q j produced by the recurrence to the initial value P [0] of the partial result. We will discuss on the value of P (1) We select the correcting-digit q j+1 from a redundant digit set f0a; 1 1 1 ; 01; 0; 1; 1 1 1 ; a g, where r 2 a < r .
The nal result is P = P [n] = P [0] + P n i=1 q i r 0i .
The result has to be computed for n-digit precision. Namely, j p X 2 + Y 2 + Z 2 0 P j < r 0n :
We dene a residual (or scaled partial remainder) W (4) We will discuss on selection of the correcting-digit q j+1 in the next subsection.
From (2) 
The larger h is, the more the required computations for obtaining W [0] .
The algorithm for computing the Euclidean norm consists in performing n iterations of the recurrences (1) and (4) . In each iteration, we rst produce the shifted residual rW [j] , and the partial products Y y j+h+1 r 0h and Z z j+h+1 r 0h . Then, we select the correcting-digit q j+1 by examining the shifted residual and the partial result P [j] . Finally, w e perform the addition/subtractions in the recurrence (4) .
The general algorithm is summarized as follows:
Step 1: We will discuss on selection of the correcting-digit q j+1 in the next subsection.
We can increase the speed of the implementation with a small increase in hardware complexity b y performing the addition/subtractions in the recurrence on the residual without carry/borrow propagation by the use of a redundant representation. Therefore, in this paper, we concentrate on this type of implementations. Namely, w e represent the residual W [j] in a redundant representation, such as the carry-save form or the (binary) signed-digit representation [1] , and perform the addition/subtractions without carry/borrow propagation. Since 04 < W [j] < 4, we can represent W [j] b y either a two's complement carry-save form with 3-bit integer part (including the sign bit) or a binary signeddigit representation with 3-bit integer part.
Although we may represent the partial result P [j] i n a redundant representation as well, we keep the nonredundant representation of it by an extension of the on-the-y conversion. We have to extend the on-the-y conversion algorithm, because the initial value of the partial result is not 0 but X + 2 01 . W e will discuss on this in subsection 3.3.
Correcting-digit selection
We have to select correcting digit q j+1 from f0a; 1 1 1 ; 01; 0; 1; 1 1 1 ; a g so that the bounds for W [ (11) h must be determined so that (11) is satised. The smaller is, the larger h must be.
The overlap between consecutive selection intervals is given by (201) 
and (m k (P [j]) 0 2 0t ) + 2 0t + 2 ( r 0 1)r 0h min
(15) must be satised.
In both cases, the minimum overlap required for a feasible correcting-digit selection is (16) From (9) and (10), for k > 0
(17) and If we use these values to determine the correcting-digit selection, since they depend on j, a dierent selection function might result for dierent j.
Here, we try to have a single selection function. We develop expressions that are independent of j, as fol- When r > 2, i.e, r 4, the worst value is (2 0 1) 0 2 0d+1 (r 02) 0(r 0 1) 2 r 01 02r 0h < (2 01) 0(r 0 1) 2 r 01 < 0 2 r+401 0 (4 2 04+1) = 0(201) 2 0. This means that no single selection function for all j exists, as the case of square rooting [4] . Therefore, we try to nd J so that a single selection function can be used for j J. Then, we consider the cases for j < J by an extension of the on-the-y conversion.
Dierent from digit-recurrence algorithms for division and square rooting where the partial result after j iterations is a j-digit number [3] , P [j] i s a n n + 1-digit number. Since the j + 1-th digit of (the non-redundant representation of) P Table 1 . g denotes x j+1 + q j+1 . Note that when r = 2, there are only two groups, i.e., g is 01 o r 0 a n d 1 ( = r 0 1) or 2 (= r). The rule for r = 2 is show i n Table 3 Table 2 . g 0 denotes 1 2 q j+1 r + x j+1 r + x j+2 . The numbers in the rightmost column, e.g., g 0 + r 2 , mean theirs 2-digit nonredundant r-ary representations. 4 . Radix-2 version of the algorithm Dierent specic versions of the algorithm are possible, depending on the radix r, the redundancy factor of the correcting-digit set, the type of representation of the residual (carry-save or signed-digit), and the correcting-digit selection function. In this section, we show the details of a radix-2 version of the algorithm.
We consider the case that the radix r is 2 and the residual W is represented in the carry-save form. When r = 2 , = 1 , a = 1, and the correcting-digit set is f01; 0; 1g. Since 04 < W [j] < 4, W [j] is represented by a t wo's complement carry-save form with 3-bit integer part (including the sign bit).
The recurrences for radix 2 are To obtain the correction-digit selection function, we rst get the values of L k and U k from (9) and (10). Table 3 .
Finally, we obtain P from (P [n] + , P [n] 0 ). P is ei- The delay of the circuit for one iteration is a small constant independent of n. Its amount of hardware is proportional to n. It has a regular linear array structure with a bit-slice feature. Now we consider implementation of the algorithm as a combinational circuit. It is constructed by connecting a circuit for Step 1 which mainly consists of carry-save adders, n copies of the circuit for one iteration of Step 2 discussed above, and a circuit for Step 3 which mainly consists of a selector, in series. The delay of the circuit is proportional to n. The amount of hardware is proportional to n 2 . It has a regular 2-dimensional array structure suitable for VLSI implementation.
Next, we consider implementation of the algorithm as a sequential circuit which performs one iteration of
Step 2 in each clock cycle. The circuit consists of a combinational circuit part and registers. The combinational circuit part consists of the circuits discussed above. We need registers REG-W, REG-PP, REG-PM, Then, we execute 3 cycles (for j = 03, j = 02 and 01) with letting q j+1 be 0, without updating REG-PP nor REG-PM.
We can also perform Step 3 using the circuit. We execute one cycle (for j = n) with letting q j+1 be 0, then we can nd P in PEG-PP (down to n-th place).
Therefore, using the circuit, we can perform n-bit Euclidean norm computation in n+4 clock cycles. The length of the clock cycle is a small constant independent o f n. The amount of hardware is proportional to n. It has a regular linear array structure with a bitslice feature. Figure 1 illustrates a block diagram of the circuit.
Of course, we can construct a sequential circuit which performs more than one iterations of Step 2 per clock cycle.
Conclusion
We have proposed a digit-recurrence algorithm for computing the Euclidean norm of a 3-D vector which often appears in 3-D Computer Graphics. We have shown the general algorithm and discussed on the details of a radix-2 version of the algorithm and its implementations. We have developed several techniques for extending the conventional digit-recurrence algorithms for division and square rooting. Among them, the technique for extending the one-the-y conversion seems especially useful. Dierent specic versions of the algorithm are possible, depending on the radix, the redundancy factor of the correcting-digit set, the type of representation of the residual, and the correctingdigit selection function.
Any v ersion of the algorithm can be implemented as a sequential circuit or a combinational circuit. Pipelining can also be used. A sequential circuit performing one or several steps of the recurrence in one clock cycle has a regular linear array structure with bit-slice feature suitable for VLSI implementation. Its amount of hardware is proportional to n where n is the digit length of the vector components. The length of the clock cycle is a constant independent of n. The required number of clock cycles is proportional to n. A combinational circuit based on the algorithm has a regular 2-dimensional array structure suitable for VLSI implementation. Its delay is proportional to n and its amount of hardware is proportional to n 2 .
