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Abstract—In this paper, a multicarrier multi-hop multiple-
input multiple-output (MIMO) relay system is investigated. A
linear non-regenerative strategy is applied at each relay node.
We show that for Schur-concave objective functions, the optimal
source precoding matrix, the optimal relay amplifying matrices
and the optimal receiving matrix jointly diagonalize the multi-
carrier multi-hop MIMO relay channel. And for Schur-convex
objectives, such joint diagonalization along with a rotation of the
source precoding matrix is also shown to be optimal. Using the
optimal structure of the source and relay matrices, the multi-hop
relay design problem boils down to the issue of power loading
among the resulting parallel multi-hop single-input single-output
(SISO) relay channels. This paper provides additional details of
the multicarrier version of some of our recent results.
I. INTRODUCTION
Recently, non-regenerative multiple-input multiple-output
(MIMO) relay communications have attracted much research
interest [1]-[9]. It has been shown in [3] that for a three-
node two-hop linear non-regenerative MIMO relay system
where the direct link between source and destination is negli-
gible, the optimal source, relay and receiving matrices jointly
diagonalize the source-relay-destination channel for Schur-
concave objective functions. And for Schur-convex objectives,
such joint diagonalization along with a rotation of the source
matrix is also shown to be optimal. The above result is a
generalization of that in [10] from a one-hop MIMO link to a
two-hop MIMO relay system.
We have recently discovered in [4] that the above stated
results are also true for a multi-hop non-regenerative MIMO
relay system with any number of hops using linear relaying
and the linear minimal mean-squared error (MMSE) process-
ing at the destination. Note that although the structures of the
optimal source and relay matrices are similar for both two-
hop and multi-hop systems, the proof of the main theorem is
much more involved for the multi-hop system [4] than for the
two-hop system [3]. In this paper, we follow our recent result
in [4] to present additional details of its multicarrier version.
We will address both subcarrier-independent and subcarrier-
cooperative multi-hop MIMO relay systems.
Utilizing the structure of the optimal source and relay matri-
ces, the multicarrier multi-hop MIMO relay design problems
boil down to the issues of power loading among the resulting
multi-hop single-input single-output (SISO) relay channels.
We demonstrate that the power loading problem can be ef-
ficiently solved by iteratively updating the power allocation
vectors at the source and all relay nodes [3], [8]. Interestingly,
the updating of each power allocation vector follows the well-
known water-filling principle for Schur-concave objectives.
While for Schur-convex functions, the power allocation result
can be viewed as a multilevel water-filling solution.
We would like to mention a few other recent works on multi-
hop non-regenerative MIMO relay systems [5]-[7]. Under the
assumption that the relay matrices are scaled identity matrices,
the asymptotic capacity of multi-hop MIMO relay system is
derived in [5]. In [6], the authors investigated the diversity
gain of multi-hop MIMO relay channels when the relays use
diagonal amplifying matrices. In [7], by neglecting the noise at
the relay nodes, the authors derived the optimal relay matrices.
Compared with those results in [5]-[7], our results in this paper
are more general.
II. SYSTEM MODEL
We consider a wireless communication system with one
source node, one destination node, and L − 1 relay nodes
(L ≥ 2). We assume that due to the propagation path-loss, the
signal transmitted by the ith node can only be received by its
direct forward node, i.e., the (i + 1)-th node. Thus, signals
transmitted by the source node pass through L hops until they
reach the destination node. We also assume that the number of
antennas at each node is Ni, 1 ≤ i ≤ L + 1. Like [2]-[4], [8],
a linear non-regenerative relay matrix is used at each relay to
process and forward the received signal. Based on whether the
subcarriers cooperate with each other in processing the signals
at the source and relay nodes, we can have either subcarrier-
independent or subcarrier-cooperative systems.
A. Subcarrier-Independent System
At the source node, the signal sequence is modulated by Nc
subcarriers. We denote N (n)b , 1 ≤ n ≤ Nc as the number of
symbols in the nth subcarrier. Hereafter, the superscript (n)
denotes the corresponding variables for the nth subcarrier. The




(n), 1 ≤ n ≤ Nc (1)
where s(n) is the N (n)b × 1 source symbol vector, and F(n)1
is the N1 × N (n)b source precoding matrix. We assume that




, where E[·] stands for the statistical
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expectation, (·)H denotes the Hermitian transpose, and In is
an n × n identity matrix. The Ni × 1 signal vectors received







i , 2 ≤ i ≤ L+1, 1 ≤ n ≤ Nc (2)
where H(n)i−1 is the Ni×Ni−1 MIMO channel matrix between
the ith and the (i−1)-th nodes, i.e., the (i−1)-th hop, v(n)i is
the Ni×1 i.i.d. additive white Gaussian noise (AWGN) vector
at the ith node with zero mean and unit variance, and x(n)i−1 is
the Ni−1 × 1 signal vector transmitted by the (i− 1)-th node.
Using the linear non-regenerative strategy, the input-output





i , 2 ≤ i ≤ L, 1 ≤ n ≤ Nc (3)
where F(n)i is the Ni × Ni amplifying matrix at node i.
Combining (1)-(3), we obtain the received signal vectors at
the destination node (the (L + 1)-th node) as
y(n)L+1 = H̄
(n)s(n) + v̄(n), 1 ≤ n ≤ Nc (4)
where H̄(n) and v̄(n) are the equivalent MIMO channel matrix
and the noise vector, and given respectively by
H̄(n) = H(n)L F
(n)






v̄(n) = H(n)L F
(n)




















Here for matrices Ai,
⊗k
i=l(Ai)  Al · · ·Ak. We assume
that without wasting transmission power at any node, the num-
ber of source symbols at each transmission satisfies N (n)b =
rank(H(n)i F
(n)
i ) = rank(F
(n)
i ) ≤ min(r(n)1 , r(n)2 , · · · , r(n)L ),
1 ≤ i ≤ L, 1 ≤ n ≤ Nc, where r(n)i  rank(H(n)i ), and
rank(·) denotes the rank of a matrix.
B. Subcarrier-Cooperative System
In a subcarrier-cooperative system, the received signal vec-
tor at the destination node is




























, · · · , (v̄(Nc))T ]T








i , · · · ,H(Nc)i
)
, (·)T denotes the ma-
trix (vector) transpose, and bd(·) stands for a block-diagonal
matrix. Hi is an NcNi+1 × NcNi block-diagonal “super”
channel matrix of the ith hop. From (7), we see that the
cooperation among different subcarriers is performed by a





and “super” NcNi × NcNi relay matrices Fi, 2 ≤ i ≤ L.
A subcarrier-cooperative MIMO relay system is a gen-
eralization of a subcarrier-independent system, since if we
impose a block-diagonal structure on Fi, 1 ≤ i ≤ L such




i , · · · ,F(Nc)i
)
. Then (7) becomes (4).
Hence we anticipate that a subcarrier-cooperative system has a
better performance than a subcarrier-independent system. In-
terestingly, from a mathematical point of view, the subcarrier-
independent system model (4) is more general, since (7) can
be obtained from (4) by simply setting Nc = 1. Thus, in the
following, we use (4) to derive the optimal source and relay
matrices. After obtaining the optimal source and relay matrices
for subcarrier independent system, we revisit (7) to derive the
optimal structure of Fi, 1 ≤ i ≤ L, for subcarrier-cooperative
systems.
III. OPTIMAL SOURCE AND RELAY MATRICES
In this section, we derive the optimal source and relay
matrices for subcarrier independent systems. It has been shown
in [3], [10] that many practical objectives for MIMO systems
such as the maximal mutual information (MI) between s(n)
and y(n)L+1 can be represented as functions of the main diagonal
elements of the MMSE matrix. The MMSE matrix is the error
matrix of the linear MMSE estimates of the elements of s(n)
using y(n)L+1. With a linear receiver at the destination node, the
estimated signal vector is
ŝ(n) = (W(n))Hy(n)L+1, 1 ≤ n ≤ Nc (9)
where W(n) is the NL+1 × N (n)b weight matrix of the linear
receiver at the nth subcarrier. From (4) we find that the weight










is the noise covariance matrix
at the nth subcarrier, and (·)−1 denotes the matrix inversion.
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At the nth subcarrier, the multi-hop linear non-regenerative















































F(n)i , 1 ≤ i ≤ L
}
, q(·) stands for a unified
objective function, for a matrix A, d[A] is a column vector
containing all main diagonal elements of A, tr(·) denotes the
trace of a matrix, and p(n)i >0, 1 ≤ i ≤ L, is the transmission
power used at the nth subcarrier of the ith node satisfying∑Nc
n=1 p
(n)
i ≤ pi. Here pi > 0 is the total transmission power
available at the ith node, (15) is the power constraint at the
source node, and (16) are the power constraints at all relay
nodes. Note that p(n)i , i = 1, · · · , L, will be optimized later.









H , 1 ≤ i ≤ L, 1 ≤ n ≤ Nc (17)




i are Ni+1 ×Ni+1,
Ni+1 × Ni, Ni × Ni, respectively. We assume that the main
diagonal elements of Σ(n)i , 1 ≤ i ≤ L, 1 ≤ n ≤ Nc are
arranged in the increasing order. The following theorem is a
main result of this paper.
THEOREM 1: Assume that the following conditions hold: (1)
N
(n)
b ≤min(r(n)1 , r(n)2 , · · · , r(n)L ); (2) N (n)b = rank(F(n)i ), 1 ≤
i ≤ L, 1 ≤ n ≤ Nc; (3) q(d[E(n)]) is an increasing function
with respect to each element of d[E(n)]. Then for the linear
non-regenerative multi-hop MIMO relay design problem (14)-
(16), if the objective function (14) with respect to d[E(n)]
is Schur-concave [11, 3.A.1], the optimal source and relay














H , 2 ≤ i ≤ L
(18)
where Λ(n)i , 1 ≤ i ≤ L, are N (n)b × N (n)b diagonal matrices,
and U(n)i,1 and V
(n)





i , respectively. And if the objective function

















H, 2 ≤ i ≤ L
(19)
where U(n)0 is an N
(n)






PROOF: The proof is the same as in [4]. 
Conditions 1 and 2 are motivated by the fact that under
the criterion of the maximal MI between source and destina-
tion, at each subcarrier, the maximal number of independent
data streams that can be sent from source to destination for
any given {F(n)i } is no more than min(r(n)1 , r(n)2 , · · · , r(n)L ).
Moreover, conditions 1 and 2 are sufficient to allow N (n)b
independent data streams to be sent from source to destination.
The condition 3 is a natural choice for any practical purpose.
Theorem 1 generalizes the results obtained in [3] and [10].
Similar to the examples shown in [10], the Schur-concave
objective functions include for example the arithmetic sum
of the MSEs of estimating the elements of s(n) using y(n)L+1
and the negative of the MI between s(n) and y(n)L+1. And the
Schur-convex functions include for example the maximum of
the MSEs of the MMSE estimates of the elements of s(n)
using y(n)L+1.
A. MIMO Relay Design with Schur-Concave Objective Func-
tions
For Schur-concave objective functions, substituting (18) into
(5) and (12), we have
H̄(n) = U(n)L,1D
(n)








H + INL+1 , 1 ≤ n ≤ Nc (21)




b ×N (n)b diagonal matrices with
















2. Here λ(n)i,k and σ
(n)
i,k ,
1 ≤ i ≤ L, 1 ≤ k ≤ N (n)b , are the kth main diagonal elements
of Λ(n)i and Σ
(n)
i , respectively. Note that in order to achieve
the optimal performance, strong subchannels of σ(n)i,k in all
hops should be paired together, while the weak subchannels
of σ(n)i,k should be coupled together [3]. Substituting (20) and















From (4), (9), (22), we can write
ŝ(n)  D(n)s s(n) + ṽ(n) (23)





















)2 + 1 , 1 ≤ k ≤ N (n)b
and ṽ(n)  (W(n))H v̄(n) is the noise vector after the receiver











Here D(n)v is a diagonal matrix with the kth (1 ≤ k ≤ N (n)b )






























)2 + 1)2 .
From (23) and (24) we see that the optimal source, relay,
and destination matrices jointly diagonalize the L-hop MIMO
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relay channel between s(n) and ŝ(n), and the effective noise
ṽ(n) is white. Substituting (18) back into (13), we find that


























, 1≤k≤N (n)b .
(25)
Using the optimal source and relay matrices (18), the trans-


























⎠≤p(n)i , 2 ≤ i ≤ L .(27)
To simplify notations, let us introduce the following variable






















































































1 + a(n)i,k x
(n)
i,k
, 1 ≤ k ≤ N (n)b , 1 ≤ n ≤ Nc.
(32)








i,k ≤ p(n)i , x(n)i,k ≥ 0, 1 ≤ i ≤ L, 1 ≤ k ≤ N (n)b .
(33)
Using (32) and (33), and combining the problem (14)-(16)
throughout all subcarriers, the multicarrier multi-hop MIMO






























i,k ≤ pi, 1 ≤ i ≤ L (35)
x
(n)
i,k ≥ 0, 1 ≤ i ≤ L, 1 ≤ k ≤ N (n)b , 1 ≤ n ≤ Nc (36)
where we define























1 + a(n)i,k x
(n)
i,k
, 1 ≤ k ≤ N (n)b , 1 ≤ n ≤ Nc
}
.
When L = 1, as shown in [10], the problem (34)-(36) is con-
vex for most common objective functions and adopts a water-
filling type solution. However, when L = 2, as illustrated in
[3], the problem (34)-(36) is nonconvex. Obviously, the non-
convexity of the problem (34)-(36) also holds for L > 2. Thus
for L ≥ 2, a globally optimal solution is difficult to obtain
especially when L is large. However, the problem (34)-(36)
has a conditional convexity, i.e., it is convex with respect to
{x(n)i,k } for a fixed i. Hence, a locally optimal solution of this
problem can be obtained by using the alternating algorithm as
shown in [3], [8]. This algorithm starts at a random feasible
{x(n)i,k } and updates {x(n)i,k } in an alternating fashion. Each time
we update x(n)i,k , 1 ≤ k ≤ N (n)b , 1 ≤ n ≤ Nc, by fixing x(n)j,k ,
1 ≤ j ≤ L, j = i, 1 ≤ k ≤ N (n)b , 1 ≤ n ≤ Nc. For most
common q, the conditional update of {x(n)i,k } is convex and
has a water-filling type solution. Since the conditional update
of x(n)i,k , 1 ≤ k ≤ N (n)b , 1 ≤ n ≤ Nc, may either decrease
or maintain but cannot increase the objective function (34),
monotonic convergence of {x(n)i,k } follows directly from this
observation.
B. MIMO Relay Design with Schur-Convex Objective Func-
tions







From (12) and (19) we have C(n)v̄ as given by (21). Substitut-


















H ṽ(n), and we find that for Schur-convex objective
functions, the equivalent channel between s(n) and ŝ(n) is
diagonalized by the source, relay, and receiving matrices after
a rotation U(n)0 of the source matrix. Moreover, the effective
noise (U(n)0 )
H ṽ(n) is no longer white, and its covariance
matrix is given by (U(n)0 )
HCṽU
(n)
0 . By substituting (19) back























, 1 ≤ k ≤ N (n)b .
(38)
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Interestingly, for all Schur-convex objectives, since E(n) has
identical diagonal entries, we only need to minimize tr(E(n)).
The relay scheme which minimizes the maximal MSE











It can be shown similar to [10] that (39) is a Schur-convex
function of d[E(n)]. Thus, from (38), the MM-MSE objective



























The optimization problem with the MM-MSE objective can


































i,k ≤ pi, 1 ≤ i ≤ L (42)
x
(n)
i,k ≥ 0, 1 ≤ i ≤ L, 1 ≤ k ≤ N (n)b , 1 ≤ n ≤ Nc . (43)
Similar to Section III-A, problem (40)-(43) with respect to
{x(n)i,k } is conditional convex and hence can be solved by
alternatingly updating {x(n)i,k }. After we obtain {x(n)i,k }, the final
step is to compute U(n)0 such that the main diagonal elements
of E(n) are identical. Such U(n)0 can be any rotation matrix
that satisfies |[U(n)0 ]i,k| = |[U(n)0 ]i,l|,∀i, k, l. For general case,
U(n)0 can be computed using the method developed in [12].
From (32) and (38) we find that for both Schur-concave
and Schur-convex objective functions, [E(n)]k,k increases with
L. This indicates that the system performance degrades with
increasing number of hops. This is due to the linear non-
regenerative strategy used at each relay node, where noises
at all relay nodes are amplified and superimposed at the
destination node. In particular, when L → ∞, [E(n)]k,k → 1.
In such extreme case, the source signal can not be correctly
recovered at the destination node. We should note that when
the source-destination distance is very large, digital repeaters
should be deployed. In fact, a combination of digital repeaters
and the non-regenerative relays can provide a good tradeoff
between the end-to-end delay and the end-to-end error rate.
The more digital repeaters, the less end-to-end error rate. The
more non-regenerative relays, the less end-to-end delay.
IV. SUBCARRIER-COOPERATIVE MIMO RELAY SYSTEMS
In this section, we derive the optimal structure of Fi for
subcarrier-cooperative multi-hop MIMO relay systems. Based
on the block-diagonal structure of (8) we can write the SVD
of Hi as
Hi = UiΣiVHi (44)
















i , · · · ,V(Nc)i
)
.
Note that although the main diagonal elements of Σ(n)i , 1 ≤
n ≤ Nc, are ordered, the main diagonal elements of Σi remain
unsorted. Let us introduce permutation matrices Πi,1 and Πi,2,
1≤ i≤ L, with commensurate dimensions such that the main
diagonal elements of Σ̃i  Πi,1ΣiΠi,2, 1 ≤ i ≤ L, are
sorted in the increasing order. We can rewrite (44) as Hi =
ŨiΣ̃iṼHi , where Ũi  UiΠTi,1, Ṽi  ViΠi,2.
Based on Theorem 1, for Schur-concave objective functions,
the optimal {Fi} jointly diagonalize the “super” multi-hop
relay channel H̄. Therefore, their optimal structure is given
by
F1 = Ṽ1,1Λ1, Fi = Ṽi,1ΛiŨHi−1,1, 2 ≤ i ≤ L (45)
where Λi are J ×J diagonal matrices, Ṽi,1 and Ũi,1 contain
the rightmost J columns from Ṽi and Ũi, respectively. For
Schur-convex objectives, the optimal structure is written as
F1 = Ṽ1,1Λ1U0, Fi = Ṽi,1ΛiŨHi−1,1, 2 ≤ i ≤ L (46)
where U0 is a J × J unitary rotation matrix.
From (45) and (46) we find that the cooperation among
subcarriers is essentially carried out by the permutation ma-
trices Πi,1, Πi,2, 1 ≤ i ≤ L. In fact, the subcarriers are
reshuffled at each node such that the strong space-frequency
subchannels at each link are paired together, while the weak
subchannels are coupled with weak ones. The optimality of
such pairing has been shown in [8] for the special case
where the design objective is to maximize the MI between
source and destination. Here we have generalized this result
to multicarrier multi-hop systems with Schur-concave and/or
Schur-convex objective functions.
After the optimal structure of Fi is determined, we are left
with the optimization of {Λi}, which can be efficiently solved
by the alternating power loading algorithms as in Section III.
From the computational complexity point of view, perform-
ing SVD and calculating the power loading parameters are
the two most computationally intensive parts of the proposed
algorithm. By exploiting the block-diagonal feature of Fi,
the complexity of SVD for the subcarrier-cooperative system
is equivalent to that of the subcarrier-independent system.
However, since for a subcarrier-independent system, optimiza-
tion of power loading parameters are decomposed into Nc
subproblems, thus it has a lower computational complexity
than the subcarrier-cooperative system. On the other hand, as
mentioned in Section II-B, the subcarrier-cooperative relay
system has a better performance than the subcarrier inde-
pendent one. Such a performance-complexity tradeoff is very
useful for practical systems.
V. NUMERICAL EXAMPLES
In the simulations, the channel between each transmit-
receive antenna pair at each hop is modelled as the ETSI
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“Vehicular A” multipath channel environment. An OFDM
communication system with Nc = 64 subcarriers is as-
sumed. The MIMO channel matrices H(n)i have i.i.d. complex
Gaussian entries with zero mean and normalized variance
1/Ni, 1 ≤ i ≤ L. All simulation results are averaged over
1000 channel realizations. For simplicity, we only simulate
subcarrier-independent systems.
In the first example, we compare the bit-error-rate (BER)
performance of the following algorithms: the naive amplify-
and-forward (NAF) algorithm where the source precoding ma-
trix and relay amplifying matrices are scaled identity matrices;
the MA-MSE algorithm (34)-(36) with q being the arithmetic




the MMI algorithm where we solve (34)-(36) taking q as
the negative MI between source and destination given as∑Nc
n=1 log |E(n)|; and the MM-MSE algorithm (40)-(43).
Fig. 1 shows the performance of four algorithms for L = 2,
N1 = 5, N2 = 6, N3 = 4, and N
(n)
b = 3, 1 ≤ n ≤ Nc. We
set the signal-to-noise ratio (SNR) of the first hop as SNR1 
p1N2/(NcN1) = 20dB, and change the SNR of the second
hop defined as SNR2  p2N3/(NcN2). From Fig. 1 we find
that the NAF algorithm has the highest BER since it doesn’t
exploit the channel information. The MM-MSE algorithm has
the best BER performance. The reason is that the MM-MSE
objective function (39) is Schur-convex, and from (38) and
(40)-(43) we see that all data streams have identical MSE. This
makes the MM-MSE algorithm robust in BER performance.
In the second example, we study the system performance
with respect to the number of hops. The number of antennas
at each node is Ni = N = 10, 1 ≤ i ≤ L, and the number of
source symbols is N (n)b = N , 1 ≤ n ≤ Nc. We also assume
that all hops have equal distance and all nodes have the same
transmission power pi = PNc, 1 ≤ i ≤ L. Fig. 2 displays
the normalized per-antenna per-subcarrier MI (MI divided by
NcN ) versus P . The simulation results are obtained by solving
the problem (34)-(36) with q being the negative MI function.
We find that the normalized MI decreases with the number of
hops. The simulation results justify our analysis at the end of
Section III.




























Fig. 2. Normalized MI versus P ; N = 10.
VI. CONCLUSIONS
In this paper, we have highlighted some of our recent
discoveries on a non-regenerative MIMO relay system of any
number of hops as shown in [4]. One of the key results is
that the diagonal system structure associated with the optimal
source and relay matrices for a two-hop non-regenerative
MIMO relay system is also valid for such a relay system of
any number of hops. This paper contains additional details to
address the multicarrier case.
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