Abstract. Motivated by Ball and Majumdar's modification of Landau-de Gennes model for nematic liquid crystals, we study energy-minimizer Q of a tensor-valued variational obstacle problem in a bounded 3-D domain with prescribed boundary data. The energy functional is designed to blow up as Q approaches the obstacle. Under certain assumptions, especially on blow-up profile of the singular bulk potential, we prove higher interior regularity of Q, and show that the contact set of Q is either empty, or small with characterization of its Hausdorff dimension. We also prove boundary partial regularity of the energy-minimizer.
1. Introduction 1.1. Background and problem formulation. In this paper, we consider a tensor-valued variational obstacle problem originates from the Landau-de Gennes model for nematic liquid crystals. We shall study the regularity of the minimizer and estimate the size of the contact set.
In the Landau-de Gennes theory [4, 15] , local state of nematic liquid crystals at spatial point x ∈ R 3 is characterized by a 3 × 3-tensor-valued order parameter Q(x) in Q = {Q ∈ R 3×3 : Q ij = Q ji , Q ii = 0}, interpreted as traceless second moment of (formal) probability distribution function f of local molecular orientation over S 2 , i.e., ]. If one of the eigenvalues is equal to −1/3 or 2/3, formally the density f (x, m) dm is concentrated on a measure-zero subset of S 2 , in which case the bulk energy density will be infinity [1] . We introduce the set of admissible configuration of nematic liquid crystal Here we used the fact that Q ii = 0. For more background on Q-tensor models, readers are referred to [4] and [15] .
Q(x) =ˆS
Motivated by Ball-Majumdar model of nematic liquid crystals [1, 11] , we introduce
Here Ω is a bounded smooth domain in 3-D, f e (∇Q) represents elastic energy density and f b (Q) is a singular bulk energy potential. We assume (1.5) f e (∇Q) = 1 2
Here Q ij,k is short for ∂ x k Q ij , and summation is taken over repeated indices. In fact, (1.5) is reduced from a more general form of elastic energy
where L 1 , L 2 , and L 3 are elastic constants, satisfying that [14] (1.7)
Under these conditions, f e is coercive, i.e., there exist positive c < C such that
It is well-known that with proper coefficients, the last two terms in (1.6) can be combined into a null Lagrangian (see e.g., [ 12, Lemma 1.1]), which can be omitted under strong anchoring (Dirichlet) boundary conditions (see below). Hence, without loss of generality, we may simplify (1.6) into (1.5) by setting L 3 = 0 and L 1 = 1. Thanks to (1.7), when A > −3/5, f e in (1.5) is coercive and strictly convex in ∇Q.
The following assumptions on f b will be made throughout this work.
(i) In Q o phy , 1 ≤ f b (Q) < +∞, and it is convex and smooth. The lower bound of f b is not an essential constraint, since the constant 1 is irrelevant in minimizing (1.4) when Ω is fixed.
(ii) f b (Q) = ∞ in Q\Q o phy , and f b (Q) → +∞ as Q → ∂Q phy [1] . More hypotheses on f b will be proposed later.
To this end, we shall minimize (1.4) over the set of admissible configurations given by (1.8) A = {Q(x) ∈ H 1 (Ω, Q phy ) : Q = Q 0 on ∂Ω} with some Q 0 ∈ C ∞ (Ω, Q o phy ). Here the Dirichlet boundary condition is understood in the trace sense. We take Q 0 to be smooth for simplicity, which may be weaken. It is also noteworthy that Q 0 is separated from the obstacle ∂Q phy throughout Ω. Since Q 0 ∈ A with E(Q 0 ) < +∞ and A is closed, one can easily prove existence of energy minimizer of (1.4) in A by the direct method of calculus of variations. Moreover, the minimizer is unique thanks to the convexity of f e and f b . We still denote it as Q with abuse of notation.
In spite of existence and uniqueness, it is not clear if Q will touch the obstacle ∂Q phy in Ω. For this purpose, we introduce contact set C of Q, C := {x ∈ Ω : Q(x) ∈ ∂Q phy }.
Since E[Q] < +∞, by the assumption (ii) on f b , C has Lebesgue measure zero. However, one would naturally expect that C = ∅ -this will make more sense as we establish regularity of Q below since right now Q is only an H 1 -function but not well-defined pointwise. In this work, we shall propose a number of conditions to pursue emptiness of C. In the cases where C = ∅ cannot be guaranteed, we provide estimates for Hausdorff dimension of C.
Let us review some related works before stating our main results. As is mentioned earlier, the model we are studying originates from the work by Ball and Majumdar [1] , where the authors proposed a thermotropic bulk potential that blows up as the eigenvalue of Q approaches − 1 3 . They also proved in the one-elastic-constant case (i.e., A = 0) that, under weak assumptions on f b (see [2, Theorems 4 and 6, Corollaries 3 and 4]), the contact set is empty and Q is smooth in the domain. Bauman and Phillips [2] studied the 2-D case of this problem with a Landau-de Gennes elastic energy density containing more elasticity terms. Using a hole-filling technique, they proved Hölder continuity of the energy minimizer Q in general, and showed that if some of the elastic coefficients are zero, one should find Q is smooth. Evans, Kneuss and Tran [7] established a partial regularity result for a general form of elastic energy, stating that Q is smooth outside a zero-measure closed subset of Ω. They also proved that under certain hypotheses on f b , the singular set (contact set) has Hausdorff dimension at most (n − 2) in the n-dimensional case. Readers are referred to [8, 9, 16, 10] and references therein for results on dynamic problems with singular bulk potential modeling liquid crystal flows.
1.2.
Main results. Our main strategy in this work is to derive the emptiness of C from its regularity. We start with a key result concerning interior regularity of Q.
where
In particular, p(A) is decreasing in A, and p(A) > 1.
Remark 1.1. The first part of the Proposition is a special case of Theorem 4.1 in [7] , while the second part is stronger than the W 1,6 -regularity that directly follows from the first part by 3-D Sobolev embedding. Proposition 1.1 shows that the minimizer Q(x) can be realized as a Hölder continuous function in Ω and it is thus well-defined pointwise. Therefore, the contact set C is now well-defined.
As is mentioned above, the energy-minimizer in the special case A = 0 has been studied in [1, 2] , where f e (∇Q) reduces to the Dirichlet energy and the uniform separation from the obstacle simply follows from the maximum principle. Then smoothness of Q can be justified by elliptic regularity theory [3] applied to the Euler-Lagrange equation. When A = 0, this technique fails. Nevertheless, it is tempting to believe when A is close to 0, the minimizer should behave like the one for A = 0. This leads to the following theorem with a perturbative nature. Theorem 1.2 (Small A case). Assume f b satisfies the assumptions (i) and (ii). For any V ⊂⊂ Ω, there exists A * > 0 depending on V , such that for any |A| ≤ A * , the minimizer Q A ∈ A of (1.4) with parameter A satisfies C ∩ V = ∅. Moreover, Q A is smooth in V . , it is natural to believe that whether C = ∅ should depend on the growth of f b near ∂Q phy . Suppose C = ∅ and x 0 ∈ C. If f b grows fast near ∂Q phy , in a neighborhood of x 0 , Q(x) must leave ∂Q phy sufficiently fast in order to not incur huge bulk energy. However, this may lead to large elastic energy, which prohibits Q from being energy-minimizing. In this spirit, we propose the following hypothesis on the growth of f b near ∂Q phy : (iii) We assume there exists some s > 0 and 0 < m s < M s , such that in Q phy ,
Here d(Q) := dist(Q, Q c phy ), and the distance is measured in the Frobenius norm. Note that in (1.12), the coefficients of the logarithmic terms in the lower and upper bounds need to be identical. Then we have 
,
.
Here dim H C denotes the Hausdorff dimension of C.
Remark 1.2. We do not claim optimality of the borderline exponent s(A), but we stress that s(A) < 2 for all A > − In [7] , inspired by a model of the Ball-Majumdar singular bulk potential, where f b grows like | ln d(Q)| near ∂Q phy , an additional assumption is proposed on f b . It can be roughly stated as follows in our context: for some c 0 > 0,
for all y ∈ T Q phy .
Based on this, the authors proved that dim H C ≤ 1 (see [7, Theorem 4.3] ). This assumption has been verified rigorously in [9] for the Ball-Majumdar potential [1] . In what follows, we shall propose similar hypotheses on f b and improve our results in Theorem 1.3.
(iv) If f b satisfies the assumption (iii) with (1.11), we assume that for some C s , c s > 0,
If, otherwise, f b satisfies the assumption (iii) with (1.12), we assume that for some C 0 > 0,
phy , and also (1.14) holds. (1) Suppose f b satisfies the assumptions (i), (ii), (iii) with (1.11) and (iv). When 0 < s ≤ s(A),
Unfortunately, because of the limitation of our approach, Theorem 1.4 is not an improvement of Theorem 4.3 in [7] .
Since no continuity of Q up to the boundary has be established, we are unable to extend the above discussion (even in the small A case) from the interior up to ∂Ω. Instead, we prove the following partial regularity result at ∂Ω. Theorem 1.5 (Boundary partial regularity). Assume A > −3/5 and f b satisfies the assumptions (i) and (ii). The minimizer Q ∈ A of (1.4) is Hölder continuous in Ω up to ∂Ω\S for some S ⊂ ∂Ω, with H 1 (S) = 0. Here H 1 (·) denotes the 1-dimensional Hausdorff measure.
In particular, H 1 (C ∩ ∂Ω) = 0.
The rest of the paper is organized as follows. Section 2 is devoted to proving Proposition 1.1 on the interior regularity of the energy-minimizer and Theorem 1.2. Theorem 1.3 and Theorem 1.4 will be proved in Section 3. We show Theorem 1.5 on the boundary partial regularity in Section 5. In the Appendices, we derive the formula for p(A) in Proposition 1.1 in Appendix A. Useful properties of the distance function d(Q) are proved in Appendix B. Finally, in Appendix C, we shall present a construction of an approximating sequence of f b that will be used in Section 4.
Interior Regularity of the Minimizer and Proof of Theorem 1.2
We first show Proposition 1.1. As is mentioned before, the H 2 loc -regularity has been established in [7, Theorem 4 .1] under weaker assumptions. The proof there uses standard arguments in the calculus of variations [5] , with special care of the singular bulk energy. For completeness, we still present it here in our context. Then we shall generalize its idea to prove the W 1,q loc -regularity. Proof of Proposition 1.1.
Step 1 (Basic setup). Fix an open subset V of Ω such that V ⊂⊂ Ω. We select another open subset W such that V ⊂⊂ W ⊂⊂ Ω. Take a nonnegative smooth cutoff function ξ in R 3 supported on W , such that ξ ≡ 1 on V and ∇ξ L ∞ (Ω) ≤ C(V, W ). Let e 1 , e 2 , e 3 be the standard coordinate vectors in R 3 . With p ≥ 1 is to be determined, let
Here in order to make the above two quantities well-defined throughout Ω, we make zero extension of Q outside Ω (still denoted by Q).
It is easy to show that (Q + εu
Step 2 (Interior H 2 -regularity). Let p = 1 in (2.21). Provided that 0 < ε ≪ h 2 , (Q + εu k )(x) is a convex combination of Q(x), Q(x + he k ), and Q(x − he k ), which implies that (Q + εu k )(x) ∈ Q phy for ∀ x ∈ Ω. On the other hand, it is obvious that (Q + εu k ) has H 1 -regularity and satisfies the boundary condition. Hence, (Q + εu k ) ∈ A. By the convexity of f b ,
Hence,ˆΩ
In the last line, we used change of variables.
we deduce that
Sending ε → 0 + yields a variational inequality,
Here the summation convention applies to all repeated indices except for k; it will always be this case in the rest of this proof. Using integration by parts for
Recall that f e (∇Q) is quadratic in ∇Q, and it is coercive. Hence, with a > 0 to be determined,
where c and C are universal constants only depending on A. Taking a < c/2, we end up havinĝ
where h ≪ 1 and C > 0 only depends on A and ξ. This bound is independent of h, which implies that [5] ˆV
Step 3 (Interior W 1,q -regularity). Take p > 1 to be determined. By Sobolev embedding, in 3-D, Q ∈ H 2 loc (Ω) implies Q is locally bounded. Hence, in the interior of Ω, if h ≪ 1, |D h k Q| ≤ C/h. In fact, in our problem, Q should enjoy a trivial L ∞ -estimate since Q phy is bounded. However, we avoid using this natural L ∞ -bound, so that the same proof can be applied to situations where no L ∞ -estimate is a priori available. This point will be useful later in Section 4. Hence, in the interior of Ω, (Q + εu k )(x) is a convex combination of Q(x), Q(x + he k ), and Q(x − he k ), provided that 0 < ε ≪ h 2p . This implies (Q + εu k )(x) ∈ Q phy for ∀ x ∈ Ω. On the other hand, combining the interior H 2 -regularity of Q with (2.21), (Q + εu k ) ∈ H 1 (Ω, Q phy ) for arbitrary p > 1. Therefore, (Q + εu k ) ∈ A. Then we argue as before by the convexity of f b to find that (2.22) still holds, which allows us to derive a similar variational inequality,
Substituting the form of f e in (1.5) into this inequality, we calculate that
By Cauchy-Schwarz inequality, with c > 0 to be determined,
where C > 0 is a universal constant only depending on A. Introducing another parameter ω ∈ [0, 1] to be determined, which satisfies
we derive that
where · 2 denotes the matrix 2-norm. Here we used
Indeed, they can be justified by using the fact that D h k Q and D h k ∂ l Q are symmetric traceless 3 × 3-matrices. On the other hand,
Hence, by Young's inequality,
then we are able to take c > 0 suitably small in (2.23) to obtain that
where C > 0 depends only on A, p and ω. By maximizing the right hand side of (2.25) over all admissible ω, we may take any p ∈ (1, p(A)), where
We shall show in Lemma A.1 that p(A) has a more explicit form given by (1.10). To this end, by (2.26), with h ≪ 1,
. This estimate is independent of h as long as h ≪ 1. Hence,
Combining this with the interior H 2 -regularity in the previous step, we conclude, by making iterations if needed, that
as long as p ∈ (1, p(A)). This proves the interior W 1,q -regularity of Q, where q = 6p. Theorem 1.2 then follows from a compactness-type argument.
Proof of Theorem 1.2. Suppose the statement is false for some V ⊂⊂ Ω. Then there exists a sequences A i → 0, such that the minimizer Q A i ∈ A of (1.4) with parameter A i admits d(Q A i (x i )) = 0 at some x i ∈ V . We may assume x i → x * ∈ V . Take W such that V ⊂⊂ W ⊂⊂ Ω. Since the H 2 (W )-estimate in Proposition 1.1 is uniform for all A sufficiently close to 0, Q A i has uniform bound in C 1/2 (W ). By Arzelà-Ascoli lemma, up to a subsequence, there exists Q * such that Q A i → Q * uniformly in V . On the other hand, the uniform-in-A H 2 loc (Ω)-estimate also implies that, up to a further sequence, the convergence is strong in H 1 loc (Ω). Without loss of generality, we may assume that Q A i → Q * and ∇Q A i → ∇Q * almost everywhere in Ω. Hence,
Let Q * denote the energy minimizer when A = 0. By Fatou's Lemma,
By the uniqueness of the energy minimizer, Q * = Q * . Meanwhile, by the uniform convergence of
which implies x * ∈ C. This contradicts with the fact that C = ∅ when A = 0 [1, 2] .
With f b smooth, the smoothness of Q A follows from the regularity theory of elliptic systems by a bootstrap argument.
Proof of Theorem 1.3
In this section, we shall prove Theorem 1.3. With a > 0 sufficiently small, we define
The main idea of the proof is to derive a bound for the size of Ω a .
Proof of Theorem 1.3.
Step
By Lemma B.1 (in particular, (B.74)), it can be verified that the map h a :
Also, by taking a even smaller if needed, we may assume that
for all x ∈ Ω, as Q a (x) can be viewed as a convex combination of Q(x) and 0.
Step 2. We shall use Q a as a comparison configuration in (1.4) . By the minimality of Q,
With λ > 1 to be determined, we derive that
Taking λ = Λ s , with
we find that
On the right hand side of (3.29), since f e is quadratic,
Since η a • d is a piecewise-smooth map with Lipschitz constant 1 and |η a − 1| ≤ Ca,
By Hölder's inequality and Proposition 1.1,
where q satisfies (1.9) and C depends on q, V and A. Therefore, for a ≪ 1,
where C depends on A, q, U , V and E[Q]. Combining (3.29), (3.31), and (3.32), we obtain that
Step 3. We first show part (2) of Theorem 1.3.
Since |Ω a ∩ V | ≤ C, we find that for all a ≪ 1, by virtue of (3.33), |Ω a/Λs ∩ U | ≤ C(a/Λ s ) s . With the notation changed, this is equivalent to that, for all V ⊂⊂ Ω and a ≪ 1, |Ω a ∩ V | ≤ Ca s . Applying this new bound in (3.33) yields that |Ω a ∩ V | ≤ Ca s+s(1−2/q) , with a different constant C. By repeating this procedure, we can show that for all
and Ω, but not on a. Now we assume C ∩ U = ∅ for some U ⊂⊂ V ⊂⊂ Ω, and x 0 ∈ C ∩ U ; otherwise, we have nothing to prove. By Proposition 1.1 and Sobolev embedding, Q ∈ C α loc (Ω) where α = 1 − 3/q. Hence, for all x ∈ B r (x 0 ) with r ≤ d(x 0 , ∂V )/2, d(Q(x)) ≤ Cr α , where C does not depend on r. Therefore, for r ≪ 1,
where (C ∩ U ) r := ∪ x∈C∩U B r (x) is the r-neighborhood of C ∩ U . Combining this with (3.35), we find that for all γ < s(q − 3)/2, and r ≪ 1,
Since ∪ x∈C∩U B r (x) is a covering of (C ∩ U ) r with finite radius bound, by Vitali Covering Lemma, there exist a countable set C ′ r = {x i } ⊂ C ∩ U , such that B r (x i ) are disjoint, and [13] for the notation), where C is independent of r. Therefore,
Since γ is arbitrary as long as γ < s(q − 3)/2 with q satisfying (1.9), we conclude that
for any open subset U ⊂ Ω. Applying this estimate to an exhaustion
of Ω, we can prove part (2) of Theorem 1.3.
Step 4. Finally, we prove part (1) of Theorem 1.3 by contradiction.
Suppose x 0 ∈ C for some s > s(A). Take x 0 ∈ V ⊂⊂ W ⊂⊂ Ω. By (3.36), for all a ≪ 1, B Ca 1/α (x 0 ) ⊂ {d(Q) ≤ a} ∩ V , where α = 1 − 3/q and q satisfies (1.9). Hence,
where C is independent of a. Applying this bound on the left hand side of (3.33) yields that, for all a ≪ 1,
Here C is a different universal constant. Repeating this procedure, we obtain a sequence {q n } by
such that for any U ⊂⊂ Ω, and a ≪ 1, |Ω a ∩ U | ≥ Ca qn . Here the constant C should depend on n but not on a. However, if s > 2q 0 /q, it is easy to verify that there exists N < ∞, such that q N < 0, and
which is obviously impossible. By (1.9) and (1.13), whenever s > s(A), s > 2q 0 /q = 6/(q − 3) is achievable by suitably choosing q. This proves C = ∅.
Proof of Theorem 1.4
Recall that in the proof of Proposition 1.1, we got rid of the singular bulk energy term at the very beginning thanks to the convexity of f b . However, the new assumptions (1.14) and (1.16) on f b allow us to make use of the bulk energy term in a better way, which leads to the improvement in Theorem 1. 4 .
In what follows, we shall first recast the proof of Proposition 1.1 to derive an estimate involving f b (Q). However, as it is hard to directly work with f b with singularity, we shall introduce an approximating sequence {f ε b } 0<ε≪1 of f b with no singularity in the entire Q. Indeed, we have Lemma 4.1. Suppose f b satisfies the assumptions (i) and (ii). Then there exists {f ε b } 0<ε≪1 satisfying the following conditions:
b are convex and smooth in Q;
phy . Here Df ε b (Q) denotes the gradient of f ε b with respect to Q. Its proof will be given in Appendix C. Given ε > 0, let Q ε denote the unique minimizer of
in H 1 (Ω, Q) subject to the Dirichlet boundary condition (1.8). Indeed, existence and uniqueness of Q ε can be justified by classic arguments. We omit the details. Concerning Q ε and Q, we have the following lemma. Since f ε b are convex, Proposition 1.1 applies to Q ε with uniform-in-ε interior H 2 -bound. This implies that there exists Q * such that up to a subsequence, Q ε → Q * strongly in H 2−δ loc (Ω). We may assume that Q ε → Q * , and ∇Q ε → ∇Q * almost everywhere in Ω. Hence,
In
Hence, Q * = Q by the uniqueness of minimizer, which completes the proof.
Now we are ready to derive an estimate for f b (Q). 
(2) If f b additionally satisfies (1.14), then for any V ⊂⊂ Ω,
Proof. Up to minor adaptations, arguments in this proof are in the same spirit as those in the proof of Proposition 1.1. See also [7, Theorem 4.3] .
Step 1. Let V ⊂⊂ W ⊂⊂ Ω and ξ be defined as in the proof of Proposition 1.1. Similar to the proof of Proposition 1.1, defineũ
Since Q ε ∈ H 2 loc (Ω) ,ũ ε k ∈ H 1 0 (Ω, Q) for all p ≥ 1. By the minimality of Q ε , we argue as before to obtain thatˆΩ ∂f e (∇Q ε )
By Lemma 4.2, it is easy to justify that up to a subsequence, as ε → 0,
On the other hand, since f ε b are convex, for all w 1 , w 2 ∈ Q o phy , (Df
It is assumed that Df ε b → Df b locally uniformly in Q o phy , and by Lemma 4.2, up to a subsequence Q ε → Q pointwise. Hence,
This together with (4.40) and (4.41) implies that
Step 2. Using the form of f e in (1.5), we rewrite the inequality above aŝ
Here the summation convention applies to all repeated indices, including k. With p ≥ 1 and
Otherwise,
In either case, applying Young's inequality to the right hand side of (4.42), we obtain that
By (2.26), for p ∈ [1, p(A)),
Step 3. Take an arbitrary δ ≪ 1 and let Ω δ be defined in (3.28). Since Q is Hölder continuous on W by Lemma 4.2, Q is separated away from ∂Q phy on an h-neighborhood of V \Ω δ provided that h ≪ 1. Thus Q is smooth in this neighborhood, which means on V \Ω δ ,
. By (4.43) and dominated convergence theorem, for any δ ≪ 1,
To this end, if we assume (1.16), on V \Ω δ ,
Combining this with (4.44) and sending δ → 0, we obtain (4.38). (4.39) can be derived similarly if (1.14) is assumed.
Recall that in the proof of Theorem 1.3, we used the distance function d(Q) in the construction of the comparison configuration Q a . In the proof of Theorem 1.4, we would like the comparison configuration to depend more explicitly on f b so that the estimate in Lemma 4.3 may be used. For this purpose, we need the following technical construction.
Let us first consider the case where f b satisfies the assumptions (iii) with (1.11) and (iv) with (1.15) and (1.16). With m s given in (1.11), defineη a :
(4.45)η a (y) 11) and (1.15) , we deduce that for all w ∈ Q o phy ,
Defineh a (Q) :=η a (f b (Q))Q. It can be verified that when a ≪ 1,
This directly follows from (1.11) and (4.45).
•h a retracts Q phy to a smaller subset of Q o phy , such that d(h a (Q)) ≥ a. Indeed, by Lemma B.1 (in particular, (B.74)),
In order to show d(h a (Q)) ≥ a, it suffices to notice that
which is true because of (1.11) and (4.45).
•h a (Q) ∈ H 1 (Ω). This follows from C 1 -regularity ofη a • f b and (4.47).
To this end, we are ready to show part (1) of Theorem 1.4.
Proof of part (1) of Theorem 1.4. We proceed as in the proof of Theorem 1.3 with minor modifications.
Step 1. Let U ⊂⊂ V ⊂⊂ Ω and a cut-off function ρ be defined as in the proof of Theorem 1.3. Let
By the argument above,Q a ∈ A when a ≪ 1.
We shall useQ a as a comparison map in (1.4) . By the minimality of Q,
With a ≪ 1, we may assume that f b (0) ≤ f b (Q) for any Q ∈ Q o phy with d(Q) ≤ Λ s a. For the same reason as in the proof of Theorem 1.3, f b (Q) ≥ f b (Q a ) for all x ∈ Ω. Hence, we can still show that
where Λ s is defined in (3.30).
Step 2. On the right hand side of (4.48), sinceQ a ≡ Q outside Ω Λsa ∩ V ,
(4.50)
Here we used the definition ofh a (Q) to derive that
Now we proceed in two different cases.
Case 1. Suppose p(A) ≤ 2, i.e., we may only take p < 2 in Lemma 4.3. Thanks to (4.46), (4.47) and (4.50), with q = 6p and δ ≪ 1,
Combining this with (4.48), (4.49) and the assumption (iii), and sending δ → 0,
By Proposition 1.1, Lemma 4.3 and Hölder's inequality,
Hence,
By a boot-strapping argument similar to the one in the proof of Theorem 
Combining this with (4.48) and (4.49), sending δ → 0, and applying Hölder's inequality as before, we find that
p . Arguing as in Case 1, for any β < 2 + s + sp(A), and any V ⊂⊂ Ω, we have |Ω a ∩ V | ≤ Ca β for all a ≪ 1. Then (1.18) can be proved as before for the case p(A) > 2.
Next, we consider the case where f b satisfies the assumptions (iii) with (1.12) and (iv) with (1.14) and (1.17). The argument is almost parallel.
Let k 0 and m 0 be given in (1.12).
We can still verify that when a ≪ 1, |1 −η a | ≤ Ca andη a • f b is C 1 on Q o phy with bounded gradient. Moreover, by (4.52) and the assumption (iii),
One can still prove that for a ≪ 1,
•ĥ a retracts Q phy to a smaller subset of
Proof of part (2) of Theorem 1.4. DefineQ a as before,
We still haveˆΩ
and for a ≪ 1,
On the other hand,
Arguing as before, we derive that
Here we used (4.53). By boot-strapping, we can show that for any
, and any V ⊂⊂ Ω, we have |Ω a ∩ V | ≤ Ca β for all a ≪ 1. This leads to (1.19) in the case p(A) ≤ 2. Finally, suppose p(A) > 2. Similarly,
Hence, for any β < 2, and any V ⊂⊂ Ω, we have |Ω a ∩ V | ≤ Ca β for all a ≪ 1. Then (1.19) for the case p(A) > 2 follows.
Boundary Partial Regularity
This section is devoted to proving Theorem 1.5. First we introduce some notations. Let
In the special case x 0 = 0, we write them as B R , B + R , Γ R , and Q R , respectively.
In order to prove Q is Hölder continuous near some point y 0 ∈ ∂Ω, we first use a smooth local diffeomorphism ψ −1 to a ball U centered at y 0 to flatten the boundary, such that y 0 , U ∩ Ω, and U ∩ ∂Ω are mapped to 0, B + R , and Γ R , respectively. Moreover, up to a rotation, we may assume that
In other words, if we zoom in to smaller and smaller neighborhood of y 0 , the deformation induced by ψ −1 is almost negligible, and ψ −1 behaves like an identity map.
To this end, under the change of variables y = ψ(x), define
Hence, with abuse of notations, we turn to study minimizers of the following functional in a more general form
Here f e is defined as in (1.5), and J(x) : B + R → R 3×3 is a smooth function, satisfying (5.59) lim
We also used the notation that (J(x)∇Q) ij,k J kl (x)∇ l Q ij . For x 0 ∈ Γ R and 0 < r < dist(x 0 , ∂Γ R ), define an scaling-invariant quantity
Denote A r := A 0,r . Then we have
R , Q phy ) be the unique minimizer of (5.58) subject to smooth Dirichlet boundary condition Q = Q 0 on ∂B + R . There exists ε > 0, such that if for x 0 ∈ Γ R , lim inf r→0 A x 0 ,r < ε 2 , then Q(x) is Hölder continuous in a neighborhood of x 0 . Theorem 1.5 follows immediately from Proposition 5.1.
Proof of Theorem 1.5. The diffeomorphism ψ −1 for flattening the boundary is smooth, and it is sufficiently close to an identity map (up to a rotation in general) if we only consider sufficiently small boundary patches. Hence, a statement similar to Proposition 5.1 holds for the minimizer of (1.4) in Ω with curved boundary. This together with a classic covering argument implies that the minimizer of (1.4) is Hölder continuous up to ∂Ω\S, with S ⊂ ∂Ω satisfying H 1 (S) = 0.
Since Q 0 (x) ∈ Q o phy for all x ∈ ∂Ω, by the continuity, C ∩ ∂Ω ⊂ S. This completes the proof.
The rest of this section is devoted to proving Proposition 5.1. The proof closely follows the classical variational proof in [6] and the proof of interior partial regularity in [7] , with necessary modifications to handle the boundary data. In what follows, without loss of generality, we shall assume x 0 = 0. We first prove a useful lemma.
Lemma 5.2. For all r ∈ (0, R),
where C is a constant only depending on ∇Q 0 L ∞ (B + r ) . Proof. Since Q − Q 0 = 0 on Γ R , by Poincaré inequality on domains with finite width,
Hence, by the smoothness of Q 0 ,
In addition,
Then the desired estimate follows.
To this end, we shall prove the so-called small energy regularity. 
We shall prove Lemma 5.3 by contradiction. Suppose the statement is false. Then for a fixed θ ∈ (0, 1/4) which we will determine later, there exists {(ε i , r i ,
and
. It is straightforward to verify that
and Q i minimizes
Passing to a subsequence if necessary, there exists
Indeed, it suffices to verify the last claim. Note that by (5.61),
The next lemma shows that the H 1 -convergence of Q i toQ is in fact in the strong sense in smaller boundary patches.
Lemma 5.4. ∇Q i converges to ∇Q strongly in L 2 (B + r , Q) for any 0 < r < 1. Proof. Define Radon measures µ i as follows,
Up to a subsequence, there exists a Radon measure µ such that µ i ⇀ µ in the sense of measures. For all but countably many r ∈ (0, 1], it holds that µ(∂B r ∩ B 
As i → ∞, the first term on the right hand side goes to 0. It suffices to prove
We shall use the minimality of Q i to show this. Take R ∈ (r, 1) and let ξ(x) be a smooth cut-off function such that
Then we define {Q i } as truncations ofQ at magnitude
It is straightforward to verify thatQ i →Q strongly in H 1 (B + 1 ). Define
However, one can not use P i as a comparison in (5.62), since P i and Q i do not agree on Γ R . We thus need the following technical lemma to make a correction.
, for any R < 1, there exists a sequence of functions
Proof. SinceQ ∈ C 2 (Γ 1 ), we may assume i is sufficiently large such
, we can easily findF i (e.g., by making a constant extension in the x 3 -direction and making a suitable smooth cutoff) such that
By the assumption on the boundary data Q 0 on Γ 1 , there exists a universal constant η > 0 such that d(Q(r i x)) > η for all x ∈ Γ 1 and all i. Define a piecewise-linear function φ(
Then we claim that F i (x) :=F i · φ(d(Q(r i x))) has the desired properties. Firstly, thanks to the property of boundary data Q 0 ,
. It then suffices to verify
, and (5.65). For the H 1 -convergence, we simply calculate that
where we used the property |∇d(Q)| ≤ C|∇Q| in the second inequality (see Lemma B.2).
To show (5.65), we note that
On the other hand, by assuming i to be sufficiently large and using the fact that F i are uniformly bounded, we have
This completes the proof.
Proof of Lemma 5.4 (continued) . To this end, we define
as a comparison in (5.62). Indeed, when i is sufficiently large, it can be shown that
2. This implies that ε i G i + Q r i ∈ Q phy . Thanks to the assumptions on F i , it is also easy to verify that
. Hence, by the (local) minimality of Q i ,
Since f e is quadratic and P i =Q i on B + r , we may rewrite this inequality aŝ
Since
, we use (5.59) and (5.60) to derive that I 1 +I 2 → 0 as i → ∞. For I 3 , we calculate by (5.59) and (5.60) again that
Hence, lim sup
Here we used L 2 -convergence of Q i and H 1 -convergence ofQ i . For I 4 , by the convexity of f b ,
By the construction of F i and the boundedness of g(r i x), I 4,1 → 0 as i → ∞. For I 4,2 , noting that
Hence, we may take
Hence, for i sufficiently large, with g(r i x) > 0,
Sending R → r + , we prove that lim sup
Then (5.63) immediately follows from (5.59) and (5.60).
Lemma 5.6. For ∀ r ∈ (0, 1),Q is the minimizer of
Proof. For any φ ∈ C ∞ c (B + r , Q), we take
as a comparison in (5.62). HereQ i , Q i and F i are defined as before. Arguing as in the analysis of I 4 in the proof of Lemma 5.4, we find that as i → ∞,
By the minimality of Q i ,
Here we used the fact that φ is supported on B + r while ξ ≡ 1 on B + r . By approximation we observe that (5.66) still holds for φ ∈ H 1 0 (B + r , Q) and this completes the proof. 
To this end, we go back to the argument that follows the statement of Lemma 5.3. We take θ there to be θ * .
, we find that A x * ,θ (Q) ≥ Case 1. When x ∈ Γ R/4 , it is readily proved by Lemma 5.3 that A x,θR < A R /2 ≤ ε 2 /2. Then we may repeatedly apply Lemma 5.3 with fixed base x to find that A x,θ k R ≤ ε 2 /2 k for all k ∈ Z + , which implies (5.69).
Next we consider x ∈ B + R/4 . Let x ′ ∈ Γ R/4 be the orthogonal projection of x onto Γ R/4 . Denote 
x ∇Q L 2 (B dx (x)) . Note that with abuse of notations here, Q denotes the minimizer of (5.58) with boundary flattened, while Q • ψ −1 is the minimizer in the original coordinate. Therefore,
In the second inequality, we used the estimate from Case 2.
This completes the proof of (5.69), which implies that Q ∈ C α (B Note that ω ε → +∞ as ε → 0 + . We shall make a little modification of {F ε b } to construct smooth {f ε b }. Let φ be a non-negative C ∞ 0 -mollifier in Q supported on the unit ball, such that´Q φ(Q) dQ = 1. Then we define
We derive that for arbitrary Q ∈ Q,
(C.80)
In the first inequality, we used the fact that φ is non-negative and normalized; in the second inequality, we applied (C.79) as well as that φ is supported on the unit ball in Q. (C.80) implies that F ε b (Q) − 2ε ≤ f ε b (Q) ≤ F ε b (Q) ≤ f b (Q). It is then easy to verify that {f ε b } 0<ε≪1 satisfies all the conditions we need.
