The SFA (Strong-Field Approximation) is routinely cited as the standard analytical approximation method for strong-field laser-induced processes, although it is ill-defined. The SFA designation has been employed for inequivalent approximations that can be reduced to two categories.
I. INTRODUCTION
The tunneling model was the first concept used for the description of strong-field atomic ionization [1] , and it was employed for many variations and extensions [2] [3] [4] [5] [6] [7] of the original theory. By its very nature, the tunneling model is limited to low frequencies because it is assumed that the number of photons required to ionize is innumerably large. An even more fundamental matter is that tunneling methods for laser-induced processes are inherently constrained by their dependence on the dipole approximation (DA), which fails at both high and very low frequencies [8, 9] . The low frequency failure occurs because of the complete neglect of the magnetic field within the DA. A fundamentally different approach follows from the nonrelativistic limit [10, 11] of a fully relativistic nonperturbative theory of earlier origin [12, 13] . Because of its superficial resemblance to a DA theory, this nonrelativistic limit is generally referred to as being "Keldysh-like", with reference to the tunneling model of Keldysh [1] . This has the unfortunate consequence of this non-tunneling theory being categorized as another tunneling model. To make the distinction clear, theories dependent on the DA will be labeled as Strong-Electric Field Approximations (SEFAs) as opposed to the Strong Propagating-Field Approximation (SPFA) of Refs. [10, 11] . Two 1990 papers [14, 15] intended to clarify the fundamental SEFA-SPFA difference have essentially been ignored, possibly because of the continued reference to the Keldysh paper. The first 1990
paper [14] demonstrates that the theory explicated in 1980 [11] is the nonrelativistic limit of a Klein-Gordon relativistic formulation for a spinless electron, and the second 1990 paper [15] presents in full a Dirac-relativistic strong-field approximation for a spin-not include the ω = 0 end point.
The SPFA has a far wider scope of applicability than does the SEFA, and the demonstration of that property is the primary intent of this article. The first step towards that goal follows from the Maxwell equations, where the four source-free Maxwell equations governing the SPFA are contrasted with the single Maxwell equation dependent on a virtual source current that underlies the SEFA. This difference makes it possible for the SPFA to describe accurately processes in the so-called multiphoton domain [16] that lies beyond the scope of the SEFA; it also retains its validity into the low frequency domain where the SEFA mistakenly implies an adiabatic limit; and the SPFA shows remarkable agreement with highfrequency results that can be verified by other methods. The SPFA also demonstrates clearly the onset of the high-frequency stabilization property as well as the qualitatively distinct low-frequency stabilization phenomenon [17] [18] [19] . The concept of stabilization is inconsistent with a tunneling model, which may explain why so many discussions of stabilization refer to it as a high frequency phenomenon.
The descriptions transverse field, propagating field, plane-wave field and laser field are used interchangeably here.
All electromagnetic quantities are expressed in Gaussian units.
II. MAXWELL EQUATIONS
The vacuum Maxwell equations for the electric field E and the magnetic field B of a propagating field have no source terms, so they are simply
∇ × E + 1 c ∂ t B = 0.
occurs, the motion described within the SEFA is nearly identical to the free particle motion in a plane wave, which explains the quantitative success of the rescattering model of the SEFA [22] [23] [24] . For polarization states other than linear, SEFA motion can be quite different than SPFA motion. For example, with circularly polarized laser fields, the photoelectron "walks away" from the ion when described with the SEFA [20] , whereas the SPFA predicts that cylindrical symmetry is maintained, and the photoelectron enters into a circular orbit around the ion [20] .
Recent reviews of the SFA [25, 26] do not make the distinction between SEFA and SPFA, and apply primarily to the SEFA. Although many strong-field features can be treated with SEFA methods, the domain of applicability and the precision of prediction are inevitably limited by treating oscillatory electric fields instead of laser fields. In its initial form [11] , the SPFA exhibited in simple terms the ATI phenomenon in both "tunneling" and "multiphoton" regimes, channel closings, linear/circular polarization distinctions, the stabilization phenomenon, and other strong-field phenomena that took many years and much computational effort to develop with the "simpleman model" [22] [23] [24] of the SEFA. See, for example, the historical introduction in Ref. [27] , where it is estimated that it took about ten years within the SEFA to understand those novel aspects of the 1979 ATI experiment [28] that had already been explained in the 1970s by the SPFA [10, 11] . Furthermore, the correction terms to the basic SPFA formalism, stated in Ref. [11] , provide the means to examine further strong-field phenomena such as low-energy structure (LES), the high-energy plateau (HEP) and other phenomena characterized as "rescattering" in SEFA theories.
III. NONPERTURBATIVE ANALYTICAL METHODS
Basic tools employed in nonperturbative analytical approaches are the Volkov solution [29, 30] , the tunneling model [31, 32] , and the KH (Kramers-Henneberger) transformation [33, 34] .
A. Gordon-Volkov solution
The Volkov solution [30] is an exact solution of the Dirac equation for a charged, spin-
particle in a plane-wave field. Since most nonrelativistic applications of the Volkov solution to date do not consider the spin of the particle, it is actually the earlier Gordon solution [29] that is being employed. Gordon found the solution to the Klein-Gordon equation for a spinless charged particle in a plane-wave field. The convention to label both the Gordon and
Volkov solutions as the "Volkov solution" is now so ingrained in the strong-field community that it is followed here.
B. Tunneling
As employed in strong-field physics, tunneling represents the combined effect of two scalar fields, one of which is the potential that binds an electron in an atom or ion, and the other is the laser field as approximated by an oscillatory electric field. The Dipole Approximation (DA) is inherent in the selection of a scalar field to represent the laser field. The physical meaning of representing the effects of the laser field by a DA potential is that it replaces the vector field of a laser, propagating with the speed of light, with an oscillatory electric field that does not propagate at all [20] ; it is a scalar field that simply oscillates with time.
Vector fields and scalar fields are fundamentally different electromagnetic phenomena, with effects that are similar only within a limited range of frequencies and amplitudes.
C. Kramers-Henneberger transformation
The KH transformation [33, 34] , as employed in strong-field physics, is a transformation applied to an electron bound in an atom, considered in the context of the DA. The transformation corresponds to shifting the origin of coordinates from the center of the atom to an orbit corresponding to the motion of a free electron responding to an applied oscillatory electric field. When the frequency of the applied field is sufficiently high, the electron's motion is so rapid that an accepted approximation is to employ the averaged location of the electron as the center of motion, which is just the nucleus of the atom. This high-frequency approximation has been employed by Faisal [35] and by Gavrila [36, 37] .
D. Dipole approximation
The DA is widely used in strong-field applications. As employed in the Atomic, Molecular, Optical (AMO) physics community, the DA has a simple definition: the electric field is a function only of time, and the magnetic field is neglected entirely. In the usual AMO and condensed-matter treatments of the effects of low-and moderate-intensity laser fields, this approximation has been so useful that its employment has become conventional. The view expounded in this article is that the strong-field environment places important limits on the DA [8, 9, 38, 39] , and requires caution in using the physical intuition that follows from it.
Most nonrelativistic strong-field analytical approximation methods apply the DA from the outset, the sole exceptions being Refs. [10, 11] , which employ the nonrelativistic limit of a relativistic formalism [14, 15] . This property imparts significant capabilities to this method that are not otherwise available. The explication of these advantages is a major focus of this article.
The ab initio use of the DA extends also to direct numerical solution of the Schrödinger equation, referred to as TDSE (Time-Dependent Schrödinger Equation). The widespread assumption that TDSE is exact overlooks the limitations in strong-field applications that follow from the DA.
A basic matter, largely unnoticed within the strong-field community, is that approximations formulated relativistically and then reduced to a nonrelativistic long-wavelength limit, produce potentials that have the general appearance of the potentials of the velocity gauge of the DA, but are nevertheless importantly different as employed in the three papers: [14, 15, 40] . There is a simple distinguishing feature: the term A 2 (t) in the DA-based velocity gauge has no physical consequences. It has no more significance than a change in the origin of energy measure, and it does not appear in dynamical equations of motion.
However, it is vitally important to retain this term in the radiation gauge [14, 15, 41, 42] , where the A 2 term is of basic importance in dynamics [43] . It represents the ponderomotive potential, that can be very large in strong fields and must be retained even in nonrelativistic conditions. In a DA theory, the ponderomotive energy appears as a kinetic quiver energy, not as a potential energy as it is in the SPFA.
E. KFR
Many authors regard the SFA terminology as being equivalent to the KFR acronym of earlier origin. KFR refers to the names of three authors (Keldysh [1] , Faisal [35] , and Reiss [11] ). This conflates a low-frequency SEFA method [1] , a high-frequency SEFA method [35] , and a SPFA method [11] . The term "KFR" was introduced in Ref. [44] to refer generically to nonperturbative analytical approximations. The continued use of the KFR acronym is unfortunate in view of the inequivalent approximations that gave rise to the terminology.
The Keldysh approximation
Keldysh entered the field of strong-laser effects with an established reputation in solidstate physics. The concept of tunneling through a potential barrier is widely employed in a solid-state context, and his physical reasoning is based on that concept. The formal basis Keldysh employed produces a tunneling result [1] . Since F and R are defined in terms of S matrices, it is useful to analyze the 1964 K result in those terms as well, even though the applicability of S-matrix techniques had been confined to scattering problems until its universal extension for nonperturbative problems was demonstrated in 1970 [45, 46] . A brief summary of the S-matrix formalism is presented below in the Appendix.
The essence of the Keldysh approximation is that everything is treated within the DA; the interaction Hamiltonian is stated in the length gauge; the time-reversed transition amplitude of Eq. (17) is employed; and the final state Ψ f is replaced by a Volkov state with a gaugetransformation factor introduced to transform the Volkov solution expressed in the Coulomb gauge to the length gauge instead.
The limitations imposed by the approximations made by Keldysh as applied to laser fields can be stated concisely. The DA fails at high field frequencies (as is well-known) and also at low frequencies, since strong fields lead to increasing importance of the magnetic component of a laser field as ω → 0 [8, 9] . The r · E potential of the length gauge restricts the field to being purely an oscillatory electric field [20] . The "dipole-approximated Volkov solution"
is not a Volkov solution in the usual sense of describing the behavior of a free electron in a transverse field. The Keldysh approximation is an approximation for ionization or detachment of an electron from a bound state by a strong, low-frequency, oscillatory electric field.
Keldysh, understandably unaware in 1964 of the existence of the exact transition amplitude of Eq. (17), inappropriately regards the non-interacting nature of the initial state Φ i
as an additional approximation.
The Keldysh approach was recast in Refs. [2] [3] [4] as ionization by a low-frequency oscillatory electric field using an adiabatic approximation, rather than with Volkov-solution concepts.
The Faisal approximation
In the Faisal approximation [35] : Everything is treated within the DA, the interaction Hamiltonian is expressed in the velocity gauge, and the direct-time transition amplitude of Eq. (16) is employed.
The difficult problem of finding a suitable approximation for the initial state Ψ i in the direct-time S-matrix formalism is approached by using the KH transformation to a moving frame of reference, and then replacing that oscillatory orbit with the assumption that spatial coordinates remain centered at the atomic nucleus. This is a high-frequency approximation.
The Faisal approximation can be summarized as an approximation for ionization or photodetachment of an electron from a bound state by a high-frequency oscillatory electric field.
The Reiss approximation
The genesis of the R method [11] is to be found in the work by the author with the relativistic Volkov solution [12, 13, [47] [48] [49] . The intended application to nonrelativistic problems is approached by using the full Volkov solution (or Gordon solution [29] ) in a nonrelativistic, long-wavelength limit. The Coulomb-gauge interaction Hamiltonian is also employed in its nonrelativistic form. (Coulomb gauge is also known as radiation gauge.) This nonrelativistic long-wavelength version of the Coulomb gauge is similar in appearance to the velocity-gauge expression of the interaction Hamiltonian in the DA; the essential difference being in the A 2 term. In the DA, A 2 (t) plays no dynamical role; whereas A 2 (t) has a central role to play in the nonrelativistic R theory. (See also Ref. [43] .) This distinction is made clear in two 1990 papers. In the first of these papers [14] , the 1980 R formalism is shown to be the nonrelativistic limit of a Klein-Gordon (i.e. spinless relativistic) treatment of atomic ionization. The second 1990 paper [15] is a completely Dirac-relativistic version of the SPFA, where initial-and final-state wave functions as well as the interaction term are Dirac-relativistic. The nonrelativistic, long-wavelength limit of the final outcome of the Dirac-relativistic atomic ionization calculation reduces exactly to the 1980 R paper [11] .
The insistence in Ref. [14] of the need to retain A 2 as a dynamical part of the formalism drew a reaction [41] from a community accustomed to the DA. The response [42] is direct, and supported in detail by the strong-field Dirac theory [15] that followed. See also Ref.
[38].
The R approximation is an approximation for ionization or detachment of an electron from a bound state by a strong, propagating field; i.e. by the field produced by a laser.
Hereafter, the R approximation will be referred to as the SPFA.
Frequency limitations in the SPFA are much milder than with other methods. This stands in contrast to the low-frequency restriction inherent in tunneling methods and the high-frequency-only domain of the KH-based approximations. An interesting development is that the SPFA produces results at high frequencies equivalent to the KH-based methods of Faisal and Gavrila, and to TDSE. That is, the SPFA, fundamentally different from DA methods at low frequencies, becomes equivalent to DA theories at high frequencies (albeit intensity-limited to nonrelativistic conditions).
F. Other methods referred to as SFA
One category of analytical approximations employed for laser-atom interactions was identified as referring to the effects on atoms of oscillatory electric fields [2] [3] [4] . These methods are explicit about employing a tunneling model to represent the effect on atoms of an applied oscillatory electric field.
Other methods take an S-matrix point of view, but apply the dipole approximation from the outset [5] [6] [7] , and elect to employ the length gauge as a nominally preferred gauge [50] [51] [52] . Much can be said about the reasons for preferring the length gauge, but the simplest argument for rejecting the primacy of the length gauge is that the r · E potential is a scalar potential, so that it is impossible for it to be a preferred gauge for a vector field like a laser field.
IV. SPFA EVALUATION
A variety of tests will be applied to evaluate the scope and accuracy of the SPFA.
The first comparisons to be displayed relate to experiments that illustrate aspects of the SPFA that are beyond the scope of tunneling theories or display a precision unmatched by tunneling theories or even TDSE. That set of comparisons with experiments is then followed by a survey of theories alternative to the SPFA when they are applicable.
A. Comparisons with experimental results
The first comparison is with an experiment in the "multiphoton" regime, in DA parlance. This is followed by an example in the "tunneling" regime, again using DA terminology, where very high intensity was employed, and where especially precise measurement of a spectrum was accomplished. The next example shows that low-frequency limitations of the DA become detectable while still in the near-infrared, that can be regarded as a "transition" regime.
The multiphoton regime
An early ATI experiment with circularly polarized light was carried out by Bucksbaum et al. in 1986 [53] , which exhibited a spectrum that the authors considered to be revolutionary.
Photoelectron spectra were found with discrete peaks separated by the energy ℏω, indicating contributions from many photon orders, and the most probable order was significantly larger than the lowest detectable order. Although this effect had already been predicted (see Ref.
[10] and Fig. 9 in Ref. [11] ), this was not known to the experimental group, and they regarded their results to be strongly counter-intuitive.
Clearly distinguishable peaks in the spectrum, separated by ω in energy, placed the experiment in the so-called "multiphoton" regime in DA terminology, where the Keldysh
is employed to distinguish between a multiphoton regime (γ K > 1) and a tunneling regime (γ K < 1). E B is the energy by which the atomic electron is bound (also known as the ionization potential IP or I p ), and U p is the ponderomotive energy
in atomic units, where I is the intensity of the field of frequency ω. For this experiment,
The first attempt at a theoretical fit to ATI data employed the data of Ref. [53] and the method of Ref. [11] , and yielded the satisfactory result reported in Ref. [16] . A more refined calculation was published in Ref. [54] . The bar graph spectra displayed in Refs. [16] and [54] can be replaced by a modern calculation shown in Fig. 1 . The target atom is xenon, with the ground state wave function treated by an analytical Hartree-Fock method [55] . The peak laser intensity employed represents the best post-experiment estimate by one of the experimenters [56] . The only fitting parameter employed to produce Fig. 1 is the fraction of the ponderomotive energy returned to the photoelectrons in the very long pulse length of the experiment. This was used to set the absolute location of the ATI peaks. Figure 1 is notable for several reasons. Not only was it the first successful application of nonperturbative theory to an ATI spectrum, but the parameters are such that a tunneling method is not directly applicable, and the combination of circular polarization and long pulse length present formidable challenges for a TDSE approach. The success of the SPFA more than thirty years ago, unmatched for this problem by other methods, has nevertheless been insufficient to establish the SPFA as a method distinct from other SFA approaches.
A further remark about this 1986 experiment is that it is unequivocally in a nonperturbative domain because the peak U p of 2.12 eV exceeded the single-photon energy of 1.17
eV , a sufficient condition for failure of perturbation theory [11] . The primacy of a peak of higher order than peaks of lower order is also an unmistakable sign of the inapplicability of perturbative concepts. Some authors interpret the existence of distinguishable ATI peaks as an indication of perturbative behavior. This is an important misunderstanding.
FIG. 1:
This figure shows the ability of the transverse-field theory of Ref. [11] to replicate the experimental results presented in Ref. [53] . In DA terminology, this is in the multiphoton domain.
The black curve (with wide peaks) is the measured photoelectron spectrum and the red curve (with narrow peaks) is the theoretical fit. Laser parameters: 1064 nm, peak intensity 2 × 10 13 W/cm 2 , pulse duration 100 ps on a xenon target (γ K = 1.69). The calculation includes focal averaging in a Gaussian beam with Gaussian time distribution, and with partial ponderomotive energy (U p ) recovery in the very long pulse. The only fitting parameter employed was the relative fraction of recovered U p (about 80%) selected to fix the absolute energy locations of the peaks. The theory used was in existence prior to the first laboratory observation of ATI [28] .
The tunneling regime
The next example is in the "tunneling" domain, using DA nomenclature. It is selected because the experimenters achieved exceptionally small error bars for their circular polarization data, thus presenting a demanding challenge for an analytical theory. The experimental paper by Mohideen, et al. [57] included an attempt to fit the data with the 1980 theory, but they neglected to include focal averaging, which accounts for the temporal and spatial variation of laser intensity in the focal region. When focal averaging is done, the result [58] is shown in Fig. 2 .
The spectral peak covers about 70 eV of energy, and the laser wavelength of 815 nm corresponds to a single-photon energy of 1.52 eV . There are thus nearly 50 ATI peaks included in the spectrum. These ATI peaks are so closely spaced on the scale of the total spectrum that both the laboratory measurement and the analytical calculation show a smooth energy distribution with no hint remaining of ATI structure. Nevertheless, the actual SPFA calculation requires a sum over photon orders. That is, from the point of view of a transverse-field theory, this experiment can be regarded as "multiphoton" and not "tunneling", as demanded by longitudinal-field concepts. The Keldysh parameter has the value γ K = 0.40, which places this experiment in the putative tunneling domain.
The transition regime
The parameter used as an index for the significance of magnetic effects is [8, 60 ]
in atomic units, using as a criterion that the displacement in the propagation direction of a photoelectron due to the magnetic component of a laser field reaches one atomic unit.
That is a large displacement, and so it is to be expected that magnetic effects would become manifest at a much smaller intensity than that given by Eq. (8) . The strong dependence on the frequency suggests that magnetic effects should be most evident at low frequencies.
Other factors, not particularly associated with magnetic fields, begin to manifest themselves as field frequency declines. For example, ponderomotive energy, so different in meaning in laser fields as opposed to oscillatory electric fields, depends on frequency as 1/ω 2 .
Ponderomotive energy is a fundamental measure of the coupling of strong laser fields to charged particles [13, 43] , so nonperturbative effects in general become more important at low frequencies. Collectively, low frequencies are more likely to degrade the effectiveness of the mimicry of the transverse-field Eqs.
(1) to (4) by the longitudinal-field of Eq. (5).
The experiment to be examined here was done at Freiburg on photodetachment of the negative fluorine ion by a circularly polarized laser beam of wavelength 1.510 µm [61] . This is a useful experiment because it was designed to test the putative "gauge noninvariance of the SFA", in addition to the present purpose of exploring a transition region. A central issue in discussion of the Freiburg experiment is measurement of the peak laser intensity. Taking special care to be accurate about this difficult-to-measure quantity, the peak intensity was found to be 2.6×10 13 W/cm 2 , accurate to within 15% [61] . The published momentum distribution of the detached electrons was shown to provide an independent measure of the peak intensity [40] that confirmed the value 2.6×10 13 W/cm 2 . The prediction of the SPFA is compared with the experimental spectrum in Fig. 3 , using only measured quantities, with no fitting done.
The authors of Ref. [61] compared their results with an SEFA calculation using the length gauge, and found that they had to assume that the peak laser intensity was 145% of the measured value to obtain a fit to the experiment. A TDSE calculation was also done, and matched the SEFA analytical approximation well, meaning that it also required an upward adjustment of the peak intensity by 145%. In view of the agreement between TDSE and the SEFA analytical approximation, and assuming TDSE to be exact, the authors concluded that they must have somehow erred in their measurement of peak intensity. They pronounced the length gauge to be the "proper gauge" to use for analytical approximations.
That conclusion reached from the SEFA cannot be correct, since the measured peak intensity in the experiment is verified by the momentum distribution. Therefore, both the analytical SEFA and TDSE calculations are substantially in error, and the SPFA is accurate.
Since TDSE is based on a priori use of the DA, as is the SEFA analytical calculation, the underlying problem is the DA. It is known that SPFA and SEFA calculations come into agreement at high frequencies (see below), so the Freiburg experiment should provide an indication of the frequency at which the primacy of potentials over fields becomes manifest [62] . This is not simply a matter of the onset of magnetic field effects. Designating the measured peak intensity as I lab , the result is
Magnetic effects are still rather small in the Freiburg experiment, and the comparison shown in Fig. 3 is done with a theory where the fields are described without spatial dependence.
The experiment therefore provides a direct demonstration that the electric field component of a laser field is not equivalent to an oscillatory electric field of the same frequency. This is a fundamentally important matter that is examined in depth in an article in preparation.
A further comment is that the language of Ref. [61] in describing the experiment as critical in the choice of gauge was (unfortunately) adopted in Ref. [40] . That is, both papers discuss the matter as a choice of gauge, which is not the case at all. The experiment was a test of SPFA vs. SEFA. SPFA is always expressed in radiation gauge, as required by the propagation property of laser fields [62] . DA theory, both analytical and numerical, describes phenomena as caused by an oscillatory electric field, where length gauge and velocity gauge are equivalent. a laser operating at 1.510 µm. The peak laser intensity in the calculation is taken to be the same as that measured in the laboratory. The agreement can be regarded as satisfactory, since residual ATI effects are evident in both the theory and the experiment, and the intensity is not high enough to expect the precise agreement shown in Fig. 2 . TDSE and SEFA analytical approximations could fit the data only if there was an assumed 45% increase in peak laser intensity from that found in the laboratory. The confluence of TDSE and length-gauge analytical calculations occurs because both use the DA. The assumption of faulty peak intensity measurement is not sustainable because the measured momentum distribution supports the originally reported peak intensity. It is the DA that has to be the cause of the conflict in theoretical approaches [40] .
B. Comparisons with other computational methods
Several lines of reasoning suggest that SPFA and SEFA methods coalesce as the frequency increases. This was shown in clear fashion by Bondar, et al. [63] with TDSE results at the combined frequencies of ω = 1 a.u. and ω = 3 a.u. Analytically, the most convincing comparison comes from the fact that the Faisal approximation [35] , derived from a high-frequency ansatz, produces a result analytically identical to the SPFA [11] . A numerical comparison with another KH-related high-frequency method [36, 37] also shows good agreement [65] at ω = 2 a.u. and ω = 8 a.u.
High-frequency TDSE
As part of a project designed to test the capabilities of a proposed analytical technique called SCVA, a three-way comparison was done with TDSE and SPFA (labeled SFA in
Ref. [63] ). For the specifics of what was calculated, Ref. [63] should be consulted, but the qualitative results are very clear, as seen in Fig. 4 . As commented upon in Ref. [63] , the agreement between TDSE and SFA (actually SPFA) is remarkably close.
Stabilization intensity
The stabilization phenomenon is a property of strong-field ionization where the increase of ionization probability with laser intensity reaches a maximum and then declines as the intensity is increased further. It can occur both with laser fields and with oscillatory electric fields. TDSE calculations are difficult because of the required high intensity, but Popov, et al. [64] found a set of parameters for which it was possible to calculate the intensity at which the maximum ionization rate occurred, using a one-dimensional model. Their results are shown in Fig. 5 , along with SPFA results [18, 19] for the same parameters. The mechanism by which stabilization occurs in the SPFA is importantly different for low frequencies and for high frequencies [17, 19] , and there is a gap between those two possibilities where the SPFA validity conditions fail. Results appear chaotic in that intermediate regime. The correspondence between the SPFA and the SEFA calculation of Ref. [64] is excellent, despite the fact that the SPFA results are done in three dimensions, rather than the one-dimensional SEFA calculation.
The High-Frequency Approximation (HFA) of Gavrila
The primary focus of the work of Gavrila [36, 37] was the stabilization phenomenon, which he believed occurred only at high frequencies. He employed the KH transformation, which compared with stabilization calculations reported in Ref. [64] . The I stab referred to on the vertical axis is the intensity at which a maximum in the transition rate occurs for the frequency ω indicated on the x axis. The agreement is very good, especially in view of the fact that the high-frequency and low-frequency domains for the SPFA arise from very different stabilization mechanisms [17, 19] .
The gap in the SPFA results follows from a failure of validity conditions for the SPFA within the gap in the neighborhood of the onset of stabilization for those frequencies.
at ω = 8 a.u. [65] .
V. FREQUENCY DEPENDENCE
The aim of this Section is to achieve qualitative insights into differing behaviors of SPFA and SEFA methods at both high and low frequencies. Inspection of specific problems have established that there are important differences as frequencies decline, but comparisons at high frequencies have revealed broad correspondences. The goal now is to provide a qualitative understanding of the causes of these frequency differences.
FIG. 6:
The curve labeled "HFA" comes from the high-frequency approximation of Gavrila [36, 37] .
It gives the photoelectron yield from ground-state hydrogen by a DA field at ω = 2 a.u. The curve is adapted from Ref. [36] . The curve labeled "SFA" [65] follows from what is called "SPFA" in this article. The intensity labeled "z 1 = 1" corresponds to 2U p = E B , which is at the value of the Keldysh parameter γ K = 1. The peak in the curve corresponds to the closing of the single-photon channel due to the increasing ponderomotive potential U p .
A. High frequencies
A starting point is given by Fig. 7 , reproduced from Ref. [18] . This figure compares relativistic and nonrelativistic single-frequency (i.e. with no focal averaging) total ionization rates from ground-state hydrogen by circularly polarized light. The aim is to establish analytical properties, so saturation effects are also ignored. nonrelativistically (Ref. [11] ) and relativistically (Ref. [15] ). The calculation is for a fixed intensity.
There is neither focal averaging nor saturation effects. This figure is reproduced from Ref. [18] .
(The character "w" in the legend refers to the frequency ω.) For both low frequencies: ω = 1/16 a.u. and ω = 1/8 a.u.; and for high frequencies: ω = 4 a.u. and ω = 8 a.u., nonrelativistic and relativistic ionization rates remain almost equal for a large range of intensities. Correspondence is sustained to much higher intensity when frequencies are high then when they are low.
earlier in this article went to sufficiently high intensity to observe the onset of relativistic kinematical behavior.
An important qualitative observation is that total rates constitute a relatively "blunt instrument" for examining physical distinctions. For example, although slight distinctions are seen in Fig. 7 at ω = 1/8 a.u. between Schrödinger SPFA and Dirac SPFA total rates, differences are actually quite clear if spectra or angular distributions are examined. The show that spectra can be significantly different for the two cases even when the total ionization rates are very similar. This figure is for illustrative purposes only. Ground-state hydrogen in an actual laser pulse would be completely ionized long before the intensity shown could be reached.
contrasting spectra shown in Fig. 8 correspond to a case where the total rates are nearly identical.
Magnetic fields were mentioned as being of considerable significance at low frequencies.
The onset of magnetic field effects is proportional to 1/ω 3 , as shown in Eq. (8) . Explicitly relativistic effects (as distinct from magnetic effects [8, 60] ) depend on the ratio of U p to mc 2 , and so frequency dependence is proportional to 1/ω 2 . Fully relativistic effects will occur before explicit magnetic-field phenomena become separately visible at high frequenciesopposite to the low-frequency case.
A fundamental consideration, not often mentioned in strong-field studies, is the field intensity at which perturbation theory fails. The radius of convergence of perturbation theory was examined formally in Refs. [11] [12] [13] 47] . The results of these studies can be expressed
concisely. An upper bound on the field intensity at which perturbative considerations fail is that intensity at which the first channel closing occurs due to the demands of the ponderomotive energy. Channel closing depends on the system being examined as well as the characteristics of the laser field.
B. Low frequencies
It has been noted previously [8, 60] that, at low frequencies, magnetic-field effects can occur in a broad frequency domain before completely relativistic properties become evident.
In itself, this is not a full explanation for the significant differences that begin to appear between SPFA and SEFA predictions when the β 0 parameter measuring magnetic field influences has a magnitude of only 1/40, as indicated by Eqs. (8) and (9) . A further puzzle is that the electromagnetic field that is employed in the SPFA calculation that gives rise to Fig. 3 is employed without the presence of r dependence in the potentials employed, signifying an absence of a magnetic field.
The resolution of this apparent dilemma is to be found in the contrast between the Maxwell equations governing the SEFA and the SPFA, meaning that cognate effects in the two cases arise from different causes.
The ultimate distinction between oscillatory electric fields and plane-wave fields becomes evident as the field frequency approaches zero. Oscillatory electric fields then approach constant fields. Plane-wave fields, by contrast, propagate at the velocity of light for all frequencies, no matter how low.
VI. BEYOND THE BASIC SPFA/SEFA
All versions of the SFA make approximations that can be categorized either as bindingpotential effects on the detached electrons, or as the onset of nondipole effects.
A. Remnant ion interaction with a photoelectron
Rescattering in SEFA theories
"Rescattering" refers to a post-ionization interaction of the photoelectron with the remnant ion as it is driven back by the virtual source current J DA of Eq. (5). There is great interest in this process since, if recombination occurs, this can be accompanied by the emission of radiation containing higher harmonics of the incident laser frequency. Much has been written about this important effect, so no review will be attempted here. This process is developed in Appendix A of Ref. [11] .
The expansion of Ψ f in a perturbation series in the binding potential bears a resemblance to rescattering, but there are important differences The lowest-order SPFA is just the leading term in this expansion, but an evaluation of the successive terms in the expansion expresses the Coulomb corrections responsible for such matters as the low-energy structure (LES) [66] and the high-energy plateau (HEP) [67] . A treatment of the production of higher harmonics can be accomplished by including such radiation as part of the final state. This potentially useful extension of the SPFA has not been explored.
The complete S matrix in implicit form is given by Eq. (A18) in Ref. [11] as
where Ψ V k j is a Volkov solution and the subscript j is meant to indicate all the quantum numbers that serve to define the Volkov solution. The subscripts t 1 and t 2 on the matrix elements identify the time dependence of that matrix element as a function of the integration indices. Equation (10) here is Eq. (A18) in Appendix A of Ref. [11] , but with more explicit notation. Equation (10) is implicit in the sense that it remains dependent on the complete Ψ f function. If Ψ f is replaced by the approximation Ψ V k f , the last term in Eq. (10) is the lowest-order correction to the SPFA. This process can be continued by employing the next-to-lowest-order expression for Ψ f . The expansion for the S matrix is
Each term contains H I once, since that represents the basic transition-causing interaction, but increasing orders of the binding potential V occur, since that is the expansion parameter of the perturbation.
Since each term in Eq. (11) distributions under conditions where each of the multiple rings could be identified with a particular ATI order [68] . An analysis in an SEFA context assigns this behavior to rescattering effects. Analysis within the SPFA identifies correctly the photon orders at which the rings occur, but the predicted angle is too small. Higher order terms are needed to predict the proper angle. The fact that this is exclusively a rescattering effect within the SEFA, but where some basic features are predicted reliably in an uncorrected SPFA analysis, led to rejection of the SPFA analysis, which was never published.
B. Complete relativistic SPFA problem
A laser field propagates with the speed of light, and when the laser field is very strong or of very low frequency, this fundamental symmetry becomes dominant and the problem must be analyzed with a fully relativistic formalism. The means by which the relativistic problem can be formulated and evaluated were shown in Refs. [14, 15, 69] . The necessary spinor algebra can become complicated, but it is nevertheless exactly calculable in closed form so that coding for numerical output is straightforward. So far, this has been done only for 1s hydrogen, but exact solutions of the Dirac and Klein-Gordon equations are known for all hydrogenic states. The present writer regards it as unfortunate that the strong-field laser community has devoted major well-organized efforts in the direction of SEFA methods instead. These will now be described.
C. Coulomb corrections to the SEFA
When the laser field is replaced by an oscillatory electric field, Coulomb corrections to the basic transition amplitude constitute what is known as the rescattering problem [22] [23] [24] .
This is akin to the SPFA case, except that successive returns to the remnant ion or atom are not expressed in Volkov-solution terms, but rather by the solutions of Eq. (5), where the photoelectron is driven by the virtual source current J DA (t).
This work has been reviewed in Ref. [26] .
An awareness of the failure of the DA at low frequencies [8, 9, 60] has stimulated a search for an analytical means of introducing nondipole effects into SEFA theories. The dipole approximation replaces the phase
of a propagating field by simply ωt. Several attempts [70] [71] [72] to achieve a simple enhancement of the length-gauge potential to include nondipole effects has led to the 4-vector potential
where k µ is the unit vector on the light cone: Oscillatory electric fields can be represented by a timelike potential; propagating fields can be represented by a spacelike potential; the potential in Eq. (13) is lightlike. These features are retained in all Lorentz frames of reference, and are inalterable properties of the field described. A lightlike potential for an electromagnetic field is physically ambiguous.
It is the proper representation of fields that led the authors of Ref. [73] to adopt the potential (13) for their relativistic studies of laser effects. However, this choice violates the basic principle of relativity that the speed of light is the same in all Lorentz frames of reference, and is therefore unacceptable for the intended purpose [62] . Starting with the SEFA, Refs. [71] and [72] also arrive at a nondipole "correction" equivalent to Eq. (13).
VII. SPFA, SEFA, AND GAUGE COMPARISONS
An essential theme in this paper is that the SPFA analytical approximation refers to propagating fields; that is, to laser fields. The SEFA analytical approximations treats the behavior of oscillatory electric fields; that is, there is no propagation. TDSE maintains the same DA assumptions as analytical SEFA methods.
As field frequency increases, SPFA and SEFA become almost identical, as long as the field wavelength is in excess of the size of the atom. As field frequency declines, the basic distinctions between propagating electromagnetic fields and oscillatory electric fields become manifest, and the SEFA becomes increasingly unreliable. Qualitative and quantitative failure of the SEFA becomes extreme at low frequencies, so that the so-called adiabatic limit and/or tunneling limit, once regarded as a safe condition for a dipole-approximate theory, is actually where the DA becomes meaningless [8, 9] for intense-field laser applications. For many years, analytical approximation methods for laser-induced processes were rejected [74] unless they exhibited adiabatic behavior as ω → 0.
Another questionable practice has been to regard TDSE as exact, and to validate analytical approximations by their agreement with TDSE. This overlooks the fact that TDSE shares the same DA as SEFA analytical theories. When SPFA and SEFA methods diverge as the frequency declines, it is the SPFA that is related to laser-induced processes, and not the SEFA. This shortcoming has been shown to become significant in experiments where the laboratory intensity reaches only 2.5% of the magnetic-field intensity indicator I mag = 8cω 3 [40, 61] .
The debate about the relative validity of SPFA and SEFA methods has been cast inappropriately as a debate about a choice between the velocity gauge and the length gauge.
Both of these gauges relate exclusively to DA matters. The real distinction is between fields describable by the four sourceless Maxwell equations (1)- (4), or by the single Eq. (5) dependent on a virtual source. The SPFA offers no gauge alternatives; only the radiation gauge (also known as Coulomb gauge) is appropriate for propagating fields [62] . It is regrettable that much of the literature on the subject was expressed in terms of gauge comparisons (including by the present author in the title of Ref. [40] ). However, Ref. [40] is definitive.
The peak laser intensity is properly stated in the paper containing the experimental results [61] ; the SPFA is in accord with those results, and the SEFA is not, neither in its analytical form nor in its TDSE form. The conclusion that length gauge is the "correct" gauge for strong-field problems is untenable.
An important corollary of the differing sets of Maxwell equations governing SPFA and SEFA methods is that matching electric field strengths does not ensure equality of the results.
APPENDIX: S-MATRIX FORMALISM
The S matrix is an exact transition amplitude that can be employed in two fundamental forms: direct-time (or post), and time-reversed (or prior ). Originally developed for scattering problems (the reason they are called "S" matrices), it was realized that the concept was well adapted to a general nonperturbative formalism [45] . Derivations of S matrices for strong-field problems have been presented in many places. A formally complete version is in Section IV of Ref. [46] , with other simple derivations shown in Refs. [14, 38] . The general idea is that a quantum transition starts with a target free of the influence that produces the transitions, and ends with the results of the process analyzed by measuring instruments that are also free of the transition-causing influence. The effect of the interaction is evaluated by expressing an interacting state as a superposition of noninteracting states. The result is that the S-matrix transition amplitude always contains one field-free state Φ and one completely interacting state Ψ satisfying the Schrödinger equations
i ∂ t Ψ = (H 0 + H I ) Ψ.
The direct-time and time-reversed transition amplitudes are, respectively,
where the subscripts i and f refer to initial and final states, and H I is the interaction
Hamiltonian. The Φ states can always be described accurately, so it is the accurate rendition of Ψ states that is the challenge. The direct-time amplitude (16) possesses the difficulty with strong-field ionization that Ψ i combines the binding potential and the strong field influence on a bound electron in an intimately coupled form where neither influence can safely be assumed to be negligible. In contrast to this difficulty, the reversed-time amplitude (17) contains Ψ f for a detached electron, where a strong laser field can be regarded as dominant over residual binding-potential effects. This feature of the time-reversed S matrix is the motivation for the SPFA [11] .
The S matrices in Eqs. (16) and (17) are for the Schrödinger case. Relativistic S matrices for the Klein-Gordon case are given in Ref. [14] , and for the Dirac case in Ref. ([15] ).
