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Abstract
Existing domain adaptation focuses on transferring
knowledge between domains with categorical indices
(e.g., between datasets A and B). However, many tasks
involve continuously indexed domains. For example,
in medical applications, one often needs to transfer
disease analysis and prediction across patients of dif-
ferent ages, where age acts as a continuous domain
index. Such tasks are challenging for prior domain
adaptation methods since they ignore the underlying
relation among domains. In this paper, we propose the
first method for continuously indexed domain adapta-
tion. Our approach combines traditional adversarial
adaptation with a novel discriminator that models the
encoding-conditioned domain index distribution. Our
theoretical analysis demonstrates the value of lever-
aging the domain index to generate invariant features
across a continuous range of domains. Our empirical
results show that our approach outperforms the state-
of-the-art domain adaption methods on both synthetic
and real-world medical datasets1.
1. Introduction
Machine learning often assumes that training and test data
come from the same distribution, so that the trained model
generalizes well to the test scenario. This assumption breaks
however when the model is trained and tested in distinct
domains, i.e., different source and target domains. Domain
adaption (DA) leverages labeled data from the source do-
mains and unlabeled data (or a limited amount of labeled
data) from the target domains to significantly improve per-
formance (Ben-David et al., 2010; Ganin et al., 2016; Tzeng
et al., 2017; Zhang et al., 2019).
Existing DA methods however focus on adaption among
*Equal contribution 1MIT Computer Science and Artificial
Intelligence Laboratory, Massachusetts, USA. Correspondence to:
Hao Wang <hoguewang@gmail.com>.
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Learning, Vienna, Austria, PMLR 119, 2020. Copyright 2020 by
the author(s).
1Code will soon be available at https://github.com/
hehaodele/CIDA
categorical domains where the domain index is just a label.
A common example would be to adapt a model from one
image dataset to another, e.g., adapting from MNIST to
SVHN. However, many real-world tasks require adaptation
among continuously index domains. For example, in medi-
cal applications, one needs to adapt disease diagnosis and
prognosis across patients of different ages, where age is a
continuous domain index. Treating the age of the source and
target domains as domain labels is unlikely to yield the best
results because it does not take advantage of the relation-
ship between the disease manifestation and the person’s age.
Similar issues appear in robotics. For example, underwater
robots have to operate at different water depths and viscosity,
and one expects that adaptation across datasets from differ-
ent depths or viscosity (e.g., lake vs. sea) should take into
account the relationship between the robot operation and the
physical properties of the liquid in which it operates. These
examples highlight the limitations of current DA methods
when applied to continuously indexed domains.
So, how should we perform domain adaption across con-
tinuously indexed domains? We note that in the above
examples the domain index plays the role of a distance
metric – i.e., it captures a similarity distance between the
domains with respect to the task. Thus, one approach for
addressing the problem is to modify traditional adversarial
adaptation to make the discriminator regress the domain
index using a distance-based loss, like the L2 or L1 loss.
Although this is better than categorical DA, we show ana-
lytically that such treatment can lead to equilibriums with
relatively poor domain alignments. A better solution is to
develop a probabilistic discriminator that models the domain
index distribution. We show that such a discriminator not
only successfully captures the underlying relation among
domains, but also enjoys better theoretical guarantees in
terms of domain alignment. We also note that our method
can be naturally generalized to handle multi-dimensional
domain indices, achieving further performance gain. For
example, in medial applications the index can be a vector of
age, blood pressure, activity level, etc.
Our contributions are as follows:
• We identify the problem of adaptation across continu-
ously indexed domains and propose continuously indexed
domain adaptation (CIDA) as the first general DA method
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for addressing this problem. Further, we analyze our
method and provide theoretical guarantees that CIDA
aligns continuously indexed domains at equilibrium.
• We derive two advanced versions, probabilistic CIDA and
multi-dimensional CIDA, to further improve performance
and handle multi-dimensional domain indices, with mini-
mal overhead.
• We provide empirical results using both synthetic and
real-world medical datasets which show that CIDA and
its probabilistic and multi-dimensional variants signifi-
cantly improve performance over the state-of-the-art DA
methods for continuously indexed domains.
2. Related Work
Adversarial Domain Adaptation. Much prior work has
focused on the problem of domain adaptation (Zhao et al.,
2017; Long et al., 2018; Saito et al., 2018; Sankaranarayanan
et al., 2018; Zhang et al., 2019). The key idea is to match
the distributions of the source and target domains. This is
achieved by matching their distributions’ statistics either
directly (Pan et al., 2010; Tzeng et al., 2014; Sun & Saenko,
2016) or with the help of an adversarial loss (Ganin et al.,
2016; Zhao et al., 2017; Tzeng et al., 2017; Zhang et al.,
2019; Kuroki et al., 2019). Adversarial domain adaptation
is particularly popular due to its relatively strong theoretical
insights (Goodfellow et al., 2014; Zhao et al., 2018; Zhang
et al., 2019; Zhao et al., 2019) and its compatibility with
neural networks. It aligns the distributions of the source and
target domains by generating an encoding indistinguishable
from a perspective of discriminator that is trained to classify
the domain of the data. In this paper, we build on adversarial
domain adaptation and extend it to address continuously
indexed domains.
Incremental Domain Adaptation. Closest to our work
are incremental DA approaches. Essentially they assume
the domain shifts smoothly over time and try to incremen-
tally adapt the source domain to multiple target domains.
Different methods are used to perform categorical DA for
each domain pair, such as optimal transport (Jimenez et al.,
2019), adversarial loss (Bitarafan et al., 2016), generative
adversarial networks (Wulfmeier et al., 2018), and linear
transform (Hoffman et al., 2014). Bobu et al. (2018) notices
such incremental adaptation procedure is prone to catas-
trophic forgetting, a tendency to forget the knowledge of
previous domains while specializing to a new domain, and
therefore proposes a replay technique to tackle the issue.
Here we note several key differences between CIDA and
the methods above. (1) These approaches incrementally
perform pair-wise categorical DA. Hence failure in adapt-
ing one domain pair can lead to catastrophic failures for all
following pairs. (2) They only work on DA tasks with one
single domain shifting dimension (usually ‘time’), while our
method naturally generalizes to multi-dimensional settings.
Such differences are empirically verified in Sec. 5.
3. Methods
In this section, we formalize the problem of adaptation
among continuously indexed domains, and describe our
methods for addressing the problem. We then provide theo-
retical guarantees for the proposed methods in Sec. 4.
Problem. We consider the unsupervised domain adapta-
tion setting and assume a set of continuous domain indices
U = Us ∪ Ut, where Us and Ut are the domain index sets
for the source and the target domains, and U is part of a
metric space (i.e., a metric like the Euclidian distance is
defined over the set). The input and labels are denoted
as x and y, respectively. With access to the labeled data
{(xsi , ysi , usi )}ni=1 from source domains (usi ∈ Us) and unla-
beled data {(xti, uti)}mi=1 from target domains (uti ∈ Ut), the
goal is to accurately predict the labels {(yti)}mi=1 for data in
the target domains.
Multi-Dimensional Domain Indices. For clarity, we intro-
duce our methods and theory in the context of unidimen-
sional domain indices. However, they can directly apply
to multi-dimensional domain indices. Later in Sec. 5, we
show that the ability of handling multi-dimensional domain
indices brings further performance gains.
3.1. Continuously Indexed Domain Adaptation (CIDA)
To perform adaptation across a continuous range of domains,
we leverage the idea of learning domain-invariant encodings
with adversarial training. We propose to learn an encoder E
and a predictor F such that the distribution of the encodings
z = E(x) ∈ Z (or z = E(x, u)) from all domains U are
aligned2 so that all labels can be accurately predicted by the
shared predictor F . Formally, domain-invariant encodings
require that p(z|u1) = p(z|u2),∀u1, u2 ∈ U . It implies
that z and u are independent (u ⊥z), i.e., p(u|z) = p(u)
or equivalently p(z|u) = p(z). This is achieved with the
help of a discriminator D. In continuously indexed domains
however, small changes in u should lead to small changes in
the encoding. Thus, instead of classifying the encoding into
categorical domains, the discriminator D in CIDA regresses
the domain index.
Formally, CIDA performs a minimax optimization with the
2In general the encoder E(x, u) can be probabilistic. For ex-
ample, z can be generated from a Gaussian distribution whose
mean and variance are given by E(x, u).
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value function V (E,F,D) as:
min
E,F
max
D
Vp(E,F )− λdVd(D,E), (1)
Vp(E,F ) , Es[Lp(F (E(x, u)), y)]
Vd(D,E) , E[Ld(D(E(x, u)), u)]
where E and Es denote the expectations taken over the
entire data distribution p(x, y, u) and the source data distri-
bution ps(x, y, u). Note that the label y is only accessible
in the source domains. Lp is the prediction loss (e.g., cross-
entropy loss for classification tasks), and Ld is the domain
index loss. λd is a hyperparameter balancing both losses.
The main difference between CIDA and traditional adver-
sarial domain adaptation is that the discriminator loss Ld is
a monotonic function of the metric defined over U .
3.2. Variants of CIDA
Note that there can be various designs for both D and Ld.
For example, D can either directly predict the domain index
or predict its mean and variance, and Ld can be either the L2
or L1 loss. Different designs come with different theoretical
guarantees.
Vanilla CIDA. In the vanilla CIDA, D directly predicts
the domain index, and correspondingly Ld is the L2 loss
between the predicted and ground-truth domain index,
Ld(D(z), u) = (D(z)− u)2, (2)
Vanilla CIDA above only guarantees matching the mean of
the distribution p(u|z) (see theoretical results in Sec. 4).
Therefore in the following, we introduce an advanced ver-
sion, dubbed probabilistic CIDA (PCIDA), which enjoys
better theoretical guarantees to match both the mean and
variance of the distribution p(u|z). We note that PCIDA can
be extended to match higher-order moments.
Probabilistic CIDA. The major improvement from CIDA
to PCIDA is that in PCIDA, the discriminator predicts the
distribution of p(u|z) instead of providing point estimation.
We start with the simplest probabilistic model, Gaussian dis-
tributions, where the discriminator D outputs the mean and
variance of p(u|z) as Dµ(z) and Dσ2(z), respectively. To
train such a discriminator, we use the negative log-likelihood
as the loss function:
Ld(D(z), u) =
(Dµ(z)− u)2
2Dσ2(z)
+
1
2
logDσ2(z), (3)
where D(z) = (Dµ(z), Dσ2(z)).
Extension to Gaussian Mixture Models. PCIDA can be
naturally extended from a single Gaussian to a Gaussian
mixture model (GMM) by using a mixture density network
as the discriminatorD (Bishop, 1994) and the corresponding
negative log-likelihood as Ld(·, ·).
4. Theoretical Results
In this section, we provide theoretical guarantees for CIDA
and PCIDA. As standard in adversarial domain adaption,
we analyze a game in which the encoder aims to fool the
discriminator and prevent it from inferring the domain index.
We first analyze a simplified game between the encoder and
the discriminator (without the predictor) to gain insight of
the aligned encodings. We then discuss the full three-player
game and show our framework preserves the prediction
power while aligning the encodings.
4.1. Analysis for the Simplified Game
We consider a simplified game which does not involve the
predictor F , defined by the Vd(E,D) term in Eqn. 1:
max
E
min
D
Vd(E,D) = E[Ld(D(E(x, u)), u)]. (4)
We first analyze the equilibrium of the simplified game for
CIDA. Recall that, in CIDA, the discriminator D predicts
the domain index u given the encoding z and the domain
index loss Ld is the L2 loss. We show that in the equilibrium
of CIDA, the encoder will align the mean of the conditional
domain distribution p(u|z) to the mean of the marginal
domain distribution p(u).
Lemma 4.1 below analyzes the discriminator D with the
encoder E fixed and states that the optimal discriminator D
outputs the mean domain index of all data with the same
encoding z.
Lemma 4.1 (Optimal Discriminator for CIDA). For E
fixed, the optimal D is
D∗E(E(x, u)) = Eu∼p(u|z)[u],
where z = E(x, u).
Proof. With E fixed, the optimal D
D∗E = argmin
D
E(x,u)∼p(x,u)[Ld(D(E(x, u)), u)]
= argmin
D
E(z,u)∼p(z,u)[‖D(z)− u‖22]
= argmin
D
Ez∼p(z)Eu∼p(u|z)[‖D(z)− u‖22]
Notice that
Eu∼p(u|z)[(D(z)− u)2]
=Eu∼p(u|z)[u2]− 2D(z)Eu∼p(u|z)[u] +D(z)2,
is a quadratic form of D(z) which achieves the minimum at
D(z) = Eu∼p(u|z)[u].
Continuously Indexed Domain Adaptation
Assuming that D always achieves its optimum w.r.t E dur-
ing the training, the minimax game in Eqn. 4 can be refor-
mulated as maximizing Cd(E) where
Cd(E) , min
D
Vd(E,D) = Vd(E,D
∗
E)
= E(x,u)∼p(x,u)(Eu∼p(u|z)[u]− u)2
= Ez∼p(z)Eu∼p(u|z)(Eu∼p(u|z)[u]− u)2
= Ez∼p(z)Vu∼p(u|z)[u] = EzV[u|z],
where V denotes variance.
Next we analyze the virtual training criterion Cd(E) for the
encoder and derive the global optimum.
Lemma 4.2 (Uniqueness of Constant Expectation). If
there exists a constant µc such that Eu∼p(u|z)[u] = µc for
any z, we have µc = Eu∼p(u)[u].
Theorem 4.1 (Global Optimum for CIDA). The global
maximum of Cd(E) is achieved if and only if the encoder E
satisfies that the expectations of the domain index u over the
conditional distribution p(u|z) for any given z are identical
to the expectation over the marginal distribution p(u), i.e.,
E[u|z] = E[u],∀z.
Proof. We first show Cd(E) ≤ V[u] and then show the
equality is achieved when E[u|z] = E[u],∀z.
Cd(E)− V[u] = EzV[u|z]− V[u]
= Ez[E[u2|z]− E[u|z]2]− (E[u2]− E[u]2)
= E[u]2 − Ez[E[u|z]2].
By the convexity of x2 and Jensen’s inequality, we have
E[u]2 = (Ez[E[u|z]])2 ≤ Ez[E[u|z]2] and the equality is
achieved when E[u|z] is constant w.r.t. z. By Lemma 4.2
we have E[u|z] = E[u],∀z.
As Theorem 4.1 states, the vanilla CIDA using the L2 loss
guarantees that the mean of the distribution p(u|z) matches
the mean of the marginal distribution p(u). It means that
there is a risk the encoder E only aligns the mean of the dis-
tributions without exactly matching the entire distributions.
However, surprisingly, we find that CIDA often achieves
good empirical performance (see Sec. 5 for more details).
Next, we analyze PCIDA and show that PCIDA enjoys bet-
ter theoretical guarantees and matches both the mean and
variance of the distribution p(u|z).
Recall that in PCIDA, the discriminator D outputs the mean
and variance of p(u|z) as Dµ(z) and Dσ2(z). We use the
negative log-likelihood (Eqn. 3) as the domain loss Ld. We
start from analyzing the discriminator D when the encoder
E is fixed. Lemma 4.3 states that the optimal discriminator
D, given the encoding z, will output the mean and variance
of the domain index distribution p(u|z) .
Lemma 4.3 (Optimal Discriminator for PCIDA). With
E fixed, the optimal D is
D∗µ,E(z) = Eu∼p(u|z)[u],
D∗σ2,E(z) = Vu∼p(u|z)[u],
where z = E(x, u), and D = (Dµ, Dσ2).
Proof of Lemma 4.3 is similar to that of Lemma 4.1 (see the
Supplement for details).
Assuming discriminator D always reaches optimum, the
virtual training criterion Cd(E) for the encoder becomes:
Cd(E) = min
D
Vd(E,D) = Vd(E,D
∗
E)
= Ez,u
[
(E[u|z]− u)2
2V[u|z] +
1
2
log(V[u|z])
]
.
Now we analyze Cd(E) and provide PCIDA’s global opti-
mum.
Lemma 4.4 (Uniqueness of Constant Expectation and
Variance). If there exist constants µc and σ2c such that
Eu∼p(u|z)[u] = µc and Vu∼p(u|z)[u] = σ2c for any z, we
have µc = Eu∼p(u) and σ2c = Vu∼p(u)[u].
Theorem 4.2 (Global Optimum for PCIDA). In PCIDA
(with the Gaussian model), the global optimum is achieved
if and only if the mean and variance of the distribution
p(u|z) given any z are identical to those of the marginal
distribution p(u).
Proof. Given that
Cd(E) = Ez,u
[
(E[u|z]− u)2
2V[u|z]
]
︸ ︷︷ ︸
C1
+Ez,u
[
1
2
log(V[u|z])
]
︸ ︷︷ ︸
C2
,
we analyze the upper bounds of the two terms separately.
For the first term,
C1 = EzEu|z
[
(E[u|z]− u)2
2V[u|z]
]
= Ez
[
Eu|z(E[u|z]− u)2
2V[u|z]
]
= Ez
[
V[u|z]
2V[u|z]
]
= Ez
1
2
=
1
2
.
For the second term, by the concavity of log(x) and Jensen’s
inequality, we have that 2C2 ≤ log(Ez[V[u|z]]) the equality
holds when V[u|z] is constant w.r.t. z. Further, in the
proof of Theorem 4.1, we show that Ez[V[u|z]] ≤ V[u]
and the maximum is achieved when E[u|z] is constant w.r.t.
z. Together with Lemma 4.4, we then have that Cd(E)
reaches the global optimal 0.5 + 0.5 log(V[u]) if and only
if E[u|z] = E[u] and V[u|z] = V[u] for all z.
Corollary 4.1. For both CIDA and PCIDA, the global op-
timum of Cd(E) is achieved if the encoding of all domains
(continuously indexed by u) are totally aligned, i.e., z ⊥u.
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Remark 4.1 (Matching Higher-Order Moments). By
Theorem 4.1 and Theorem 4.2, we show that CIDA using the
L2 loss matches the mean of p(u|z) while the PCIDA with
the Gaussian model matches both the mean and variance of
p(u|z). Can we match higher-order moments? We believe
our methodology can generalize to match higher-order mo-
ments by using PCIDA with more complex parametric prob-
abilistic models. For example, one can use skew-normal
distributions (Azzalini, 2013) to match the third moment
(skewness).
4.2. Analysis of the Three-player Game
We analyze the equilibrium state of the three-player game
of E,F and D as defined in Eqn. 1. We divide the situation
into two cases based on whether the domain index u is
independent of the label y.
4.2.1. u ⊥y
The domain index u is independent of the label y when it
captures nuisance variations that are irrelevant to the task of
predicting the label y. In this case, we prove the following
theorem showing that the optimal encoding captures all the
information in the input x that is relevant to the predictive
tasks while aligning the domain index distributions.
Lemma 4.5 (Optimal Predictor). Given the encoder E,
the prediction loss Vp(F,E) , Lp(F (E(x, u)), y) ≥
H(y|E(x, u)) where H(·) is the entropy. The opti-
mal predictor F ∗ that minimizes the prediction loss is
F ∗(E(x, u)) = Py(·|E(x, u)).
Assuming the predictor F and the discriminator D are
trained to achieve their optimal losses, by Lemma 4.5, the
three-player game (Eqn. 1) can be rewritten as following
training procedure of the encoder E,
min
E
C(E) , H(y|E(x, u))− λdCd(E). (5)
Theorem 4.3. If the encoder E, the predictor F and the
discriminator D have enough capacity and are trained to
reach optimum, any global optimal encoder E∗ has the
following properties:
H(y|E∗(x, u)) = H(y|x, u) (6a)
Cd(E
∗) = max
E′
Cd(E
′) (6b)
Proof. Since E(x, u) is a function of x, u, by the data pro-
cessing inequality, we have H(y|E(x, u)) ≥ H(y|x, u).
Hence, C(E) = H(y|E(x, u))−λdCd(E) ≥ H(y|x, u)−
λdmaxE′ Cd(E
′). The equality holds if and only if
H(y|x, u) = H(y|E(x, u)) and Cd(E) = maxE′ Cd(E′).
Therefore, we only need to prove that the optimal value of
C(E) is equal to H(y|x, u)−λdmaxE′ Cd(E′) in order to
prove that any global encoder E∗ satisfies both Eqn. 6a and
Eqn. 6b.
We show that C(E) can achieve H(y|x, u) −
λdmaxE′ Cd(E
′) by considering the following en-
coder E0: E0(x, u) = Py(·|x, u). It can be examined
that H(y|E0(x, u)) = H(y|x, u) and E0(x, u) ⊥u which
leads to C(E0) = maxE′ C(E′) using Corollary 4.1.
Theorem 4.3 shows that, at the equilibrium, the optimal en-
coder preserves all the information about label y contained
in the data x and the domain index u while aligning the
encoding cross domains.
Note that in general the encoder E is a probabilistic encoder
that generates z stochastically. For example, one can use a
probabilistic encoder parameterized by a natural-parameter
network (Wang et al., 2016) and generate z using the repa-
rameterization trick (Kingma & Welling, 2013). Empiri-
cally, we find that directly using a deterministic encoder
also works favorably and therefore keep the encoder deter-
ministic in Sec. 5 for simplicity.
4.2.2. u 6⊥⊥ y
The domain index u is dependent of the label y when it
contains information relevant to predicting y. In this case,
discretization of the inherently continuous domain index
u is necessary to perform categorical domain adaptation.
However, this discretization inevitably loses information in
u and could hurt the predictive task since u 6⊥⊥ y. In con-
trast, our methods CIDA/PCIDA performs domain adaption
with the continuous domain index u, thus, can fully retain
information in u that is relevant to the label y.
5. Experiments
We evaluate CIDA and its variants on two toy datasets, one
image dataset (Rotating MNIST), and three real-world med-
ical datasets. These empirical studies verify our theoretical
findings in Sec. 3 and show that:
• Using categorical domain adaption to align continuously
indexed domains leads to poor alignment with marginal
(or no) performance gain compared to no adaptation.
• CIDA aligns domains with continuous indices and
achieves significant performance boost compared to cate-
gorical domain adaption methods.
• PCIDA’s ability to predict a distribution rather than a
single value is helpful in avoiding bad equilibriums and
improving prediction performance.
• The performance gains of CIDA and PCIDA increase
with multi-dimensional domain indices.
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Figure 1. Results on the Circle dataset with 30 domains. Fig. 1(a) shows domain index by color. The first 6 domains are source domains,
marked by green boxes. Red dots and blue crosses are positive and negative data samples. Black lines show the decision boundaries
generated according to model predictions.
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Figure 2. Results on the Sine dataset with 12 domains. The first 5 domains are source domains marked by green boxes. Red dots and blue
crosses are positive and negative data samples. Black lines show the decision boundaries generated according to model predictions.
5.1. Baselines and Implementations
We compare variants of CIDA with state-of-the-art domain
adaptation methods including Domain Adversarial Neu-
ral Network (DANN) (Ganin et al., 2016), Conditional
Domain Adversarial Neural Network (CDANN) (Zhao
et al., 2017), Adversarial Discriminative Domain Adaptation
(ADDA) (Tzeng et al., 2017), Margin Disparity Discrepancy
(MDD) (Zhang et al., 2019), and Continuous Unsupervised
Adaptation (CUA) (Bobu et al., 2018). ADDA and MDD
merge data with different domain indices into one source
and one target domains; DANN, CDANN, and CUA divide
the continuous domain spectrum into several separate do-
mains and perform adaptation between multiple source and
target domains. CUA adapts from the source domains to
each target domain one-by-one from the closest target to the
farthest one. For a fair comparison with CIDA, all baselines
use both x and the domain index u as inputs to the encoder.
All methods are implemented using PyTorch (Paszke et al.,
2019) with the same neural network architecture. λd is cho-
sen from {0.2, 0.5, 1.0, 2.0, 5.0} and kept the same for all
tasks associated with the same dataset (see the Supplement
for more details about training).
5.2. Toy Datasets
To gain insight into the differences between CIDA and the
baselines, we start with two toy datasets: Circle and Sine.
Circle Dataset includes 30 domains indexed from 1 to 30.
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Table 1. Rotating MNIST accuracy (%) for various adaptation methods. We report the accuracy at the source domain and each target
domain. X◦ denotes the domain whose images are rotated by X◦ to X + 45◦. The last column shows the average accuracy across target
domains. We use bold face to mark the best results.
Method # Target Domains 0◦ (Source) 45◦ 90◦ 135◦ 180◦ 225◦ 270◦ 315◦ Average
Source-Only - 99.0 79.1 44.0 44.1 46.8 32.7 29.0 77.8 50.5
ADDA 1 97.0 72.7 39.6 42.1 43.8 30.4 26.9 77.0 47.5
DANN 1 98.5 76.0 38.1 45.5 46.6 34.7 30.7 67.0 48.4
CUA 7 91.7 92.6 92.2 89.5 72.5 65.6 67.8 69.3 78.5
CIDA (Ours) ∞ 96.5 91.8 92.3 94.5 93.9 92.5 93.2 95.8 93.4
PCIDA (Ours) ∞ 96.6 92.2 92.8 94.9 93.9 92.7 93.6 95.9 93.7
Fig. 1(a) shows the 30 domains in different colors. We also
use arrows to indicates domain 1 and domain 15. Each
domain contains data on a circle. The task is binary classi-
fication. Fig. 1(b) shows positive samples as red dots and
negative samples as blue crosses. As shown in the figure,
the ground-truth decision boundary continuously evolves
with the domain index. We use domains 1 to 6 as source
domains and the rest as target domains. Fig. 1 compares the
results of CIDA with the baselines. The figure shows that
overall categorical DA methods perform poorly when asked
to align domains with continuous indices. CUA is the best
performing baseline since it incrementally adapts 24 pairs
of domains. Still, CUA’s performance is inferior to CIDA
which produces a more accurate decision boundary.
Sine Dataset includes 12 domains as shown in Fig. 2(a).
Each domain covers 16 the period of the sinosoid. We con-
sider the first 5 domains as source domains and the rest as
target domains. Fig. 2 shows the results. The figure shows
that it is very challenging for the baselines to capture the
ground-truth decision boundary. The baselines either pro-
duce incorrect decision boundaries (ADDA and MDD) or
only capture the correct trend with very rugged boundaries
(DANN, CDANN and CUA). In contrast, CIDA can suc-
cessfully recover the ground-truth boundary. We also note
that while CUA performed better than the other baselines
on the Circle dataset, it performed worse than DANN and
CDANN on the Sine dataset. This is because CUA performs
incremental pairwise adaptation; it fails on the pair (5, 9),
and this failure propagates to the following domains.
Overall, both the results from the Circle and Sine datasets
demonstrate that CIDA captures the underlying relationship
between the domain index and the classification task and
leverages it to improve performance. In contrast, the base-
lines cannot accurately capture this relationship, and hence
yield worse results.
5.3. Rotating MNIST
We further evaluate our methods on the Rotating MNIST
dataset. The goal is to adapt from regular MNIST dig-
its with mild rotation to significantly rotated MNIST dig-
its. We designate images that are rotated by 0◦ to 45◦
as the labeled source domain, and assign images rotated
by 45◦ to 360◦ to the target domains. Naturally, the do-
main index is the rotation angle of the image. Since the
target domain has a much larger range of rotation an-
gles, we split the target domain into seven target domains
for categorical domain adaptation baselines, DANN and
CUA. These seven target domains contain images rotated
by [45, 90), [90, 135), · · · , [315, 360) degrees, respectively.
Table 1 compares the accuracy our proposed CIDA/PCIDA
with different baselines. We can see ADDA and DANN
hardly improve and sometimes even decrease the accuracy
compared to not performing adaptation at all. This is be-
cause without capturing the underlying structure, adversarial
encoding alignment may harm the transferability of the data.
CUA’s performs well in target domains near source domains
but poorly in distant domains.3 On the other hand, CIDA
and PCIDA can learn such domain structure and success-
fully adapt the knowledge from source domains to target
domains (see the Supplement for visualizations of encod-
ings).
5.4. Healthcare Datasets
Dataset Description. We use three medical datasets, Sleep
Heart Health Study (SHHS) (Quan et al., 1997), Multi-
Ethnic Study of Atherosclerosis (MESA) (Zhang et al., 2018)
and Study of Osteoporotic Fractures (SOF) (Cummings
et al., 1990). Each dataset contains full-night breathing
signals of subjects and the corresponding sleep stage la-
bels (‘Awake’, ’Light Sleep’, ‘Deep Sleep’, and ‘Rapid
Eye Movement (REM)’). Breathing signals are split into
30-second segments with one label for each segment. We
consider the task of sleep stage prediction, i.e., to predict
the sleep stage label y given a breathing segment x. This is
a natural task in sleep studies and can be performed in the
patient home by having them wearing a breathing belt. The
breathing signal can then serve to predict sleep stages and
also detect apnea (temporary cessation of breathing).
The datasets also contain subjects’ information such as age,
which is a natural domain index u. SHHS, MESA, and SOF
include 2,651, 2,055, and 453 subjects, respectively. On av-
3We use the CUA code and hyperparameters obtained from
the author. CUA’s performance on our Rotating MNIST data is
worse than in their original papers, possibly because our Rotating
MNIST has images rotated by all angles as opposed to only 8 fixed
angles.
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Table 2. Accuracy (%) for intra-dataset adaptation. ‘SHHS@Outside→ SHHS@(52,75]’ means transferring from age range outside
(52,75] (i.e., [44,52]∪(75,90]) to (52,75] within SHHS. ‘SO’ is short for ‘Source-Only’. We use bold face mark the best results.
Task SO ADDA DANN CDANN MDD CUA CIDA PCIDA
Domain
Extrapolation
SHHS@[44,52]→ SHHS@(52,90] 77.4 78.0 77.1 77.5 77.7 77.4 79.8 80.6
MESA@[54,58]→ MESA@(58,95] 80.1 80.7 79.9 80.4 80.3 80.1 82.7 82.5
SOF@[75,82]→ SOF@(82,90] 74.7 74.8 74.2 74.4 74.6 74.5 76.7 76.7
Domain
Interpolation
SHHS@Outside→ SHHS@(52,75] 82.4 81.7 82.5 82.3 82.5 82.4 82.2 83.7
MESA@Outside→ MESA@(58,75] 83.5 83.5 83.2 83.3 83.8 83.4 83.5 84.7
SOF@Outside→ SOF@(79,86] 71.8 71.5 71.4 70.9 71.8 71.5 71.8 73.6
Table 3. Accuracy (%) for cross-dataset adaptation. We use bold face to mark the best results.
Task Source-Only ADDA DANN CDANN MDD CUA CIDA PCIDA
SOF→ SHHS 75.6 76.0 75.2 75.6 75.8 75.3 75.9 80.1
SOF→ MESA 74.0 75.1 74.6 75.2 74.9 73.6 74.8 80.0
SHHS→ MESA 82.8 83.0 82.6 82.1 83.0 82.1 83.2 85.3
MESA→ SHHS 80.7 81.8 80.9 80.9 81.2 81.0 80.8 83.4
SHHS→ SOF 78.7 79.5 79.0 79.2 79.7 79.1 81.1 80.9
MESA→ SOF 75.9 76.6 77.0 76.9 76.9 76.0 79.3 79.0
erage, there are 1,000 segments (i.e., 8.33 hours of breathing
signals) for each subject. Different datasets have different
domain index distributions. For example, subjects’ age
range in SHHS is [44, 90], while the age ranges for MESA
and SOF are [54, 95] and [72, 90], respectively. Apparently
SOF subjects are much older. SHHS subjects and MESA
subjects have similar age ranges but the distributions are
actually different (see the histogram plot in the Supplement).
Intra-Dataset Adaptation. We first evaluate our methods’
performance on adaptation across continuously indexed do-
mains within the same dataset using ‘age’ as the domain
index. We cover two cases: domain extrapolation (e.g., with
the source domain index range [44,52] and target domain
index range (52,90]) and domain interpolation (e.g., with
the source domain index range [44,52]∪(75,90] and target
domain index range (52,75]).
The first three rows of Table 2 show the results for domain
extrapolation. One observation is that directly using categor-
ical domain adaptation only achieves minimal performance
boost compared to models trained only on the source do-
mains (Source-Only). Some methods such as DANN and
CUA achieve no or even negative performance improvement.
On the other hand, CIDA variants can successfully transfer
across subjects with different ages and significantly improve
upon all baselines. Similarly, the last three rows in Table 2
show the results for domain interpolation. Note that Source-
Only can already achieve satisfactory accuracy in domain
interpolation, since the model naturally learns the average
of data from both sides (e.g., [44,52]∪(75,90]) and performs
prediction for the data in the middle (e.g., (52,75]). For
example, in the task ‘SHHS@Outside→ SHHS@(52,75]’,
Source-Only already has a high accuracy of 82.4%, leaving
little room for improvement. Interestingly, PCIDA can still
further improve the accuracy by a tangible margin. This
also shows PCIDA’s ability to avoid bad equilibriums by
using a discriminator that predicts distributions rather than
values.
Table 4. Accuracy (%) for the multi-dimensional domain in-
dex setting. The task is SHHS@[44,52]→ SHHS@(52,90].
# Dimensions Source-Only CIDA PCIDA
1 77.4 79.8 80.6
2 77.6 81.0 81.1
4 77.7 81.2 81.3
11 77.7 82.6 82.6
Cross-Dataset Adaptation. Most clinical trials collect data
from a population with a specific medical condition, and
exclude people who have other conditions. However in
practice many patients have multiple medical conditions
and hence doctors need to apply the results of a particular
study outside the population for which the data is collected.
Thus, in this section we consider cross-dataset adaption.
Specifically, we evaluate how different methods perform
when transferring among the datasets SHHS, MESA, and
SOF. Table 3 shows the accuracy of all methods in these
cross-dataset settings. We observe that categorical domain
adaptation barely improves upon models trained with only
source domains, while CIDA and PCIDA can naturally trans-
fer across continuously indexed domains even in the cross-
dataset setting with significant performance improvement.
Interestingly, when the task is hard such as transferring from
SOF, a very old people dataset, to datasets with much more
diverse age range, PCIDA becomes a clear winner. But
when the task is relatively easier, such as transferring from
datasets with diverse age range to a very old dataset, CIDA
is marginally better than PCIDA; but, this latter difference
in performance is minor, and PCIDA performs well across
all scenarios.
We also note that SHHS and MESA are both diverse datasets
with similar age distribution, which is why the Source-Only
model already achieves high accuracy. Interestingly, even
in such cases PCIDA can still achieve stable performance
gain compared to all baselines.
Multi-Dimensional Indices. As mentioned in Sec. 3, both
CIDA and PCIDA naturally generalize to multi-dimensional
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domain indices. To demonstrate this feature, we leverage
that the SHHS dataset includes multiple variables per patient
in addition to their age, such as their heart rate, their physical
and emotional health scores, etc. We combine such vari-
ables with the person’s age to create a multi-dimensional
domain index. (see more details on different domain in-
dices in the Supplement). Table 4 shows the accuracy for
multi-dimensional CIDA/PCIDA. For reference, we report
corresponding accuracy for Source-Only. Note that Source-
Only takes both the breathing signals (x) and the domain
index (u) as input, as is done in all previous experiments.
As expected we can observe substantial improvement in
accuracy with multi-dimensional domain indices.
6. Conclusion
We identify the problem of adaptation across continuously
indexed domains, propose a series of methods for addressing
it, and provide supporting theoretical analysis and empirical
results using both synthetic and real-world medical data.
Our work demonstrates the viability of efficient adaptation
across continuously indexed domains and its potential im-
pact on important real-world applications. Future work
could investigate the possibility of matching higher or even
infinite order moments, and the application of the proposed
methods to other datasets in robotics or the medical field.
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