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ON GRAM’S LAW IN THE THEORY OF THE RIEMANN ZETA
FUNCTION
JAN MOZER
1. Let {tν} denote the sequence of the roots of the equation (see [5], p. 261):
(1) ϑ(t) = πν,
where (see [5], p. 383):
(2) ϑ(t) =
t
2
ln
(
t
2π
)
− t
2
− π
8
+O
(
1
t
)
,
and ν runs over the set of all positive integers. Let us remind furthermore that ([5],
p. 94) that
(3) Z(t) = eiϑ(t)ζ
(
1
2
+ it
)
.
The Gram’s law states that the zeroes of the function ζ
(
1
2 + it
)
are separated
by the points of the sequence {tν} and vice-versa.
E.C. Titchmarsh obtained in his work [6] the following result
(4)
N∑
ν=M+1
Z(tν)Z(tν+1) ∼ −2(c+ 1)N,
where M is a constant positive integer and c is the Euler’s constant.
Let G(T ) denote the number of intervals (tν , tν+1) ⊂ (0, T ) containing a zero of
the function ζ
(
1
2 + it
)
. E.C. Titchmarsh deduced from the equation (4) that the
following lower bound for G(T ):
(5) G(T ) > A
T 2/3
ln(T )
holds true.
In this work, we show how it is possible to improve the results (4) and (5) in the
sense of localization. Namely, we show the the following formula holds true:
(6)
∑
T≤tν≤T+H¯
Z(tν)Z(tν+1) = −c+ 1
π
√
Tψ(T ) ln2(T ) +O(
√
T ln2(T )),
where ψ(T ) is an arbitrary increasing and not bounded from above function, and
(7) H¯ =
√
Tψ(T ) ln(T ).
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Before formulating consequences of the formula (6), let us introduce some useful
notations:
(8) µ = µ(T, H¯) = max
t∈[T,T+H¯]
|Z(t)|,
where (see [3]),
(9) |Z(t)| =
∣∣∣∣ζ
(
1
2
+ it
)∣∣∣∣ .
We call an interval [t¯ν , t¯ν+1] regular if
(10) Z(t¯ν)Z(t¯ν+1) < 0.
And finally, a regular interval contains an odd-number of zeroes of the function
Z(t), and therefore (with respect to (3)) also an odd-number of the zeroes of the
function ζ
(
1
2 + it
)
.
Let G(T, H¯) denote the number of regular intervals which are in the interval
[T, T + H¯]. It follows from (6) and (8) (see [6], p. 105) that
−c+ 1
π
√
Tψ(T ) ln2(T ) +O(
√
T ln2(T )) ≥ −
∑
(t¯ν)
|Z(t¯ν)Z(t¯ν+1)| >
−µ2G(T, H¯),(11)
i.e. the following holds true:
Corollary 1.
(12) G(T, H¯) > A
√
Tψ(T ) ln2(T )
µ2
.
By using results concerning the ζ
(
1
2 + it
)
function (see [5], p. 116):
(13)
∣∣∣∣ζ
(
1
2
+ it
)∣∣∣∣ < A(α, β)tα lnβ(t),
we have as a consequence of (12) that
Corollary 2. If (13) holds true then
(14) G(T, H¯) > A(α, β)T 1/2−2αψ(T ) ln2−2β(T ).
The results of the type (13) listed in [5], p. 116 are to be extended by the
following:
Hanke, [1],
(15) α =
6
37
, β = 1;
Kolesnik, [2],
(16) α =
173
1067
, β =
331
200
.
I am grateful to prof. Shitzel to draw my attention to the last result.
From (14) and (13) we have
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Corollary 3.
(17) G(T, H¯) > AT 721/2134ψ(T ) ln−1.31(T ).
As well-known, the Lindeloef hypothesis states that for every ǫ > 0 we have
(18)
∣∣∣∣ζ
(
1
2
+ it
)∣∣∣∣ < Atǫ, t ≥ T0(ǫ).
And we have, combining (12) and (18):
Corollary 4. If the Lindeloef hypothesis holds true then
(19) G(T, H¯) > A(ǫ)T 1/2−2ǫψ(T ) ln2(T ).
It follows from the Riemann hypothesis that the following estimate takes place
(see [5], p. 350)
(20)
∣∣∣∣ζ
(
1
2
+ it
)∣∣∣∣ < exp
{
A
ln(t)
ln[ln(t)]
}
= t
A
ln[ln(t)] .
And, combining (12) and (20), we conclude:
Corollary 5. If the Riemann hypothesis holds true then
(21) G(T, H¯) > AT
1
2−
A
ln[ln(T )]ψ(T ) ln2(T ).
In what follows, we give the proof of the formula (6).
2. In this section, we will discuss asymptotic terms related with relation (4).
First of all we introduce the notation by [5], p. 98,
(22) g(tν) =
∑
m≤
√
tν/2π
cos[tν ln(m)]√
m
.
Now, one can find out by careful reading of pages 101-105 of the book [5] that E.C.
Titchmarsh has obtained the following relation
(23)
N∑
ν=M+1
g(tν)g(tν+1) =
1
2
(c+ 1)N +O
(
N√
ln(N)
)
+O(√tN ln2(tN )).
The term
O
(
N√
ln(N)
)
comes from (see [6], p. 102)
(24)
N∑
ν=M+1
{
O
(
1√
ln(tν)
)}
= O
(
N√
ln(N)
)
.
From (see [5], p. 261)
(25) Z(tν) = 2(−1)νg(tν) +O(t−1/4ν ),
and
(26)
N∑
ν=M+1
{
O(t−1/12ν ln(tν))
}
= O(t11/12N ln(tN )),
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we deduce (see [6], p. 105) that
(27)
N∑
ν=M+1
Z(tν)Z(tν+1) = −4
N∑
ν=M+1
g(tν)g(tν+1) +O(t11/12N ln(tN )).
And finally, (27) and (23) give us the result
N∑
ν=M+1
Z(tν)Z(tν+1) =
−2(c+ 1)N +O
(
N√
ln(N)
)
+O(t11/12N ln(tN )) +O(
√
tN ln
2(tN )).(28)
The last formula is a more accurate version of the relation (4).
Analyzing the Titchmarsh method - [6], p. 101-105 - we find that the following
two tricks:
(a) fixing the beginning of the sum:
N∑
ν=M+1
(. . . )
i.e. setting M to a constant, and
(b) a way in which the order of terms in the sum is inverted (this is, in fact,
connected with the objection (a)) (see [6], p. 101)
are not fundamental in the Titchmarsh method of estimation of relevant quantities.
Having this in mind we try to improve the relation (28) in the sense of the
localization.
3. First of all, let
(29) H = O{
√
T [ln(T )]k},
where k is a positive integer. Because of
(30)
√
T +H
2π
−
√
T
2π
=
H
2π√
T+H
2π +
√
T
2π
< A
H√
T
< A[ln(T )]k,
we have the inequality:
(31)
∑
√
T/2π≤m≤
√
(T+H)/2π
1√
m
< A
[ln(T )]k
4
√
T
.
Subsequently, see (22), for tν ∈ [T, T +H ] we have by (31) that
(32) g(tν) =
∑
m<
√
T/2π
cos[tν ln(m)]√
m
+O
{
[ln(T )]k
4
√
T
}
=
∑
(m)
+
′∑
.
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Subsequently,
P =
∑
T≤tν<T+H
g(tν)g(tν+1) =
=
∑
T≤tν≤T+H
∑
m≤
√
tν/2π
cos[tν ln(m)]√
m
∑
n≤
√
tν+1/2π
cos[tν+1 ln(n)]√
n
=
=
∑
(tν)
∑
(m)
∑
(n)
+
∑
(tν)
′∑∑
(n)
+
∑
(tν)
∑
(m)
′′∑
+
∑
(tν)
′∑ ′′∑
.(33)
At the end of this section we remind that
(34)
∑
T≤tν≤T+H
1 =
H
2π
ln
(
H
2π
)
+O
(
H2
T
)
.
4. By using (25), (29), (31), (32), (34) and by the following inequality (see [5],
p. 109)
(35) |Z(t)| =
∣∣∣∣ζ
(
1
2
+ it
)∣∣∣∣ < At1/6 ln(t),
we have
(36)
∑
(tν)
′∑∑
(n)
= O
{
H ln(T )
[ln(T )]k
4
√
T
T 1/6 ln(T )
}
= O
{
T 5/12[ln(T )]k+2
}
,
(37)
∑
(tν)
′∑ ′′∑
= O {[ln(T )]k+1} .
Also the following can be found in [6], p. 101:
Q =
∑
(tν)
∑
(m)
∑
(n)
=
∑
T≤tν≤T+H
∑
m<
√
T/2π
cos[tν ln(m)]√
m
∑
n<
√
T/2π
cos[tν+1 ln(n)]√
n
=
=
∑
(m)
1√
m
∑
(n)
1√
n
∑
(tν)
cos[tν ln(m)] cos[tν+1 ln(n)] =
=
1
2
∑
(m)
1√
m
∑
(n)
1√
n
∑
(tν)
cos[tν ln(m)− tν+1 ln(n)] +
+
1
2
∑
(m)
1√
m
∑
(n)
1√
n
∑
(tν)
cos[tν ln(m) + tν+1 ln(n)] =
1
2
∑ˆ
+
1
2
∑˜
.(38)
Now, the Titchmarsh method ([6], p. 101-105) can be used to estimate the quantity
(38) with the result
(39) Q =
1
2
(c+ 1)
∑
T≤tν≤T+H
1 +O


∑
T≤tν≤T+H
1√
tν

+O(
√
T ln2(T )).
By (29) and (34) we have
(40)
∑
T≤tν≤T+H
1 =
H
2π
ln
(
T
2π
)
+O{[ln(T )]2k},
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and with respect to the formulae (39) and (40) we can write
(41) Q =
c+ 1
4π
H ln
(
T
2π
)
+O(H
√
ln(T )) +O(
√
T ln2(T )).
Now we can substitute (36), (37) and (41) into (33) to obtain
P =
c+ 1
4π
H ln
(
T
2π
)
+ O(H
√
ln(T )) +O(
√
T ln2(T )) +
+O{T 5/12[ln(T )]k+2}+O{[ln(T )]k+1}.(42)
And finally, we can put
(43) H¯ =
√
Tψ(T ) ln(T ),
(which corresponds with k = 2 in (29)) in order to obtain
(44)
∑
T≤tν≤T+H
g(tν)g(tν+1) =
c+ 1
4π
√
Tψ(T ) ln2(T ) +O(
√
T ln2(T )).
5. The inequality
(45) |g(tν)| < AT 1/6 ln(T ), tν ∈ [T, T + H¯].
follows from (25) and (35). Furthermore, the formulae (25), (40), (43) and (45)
imply the following:∑
T≤tν≤T+H¯
Z(tν)Z(tν+1) =
=
∑
(tν)
{2(−1)νg(tν) +O(t−1/4ν )}{2(−1)ν+1g(tν+1) +O(t−1/4ν+1 )} =
= −4
∑
(tν)
g(tν)g(tν+1) +O(H¯ ln(T )T 1/6 ln(T )T−1/4) +O(T−1/2) =
= −4
∑
(tν)
g(tν)g(tν+1) +O(T 5/2ψ(T ) ln3(T )).(46)
And now, considering (44), we obtain the final result
(47)
∑
T≤tν≤T+H¯
Z(tν)Z(tν+1) = −c+ 1
π
√
Tψ(T ) ln2(T ) +O(
√
T ln2(T )),
which is exactly (6).
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