Abstract. We study smooth, spherically-symmetric solutions to the Vlasov-Poisson system and relativistic Vlasov-Poisson system in the plasma physical case. We construct solutions that initially possess arbitrarily small C k norms (k ≥ 1) for the charge densities and the electric fields, but attain arbitrarily large L ∞ norms of them at some later time.
Introduction
We consider the one-species classical Vlasov-Poisson System (VP):
x − y |x − y| 3 ρ(t, y)dy .
Here, f (t, x, v) ≥ 0 is the density distribution of the particles. In the equation, x ∈ Ω ⊂ R 3 is the particle position, v ∈ R 3 is the particle momentum, and E is the electric field. Moreover, the charge density ρ is defined as
f (t, x, v)dv .
We also consider the Vlasov-Poisson System in the relativistic setting (RVP):
is the velocity.
The systems VP and RVP enjoy the conservation of the total mass (1.6) M(t) = Here f 0 is the initial particle density. We assume spherical symmetry in the problem. It is known that spherically symmetric initial data give rise to global-in-time, spherically symmetric solutions to the two systems, see [11] , [13] , [14] . Also, [11] tells us that the solutions must be finite in the L ∞ sense.
The behavior of the solution to VP has being an important topic that caught wide attention. In two papers [1] by J. Ben-Artzi, S. Calogero and S. Pankavich, it is shown that one can construct solutions of VP such that the particle density and the electric field are initially as small as desired, but become large as desired at some later time, as stated in the following theorem: Theorem (J. Ben-Artzi, S. Calogero and S. Pankavich) For any positive constants η, N, there exists a smooth, spherically symmetric solution of VP, such that
while for some T > 0,
An analogous result for RVP is proved in [2] by the same authors. In contrast to their results, there is the classical estimate from E. Hörst in 1990 that any spherically symmetric solution must decay for t sufficiently large. Namely, there exists C > 0 and T > 0, such that
for all t ≥ T (see [11] ). However, in the examples provided in [1] and [2] the initial data are actually large in C 1 sense. In this paper, we consider initial data supported on arbitrary shell that have small C k norm (k ≥ 1) and obtain solutions that become large and are concentrated near the origin at some later time. We call them "focusing solutions". Specifically, we prove, for VP: 
while there exists a function T = T (b), which is increasing for b > 1, such that The contents of the paper are arranged as follows. In Section 2, we give some lemmas that describe the particle trajectories, which allow us to observe the focusing phenomena. Section 3 is devoted to the proof of Theorem 1.1, which involves a careful selection of parameters and computation of the norms of ρ(t, x) and E(t, x). At the end of Section 3 we also give the corollary on the setting with a bounded domain. The analogous result on RVP to Theorem 1.1 will be stated (see Theorem 4.1) and proved in Section 4.
Characteristics and Useful Lemmas
A spherically symmetric solution to VP or RVP can be described as (f (t, r, w, l), E(t, r)), where the spatial radius r, radial velocity w and square of the angular momentum l are defined as follows:
By a change of variables (x, v) → (r, w, l), using
for the system VP, and similarly, for RVP the Vlasov equation is reduced to
The electric field is then 
This is enough to verify that the formula E(t, x) = m(t,r)x r 3
gives an E that satisfies the Vlasov-Maxwell system with B = 0. To see it matches the expression E(t, x) = R 3
x−y |x−y| 3 ρ(t, y)dy, note that they could only differ by the gradient of a harmonic function g(x). However, since we assume E(t, x) has finite L ∞ norm, g(x) must be finite too. By Liouville's Theorem, g must be a constant, which implies that the two E(t, x) expressions matches each other.
The total mass of the plasma is
Next we introduce the characteristics for VP and RVP, as well as the lemmas that give detailed information for the particle trajectories.
The forward characteristics (R(s), W (s), L(s)) of the Vlasov equation in the nonrelativistic setting are described by the following ODE system:
for s ≥ 0, with the initial conditions (2.10)
We have the following lemma from [1] :
Lemma 2.1. Let r > 0, l > 0, w < 0 be given, and let (R(t), W (t), L(t)) be a solution to (2.9) and (2.10) for all t ≥ 0. Then we have: (1) There exists a unique
Proof. From the equations (2.9), we obtain
We define
Obviously T 0 > 0. We first show that T 0 < +∞. If T 0 = +∞, we would haveṘ(t) ≤ 0 for all t ≥ 0, and thus R(t) ≤ r for all t ≥ 0. Hence
which implies that for all t ≥ 0,Ṙ (t) ≥ lr −3 t + w .
Taking t ≥ −wr 3 /l, we have W (t) =Ṙ(t) > 0, which contradicts the assumption T 0 = +∞. Hence T 0 is finite. The convexity of the function R(t) also tells us that W (t) < 0 for t ∈ [0, T 0 ), W (T 0 ) = 0, and W (t) > 0 for t ∈ (T 0 , +∞). Now, for t ∈ [0, T 0 ], we multiply the inequality
. and integrate over [0, t], which giveṡ
(2.12)
Taking t = T 0 , we have
Rearranging the inequality, we have
, we obtain R(T 0 ) − r ≥ wT 0 . Since w < 0, we find
Lastly we prove (3) in the lemma. Multiplying the inequalityṘ(t)
then we can take the square root and obtain
We rewrite this inequality as
Integrating yields
From this we obtain
Rearranging the inequality gives
Noticing that r 2 l+M r r 2 w 2 +l+M r is actually the minimum of the parabola (r + wt) 2 + (lr −2 + Mr −1 )t 2 in t, so the conclusion (3) follows. This completes the proof of the lemma.
For RVP the forward characteristics (R(s), W (s), L(s)) of the Vlasov equation are described by dR ds
for s ≥ 0, with the initial conditions (2.10).
We introduce the following lemma from [2]:
Lemma 2.2. Let r > 0, l > 0, w < 0 be given, and let (R(t), W (t), L(t)) be a solution to (2.13) and (2.10) for all t ≥ 0, and define
Then we have:
where
Proof. Define T 0 = sup{t ≥ 0 : W (t) ≤ 0} and note that w < 0 implies T 0 > 0. By (2.13), we haveṘ(t) ≤ 0 for all t ∈ [0, T 0 ], and hence
Since 0 ≤ m(t, R(t)) ≤ M and W (t) ≤ 0, we have
From the first inequality, we obtain
for all t ∈ [0, T 0 ], which gives
. Evaluating this at t = T 0 and using W (T 0 ) = 0 produces R(T 0 ) ≥ R − with
notice that this can be rewritten as
Integrating over [0, t] yields
Multiplying both sides by the conjugate and using
, we obtain
for all t ∈ [0, T 0 ]. Evaluating this inequality at t = T 0 and rearranging gives R(T 0 ) ≤ R + , where
. Also, using this lower bound for W (t) 2 , we have
We denote A =
, and multiply the previous inequality by
If R(t) > B/A = R + , then we can useṘ(t) ≤ 0 to see
Integrating over [0, t] and rearranging gives
Hence we have
A is actually the minimum of the parabola (r − √ A − Br −2 t) 2 + Br −2 t 2 (with variable t), so we arrive at
Lastly we establish the bound for T 0 . Direct calculation yieldsR(t) ≥ 0. Hencė
Therefore, since w < 0, there holds
Indeed, we can show T 0 < +∞ using argument by contradiction. If T 0 = +∞, we would have R(t) ≤ r for all t ≥ 0. Thereforė
and hence for all t ≥ 0,
Take t sufficiently large, we arrive at W (t) > 0. A contradiction. Hence T 0 is finite. This completes the proof of the lemma.
We denote (2.16) S(t) := {(r, w, l) : f (t, r, w, l) > 0} .
In particular, (2.17)
Also, we denote (2.18)
We choose T 0 > 0 as in Lemma 2.1 and 2.2 in the VP and RVP settings, respectively. We present the following lemma given in [1] and [2] in order to describe the concentrating phenomenon:
Lemma 2.3. Let f (t, r, w, l) be a spherically-symmetric solution of RVP or VP with associated charge density ρ(t, r) and electric field E(t, x). Let
be a solution to the equations of the particle trajectories with the initial condition (2.10). If at some time T > 0 we have
Proof. Let f (t, r, w, l) be a given spherically-symmetric solution with initial data f 0 (r, w, l). The total mass M is conserved for all t. Also, we have
Using the radial form of the particle density, we have
3 , This proves the first inequality.
For the second inequality, we denote (R(t, s, r, w, l), W (t, s, r, w, l), L(t, s, r, w, l)) to be the particle trajectory at time t of the particle that takes the trajectory value (r, w, l) at time s. We define
R(t)
:= sup (r,w,l)∈S + R(t, r, w, l) . For all s ≥ 0, f 0 (r, w, l) = f (s, R(s, r, w, l), W (s, r, w, l), L(s, r, w, l
)) .
We do a change of variable r = R(0, T,r,w,l),r = R(T, 0, r, w, l),
It follows that
which implies
Concentrating Solution to the Nonrelativistic VP System
Now we are ready to establish Theorem 1.1.
Proof. Without the loss of generality, we assume 0 < η < 1 and N > 1 in the proof. We set up two constants a 0 > 1 and 0 < ǫ < 1 to be determined.
with supp(H) ⊂ [0, 1], and rescale it for any ǫ ∈ (0, 1):
for all x. In the proof, we will choose a 0 sufficiently large and ǫ sufficiently small.
Moreover, we choose the cut-off function
, and χ 0,1 (x) = 0 for |x| > 1. Let χ m,n (x) := χ 0,1 ( b, 5 4 b]. We denote
where the α k 's are constants independent of b. In particular, α 0 = 1. Then
In particular c 0 = 1. Define c −1 = b/2. We denote d k = k j=−1 c j . We choose the initial data to be
where Γ(w) = 0 for w ≥ 0, and Γ(w) = 1 for w < 0. Hence S(0)\S + is a zero-measure set. Note that supp
Also, we compute From | x ǫ 2 + a 0 v| 2 < ǫ 2 , using the angular coordinates and the identity |v| 2 = w 2 + lr −2 , we obtain
We obtain | r ǫ 2 + a 0 w| 2 < ǫ 2 , which implies |r + a 0 wǫ 2 | < ǫ 3 . Therefore,
for (r, w, l) ∈ S(0), since Γ(w) is non-zero if and only if w < 0. Also, from the definition of χ(r) we obtain, for any (r, w, l) ∈ S(0):
We pick (3.6) a 0 > b and ǫ small enough, such that
We see that the cut-off Γ does not have any effect on the smoothness of f 0 since
By (2.6) and (3.3), we can take
Noticing that ρ(0) and E(0) are only functions of r, we have, due to (3.2) and (3.1):
Recall that in Theorem 1.1, we require
We will show, for any k ≥ 0,
for some constant C 0 > 1 to be chosen below, which only depends on k. If k = 0, we can take C 0 ≥ 32. In case k = 1, using (2.4), (2.5), (2.6), (3.3), (3.12) , and that b, we compute
so we can take C 0 ≥ max{32, 10} = 32 for k = 1. Similarly, in case k = 2, we make use of (2.4), (2.5), (2.6) to compute
Using that m(0, r) ≤ M, (3.3), (3.12), (3.14) and
3 0
Hence for k = 2 we can take C 0 ≥ max{32, 10, 100} = 100.
For larger k's the inequality (3.16) can be deduced similarly with properly chosen C 0 .
We will choose (3.20)
0 ≤ η . Now we can set up the constants a 0 and ǫ. Combining (3.6), (3.11), (3.15) and (3.20), we take a 0 to be such that
Next we construct the function T = T (b). Recall that a 0 and ǫ depend on b. We define
for b ∈ (0, +∞). We have T > 0 due to the constraints above on a 0 and b. We now prove that T (b) can be constructed as an increasing function for b > 1. Indeed, for b > 1, we want to take a 0 and ǫ such that (3.21) and (3.22) are satisfied. From the definition of d k , we notice that there exists n being large enough and independent of b, such that
holds for all b > 1. Hence we can take a 0 = nb so that (3.21) holds. Also, from (3.21) and the definition (3.22) of β 0 , we observe that for b > 1 there exists a constant C independent of b, such that
Therefore we can take ǫ = C, so that (3.22) is satisfied. Using these chosen values of a 0 and ǫ, we have, for b > 1,
which is an increasing function of b ∈ (1, +∞). We choose T 0 = T 0 (r, w, l) > 0 for (r, w, l) ∈ S + as in Lemma 2.2. From the lemma we have
We compute, using (3.8), (3.21) and (3.22),
Therefore, T ∈ (0, T 0 ] for every (r, w, l) ∈ S + . We compute the upper bound for R(T ) using (3.5), (3.8) and (3.9):
(3.30)
The last two lines comes from our choice of the parameters a 0 and ǫ. Hence 
This completes the proof of Theorem 1.1.
Next we prove Remark 1.2 i).
Proof. We assume 1 ≤ k ≤ 5. Recall that we want to take a 0 and ǫ such that (3.21) and (3.22) are satisfied. For b ∈ (0, 1), from the definition of d k , there existsñ independent of b, such that
Hence we can take a 0 =ñb −k so that (3.21) holds. Also, recall (3.21) and the definition (3.22) of β 0 , we observe that for b ∈ (0, 1), there existsC independent of b, such that
Hence we can take ǫ =Cb 3 . With these chosen values of a 0 and ǫ, we have
for b ∈ (0, 1). When 1 ≤ k ≤ 5, we first pickñ large, then pickC small, such that when b ∈ (0, 1), the inequalities (3.35) and (3.34) as well asñC Moreover, we construct T (b) for b > 1 as described in the proof of Theorem 1.1, so T (b) is an increasing function of b ∈ (1, +∞). Recall that the constraints on n and C are (3.24) and (3.25). We take n large enough such that not only (3.24) holds, but also
Then ( 
i).
The following corollary follows easily from Theorem 1.1. It tells us that the concentrating effect for the system (2.2), (2.4), (2.5), (2.6) also happens on certain type of bounded domains. inf x∈∂Ω r(x), there exists some T > 0 and a smooth, spherically symmetric solution which has lifespan no less than T , such that
Proof. The proof is identical as the one to Theorem 1.1.
Concentrating Solution to the Relativistic VP System
In this section, we are going to prove, for the system RVP: 
while for some T > 0 and some ǫ 0 > 0,
Proof. Without the loss of generality, we assume 0 < η < 1 and N > 1 in the proof. We take
where C 0 is a constant which will be explained in the proof. Set
and take (4.5)
Moreover, we choose the cut-off function χ ∈ C ∞ ((0, ∞);
. For each k, there exists c k > 0 independent of ǫ (but depends on k), such that χ(r) C k ≤ c k ǫ −3 . We choose the initial data to be
where Γ(w) = 0 for w ≥ 0, and Γ(w) = 1 for w < 0. Hence S(0)\S + is a zero-measure set. For any (r, w, l) ∈ S(0), we have | The inequality | r A + Bw| 2 < ǫ 6 together with (4.4) and (4.3) implies that for (r, w, l) ∈ S(0),
Notice that the cut-off Γ(w) does not affect the smoothness of f 0 and ρ(0), since w is bounded away from 0. We have ρ(0, r) = For any k, the C k norm of E(0) is controlled by 2C 0 (1 + c k )(1 + b 3 )B −3 , where C 0 is a constant only depending on k and b. In case k = 1, we compute, using (4.11), (4.12), (4.13) and (4.14), We conclude R(T ) ≤ 110ǫ 3 . We have Applying Lemma 2.3 with K = 110ǫ 3 ≤ ǫ 0 , we obtain, due to the choice of ǫ:
12100ǫ 6 ≥ N . This completes the proof of the theorem.
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