Abstract This paper presents an extended, harmonised account of our previous work on combining subsentential alignments from phrase-based statistical machine translation (SMT) and example-based MT (EBMT) systems to create novel hybrid data-driven systems capable of outperforming the baseline SMT and EBMT systems from which they were derived. In previous work, we demonstrated that while an EBMT system is capable of outperforming a phrase-based SMT (PBSMT) system constructed from freely available resources, a hybrid 'example-based' SMT system incorporating marker chunks and SMT subsentential alignments is capable of outperforming both baseline translation models for French-English translation. In this paper, we show that similar gains are to be had from constructing a hybrid 'statistical' EBMT system. Unlike the previous research, here we use the Europarl training and test sets, which are fast becoming the standard data in the field. On these data sets, while all hybrid 'statistical' EBMT variants still fall short of the quality achieved by the baseline PBSMT system, we show that adding the marker chunks to create a hybrid 'example-based' SMT system outperforms the two baseline systems from which it is derived. Furthermore, we provide further evidence in favour of hybrid systems by adding an SMT target-language model to the EBMT system, and demonstrate that this too has a positive effect on translation quality. We also show that many of the subsentential alignments derived from the Europarl corpus are created by either the PBSMT or the EBMT system, but not by both. In sum, therefore, despite the obvious convergence of the two paradigms, the crucial differences between SMT and EBMT contribute positively to the overall translation quality. The central thesis of this paper is that any researcher who continues to develop an MT system using either of these approaches will benefit further from integrating the advantages of the other model; dogged adherence to one approach will lead to inferior systems being developed.
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Introduction
Almost all research in MT being carried out today is corpus-based. Within this field, by far the most dominant paradigm is phrase-based SMT (PBSMT), but much important work continues to be carried out in EBMT also. Until the recent work of Way and Gough (2005b) , no comparative studies of any flavour of SMT and EBMT had appeared in print. While this work demonstrated that the marker-based EBMT system of Way and Gough (2005b) was capable of outperforming a word-based SMT system, in Groves and Way (2005) we showed that their EBMT system was also capable of higher translation quality than a PBSMT system constructed from freely available resources.
However, perhaps more importantly for the MT research community as a whole, in that paper we also demonstrated that a novel hybrid 'example-based' SMT system incorporating marker chunks and SMT subsentential alignments was capable of outperforming both baseline translation models, for French-English.
In this paper, we continue that line of research by developing a new hybrid 'statistical' EBMT system which outperforms the equivalent baseline EBMT system and a hybrid 'example-based' SMT system which outperforms both SMT and EBMT baseline systems from which it is derived. Crucially, therefore, the most important message arising from our research is that MT developers need to combine aspects from both SMT and EBMT if further gains are to be made; concentrating on one approach while neglecting what the other model of translation has to offer will lead to inferior systems. That is, despite the obvious convergence of the two paradigms (Wu 2006) , the remaining differences between SMT and EBMT (Way and Gough 2005b) are crucial for improved system development.
Both Groves and Way (2005) and Way and Gough (2005b) use training and test data derived from a corpus of Sun Microsystems' documentation, in a line of work (Way and Gough 2003 ,b, Gough and Way 2004a ,b, Gough 2005 demonstrating that an EBMT system where subsentential alignment is driven by segmentation on closed class ('marker') words (Green 1979) can be effective. In this paper, we switch to the French-English Europarl (Koehn 2005 ) training and test sets, which are fast becoming the standard data in the field. Interestingly, and in contrast to the research of Groves and Way (2005) and Way and Gough (2005b) , on these data sets we show that the PBSMT system outperforms the EBMT system of Way and Gough (2005b) . We observe that the coverage of the marker chunks is much greater on the Sun Microsystems test set than on the Europarl test sets, indicating that many more 'close' and exact chunk matches were found by the EBMT system on the Sun corpus, while translation of the more heterogeneous Europarl data required more word-for-word translation. In a series of further experiments, on training set sizes of 78 k sentence pairs (1.49 m words), 156 k (2.98 m) and 322 k (6.12 m)-the largest amount of data that the EBMT system of Way and Gough (2005b) has been trained on to date-we demonstrate clearly that adding more training data improves all system variants. For EBMT, we achieve a bleu score (Papineni et al. 2002) of 0.122 for French-English and 0.124 for English-French, when using the 78 k training set. These scores increase to 0.143 and 0.149, respectively, when increasing the size of the training data to 322 k sentence pairs. For PBSMT, bleu score increases from 0.194 to 0.210 for FrenchEnglish, and from 0.177 to 0.193 for English-French translation.
To investigate the effect of adding hybrid data, we seeded both baseline systems with the data (words and phrases) from the marker-based EBMT system (induced via marker-based methods) and the words and phrases from the PBSMT system (extracted following the method of Och and Ney (2003) ) to create our hybrid EBMT and hybrid PBSMT systems. Again we performed translation in both language directions, using the same test set as before. We see an average relative improvement of 19.06% bleu score in our hybrid EMBT system and 6.37% for our hybrid PBSMT system, over their equivalent baselines for French-English, and 15.19% (EBMT) and 6% (PBSMT) for English-French.
In addition to merging EBMT and SMT knowledge sources in a move towards hybridity, we integrate an SMT target-language model with the EBMT system of Way and Gough (2005b) , in a similar vein to Bangalore et al. (2002) , who demonstrate that using a trigram language model to select the final translation output from multiple candidates improves system performance. Here too, we demonstrate the positive effect that the use of a language model has on translation quality, but unlike Bangalore et al. (2002) , our experiments explicitly show the contribution of the language model to the increase in translation quality. This we take to be further evidence in favour of our hypothesis that translation quality can be improved by combining aspects of SMT and EBMT.
Finally, given the obvious convergence between SMT and EBMT, we provide a detailed description of the types of phrasal alignments that each system generates. This, we feel, has not been done before in any detail. We enumerate all chunks derived via the different methods of the two systems, measure the overlap between them, and compute the number of remaining EBMT-only and SMT-only chunks. We discuss the nature of these chunks, and comment on their effect on translation quality. Given that both system types derive some chunks that the other does not, it is unsurprising that our claim that better systems can be built when combining both sets of subsentential alignments is borne out.
The remainder of this paper is organised as follows: we describe relevant previous research in the area of hybrid data-driven MT in Sect. 2. In Sect. 3, we describe the basic ideas behind EBMT, and detail the EBMT system used in these experiments. In Sect. 4, we summarise the main principles of SMT, and describe the techniques we use to derive phrasal alignments. Section 5 presents a series of experiments, including a description of the data resources, the performance of the baseline PBSMT and EBMT systems, and the improved performance of the different hybrid systems. Section 6 describes the nature of the chunks derived by both system variants, and discusses the impact of the results for practitioners of data-driven MT. Finally we conclude, summarising our novel hybrid 'statistical EBMT' system, and our contribution to the area of data-driven MT in general, together with some avenues for further research in this area.
Related work
While not directly related to the work we present here, there exists a body of work which merges translation memory (TM) resources with SMT. Vogel and Ney (2000) automatically derive a hierarchical TM from a parallel corpus, comprising a set of transducers encoding a simple grammar. In a similar manner, Marcu (2001) uses an SMT model (Brown et al. 1993) to derive a statistical TM automatically. In addition, he adapts the SMT decoder of Germann et al. (2001) to avail of both the statistical TM resources and the translation model itself. Marcu hypothesises that:
If a sentence to be translated or a very similar one can be found in the TM[ ], an EBMT system has a good chance of producing a good translation. However, if the sentence to be translated has no close matches in the TM[ ], then an EBMT system is less likely to succeed. In contrast, an SMT system may be able to produce perfect translations even when the sentence given as input does not resemble any sentence from the training corpus. (Marcu 2001:379) Unlike the system of Vogel and Ney (2000) , for which no evaluation is provided, Marcu demonstrates that his hybrid system outperforms two (unnamed) commercial systems: the hybrid French-English system translated 58% of a 505-sentence test set perfectly, while the commercial systems did so for only 40-42% of the sentences.
In similar work, Langlais and Simard (2002) also attempt to merge TM and SMT resources. Somewhat disappointingly, word-error rate (WER) actually increases when the SMT system is augmented with TM data. Nonetheless, the authors observe "many cases where the translation obtained by merging the extracted examples with the decoder clearly improved the results obtained by the engine alone" (p. 111).
The work of Paul et al. (2005a,b) presents a multi-engine hybrid approach to MT, making use of statistical models to generate the best possible output from various MT systems. When using an SMT model to select the best output from multiple initial hypotheses produced by a number of SMT and EBMT systems, Paul et al. (2005a) found that a Hidden Markov Model PBSMT system provided the best results (0.327 WER vs. 0.346 for the best-performing EBMT-based system, for Chinese-English translation). Paul et al. (2005b) found comparable results for Japanese-English, when using a decision-tree technique to pass the best initial hypothesis from multiple RBMT and EBMT systems to an SMT decoder (0.458 WER vs. 0.496 for the best-performing EBMT system). As with Marcu (2001) , they too note the benefits of hybrid MT approaches:
Combining multiple MT systems has the advantage of exploiting the strengths of each MT engine. Quite different initial translation hypotheses are produced due to particular output characteristics of each MT engine. (Paul et al. 2005b:117) They show that their multi-engine selection algorithm is capable of outperforming all in-house MT engines, reducing WER by 4-5% for the C-Star-track submission at IWSLT 2005 for Japanese-English and Chinese-English.
There also exist previous attempts to link TMs with EBMT. Carl and Hansen (1999) show that when the fuzzy-match score of a TM falls below 80%, translation quality is likely to be higher using EBMT than with TM. Planas and Furuse (2003) extend TMs in the direction of EBMT by allowing subsentential matches, and providing a multi-level structuring of TMs.
However, to our knowledge the first research which sets out in detail a comparison between the leading data-driven approaches to MT is Way and Gough (2005b) . Here they provide an in-depth comparison of their EBMT system with a word-based SMT system constructed from freely available tools. According to a wide variety of automatic evaluation metrics, they demonstrated that their EBMT system outperformed the SMT system. For English-French, the highest bleu score achieved by the EBMT system was 0.453, compared to 0.338 for the word-based SMT system; for FrenchEnglish, the best bleu score for the EBMT system was 0.461, compared to 0.446 for SMT.
Given that they did not test their EBMT system against a PBSMT system, what might be termed the state-of-the-art approach in corpus-based models of translation, the findings of Way and Gough (2005b) , while interesting, are of rather limited value. Accordingly, in Groves and Way (2005) , we replicated their experiments using the Pharaoh PBSMT Decoder (Koehn 2004b ) instead of the word-based ISI ReWrite Decoder. 1 Way and Gough (2005b) obtained a large TM from Sun Microsystems containing 207,468 English-French sentence pairs, of which 3,939 sentence pairs were randomly extracted as a test set. The remaining 203,529 sentences were used as training data. The average sentence length for the English test set was 13.1 words (max. 87 words, min. 1 word) and 15.2 words for the corresponding French test set (max. 91 words, min. 1 word). We translated both test sets, and evaluated the results using a range of automatic evaluation metrics: bleu (Papineni et al. 2002) , precision and recall (Turian et al. 2003) , and word-and sentence error rates (WER, SER).
In general, in Groves and Way (2005) , we showed that the baseline PBSMT system still fell short of the quality obtained via EBMT for these evaluation metrics. For English-French, the PBSMT system scored 0.396 for bleu, compared to 0.453 for EBMT, while for French-English, the best bleu score achieved by the SMT system was 0.427, compared to 0.461 for EBMT. 2 However, when Pharaoh was seeded with the data sets automatically induced by both Giza++ (Och and Ney 2003) 3 and the EBMT system of Way and Gough (2005b) , better translation quality results were seen for French-English (0.489 bleu score) than for the EBMT system per se (0.461). 4 Accordingly, while Groves and Way (2005) show that a hybrid example-based SMT system can outperform both an SMT system and an EBMT system from which it is built, our primary goal in this paper is to see whether a new hybrid model of 'statistical' EBMT can similarly outperform the baseline systems.
Finally, Quirk and Menezes (2006) observe that their approach of merging dependency treelets with PBSMT may be considered as an instance of "the convergence of statistical and example-based machine translation". Unlike PBSMT systems, Quirk and Menezes (2006) allow for noncontiguous word sequences to be learned directly. In addition, given the presence of syntactic information in source-language dependency trees, and a syntactically informed decoder, they are also able to predict the target-language positions of words more accurately. For English-French they obtain 1 Respectively, available at http://www.isi.edu/licensed-sw/pharaoh/ and http:// www.isi.edu/licensed-sw/rewrite-decoder/. 2 Note that while the PBSMT system (0.396 bleu score) outperforms the word-based system (0.338) for English-French, for French-English the word-based system (0.446) actually outperforms the phrase-based system (0.427). This raises the question as to how often Pharaoh actually makes use of phrases during translation. Note also that while the performance of the phrase-based system is relatively stable across both language pairs, the word-based model of translation performs considerably better when translating into English. 3 Available at http://www.isi.edu/∼och/Giza++.html. 4 But not for the reverse language direction. We comment more on the directionality of translation, and the relative stability of the PBSMT and EBMT systems in Sect. 5.2.2. a bleu score of 0.443, compared to 0.428 for Pharaoh, while for English-Japanese the treelet approach scores 0.332 bleu, compared to 0.306 for Pharaoh.
Example-based machine translation
This section describes the general model of EBMT, together with the specific instantiation that we use in the experiments conducted in this paper.
The EBMT model
As for SMT, a prerequisite for the induction of subsentential fragments in EBMT is a bilingual corpus (or 'bitext') of sententially aligned examples, such as the Europarl corpus, a collection of European parliamentary proceedings for eleven languages dating back to 1996 (Koehn 2005) . 5 Assuming such a corpus of source-target sentence pairs, EBMT models of translation perform three distinct processes in order to transform a new input string into a target-language translation:
1. searching the source side of the bitext for 'close' matches and their translations; 2. determining the subsentential translation links in those retrieved examples; 3. recombining relevant parts of the target translation links to derive the translation.
Searching for the best matches involves determining a similarity metric based on word occurrences and part-of-speech labels, generalised templates and bilingual dictionaries. The recombination process depends on the nature of the examples used in the first place, which may include aligned phrase-structure (sub)trees (Hearne and Way 2003) or dependency trees (Watanabe et al. 2003) , or using placeables Brown (1999) as indicators of chunk boundaries.
Marker-based EBMT
An alternative approach employed by the EBMT system used in our experiments (Way and Gough 2003 ,b, Gough and Way 2004a ,b, Gough 2005 ) is to use a set of closed-class words to segment aligned source and target sentences and to derive an additional set of lexical and phrasal resources. This series of research papers is based on the 'Marker Hypothesis' (Green 1979 ), a universal psycholinguistic constraint which posits that languages are 'marked' for syntactic structure at surface level by a closed set of specific lexemes and morphemes. As an example, consider the sentence in (1), randomly selected from the Wall Street Journal section of the Penn-II Treebank (Marcus et al. 1994 ).
(1) The Dearborn, Mich., energy company stopped paying a dividend in the third quarter of 1984 because of troubles at its Midland nuclear plant.
In this example, three NPs begin with determiners, and one with a possessive pronoun. The sets of determiners and possessive pronouns are both very small, and predict that some nominal element will (usually) occur in the right context of these closed-class items and act as the head of those phrases. In addition, there are four prepositional phrases, each headed by a preposition, and which (generally) indicate that some time soon thereafter an NP will be encountered which acts as the object of that preposition. Note also that the set of prepositions is similarly small.
For the experiments reported here, we use the same seven sets of closed-class (or 'marker') words (determiners, quantifiers, conjunctions, prepositions, wh-adverbs, possessive and personal pronouns) for English and French as in this related work. In a preprocessing stage, the source-target aligned sentences are segmented at each new occurrence of a marker word, subject to the constraint that each 'marker chunk' contains a nonmarker (or 'content') word. Together with cognate matches and mutual information scores, source-target subsentential alignments are automatically proposed by the system at three levels: sets of marker chunks, generalised templates and a lexicon.
In order to describe this resource creation in more detail, consider the EnglishFrench example in (2) (2) that is almost a personal record for me this autumn! −→ c' est pratiquement un record personnel pour moi , cet automne
The first stage involves automatically tagging each closed-class word in (2) with its marker tag, as in (3).
Taking into account marker-tag information (label, and relative sentence position), and lexical similarity (via mutual information), the marker chunks in (4) are automatically generated from the marker-tagged strings in (3). 6
(4) a. <DET> that is almost : <DET> c' est pratiquement b. <DET> a personal record : <DET> un record personnel c. <PREP> for me this autumn : <PREP> pour moi cet automne
The chunk pair in (4c) is an example of how the chunking constraint mentioned previously (that every marker chunk must contain at least one content word) comes into play, as segmentation is not performed at the marker words me and this in English, and moi and cet in French. A set of generalised templates which Gough (2005) demonstrates improves both coverage and translation quality are automatically derived from the marker chunks in (4) by simply replacing the marker word by its relevant tag, in effect deleting the closed-class word. From the examples in (4), the generalised templates in (5) are derived.
(5) a. <DET> is almost : <DET> est pratiquement b. <DET> personal record : <DET> record personnel c. <PREP> me this autumn : <PREP> moi cet automne
Generalised templates enable more flexibility in the matching process, as now any marker word can be inserted after the relevant tag if it appears with its translation in the lexicon. For example, assuming it to be absent from the set of marker chunks, the string it is almost can now be translated by recourse to the template in (5) by inserting a (or all) translation(s) for it in the system's lexicon.
Such a lexicon can be constructed in two ways. First, deleted marker words in generalised templates are assumed to be translations of each other. For instance, in deriving the generalised templates in (5) from the marker chunks in (4), the lexical alignments in (6) are created.
Second, in source-target marker chunks or generalised templates, where there is just one content word in both source and target, these are assumed to be translationally equivalent. Taking (4c) as an example, the lexical entry in (7) is automatically created.
(7) <LEX> autumn : <LEX> automne When a new sentence is submitted for translation, it is segmented into all possible n-grams that might be retrieved from the system's memories. For each n-gram (with the exception of those ending with a marker word: given our marker-based segmentation method, new chunks are created when marker words are found), these resources are searched from maximal context (specific source-target sentence-pairs), through marker chunks and generalised templates, to minimal context (word-for-word translation). Each translation retrieved is assigned a weight by dividing the number of occurrences of the proposed translation by the total number of translations produced for the source-language phrase. For example, given the source-language phrase the house, assuming that la maison is found eight times and le domicile is found twice, then weight(la maison, the house) = 8/10 and weight(le domicile, the house) = 2/10. In this way, multiple translations can be created by the system and output to the user in a ranked list.
Statistical machine translation
While EBMT models of translation have since their very inception (Nagao 1984) incorporated both lexical and phrasal information, it is only for about the last five years or so that SMT practitioners have obtained higher translation quality via phrase-based models (Koehn et al. 2003 compared to the older word-based systems (Brown et al. 1990 (Brown et al. , 1993 . This inclusion of chunks as well as word alignments has been so successful that PBSMT has become, by some distance, the most dominant approach in MT research today.
The SMT model
SMT operates by making use of large bilingual sentence-aligned corpora to induce a translation model in addition to a (usually even larger) quantity of monolingual text in order to induce a target-language n-gram model. The translation model measures source-target word (and/or phrase) co-occurrence frequencies as well as relative source and target positions, along with sentence lengths, to determine word (and more recently, phrase) translation probabilities. During translation this model assigns probabilities to the set of target-language words (and phrases) which are likely to be most useful for translation of the source-language string (attempting to ensure the faithfulness of the translation), whereas the language model (usually a trigram and/or bigram model) tries to arrange these corresponding target-language words into the best possible order given the model, thus ensuring the best possible translation fluency.
The initial word-based translation models used in SMT did not make use of any syntactic information (Brown et al. 1990 (Brown et al. , 1993 . 7 In fact, only a set of weak 'distortion' probabilities influence the ordering of the target words in the final translation and most of the work to ensure grammaticality is left up to the language model. Their fertility models (the number of target words generated by a source word) are asymmetric, that is, they can model only one-to-one and a limited number of one-to-many mappings. Consequently they are insufficient to model many linguistic phenomena accurately, such as multiword units, or non-contiguous collocations. With no notion of syntactic phrases, non-local dependencies are extremely difficult to capture. With their added contextual information, more recent PBSMT systems (for example, Koehn et al. 2003 are able to overcome these shortcomings to produce much higher quality translations than their earlier word-based counterparts.
Phrasal alignment techniques
A number of methods are available in order to extract phrase correspondences from a bilingual training corpus. The most common method is first to perform word alignment using EM methods, such as that performed by Giza++. Following the method of implementation of Och and Ney (2003) or Koehn et al. (2003) , word alignment is performed in both source-target (Fig. 1a) and target-source directions (Fig. 1b) using the Giza++ statistical word-alignment tool. These unidirectional alignments are then combined and the intersection is taken, producing a set of highly confident word alignments (Fig. 1c ). The intersection set can then be extended interatively by adding adjacent alignments present within the union of the unidirectional alignments. This process is continued until no new adjacent alignments can be added (Fig. 1d) . In a final step, alignments are added to the set that occur in the union, where both the source and target words are unaligned. The resulting set of alignments can then be used to extract pairs of source-target phrases which correspond to these alignments (these phrases are contiguous bilingual n-grams which cover any given set and subsequent subsets of source-target word alignments for the particular sentence pair under consideration).
From the example in Fig. 1 , some possible alignments that can be extracted are given in (8). The resulting phrase alignments (including word alignments) make up the phrasetranslation table, with phrase-translation probabilities estimated from relative frequencies. These phrases and their probabilities make up the SMT system's translation model.
Experiments
We performed the following set of translation experiments, for both French-English and English-French:
1. EBMT vs. PBSMT-Baseline marker-based EBMT system vs. baseline PBSMT system: the purpose of this experiment was to compare the performance of the baseline marker-based EBMT and PBSMT systems, trained and tested on the Europarl data sets. We peformed a number of experiments using incremental amounts of training data to measure the correlation between training-set size and translation performance, for both systems. 2. H-EBMT vs. H-PBSMT-Hybrid EBMT system vs. hybrid PBSMT system: for this experiment we combined both the data induced from the Giza++ alignments (as described in Sect. 4.2) with the data extracted via the marker-based methods and then passed this hybrid data to the original baseline EBMT and PBSMT systems. The purpose of this was to see whether these 'hybrid' translation systems could outperform their baseline equivalents, the PBSMT system benefiting from the additional probability mass assigned to 'more useful' chunks and the EBMT system benefiting from the higher quality word lexicon and coverage of the PBSMT data.
EBMT-LM and H-EBMT-LM-Baseline and hybrid EBMT systems with language
model reranking: for this experiment we reranked the output of the various baseline and hybrid EBMT systems using the PBSMT system's equivalent language model (for example, the 78 k language model to rerank the output of the EBMT systems trained on the 78 k-sentence set and so on). The purpose of this experiment was to compare the performance of the EBMT recombination process with that of the PBSMT decoder (although the language model is integrated into the PBSMT decoding process and is used only for EBMT reranking in these experiments). The language model should help the EBMT system where it has to resort to performing direct word-for-word translation.
We automatically evaluated translation peformance over all systems in terms of WER, SER, bleu score (Papineni et al. 2002) and precision and recall (Turian et al. 2003) .
Our experiments together with their results are described in more detail in the following sections.
Data resources
For the various translation experiments we performed, we used the training and test sets of the Europarl corpus (Koehn 2005) . From the designated French-English training section of the corpus, we extracted training sets consisting of 78 k, 156 k and 322 k sentence pairs made up of 1.49 m, 2.98 m and 6.12 m words, respectively. The various training set sizes allowed us to investigate the effects of increasing the amount of training data used on translation quality of the systems. The training sentence pairs had a maximum sentence length of 40 words, for French and English (min. 2 words for both French and English) and a maximum relative sentence-length ratio of 1.5. This allowed us to create high-quality training sets, filtering out those sentence pairs which were unlikely to be good translations of each other. The sentences contained in the various training sets were extracted randomly from the training section of the Europarl corpus, and were therefore not necessarily supersets of each other. For testing, we randomly selected 5,000 sentences from the Europarl common test set, again limiting sentence length to 40 words for French and English. For this test set, the average sentence length was 20.50 words for French and 18.99 words for English.
EBMT vs. PBSMT
In order to evaluate the performance of PBSMT against the marker-based EBMT system of Way and Gough (2005b) , we built a baseline PBSMT system using the Pharaoh PBSMT decoder along with the SRI language modelling toolkit. 8 The translation model used in the system was created using the phrasal extraction technique described in Sect. 4.2. The language model used was an interpolated trigram language model, employing Kneser-Ney discounting (Goodman 2001) , an extension of absolute discounting with a more sophisticated method to calculate backoff distributions. Our EBMT system used the marker-based techniques as described in Sect. 3.2 to create chunks, generalised templates and lexical resources. We performed translation on our test set, training on our incremental data sets of 78 k, 156 k and 322 k sentence pairs.
French-English results
The results for French-English translation are given in Table 1 . Note that doubling the amount of training data improves system performance across the board. However, it is clear to see that the PBSMT system considerably outperforms the EBMT system on the Europarl data sets, on average achieving 0.07 bleu score higher that the EBMT system and achieving a significantly lower WER (68.55 vs. 82.43 for the 322 k data set). Increasing the amount of training data results in a 3-5% increase in relative bleu score for the PBSMT system, whereas we see a higher increase for EBMT, with a 6.2-10.3% relative bleu score improvement. The SER remains consistently high for both systems, but we observe a drop in WER as the amount of training data increases (dropping from 85.63% to 82.43% for EBMT, and from 70.74% to 68.55% for PBSMT).
English-French results
The results for the same experiment set up for the reverse language direction are given in Table 2 . The PBSMT system continues to outperform the EBMT system of Way and Gough (2005b) by some distance across all metrics (for example, 0.193 vs. 0.149 bleu score, 0.518 vs. 0.459 recall, for the 322 k training set). Again, as with French-English, WER is lower for the PBSMT system than the EBMT system for English-French (68.30 vs. 77.73 on the 322 k data set), but the difference between the two systems is somewhat less than for French-English. Doubling the amount of training data improves bleu score by about 0.8 absolute (that is, between 4% and 4.7% relative improvement) for the PBSMT system. Precision and recall rise and WER and SER fall linearly as the amount of training data increases. For EBMT, as with French-English, we see a greater increase in bleu score as we increase the amount of training data, with relative bleu score improving between 8.3% and 10.8%.
However, we consider it noteworthy that, as in our experiments with the Sun data, the performance of the EBMT system remains much more consistent for both language directions than the baseline PBSMT system, which performs about 2% bleu score worse (about 10% relative) for English-French than for French-English translation across training sets (also reflected in the differences in WER between the two systems for French-English and for English-French). For the eleven different languages in the Europarl corpus, Koehn (2005) constructs 110 SMT systems for each language pair and direction. He too observes that "some language [sic] are more difficult to translate into than from" (p. 83, emphases original), and provides some observations as to why this might be the case for German and Finnish. It is noteworthy that our results contrast with those in Koehn (2005) for French-English and English-French translation; on albeit larger training sets (over one million sentences), his results show a 1.1% higher bleu score for translation into French compared to translation into English.
Our previous work (Groves and Way 2005, Way and Gough 2005b) suggests that translating from French to English is inherently 'easier' than English-French as far fewer agreement errors and cases of boundary friction are likely. For instance, translating le as a determiner into English can only realise the word the, but in the reverse direction the has the possible translations le, la, l' and les, only one of which will be correct in a particular context. In Tables 1 and 2 , we can see that the PB-SMT system does indeed perform better for French-English than English-French. However, for EBMT we see an interesting result. In accordance with our previous work (Groves and Way 2005, Way and Gough 2005b) , the EBMT system performs better for French-English than for English-French, in terms of precision and recall. However, we get a conflicting picture when we consider bleu scores, which are higher for English-French than French-English. We conjecture that this contradiction may be more an indication that bleu (or even any n-gram-based evaluation metric, as we have a similar contradiction with regards to WER) may be unsuitable as an evaluation metric when comparing systems which use different translation strategies. Callison-Burch et al. (2006) consider the validity of bleu when scoring a PBSMT system and a comparative rule-based system, trained and tested on the same data. According to a manual evaluation, they find that the bleu score vastly underestimates the actual quality of the (non-n-gram-based) rule-based system. As we see in further experiments in Sect. 5.3 and 5.4, the more SMT-like the EBMT system becomes, the more the bleu score correlates with other automatic evaluation metrics.
H-EBMT vs. H-PBSMT
Following on from the experiments described in Sect. 5.2, we merged the EBMT marker-based alignments and the PBSMT phrases (and words) induced from the Giza++ word alignments. The aim of these experiments was to investigate the possible differences in quality of these data resources and their effect on translation performance (cf. Sect. 6 for more discussion).
French-English results
The results for French-English are given in Table 3 ; it is clear that adding the hybrid data improves over all baseline results. Most importantly, as we showed for the Sun data in Groves and Way (2005) , incorporating the EBMT marker chunks and the PBSMT subsentential alignments in a hybrid 'example-based' SMT system improves on the baseline PBSMT performance. Bleu score rises from 0.194 to 0.207 (a 6.7% improvement) for the H-PBSMT system on the 78 k-sentence training set, from 0.204 to 0.218 on the 156 k set (6.9% improvement) and from 0.210 to 0.224 on the 322 k set (a 6.7% relative improvement). These improvements were deemed to be statistically significant (with P < 0.05) (Koehn 2004a) . Precision and recall rise, and WER falls; somewhat surprisingly, SER rises, but for all bar this metric, the hybrid system outperforms both system variants on which it is based. One very interesting result is that the hybrid PBSMT system achieves a higher bleu score when trained on the 78 k data set compared with the baseline system trained on twice as much data (0.207 vs. 0.204). We get a similar result for the 156 k set (0.218 for the hybrid PBSMT system vs. 0.210 for the baseline system trained on the 322 k data set). Using the hybrid data sets, it is possible to achieve much higher translation performance with much less data, which may be particularly useful for language pairs where smaller amounts of training data are available.
For EBMT, we see a greater increase over the baseline system; on 78 k, bleu scores rise from 0.122 to 0.152 (24% relative improvement), from 0.134 to 0.162 on the 156 k set (20.6% relative increase) and from 0.143 to 0.170 on the 322 k training set (a 19.6% relative improvement). We also observe a drop in WER (for example, from 82.43% to 74.99% for the 322 k set) indicating that the quality of the word alignments induced using phrase-based methods is higher than those obtained via marker-based methods. The improvements in the performance of the hybrid EBMT system is also reflected in the increase in chunk coverage. The SMT phrases add robustness to the EBMT system by improving this coverage. A further 6% of test sentences are sucessfully translated by the hybrid EBMT system using chunks alone and we get an average relative increase of 76% for the number of possible chunk matches contained in the hybrid EBMT database for a particular input sentence.
English-French results
The results for the reverse language direction are given in Table 4 . Here again we can see that adding the hybrid data improves over all baseline results. The addition of the hybrid data into the baseline EBMT system results in bleu scores rising from 0.124 to 0.146 for the 78 k data set (17.7% relative improvement), from 0.137 to 0.157 for the 156 k data set (14.6% relative increase) and from 0.149 to 0.167 for the 322 k data set (12.1% relative improvement). Again, these improvements are statistically significant. It is interesting to note that the hybrid EBMT system trained on only 78 k sentence pairs performs almost as well as the baseline system trained on over four times as much data. As with the hybrid EBMT system, the hybrid PBSMT system improves over its baseline equivalent, on average achieving a relative increase in bleu score of 6.2%. As with French-English, the SER remains high over all training sets, but we see a decrease in WER for the hybrid systems compared to their baseline equivalents (an average decrease of 4.05% for the hybrid EBMT system and 1.09% for the hybrid PBSMT system).
Here we can see that with the inclusion of the SMT data, the bleu scores now fall more in line with the remaining evaluation metrics (as compared to the results in Tables 1 and 2 ): as the system becomes more SMT-like, bleu scores become higher for French-English than English-French for the H-EBMT system.
Improving the performance of the EBMT system

EBMT coverage on the Europarl data
We performed an analysis of how the EBMT system actually generates a translation. Unlike the Sun Microsystems corpus which consists of rather homogeneous data, the Europarl corpus consists of very diverse and much more complex language. This is reflected in the chunk coverage of the EBMT system on the Europarl and Sun test sets. Due to the more repetitive nature of the Sun data, many more translations were produced using marker chunks alone (approximately 6% of translations) than on the Europarl data (approximately 1% of test sentences). Note also that the possibility of producing a perfect 'oracle' translation was much higher for the Sun experiments. This is reflected in the SERs achieved (51.2% for French-English and 65.6% for English-French, when trained on 203 k Sun sentence pairs vs. 98-99% SERs for both language directions when training on the Europarl data sets). Furthermore, when translating the Europarl data, the EBMT system had to revert to translating individual words much more often (on average 13 words per sentence were considered for direct translation) than when translating using the Sun data (on average only 7 words per sentence were candidates for direct translation). Unsurprisingly, therefore, the EBMT system seems to perform most poorly when it cannot make use of its chunk or template databases and needs to resort to using its lexical database and perform word-for-word translation. This is reflected in the poor WER scores in the tables, in particular for French-English, especially when compared to the PBSMT system WER scores (83.55% for the baseline EBMT system vs. 69.41% for the baseline phrase-based system, trained on the 156 k set). Without any guide as to the correct target-language word order, the system simply follows the order of the words in the original input sentence and thus often fails to produce a syntactically well-formed output translation.
In order to help address this problem, we decided to carry out further experiments by adding a statistical target-language model in a post hoc reranking stage. These are described in the next section.
EBMT-LM and H-EBMT-LM
We reranked the n-best lists output by both the baseline and hybrid EBMT systems, using the same language model as was used in the equivalent PBSMT experiments, similar in fashion to the work of Bangalore et al. (2002) . These experiments also allow us to compare more directly the EBMT recombination process with the PBSMT decoder, although it must be noted that the PBSMT system makes use of the language model both during decoding and reranking of the final output translations.
Apart from Bangalore et al. (2002) , other hybrid systems have previously integrated language models, but in different ways to our approach. For instance, Aue et al. (2004) add a dependency (or 'logical form') tree-based statistical language model into their EBMT system, but with little improvement over the baseline system. The hybrid system of Quirk and Menezes (2006) also contains a target-language model, but in a much more straightforward SMT-like experiment. Imamura et al. (2004) use a language model (together with a lexicon model) as part of their statistical generation module. However, as they use syntactic transfer, the language model is not used for reordering and is used only in the final lexical selection phase, whereas in our experiments we are specifically using the language model to help select the best word order for the list of translations produced by the system.
French-English results
The results from these experiments for French-English are shown in Table 5 . Comparing these results to those in Sects. 5.2 and 5.3, we can see that using the language model improves the performance of both the baseline and hybrid 'statistical' EBMT systems. These results illustrate how the language model guides the reordering of these word-to-word translations to improve overall translation quality. For the baseline EBMT system, comparing Tables 1 and 5 , one can see that the bleu score rises by about 10% relative across training sets, precision rises, recall stays about the same, but WER improves by about 4% absolute (5% relative) across the board.
For the hybrid 'statistical' EBMT system, comparing Tables 3 and 5 , the bleu score rises by 6-7% relative across training sets, and in a similar pattern to the baseline EBMT system, relative across training sets, precision rises, recall stays about the same, and WER improves by about 2% absolute (about 2.7% relative) for the 78 k training set.
English-French results
Similar improvements can also be seen for English-French (Table 6 ). Comparing the results in Table 6 with those in Table 2 we can see that we get an average relative increase of 6.2% bleu score across the various training sets. WER also improves, falling from 77.73% to 74.69% for the 322 k data set, averaging at a decrease of 2.62% across all training sets. Comparing Table 4 against Table 6 , we can see that the language-model variant also improves over the hybrid EBMT system. We see an average relative increase of 4.8% bleu score and again WER scores improve, falling from an average of 74.11% for the hybrid EBMT system to 73.55% with the addition of a language model. As for French-English, the improvements in results for English-French are statistically significant (with P < 0.05) (Koehn 2004a) .
On the convergence of SMT and EBMT
Most of the experiments in the previous sections show that adding PBSMT resources to an EBMT system results in a novel 'statistical EBMT' model of translation that is capable of outperforming the baseline EBMT system. However, more importantly, the results in Tables 3 and 4 demonstrate that incorporating the marker chunks with the PBSMT subsentential alignments in an 'example-based' SMT system can outperform both baseline systems from which it is created. In this section, we provide a detailed description of the types of phrasal alignments that each system generates. For the various training sets, the numbers of chunks derived by both systems is shown in Table 7 .
One can see that as might be expected, there are many more SMT chunks than EBMT fragments: over five times as many on average for all training set sizes. It is interesting to note, however, that despite the huge differences in the amount of SMT chunks vs. EBMT chunks, this is not reflected in the results in the previous section. It would be expected that the EBMT system would fare much worse due to the lack of extracted resources, but it performs reasonably well compared with the equivalent PBSMT system with over five times as many alignments. This is an indication of the higher quality of the information encapsulated within the EBMT chunks.
Note that doubling the amount of training data leads to about twice as many subsentential alignments for each system type. This is a further indication of the heterogeneous nature of the Europarl corpus, which, despite becoming the standard in MT training and testing, is still perhaps quite a challenging domain for MT. What is interesting, of course, given the number of chunks created in Table 7 , is to see what the overlap is between the chunks that the two systems create, as well as which chunks are derived by just one of the two systems. For the 322 k-sentence training set, over 5.71 m chunks are created. About 182 k chunks, or just over 3% of the total number, are found by both systems. Of the remainder, about 87% are SMT-only chunks, and 13% are derived solely by the EBMT system. If we include the generalised templates that are used by the EBMT system, these cover a further 4% of the phrases extracted uniquely by SMT methods. Interestingly, 93% of the SMT-only chunks are found just once, and 99.4% occur less than ten times; for the EBMT chunks, 96.63% are found once, while 99.8% are seen less than ten times.
The ten most frequent chunks found by both systems are those in (9).
(9) a. monsieur le président ⇒ mr president b. au nom ⇒ on behalf c. je pense ⇒ i think d. madame le président ⇒ madam president e. je crois ⇒ i believe f. je pense ⇒ i believe g. et messieurs ⇒ and gentlemen h. par exemple ⇒ for example i. la commission ⇒ the commission j. madame la présidente ⇒ madam president It can be seen from the chunks in (9) that they are generally of good quality and apart from (9d) (cf. (9j), for example), consist of well-formed syntactic units.
The ten most frequent chunks found by just the EBMT system are those in (10).
(10) a. de l union européenne ⇒ of the european union b. le vote aura lieu demain ⇒ the vote will take place tomorrow c. à la commission ⇒ the commission d. du jour appelle ⇒ the next item is e. d accord ⇒ i agree f. dans l union européen ⇒ in the european union g. de l union européen ⇒ in the european union h. tout d abord ⇒ first i. la séance est levée ⇒ the sitting was closed j. à l avenir ⇒ in future Again, the chunks in (10) are generally of good quality (apart from (10f-g) where the masculine rather than feminine form of the adjective européen(ne) is used, although these would be simple to postedit) and contain important contextual information which is useful for translation, such as determiner-noun agreement (10i) and noun-adjective agreement (10a).
The ten most frequent chunks found by just the SMT system are those in (11).
(11) a. du ⇒ of the b. de la ⇒ of the c. union européenne ⇒ union d. états membres ⇒ member states e. de l ⇒ of the f. dans le ⇒ in the g. n est ⇒ is h. parlement européen ⇒ parliament i. que nous ⇒ that we j. que la ⇒ that the From the chunks in (11) we can see that the chunks extracted by just the SMT system are also largely correct, but contain different types or errors than those made by the EBMT system: for example (11c) missing european and (11g) which should be is not contain actual semantic errors. The remaining chunks, although they can be considered well-formed, are not particularly informative and contain very little contextual information which would greatly affect the resulting translation. Most consist of groups of marker or function words, without the accompanying content words which modify them. These are, of course, notoriously difficult to translate, and constitute one of the main reasons why marker-based translation is worthwhile. Leading on from this observation, one possibility that we will consider for future work would be to use elements of the statistical method of chunk alignment to identify and extract automatically marker-word translation candidates, which could then be fed to the marker-based chunker to automate the chunk alignment and extraction process fully.
Given that both system types derive some chunks that the other does not, it is unsurprising that our claim that better systems can be built when combining both sets of subsentential alignments is shown to be correct. Given the results in Groves and Way (2005) , in Tables 3 and 4 and in this section, the implications for designers of data-driven MT systems are obvious: if available, incorporating subsentential resources from both SMT and EBMT into novel hybrid 'example-based' SMT and 'statistical' EBMT systems guarantee to derive systems capable of higher translation quality than either stand-alone translation variant. That is, while there is an obvious convergence between both paradigmatic variants Gough 2005b, Wu 2006) , more gains are to be had from combining their relative strengths in novel hybrid systems. Way and Gough (2005b) demonstrate that their marker-based EBMT system is capable of outperforming a word-based SMT system. We showed in Groves and Way (2005) that the EBMT system also outperforms a PBSMT system constructed from freely available resources. However, perhaps more importantly, we showed that a hybrid 'example-based' SMT system incorporating marker chunks and SMT subsentential alignments is capable of outperforming both baseline translation models on which it is based.
Conclusions
On a different data set-the Europarl corpus-we demonstrate in this paper that the baseline PBSMT system achieves higher translation quality than the EBMT system of Way and Gough (2005b) . For the most part, we feel that this is due to the heterogeneous nature of the training data compared to the Sun TM that was used in previous experiments.
We demonstrate that in a number of novel improvements, the baseline EBMT system can be improved by adding in resources derived from a PBSMT system: adding SMT chunks helps, as does the set of word alignments induced by Giza++, and incorporating a target-language model in a post hoc reranking stage improves translation quality still further. However, the novel hybrid 'statistical' EBMT systems continue to fall short of the translation quality achieved by the PBSMT system. Nevertheless, as in Groves and Way (2005) , we show in a further experiment that adding the EBMT marker chunks to the baseline SMT system derived an 'examplebased' SMT system that was capable of improving translation quality compared to the baseline PBSMT system, for a range of automatic evaluation metrics.
Given this result, we explore the nature of the chunks produced automatically by both underlying system types. Perhaps unsurprisingly, a number of chunks remain derivable by just one of the system types: either EBMT, or SMT. Given that these contribute positively to the overall translation quality, the consequences for the field of data-driven MT are clear; by incorporating subsentential resources from both SMT and EBMT into novel hybrid systems, translation quality will improve compared to the baseline variants. That is, while there is an obvious convergence between both paradigmatic variants, more gains are to be had from combining their relative strengths in novel hybrid systems.
Future work
A number of avenues remain for future research. Given that 110 MT systems can be created using the Europarl resources, we aim to extend our analysis to different language pairs. In addition, we hope to use EBMT techniques, such as integrating marker words into SMT language and translation models, and incorporating generalised templates in SMT, for the extraction of phrasal alignments for PBSMT. We also wish to develop more intelligent ways to incorporate punctuation markers in the EBMT system, perhaps by including <PNCT> as an end-of-sequence marker. Given the nature of the SMT chunks, as described in Sect. 6, we also wish to look into the use of statistical techniques in the automatic identification and extraction of marker words, thus allowing the full automation of marker-based chunking and alignment.
Following on from the results in Sect. 5.4, we plan to investigate the possibility of improving the EBMT systems' lexical resources, by substituting the lexical database with the word alignments induced from Giza++ and then combining the two. We also wish to test the systems with regards to out-of-vocabulary words and to repeat the experiments outlined in this paper, but this time using the Europarl common test set containing 1,756 sentences with sentence lengths of 5-15 words.
Furthermore, rather than just using the SMT language model for reranking, we hope to integrate a language model into the EBMT recombination phase.
