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1. INTRODUCTION 
This is the third, and probably the last, in a sequence of papers on flows of a 
non-viscous, incompressible fluid, moving under gravity, and having a free 
surface. (The so-called [l] “water waves” problem.) The first two papers in the 
sequence were [2] and [3], which we refer to hereafter as I and II. 
As we mentioned in I, the problem is notoriously difficult [4], and we should 
like to discuss its status in view of our work. In 1973, one of us described the 
known solutions of the full nonlinear problem and then wrote [S, p. 881: I‘... all 
these examples are .‘. steady flows ... . There are no known non-steady flows ... . 
All the above flows are two-dimensional. There are no known three-dimensional 
flows ... . All the above flows are for very special bottom shapes. There are 710 
known theorems about existence of flows over ‘general’ bottoms.” 
The three papers in our sequence can be looked on as addressing each of the 
above-mentioned limitations in turn. In I, we solved the (non-steady) initial 
value problem, but in two dimensions and with the hypothesis that the fluid 
initially fills a horizontal slab. (Of course, the initial velocity was “arbitrary”. 
Thus, the free surface moves and the domain of the fluid is no longer a slab for 
t > 0.) In II, we solved the initial value problem in three dimensions, but we 
still assumed that, at time zero, the fluid fills a horizontal slab. Finally, in the 
present paper, we eliminate the hypothesis of a horizontal slab. thus proving 
existence over “general” bottoms. 
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Our method of attack on the problem is as follows. First, we use the so-called 
Lagrange formulation. The reason for this is that then the equations of motion 
are to be solved in the domain G initially filled by the fluid; this domain isJixed 
and does not vary with time. (In the Euler formulation, on the other hand, one 
must solve the problem in the variable domain presently filled by the fluid. 
See [l].) Second, we look for an analytic solution and, consequently, expand 
everything in a series of powers of the time. The third step is to prove these series 
converge. 
The first two steps are completely general, in that the details do not depend 
on the shape of G. It is because of the third step that we have broken up our 
results into parts. In I and II, we assumed G was a slab 
G, = ((5,~): --h < q < 01, 
where h is a constant, and e varies over P (in I) or A2 (in II). This hypothesis 
allowed us to derive very sharp estimates on the solution of a boundary value 
problem that arises in the course of taking step three. In the present paper, we 
assume G to be the image of G,, under a mapf, the basic hypothesis is that the 
derivatives off, and those of its inverse, are uniformly analytic. This hypothesis 
allows us to carry over certain estimates from G, to G and thereby solve the 
problem in G. One other hypothesis on G is also needed: it amounts to assuming 
the free surface flat enough for large 1 8 j . (See Sections 3 and IO.) 
This method of solution has three major limitations, and, accordingly, three 
major problems remain. The first occurs because of our hypothesis of analyticity. 
Since G is the image of G,, under a uniformly analytic function, its boundary 
must consist of analytic surfaces. Thus, in particular, its bottom, while “general”, 
is not yet general enough for a completely satisfactory theory. In addition, the 
initial velocity distribution must be uniformly analytic. As we remarked in I, 
these analyticity hypotheses are necessary to our methods, but it would be 
valuable to know how to weaken or remove them. 
Second. as in I and II, our solution is only local in time. In part, this is a 
consequence of our analyticity assumptions, but it is also true that a local solution 
is all that can be expected in the generality that we operate. There is nothing in 
our hypotheses to require that, on the top of G, the vertical coordinate, 7, be a 
single valued function of the horizontal coordinates, 5. Thus, the surface of G 
could have the shape of an overhanging wave. In such a case, unless the initial 
velocity be chosen in a very special way, the system will collapse in a finite time 
and, at the very least, the analyticity will break down at that time. Still, it must 
be true that, for some initial domains and initial velocities, there is a global 
solution. At the present time, we are unable to find any genera1 hypotheses that 
imply the soIution to be global, however. Again, it would be valuable to find such 
hypotheses. 
Because of our hypotheses on the map f taking G, onto G, G must have some 
topological and metric properties that make it resemble a slab. For example, G 
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must be simply connected; its top must be nearly flat at infinity; the top and the 
bottom must not intersect. This last particularly is a severe restriction, which 
forbids US from saying anything, for example, about waves on a sloping beach, 
or flows around an island. (A fully submerged mountain is, of course, a different 
matter.) Here, at least, we can make a proposal. If one can find a canonical 
domain in which to solve the sloping beach problem (say), this domain could 
then play the role of G, in the analysis. This means that the methods of the pre- 
sent paper could be used to solve the problem for other domains that are analytic 
images of the canonical domain. In this way, it is hoped that the present paper 
may one day be of use in solving other problems such as that of the sloping 
beach or of flow past an island. 
One additional remark. Although we don’t mention it explicitly in what 
follows, there is no reason why the canonical domain G, cannot be a half-space 
instead of a slab. This allows for initial domains G = f(G,) with everywhere 
infinite depth and free surfaces that are not flat. The half-space is discussed in 
II (cf. Theorem 2.3.1). We leave the details of this case to the interested reader. 
The paper has 10 sections. In the first nine, everything is done in two dimen- 
sions, while Section 10 deals with the three-dimensional case. The two-dimen- 
sional problem is considered separately because, in two dimensions, we may 
assume G to be a conformal image of G,, , and this assumption simplifies things 
a little, while, at the same time, allowing for more generality. On the other hand, 
insofar as it is possible, we provide proofs in Sections 2-9 that extend easily 
to higher dimensions, thus allowing us merely to refer back to a number of 
results when we get to Section 10. 
Speaking of referring back, we often have cause to refer to results in I and II. 
We speak of theorem m.n of I as theorem I.m.n, equation (p.q) of II as (II.p.q), 
and so on. 
Finally we note that the letter c is reserved for a positive constant, independent 
of all the relevant variables at the time. If the letter c, with or without a subscript 
or other identifying mark, appears in a formula, it means that the formula is 
correct for some positive constant c. Often, we use the same letter c to denote 
different constants, even in the same formula. If we want to refer back to a 
particular constant in the course of an argument, we often append an identifying 
mark (usually a subscript), which we drop when we no longer refer specifically 
to the constant in question. 
2. SOME DEFINITIONS 
We are going to solve a free boundary problem for a fluid that initially occu- 
pies a domain G. We always assume that G is the image of the slab 
Go = ((u, v): -1 < v < 0} (2.1) 
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under a certain mapping. Here, u varies over either R1 or R2, so G, is either 
two or three dimensional. However, as has already been mentioned, the plan of 
the paper is to prove our main theorem in two dimensions and then to discuss 
modifications necessary in the argument to extend the theorem to three dimen- 
sions. For this reason, in this section, we take u to vary over R1. 
Our purpose in Section 2 is only to introduce some notation for certain 
function spaces on G0 . Except for minor changes, the notation is the same as 
that of I, and we introduce it here mainly to emphasize the changes and also 
to make the paper more of a coherent unit. 
Let C,,m(GO) be the set of infinity differentiable functions with compact sup- 
port in the closure, G0 , of G,, . We allow functions in COm(G,,) that take values 
in either R1 or in Rz; in context it will always be clear which is meant. 
For 4 E C,K(G,,), we define the norm in L2(G) by 
j 5 1 being the Euclidean length of 5. 
Take any fixed 8,O < 0 < 1. For m 2 0 an integer, define a seminorm by the 
formula 
When 4 takes values in R1, we also define another norm by 
Here, 9 = (Du , D,), and the supremum is to be taken over all smooth functions 
Z,J~ that vanish on the upper boundary, v = 0, of G, . 
Next, define the norm 
Also, set 
II $ II = I c lo + I 04 lo + I D”4 lo. (2.4) 
for m > 0, and, for m = -1, define 
II D-3 II = / D-V lo + I+ lo + I W lo. P-6) 
For any m = -1, 0, 1, 2,..., the completion of Com(Go) with respect to the 
seminorm /I Dm I] is denoted by H”+2(Go). In addition, we often write H”(Go) 
409/67/z-7 
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for L2(G,). It follows from the above definitions that, for 4 E H”+a(G,,), 
m 3 -1, 
Q II D”4 II G I DV lo + I Dmfl$ lo + I D”+“$ lo d II D”$ Il. (2.7) 
Numerous properties of the spaces H n2+2 G,, were proved in I. We refer to ( ) 
them as necessary. 
3. HYPOTHESES ON THE INITIAL DOMAIN IN TWO DIMENSIONS 
The domain G initially occupied by the fluid at t = 0 is a datum of the 
problem. Our purpose in this section is to specify the hypotheses on G and 
discuss, a little, their significance. In I, we took G to be the slab G, defined by 
(2.1). Everywhere in the present paper, we assume instead that G is the image 
of G, under a mapping f ; however, the conditions on f differ in two and in higher 
dimensions. The difference between the dimensions is due to the Riemann 
mapping theorem, which assures us of a wide class of domains satisfying very 
restrictive hypotheses in two dimensions. This section is devoted to the hypo- 
theses on G in two dimensions. The situation in higher dimensions is discussed 
in Section 10. 
What we assume, explicitly, is that G is the image of the slab (2.1) under a 
mapping f: 
G = {(CC, 7) = f (u, 0): (u, 4 E Go), (3.1) 
where f (zI, w) = (Au, v), 7j(u, w)) satisfies the following three conditions. 
(i) f is a conformal mapping of G, onto G, so that 
&b=ijlr? L = -%I (3.2) 
in G, . (In fact, throughout G0 , in view of (iii) below.) 
(ii) f is one-to-one, and its Jacobian determinant satisfies 
throughout G,, . 
(iii) All the jirst order partial derivatives, (% , qu , lV , qV are uniformly 
analytic in G, . (Uniform analyticity was defined in I as follows: 4 is uniformly 
analytic if 4 E Hm+2(G,,) for all m > 0, and1 
II D”‘4 II < $7$ 3 m = 0, l,... (3.4) 
for some constants c and R.) 
1 It was already remarked in I (see Lemma 1.5.1), II, and [6] that the class of functions 
defined by (3.4) without the factor (m + 1)2 in the denominator is again the same set of 
uniformly analytic functions. Nevertheless, in spite of its being irrelevant for the definition, 
the extra factor is decisive for our argument. 
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We refer to the hypotheses (i)-(iii) collectively as (M). 
Notice that, because of (iii), f has a continuous extension to the closure, G,, , 
of G, . This and (ii) allows us to make the following 
D EFINITIOX. The images, under f, of the top and bottom of G,, are called, 
respectively, the top of G and the bottom of G. 
This definition is explicitly set out since the domains G satisfying (4) can be 
of considerably more general shape than those usually studied (in [l], for 
example). There is no reason, for instance, why on either the top or the bot- 
tom, 7 need be a single-valued function of 5. Either the top or the bottom may 
fold over in many complicated ways; although (because of (iii)) both are analytic 
arcs. 
A few comments on the hypotheses (A) are, perhaps, in order. First there is 
the obvious but important fact that, in view of the Riemann mapping theorem, 
(i) is merely a restriction on the connectivity of G. Any simply connected 
domain with at least two boundary points satisfies (i). 
Next, we note that, although (ii) seems reasonable enough, nevertheless, 
(3.3) amounts to the main restriction on the general shape of G, excluding, for 
example, any consideration of a “beach”, where the bottom and the top of G 
might meet. (3.3) also precludes the possibility that G has infinite depth, or that 
it is too oscillatory at infinity. 
Finally, condition (iii) is necessary for our methods. We have remarked 
earlier [2] that we rely heavily on analyticity and we do not know what to do 
about it, and that remains true. The condition of uniform analyticity can be 
weakened a little, however. It suffices that the derivatives &, , fV , +jU , and jjv be 
almost uniformly analytic, which means that they satisfy (3.4) only for m 1:: 1, 
and the condition for m = 0 is replaced by 
l$l G’. (3.5) 
This condition is weaker than uniform analyticity because of Lemma 1.4.1, 
and it has the virtue that the first derivatives of [ and ;i need not lie in H2(G,), 
and so need not vanish (in the sense of H2) at infinity. This permits consideration 
of domains G that are not completely flat at infinity. Nevertheless, in this paper 
we assume (iii) as it stands and leave the (fairly easy) generalization to the almost 
uniformly analytic case to the interested reader. 
We defined the spaces H”‘+2(G,,) for m > -2 in Section 2. With the mapping f 
defined, we can now define spaces H m+2(G). We write 4 E H”+2(G) if the com- 
position $ 0 f E H”+2(GO). Notice that, because of (3.3), we can define these 
spaces equivalently exactly as in Section 2, but with G, replaced by G, at least 
for m > 0. That is, we can define / . /,, as the L2 norm on G, and then define 
/ D”L. i. ) 11 . jl , and I/ Dm. /I by (2.2) (2.4), and (2.5), respectively. Because of 
(3.3), the completion of C,,Z(G) with respect to these norms would then give 
again the same spaces Hm+2(G) as those we defined by composition, when m I> 0. 
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Although (&) is the main hypothesis on G, we also need one other. Let 
V = (a/&$, a/$). Then, our other hypothesis on G is 
(2’) There is a harmonic function q in G, 
V2q = 0 in G, 
satisfying 
q=o on the top of G, 
as well as the condition 
YP + .A is uniformly analytic in 
Hue, g is the (constant) acceleration due to gravity. 
The condition (3.8) means, of course, that 
G. 
(3.6) 
(3.7) 
(3.8) 
(3.9) 
for some positive constants c and R. 
Notice that, when G = Go , the function q can be taken to be (-gq) itself. 
Indeed, one can always take q(f, 7) = -gl as long as the top of G is flat and 
horizontal, regardless of the shape of the bottom, since no conditions on the 
bottom are imposed on q. We do not know the most general conditions under 
which (22) is satisfied, but it always is if, say, the top of G approaches the line 
7 = 0 sufficiently fast as / 6 1 + co. 
The hypotheses (A) and (9) are made in all that follows (up to Section lo), 
usually without further mention. 
4. THE RECURSION RELATIONS 
We consider the problem of a non-viscous, incompressible fluid with a free 
surface, flowing under the force of gravity. As in I and II, we use the Lagrange 
form of the equations of motion, which are 
(4.1) 
(4.2) 
In two dimensions, X(t, 8) = (x(t, 6, q), y(t, 5,~)) is the position at time t of 
the fluid particle that, at time zero, was at the point B = (4,~). ax/&Z denotes 
the Jacobian matrix 
i3X D,x D,,x --- 
m D,Y QY ’ 
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and “det” stands for determinant. C is the gradient (D, , Q,), p(t, [, 7) repre- 
sents the pressure, and g is the vector acceleration due to gravity. We always 
select a coordinate system with positive T-axis pointing ILL, so that g = (0, -g). 
The density, p, which is assumed constant, can be taken to be unity by- absorbing 
it into the pressure. Hence, we assume p = 1 from now on. 
The problem we solve consists of the equations of motion (4. I) and (4.2), 
supplemented by appropriate initial and boundary conditions. First, the initial 
configuration of the fluid-G itself- is given, and we require 
X(0, E) = 8 in G. 
The initial velocity of the fluid is also given at each point: 
(4.3) 
zY,(O, 5,~) = X1(6, +I) in G. (4.4) 
As for boundary conditions, there are two. First, we require the pressure to 
be zero on the top of G (see the definition following (M)): 
PC4 &4 01, +j(% 0)) = 0 for t ;> 0, (4.5) 
and, second, we require that there be no flow through the bottom of G. This 
second condition says that the normal component of velocity is zero at each 
point of the bottom. Then, if N(E) denotes the exterior normal to PG at the 
point 6, what we require is 
N(S) . D,;Y = 0 fort >O (4.6) 
whenever S = X(t, g((u, -1)) lies on the bottom of G. 
Notice how the conditions (4.5) and (4.6) differ. According to (4.9, p is zero 
at the initial point g((u, 0) (for t > 0; this is a virtue of the Lagrange formula- 
tion!). On the other hand, according to (4.6) the normal component of the 
velocity is zero at the present point X. 
Notice also that, unless the bottom is flat, (4.6) is a nonlinear condition; this 
will, in fact, cause us a certain amount of trouble (see Section 8). The fact that 
the simple condition that there be no flow through a fixed boundary is nonlinear 
in the Lagrange formulation is a difficulty always associated with using this 
formulation whenever the bottom is not flat. 
As in I and II, we seek an analytic solution to the problem (4.1-6). Therefore, 
in view of (4.3), we write, formally, 
(4.7) 
(43) 
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where q is the function of (9). The function X1 is given (cf. (4.4)), and the 
remaining coefficients are to be determined recursively. The term q is separated 
out of (4.8) so that p” will lie in IYP+~(G). 
Substitution of the expansions (4.7-8) into the equations of motion yields, 
first, the necessary condition 
V.Xl=O (4.9) 
and then, for 71 3 2, the recursive relations 
where 
X” + vpn-2 + Yn-1 = 0, (4.10) 
v ’ xn + an-1 = 0, (4.11) 
y1 = Y9 - m) (4.12) 
and, for n 3 3, 
&=2det$$$$, 
, 
(4.13) 
Y-1 = gvyn-” + ;; (; 1;) (LvVx- + y’vy-), (4.14) 
@-1 = y(;)det "l;;;';' . 
"=l 7 
(4.15) 
The initial conditions (4.3) and (4.4) h ave been taken care of in writing down 
(4.7), but it remains to impose the boundary conditions (4.5) and (4.6). Because 
of (3.7), (4.5) becomes 
pm =0 on the top of G, n = 0, I,.... 
As for (4.6), if the solution is analytic, (4.6) is implied by 
(4.16) 
Dy[N(X) - DtX] Itzo = 0, n = 1, 2,..., (4.17) 
but we have to show that this is a condition on Xn. However, the representation 
(4.7) shows that X* = DtaX It=,, . Since X ItzO = E, (4.17) when 71 = 1 pro- 
vides the necessary condition 
N(E)-Xl=0 (4.18) 
on the initial velocity x1, to be satisfied on the bottom of G. When n > 1, 
perform the differentiations indicated in (4.17). Again using the facts that 
D,“X Lo = Xn and X I+,, = 3, we find 
N(E) - X” = - z; (” ; ‘) D,W(X) It+ * XII-“, n = 2, 3,.... 
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It is easy to see that the right-hand side of this equation depends only on XV for 
v = 0, l,..., n - 1. (See (8.10). Therefore, we have the boundary condition 
N(B) . X” = p-ys, x1 ,..., x+-l), n = 2, 3,..., (4.19) 
where 
,,-L-7 n-1 
( 1 ” D,yN(X) Itso *X”--“, "4 
on the bottom of G. 
Our final aim in this section is to rewrite the recursion relations just derived 
as equations on the slab G,, , instead of on G. To this end, we introduce the 
following notation, Letf be the map occurring in (.A). If 4 is any function defined 
on G, we write 4 for the composition of 4 with f: 
B=+f. (4.21) 
We also write Q for (DU , 0,). Multiply (4.10) on the right by the matrix 
g = WfA 6 C” -= 
a(% 4 i ) qu $9 * 
(4.22) 
The result is 
xq + qn-2 + c&-l = 0, (4.23) 
where &-l = p+lJ, so that, according to (4.12) and (4.14), 
$1 = qq - gtj) (4.24) 
and, when n > 3, 
Next, multiply (4.11) by det j: Here, the result can be written 
where &Y-I = Cn-1 det 1, so that, according to (4.13) and (4.15), 
and, for n > 3, 
g+y(n)det "(g;;;;'. 
v=l v 
(4.26) 
(4.27) 
(4.28) 
Next, we have (4.16), which translates immediately into 
pyu, 0) = 0. (4.29) 
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Also, (4.19) becomes 
&pLp-l when v = -1, n = 1, 2 ).... (4.30) 
(4.30) can be written in an equivalent, more convenient fashion. If xn = 
(LP, jj”), then (4.30) is the same as $$? - [UT = p-1([U2 + +jU2)lj2, when 
v = -1. In view of the Cauchy-Riemann equations (3.2) (which are valid 
even when ZI = -1 because of (iii)), this means that [+P + +jVJ” = -p-l 
det f. But [$ + +j,jj* is the second component of the vector xnj. Therefore, 
if N,, = (0, -1) denotes the outer normal to G, on its bottom boundary, (4.30) 
is equivalent to 
No - Jfnj = p-l det 1 when v=-1. (4.31) 
5. AN A PRIORI INEQUALITY 
The purpose of this section is to derive sharp estimates on the solution of the 
system (4.23), (4.26), (4.29), and (4.31), which can be solved recursively, using 
(4.24), (4.25), (4.27), (4.28), and (4.20). To this end, consider the system 
XJ-k~p+@=O, (5.1) 
d e m+det$$+w=O, t % 7) (5.2) 
in G, , along with boundary conditions of the form 
P(% 0) = 0, (5.3) 
N,.XJ=b when v = -1. (5.4) 
Here, N,, is the outer normal to the bottom boundary of G, . These equations 
have the same form as (4.23), (4.26), (4.29), and (4.31), but we have dropped the 
indices and the tildes for now. The functions 6 and r] are the components of the 
map f satisfying (A). J is defined by (4.22). @, w, and b are given, while X = 
(x, JJ) and p are to be determined by solving (5.1-4). 
Before proceeding, we remark that it is convenient to assume the function b 
of (5.4) is the restriction of a function defined on all of G, . There is no harm in 
this since, in the application in Section 8, this hypothesis is satisfied. 
6 
THEOREM 5.1. Let @, b E H”+2(G,), w E H”+‘(GO). Then, the system (5.14) 
has a unique solution X E Hm+2(G,,) satisfring 
II Dr@ II + II Deb II + II D*-lw II 
(m-p+ 1)2 -’ (5.5) 
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if RS > 0 is suflciently small. Here, R is the constant appearing in (3.4). The 
constants c, 6, and 0 (see (2.5)) can all be chosen independent of m. 
We begin with 
LEMMA 5.2. Let E-E Hz. Then, 11 YJ 11 3 c I/ Y 1; for some constant c. 
Proof. The lemma says that the operator on H2 which is multiplication by 
the matrix J-l is bounded. But, according to (A), Jm l consists of smooth 
functions, bounded and with bounded derivatives. The lemma follows. 
To prove the theorem, we begin by proving that 
for some constant c, independent of m. For this, notice first that, because of the 
Cauchy-Riemann equations, (5.2) can be written in the form 
V . (XJ) + w = 0, (5.7) 
and Equations (5.1), (5.3), (5.4), and (5.7) are exactly those studied in Section 
1.3, except that X has been replaced by XJ and b # 0. Thus, when b = 0, 
Theorem 1.3.2 gives (5.6) with b = 0. 
Because the problem is linear, to prove (5.6) in full generality, it suffices now 
to assume @ = w = 0. Then, we have 
Now, 
XJS- VP =O, V . (XJ) = 0 in G, , 
PO4 0) = 0, N,, . XJ == b when Z’ .T - 1. 
j XJ 1; = - j -UJ . VP du du -= - 1 ‘i . (ATiJp) du dv 
Go GO 
=- 
1 = 4 u, -l)p(u, -l>du, ---1 
(5.8) 
by the divergence theorem. But, 
so that 
P(U, - 1) = ,cl P~.(u, 4 da, 
1 XJ If G j-lj-1 I b(u, - 111 I P& Z’)i du drl 
~ ( Vp /o (j-~- I b(u, -1)l” do)’ 2. 
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Since 1 Vp I,, = ) XJ lo, we find 
Next, 
Therefore, 
b(u, -1) = b(u, ZJ) - j-; b&, v’) dw’. 
[ b(u, -l)[” < 2 ( b(u, 41” + 2 j;l I b&, v)l” dv. 
(5.9) 
Integrating with respect to ZI, and then with respect to u, we find, from (5.9), 
One can do better for derivatives. When m > I, DUm(XJ) satisfies the same 
equations and boundary conditions as XJ, but with p and b replaced by Dump 
and Dumb. Thus, one can proceed as for as (5.8), but with all quantities replaced 
by their derivatives. Then, since DUmp(u, 0) = 0, we find 
1 D,“(XJ)l; = - jm j” D,(Dumb * Dump) dv du 
-CL -1 
x ss D,“-lD,b .D;“‘p du dv - D,,“‘b * D,“‘DVp du dv. GO IS GO 
It now follows easily from the Schwarz inequality that 
I Du”(XJ>lo d 4 X-‘W lo + I Dumb lo). (5.11) 
Derivatives with respect to w can be estimated as in I, using the differential 
equations. With (5.10), (5.11) and this idea, one obtains easily the needed 
inequality (5.6). 
Now, 
II D”(XJ)ll 
= i. 8” t I ~Y‘~v”WJ>ll 
> c (1 DmX (1 - Ufo 0“ ;f; E. (” 7 “) (;) (( D:-“-‘DD$kX . D:Dvk J (I , 
s F 
j+k#O 
(5.12) 
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where Lemma 5.2, as well as Leibniz’ rule, have been used. Next, precisely the 
proof2 of Theorem 1.4.4 can be used (due account being taken of the condition 
j + K f 0) to show that (5.12) implies 
by (iii). (5.6) now gives 
11 DmX /I -<_ ~(11 DW (1 + (1 D”b I/ + /I D”-‘w // + mil (7) ;>T, ;;; I( D&X !I). 
a=0 
(5.14) 
(The sum on the right is to be omitted when m = 0.) 
We can now compute directly 
= 
m SLI . LD”@ 11 + /I Dub II -t !I D”-lw !I 
c;oS (711 - p t II2 
If R6 < 1, the power (R6)11 can be omitted; then, Lemma 1.5.2 can be used to 
give 
m au . II D”@ II + II Dub II + II Dp-‘w 11 m-1 
Gc;oos (m-p+ 1J2 
+ cR6 c ;. cmi??& . 
2=0 a. 
If RS is small enough the second term on the right can be absorbed into the 
sum on the left. The inequality (5.5) now follows. Existence and uniqueness 
follow from (5.5). 
, E We take this opportunity to correct a minor typographical error in I. In the proof of 
1.4.4, p. 290, line 5, the first term in 0 should be ok, not fP. 
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6. A DIVERSION: THE INVERSE OF A UNIFORMLY ANALYTIC FUNCTION 
In this section, we show that the inverse of certain uniformly analytic functions 
are uniformly analytic. This result is needed in Sections 7 and 8. The reader who 
is willing to accept the theorem for now can skip immediately to Section 7 and 
return when the result is used. 
There is no doubt that the inverse of a uniformly analytic function is analytic. 
The question is one of uniformity and the size of the various constants involved. 
Because of this, the main theorem in this section is not hard to prove for bounded 
domains. However, we need the result for domains, like G,, that are not bounded. 
Also, it is relatively easy to prove the main theorem using the conformality 
assumed in (i); one can then quote theorems from the theory of functions of a 
complex variable (like Section 6.8 of [7]) that imply the result. However, we 
should then have to supply a new proof later on when we consider flows in 
higher dimensions. Consequently, in this section, we give a proof whose details 
we fill in in two dimensions, but which obviously generalizes to higher dimen- 
sions. 
For ease in reference, we begin with 
LEMMA 6.1. Let q > I. Then, 
where C, is a constant, depending only on q. 
Lemma 6.1 is only Lemma 1.5.2 in slight disguise. 
LEMMA 6.2. Let !S be a domain in R2, and let h, , i = I ,..., n be P-functions 
dejned on D and satisfying 
where &, = (& , qO) E Q, and m > 2 is an integer. Then, the derivatives of the 
product, h,h, ... h,‘ , satisfy 
if O<h+p<n-I, 
< c,2”-%,c, *.. c, 
RA+‘G!p! 
(A + 1)2 (p>T ’ ;f 
n<X+p<m-1. 
(6.2: 
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(Lfn> m, (6.2) is to be interpreted as saying that all derivatives of order m - 1 
OY less are zero at 5, .) 
Proof. We begin by assuming n = 2. Then, the statement DCAD,,~(h,h,) (5,) 
-==OforX r p = 0, 1 is obvious, and we may assume h + p :> 2. We also may 
take m >- 3. for otherwise there is nothing left to prove. 
Leihniz’s rule gives 
Therefore, if X + p < m - I, (6.1) gives 
’ ~,“QlV&) (5o)l 
“. C,“ClC2 
R”+uhl ! 
(A + 1j2 tip+ 1)” ’ 
by Lemma 6.1. This is Lemma 6.2 when n = 2. The rest of the lemma follows 
by induction on n. 
Now, we suppose Q. and Sz are two domains in R* and that f: Q, ---f Q is a 
P, 1 - 1 mapping of Go onto Q. Let vf be the Jacobian matrix off, so that, if 
f: w = (u, 21) ---, (f1(w),f2(w)), then 
We assume the Jacobian determinant off satisfies 
O<c<detvf<c<co, (6.3) 
and that vf is uniformly analytic. However, this last requires a definition. It is 
clear from Section 2 that the various norms I] ji , jj LP. 1: , etc. can be defined 
for functions taking values in Rp for any p 3 1. Accordingly, we consider Ff 
as a map from s2, to R4, and we can speak of jl Dmvf jl . In agreement with (3.4) 
then, we say that vf is uniformly analytic if 
It is obvious that this is just another way of stating the hypothesis (iii). 
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It follows from (6.4) that pf is analytic in the classical sense of being 
expandable in a Taylor series in a neighborhood of every point of Qa , since, 
using Lemma 1.4.1 and the Definition (2.3, we find 
< (;Ryy)a , m = 0, l,..., 
for every w E .Qa . In turn, it follows easily from this that f itself is classically 
analytic in Q,, . Therefore, if g = (gl , g,): Q -+ Q0 denotes the inverse off, we 
have, 
5 = (f “9) (5) (6.6) 
km - ~d5,)li k&J - ax (6.7) 
for every fixed &, E Q, provided that 5 is close enough to 5, and 
eu, = ‘so). (6.8) 
Denote by Vg the Jacobian matrix of g. Then, differentiating (6.6), we find 
Z = Vg . (vf 0 g) (where Z is the identity matrix), or 
where w = g(5). 
w3 = (Vf )-’ (4, (6.9) 
If A + p > 2, we find, differentiating (6.7), that 
This can be rewritten in the form 
= P,“al%(s) - dm Vf (%) 
(6.10) 
We now suppose that, for some RI > 0 to be specified later, 
(6.11) 
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where w = g(4). We are going to proceed by induction on m, proving (6.11) for 
h + p = m. The case m = 2 of (6.11) follows from (6.9) no matter what R, 
may be. 
Note the following fact, which follows from the Schwarz inequality: If M is an 
n x n matrix and z, a vector in Rn, then 1 vM / < j v / . ! M j , where 1 v 1 and 
1 vM j denote the Euclidean lengths in R’” and / M 1 denotes the Euclidean 
length of M considered as an element of R”‘. Applying this fact to (6.10), and 
setting 5 = & , we find 
I WQJ”dSoY 
G IKW (W”)l . cc 
lgL+J<A cu 
’ D”“y(wo)’ I w4”bml” h(5)l’ Ii+ 3 . 
(6.12) 
where 
Y&) = &k:(5) - &(r;O)~ k = 1,2. (6.13) 
The restriction i + j < A + p occurs because of the first half of the inequality 
(6.2), which says that, because ~~(5,) = 0, its derivatives vanish at co if i + j :, 
h + p. 
On its face, the quantity r = DCAD,u[y,(c)li [Y~(<)]J lrz6, is a function of 
y = (yr , ~a) and its derivatives up to order h + p, evaluated at [ = co . How- 
ever, in fact, no derivatives of order A + p appear. For, before evaluation at to , 
differentiation results in only two terms with derivatives of order h + CL. They 
are 
adW’ MW 4”Q?“n(S) and AYIG)l” M5)I’- l WQ7%(S)~ 
Since i + j > 2, both these terms vanish upon setting 5 = 5, . Thus, r is 
really a function of y and its derivatives up to order A + p - 1, evaluated at 
5 = co . It follows from this that there is no change in r if we replace y by that 
polynomial ++@-l), of order h + p - 1, all of whose derivatives, up to order 
X + p - 1, agree with those of y at 5,: 
D,QD,“p+“-l’(~,) = DgD,“y(S,), o<p-ta*,X-tp-l. (6.14) 
In full, then, y(h+uml) is defined by 
p+LL-l’({) = cc 
O<o+o<A+u-1 
D,*;;(co) ([ - En)0 (7) - ?jo)Y 
Since r is unchanged by the replacement of y by ~(~+~-l), we obtain from (6.12) 
WD,“&o) I 
6 mrl (wo)l - cc 
z<i+3gm 
’ Dui$f(wo)’ ( D;D$[y;m-1)(1)]2 [y$‘-1’(5)]’ Ii,+ , . ! 
(6.15) 
where we have taken h + p = m. 
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Now, y(m-l) satisfies 
The case h = p = 0 follows from (6.13). The case 1 < h + p < m - 1 follows 
from (6.14) (6.13), and the inductive hypothesis (6.11). Finally, the case 
h + p 2 m is trivial since then the left side of (6.16) vanishes, y(“-l) being a 
polynomial of order m - 1. By Lemma 6.2, then, 
where 
if i+j,<h+th 
by (6.4) (with m = 0) and (6.3). 
Using this result, as well as (6.4), in (6.15), we find 
(6.17) 
However, 
(ifj-l)! 1 i+j ~ 2i+j 
i!j! 
--T--7 
--Z+J i ( ) -iq’ 
Thus, the sum on the right of (6.17) is bounded by 
if OR, > 2cR. Putting this inequality into (6.17) and choosing RI larger still (if 
that is necessary), we obtain 
if h + ,u = m. Since 5, is an arbitrary point of Q, while ws and 5s are related by 
(6.8), this completes the induction. 
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We can now complete the proof of 
THEOREM 6.3. Let Sr, be a domain in R2 and f : Q, - Q an ana&tic bijection 
such that vf is unifo&y analytic and satisJies (6.3). Then, g = .f-‘: Q + Q,, is 
analytic and Cg is uniformly analytic in Q. 
Proqf. Increasing R, , we can show, using (6.18). that 
where zu ::: g(l). Therefore, 
Because of (6.4) and (6.3) it follows that 
It is now a mere matter of substituting into the definitions to show that V.CJ is 
uniformly analytic. 
7. A PRELIMINARY RESULT ON (s’) 
The left side of (5.5) defines a norm, one we rely on heavily. It is convenient 
to change it a little by multiplication by m!, so we write 
l’v% = (7.1) 
for 4 E H”lf2(G). Here, and in what follows, we assume G is a fixed domain 
satisfying (~2’) and (9). Then, R is fixed (cf. (iii)), and we may assume the 6 of 
(6.1) positive, but small enough that Theorem 5.1 holds. We denote by I” t2(G) 
the space H”“2(G) when supplied with the topology defined by (7.1). 
We prove 
LEMMA 7.1. Let 4, # E In’1-2(G), m >, 0. Then, the product &!J E Ir’f+2(G) also, 
and 
the constant being independent of m. 
409/67/2-8 
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Proof. It suffices to prove the inequality for 4, #E Corn(G). Since f maps 
bounded sets into bounded sets, it follows that $, $E Com(eO). Then, we have, 
using Theorem 1.4.4 in the second step, 
where we have used the fact, obvious from (7.1), that [I 4 jlm 3 6” I[ D$/( . 
We have to know what the effect of differentiation is on the norm jj * 1)7n . For 
this, define #* = 4 0 f-r. Thus, * and m are inverse operations. We have 
LEMMA 7.2. Let + E Im+s(G), m 3 0, and let B denote either D, or D, . Then, 
(B$)* EP+~(G), and we have 
where c is independent of m. 
Proof. Consider first 
where c depends on 6. A similar argument applies to (D&j*, the main difference 
being that c then depends on 6 and 0. 
A similar, only slightly harder, result is 
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LEMMA 1.3. Let (b E Im+k+2(G), m >, 0. Also, let 9 denote any derivative, 
DfpiDVi, of order k. Then, 94 E Im+2(G), and 
where cl is a fixed constant, independent of m and k. 
Although this result is not needed until the next section we give it here 
because it is so much like Lemma 7.2. The proof follows by an obvious induction 
on k once we have proved 
II s’c Ilm G Cl II d Ilm+1 . (7.2) 
The proof of (7.2), however, is similar to the proof of Lemma 7.2, but requires 
use of the chain rule to write 2 in terms of D,‘ and D,, . Then one needs to 
know that the inverse functions Us, u,, , vuE , and v, are uniformly analytic. But 
this was proved in Section 6 given hypotheses (A). We omit further details, 
remarking only that cr depends on both 6 and 0 regardless of whether 9 denoted 
D, or D, . 
We now remind the reader of the functions x’“, defined recursively by (4. IO)-- 
(4.17). The basic estimate for the solution of these equations is Theorem 5.1, 
and, in (5.5) the terms that appear are basically norms of the form (7.1), except 
for the single term I[ D-%J j/ that appears on the right of (5.5). 
The function w we want here is actually On-*, defined by (4.27) and (4.28). 
These equations show that &Y-’ is always the determinant of a Jacobian, or a 
sum of such determinants. In order to apply Theorem 5.1, then, it is convenient 
to be able to estimate Jacobian determinants in the 1~ D-l. ij norm. That is the 
reason we prove 
LEMMA 7.4. Let .X = (x, y) be a smooth vector function de$ned on c. Then, 
(7.3) 
Proof. For brevity, write d = a(Z, y)/a(u, v). The norm on the left of (7.3) 
consists of a sum of three terms: I D-‘A j,, , / d I,, , and I DA /,, (see (2.6)). The 
second two terms were estimated in I, p. 291, where we proved exactly 
Thus, it remains to estimate I D-‘A I0 . 
This was done in I by proving that, whenever 4 E CgrL(GO) is zero on top of 
G, , then 
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(I, p. 290; note the change in notation: what we are here denoting by j Vz$ (,, , we 
denoted there by Jj 06 I/,, .) H owever, to prove (7.5), the hypothesis was used that 
the normal component of Y? vanished on the bottom of G,, . Here, we prove (7.5) 
without that hypothesis, and the lemma will follow from this. Let 4 E Com(G,,) 
with 4/1(u, 0) = 0. Then, 
since $ is zero on top of G, . The second integral here was estimated in I, p. 290, 
to prove (7.5). Thus, we need only consider the first. 
However, since #(u, 0) = 0, the Schwarz inequality gives 
((1% -1) +(u, -1)X&, --I) du)’ 
< c I o+ 1; II vjj II2 j- [a(~, -1)l” du, --a, 
by Lemma 1.4. I. Now, 
a(~, -1) = a(u, v) - j-’ Z&, 21’) du’. 
-1 
Therefore, 
[3i’(u, -l)]” < c ([+, z,)12 + /:r [Z&, v’)]~ dn’) . 
Integrating with respect to u, then with respect to ZI, we find 
Using this inequality in (7.7), and the outcome, as well as the argument of I, 
p. 290, in (7.6), we find 
The lemma follows from this, (2.6), and (7.4). 
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We are now prepared to derive an estimate on the functions Sn defined by 
(4.10)-(4.15). The result is 
hvMA 7.5. If S1 E IrrLL2(G) for all m ;- 0, then, zchen n : .. 2, S” E I”’ “(G) 
fvr all m . 0. Moreoaer3, 
(7.8) 
(7.9) 
(7.10) 
Here, 6)2-I = ,&-I det j (cf. (4.31)), where pn-l is de$ned by (4.201, and q is the 
function appearing in the hypothesis (9). The constant c is independent of m and n. 
Proof. The first statement of the lemma is obvious. Thus, it remains to 
prove the inequalities (7.8)-(7.11). Th e p roofs of all four inequalities begin the 
same way, by applying Theorem 5.1 to the Equations (4.23), (4.26) (4.29) and 
(4.31). The result is always 
The differences in the formulas (7.8)-(7.1 I) arise because of differences in the 
formulas for P-l, bn-1, and tin-l when n = 2 and when n -> 2, and because of 
certain consequences on the range of sums that appear in the various norms. 
:% 7’he check \’ on certam terms in the following inequahties may be Ignored at this 
stage. They are there so we can refer easily to these terms in Section 9. 
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We begin with the case n = 2. Then, (4.24) gives @ = V(p - gji), which is 
equivalent to 
a1 = V(q - g7) . J. (7.13) 
As for br, a review of the derivation of (4.20) shows that we must take 
Finally, (4.27) states 
bl = 0. (7.14) 
&jl = 2 det !4”j;’ . 
u, v 
(7.15) 
Setting n = 2 and m = 0 in (7.12), and using (7.13), (7.14), and (7.15), as well 
as Lemma 7.4, we obtain (7.8). 
(7.9) is not much harder. Setting n = 2 in (7.12), we obtain the first term on 
the right of (7.9) from (7.13) and (7.14), and the second term from the p = 0 
term of the sum appearing in (7.12). Thus, it remains to consider 
m S” 11 DA-%1 11 
m! c X (m - X + 1)2 A=1 
DA-x1 I/ . II Du+lkl II , 
by (7.15) and Theorem 1.4.4. Interchanging the order of summation and 
making a few simple manipulations, we find 
< cm, t1 II D”+l~l II 
,gtl /\(A - “,* -
I/ D,‘-“Ti? II 
\ * 
&A=0 4 l)! * (m - h + 1)2 
m-1 611 II x1 L-P < cm! 2 - Ij Du+li!? (I-- 
Ld=O d Cm - CL)! 
d f y (“) II x1 IL+1 IIx1 IL4 * 
u=o lJ 
Absorbing the 6 into the constant, we see we have derived the last term in (7.9). 
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For 12 > 3, we have, from (4.25) and (4.28) 
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and 
(7.16) 
(7.17) 
The term involving P-r in (7.10) and (7.11) is simply carried over from (7.12), of 
course. We deal with this term later. 
As for the other terms, first, take m = 0. Then, applying Lemmas 7.1 and 
7.2 to (7.16), we find 
< c (II xn-2 Ill + I$; (J II xy II0 IIx”-” l!l) * 
Also, by Lemma 7.4, applied to (7.17), 
II D- liiPr II < c y (“) (II X” 110 II x”-” Ill + II x”-” l/o II xy Ill> 
v=l v 
= C yfl (J II X” 110 II X”-” iI1 .
Using these results in (7.12), we obtain (7.10). 
Finally, we prove (7.11). We begin by estimating 
where (7.16), as well as Lemmas 7.1 and 7.2 have been used. We also have 
and 
(7.18) 
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Therefore, 
interchanging v and n - v as well as p and m - ,u. 
We must also consider the term in ijn-l occurring in (7.12). This is estimated 
exactly as in the case n = 2, except that account must be taken of the fact that 
more than one term occurs in the sum (7.17). The result, then, is 
Using (7.18), (7.12), and the inequalities just proved, we obtain (7.11). 
8. THE BOUNDARY TERMS 
In the preceding section, we obtained Lemma 7.5 but paid no attention to the 
boundary term bn-l, merely carrying it over from one step to the next. In this 
section, we estimate 11 bn-l (Im . 
In the next section, we prove by induction on v that, for all m > 0, 
cn”(S, c> = & i’-)“p m = 0, 
(m + v - l)! p+v 
(8.2) 
=(~+l)s(m+v+l)~‘EY’ mt 1, 
while y, s, and E are constants, with s > 1 and E > 0 small enough. Now, bn-l 
is defined by the formula 6*-l = p-l det j (cJ (4.31) and (5.4)), and so, 
because of (4.20), depends only on x1,..., Xn-r. Thus, in the course of going 
from the (n - I)st to the nth step-which is where we use the estimates on 
be-l--we have the inequality (8.1) available to us as an inductive hypothesis for 
1 < v < n - 1. For this reason, it is permissible to derive estimates on b”-l 
assuming (8.1) for 1 ,< v < 71 - I, and we do so in this section. 
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We have, in the notation of Lemma 7.2 (where * denotes the inverse of -), 
(see (4.20)). Here, the function S: t - -Y(t) occurring in the argument of S 
is, in principle, the solution of the problem we want to solve; it is, therefore, 
a priori unknown. However, the quantity actually appearing in (8.3), namely 
DtUN(X) ltzO, depends only on the derivatives D,iX(O) = dYz (cf. (4.7)) for 
1 $ i < Y, and these quantities are assumed already known when it comes to 
the calculation of b”- r (cf. (8.10) below). Th us, to be strictly accurate, we might 
replace X in (8.3) by the polynomial 
or any other function whose first n - 1 derivatives agree with -7’ at 5 := 0. 
With this understanding, we allow (8.3) to remain as is, and, in the rest of this 
section, always use X to denote a function of this sort. 
The normal I\~ is, of course, given by 
for 5 on the bottom, 
(8.4) 
where the subscript B denotes restriction to the bottom of G. Notice that N 
has an obvious extension to all of G: 
N(E) = -Y’e? for 5 E- G VW 
where we have denoted the extension of N by ,Ir again. 
Now, the point X(t) may, on its face, lie outside the initial domain G. How- 
ever, the uniform analyticity of v implies it is defined in a domain Gi 3 G, in 
which it is still uniformly analytic (although with different constants). Thus, 
we may use (8.5) to define N(Z) for E E Gr . Since X(t) is surely continuous and 
X(0) = 9, this implies we may speak of N(X(t)) for t small enough. It follows, 
then, that P-l ($ (8.3)) is defined on all of G, not just along the bottom. 
We begin with the following lemma, whose proof is a paradigm for the proofs 
of a number of resuits we need later on. The lemma has obvious points of 
contact with Lemma 6.2, but the appearance of the functions C,,,L complicates 
things. 
368 RBEDER AND SHINBROT 
LEMMA 8.1. Suppose that, for some T > 0, hi: [0, T) -+ T),,,,,, Im+2(G), 
i = I, 2, are two functions satisfying 
II Whi Lo llm < 0, v=o 
< Gtl”(s, E), l<v<.n--1, 
for all m 3 0. Then, 
II D,“(h,h,) It--O llm < 0, v=O,l, 
< c~1&n”(s, E), 2<v<n--1, 
for all m 3 0. 
Proof. As in Lemma 6.2, the conclusion is trivial when v = 0 or 1, and there 
is nothing left to prove unless n > 3. Accordingly, we assume 2 < v < 71 - 1. 
We then have two cases, depending on whether m = 0 or not. When m = 0, 
we have, using Lemma 7.1 as well as (8.6), 
by Lemma 6.1. 
< c4c,c2c0,(s~ ‘), 
When m > 1, we have to work a little harder, for we have 
II DtTW,) Lo Ilm < cclcz i. z; (@ (1) Cn--u.v-~(~, ~1 Cu&, 4 
and we must treat the terms 1 < p < m - 1 and the other two terms separately. 
We have, in fact, by (8.2), 
(where the second term is to be omitted if m = 1). The first sum in (8.7) is just 
$yYY(.- v! (m + v - h - l)! h)!(h+ 1)4(v-A+ 1)2(m+v--+ 1)2 . G3.8) 
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Now, it is easy to prove 
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(m + v - x - l)! 
(v - A)! 
,( (m + ” - l)! 
I . v. 
Also, when I <X<v- I, 
(A+ l)(m+v-AX l)>m+v+ 1. 
Putting these two results in (8.8), we find it is bounded by 
s”1+y . (m + v - l)! “--l 
E” (m + ” + 1)2 & (A + 1)2 (vl- h + 1)2 G czc7nV(s~ C, 
by Lemma 6.1 and (8.2). 
It remains to look at the second sum in (8.7). Because of (7.18), it is bounded 
by 
p+Y v-1 
c” z1 (A + 1)2$- A + 1)” u=I Y cm + “1 (m + 
v - p - h - l)! (CL + h - l)! 
CL  h   v - CL - x + 1)2 (cc + x + 1)2 
where we have written TV + h = K. Using Lemma 6.1 (twice), we find this term 
bounded by 
CPW2C3 (m + 4 
-___ * (v + 1 )” (m + ” + 1 )” s cc2GG& El* 
EV 
The lemma follows. 
Now, let X(t) = (x(t),r(t)) and X(0) = 8 = ([, 7). The functions h, = 
x - 5 and h, = y - n satisfy the hypotheses of Lemma 8.2, by (8.1), where we 
have cr = c2 = YE/S. Therefore, an induction on the number of elements in the 
product gives 
LEMMA 8.2. Let (8.1) be satisjied for 1 < v i: n - 1. Then, for all m > 0, 
Ii nt”(x - 0 (Y - 7)’ It41 llm G O, i+j>v 
cyc 'fi 
<c -- 
i 1 S G&, c), 
i+j<v<n-1. 
Next, the hypotheses (ii) and (iii) show that the map f of Section 3 satisfies 
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the conditions of Theorem 6.3. Since N is just one column of -Vf -I (see (8.5)), 
N is, therefore, also uniformly analytic. Hence, 
for some constant R, . A trivial consequence is 
LEMMA 8.3. If 6 > 0 is small enough, then 
Proof. The result is true for any uniformly analytic function, for 
m 6@ /I Dun I! llNII,=m! C --_____ 
,=op! (m--p+ 1Y 
<cm! fJ __ (W)“ 
u=o (P+ l)“(m-I*+ 1)” 
G 
cm! 
(m + 1)” 
by Lemma 6.1, if 6R, < 1. 
N, being uniformly analytic, is classically analytic, and we have in a neigh- 
borhood of every point (f, T), 
N(X) = f f &TTY= (x - f)i (Y - 7)‘. 
2-O 7=0 . . (8.9) 
Now, we let X: t + X(t) be any function whose initial value is E and whose 
vth derivative at t = 0 is Xy, 1 < Y < n - 1. Then, for v in this range, 
&“N(X) It==0  cc
1<1+1<v 
x5+%% D,+ - 5)” (y - + It=” . (8.10) . . 
By Lemmas 7.1, 7.3, 8.3, and 8.2, then, if 1 d v d n - 1, 
II WN(X’) LO llm 
We now use (8.11) to prove 
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LEMMA 8.4. Ifs > 1 and E > 0, then 
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when s is laye enough and E small enough. 
Proof. -1s is the proof of Lemma 8. I, the cases m =- 0 and ?n cl- I must be 
treated separately. M’hen m = 0, (8.1 I) gives 
if s > I and E > 0 is small enough. 
When m l-: 1, we have two terms, corresponding to p 
m - 1. Using (8.2), we find, when m > I, 
m and to 0 ~1 p 
(8.12) 
Both terms in (8.12) involve a sum of the form 
cc . (m+i+iY 
lqt,<_v Z!J! cm 
z 
+ i+j+ 1)” 
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Now,forO,<z<l, 
jj (m + A)! 
k=l k! 
,$ < ‘f (m Ifr ‘)! ok - m! 
k=O ' 
=Dzm’f zk - m! 
k=O 
= m! 
. (l-$+1 - ll. 
Therefore, 
Using this result in (8.12), we find, absorbing y into the constant, 
We estimate the two terms in (8.13) separately, the second term first. The 
second term is 
-- 
(v f 1)” 
*cz;(m- m!(m-p+ v- l)! [ 1 p)! (m - p + v + 1)” (p + 2)2 ‘-’ (1 - CE/S)p+l - ’ ’ I 
Now, 
(m + v - I)! 
and 
(m-p + v - l)! ’ 
Therefore, the second term in (8.13) is bounded by 
here, c depends on s but is bounded for s large. 
The first term in (8.13) is bounded by c’&,,(s, 6) if and only if 
. 
(8.14) 
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However, (v+ I)(m+2)>m+~+ I, and 
(m + v - l)! m+v-1 = 
m!v! i m-l ! 
.L& 
m 
Therefore, (8.14) is implied by 
(1 - Cl&),,1 - 
1 < C’E ““’ 
m’ 
and this can be proved, for some c’, by induction on m, if s is large enough. 
This completes the proof of Lemma 8.4. 
Finally, we come to 
LEMMA 8.5. Let Xy satisfy (8. 1)for 1 < v < n - I and all m. If s > I is 
large enough and E > 0 small enough, then 
II k-l IL B Ccm&, F) 
for all m. 
Proof. According to (4.20), 
p-1 = y (” - 1) D,YN(X) ItLO * xi”-“. 
v=l ” 
Lemma 7.1, followed by use of Lemma 8.4, (8.1) and (7.18) gives, by a proof 
familiar by now, 
II P-l IL! < C~2cun(S> E), 0 < p .< m. 
Now, bn-l = -(det g)* Ign-l, and det j is uniformly analytic, as is easily 
proved, using (iii). One more use of the now familiar proof gives 
II b-l (Im < c~~C,,z,(s, e). 
9. THE MAIN THEOREM IN TWO DIMENSIONS 
To complete the solution of our original problem, (4.1)-(4.6) it remains to 
prove the series (4.7) and (4.8) converge. To do this, we begin by proving what 
was promised at the beginning of Section 8, namely, 
LEMMA 9.1. Define functions C,, by (8.2). Let the initial velocity, Xl, be 
uniformly ana&‘c in G. Then the sequence {Xn) satkjies 
1; X” II111 < 7 G,,&, E>, m = 0, 1,. . , n = 1, 2,. . . , 
for some constants y > 0, s > 1 large enough, and E > 0 small enough. 
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Proof. We choose S > 0 small enough and s > 1 large enough that all the 
previous results are valid for E < Q, . This fixes S and s. 
Since X1 is uniformly analytic, jl X1 [jFn < c,m!/(m + 1)2 (cj. Lemma 8.3). 
Choosing y = 16cr , it follows from the definition that Ij X1 )lm < (ye/s) Cml(s, 6) 
for every E > 0 and every s > 1. This fixes y. 
We now make the following inductive hypothesis: 
where y and s are fixed, E < E” , We use this hypothesis in Lemma 7.5. Very 
similar inequalities were derived in I. Indeed, replacing 11 . jlm by I] D’*. I] in 
(7.8)-(7.11) and ignoring (for now) the terms with check marks, we see that the 
remaining terms in (7.8)-(7.11) are the same as terms that appear on the right 
side of (I.5.6) and (1.5.7). I n p roving Lemma 1.5.4, we showed that, under the 
inductive hypothesis (9.1) (with jj Jlhl replaced by Ij D”‘, \I), the right-hand sides 
of (1.5.6) and (1.5.7) are bounded by cX’~~(S, E), where c is independent of m, 
n, and c. The same argument applies here to show that the terms without check 
marks in (7.8)-(7.11) are bounded by CE~C,,(S, c). 
The last term in (7.11) is also very similar to a term appearing in (1.5.7). One 
has only to replace Ij . IJm by /I D1”. I/ w h enever it appears (as before), but also, 
one has to decrease the quantity ( zzr) to (~~~-<r). This decrease is irrelevant, as 
there is enough room in the proof of Lemma 1.5.4 to allow for it. One merely 
puts in the inductive hypothesis and argues as we did several times in Section 8 
to conclude that the last term in (7.11) is also bounded by c~~C~,,(s, E), with c 
independent of rrr, n, and E. 
Thus, it remains to consider the other checked terms. We begin with (7.8) and 
(7.9). The hypothesis (2) gives, exactly as in Lemma 8.3, 
(Notice that [V(p + gq) J]” = V(g + g$ . j = [V(q + gq)] 0 f, and see (3.9).) 
Therefore, 
c II w + 81) . J//o < cc2 < 5 G& 6) 
if E is small enough. Also, using what we have proved about Xi, we find 
c(ll Y4 + PI) . J !lm + rrn$p /I x1 II” /I x1 Ill) d g$-p--- < E G?,(s, 4 
form 2 1, 
again, if E is small enough. Thus, using (7.8) and (7.9) what we have proved is 
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where c is independent of m and C, if E ,< or < l ,, . It follows, then, that 
/I x’ Ilm < $ cn&, E), 
if E < <a .
(7.10) and (7.11) can be disposed of quickly. By what we proved in I and our 
earlier remarks, as well as by Lemma 8.5, we find, from (7.10) and (7.11), 
Ii XT‘ Ilm < CE 7 C&s, E), m = 0, I,.. . , n = 3, 4.. , 
where c is independent of m, 12, and E. One final reduction of l , then, results in 
11 S” I;),, < f Cm&, E), m = 0, 1,. . . , n = 3, 4,. . . , 
and the proof of Lemma 9.1 is complete. 
To state the main theorem which follows, we remind the reader that a func- 
tion with values in a Banach space is analytic if it can be expanded in a Taylor 
series in its variables, convergent in a neighborhood of each point in the topology 
of the Banach space. Then, we have 
THEOREM 9.2. Let G be a domain in R2 satisfying (A?‘) and (A?). Let X1: G + 
R2 be uniformly analytic in G and satisfy the two conditions 
V.Xl=O in G 
and 
(9.2) 
N(B) . X1(S) = 0 fm 9 on the bottom of G. (94 
Then, there exists a T > 0 and functions p: t-p(t) and X: t + X(t) with the 
following properties: 
(i) X - X(O): [0, T) + &>O Im+2(G), and ‘i’(p - 4): [0, T)+ 
f-h,+,, I”“+‘(G); 
(ii) for each m 2 0, X - X(0) and V(p - q) are analytic functions in a 
neighborhood of t = 0; as functions with values in either I”f2(G) or Hm+2(G); 
(iii) X and Vp satisfy the initial-boundary value problem (4.1)-(4.6) for 
O<t<T; 
(iv) X and Vp are the onZy functions satisfying (i), (ii), and (iii); 
(v) -Y(t) is un;formZy analytic in G for eachJixed t E [0, T); 
(vi) the function X, looked on as a function from [0, T) x G into RZ, is 
analytic in a neighborhood of each point in [0, T) x G. 
Proof. The conditions (9.2) and (9.3) are, of course, necessary, coming from 
(4.9) and (4.18). We define X and p by (4.7) and (4.8). Then, (i) and the first 
part of (ii) follow from the inequality 
40916712-9 
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and this series converges if t is small enough, as a glance at (8.2) shows. Thus, 
X(t) - X(0) EP+~(G) for every m > 0, and X - X(0) is an analytic function 
of t with values in 1”+2(G). 
The proof of Lemma 9.1 shows that P-l has the same bound as X”- that 
is, 11 P-l 11111 is bounded by a multiple of C&S, E). Because of (4.23), then, the 
same is true of Vpne2. Therefore, V(p - 4) is analytic in t, with values in 
Im+2(G). 
To show that X - X(0) and V(p - 4) are analytic with values in H”+“(G), 
consider 
The same argument as before now applies, this time in the norm of H”+“(G). 
(iii) is straight forward. (4.3) and (4.4) are satisfied because of the definition, 
(4.7), of X. Both sides of each of the remaining equations, (4.1), (4.2), (4.5), and 
(4.6) are analytic functions of t (because of the definitions (4.7) and (4.8)), and, 
by construction of {X”} and {p”>, their derivatives all agree at t = 0. Both sides 
are therefore equal in a neighborhood of t = 0. 
Once q is chosen, all the other quantities are uniquely determined, as we saw 
in Sections 4 and 5. Thus, the question of uniqueness is one of the effect of two 
different choices of q. Let q1 and q2 be two different choices of functions satisfying 
(2). Let (F,p7 and (.P,p2) be two pairs of functions, corresponding, res- 
pectively, to ql and q2, and satisfying (i), (ii), and (iii). Write X = Xl - Xa = 
(3, y), and p = jP - p2. Then, these functions satisfy 
X(0,8) = &(O, E) = 0 in G, 
jqt, 3) = 0 for 8 on the top of G, 
N(X)-.xt =o for X on the bottom of G. 
8 and p have expansions 
where, because both q1 and q2 satisfy (3.8), Vpn is uniformly analytic for all n, 
including n = 0. Substituting (9.6) into (9.5), we find that Xn and pm-2 satisfy 
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equations of the form (4.10) and (4.11) with b oundary conditions of the form 
(4.16) and (4.19). One begins with !?‘l = e1 = /3t = 0 and concludes from Theo- 
rem 5.1 that X2 = Vps = 0. Inductively, then, one shows that Y+r =- u” 1 
fin-m1 = 0 and concludes that S” = Vpne2 = 0. This proves (iv). 
‘The final conclusions, (v) and (vi), follow from (9.4), as in the proof of 
Theorem 1.5.5. 
10.1. THE THREE DIMENSIONAL CASE 
The development of the free boundary problem in three dimensions follows 
the two dimensional case closely. To facilitate reference to the first part of the 
paper, we break this section into nine subsections corresponding to the preceding 
nine sections. 
There are a couple of new difficulties to be dealt with here. The first, and 
most important, arises because we can no longer assume the initial domain G 
to be the conformal image of the slab Go . The main difficulty associated with 
the lack of conformality arises in Section 10.5, where it is overcome by use of a 
hypothesis made in Section 10.3. The hypothesis is trivially satisfied by con- 
formal maps. It would be interesting to know the characterization of domains that 
satisfy it and whether, in fact, it is really needed at all. We can make no con- 
jecture about this. 
The second difficulty arises because, since writing II, we have found it 
advanatageous to use different topologies from those used in II. The new 
topologies allow us to follow the arguments of Sections l-9 far more closely than 
those of II did I. However, it means that we cannot refer directly to the results 
of II as we have been doing with those of I. This matter is discussed further in 
Section 10.2. Also, because we are using these new topologies, we are forced to 
modify a bit the now familiar proof of the a priori estimate given in Section 10.5. 
This is discussed further in a remark preceding Lemma 10.5.2. 
10.2. DEFINITIONS AND TOPOLOGICAL PRELIMINARIES 
Recall that we are solving a free boundary problem in an initial domain G 
which is the image of the slab 
G,={(u,v):-1 <v<Oj. ‘(10.2.1) 
Here we have combined the horizontal variables by setting u = (z+ , ~a). We 
use this notational simplification whenever it is convenient. 
The seminorms and function spaces needed for the three dimensional case are 
quite similar to those of Section 2 in two dimensions. But, as we pointed out 
in the previous subsection, they differ from those used in II. Thus certain 
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properties of the analogous spaces used in II, needed for what follows, require 
new proofs. 
Let’s begin with the definitions of the spaces in question. C,=(G,) and the L2 
norm, I . lo, remain as in Section 2, the only difference being that the domains of 
the functions considered are now subsets of R3. Let 0 be fixed, 0 < 19 < 1, 
and suppose m is an integer. For 4 E CsE(G,,), we define seminorms 
m ?I-u 
ID"+ lo = 1 c Prr-"l Du"lD:,D;-"-~ lo (10.2.2) 
u=o v=o 
for m > 0. For m = - 1, define the norm 
the supremum being taken as in (2.3). Define the norm 
II~ll=l~lo+I~~lo+l~2410+/~~/o, 
for an integer m > 1, the seminorms 
[I D"$ /I = c c fl"+“-"II D,"D;2D;-"-~ I(, 
u=o v=o 
(10.2.3) 
(10.2.4) 
(10.2.5) 
and, for m = ---I, the norm 
I/ D-‘4 II = I 0-V I + I$ lo + I 04 lo + I W lo. (10.2.6) 
The spaces Hn2+3(Go) are defined to be the completion of CoE(Go) with respect 
to the seminorms Ij Dna. II , m > -1. Let H1(Go) be the completion of Coro(Go) 
with respect to the norm I . lo + 1 D. lo , and denote L2(Go) by P(G,). 
It follows from the above definitions that for 4 E Hm+s(Go), m > -1, 
(10.2.7) 
Additional properties of these spaces are proved in II, but, as we mentioned, 
the definitions in II are somewhat different. We remark, though, that Lemmas 
11.4.1,11.4.2, and 11.4.3 go through even more easily with the current definitions 
since we don’t have to worry about estimating the operator (1, which involves 
the Fourier transform (cf. (11.4.1)). L emma 11.4.4 is no longer necessary. There 
remains to be considered the estimate of a product, [I Dmuv /I , given in Theorem 
11.45. Its proof, with the present definitions, is just like the original result, 
Thereom 1.4.4, only there are more summations because of the extra dimension. 
We leave the cumbersome details to the reader. 
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The upshot of these remarks is that we may refer to II for the needed 
properties of H”+a(G,), keeping in mind that, although the topologies are 
different, the same results are, in fact, valid. 
10.3. HYPOTHESES ON THE INITIAL DO~IAIN IN THREE ~I3f~NsI03 
As in two dimensions, we assume that the initial domain G is the image of the 
slab G,, (cf. (10.2.1)) under a mapping 
f(4 4 = (&, 4, &, z’), ;i(u, rl)), (10.3.1) 
where we recall that u now denotes (u r , us). \Vhen it is convenient we nrite ,$ 
for ([i , [a), l3 for 3, and u3 for o. 
The conditions we impose on f are similar to those of the two dimensional 
case, but, of course, we can’t assume that f is conformal. It turns out that it 
suffices to require that f is “nearly” conformal in the sense of hypothesis (i) 
below. As in Section 3, we refer to the hypotheses (i)-(iii) that follows as (-P’/). 
(9 Let i = Gl , l2 , $/a(u, , u2, v). We assume that each of the nine 
elements in the 3 x 3 matrix 
j - (det i) (i-l)r (10.32) 
is small, pointwise, throughout G, (J-l exists by (10.3.4) below; I’ denotes “trans- 
pose”). That is, 
(10.3.3) 
for some sujKzntly small E > 0, 1 :< i, j :< 3. The addition in the subscripts of 
(10.3.3) is modulo 4. 
We discuss this condition in a moment, but first, we remark that the other 
two conditions on f are the same as those of Section 3: 
(ii) .f is one-to-one and onto, and satisjes 
0 < cl :s det g :.; c., C- zc (10.3.4) 
pointwise, throughout GU 
(iii) Each of the nine first order partiaZ derivatives comprising 1 is unijbrml+~~ 
analytic in G, . Uniform analyticity means the same thing as before (see (3.4)) 
except that the functions must lie in H m+3(Go) rather than Hm+2(G,) and, of 
course, the seminorm // I)“‘. j/ has been generalized to three dimensions (C-J 
(10.2.5)). 
The mysterious condition (i) requires comment. First, notice that it generalizes 
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conformality in the following sense. If, in two dimensions, f is conformal and 
J = a(& $P(u, o>, then 
j - (det j) (j-l)T = 0, 
by the Cauchy-Riemann equations and (10.3.4). Th us, hypothesis (i) is trivially 
satisfied in this case. 
Next, we remark that the size of the constant E of (10.3.3) depends, as we see 
in Section 10.5, on the lower bound, c, , for det jappearing in (10.3.4). However, 
we avoid writing an explicit formula as this would require the immense task 
of tracing the size of various constants throughout the paper. 
This brings us to the question of which functions f, if any, satisfy (A). One 
such class of functions are small, uniformly analytic perburbations of the 
identity: 
f=I + 45 
where g is uniformly analytic and 6 is a small real number. That such functions 
satisfy (ii) and (iii) is obvious. The constant c, of (10.3.4) tends to one as 6 -+ 0 
and, therefore, presents no problem when choosing E in (10.3.3). The validity 
of (i) is evident from (10.3.2) if 6 is sufficiently small (as small as necessary for 
Section 10.5). Hence G could be any small uniformly analytic perturbation of the 
slab G, . 
An interesting open question is the characterization of those domains that are 
the image of a slab and for which (10.3.3) is sufficiently small. 
As in the first part of the paper, we assume the three dimensional analog 
of hypothesis (2) (cf. (3.6)-(3.9)). In addition, the discussion given in Section 3 
about hypotheses (A) and (Z?)-their limitations and generalizations-remain 
relevant in three dimensions. Finally, as in Section 3, we define spaces H”“+3(G) 
for m 3 -3: 
c+4 E HTn+3(G) if and only if 4 of e ~cP+~(G,,). 
10.4. THE RECURSION RELATIONS 
The development given in Section 4 easily carries over to three dimensions. 
It simply requires setting u = (ui , Q, 5 = (fi , [a), X = (x1 , x, , y), and so on. 
Recall that the series expansions, (4.7) and (4.8), for X and p are substituted 
into the equations of motion (4.1) and (4.2) to yield a sequence of recursion 
relations. Details of this in three dimensions are given in (11.2.1)-(11.2.9). These 
equations are defined on G. 
Next, we write these recursion relations on the slab G,, via the map f. Recalling 
that 4 denotes 4 0 f, we find that in three dimensions (4.9), (4.23)-(4.28) become: 
’ 
(10.4.1) 
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and, for n > 2, 
i%?] + vj@-2 + &-’ = is, (10.4.2) 
(10 4 3) . . 
where 
and, for n > 3, 
(10.46) 
?a in (10.4.6) is the same, of course, as 7. The boundary conditions (4.29) and 
(4.30) are unchanged: 
j”(u, 0) = 0 for u E R2, (10.4.8) 
~.pL+TL-1 when v=-I, n = I, 2,..., (10.4.9) 
where, as before (cf. (4.20)) 
(10.4.10) 
Recall that N is the normal to the bottom of G. We use it when requiring that no 
fluid escapes through the bottom (cf. (4.6)). In three dimensions, we take 
This definition differs slightly from that used in two dimensions (cf. (8.4)) in 
that we haven’t normalized i%’ to unity (in two dimensions, with conformality, 
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det j = (lu2 + 7ju > 2 lia, 
J = C&I I det a(& , 
while in three dimensions we no longer expect to have 
fi+l>/a(u 1 , ~~)j~)l/~). But it follows from (A’) that the 
length of m is nearly one and is, therefore, a non-zero normal to G. That’s all 
we need to be assured of (4.6). Th e reason for this choice of N becomes apparent 
in Section 10.8. 
Now, if (10.4.9) is written in terms of N,, = (0, 0, -1) and Xnj, it becomes, 
in view of (10.4.1 I), 
where 
No . @-n jj = &n-l - ibfi when z,=--1, (10.4.12) 
&n-l = det f - p-1, (10.4.13) 
(10.4.14) 
Finally, it is also convenient for what follows to rewrite (10.4.3) in a somewhat 
different form. If we force (10.4.3) into divergence form involving Xnj, it 
becomes 
where 
a . (23j) + (CP-1 + P) = 0, (10.4.15) 
10.5. AN A PRIORI INEQUALITY 
In this subsection we derive estimates on the solution of the recursive system 
arising in Section 10.4. It is useful to consider the system in “divergence” 
form, whence we write 
XJ+Vp+@=U, (10.5.1) 
V - (XJ) + (w + K) = ‘A (10.5.2) 
where 
In order to simplify the notation, we drop the indices and tildes in this sub- 
section. It must be recalled explicitly, then, that the above equations are defined 
on the slab G,, , not G. 
The boundary conditions are 
where 
PO4 0) = 0 for u E R2, (10.5.4) 
N,,*XJ=b-tcKb when 2, = -1, (10.5.5) 
(10.5.6) 
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Recall that @, w, and b are given. We assume that b (cJ (10.5.5)) is defined on 
all of G, . In our application, it will be (see Section 10.8). X andp are determined 
by solving the system. J and ti , 1 < i < 3, satisfy (./I). We prove 
THEOREM 10.5.1. Let @, b E H”+3(G0) and w E H”‘+2(G,), m 2 0 an integer. 
Then the system (10.5.1)-(10.5.6) has a unique solution SE H’“T~(G,,) which 
satisjies 
!’ Du@ jl + // Dub i -t I/ Dumlw 11 
(m-p/J 1)" --_ ('0.5.7) 
if R6 > 0 is suficiently small (R comes from (3.4) of (A’)). The constants c, 6, and 0 
(used in defining the norm I/ Du. 11) can all be chosen independent of m. 
Proof. As in Theorem 5.1, we begin by estimating 11 D”(XJ)II . We prove 
that, for m 3 0, 
where the term involving K doesn’t appear when m = 0. The constant c is 
independent of m. Also, 
yzj = x, (10.5.9) 
Except for the extra terms involving yiJ and K (which appear because f is no 
longer conformal), (10.5.8) is the now familiar estimate (cf. (5.6)) for the slab. 
Let’s accept (10.5.8) for the moment, and return to it in Lemma 10.5.2 below. 
We can obtain an estimate for 11 D”Xj/ from (10.5.8) since, by (.,#I), J is 
uniformly analytic and bounded above and below. The argument goes just like 
(5.12)-(5.14), the only difference being that the sums in (5.12) are rearranged 
as in the three dimensional version of Theorem 1.4.4 (see the remarks at the end 
of Section 10.2). We find that 
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where c is independent of m (but does depend on the bounds for J, via Lemma 
5.2). Again, the K term is absent when m = 0. 
Notice that each yij (4. (10.5.9)) is a product of a component of X with a 
uniformly analytic function. The situation with K (cf. (10.53)) is similar. There- 
fore we can apply Theorem II.45 and hypotheses (i) and (iii) of (JY) to find 
where c is independent of m. When m = 0, the K estimate is true, but irrelevant. 
Inserting (10.5.11) into (10.5.10), we see that if E is suitably small, the result 
becomes 
I/ DmX I/ < c /I D”@ II + II Dmb II + II D”-‘w II 
(10.5.12) 
for a new constant, c, which remains independent of m. But this is exactly (5.14). 
The theorem follows by computing directly, exactly as in the brief argument 
proceeding (5.14) of Theorem 5.1. 
Let’s return to the matter of verifying (10.5.8). Because the definition of 
1) D”* Ij differs from that in II, the proofs used for the analogous estimates in 
Section 1.3, Section 11.3, and Section 5 of this paper must be altered somewhat. 
Before, we estimated the vertical derivatives of X via a two step induction; 
below, we obtain these estimates directly. This new proof, when written out for 
the two dimensional slab, is quite elementary although the current general 
setting gives the argument a complicated appearance. We prove 
LEMMA 10.5.2. Given the hypotheses of Theorem 10.5.1, inequality (10.5.8) 
holds, the constant c being independent of m. 
Proof. The boundary value problem (10.5.1)-(10.5.6) is much like that 
considered in Section 11.3, the only differences being that X has been replaced 
by XJ, and, N, . (XJ) an d K are longer zero. However, we can use the divergence 
theorem as in (11.3.13) or (I-3.8), to find 
I VP 1: = - j” p(b - +J du - I, (VP . @ + P(W + 4) du dv. 
Bo 
(10.5.13) 
Here the boundary term over B,, (U E R2, while v = -1) appears because N, . 
(pXJ) is no longer zero on the bottom (cf. 10.5.5)). 
Integrating by parts in each of the terms comprising K (cf. (10.5.3)) that 
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involve partial derivatives of X, and using the facts that p is zero on the top 
and X vanishes at infinity, one can show that 
where 
s, PK du dz- = jBopK, du - 1 yII du dv, (10.5.14) 
0 GC 
It follows from (10.515) that 
Following the analogous argument of Theorem 5.1 (4. (5.8)-(5.10)), we have 
that 
--- , “‘p ,. j, pb du d il, I b I2 df)li2 < P2(l b lo + I Dtb lo). (10.5.17) 
0 
Collecting (10.5.13)-(10.5.17) together and using (10.5.1) to estimate XJ, we 
find 
I 2x1 lo < 2 I @ I,, + 21’2(1 b lo + I 4-b lo) + I D-b Io + i i / ~7) lo . 
2=13=1 
(10.5.18) 
Now, if we differentiate the system (10.5.1)-(10.5.6) in a horizontal direction, 
say a derivative D&o”, where p + v > 0, the equations retain the same form 
(including the bound&y conditions). Each term t is simply replaced by 
Dip& +. Hence one can estimate as above, taking care when integrating by 
parts (cf. (10.5.14)), to find 
Here we assumed p > 0. If p = 0 and v > 0, then the terms 1 Dz;‘DL2# lo , Q 
denoting either D,b or w, become / DL;l# lo. The term involving D&D&b (cj. 
(10.517)) is easier to estimate in this case and the results are better (cf. (10.5.19)). 
The proof of this estimate follows by an argument analogous to that leading to 
(5.11). 
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We can get estimates on the vertical derivatives of XJ directly from (10.5.1)- 
(10.5.2). Write ;k’J = (zr , aa, as) and @ = (CJ$ ,+s , 4s). Then simply solve 
the three scalar equations contained in (10.5.1) for zr, and zs, by eliminating the 
pressure terms. The result is 
(10.5.2) implies directly that 
Consequently, 
We can operate on (10.5.1)-(10.5.2) with D~,D”,,D~-‘-“-“, 0 < p + v < 
m - 1, and go through the same argument which led to (10.5.20). This yields an 
estimate for D&D~,D~-“-“(XJ), m - p - v 3 1, namely, (10.5.20) with each 
term $ replaced by DjD&D~-“-v * . 
Finally, we can estrmate 1 Dm(XJ)lo directly, using (10.5.19) and (10.5.20) 
in the generalized form just discussed, to find that 
1 D’“(X])I, = cc I D:,D:,(XJ)l,, + cc P-u-” I D~lD:,D~-“-“(X.& 
U+“=M o<u+vgm-1 
+ 0 I Drn-l~ I,, + 0 I D”-‘K I,, + B I Dm(XJ>l,, (10.5.21) 
for m > I. When m = 0 (10.5.21) is to be replaced by (10.5.18). Since 0 < 1, 
we can solve (10.5.21) for ) Dm(XJ)jo . This gives (10.5.8) in the seminorm 
) DnL. I0 (except when m = 0, for according to (10.5.18), an extra term 1 D,b lo 
appears). The lemma follows from (10.2.7) which allows us to “lift” the estimate 
from 1 Dnl. /,, to /) D”. Jj . (When m = 0, the extra term ( D,b )a is swallowed up 
in I! b I/ .) 
10.6. THE INVERSE OF CERTAIN UNIFORMLY ANALYTIC FUNCTIONS 
The methods used in Section 6 (expanding the composition f 0 f-l in a power 
series and using the assumed uniform analyticity of af to establish that Vf -I 
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is also uniformly analytic) carry over to higher dimensions without major 
difficulty. Therefore we refer to those results directly without giving the details 
of the three dimensional proofs. 
10.7. A PRELIMINARY RESULT ON {s”j 
The purpose of this subsection is to estimate X’” in terms of ‘Xl,..., -V-r. As 
in the two dimensional case, it is necessary to define a new sequence of function 
spaces and to prove certain of their properties. The changes necessary to carry 
over the needed results from Section 7 (definition (7.1) and Lemmas 7.1 through 
7.4) to three dimensions are obvious. The reader need only replace Zr,@(G) by 
I”+ 3(G), realize that /I Du. j/ now has the analogous three dimensional meaning, 
and so forth. Consequently, we refer to the above mentioned results from Section 
7 as though they were three dimensional. 
Recall that our plan of attack is to insert the definitions for &-l and CP~ 
from Section 10.4 into the a priori estimate for p derived in Section 10.5. As 
in Section 7, we defer a close analysis of the boundary term gn-ml to Section 10.8. 
Estimating 1) D-%Y-~]] presents the greatest difficulty. Lemma 7.4 estimates 
I] D-‘A ‘1 , where d is a second order determinant of the form comprising Gin-~’ 
(cf. (4.27), (4.28)). In th ree dimensions &n--l (cf. (10.43, (10.4.7)) is made up 
of third order determinants. Thus, we begin by proving 
LEMMA 10.7.1. Let X = (xl , x2 ,y) 0 e a smooth vector function defined on 
G. Then, 
Proof. Set A = det a& , z2 , T)/;(ui , u2 , z). According to definition (10.2.6) 
estimating I/ D-IA 11 requires estimating ! DiA I0 , -1 <: i .-; 2. But 1 DLA I,, , 
0 < i :--I 2, are considered in Lemma 11.5.2. We found that 
Here the subscript norm, jj * jlm , refers to (7.1). Although the norms used in II 
are a bit different from those in this paper, the same estimates are easily seen to 
carry over. 
We also estimated / D-lA j. in II assuming, though, that A’ . X = 0 along 
the bottom. This is no longer true since the bottom of G isn’t necessarily flat. 
Without this assumption, as in II (p. 1064), we find 
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where B,, denotes the bottom (u E R2 while v = - 1). See II for the definition 
of V. The integral in (10.7.2) involving V is estimated in II. The integral over 
the bottom can be estimated as was the analogous integral in Lemma 7.4. The 
only difference is that (7.7) considers a product of three, rather than four, terms. 
This means that we must now use Lemma IL4.1 twice, rather than once, in the 
last step of (7.7). The estimate for / D-U /s , and the lemma, follow. 
Now we can derive an estimate on the solutions XV. The checks (d) have the 
same meaning as in Lemma 7.5; those terms are dealt with later. 
LEMMA 10.7.2. Assume (A) holds and suppose SR -C 1 (cf. (7.1) and (3.4)). If 
X1 E P+3(G) for all m > 0, then, when n > 2, X” E P+“(G) for all m 2 0. 
Moreover, 
II x2 II0 < 4 Y4 - &?I) . J Ill? + II x1 II0 II x’ Ill)> (10.7.3) 
II mm <c ( 
II WI -PI>. /II: + cm $2 II x’//oll Xlll? 
(10.7.4) 
+ y (“) II x1 IL+1 IIx1 L) 9 
!a=0 p 
for m = 1, 2,.... For n 3 3, we have 
II X” 110 d c 
( 
II Jr2 Ill + II V-l irt 4 y (J II X”IIo II Xn-“lll 
!J=l 
1 x”-” /lo II x--It IL II XL III , 
(10.7.5) 
II X” Ilm < c 
( 
II X+2 llm+l + II k-l llm + (m “+! 1)2 g; (J II xy 110 II x”-“Ill 
+ (m yilr z; g (J (;) II xn-” 110 II Xv-” II1 II Xk III 
+ s; y, z. (7) ;I g; (J (J II xn-” IL-r II iPk ILi+1 II Xk II,+*) *
(10.7.6) 
The constant c is independent of m and n. 
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Proof. For the most part, the proof goes through just as in Lemma 7.5 
because the basic estimate for Xn in terms of cP-~, UP-~, and P-r is the same 
in two and three dimensions (cf. Theorems 5.1 and 10.51). The only differences 
arise because w%.-l (cf (10.4.7)) now involves third order determinants. Notice 
that these determinants are of two types: first, terms of the form A =: 
det %% ,i, , Y)P(u, , u2 , v); and, second, terms like A’ = det a([r , f, , P)/a(u, , 
us , V) where a component of X in one of the rows of A has been replaced by the 
corresponding component off. 
The basic estimate, (7.12), for // X” Iirn tells us that we must consider 
m sA I/ DA-l* :!
m! c r (m-A $- 1)2 ’ 
A=0 
where * denotes either A or A’. We consider the case m := 0 first, that is, 
11 D-l * I] . Lemma 10.7.1 appropriately estimates 11 D-lA 11 . The easiest way to 
deal with 11 D-‘A’ /I is to expand A’ along the row containing a component off 
and then apply Lemma 11.4.1 and Lemma 7.4. The result is 
Now, when m > I, we must consider 
(10.7.7) 
where, after applying Theorem 11.4.5, we interchanged sums and set K = h - p. 
Finally, we must consider (10.7.7) with A replaced by A’. But such 
estimates follow from (10.7.7) and (A). Suppose, for example, A’ = 
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a(&, f ,q)/q% 9 u2, +u). The analogous estimate for d’ requires that we 
replace 11 Df+lif 11 by 1) Di+y 11 in (10.7.7). Inserting the uniform analyticity 
bounds for II Di+lfj 11 into the next to the last line of (10.7.7) leads to the expected 
result: 
ma S” 11 DA-id’ /I 
m! AZ1 A! (m - h + 1)s 
since SR < 1. 
To complete the proof, we note that the d and d’ terms appearing in w+r 
involve superscripts, and, of course, there are sums of such terms. The lemma 
follows. 
10.8. THE BOUNDARY TERMS 
In this subsection we estimate the boundary term Ij P-r II,,, that was ignored 
in Section 10.7. Recall from Section 10.4 (cf. (10.4.13) (10.4.10), and (10.4.11)) 
that 
while, 
bn-l = -(det I)* 5’ (“) D,“N(X) It=,, . Xn-“, 
v=l v 
(10.8.1) 
N = [-$$ (det i((t,‘z2\ , det $3, det ::t 1 Ei )] *, 
where * denotes the inverse of -. 
(10.8.2) 
Since our purpose here is to estimate the m norm, Ij bn-l (Im , we are considering 
bn-1 and N as functions on all of C?, not just their restriction to the bottom. 
Notice that (10.8.2) says that 
N = -(vel > vt2 9 vn)* (10.8.3) 
This is just the situation encountered in Section 8 (cf. (8.3)-(8.5) and the 
remark that follows). And this is why we chose not to normalize N to length 
one in Section 10.4. With the present definition, the three dimensional estimate 
for II bn-l llllL follows rather easily from our work in Section 8 since, as before, 
N = -Vv. 
The inductive hypothesis (8.1)-(8.2) needed in the next subsection is un- 
changed in the three dimensional case. One has only to generalize Lemmas 8.1 
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and 8.2 to consider products of three functions, rather than two. The remaining 
results follow in an analogous manner. Therefore, we conclude as in Lemma 8.5, 
that 
I/ P-l IL ,< C~2Gn(~, E). 
and leave the details for the reader. 
10.9. THE MAIN THEOREM IN THREE DIMENSIONS 
The culminating results of this subsection follow Section 9 very closely. 
Thus we propose that the reader reconsider Section 9, in light of Sections lO.l- 
10.8, and draw the obvious conclusions in three dimensions. A few brief remarks 
might be helpful. 
Our first task (cf. Lemma 9.1) is to carry out an induction which gives numer- 
ical estimates for X”: 8 
I/ S” ynt < 7 Cm&, c), m = 0, 1). .., n = 1) 2 ,.... 
This follows from our estimates on X” in terms of Xl,..., P-r (cf. Lemma 10.7.2) 
and the assumed uniform analyticity of the initial velocity, Xl. While certain 
results in the proof of Lemma 9.1 (consideration of the checked terms of Lemma 
7.5, and so on) follow as do the analogous results in I, in three dimensions, the 
analogous results can be found in II. 
The statement of the main result, Theorem 9.2, is all but identical in the 
three dimensional case. One need only substitute R3 for R2, PI+~(G) for P+a(G), 
and Hn1-i3(G) for H”@(G). C onclusions (i)-(iv) of the main theorem in three 
dimensions follow without change. (v) and (vi), in three dimensions, follow as 
in the proof of Theorem II.1 .I. 
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