Let Y be a spectrally positive Lévy process with EY 1 < 0, C an independent subordinator with finite expectation, and X = Y + C. A curious distributional equality proved in [3] states that if EX 1 < 0, then sup 0≤t<∞ Y t and the supremum of X just before the first time its new supremum is reached by a jump of C have the same distribution. In this paper we give an alternative proof of an extension of this result and offer an explanation why it is true.
Introduction
Let Y = (Y t ) t≥0 be a one-dimensional spectrally positive Lévy process such that Y 1 is integrable and EY 1 < 0. Then lim t→∞ Y t = −∞ a.s. and consequently Y ∞ := sup t≥0 Y t < ∞. Assume further that C = (C t ) t≥0 is a subordinator without a drift independent of Y with jumps denoted by ∆C t = C t − C t− . By setting X t := Y t + C t we see that X = (X t ) t≥0 is again a spectrally positive Lévy process. Its supremum process is defined by X t := sup 0≤s≤t X s . Let σ := inf{t > 0 : ∆C t > X t− − X t− } (1.1) be the first time the supremum of X is reached by a jump of the subordinator C. Note that the right-hand side is the supremum of the process X = Y + C just before the first time the new supremum of X is reached by a jump of the subordinator C. As such, one might expect that its distribution depends on the subordinator C. A curious fact about (1.2) is that the right-hand side is independent of C (as long as EY 1 + EC 1 < 0). The proof given in [3] does not reveal why this is so -the equality (1.2) was obtained by deriving the Pollaczek-Khintchine formula for the overall supremum sup 0≤t<∞ X t in two different ways and by equating factors in the Laplace transforms. The goal of this paper is to give an alternative proof of (a slight extension) of (1.2) which hopefully sheds more light on why this equality holds true and what are the limitations of further extensions of the formula. More precisely, we will prove the following result. Theorem 1.1. Let Y = (Y t ) t≥0 be a spectrally positive Lévy process such that Y 1 is integrable and EY 1 < 0, let C = (C t ) t≥0 be a subordinator without a drift independent of Y such that C 1 is integrable and EY 1 + EC 1 ≤ 0. If X = Y + C and σ is defined by (1.1), then the distributional equality (1.2) holds true.
Note that we extend [3, Corollary 4 .10] to the case when EX 1 = 0. On the other hand, we also show that when EX 1 > 0 (1.2) is no longer valid.
The proof of Theorem 1.1 is split into two parts. The first part deals with the case when both Y and C are compound Poisson processes. Then Y can be written as Y t = −ct+Z t where Z = (Z t ) t≥0 is a subordinator with finite Lévy measure such that EZ 1 < c. Similarly, X t = −ct + Z t + C t . Then sup 0≤t<∞ Y t can be written as a sum of geometrically many overshoots leading to a new supremum. One minus the parameter of this geometric distribution is the probability that Y goes above the level zero, while the distribution of each overshoot is equal to the distribution of the overshoot of level zero (conditional on the fact that the level zero is reached). On the other hand, sup 0≤t<σ X t is also a sum of geometrically many overshoots leading to a new supremum reached by a jump of Z. One minus the parameter of the geometric distribution is equal to the probability that X goes over zero by a jump of Z, while each of the overshoots has the same distribution as the distribution of the overshoot of level zero (conditional on the fact that the level zero is reached by a jump of Z). An explanation that the corresponding quantities in these two situations are equal relies on Takács' formula [8, p .37] and a fluctuation identity for spectrally one-sided Lévy processes [1, Corollary VII 3] . In this part we use and extend the arguments from [4, Section 2]. We further show that if EX 1 > 0, then sup 0≤t<∞ Y t and sup 0≤t<σ X t have different distributions. This part of the proof is explained in Section 2 of the paper.
In Section 3 we give two approximation results. The first one roughly says that if a Lévy process Y is a distributional limit of a sequence (Y (n) ) n≥1 of Lévy processes, C is a subordinator with finite Lévy measure, and if (1.2) holds for approximating processes, then it also holds for the limiting process, see Proposition 3.3. The second result is of a similar nature, only the subordinator C with infinite Lévy measure is approximated by a sequence of subordinators of finite Lévy measures, see Proposition 3.5. Both results rely on certain approximations of functions in Skorohod's space D.
In Section 4 we check that conditions required in approximation results are valid and give the proof of Theorem 1.1 for the general case. We finish the paper with a discussion on how essential is the assumption on spectral positivity of Y for validity of Theorem 1.1 and show that the theorem fails in case Y does not creep downwards.
2
The case of compound Poisson process Let Z = (Z t ) t≥0 be a subordinator with no drift, finite Lévy measure ν Z and the Laplace exponent φ Z given by
Assume further that
be another subordinator, independent of Z, with no drift, finite Lévy measure ν C and the Laplace exponent φ C . Assume also that µ C := EC 1 < ∞. Let (F t ) t≥0 be the natural filtration generated by subordinators Z and C, augmented in the usual way. We will tacitly use that by independence Z and C do not jump at the same time.
Let c > 0. The process X = (X t ) t≥0 defined by X t := −ct + Z t + C t is a spectrally positive Lévy process such that X 1 is integrable and EX 1 = −c + µ Z + µ C . Note that Z and C have symmetric roles in X. The process −X is a spectrally negative Lévy process with the Laplace exponent ψ = ψ X defined by
is a bijection, and its inverse is denoted by Φ X . Note that Φ X (0) = 0 if and only if EX 1 ≤ 0. For y ≤ 0 let
where the equality follows from the fact that X is spectrally positive. We deduce from [1, Theorem VII 1] that (T X y ) y≤0 is a (possibly killed) subordinator with the Laplace exponent Φ X . In particular,
Let τ X 0 := inf{t > 0 : X t > 0} be the first passage time of X above the level zero. Note that at τ X 0 the process X makes a jump over zero, and that either Z or C can make this jump. In the next proposition we compute the probability that the jump was made by Z and the distribution of the overshoot. The same result was proved in [4, Theorem 2.2 (a)] in case when
Consequently,
Proof. The proof relies on the following two results: The first one is (a version of) the remarkable formula due to Takács, see [8, p .37] which states that
The second result is the another remarkable identity valid for one-sided Lévy process, see [1, Corollary VII 3] , which in our case says that
Recall that X t = sup 0≤s≤t X s . By use of the compensation formula applied to the twodimensional Poisson point process (∆Z t , ∆C t ) t≥0 with the characteristic measure concentrated on positive coordinate axes, we see that
The last equality follows from the fact that X t− = X t for a.e. t, while the details of the first equality are given in the proof of [4, Theorem 2.2(i)]. By using first (2.5), then (2.6) and finally (2.1) we see that the last line is equal to
This proves (2.2). By integrating over y we obtain (2.3). Indeed, define the measure ρ on (0, ∞) by
It follows that the measure ρ has a density ρ(
which proves (2.3). Finally,
proving (2.4).
By applying Proposition 2.1 to the process Y t := −ct + Z t the following identities follow:
and consequently
(2.12)
Proof. The assumption implies that EX 1 ≤ 0, hence Φ X (0) = Φ Y (0) = 0. Now the first equality follows from (2.3) and (2.8), the second one is the consequences of (2.4), (2.9) and the fact that µ Z = ∞ 0 ν Z (x, ∞) dx, while the third is immediate from the first two.
We are now ready to prove Theorem 1.1 in the compound Poisson case. As above,
s. This supremum can be written as the geometric sum of overshoots leading to a new supremum. The distribution of the overshoots and the parameter of the geometric random variable (i.e. the probability of reaching the new supremum) are given by (2.8) and (2.9). On the other hand, sup 0≤t<σ X t is also a geometric sum of the overshoots leading to the new supremum of X obtained by jumps of Z. The distribution of such overshoots and the parameter of the geometric random variable are by (2.11) and (2.12) equal as before. This shows that sup t≥0 Y t and sup 0≤t<σ X t have the same distribution. We now make these arguments more precise.
Proof of Theorem 1.1 -compound Poisson process case. Let
(with the convention that 0 n=1 = 0). By the strong Markov property N has geometric distribution with parameter P(τ
, and for all n ≥ 1, conditionally on τ (n) < ∞, I n has the distribution
12). On the other hand, let ς (0) = 0, and let
be the first time the new supremum of X is reached by the jump of Z. Inductively, for n ≥ 2 we define ς
Again, by the strong Markov property M has geometric distribution with parameter
, see (2.11). Further, by (2.12), for all n ≥ 1, conditionally on ς (n) < ∞, J n has the distribution
This finishes the proof. Proposition 2.3. Assume that µ Z < c < µ Z + µ C . Then sup t≥0 Y t and sup 0≤t<σ X t have different distributions.
For the proof we need the following simple result.
Lemma 2.4. Let (ξ n ) n≥1 be an i.i.d. sequence of strictly positive random variables, S n = ξ 1 + · · · + ξ n , and let N be an independent geometric random variable with parameter 1 − ρ ∈ (0, 1). Similarly, let (η n ) n≥1 be an i.i.d. sequence of strictly positive random variables, T n = η 1 + · · · + η n , and let M be an independent geometric random variable with parameter 1 − ̺ ∈ (0, 1).
Proof. Let f (λ) = E e −λξ 1 and g(λ) = E e −λη 1 . Then the Laplace transforms of S N and T M are given by
.
By the assumption, these two Laplace transforms are equal. By letting λ → ∞ and using that lim λ→∞ f (λ) = lim λ→∞ g(λ) = 0, we first get that ̺ = ρ, and then g = f .
Proof of Proposition 2.3. We use notation from the proof of Theorem 1.1 given above. The representations (2.13) and (2.14) are still valid. On the other hand, by the assumption we have that Φ Y (0) = 0 while Φ X (0) > 0. Therefore,
The claim now follows from Lemma 2.4. 
we see that where 0 < s 1 < s 2 < . . . , lim k s k = ∞, and ∆c(s k ) > 0 for all k ≥ 1. Let x := y + c, x n := y n + c, n ≥ 1, and assume that
Then σ = lim n→∞ σ n and x(σ−) = lim n→∞ x n (σ n −).
Remark 3.2.
Note that the function c is a typical realization of the subordinator C with finite Lévy measure. Assumption (3.2) says that y and y n do not jump at times when c has a jump. Finally, assumption (3.3) says that no jump of c will hit the exact level of the current maximum of the function x.
Proof of Lemma 3.1. We first note that y n (t) → y(t) at every continuity point of y. Further, by [5, Proposition VI 2.2, Proposition VI 2.1(a)] and the assumption (3.2) we have x n → x in D. Since x n = y n and x = y on [0, s 1 ), and since y and y n are continuous at s 1 , it follows that
Further, y(s 1 ) = lim n→∞ y n (s 1 ) implies that
By continuity of y at s 1 it follows from [5, Proposition VI 2.4] that y(s 1 ) = lim n→∞ y n (s 1 ).
Again by continuity of y at s 1 we see that y(s 1 ) = y(s 1 −) and similarly for y n . We conclude that
Now (3.6) and (3.7) give together that
Suppose that σ = s 1 , i.e. ∆c(s 1 ) > x(s 1 −) − x(s 1 −). It follows from (3.8) that there exists n ′ 1 ∈ N such that for all n ≥ n ′ 1 it holds that ∆c(s 1 ) > x n (s 1 −) − x n (s 1 −). Therefore, σ n = s 1 for all n ≥ n ′ 1 , and x n (σ n −) = x n (s 1 −). In particular, it holds that lim n→∞ σ n = s 1 = σ, and lim n→∞ x n (σ n −) = lim n→∞ x n (s 1 −) = x(s 1 −) = x(σ−).
Suppose now that ∆c(s 1 ) < x(s 1 −) − x(s 1 −) which is by (3.3) same as σ = s 1 . Then there exists n 1 ∈ N such that for all n ≥ n 1 it holds that ∆c(s 1 ) < x n (s 1 −) − x n (s 1 −), i.e. σ n = s 1 .
So far we have shown that if σ = s 1 , the claim of the lemma is true. If σ = s 1 , we consider the interval [0, s 2 ]. Set y (1) = y, y
n i c (2) in the following way:
n (t) = y 
(the jump ∆c(s 1 ) is moved from c to y and y n ). Then y (2) , y
(2) has the same form as c (1) (piecewise constant with positive jumps in s 2 < s 3 < . . . ), and it holds that x = y (2) + c (2) and x n = y
The functions y (2) and y
(1) is replaced by c (2) . In the same way as in the first part of the proof we conclude that
. It follows from (3.10) that there exists n ′ 2 ∈ N such that for all n ≥ n ′ 2 it holds ∆c(s 2 ) > x n (s 2 −) − x n (s 2 −). Since σ = s 1 , we have that σ n = s 1 for n ≥ n 1 , hence for n ≥ n 1 ∨ n ′ 2 it holds that σ n = s 2 . This immediately implies lim n→∞ σ n = s 2 = σ. From (3.9) we conclude that
The proof continuous by induction.
If Y , Y (n) , n ≥ 1, are Lévy processes, we will write Y (n) ⇒ Y for the weak convergence of induced probability measures P Y (n) ⇒ P Y . We use the analogous notation for the weak convergence of random variables. 
Proof. Since D is separable, it follows from Skorohod's representation theorem, see [2, Theorem 6.7] ), that we can assume that processes Y and Y (n) , n ≥ 1, are all defined on the same probability space (Ω, F , P) and that Y (n) (ω) → Y (ω) in D for every ω ∈ Ω. We note that here Y (n) (ω) and Y (ω) are regarded as functions in D. Without loss of generality we may assume that C is defined on the same probability space (Ω, F , P) and is independent of Y and (Y (n) ) n≥1 . Clearly, for a.e. ω ∈ Ω, the function C(ω) is of the form (3.1). By independence of C with Y and Y (n) , n ≥ 1, the assumption (3.2) holds P-almost surely. Further, since X has infinite Lévy measure, the assumption (3.3) holds P-a.s. by [1, Proposition VI.4] . We deduce from Lemma 3.1 that
The claim now follows from assumptions (3.11) and (3.12). Let x := y + c, x n := y + c n , n ≥ 1, and assume that
Then σ = lim n→∞ σ n and x(σ−) = lim n→∞ x n (σ n −) where x(0−) := 0.
Proof. First note that c(t) = 0<s≤t ∆c(s). Further, c n ∈ D, the sequence (c n ) n≥1 is non-decreasing and converges to c uniformly on every finite interval [0, t]. Case 1: σ > 0. Suppose that σ < ∞ and define η := ∆c(σ) − (x(σ−) − x(σ−)) > 0. Let 0 < ǫ < η be arbitrary. In particular, ∆c(σ) > η > ǫ. Choose n 0 ∈ N such that 1/n 0 < ǫ and for all n ≥ n 0 it holds
Note that for n ≥ n 0 , the function c n has a jump at σ:
It also holds that
From the last two displays we see that for n ≥ n 0
In particular, for all n ≥ n 0
This means that a new supremum of x n is reached by a jump of c n at time σ. Therefore, σ n ≤ σ.
To prove the opposite inequality, suppose that 0 < t < σ. Together with the assumption (3.14) this implies that ∆c(t) − (x(t−) − x(t−)) < 0. Set ǫ = − ∆c(t) − (x(t−) − x(t−)) . The same argument as above implies that for all n large enough it holds
This means that σ n > t. We conclude that σ n ≥ σ. Note that this argument is valid also in the case when σ = ∞. Together with the first part of the proof this implies σ n = σ for all sufficiently large n. In particular, σ = lim n→∞ σ n . Suppose that σ < ∞. Since ǫ is arbitrary, it follows from (3.17) that x(σ−) = lim n→∞ x n (σ n −). If σ = ∞, then x(∞) = lim n→∞ x n (∞).
Case 2: σ = 0. We claim that lim sup n→∞ σ n = 0. Suppose not, and let δ := lim sup n→∞ σ n > 0. Since σ = 0, there exists t ∈ (0, δ/2) such that η := ∆c(t) − (x(t−) − x(t−)) > 0. Let 0 < ǫ < η be arbitrary. Now we follow the first part of the proof of Case 1 replacing σ by t to conclude that there exists n 0 ∈ N such that for all n ≥ n 0
It follows that σ n ≤ t < δ/2 for all n ≥ n 0 which is a contradiction with lim sup n→∞ σ n = δ. Since x n (σ n −) ≤ x(σ n −), see (3.17), we conclude that
Let C = (C t ) t≥0 be a subordinator (without drift) with infinite Lévy measure. For n ≥ 1 define the process
Clearly, C (n) is a subordinator (without drift) with the finite Lévy measure ν n := ν |(
necessarily spectrally positive, which is not a sum of negative subordinator and negative drift, and such that EY 1 < 0. Then sup t≥0 Y t is finite a.s. and not identically zero. Let C be an independent subordinator without drift, define X = Y + C, and assume that σ = inf{t > 0 : ∆C t > X t− − X t− } = 0. Then clearly sup 0≤t<σ X t = 0 and hence cannot be equal in distribution to sup t≥0 Y t . Moreover, if C (n) is a sequence of subordinators defined as in (3.18), X (n) = Y + C (n) and σ (n) = inf{t > 0 : ∆C Then β is non-increasing and lim x→0+ β(x) = +∞. Denote by β(dx) the measure on (0, 1) corresponding to the function β and define
By a change of variable it is easy to see that 
