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Introducción 
1, En muchas ocasiones en economia se habla de sucesos condicionados o de 8 generación de expectativas a partir de los movimientos relativos que se produjeron en 
1: 
el pasado. Por ejemplo, todo el mundo relaciona inmediatamente la estabilidad o la 
i inestabilidad en los mercados financieros con su comportamiento inmediatamente 
$ anterior, produciéndose fuertes hondas en la evolución de sus variables que, después 
de un gran sobresalto que dura más o menos días, tienden a retomar una senda de 
evolución tranquila. A cualquiera se le ocurre entonces que, en variables como éstas, 
\ el comportamiento en el momento actual responde a una expectativa generada sobre 
el valor de cambio producido en el momento precedente; es decir, a un valor esperado 
condicionado por la varianza del periodo anterior. 
En la teoría clásica de series temporales (metodologia de Box-Jenkins), el desarrollo 
estadístico se realiza a partir de un proceso estocástico estacionario; es decir (en 
sentido amplio o débil) de un proceso con: 
- Media constante. 
- Varianza constante. 
- correlación entre dos obsekaciones distintas igual a la de otras dos cualquiera 
separadas por la misma distancia (mismo número de periodos). 
En torno a la confirmación de la ausencia de tendencia (determinista o aleatoria), hay 
un nutrido conjunto de teorías y desarrollos matemáticos centrados en la 
diferenciabilidad de la serie temporal y en la existencia o no de raíces unitarias a partir 
de los conocidos contrastes de Dickey y Fuller, de Mackinon o de Phillips y Perron, por 
citar algunos. Sin embargo, el estudio de la componente de varianza constante es un 
fenómeno menos extendido y, no tener en cuenta una posible no constancia de este 
componente, puede suponer diversos problemas estadisticos cuando se estiman 
modelos econométricos (problemas ligados con la eficiencia de los parámetros 
estimados y su fuerte volatilidad ante el amplio intervalo de confianza en el que se 
mueven). 
Determinar un patrón de comportamiento estadístico para la varianza es el cometido 
de los modelos Autorregresivos condicionales heterocedásticos: ARCH. Engle (1982) 
es el autor de una primera aproximación a la varianza condicional del tipo que 
describiremos más adelante. Después de estos hay una amplia familia de 
sofisticaciones del modelo inicial que darán nombre a los modelos GARCH, IGARCH, 
E-GARCH, TARCH, SWARCH, QS-ARCH, APARCH, FACTOR-ARCH, ... 
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En el artículo seminal de los modelos ARCH, Engle cita tres situaciones que motivan y 
justifican la modelización de la Heterocedasticidad Condicional Autorregresiva (nombre 
por él mismo dado). Estas serian las siguientes: 
1. La experiencia empírica nos lleva a contrastar períodos de amplia varianza de 
error seguidos de otros de varianza más pequeña. Es decir, el valor de la 
dispersión del error respecto a su media cambia en el pasado, por lo que es lógico 
pensar que un modelo que atienda en la predicción a los valores de dicha varianza 
en el pasado servirá para realizar estimaciones más precisas. 
2. En segundo lugar, Engle expone la validez de estos modelos para determinar los 
criterios de mantenimiento o venta de activos financieros. Los agentes económicos 
deciden esta cuestión en función de la información proveniente del pasado 
respecto al valor medio de su rentabilidad y la volatilidad que ésta ha tenido. Con 
los modelos ARCH se tendrían en cuenta estos dos condicionantes. 
3. Ei rriodeio de regresión AKCn puecie ser una aproximación a un sisiema más 
complejo en el que no hubiera factores innovacionales 'con heterocedasticidad 
condicional. Los modelos estructurales admiten, en multitud de ocasiones, una 
especificación tipo ARCH infinita que determina con parámetros cambiantes, lo 
que hace a este tipo de modelos capaces de contrastar la hipótesis de 
permanencia estructural que supone una de las hipótesis de partida y condición 
necesaria para la validez del modelo econométrico tradicional. 
En definitiva, la clave de estos modelos está en considerar la información pasada de la 
variable y su volatilidad observada como factor altamente explicativo de su 
comportamiento presente y, por extensión lógica, de su futuro predecible. 
Estadisticamente, esta conclusión se refleja en tener en cuenta la esperanza 
condicional (conocida y fija la información hasta el momento inmediatamente anterior) 
del cuadrado de una variable (la expresión de su varianza si su media es nula). 
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1.1 Fundamentos básicos para el desarrollo de los modelos ARCH 
En este apartado, se pretende sintetizar los supuestos teórico-estadísticos básicos que 
centran la realización de modelos ARCH y sus variantes. Con ello, se quiere no sólo 
establecer el punto de partida de este tipo de modelos, sino también plantear las 
ecuaciones sobre las que posteriormente se irán aclarando distintos aspectos de la 
metodología propuesta por Engle. 
Partiendo de los principios del análisis de las series temporales, comenzamos con la 
definición de un proceso estocástico estacionario como aquella sucesión ordenada de 
variables aleatorias cuya función de distribución es invariante ante valores igualmente 
separados: 
Como en la práctica es casi imposible conocer la verdadera función de distribución de 
muchos procesos aleatorios,. esta definición (que se conoce con el nombre de 
"estacionariedad en sentido fuerte") se suele confirmar sólo para el primer y los 
segundos momentos; es decir, para la media y la varianza del proceso. Segun esta 
definición de "estacionariedad en sentido amplio o débil", un proceso estocástico sería 
estacionario cuando se cumplieran las tres condiciones siguientes: 
1. E(Y1) = p, ó media constante: 
2. Var(Y,)=E(Y,- p)2=02, O varianza constante, y 
3. Cov(Y,; Yt.,) = Cov(Y,+,; Y,+,.), o covarianza igual para pares de 0bSe~a~i0neS 
igualmente distanciados. 
Como es conocido, el "ruido blanco" es un caso particular de este tipo de proceso en 
el que las tres condiciones se reescribirían del siguiente modo: 
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Sobre esta definición clásica de estacionariedad, conviene hacer algunas 
puntualizaciones estadisticas relativas a las segundas derivadas del proceso que 
estamos manejando: 
A. El hecho de que no exista autocorrelación entre observaciones del ruido-blanco 
desplazadas en el tiempo, no significa necesariamente que no haya dependencia entre 
estas de un modo no lineal. Lo único que aseguramos es precisamente eso: no 
podemos formular ningún tipo de dependencia lineal entre E, y E,.,; pero nada se dice al 
respecto de si.puede haber una relación de dependencia cuadrática. exponencial o de 
cualquier otro tipo. 
B. La lógica de la dependencia entre el ritmo de evolución en períodos precedentes y 
el valor de variación del periodo actual nos lleva necesariamente a hablar de 
probabilidades condicionadas en términos de estadística teórica o inferencial. Es a 
partir de los momentos de primer y segundo orden en términos condicionales como se 
pu id~ ;  descubrir r=!lcicnes di c-rrr!id& entro series !eflpcy=!bs q ~ e  re~y~ndi" 
como un proceso estocastico estacionario para ei conirasie iineai. 
En definitiva, puede existir un proceso definido a partir de un "ruido blanco", en el que 
la media y la varianza marginales sean constantes; y. al mismo tiempo. la media 
condicional puede ser constante y la varianza condicional no fija. 
En el siguiente proceso: 
Y ,  =&,(a0 + ~ I Y ~ I ) " ~  Ec. 1 
- donde E, es un proceso de "ruido blanco" (entre otras, no hay correlación con su 
pasado, luego tampoco la hay con el pasado de y,). 
- El proceso generado y, es también estacionario 
- En los momentos condicionales, en "t", el valor de "t-1" es una realización concreta 
conocida (no aleatoria) 
i 
Podemos calcular los valores de su esperanza y su varianza. no olvidando que, en los 
valores condicionales, los valores de la endógena en t-1 son realizaciones ya 
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Conocidas del proceso aleatorio, por lo que su valor esperando es el valor ya 
Observado (no son variable aleatoria): 
Cuadro 1: Momentos marqinales y condicionales 
1 Marginal (incondicional) 1 Condicional 
- - - 
W Y , )  =(&:(ao +a,~:-,))'" = & ( y , )  = ( a ,  + a ,  y:_,)112 E,.,(&,) =O Esperanza 
= E(&, )E((a, + a ,  y:, )"' = 0 
= o,'(a, + a,E(y:., 1); E,.,(y:)=(a, + ~ , Y ~ , ) " ~ E , . ~ ( ~ : ) ;  Varianza 2 
a. o, = (a, +a,y:., )h, h, =- 
1-a, he 
Como resumen de lo expuesto en el Cuadro 1, es interesante resaltar que: 
- la media (la esperanza) es contante en ambos casos, e igual a cero. 
- La varianza marginal es constante; mientras que 
- la varianza condicional depende de los valores que haya tomado yZt.,, luego no es 
fija. 
Se da la circunstancia de que, en este proceso, la función de autocovarianza es nula 
para todos los retardos que se quieran considerar; mientras que es distinta de cero 
para los valores al cuadrado del mismo proceso y, generado. 
La autocovarianza de y, para el retardo T se podría calcular como: 
dado que el proceso lo hemos definido como estacionario y el residuo como "ruido 
blanco"; es decir, con correlación nula con periodos precedentes. lo que implica 
también correlación nula con los valores de yt desplazados en el tiempo. 
La función de autocovarianza para la serie al cuadrado presenta valores distintos de 
cero, por lo menos para el retardo uno. como se puede comprobar con la siguiente . 
expresión: 
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De la expresión de la Ec. 3, el único valor no calculado hasta. el momento es el 
siguiente: 
E ( Y , ~ , )  = (a0 + ",Y:-, ) 2  ) = EC. 4 (1-a , ) '  1 -3a12  
Para este último cálculo se suponen dos cuestiones: 
1 .  El ruido blanco se distribuye como una normal, por lo que podemos determinar el 
cuadrado de la varianza. 
3 Además. y: es i in proceso estocástico estacionario; es decir, el parámetro a es 
menor que la unidad y, con ello, nos aseguramos de que 3 ~ , ~ < 1 ,  y 'la expresión 
anterior es siempre calculable 
Sin perdida de generalidad, todo el proceso se puede realizar con la hipótesis de que 
la perturbación aleatoria tiene desviación típica igual a uno. 
Aplicando este resultado a la ecuación anterior y simplificando, podemos calcular la 
autocovarianza de orden uno del proceso y: al cuadrado como: 
2 a i  
Y ~ ( I )  = # O  Ec. 5 ( 1  - a l ) 2  ( 1  - 3 4 )  
Con lo cual, el proceso ytdescrito, si bien no tiene autocorrelación en forma lineal, sí la 
tiene su forma cuadrática (el resultado de este último cálculo es siempre distinto de 
cero, luego hay correlación). 
La clave de los modelos que vamos a estudiar está en la distinción entre los 
momentos condicionales y marginales ("incondicionales"). Entre ellos existe una 
relación que se conoce con el nombre de ley de expectativas iteradas que, usando la 
expresión de Ruíz (1994), podria definirse como: "la esperanza de la observación yt, o 








.,.; puede calcularse tomando primero la esperanza condicional en información disponible 
i en t-1, después calculando la esperanza condicional en t-2 y, así, sucesivamente 1 hasta t-T", es decir: 
;a 
4 E , - , ( ~ ( Y , ) )  = E, -, (E ,  -,+ , ( . . . . .E,- ,(~(Y,)))  
'i 
', 
Para calcular la esperanza marginal, se puede dejar que r tienda a infinito. 
2 1.2 Interpretación básica de los modelos de heterocedasticidad 
condicional 
, 
Aunque en capítulos posteriores se hará una descripción de cada uno de los distintos 
modelos de heterocedasticidad condicional mucho más precisa, parece conveniente 
centrar la idea subyacente a todos ellos de una forma "menos técnica y más clara". 
En esta sección nos apoyaremos en un proceso conocido con el nombre de GARCH. 
dado que este es una forma generalizada que recoge, como caso concreto, el ARCH 
(q). Nos centraremos en intentar definir de una forma mas sencilla lo que se pretende 
realizar con la especificación GARCH (p,q) como primera aproximación de potenciales 
utilidades y sentido de toda la exposición ulterior. 
En un modelo GARCH (1,l) hay dos ecuaciones: 
- Una primera, donde se hace depender a la variable yt del valor de su varianza 
multiplicada por un cierto término aleatorio que es "ruido blanco" 
- Una segunda, alrededor de un valor medio, representado por el término constante ao, 
donde se hace depender el valor actual de la varianza en el periodo "t" de los valores 
que esta haya tenido en el momento anterior (t-1) y de la fluctuación aleatoria que 
también se daba en el pasado. En definitiva, podriamos definir los tres términos como: 
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Media a. : valor de iniciación en torno al cual se producirán ciertas variaciones. 
También puede entenderse como el valor medio a largo plazo sobre el que se 
genera la expectativa inmediata a ser modificada por los dos sumandos que 
después se detallan posteriormente. 
2 Sumando a,y,_, , innovación sobre la volatilidad que se produjo en el periodo 
anterior (término ARCH). 
Sumando ,Oh,_, : realización de la varianza en el último periodo histórico conocido 
(término GARCH). 
El modelo ARCH (A), como simplificación del aquí presentado. seria un GARCH (0,1), 
donde no se tendría en cuenta la información sobre la última varianza de la endógena 
calculable; es decir, la varianza del periodo anterior. 
Matemáticamente, podríamos volver a escribir la especificación del modelo GARCH en 
dos formas distintas que nos permitirían dar un nuevo enfoque al desarrollo que 
estamos realizando: 
1. En primer lugar, si hacemos una serie de sustituciones recursivas en la fórmula del 
modelo GARCH planteada, podriamos rescribir la varianza condicional como una 
media ponderada de todos los residuos al cuadrado del modelo de la siguiente 
forma: 
Con lo cual, tendríamos que la varianza condicional es el resultado de un valor medio 
constante sumado a una media p o n d e d a  decrecientemente de los valores de la 
varianza muestra1 en los periodos precedentes. 
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k 2. Si representamos el error en el valor esperado de la variable al cuadrado como 




Según esta nueva formulación, con el modelo GARCH (1,1), propuesta por Pantula ; 
L 
b (1986) estamos representando un proceso ARMA(1.1) heterocedástico para la serie de 
! 
,I los errores al cuadrado. Algunos autores expresan que el proceso ARCH (q) no sería 
0 más que un proceso de medias móviles con parámetros cambiantes ovariables (por 
ejemplo, Tsay (1987) o Bera (1992)). 
1.3. Recorrido histórico y principales variantes de los modelos ARCM - .~ 
\\ 
A lo largo del tiempo y desde la propuesta inicial de Engle (1982), la extensiva 
,. , 
utiiización de modelos de heterocedasticidad condicional autorregresiva, sobre todo en ~,. / 
el mundo de la finanzas, ha dado lugar a diversas formulaciones en la definición,y 
/' 
evolución de la varianza del proceso estocástico. Las principales p r e o c m e s  en 
esta materia se han centrado en los siguientes aspectos: 
- Dado el carácter positivo de la varianza por construcción estadística, es 
fundamental que los parámetros estimados sean positivos, por lo que asegurar 
tanto su posibilidad de cálculo (existencia de los momentos de segundo orden), 
como su restricción intrínseca (mayores que cero) ha centrado gran parte de los 
estudios complementarios en la "familia de los ARCH". 
- Las particularidades de los mercados financieros y cambiarios han determinado 
búsquedas de modelos que sean capaces de reproducir no sólo la "volatilidad 
cambiante", sino también los posibles "efectos contagio" tan comunes en variables 
financieras. Se ha contrastado empíricamente el "hecho estilizado" de que, en este 
tipo de mercados, movimientos de fuerte intensidad suelen venir acompañados de 
otros de igual naturaleza hasta que, en un momento dado, la intensidad se reduce 
durante periodos consecutivos más o menos Jargos, a su vez. ~eproducir 
estadísticamente este hecho, exige funciones no lineales, como ya lo es el modelo 
ARCH seminal, pero, con frecuencia, también exige funciones más complejas 
Modelos de Heterocedasticidad Condicional Autorregresiva Pág. 15 
Introducción 
'(exponenciales, logaritmicas, etc.). Determinar modelos capaces de recoger estos 
frecuentes cambios ha centrado varias aportaciones al desarrollo de los modelos 
ARCH. 
- Desde las primeras aplicaciones realizadas por económetras diversos, lo que 
Engle bautizaba con el nombre de "shocks asimétricos en la varianza" ha 
preocupado en las investigaciones sobre los modelos ARCH. Es frecuente 
contrastar en las variables evoluciones de periodos al alza menos aceleradas que 
en periodos decaída, en cuanto a la evolución de las variables. Los modelos 
definidos como de "Régimen Cambiante" o de "Umbral" (Threshold ARCH, 
Switching ARCH, ...) plantean la complejidad estadistica de este tipo de 
estructuras y las formas más "exactas" de realizar estimaciones sobre ellos. 
Otra vertiente natural de investigación en el campo de los modelos ARCH concierne a 
la integrabilidad de los procesos descritos. Con frecuencia, los parámetros que 
corresonden al proceso de la varianza condicional suman valores muy próximos a uno, 
hzciendo qüe dejen de eitic:i; ~%ien:us cdi;e:iu:es dc as!= mumcn!u { q ~ c  sia:: 
infinitos). En las formulaciones tipo IGARCH y de Memoria Larga que se expondrán 
posteriormente se hace un detallado análisis del problema conocido como 
"persistencia en volatilidad". 
Planteado un proceso estocástico estacionario en sentido débil y condicionado a la 
información ya existente sobre su pasado del tipo: 
En el siguiente cuadro se muestran, de un modo esquemático, las principales 
aportaciones que se han venido realizando en la ecuación de formación de la varianza 
condicional heterocedástica a lo largo de estos diecisiete anos de existencia de los 
modelos ARCH. En posteriores capitulos, se hará un pormenorizado análisis de la 
mayor parte de estas variantes. 
, 
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Cuadro 2: Principales especificaciones de la "familia arch" a lo larqo del tiempo 
procesos no normales 
(funciones de densidad 
1989 EGARCH Nelson exponenciales). Carácter 
asimétrico de la respuesta a 
shocks positivos o negativos. 
Corrección de efectos 
TS- lgB9 GARCH Schwert f i = a , + a l J h , + a 2 J h , ~ ~ ~ l l  asimétricos en las variaciones al alza y a la baja 
Contraste v solución de 
autocorrelación entre la AGARCH Engle y Ng h, = a o  +a,h,., +a ,h , . , (~ ,_ ,  - c ) ~  lggO NGARCH perturbación aleatoria y su 
varianza. 
Em~le0 de la covarianza 
FACTOR Engle, Ng K 
lggO 1 ARCH 1 bolhnchild 1 H, = CP,P*& +a k i t  entie varias series temporales como explicativa de la varianza condicional . . .~ 
heterocedastica 
Modelos dinámicos donde 
Gourieroux Jh; = a0 + a , J h ,  + a2 1 1 + media y varianza 
1992 T-GARCH Zakonian condicionales son funciones 
(1 994) a J h , m m ( o , ~ , - , ) ~  stepwise endógenas 
Diferenciación del parámetro . 
GJR- Glosten y h, = a. + ath,., + ~ I ~ , - I & ; - I +  en subida y en bajada Ig93 GARCH otros ah,-,max(O,~,., )2  
Similar al NGARCH, con una 
1993 V-GARCH Engle y Ng- h, = a,, +a,h,+,  +a2(&,_ ,  l /h ,_ ,  + c)' variación mayor en los 
parámetros asimétricos. 
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memoria h, = wh,, + (1 - w)h2, dos partes: una con efectos / 1996 1%; 1 Dingy 1 importantes de muy corta 
,-----. h,. = a , ~ t ,  +íi -a, ih,._, duración en el tiempo y otra 1 
lgg4 
uidiiyrf , . .  . . . ., . 1 con efectos mas discretos. 1 h = h (1 - 2  - 2 ) 2 + Ahlt-I pero persistentes en ei tiempo I 
Ding y 
otros 
I ,  
6 h, =a, + xa,(l E,-; 1 -y; 1 E , . ; ) ~  + T p j h f i  
i - 1  j = i  1993 
Se propone modelizar un 
valor potencial de la 
desviación tipica que atienda 
al mBximo de la función de 







Eii e¡ terreno de ¡a invsstigaciün de los modelos ARCH es tiente de c~nt:=ve:sia y Ue 
lgg7 
desarrollo continuo tanto los sistemas de estimación de este tipo de modelos como los 
métodos de contraste sobre su estructura y existencia. 
Hamilton y 
Susmel 
El supuesto inicial de normalidad en la distribución de las variables aleatorias se ve 




tipo de modelos que nos ocupan. Es fundamental la aportación de Woolridge y 
Bollerslev (1992) con su estimación de "cuasi-máxima verosimilitud, que permite lograr 
El = E ,  /& 
Y 
h, +Ea ,? ,  +5d,+,~,2, 
I=I 
si E; < O  = 1 
resto d,+, = 0 
unos valores de la matriz de varianzas-covarianzas no sólo consistente, sino también 
absoluto del proceso. 
Introducción de funciones de 
densidad que cambian de 
Normal a t-student a partir de 
cadenas de Markov. 
ParBmetros ARCH 
cambiantes a partir de una 
matriz de "estado" o 
"régimen" de la variable en el 
periodo previo. 
La varianza se especifica en 
2 hy,,¡, = ~ ' b + a ~ ~ , _ , . ~  +B,h 
i = 1,2, ... (no variables del VAR) 
eficiente sea cual sea la distribución que rija la perturbación aleatoria del modelo. 




Desde la aparición del articulo de Engle (1982) este hecho ha sido motivo de fuerte 
controversia y la búsqueda de la forma más correcta de estimar los parámetros de un 
modelo tipo ARCH ha sido objeto de diversas investigaciones, siendo de destacar las 
siguientes: 
- Estimadores por el Método Generalizado de los Momentos. propuesto por Rich y 
otros (1991). Estos estimadores manifiestan algunas ventajas evidentes (n requieren 
un conocimiento exacto de la función de distribución de las variables, su sistema 
resolutivo en más fácilmente tratable que el tedioso re,curso iterativo de la máxima 
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Verosimilitud, el método de Hansen (1982) y Newey (1987) proveen de un contraste de 
especificación intrínseco a la estimación y extremadamente util). Por supuesto, el 
t sistema cuenta con la desventaja de ser ineficiente frente al de máxima verosimilitud 
!! 
;y cuando la verdadera función de distribución es efectivamente una normal. 
Y - Estimación de una función GED y disquisiciones sobre la conveniencia de la t-student 
.i 
>{ 
c propuestas por Nelson (1991) para la determinación de los parámetros. En trabajos 
I; 
',I como el de Engle y González-Rivera (1991) se demuestra que la ineficiencia relativa 
S'{ 
, de emplear la función normal cuando la verdadera función de distribución es la t- 
. I  
i student es muy pequeña. 
,! 
". i 
- Estimación cuasi-máximo verosímil de Bollerslev y Wooldridge (1992), demostrando 
que para una determinada clase de modelos dinámicos parametrizados por los 
primeros y segundos momentos, el estimador cuasimáximo verosimil es 
asintóticamente normal. Los autores realizan una serie de experimentos de Montecarlo 
. . sobre los que concluyen la ventaja de este tipo de estimadores (medida por el sesgo 
cometido) frente a los estimadores máximo verosimiles. La conclusión fundamental es 
que los estimadores máximo verosimiles aplicados a los modelos ARCH son 
consistentes aun cuando se la verdadera función de distribución no sea la nórmal. 
- Con frecuencia se han propuesto estimaciones no paramétricas de los modelos tipo 
ARCH empleando Kernel o con cadenas de Fourier. De ello se hacen eco Pagan y 
Schwert (1991). El primero plantea una media ponderada en la elección del estimador 
de la varianza condicional donde, la ponderación, se hace depender de la historia 
existente sobre el fenómeno; es decir, de sus momentos condicionales en el extremo 
de equiponderación para todas las observaciones pasadas. La propuesta sobre la 
matriz de ponderaciones se realiza a partir del Kernel Gaussiano de orden uno 
multiplicado por la matriz de diferencias de orden determinado de las observaciones 
\ 
i ... 
hasta el periodo anterior al considerado en cada momento. 
!. 
En el caso de las cadenas de Fourier, se define el  llamado estimador no paramétrico 
flexible de Fourier definido por Gallant (1981) donde la varianza condicional se 
I representa por polinomios de bajo ordeny términos trigonométricos construidos a partir 
! de la información disponible en el periodo t sobre el pasado de la serie. 
- Los estimadores propuestos hasta el momento basan sus resultados en la 
consistencia como principal objetivo. aunque sus autores suelen hacer hincapié en la 
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pérdida de eficiencia que en ellos se produce. Centrando la importancia en dicha 
eficiencia de los estimadores obtenidos. destaca la aportación de Drost y Klaassen 
(1997). Estos autores basan su propuesta en el teorema LAN' para los modelos de 
series temporales, logrando un método de estimación que no necesita imponer 
ninguna condición en los momentos de la serie. 
- La evidente posibilidad de escribir los modelos como un modelo de parámetros 
cambiantes es puesta de manifiesto por Juan del Hoyo (1992) como posible 
estimación del modelo ARCH a partir de la representación del proceso de los estados . 
poniendo como ejemplo una aplicación del filtro de Kalman del modelo de coeficientes 
variables implícito en el modelo ARCH(1). 
En el mismo terreno de la distribución que rige las perturbacionesaleatorias que se 
modelizan. son de especial 'interés las disquisiciones teóricas hechas por Daniel 
Nelson en diversos articulas sobre la conveniencia de emplear una distribución tipo t- 
student. Sobre el mismo tema redundan Hamilton y Robert Engle y Victor Ng en 
~-!i:.e:rcr pzpnors (!ndns e!!es c/!arl~s en e! ctiarlro anterior!. Engle y González-Ribera 
(199i) reaiizan un experimenio cie ivioniecaiiü para cuantificar ;a pBílida de eficiencia 
relativa en la estimación máximo verosimil cuando la verdadera distribución de la 
perturbación es una t-student o una gamrna, definiendo un ratio que muestra una 
fuerte pérdida en el caso segundo de los casos (distribución gamma) y poco relevante 
en el primero. 
Respecto a la utilidad y empleo de los modelos ARCH, existen, por lo menos, dos 
recopilaciones relativamente recientes muy significativas sobre ello. Son las de 
Bollerslev y otros de 1992 y 1994. En ellas se citan más de cuatrocientas aplicaciones 
diferentes.que se han producido en los primeros diez-doce años de existencia de este 
tipo de modelos. Con frecuencia, las aplicaciones se han centrado en el campo de la 
economia financiera y, mas concretamente, en la aplicación de teorias tipo de 
valoración de riesgos en la construcción de carteras de inversión a partir de una 
conveniente modelización de la volatilidad o varianza. 
1 LAN (locally Asymptotically Normal) obtenido a partir de na definición de la perturbación 
aleatoria se puede encontrar una "co-evolución" del ruido y su varianza. El sistema iterativo de 
resolución se juzga a partir de un ratio de verosimilitud sobre los valores inciales daddos a la 
varianza. 
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HETEROCEDÁSTICOS CONDICIONALES: ARCH(q) 
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2.1. Especificación de un modelo ARCH(q) 
Los modelos ARCH tienen su origen en un articulo de Engle (1982), en el que se 
pretendía obtener una predicción adecuada para la inflación en el Reino Unido, sujeta 
a fuerte votatilidad y con periodos de especial calma o de especial agitación. 
El proceso ARCH(q) viene definido por la siguiente expresión: 
2 Ec. 6 h. = a,, + 2 aiyl-i 
i=l 
Donde se dan las siguientes restricciones: 
1. E, es.un proceso idénticamente distribuido con media cero y desviación típica igual 
a uno. 
2. Los parámetros ao>O y q i O  e i= l  ...q, y, para cumplirse la condición de 
estacionariedad en media, la suma de todos los parámetros es menor que la 
unidad. 
3. Si E~ es gaussiano y se distribuye según uia normal, y, es condicionalmente normal 
y su varianza es hZt. 
El proceso utilizado en la sección anterior como ejemplo era, por tanto. un ARCH(1). 
Para éste, ya se demostró que: 
Cuadro 3: Momentos condicionales v marginales de una ARCH(q) 
- Las esperanzas marginal y condicional son iguales a cero. 
Esperanza 
Varianza 
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E(Y,)  = (6: (a, +ay:-, ))'12 = 
= E(&, )E((a, + ay,?,)"2 = O  
E(Y:) = ~ ( & : ( a ,  + 4,)) = 
=o:@, +&(Y:-,)); 
2 2 a0 o, =E(y,)=-U: 
1-a 
Condicional 
E,. ,(Y,)=(~, +uY,?-,)"~E,-~(&,)=o 
E ,_ , (Y : )=(~ ,  +d,)1'2E,_i(~:); 
o: = (a,  +.y:., )o: 
Modelo ARCH (q) 
- La varianza marginal es constante; mientras que 
- la varianza condicional depende de los valores que haya tomado y2,.,; luego no es 
fija. 
- La distribución marginal del proceso ARCH(1) tiene una forma desconocida. 
Las demostraciones realizadas para q= l  son generalizables para cualquier valor de "q" 
2.2. Condición de estacionariedad de un ARCH(q) 
El objetivo de este epígrafe será demostrar cuál es la condición necesaria para que la 
varianza del procesa ARCH(1) tenga un limi:e finito; es decir, sea &!culable para un 
número jndeterminadamente amplio' de retardos. Aplicando las condiciones al caso 
concreto del proceso ARCH(I), se persiguen dos objetivos: por un lado, ilustrar mejor 
las demostraciones matemáticas y. por otro, concretar esta condición para el proceso 
mas habitualmente utilizado. 
Si el pruceco y*, t ime mrdiu nu!u, v2r11121 hi y se distrih!ye como una. norma!, a 
partir del desarrollo polinómico de Taylor podremos escribir el momento de orden "m" 
según la siguiente expresión: 
La parte anterior al productorio, se podría escribir matricialmente para, por ejemplo, 
m=3,2 y 1 sucesivamente, como: 
Si escribimos el vector z,'= (y:"', y:'"'-l',...y:), podríamos resumir la expresión 
matricial anterior y su esperanza (de z, condicionada a la información disponible en 
sobre "t-1") según la siguiente expresión: 
E,-, ( z , )  = E(z ,  I v,-I = b + Az,-1 Ec. 9 
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donde " b  es un vector columna de "m" filas y " A  es una matriz triangular superior 
"mxm". Obviamente, el número de valores diferentes de la matriz A es "m+(mxm- 
m)12", con lo cual la expresión es sólo válida para potencias de "y, " menores o iguales 
al resultado de esa operación. 
Dado que el proceso ARCH(1) es muy frecuente, se escriben sus dos primeros 
momentos siguiendo el sistema propuesfo por Engle. Asi, los las dos expresiones, 
según la Ec. 7 serían las siguientes: 
Si describimos la matriz wt como aquel vector columna que recoge los momentos al 
cuadrado de los valores del proceso ya al cuadrado (por ejemplo. 
E ( w , )  = E ( z , ) ~  = ~ ( y : ) ~  ). Es decir, si incluimos en dicha matriz los momentos de 
primer y segundo orden del proceso cuadrado que centra las discusiones sobre los 
modelos ARCH que estamos reproduciendo, podriamos escribir matricialmente: 
6aoa, Wt-I Ec. 1 1  E(w,  I Y,-, = b + Aw,-I = ('3) (('2 al )[ ' ) 
M!-1 
Por sustitución sucesiva y, teniendo en cuenta que w, = z:, la expresión anterior 
podria escribirse, para la información disponible en z,.~+,, es decir del siguiente 
modo: 
Dada la progresión geométrica resultante, es fácil comprobar que esta serie sólo 
tenderá hacia un número finito en la medida en que todos los autovalores de la matriz 
A estén dentro del circulo unitario. ya que de otro modo las potencias de sus 
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elementos serían una progresión explosiva (tenderían a infinito). El limite de la 
expresión anterior cuando " k  tiende a infinito se puede escribir como: 
limite en cuya definición no entra la obse~ación a la que nos estemos refiriendo (t), 
luego tendrá el mismo valor para la varianza marginal (incondicional). 
Para el caso del ARCH(I), tomando la matriz A que se obtuvo en la Ec. 9, la 
expresión anterior seria: 
Por otra parte, dado que la matriz A es triangular superior, los autovalores coinciden 
con los elementos de su diagonal principal; y, tal como se ha dicho, es condición 
necesaria y suficiente de estacionariedad del ARCH el que dichos autovalores estén 
comprendidos dentro del circulo unitario. Teniendo en cuenta como se definieron los 
momentos condicionales de una normal (Ec. 7), los elementos de la diagonal principal 
de la matriz A serán: 
,, ,>, 
a;"n(2j-l)=naI (2j-1)=8,,, Ec. 14 
Donde 0, es el resultado de un producto de factores monotónicamente crecientes. En 
definitiva, este valor sólo convergerá hacia un número en la medida en que a, ,en 
valor absoluto, sea menor que uno para el caso del ARCH(1). 
Este proceso es generalizable para un ARCH(q). En este caso, se podría decir que 
dicho proceso, con a, > 0, a,,a ,,... a,, 2 O , es estacionario en covarianza si, y sólo si, 
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todas las raíces asociadas a su función característica están fuera del circulo unitario2, 
lo que es igual que decir que todos los autovalores de la matriz A que resultaría de 
escribir el sistema para "q+lU parámetros estuvieran dentro del circulo unitario Para 
un ARCH(q), la varianza estacionaria del proceso vendrá dada por la expresión: 
De la ecuación Ec. 13 se puede inferir que, dado que la varianza marginal del proceso 
ARCH(1) es var(yf) = a, que este proceso tiene unas colas de distribución más 
1 -a, 
de tres veces superiores a las de la normal. Desde la Ecuación Ec. 14 el momento de 
orden cuatro se puede escribir: 
donde, cumpliéndose las condiciones de estacionariedad, el denominador ha de ser 
menor que uno. 
2.3. Estimación de un ARCH(q) 
En la definición hecha de los procesos de heterocedasticidad condicional 
autorregresiva se hace el supuesto inicial de que la perturbación aleatoria del modelo 
propuesto se distribuye según una normal. Engle, en su articulo de 1982, propone la 
estimación de los parámetros a partir de la maximización del logaritmo de la función de 
densidad de la normal. La única particularidad del método propuesto, parte de la 
consideración de la esperanza condicional para la simplificación de los momentos de 
primero y segundo orden que en ella se obtienen. Obviamente, tal y como viene 
Para la demostración, ver Engle. R.F.(1982): Autorregresive Contional Heterocedasticity with 
Estimates of The Variance of U.K. lnflation Econometrica. 50 Pag: 1005-1006, apéndice II. 




Modelo ARCH (q) 
asumiendo este tipo de modelos, podemos considerar la información del momento "t- 
1" como conocida en el momento "t". 
En el desarrollo matemático-estadístico que se estudia, tanto para el caso del 
ARCH(q) como para el del modelo de regresión con estructura ARCH, se procede del 
siguiente modo: 
A partir de la función de densidad de la normal, se explicitan los momentos de 
primer y segundo orden. 
Se obtiene la matriz de información del suceso conjunto como la media de las 
esperanzas condicionales de la matriz de momentos de segundo orden 
(hesiano). 
Se expone el procedimiento de estimación iterativa de los parámetros de los 
modelos a partir del algoritmo de "scoringn3, empleando entonces la matriz de 
infur~sciB:, cumc sus!i!~ta u si~;:!iRcsciS:: UG! Rsganv. 
Se aplica el procedimiento iterativo resultante de la maximización de la 
expresión del polinomio de Taylor de segundo grado como aproximación de 
cálculo del valor mínimo de la función verosímil en un punto. 
Pasamos ahora a realizar estos pasos de modo detallado 
Siendo yt un proceso definido por un ARCH(q) del modo que se presentó en la sección 
anterior: 
3 En este algoritmo se plantea la aproximación del valor de una función en un punto 00 cercano 
al mínimo de la función 0 mediante un polinomio de Taylor de segundo grado: 
1 
F(8,) = M  = F(0) + [VF(8,)]'(8 -8,) + - ( 8 - 8 , ) ' [ ~ * ~ ( 8 , ) ] ' ( 8  -8,) 
2 
€1 valor de 00 que minimiza la función será el que anula la primera derivada: 
6,,+, = 6 = e,, - [v2 F($)]-' V F ( ~ )  
Con el procedimiento de "scoring" se propone como aproximación sustituir la matriz de 
derivadas segundas de la maximización veroslmil por la matriz de información. 
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Y Ec. 16 
h, = a, + Ca, y:_, 
la media de yt es cero y todas sus covarianzas nulas. Además sus ob~ervacione~ se
distribuyen como una normal, dado que es una combinación lineal de una perturbación 
aleatoria que asi se distribuye. Por ello. su distribución conjunta es el producto de las 
densidades de cada uno de sus elementos, con lo que el logaritmo de esta función 
será la suma de todas las funciones de densidad. 
Podríamos escribir entonces la media del logaritmo de verosimilitud I en la observación 
t, para una muestra de T observaciones, como: 
1 1 = 3 1 ,  Ec. 17 
T ,=l 
El logaritmo de verosimilitud de la normal correspondiente al proceso ARCH(q) antes 
descrito (al margen de las constantes) sería: 
1 1, = --logh, -- Ec. 18 
2 2 
La determinación de los parámetros del modelo anterior (u, /¡=O.. q), a los que 
generalizaremos como 0, se pueden estimar a partir de la maximización de esta 
función, siendo las condiciones de primero y segundo orden las siguientes: 
y el hesiano: 
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En la expresión anterior, se pueden simplificar algunos valores teniendo en cuenta el 
resultado de la esperanza condicional de uno de sus términos: 
2 h =-E ( ) - L = l  (-1 Y ,  - Ec. 21 
h, 
Esto es posible ya que se ha demostrado que la media del proceso y, era nula, que el 
valor de y,., es conocido en el momento t y que: 
con lo que la esperanza condicional de la varianza - E,_,(h, ) -  es una constante 
conocida. 
Con todo ello, 'la expresión del hesiano antes escrito quedaria reducida a: 
y la matriz de información, es decir la media del hesiano para las T observaciones 
totales (supuesta dependencia entre los valores sucesivos del proceso y,), sería: 
1 ah, dh, 
= z iEL- - -J  , 2~ (h )Z ae ael Ec. 24 
Esta matriz de información se puede estimar de forma consistente como: 
Ec. 25 
Engle propone escribir estas funciones de una forma más sencilla a partir de la 
siguiente simplificación: 
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Siendo Z, = (1, y:_, , y:, ,... y:.,) y a ' =  ( w , a , , a  ,,.. a , )  la ecuación de la varianza se 
puede escribir como 
h, = z,a 
y el gradiente y la estimada de la matriz de información, respectivamente, como: 
Para obtener el valor estimado de la matriz de parámetros, Engle (1982) propone 
utilizar el algoritmo de optirpización de "scoring" que, para la expresión anterior, seria 
el siguiente: 
- - e,,, = e, + (212)-'Z'w 
2 2 2 Y,' =(1,~,.,*~,-2,...~,-~)/h, 
- z'= (Z,' ,Y2 ,...... Z, ) matriz de (q + 1)xT 
w, = ( y , ? l h ,  -1) 
W'=  (w , ,w2  ,...... :w,,) vector fila de 1xT 
Como puede demostrarse fácilmente, el estimador asi obtenido tendrá como matriz de 
covarianzas la inversa de la matriz de información. Además, este sisterpa de 
estimación paramétrica asegura que akanzamos un minimo ya que la matriz de 
información es definida positiva. 
Cuando se utiliza este algoritmo de estimación se suele marcar como criterio de 
convergencia el estadistico G, que se distribuye como una X2 con "q" grados de 
libertad y que coincide con el valor de la R2 de la última regresión efectuada en el 
algoritmo. Si el valor de esta G es mayor que el tabulado, se interpreta que la 
diferencia entre el valor obtenido y el real es grande, por lo que se sigue iterando. 
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2.4. Modelo ARCH de Regresión 
Hasta el momento, se habia considerado y, como un proceso estocástico sólo 
vinculado a la evolución de su varianza condicional y de un ruido blanco. La extensión 
lógica no puede ser otra que realizar una especificación de yt en función de más 
variables explicativas y aplicar el modelo de heterocedasticidad condicional a la 
especificación de la varianza del proceso. Es decir, aplicar el modelo ARCH a un 
proceso con media no nula. 
La especificación en este caso es la siguiente: 
Ec. 26 
E l  este m~c!e!o, !=S v?lriab!es exp!ic?itiv?is xr PUI:: incluir a la endhgeiia desplazada 
y la varianza de y, se modeliza en función de los valores al cuadrado del término 
aleatorio. 
Para estimar los parámetros de este modelo propuesto por Engle (1982), se puede 
maximizar el logaritmo de versosimilitud que no seria otro que el de una normal. 
Los MCO pueden emplearse como estimadores insesgados y consistentes de los 
parámetros p, dado que la definición matemática anterior no incluye dependencia entre 
la matriz de x, y la perturbación aleatoria E,. Ambos están incorrelacionados gracias a 
la definición dada de las esperanzas condicionales. Sólo en el caso en que las 
explicativas incluyeran valores de la endógena desplazada, los estimadores MCO 
serían inconsistentes, ya que el cuadrado de xt estaría correlacionado con el cuadrado 
del error calculado. En cualquier otro caso, los MCO serian insesgados y consistentes, 
pero no eficientes. Para lograr los estimadores óptimos habria que recurrir a la 
estimación máximo-verosímil. 
Los estimadores máximo-versosímiles se obtienen a partir de la maximización del 
logaritmo de la función de densidad de la normal, obteniéndose, como condición de 
primer orden, la siguiente expresión para su cálculo: 
Pág. 32 Modelos de Heterocedasticidad Condicional Autorregresiva 
Modelo ARCH (q) 
Ec. 27 
El primer sumando de la expresión anterior es la corrección clásica de 
heterocedasticidad y el segundo es el resultado de que la varianza también dependa 
de los parámetros p. 
En el caso de un ARCH(I), el resultado de la derivada parcial de la varianza respecto 
a los parámetros es el siguiente: 
ah, -- - 2 ( a , x ~ ~ , p - a , ~ , ~ , x , ~ , )  = - 2 a , ~ , _ , x , _ ,  Ec. 28 
aP 
Generalizando la expresión para un ARCH(q) y sustituyéndola en la Ec. 28, 
obtenemos un resultado simplificado de la condición de primer orden: 
La condición de segundo orden, es decir, el hesiano, quedaría de la siguiente forma: 
a21 
-- - - x - - i - ah, - ah, - E,? - 2--- E ,  x a ,  + (2 --1- ) a [ -- 1 ah,] 
apap' h, 2h: ap apl h, . h: ap apl 2h, ap 
En el hesiano, tomando esperanzas condicionales, la derivada de la varianza h, 
respecto a los parámetros es nula, ya que esta depende de términos del pasado 
perfectamente conocidos. Por otro lado, el cociente del residuo al cuadrado sobre la 
varianza se hace igual a uno. 
Dado que el proceso ARCH supone dependencia entre las distribuciones de 
probabilidad del proceso en sucesivos momentos del tiempo, debe definirse la matriz 
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de información por el valor esperado de las esperanzas de la varianza condicional, lo 
que, en este caso, resultaría: 
1 x,x, 1 dh, dh, )]=+=E[----- i, =+ , E -Y,-1 h, 2h: dp dp 1 
Esta matriz de información se puede estimar consistentemente como: 
c-* , 2 - 5 2  2x x ] Ec. 29 
.' h; '-' '-.' 
En su articulo pionero, Engle (1982) demuestra que, si el proceso ARCH(q) es 
simétrico, la estimación independiente de los parámetros del modelo y de su estructura 
ARCH es asintóticamente efeciente ya que la matriz de información cruzada de los 
parámetros es nula (g, = O ) ,  proponiéndose los siguientes pasos para la estimación: 
Estimar ia matriz ae parameiros p por MCO: 
p~(:o = [ , 1-' x; y, 
X,*, 
Utilizar los valores del error obtenidos como estimaciones de ct: 
E, = y ,  - x , P  
Con los valores del error al cuadrado, determinar los valores de los parámetros 
a a partir del algoritmo iterativo de "scoring" de Máxima verosimilitud. 
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Para el ARCH(q), la expresión anterior se resume en: 
En donde ;,es el residuo, hti es la varianza estimada y a' es el vector de 
parámetros, todos ellos en la iteración "i". 
El criterio de convergencia se puede fijar, según Belsley (1977) y adaptado al 
modelo que estamos contemplando, en: 
Tal que R' es el coeficiente de correlación cuadrado de la regresión auxiliar. 
Reproducir todo el proceso cuando se haya obtenido un valor de la fase (3) 
hasta el valor de convergencia señalado. 
Los valores de las nuevas a estimadas a partir de la información de la matriz de 
varianzas-covarianzas correctamente calculada en la fase (3) se podría aproximar 
nuevamente con un "scoring" del siguiente modo: 
Donde se puede emplear como matriz de información estimada la proveniente de la 
ecuación antes deducida. 
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2.5. Contrastes de estructura ARCH 
Dada que la estimación óptima en presencia de heterocedasticidad condicional es la 
máximo versosimil, Engle propone como sistema de contrastación previo al desarrollo 
del modelo ARCH el contraste: del multiplicador de Lagrange. 
El estadistico propuesto es el cociente entre la hipótesis nula del modelo restringido 
(ai=a2= ...= a,=O) frente al modelo de la varianza h, = h(z , ,a)  donde h es una función 
.2 - 2  derivable y z, = (1,&,_, ,E,_~ >.... recogiendo los valores de los residuos del modelo 
estimado por MCO. Bajo la hipótesis nula, h, es una constante. Engle propone la 
aproximación al multiplicador de Lagrange de Breusch (1978) y G0dfrey(1978)~, con lo 
que la expresión para este test sería: 
< = ~ f " z [ z q z ) - ' z ' " f 0 l " f 0 ' " f 0  = F R 2  
m n2 2 
1.n - t X ,  
Cuando el valor del estadistico experimental supere al tabulado. se rechazara la 
hipótesis nula, por lo que se puede considera la existencia de una estructura 
heterocedastica condicional en los residuos del modelo. 
4 BREUSCH,T.S. y PAGAN. A.R. (1978). A Simple Test for Heterocedasticity and Ramdom Coefficienl 
Vanance. Econometrica. 46 pgs. 1287-1294. 
GODFREY.LG. (1978): Testing Against General Autoregressive and Moving Average Models when the 
Regressors include Lagged Depe?dent Variables. Econometrica, 46. pgs. 1293-1302. 
Estos autores proponen la estimación del modelo. mediante minimos cuadrados ordinarios. dos veces. 
una para obtener los errores y otra segunda del modelo inicial más una especificación accesoria en 
función de los errores retardados obtenidos: 
Los autores demuestran que la expresión T.R' v: tamaño de la muestra y R2 : coeficiente de correlación 
lineal de la regresión) se distribuye asintoticamente como una X 2  con "p" grados de libertad. Se rechazará 
la hipótesis nula de no existencia de autocorrelación si esta expresión es superior al valor de tablas 
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De modo alternativo, Engle y Krafi (1983) proponen un contraste para determinar si el 
resultado de la aplicación del ARCH produce una varianza condicional homocedástica 
o no. La expresión del contraste es la siguiente: 
En definitiva, para 'verificar la presencia o no de un proceso ARCH(q) a partir del 
Multiplicador de Lagrange, Engle propone que se sigan los siguientes pasos: 
1. Emplear mínimos cuadrados ordinarios en la estimación de un modelo 
autorregresivo del tipo: 
2. Obtener la serie de los errores al cuadrado y estimar la siguiente regresión: 
Si no estamos ante un proceso ARCH, el valor de los parámetros obtenidos en la 
regresión del paso 2 debieran ser nulos. A partir de una muestra suficientemente 
grande de datos, el test N R ~  converge a una X2 con "q" grados de libertad. Si el valor 
de este contraste es suficientemente grande (comparado con el valor de tablas), 
estariamos rechazando la hipótesis nula, o, lo que es igual, aceptariamos la existencia 
de parámetros distintos de cero y, por tanto, de un modelo con varianza 
heterocedástica condicional; es decir, un ARCH. 
2.6. Predicción con modelos ARCH 
En un modelo autorregresivo de orden uno sobre un proceso y, estacionario en 
desviaciones a la media escrito como: 
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Ec. 30 
se puede escribir el valor para el periodo extramuestral "t+sU y calcularse, 
posteriormente, los primeros momentos marginales y condicionales como sigue: 
Cuadro 4: Momentos marqinales y condicionales del proceso AR(1) para la l 
observación "t+sU 
S 
= 4 s ~ t  + C4S-i~l+s-i 1 
i = o  
Nótese que, en la expresión del valor de predicción para el periodo "t+sU utilizada en el 
cuadro anterior: 
1 i j 
Predicción Esperanza l l Error de condicional Predicción 1 
Condicionales 





Con esta formulación, los valores de predicción dependen del horizonte temporal 
elegido (S), pero no la información disponible hasta el periodo actual "t" de la muestra 
histórica. 
Marginales 




1 :  
Varianza 
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De la forma en la que ya ha sido comentado en secciones anteriores, en un proceso 
ARCH(1) describimos la varianza condicional de la perturbación aleatoria también 
como un proceso autorregresivo: 
e, 3 N(@ao(l -a;)-') 
Ec. 31 
E,-, (6,) = 0 
donde la perturbación aleatoria está incorrelacionada serialmente, aunque existe 
dependencia en sus segundos momentos. 
La varianza marginal de la perturbación seguiría siendo la misma que para un AR(1): 
Var(8,) = u: = a, (1 -a, )-' Ec. 32 
de donde, para poder comparar entre las varianzas condicional y marginal, se puede 
despejar el término independiente como u: (1 -a, ) = a, y sustituirlo en la Ec. 31, de 
lo cual resultaría: 
h, =u: (1 -al )+ale:_, 
2 2 Ec. 33 h, - ue = al (e,-l -u: 1 
De la Ec. 33 se pueden extraer las siguientes conclusiones: 
- La varianza condicional será superior a la marginal en la medida en que el 
cuadrado de la perturbación en el período previo así lo sea. 
- Si la perturbación se distribuye como una normal, el cuarto momento marginal 
(E (E ,? )~ )  será 3a: veces mayor que el momento marginal .del mismo orden5, 
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De cara a obtener el valor de predicción en el caso planteado en la Ec. 31, 
nuevamente podemos escribir los dos primeros momentos condicionales como: 
E, ( Y , + , )  = kv, Ec. 34 
Ahora, tanto la esperanza como la varianza dependen del conjunto de información 
disp6nible en el momento "tu. De hecho, la varianza condicional es tanto mayor cuanto 
mayor sea el valor de la perturbación en el momento anterior ya conocida E , ( E , + , ) ~  en 1 1 
Esta situación se puede generalizar para el valor de predicción en "t+sU a partir de 1 
sustituciones sucesivas: 
Vnr, ( y , , , , )  = C 4 2 ( ' - ~ ) ~ ( h , + , )  
i=l 
Ec. 36 
uniendo al resultado de la Ec. 33 la ley de expectativas iteradas, podemos escribir: 
E(h,+,)  =a: +a ,E(h ,+ ,_ ,  -0:) Ec. 37 
luego la varianza condicional para el periodo "t+sV de la Ec. 36 se puede escribir como: 
2 . , - 1  r-1 
Vaq(y,+,,) =o6 141f +a; - l (h ,+ l  - 06)xq52i -1a; i  Ec. 38 
;=o ;=o 
Como resultado de esta demostración se pueden concluir dos evidencias 
matemáticas: 
En la sección dedicada a la estacionariedad del proceso ARCH(q) se dedujo esta diferencia. 
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- En el modelo ARCH(q) las predicciones de la varianza si están sujetas a los 
valores ya existentes sobre información del pasado. Esto es obvio a partir del 
segundo sumando de la Ec. 38, en el cual está presente la varianza ht+,, que viene, 
a su vez y segun la estructura ARCH, definida por el valor de h, modificado por a, .
- Las predicciones a largo plazo darán lugar a una varianza de predicción tanto más 1. 
parecida a la del modelo autorregresvo AR(1) cuanto menor sea el valor del 
parámetro del ARCH(1) expuesto; es decir, cuanto más pequeño sea a, y más a 
largo plazo sea la predicción, la expresión de la Ec. 38 más parecida será a la 
varianza condicional recogida en el Cuadro 4, ya que el segundo sumando 
tendería a eliminarse. 
De cara a la predicción con modelos ARCH, habrá que calcular los intervalos de 
predicción correctamente. Con este fin, podemos obtener el error cuadratico medio de 
predicción para cualquier momento, por ejemplo t+2, con el siguiente procedimiento: 
2.7. lmplicaciones de un arch(1) sobre la estructura de un modelo 
Suponiendo que tenemos caracterizado un proceso como un autorregresivo de orden 
uno: 
Z, = a, + a,z,., + E, 
En dicho proceso, se pueden obtener sencillamente media y varianza marginales a 
partir de la descomposición de Wald, quedando: 
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Varianza (para simplificar, se realiza sobre el modelo AR(1) en desviaciones a la 
media, sin que ello suponga más que un cambio de origen de los datos ante el cual, la 
varianza es insensible): 
donde Z, = z,  - E ( z , )  
Podriamos plantear que el término aleatorio E, goza de las caracteristicas que nos han 
impulsado a hablar de los procesos ARCH; es decir, observando sus primeros 
momentos marginales, la media de este proceso es nula y su varianza es constante. 
Sin embargo. observando los momentos marginales veriamos que, si bien la 
. 
esperanza ccndicicna! sigue siendv nu!a, !I vari'nzs es un prnresn dependiente de! 
valor observado en el periodo anterior. 
Podriamos especificar una función de evolución de esta varianza de E, tal y como 
hemos definido el proceso ARCH(1): 
E, = Y, (W + 
donde el término v,es un ruido blanco con media nula, varianza constante e igual a 
uno y autocorrelación nula. 
Tal y como se definió previamente, los momentos marginales y condicionales de este 
proceso son: 
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En definitiva, la varianza del modelo AR(1) original sobre el que estamos trabajando se 
podría escribir como: 
Con lo cual, el proceso ARCH(1) supone que la variable de predicción z, se incrementa 
cuando lo hacen cualquiera de los parámetros incluidos tanto en su especificación 
como un AR(1) como en la especificación de su varianza; es decir a, yló a. Dado que 
estos parámetros modifican el valor obtenido en el momento anterior, el proceso así 
construido tiende a "profundizar" el efecto que se produjo en el momento previo, con lo 
que se recogería que periodos de alta volatilidad vienen acompañados de otros de 
igual forma y lo mismo para periodos de baja volatilidad. 
Lo dicho también podria escribirse del siguiente modo. Si suponemos normalidad en el 
proceso y, formalizado como: 
Los momentos de orden impar son nulos por simetria y el valor de los parámetros 
dentro del circulo unitario nos garantiza la estacionariedad en varianza, con lo que 
podríamos escribir la varianza marginal del proceso como: 
a E ( y : ) = a -  ay Ec. 39 
1-a, 
despejando el término constante de la ecuación ......... e incluyéndolo en la expresión 
de la varianza condicional, el proceso ARCH(1) se puede escribir como: 
donde, cumpliéndose las condiciones de estacionariedad, la varianza condicional será 
superior a la marginal siempre y cuando el cuadrado de la obse~ación del periodo 
anterior sea mayor que la varianza marginal. Con ello, "sorpresas altas" (positivas o 
Modelos de Heterocedasticidad Condicional Autorregresiva Pág. 43 
Modelo ARCH (17) 
negativas) en el periodo anterior, producen varianzas condicionales elevadas en el 
periodo siguiente. 
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3.1. Especificación 
El modelo ARCH en media es una reproducción del esquema del modelo de regresión 
ARCH añadiendo la desviación típica condicional de los errores como explicativa de la 
media 'de un modelo uniecuacional general. Este desarrollo del modelo de Engle 
(1982) fue introducido por Engle, Lilien y Robins (1986) y se especifica del siguiente 
modo: 
Sea el proceso y, con las siguientes características6: 
Y ,  I x,n, -+ N ( x , P + ~ , , ~ : )  40 
h,? = a' Wq, +y '  Z, 
donde: 
- 2, : vector de (j x 1) variables endógenas desplazadas. 
- X, :vector de (k x 1) variables exógenas puras del modelo. 
- cl = y ,  - X , p  - 81, : error en el periodo t 
- q) = (E:_, : vector de q x 1 variables 
- W: matriz de p x q constantes que sirven para introducir restricciones en el numero 
de valores de la anterior que sirven para determinar la varianza de cada y,. Para el 
caso más restringido, W, sería la matriz identidad 
- a: vector de (q x 1) de parámetros en la ecuación de la varianza que modifican los 
valores cuadrados del error. 
- y: vector de (j x 1) de parámetros de la varianza 
- p : vector de (k x 1) de parámetros de la media, modificadores de las variables 
exógenas del modelo. 
- S : vector de (1 x 1) de parámetros de la. media, que modifican a la desviación 
típica del error como explicativa del modelo general 
En definitiva, se está escribiendo la forma matricial de un modelo explicado por " k  
variables exógenas puras y la desviación típica de la perturbación aleatoria, que, a su 
Dado que a partir de ahora se va a utilizar como explicativa del modelo la desviación tipica 
condicional de los errores, los autores del ARCH-M prefieren llamar a la varianza hZ, y a la . 
desviación tipica simplemente h,. Aqui se mantendrá esta nomenclatura en el desarrollo de 
este apartado. 
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vez, viene explicada por "q" valores del error al cuadrado desplazados y 'y por 
desplazamientos de la endógena y. 
Todos los vectores de parámetros anteriores pueden combinarse en una sola matriz 
4 = (a1,/3'y' ,G) que tendrá orden (m x 1). donde m=q+j+k+l 
3.2. Estimación ! 
Si contamos con valores iniciales de los datos, la función logaritmo de versosimilitud l 
del modelo nombrado como ARCH-M se puede escribir como (prescindiendo de 
términos constantes): 
i 
Las condiciones de primer orden para el valor máximo verosímil de esta función son: 
a L A 4 = x ( [ 4  -h: -h.&, ) 1 ~ ~ ) ¿ 3 h , ? 1 0 ~ 1 2 -  
Ec. 42 
- c[&, /h: I a ~ ' / a 4 1  
En la ecuación precedente, las derivadas parciales de los parámetros sirven 
únicamente para identificar cuales están incluidos en una ecuación concreta y cuales 
no, siendo simplemente un vector de ceros y unos. 
l Para la estimación de este modelo, habrá que tener en cuenta que la varianza l 
condicional se ha definido en función de innovaciones anteriores y que la ecuación 
básica también depende de la desviación típica de esta. Por ello. será necesario 
estimar la derivada parcial de la varianza respecto a los parámetros de forma recursiva 
(dh: Id# ) .  Los creadores del ARCH-M proponen iniciar este sistema recursivo con la 
estimación inicial de la Ec. 42 sin tener en cuenta la dependencia de la varianza de los 
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4 + parámetros. Es decir, maximizando solamente el valor del segundo sumatorio para dar 
f 
.. unos valores iniciales del error. 
I,. a: 
Si se denomina el vector fila de las derivadas del logaritmo de verosimilitud como S, 
k. cada una de sus filas tendrá la expresión: [S],; =aL,  /a4 , ,  pudiendo escribirse la 
condición de máximo (valores que anulan la primera derivada) como: 
a L , / d 4 = S ' i = O  
S 
j; 
c .  
t. 
I donde i es un vector de unos de orden (T x 1). 
Expresado el hessiano (matriz de información o de segundas derivadas) como la suma 
de los t logaritmos de verosimilitud, se puede escribir como: 
Para el que la matriz de información, media de todos los hessianos, se expresa de 
forma consistente como: 
6 = E ( S I S I T )  
De cara a la estimación de los parámetros, los autores proponen el sistema iterativo de 
Berndt y otros (1974), según el cual, el algoritmo de resolución seria: 
4;'' = 4' + a(,'$' s)-'sl i Ec. 43 
En el cual, S es la matriz de primeras derivadas evaluada en el valor del parámetro bi y 
h es el valor o criterio de convergencia elegido que marca el diferencial entre dos 
resultados de estimación para llegar al resultado final, ajustado inicialmente a la 
unidad. 
Bajo restricciones de regularidad y supuesta una distribución normal, esta expresión 
cumple la propiedad expresada por Crowder (1976) de: 
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donde se expresa la diferencia entre el parámetro estimado según la expresión previa 
y el máximo verosimil. 
Los mismos autores del modelo ARCH-M entienden que se puede contrastar el valor 
obtenido en la estimación de los parámetros a partir del Multiplicador de Lagrange, 
sobre la ecuación anterior (Ec. 44). El contraste se especificaría según la siguiente 
ecuación: 
En el cual, la matriz So es la matriz de primeras derivadas evaluada para el parámetro 
estimado + O . L ~  RZo será el coeficiente logrado en la regresión en la matriz S bajo la 
hipótesis nula de no existencia de proceso ARCH. Este contraste está asintóticarnente 
distribuido como una XZ con tantos grados de libertad como restricciones y cuando la 
hipótesis nula es cierta. Este contraste se aplica sobre el valor de la primera iteración 
de la Ec. 43, propuesta para la  estimación de los parámetros y que se inicia con el 
~. ?/ilnr la hipótesis ni i la~ 
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4. l. Especificación 
GARCH es la abreviatura de Generalized Autorregresive Conditional 
Heteroscedasticity y da nombre a la ampliación del modelo ARCH ya comentado que 
realizó Bollerslev (1986) para los órdenes p,q. y Taylor (1986), para el caso especifico 
de los órdenes 1 , l .  
El modelo ARCH (q) que antes se presentaba, puede mostrar ciertas dificultades de 
estimación cuando se aplica a estructuras dinámicas en los cuadrados de las series. 
Por ejemplo, en las series financieras, el número de retardos a utilizar es muy elevado 
y ello llevaría a un engorroso número de iteraciones para alcanzar una solución al 
sistema planteado, pudiendo darse el caso de no encontrar nunca una solución. Por 
ello, el mismo Engle propuso ya en 1983 ciertas restricciones a los parámetros del 
ARCH(1) que simplificaban su estimación; pero estas no eran un proceso 
generalizable, por lo que la aportación de Bollerslev es decisiva a la hora de poder 
dotar de utilidad al modelo presentado por Engle. Como se verá con más detalle 
-. --. . posteriormente, ei moaeio ~ A K L M  es ai rnodeio ARiviH iyuai que ei ARCE ai HR y, 
s i r -~re  y c a r ~ d o  !ES conrljcione~ de es!zcionzr/edad !e permi!an, smhns snn 
susceptibles de escribirse como procesos de medias móviles de orden infinito. Por 
ello, se podria pensar en el modelo GARCH como un ARCH de orden infinito. 
El modelo GARCH (p,q) se podria escribir como: 
Ec. 45 
Con lo cual, el modelo ARCH(q) anterior no seria más que un caso concreto de este 
(aquél en el que todos los parámetros P, son igual a cero). \ 
Definidos: 
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La escritura de la ecuación del modelo para la varianza en función del polinomio de 
i retardos sería: 
1: 
h, =ao + A(L)E,? + B ( L ) ~ ,  EC. 46 
El modelo GARCH (1,l) tiene las siguientes características: 
1. qt es proceso estocástico estacionario idénticamente distribuido con media cero y 
desviación típica igual a uno. 
2. Los parámetros ao>O y a,, p, r O  e i= l  ...q, y j= l  ...p. Además, para cumplirse la 
condición de estacionariedad en media, la suma de todos los parámetros es menor 
que la unidad, (como se demostrará posteriormente). 
3. La función de distribución marginal no es conocida, pero se pueden calcular los 
primeros momentos y definir el proceso respeto a su media y a su varianza. 
Para el proceso GARCH (1,1), dichos momentos serán: 
Cuadro 5: Momentos del modelo ARCH en media 
Varianza E(&:) = E(h, ) = a0 1-a, - p  ! 
Marginal (incondicional) 
- donde q, es un proceso de "ruido blanco" (entre otras, no hay correlación con su 
pasado, luego tampoco la hay con el pasado de E,). 
Condicional 
- El proceso generado E, es también estacionario 
$ 
- En los momentos condicionales, en "t", el valor de "1-1" es una realización concreta 
conocida (no aleatoria) 
Pág. 53 
Modelo GARCH (p,q) 
Bollerslev define el término de varianza condicional introducido en la ecuación como 
un "mecanismo de aprendizaje adaptativo" de un ARCH infinito. Realmente, el proceso 
se puede escribir, a partir del polinomio de retardos y despejando el término de la 
varianza como explicativa de la Ec. 46, como: 
h, - B(L)h, = a, + A(L)E: 
h, = a,(l - B(l))-' + A(L) ( I  - B(L))-' E: = Ec. 47 
Obviamente, para poder llegar a esta expresión, es necesario que todas las raices de 
(1-B(z)) estén fuera del circulo unitario. Es decir, es necesario que el proceso sea 
estacionario al menos en sentido débil. 
4.2. Condición de estacionariedad de un proceso GARCH(p,q) 
Si escribimos el proceso estocástico del modelo GARCH(p,q) del siguiente modo: 
112 
E, = v,h, 
6, 1 Y,-I -+ h, 1 Ec. 48 
7, + N(O>l) 
en esta sección se plantea cuál es la condición que deben cumplir los parametros del 
modelo GARCH para asegurarnos la posibilidad de calcular el momento de segundo 
orden; es decir la E(&:) .  Para ello, se plantea el siguiente procedimiento de 1 
demostración: 
1. Definir la varianza del modelo GARCH, h,, de un modo que nos permita calcular los 
distintos momentos sin tener en cuenta la observación a la que nos estemos 
refiriendo (simplificación del Milhoj (1984)). 
2. Expresar el valor de la E(&:) en esta terminologia y determinar su condición de 
cálculo. 
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Siguiendo los pasos descritos, para obtener una expresión genérica de los momentos 
para cualquier observación, empezamos sustituyendo sucesivamente en la expresión 
del proceso GARCH dada como definición en la Ec. 45, y obtenemos: 
Partiendo de E, = h:'2q, y sustituyéndolo por el residuo al cuadrado 
donde: 
A partir de esta "simplificación" o agregación de términos propuesta por Milhoj (1984), 
logramos un producto en el cual la resolución de M(t,k) no depende de "t"; es decir, 
podemos plantear los sucesivos momentos para la observación "t" sin que la sea 
necesario emplear este término para ello. Como ejemplo de los primeros momentos 
podemos escribir: 
'1 P 
~ ( r , z )  = ~a,,g,, Caiq:.i7j +CP, +Di EC. 49 
j = l  i=l  i=l i=l 
en definitiva, hemos obtenido la expresión válida para cualquier momento del tiempo u 
observación: 
E(M(/ ,  k ) )  = E(M(s, k ) )  V k, f, s Ec. 50 
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Teniendo en cuenta los resultados obtenidos para M(t,k+l) y  lo expresado en Ec. 50, 
así como que ~ ( ~ t ; )  = 1 (segun la definición inicial que hemos dado sobre la varianza 
del proceso definido en la Ec. 48, es fácil, por sustitución sucesiva de los momentos, 
calcular la esperanza para M(t,k+l) como: 
Para determinar el valor de la esperanza del proceso estocástico inicial tendremos 
ahora: 
En esta expresión, el proceso sólo convergirá en la medida en que: 
En resumen, la expresión del momento de segundo orden del proceso estocástico 
definido como un GARCH(p,q) sólo es determinable si la suma de los parámetros (que 
son siempre positivos, para asegurar que el valor de la varianza así estimada lo sea) 
es igual a uno. 
Si se da esta condición, por simetría se puede inferir que la E ( ~ , ) = 0 y  
E ( E , E , ) = O I I # S .  
Dada la enorme extensión del empleo de un modelo GARCH(I,I), conviene enumerar 
alguna de las ventajas que este supone respecto al ARCH(1) y, en este apartado, es 
importante resaltar la superioridad del modelo planteado por Bollerslev en cuanto a la 
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!' existencia de momentos de órdenk superiores a los que serían calculables con un 
P modelo ARCH. 
,; 
Tal y como se comentaba en la sección 2.2, Ec. 14, para un proceso ARCH(1) se 
puede deducir que la condición de estacionariedad es: 
aya,,, < 1 Ec. 53 
al <((,,,,)-'"" 
En el proceso GARCH(I,I), si el valor de Po es igual a cero, nos encontraríamos con 
un ARCH(1) y si a, >(a,,,)-""', no existiria el momento de orden 2-ernésimo". En el 
proceso GARCH(I,l), el momento "2-emésimo" se define como7: 
0, 
Entonces, incluso si x6, = a l ( l  -P , ) - '  >(o,,,)-""' , el momento de orden 2m podría 
i=l 
perfectamente existir en el caso del GARCH (0,l) debido a su memoria más larga. 
7 La demostración de esta expresión se puede encontrar en el articulode Bollerslev (1986): 
Generalized Autorregresive Conditional Heteroskedasticity. Journal of Econometrics 31, 
PgS:325-326. 
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4.3. Estimación del Modelo GARCH de regresión 
El modelo GARCH(p,q) de regresión se puede definir, en forma esquemática, como: 
E, = y ,  - x )h  
E, l v,-1 3 N(O>h,) 
h, = Z;MJ Ec. 55 
Z; = (1,~,2_~; ... ; ~ t ~ ; h , - ~ , . . . , h , - ~ )  
w'(a,,a ,,.. .a,,,Pi,P2>...>P,,) 
Si llamamos al vector de parámetros 6' = (h', w') tal que 6' E O ,  siendo O un espacio 
euclideo compacto en que existen todos los momentos finitos de 6 , .  Posteriormente y 
de cara a la fijación del criterio de convergencia será necesario referirse al verdadero 
valor de los parámetros, al que llamaremos O,). 
La función del logaritmo maximoverosimii se puetie escriDir como: 
t i 1  Ec. 56 
Derivando respecto al vector w de parámetros, obtenemos las condiciones de primer y 
segundo orden como: 
2 
Ec. 57 
a21, d 1 -, dh 1 _ dh ah E 2  L - 1  - -h 2 2 2 - L  E = [h, )du1[2 ' du-] 2 ' di+> 3141' h, 
en donde, de forma recursiva y comenzando por obtener una estimación previa para h, 
y E ) , (  < O que puede ser la varianza muestral, obtenemos la siguiente expresión de la 
derivada parcial respecto a los parámetros del modelo GARCH: 
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ah ah,.¡ 
-=z,zpi- Ec. 58 
aw ¡=, aw 
Para estimar ahora los parámetros del modelo de regresión, es decir " b ,  se deriva la 
función: 
donde, nuevamente por un procedimiento de resolución recursiva, se puede obtener la 
derivada parcial de la varianza respecto a los parámetros de la regresión como: 
ah <i 
3 = -2C Ec. 60 
ab I=I I=I 
Se puede demostrar que los elementos de la matriz de información bloque-diagonal 
correspondientes a " b  son cero, con lo cual, wpuede ser estimada sin pérdida de 
eficiencia asintótica con una estimación consistente de " b  y viceversa. 
De cara a obtener los estimadores de máxima verosimilitud es necesario recurrir a un 
sistema iterativo. Bollerslev recomienda el método del algoritmo de Berndt, Hall, Hall y 
Hausman (1974) - BHHH - y no el propuesto por Engle (el de Scoring) ya que los dos 
elementos recursivos que se han señalado en las ecuaciones anteriores hacen que 
éste sea demasiado complejo y que la convergencia no esté asegurada. 
En el algoritmo BHHH, llamaremos @'''al vector de parámetros obtenido en la iteración 
i-ésima. Para calcular el siguiente valor, se aplica la fórmula: 
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Ec. 61 
donde la derivada del logaritmo de verosimilitud se evalúa para el valor 8"' y h, es el 
valor o criterio de convergencia elegido que marca el diferencial entre dos resultados 
de estimación para llegar al resultado final. Las iteraciones para w"' y para b(') se 
pueden llevar a cabo de forma separada, ya que la matriz de información es bloque 
diagonal. 
A partir del desarrollo de Weis (1982), se demuestra que el vector estimado con este 
procedimiento, 6,. , es consistente para 8, y asintóticamente normal, con media O, y 
matriz de varianzas covarianzas igual a F = E((al,ldB)(al, ld6") siendo una 
1' 
estimación consistente de esta última expresión la de ~ - ' C ( a l ,  aB)(dl, 138')-' 
,=I 
4.4. Contraste de estructura GARCH(p,q) 
De cara al contraste de estructura GARCH, Bollerslev establece el paralelismo de esta 
con la metodología Box Jenkins habitual y, por ello, deriva las funciones de 
autocorrelación total y parcial. Sin embargo, posteriormente se analizará un sistema 
más estricto y riguroso para este fin, al igual que se hacia para el modelo ARCH(q). 
A partir de una sencilla transformación en la escritura del proceso GARCH(p,q) es 
inmediata la obtención de la función de autocovarianza. Por ello, Bollerslev plantea la 
siguiente expresión matemáticamente igual a la vista hasta el momento: 
Definida la función de autocovarianza (simétrica) como: 
Ec. 62 
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? 
Y,, =Y-,, =E(&:;&:-,,) Ec. 63 
Uniendo esta expresión y la lograda en la Ec. 62, y teniendo en cuenta que se ha 
definido v, como un proceso estacionario, se puede llegar a la siguiente conclusión: 
'1 P P 
y,, =E(&,?;&:.,,) = E (ao +xa i&t i  + C4/&,ti -CPjv,-i +v,)&,?-ii = 
i=l j = l  .1=I 1 
Bollerslev propone resumir el resultado anterior en una única expresión: 
111 
Y,, = CPiu,,-i 
i=l 
q i = a , + p ,  i = l  ......, q 
a; O para i > q  Ec. 64 
p, O para i > p 
m = max(p,q)  
De forma similar al procedimiento de Yule-Walker, a partir de esta expresión, la 
función de autocorrelación se expresa como: 
111 
P,, = Y , , Y ~ '  = C P ; P , , - ~  n $ P + l  Ec. 65 
i=l 
A partir de la Ec. 65, se deriva que las primeras "p" autocorrelaciones dependen 
directamente del valor de los parametros (a, ,a, ,...... a,,,P, ,P ,,...... P P )  .
Para el caso de la función de autocorrelación parcial de un ARCH(q), la expresión 
anterior se puede plantear para los primeros "k" retardos, resultando +,, la función de 
autocorrelación parcial que resuelve el conjunto de las "k" ecuaciones de: 
,u, 
p,, = =EqktP,,., n = i ....... k 
,=I 
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En esta expresión, para valores superiores a "q" en un proceso ARCH(q) el valor es 
nulo: 
Para un proceso GARCH(p,q), la función de autocorrelación parcial es, en general no 
cero, aunque tiende hacia este valor. 
Para obtener un valor estimado del correlograma, con frecuencia se siguen los 
siguientes pasos: 
1. Estimar el modelo inicial del cual se pretende observar si su varianza es 
condicionalmente heterocedástica o no, por ejemplo: 
z, =a,+a,z ,  .,+ a,z, +,+...+ a,z,+,+&, 
~ ~ ~ ~ 
3 Obtener los cuadrados del error de predicción y determinar su varianza descriptiva: 
3. Calcular la autocorrelaciones simples con la siguiente expresión: 
4. Comprobar si son significativamente diferentes de cero a partir de la expresión de 
Ljung-Box con "n" grados de libertad. Rechazar la hipótesis nula de incorrelacion 
en el valor de los residuos al cuadrado es equivalente a aceptar la existencia de un 
modelo ARCH o GARCH. 
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Esta expresión se distribuye como una X2 con "n" grados de libertad. 
De cara a exponer un sistema de contraste de estructura estricto, Bollerslev propone 
j 
aplicar el contraste del Multiplicador de Lagrange bajo la hipótesis nula de no 
existencia del proceso GARCH o, lo que es lo mismo, que todos los parámetros de la 
expresión de la varianza h, son nulos, salvo la constante. Para ello, se construye el 
siguiente estadístico (particionando la matriz w = w, + w, de forma que queden 
separadas constante y resto de parámetros). El sistema seria: 
h, = z;w = z;,wl + z;,w2 Ec. 66 
Para la hipótesis nula H, : w, = O ,  el contraste del multiplicador de Lagrange sería: 
1 t ,  = ~ f ~ ~ , ( ~ n ' ~ o ) ~ l ~ ~ ' f ~  Ec. 67 
donde f, es la vector del proceso al cuadrado normalizado (divido por la varianza) 
y Z, es el vector de la varianza evaluada en la primera derivada, ambos para cada una 
de las distintas observaciones: 
Ec. 68 
Cuando la hipótesis nula es cierta, el valor de este contraste se distribuye como una 
X: , siendo "r" el número de parámetros incluidos en w, . 
El empleo de este sistema ofrece resultados ligeramente diferentes a los que 
resultarían de la operación T. R' 3 X f  de Breusch y Pagan (1978). Ello es debido a 
que la derivada parcial de la varianza respecto a los parámetros no se simplifica 
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Finalmente, Bollerslev hace las siguientes consideraciones sobre el contraste 
expuesto: 
- Bajo la hipótesis nula, Z&',es una matriz singular si tanto p como q son mayores 
que cero, por lo que no se puede construir un test general para el proceso 
GARCH(p,q). 
- En el caso de un ARCH(q) como hipótesis nula, Z~Z, es singular para un 
GARCH(rl,q+r2) para r1>O y rp0 .  
En el ARCH(q) como hipótesis nula, el test LM para el GARCH(r,q) y el ARCH(q+r) 
coinciden. 
4.5. Predicción 
En el modelo GARCH(p,q), los valores de predicción de la varianza condicional se 
pueden definir del siguiente modo: 
. ~ . ~~ 
Cii~rlrn fi: \lllnrps rlp P r ~ d i - ~ i j n  la \/arianza Cnndikinnll 
,,, 
2 2 h,,, =ao +Cai~,+.,.i +P,h,+.v.i + C a i ~ , + , - ;  +P,h,+.,-_, 
,=/ ,=.S 
n : min{m,s - l}; m : m a x { ~ ,  y} s > m 
Marginal 
Para poder comparar las varianzas marginal y condicional, si se sustituye el término 




- 1  E,(h,+")=a, + C ( a ,  +b,)E,(h,*,.,)+ 
8.1 
E(E,?+, ) = O: = a. 
Ea,&:,-, +P,h,+,-, 
, = S  
Ec. 69 
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De la ecuación Ec. 69 se pueden concluir que a medida que s + m ,  la E(h,+,) + o: 
Baillie y Bollerslev (1992) derivan la siguiente expreción del error cuadrático medio: 
2 2 En esta expresión, v,. , =a,.+, -E,.(a,.+,) y k, es el valor del coeficiente de curtosis (el 
cumulante de orden 2 de la densidad condicional de et, que, si es una normal, seria 
tres) 
t 
5. VARIANTES SOBRE LOS MODELOS 
AUTORREGRESIVOS HETEROCEDÁSTICOS 
CONDICIONALES 
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5.1. Modelo IGARCH y Modelos de Memoria Larga (Component ARCH) 
Introducción 
Las siglas IGARCH se corresponden con lntegrated Generalized Autoregresive 
Conditional Heteroskedastic. El propósito de esta variante de los modelos ARCH(q) y 
GARCH(p,q) es estimar la varianza en el caso en que ésta es integrada en varianza. 
Como resultado, se llega a una estimación máximo-verosímil a partir de una t-student de 
la cual no se conocen los grados de libertad, hecho por el cual estos también serán 
estimados. 
El desarrollo serninal de este tipo de modelos se,debe a Engle y Bollerslev (1986), autores 
que lo desfinen del siguiente modo: 
Dado un proceso GARCH(p,q) determinado por su dos primeros momentos: 
I 
En el que la suma de todos los parámetros es igual a la unidad (en forma polinomial): 
l-fa,E:, +Ap,h,_; = O  Ec. 71 
i=l / S I  
Se dice que el proceso tiene d>O raices unitarias y rnax(p,q)-d raíces fuera del circulo 
unitario. El proceso entonces será: 
a) Si cco>O, integrado en varianza de orden "d". 
b) Si a0=0. integrado en varianza con tendencia. 
Pág. 68 Modelos de Heterocedasticidad Condicional Autorregresiva 
Los modelos IGARCH son un caso especifico dentro de la familia de los "modelos con 
varianza persistente" en los que la información actual (en el momento "t") es importante 
para realizar predicciones óptimas a cualquier horizonte temporal (hecho consustancial a 
los modelos de heterocedasticidad condicional autorregresiva). 
Para los valores de futuro del modelo IGARCH(1,I) podriamos escribir la esperanza 
condicional en el horizonte "t+lM conocidos los valores hasta "t" como sigue: 
E,(h,+,)=E,(a, +a,&: +( l -a , )h , )=a ,  +(l-a,)h,  Ec. 72 
y, a partir de la ley de las expectativas iteradas, generalizar la expresión de la Ec. 72 para 
el momento de predicción "t+sU como: 
E,(h,,,)=sa,+h,+, Ec. 73 
El modelo asi obtenido es muy similar al "paseo aleatorio" con deriva tradicional. A 
medida que se aumenta el horizonte de predicción, es evidente que el peso de h,, en la 
expresión anterior es cada vez más pequeño, pero, aún asi, nunca deja de aparecer, lo 
que permite hablar de "varianza persistente" en la terminología de Engle y Bollerslev. 
Siguiendo la escritura del modelo GARCH(1,I) que propusiera Pantula (1984) y que ya se 
comentó en la sección 1.2, definiendo v, =E,? - h, ,se puede escribir el mismo modelo 
para la primera diferencia con el fin de contrastar la existencia de una raíz unitaria: 
2 VS; =-(1 -a,)(&,., -h,-l)+(&:.l -h,-,)= -U - a ,  )v,-I + v, Ec. 74 
de tal modo que, si el verdadero modelo es h,,, = a o  +a,&,? +(1 -a,)h, , las funciones de 
autocorrelación total y parcial para la primera diferencia del proceso VE:  no deben ser 
significativas. Para cont'rastar este hecho, Engle y Bollerslev proponen el del contraste de 
Dickey y Fuller (1 979) en la determinación del parámetro (1 - a , )  
Modelos de Hetemcedasticidad Condicional Autorregresiva Pág. 69 
Variantes sobre los modelos tipo ARCH 
De cara a la estimación, dada la frecuente aparición de valores de la distribución del la 
varianza de la perturbación aleatoria con una cola superior a la de la normal 
(leptocúrticos), Engle y Bollerslev se plantearon en 1986 la posibilidad de que realmente 
no fuera la normal la verdadera distribución. hecho que, a su vez, haría replantearse el 
sistema de estimación. 1 
Los autores comentados llegan a la conclusión de que el cuarto momento sigue una 
distribución más similar al de la t-student estandarizada con grados de libertad 
desconocidos, pero estimables. Esta conclusión se circunscribe a casos de muestras 
relativamente pequeñas (menos de 25 datos). asumiéndose que, para muestras más 
amplias, la función es indistinguible de la normal. 
En definitiva, los sistemas de estimación ya comentados en los apartados referidos a los 
modelos ARCH y GARCH siguen siendo de perfecta aplicación para el caso en que 
contemos con muestras suficientes. 
Modelos de memoria larga o ARCH de componentes 
La persistencia en volatilidad ha dado lugar a muy diversas interprestaciones y propuestas 
de solución. Recientemente, destaca la de Ding y Granger (1996), que da lugar a los 
procesos ARCH de Memoria Larga o ARCH de Componentes que, por su interés, 
resumimos. 
Centrándonos en el proceso GARCH(1.1) podríamos definir teóricamente la función de 
autocorrelación que este proceso lleva implícito tal y como se hacía en su capitulo 
correspondiente y como sugieren Ding y Granger (1996). Recuérdese que Bollerslev 
(1986) derivaba un resultado similar al de la ecuaciones de Yule-Walker para un proceso 
ARlMA y el resultado para un GARCH (p,q) era: 
Ec. 75 
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Asumiendo estacionariedad en el proceso; es decir, para un GARCH (1.1) que a + ,8 < l. 
la forma asintótica del proceso GARCH(1,I) se puede representar como: 
h, = 02 (1 -a - p) + a&,?_, + ,Bh., Ec. 76 
donde a2 es la varianza marginal del proceso. Reordenando, se puede obtener: 
E,? -o2 = ( a  +,B)(E:., - o 2 )  -,Bh,., (E:-~ - 1) +h,(&,? - 1) Ec. 77 
Para determinar el primer valor de la función de autocovarianza se debe tomar la 
esperanza matemática E((&, -oZ)(&,_, - o Z ) )  = y , ,  lo que, aplicado al resultado anterior, 
seria lo mismo que multiplicar ambos lados por (E,_ ,  - 0 2 ) y  tomar esperanzas. es decir: 
Como se expuso, la condición de existencia del momento de cuarto orden se da cuando 
3a2  + 2a,B + ,B2 < 1, y,  como demuestra Bollerslev (1988): 
Ec. 78 
Uniendo Ec. 75 con lo dicho más arriba (Ec. 78), tenemos que la función de 
autocorrelación seria: 
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La función de autocorrelación muestra1 de diversas series, sobre todo financieras, es 
decreciente rápidamente al comienzo hasta llegado un momento en el que dicho 
decrecimiento es muy lento, pero siempre manteniendo valores de autocorrelación 
claramente significativos hasta momentos del tiempo bastante lejanos. Este 
comportamiento es distinto al que se deduce de una función logarítmica exponencial 
regida por una curva logistica, tal y como lo es la función de autocorrelación teórica que 
se define para un GARCH(1.1) según la Ec. 79 que acabamos de deducir. Con 
frecuencia, los procesos GARCH (1,l) presentan unos parámetros que, sumados, dan 
valores muy próximos a uno; es decir, la memoria del proceso es larga y. sin embargo, la 
función de autocorrelación calculable para el proceso se agota rápidamente. 
Este hallazgo investigador da lugar a la generación de un nuevo enfoque reciente en la 
familia ARCH que vendría a conocerse como ARCH de componentes o ARCH de 
Memoria Larga. 
- . --. . tscribienao un proceso CjHKLn (3,lj como sucesión iriíiriiiá de  iüs i8iiiiiiiüs Ve¡ eiiüi. 
!~!?dr!2!??o=: 
w m 2 X - l  2 h, = M J + ~ E , . ,  + ~ h , . ~  =-+aCP E , - ~  EC. 80 1-P k = ,  
En dicha expresión, la forma de logística del sumando no constante determina esa 
progresión rapidísima hacia la nulidad en el valor de significación de retardos muy 
próximos por efecto de contar con un valor de beta menor que uno. 
Representación de la varianza condicional de un GARCH (1,l) 
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Parámetros, alfa = 0,2 y beta = 0,75 
En el ejemplo, y a pesar de que la suma de los parámetros es prácticamente uno, la 
memoria del proceso GARCH (1.1) se hace casi nula antes de las diez primeras 
obse~aciones. 
La propuesta del modelo ARCH de componentes se refiere a modelizar de diferente modo 
los efectos de  corto plazo (imbuidos en un rápido decrecimiento que la forma exponencial 
del GARCH (1.1) recoge con relativo acierto) y otros de largo plazo, para los que se define 
una nueva función de comportamiento. Con este nuevo planteamiento se pretende dar 
solución no sólo a los distintos ritmos de aceleración presentes en las evolución de al 
varianza, sino también a la "persistencia" o larga memoria sobre su pasado que presenta. 
La varianza condicional del proceso quedaría así definida en dos ecuaciones diferentes 
cuyos valores estarían debidamente ponderados del siguiente modoa: 
h, = wh,, + (1 - iv)h,, 
h,, = u , E ~ ,  + U  -a , )h  ,,-, Ec. 81 
h,, = h,(I -a ,  -P2)+a,&t,  +P2h2,-, 
En la formulación anterior, donde "w" es un factor de ponderación de cada una de las 
componentes, es inmediato ver que hat responde a un IGARCH (1, l )  y hat responde a un 
a La forma de escribir el término constante en la ecuación h2, se corresponde con su escritura 
asintótica, en la que la varianza marginal coincide con la condicional (en ambos casos, toda la 
historia es conocida) y, por eso, al valor de la varianza marginal u2 se le resta la proporción que se 
suma después en cada una de las componentes. 
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GARCH (1,l). Ambas expresiones se pueden escribir como suma infinita de los términos 
del error del siguiente modo: 
Ec. 82 
Sustituyendo adecuadamente las ecuaciones que forman este ARCH por componentes o 
ARCH de memoria larga (como lo bautizaran sus creadores, - long rnernory ARCH -), 
estariamos ante un GARCH (2,2) con parámetros restringidos. 
Ec. 83 
A pesar de que el signo de los parámetros de segundo retardo son negativos, la condición 
para que el valor estimado de la varianza sea positivo es fácilmente deducible a partir de 
la suma de los parámetros de la Ec. 83: 
= w a ,  + (1 - w ) a Z  - w a , P Z  - (1 - w)(l -",)a,  + 
i b a ,  +P2 - ( 1 - a i ) P 2  = 
l - ( l - ~ ) a , ( I - a ~ - ~ ~ )  
Ec. 84 
En la ecuación anterior, la suma es positiva siempre que el ponderador y el termino a, 
estén entre cero y uno y que la suma O < a 2  + p2 < 1 . En estas condiciones el proceso es 
covarianza estacionario en la medida en que: 
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E(h, )E(h, , )  = E(h2, )  = E(&,?) = O 2 Ec. 85 
Dado que no necesariamente se recoge perfectamente el patrón de comportamiento de la 
función de autocorrelación tomando dos componentes en la formación de la varianza 
condicional, los autores del ARCH de Memoria Larga proponen un modelo generalizado 
para N componentes cuya forma funcional seria la siguiente: 
Ec. 86 
Con esta formulación se dota a la varianza de "N" tendencias decrecientes diferentes 
posibles y estaríamos hablando, ahora, de un GARCH (N.N). Obviamente, el problema de 
un modelo tan general es que se desconoce el valor de "N" o del numero de tendencias 
diferentes existente en la función de autocorrelación que se quiere replicar, y que la 
estimación puede ser muy compleja. 
Para despejar estos problemas es necesario plantear una función de distribución de los 
parametros. Los autores proponen la distribución Beta en el entorno [O,I], por cuanto esta 
es generalizable a otros casos sin gran dificultad. La función de densidad de Beta con 
parámetros p,q seria: 
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1 
B(p,q)  = jxp-'(1 - X ) ~ - ' &  Ec. 88 
o 
La forma funcional que se elija para los parámetros no es demasiado importante, tal y 
como demuestra Granger (1980), salvo para el caso en el que nos encontremos con 
valores extremos; es decir Beta igual a uno. De cara a la formulación, se asume que 
a = ( 1  -P)a' , donde a' es un valor comprendido entre cero y uno (de media positiva). Es 
necesario también que O 5 a + P < 1 . Bajo estas condiciones, la formulación para el 
proceso de N componentes (Ec. 86) se puede rescribir asintóticamente despejando los 
valores del residuo y obteniendo: 
h,, = a 2 ] -a ,  -P, a, 2 +- Ec. 89 i -p,  i - p , ~ ~ , - '  
Donde L es el operador retardo. Sustituyendo en el sumatorio de las N componentes, 
l 
obtendriamos: 
2 1 - a i - j  a. 
+A&,-] 1 Ec. 90 i=l 1-p; 1-P;L 
A partir de la definición de la función de distribución de los parámetros que se ha supuesto 
en Ec. 87, cuando N tiende a infinito, tenemos: 
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m 




=o2(] -,u)+Cc:., i a ' d F ( a ' ) f ( l  I - P ) P " ' ~ F ( P )  = 
k=I  
El proceso que queda definido según la ecuación anterior es claramente de "memoria 
larga" a juzgar por su parámetro sobre las innovaciones previas, que seria 
aproximadamente igual a: 
a, = 
B(P  + q - l,q + 1 )  - q r ( p  + q)r ( ' k  - 1 )  
B(p,q? ~ ( P ) T ( P  + 4 + k )  Ec. 92 
Donde, salvo para el valor extremo de p=09, el patrón de comportamiento de 
decrecimiento del parametro del modelo (que hemos llamado u,) viene únicamente 
determinado por la evolución de "q". 
Con el modelo de N componentes se logra que el decrecimiento del parámetro de 
referencia se vaya reduciendo según una función hiperbólica, en vez de 
exponencialmente como lo hace en el caso de un GARCH (1,l). En esta misma linea se 
centra el modelo FIGARCH o GARCH integrado fracciona1 que propusieron Granger y 
Ding (1995). 
En este caso (p=O), la función anterior se convierte en un ARCH (1) y no hay proceso de 
decrecimiento paulatino o de memoria larga, sino que el proceso se agota tempranamente como ya 
se ha comentado previamente. 
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5.2. Modelo E-GARCH 
Introducción 
Los modelos GARCH exponenciales nacen a partir de la publicación de Daniel Nelson 
(1991) sobre heterocedasticidad condicional en los modelos de rentabilidad de activos. 
Dicho autor propone una nueva forma funcional a partir de la observación de las 
deficiencias de los ya ampliamente actualizados de los modelos tipo ARCH. En su artículo I 
critica tres elementos de los procesos GARCH: 
- las restricciones de no negatividad de los parámetros son difíciles de lograr en muchas 
ocasiones. 
- Los modelos GARCH no permiten estimar convenientemente el efecto de 
apalancamiento financiero que aparece en la realidad. 
- Los modelos IGARCH son difíciles de llevar a la práctica, siendo confuso el término de 
persistencia en varianza conaicional acuñado por Engie y ñoilerslev. 
En primer lugar, Nelson cita la importancia de considerar diferentes efectos en la 
estimación de la varianza condicional según la innovación en el periodo anterior sea 
negativa o positiva'. Es decir, es necesario hablar de efectos asimétricos en función del 
signo de la perturbación en el periodo anterior, respondiendo a lo empíricamente 
observado. por ejemplo, en los mercados financieros: se produce un aumento de la 
volatilidad mayor cuando la "innovación" del periodo previo fue negativa que cuando la 
"innovación" en el período anterior fue positiva. 
En segundo lugar, Nelson critica el efecto expansivo de los modelos ARCH tradicionales. 
El hecho de que los parárnetros deban ser necesariamente positivos en las formulaciones 
i 
1 
de ARCH y GARCH, produce un efecto explosivo y siempre creciente en la estimación a i 
futuro. La realización de un valor de la varianza condicional positiva en un periodo "Y ( E : )  l 
produce una estimación siempre positiva para la estimación de h,,,,, para cualquier rn 2 1 , 
eliminando la posibilidad de un comportamiento aleatorio oscilatorio en el futuro. 
l 
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En tercer lugar, Nelson agrega que la necesidad de contar con parámetros positivos 
produce dificultades para la estimación, como ya ponian de manifiesto Engle, Lilien y 
Robins (1987), imponiendo al sistema ARCH una estructura de a ,  parámetros 
ponderados de forma decreciente de cara a realizar la estimación. 
Por último, los modelos ARCH tradicionales encuentran dificultades en la medición de la 
persistencia de un "shock" pasado en los valores de la varianza condicional. En diferentes 
estudios citados por el mismo Nelson, se pone de manifiesto que si el impacto en la 
volatilidad de un determinado "shock" persiste indefinidamente, se transformaria 
completamente la estructura temporal de la rentabilidad, produciendo un fuerte impacto 
sobre las inversiones en bienes de larga duración. (sobre este particular, destaca el 
estudio de Poterba y Summers (1986)). 
Especificación del modelo GARCH exponencial (EGARCH) 
Fruto de las criticas antes comentadas a las deficiencias de los modelos tipo ARCH 
tradicionales para recoger la realidad empírica suministrada por las variables financieras, 
Nelson propone una nueva especificación más general sobre la varianza condicional 
heterocedástica que da nombre a los GARCH exponenciales o EGARCH (p,q). 
Al igual que los modelos ARCH tradicionales aseguran la estimación de valores positivos 
en la varianza condicional con una estructura lineal de dependencia que incorpora 
parámetros positivos sobre variables explicativas aleatorias positivas (tanto los residuos al 
cuadrado como la propia varianza condicional desplazada lo son), Nelson propone la 
estimación del modelo en logar/tmos, con lo que también existe probabilidad uno de 
obtener valores de la varianza positivos, aún cuando algún o algunos parámetros no sean 
positivos: 
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Con esta formulación quedan corregidas las deficiencias que, sobre el modelo tipo ARCH 
tradicional, señalaba el autor y que se comentaban en el epígrafe anterior: 
- Por un lado. ya ha quedado patente la cobertura de la necesidad estadistica de 
obtener valores de la varianza estimada siempre positivos al realizar una formulación 
en logaritmos, hecho que ya se habia producido en los comentarios de Pantula (1986) 
y Geweke (1 986). I 
- La respuesta asimétrica al diferente signo de la innovación previa en el modelo viene 
perfectamente recogida por la especificación dada a la función g(.) anterior. Para 
valores negativos de E,, la función g(c,)es lineal y con tendencia ( 9 + y )  y, para 
valores positivos, es (8 - y ) .  El segundo sumando de la definición de la función g(.) es 
el determinante de la asimetría ya que marca la diferencia entre el valor realizado de 
la innovación y su valor esperado. Esta diferencia obviamente puede ser positiva o 
negativa, incorporando mayor o menor volatilidad (mayor o menor varianza 
condicionai) en iuncion áe su signo. i 1 
- la objeción hecha a los modelos ARCH tradicionales de no permitir comportamientos a 
futuro oscilantes queda salvada en esta especificación logaritmica, donde los 
parámetros no tienen porqué ser positivos en todos los casos. t 
- Respecto a la persistencia de los "shocks", la estructura lineal del modelo planteado 
permite contrastar fácilmente la estacionariedad y la ergodicidad. El In(h,) será 
estrictamente ergódico y estacionario en la medida en que el efecto o "shock" de 
innovaciones pasadas se elimine lo suficientemente rápido. La condición de 
estacionariedad de este proceso es la misma que para un ARMA de orden infinito (la 
especificación dada no es más que un modelo de medias móviles de orden infinito), 
con lo cual basta con comprobar que los valores de los parámetros obtenidos sean, en 
suma, menor que uno. 
De cara a mantener la misma signatura que en el resto de los modelos comentados, lo 
dicho anteriormente, escribiendo los valores estandarizado; de las perturbaciones 
aleatorias, se puede rescribir del siguiente modo para lo que seria un EGARCH(1,I): 
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donde podremos distinguir claramente varios componentes: 
- el de la varianza heterocedástica: p, log(h,_,) 
E,-, 
- el del valor autorregresivo de la pertubación: y -  
,K 
i , donde i = - el efecto asimétrico: -- 
Con ello se pone de manifiesto que la formulación de Nelson parte el valor del parámetro 
que acompaña a la perturbación aleatoria en aquel debido al signo y aquel debido a su 
propia naturaleza. 
La segunda gran aportación del documento seminal de los modelos EGARCH hace 
referencia a la función de distribución de la perturbación aleatoria. Con frecuencia, las 
series a las que se aplica el modelo tipo ARCH muestran una distribución con mayor 
apuntamiento que el de una normal y con colas "más gruesas". Es por ello que se plantea 
aquí una forma de la función de densidad del proceso que admita, como caso especial, 
una distribución normal; pero que, al tiempo, permita otros tipos de funciones. 
Escrito el modelo EGARCH como un proceso ARMA obtendriamos la siguiente expresión: 
donde se asume que tanto I - C. ,=I ...p AIy1 como 1 +C. , = I . . . ~  yjy' no tienen raíces unitarias. 
Con ello, la varianza estimada que se sigue de la expresión anterior (exp(-a,).h,) y 
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exp(-a, /2 ) .~ ,  serán estrictamente estacionarios y ergódicos siempre que todas sus 
raíces unitarias estén fuera del circulo unitario. 
La estacionariedad de los momentos condicionales no implica necesariamente lo mismo 
para los momentos marginales. Por ejemplo, una t-student con un número de grados de 
libertad determinado, presenta media y varianza infinitas para los valores de exp(-a,).h, 
y de exp(-a, /2) .~ ,  ). Por esta razón, Nelson propone emplear una función de distribución 
del proceso del tipo de la definida por H a ~ e y  (1981) - GED: Generalized Error Distnbution 
-, que para nuestro caso podría escribirse del siguiente modo: 
donde I-(.)es la función gamma y v es la densidad de la cola del parámetro. Cuando v=2, 
E, se distribuye según una normal. Si v<2, la distribución es entonces más gruesa que la 
de la normal (por ejemplo, si v=l, la distribución es una exponencial doble) y, para v>2, la 
distribución de E, es más delgada que la de la normal (por ejemplo, si v = m ,  E, presenta 
1/2. 112 una distribución uniforme en el intervalo (-3 ,3 ). 
Contraste de especificación 
La función de distribución que se ha supuesto exige los siguientes cumplimientos para 
comprobar las condiciones de ortogonalidad: 
- La esperanza de&, debe ser nula 
- La varianza marginal debe ser igual a uno 
- La esperanza de la función g (E,) para también debe ser nula: E(g(&,) )  = O 
- Por simetría de la función GED, la E(&, 1 E, 1) = O 
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Además, en el modelo supuesto, es necesario que los valores de E,? - 1  y &,estén 
serialmente incorrelacionados. Nelson propone la cumplimentación de la siguiente tabla, 
empleando como valores estimados las medias muestrales de cada uno de los valores 
que aparecen y la comprobación de su significatividad estadística en función de una t- 
student o de una chi-cuadrado 
Condiciones de ortogonalidad 
Con las primeras nueve condiciones se pretende contrastar la correcta especificación del i 
modelo y, con las cinco últimas, la ausencia de correlación serial en la variable que se 
pretende explicar. Para su validación estadística (para determinar si son o no 
1 
significativamente distintas de cero, valor requerido) se emplean sus funciones de 1 
distribución; es decir, los valores tabulados de la X2 con el número de grados de libertad 
que corresponda a cada criterio (al número de condición en la tabla anterior). Para estimar 
las condiciones es frecuente utilizar la media muestral. 
1 
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5.3. Modelos GJR - ARCH ! 
Introducción 
Glosten, Jagannthan y Runkle (1993) propusieron un nuevo modelo tipo ARCH aplicable a 
ciertas constataciones sobre los mercados financieros y, en particular. sobre los mercados 
bursátiles. Su aportación, que daría nombre al modelo conocido como GJR-ARCH se 
centra en los siguientes aspectos: 
Bajo el supuesto de que los precios de los activos se forman a partir de una ley de ¡ 
expectativas centradas en la volatilidad que sobre ellos se ha observado en el pasado 
(CAPM), el económetra se encuentra con fuertes restricciones de información a la hora de 
realizar sus predicciones sobre el valor futuro de dicha volatilidad. Siguiendo un esquema 
! 
tipo ARCH (considerar que la volatilidad se autoalimenta de su propio pasado)daria lugar 1 
! 
a dos tipos de errores: uno el del propio supuesto simplificador de la realidad, en la que 1 
seguro intervienen más variables explicativas; y, otro. el del sistema de estimación ! 
posible. Como sistema paliativo de estos problemas, los autores referidos dicenan un l 
i 
modelo de estimación en el que incorporan tres componentes nuevos en los habituales . .j - ,  
ARCH: .,l S!  
.. 
- Las variables financieras difieren en la forma de afrontar (volatilidad) "las buenas y las l 
malas noticias": con frecuencia, los movimientos de caída son más bruscos y largos 
que los de alza. Una de las aportaciones del modelo GJR-ARCH será la consideración 
particular de este carácter asimétrico de las innovaciones. 
- La volatilidad de los mercados es tanto menor cuanto mayor sea la prima de riesgo 
cubierta por estos. Con ello se quiere incidir en que un mercado con un alto nivel 
diferencial entre los activos con y sin riesgo es menos susceptible a cambios en el 
resto de los condicionantes generales de la economía, ya que, en cierto modo, estos 
ya estaban descontados en ese fuerte seguro que supone una alta prima de riesgo. 
- Existen una serie de patrones estacionales observables que permiten aconsejar la 
inclusión de variables ficticias en los modelos de cartera de valores para incluir estos 
Pág. 84 Modelos de Heterocedasticidad Condicional Autorregresiva 
"fenómenos conocidos". Los hábitos tanto personales como empresariales en el 
suministro de la información permiten observar altas volatilidades en los meses de 
enero y octubre en lo que a la bolsa se refiere. 
- Por último, las expectativas de inflación modifican la volatilidad futura. Los autores del 
GJR-ARCH proponen los tipos de interés nominales a corto plazo como predictores de 
la inflación, entendiendo que, a partir de la ley de Fisher, éstos están incorporando en 
su formación el crecimiento previsible de los precios. 
Dentro de la especificación econométrica que los autores del GJR-ARCH proponen, se 
incl~irán entones las variables y si!uaciones descritas cnmo variables instrumentales en el 
proceso de estimación y predicción del verdadero valor de la varianza condicional. 
Posteriormente, a la matriz de estos instrumentos la llamaremos 1, , indicando claramente 
como se introducen estas variables en el modelo ARCH. 
Para Ue:ern;i;;ar el verdadero valor Ug Uno va;iot;le x, se parte Ue qüe el valuí espeiadü 
de esta. Dada la intormacion disponible hasta t-1 se propone la siguiente regla de 
formacijn o Proceso Generador de Datos: 
E(z ,  IF,_,) =a + p var(z, 1 F,_, )  Ec. 93 
En este supuesto, obviamente se está incurriendo en una cierta inexactitud, a la que 
llamaremos 11, , a la hora de apreciar el verdadero valor realizado de x,. Dicha inexactitud 
o error proviene de dos factores distintos: 
1. la diferencia entre el valor esperado y el finalmente realizado: E, = z, - E(z,  1 F , _ , ) ,  a la 
que se le supone esperanza cero. 
2. un segundo error proveniente de la mala observación de la información disponible 
hasta t - l .  Es decir, es posible que, en vez de contar con el verdadero conjunto de 
información hasta 1-1 (que se ha llamado F,.,), trabajemos con uno distinto (que se 
llamará G,.,) y que la expresión de la varianza condicional que estamos utilizando 
como variable explicativa no sea la correcta, sino una aproximación de ésta. Podemos 
expresar esta segunda fuente de error en la variable explicativa del modelo como 
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- - 
u,_, = ~ ( v , _ ,  -E(v,., 1 G,_,)), donde por la Ec. 93, Y,_, = var(z, j F,_ , )  . Con esta 
expresión, introducimos en el error aquella parte que supone la diferencia entre la 
verdadera explicativa del modelo teórico (v,_,) y aquella que nosotros estamos 
empleando E(v,., / G,_,), sesgados por la información imprecisa sobre el pasado. 
En definitiva, en el término de error 7, se agregan dos tipos de error: el del supuesto inicial 
(igualador de valor esperado y valor real) y el de emplear información deficiente sobre la 
varianza condicional de x,. 
donde el valor real de zt seria igual a: 
z, = a + PE(x, I G,-,) + V,  EC. 95 
La varianza condicional de z, dada la información Ft., , es decir v,., , se puede resumir en 
la siguiente expresión: 
Con esta ecuación se puede escribir u,., como 
u,+, = P[E(E: 1 F,_, - E(&: I G,-, )] EC. 97 
Seguidamente, la media condicional del error total del modelo q , ,  se pueden determinar 
como: 
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La varianza total del error de predicción del modelo se puede diferenciar en sus dos 
Componentes: 
E(7: 1 G,-,) = IG,-, )+ E(&:-, lG,-l) EC. 99 
c r n ~ r  iorrd error nicdirlo <,,,ir inudelo 
Método de estimación por variables instrurnentales de Campbell (1987) 
Campbell propone un modelo de variables instrumentales que sirva para contrastar el 
supuesto de partida de constancia arbitraria en el valor de la var(v,+, 1 G,_,). circunstancia 
que haría posible la estimación del modelo expresado anteriormente. 
Si escribimos una regla de evolución de la esperanza de la varianza del siguiente modo: 
E(v,-, I G,.,) = bo + b,[,-l Ec. 100 
donde z es una representación de G y 1 ,  es un vector columna y b, un vector fila, 
podemos escribir la varianza del error total del modelo como: 
E(/?: I l,.,) = P2 var(v,., I G,-,) + (6,  + b,l,.,) EC. 101 
Si suponemos ahora constancia en el valor devar(v,., 1 G,_,) ,  1 ,  se convierte en un 
vector de variables deterministas observables, con lo que se puede realizar la estimación 
de las dos ecuaciones siguientes: 
x, = c, + ~ , l , - ~  + fl, Ec. 102 
v; =do +d,1,-1+4", 
El valor estimado de c, equivale al de pb, y el de dr a al de b,, por lo que de su cociente 
obtenemos el valor estimado del parametro beta. 
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Modelo GJR-ARCH: Modificaciones sobre el modelo GARCH-M de Bollerslev 
Si expresamos la dependencia de una variable xt de las realizaciones de la varianza de la l 
innovación en el pasado y estas las definimos a su vez como un modelo GARCH (1,1), 
podriamos expresar el siguiente sistema de evolución: 
z, =a,+a,h,_, +E,  
Ec. 103 
h,., = a ,  +a,c:-, +B,h;-, 
donde E,_, (s , )=O Y h,_, =E,- , (E , ! , ) .  
En este modelo se supone implicitamente que la respuesta de la varianza condicional es 
la misma ante el mismo valor realizado de la innovación, sin realizar ninguna distinción 
por ei signo de esia. De cara a iniroducir ei carácier asimeirico que ia observación de ia 
realidad parece indicar. el modelo GJR-ARCH propone la siguiente especificación 
alternativa de la varianza de la €c. 103: 
donde la variable ficticia I, toma el valor cero cuando la innovación realizada en t-1 es 
negativa y uno en el caso contrario. 
I 
De cara a incorporar más información sobre el pasado diferente a las de las propias 
l 
realizaciones de la innovación del modelo GARCH-M, los autores del GJR-ARCH 
proponen la introducción de las variables explicativas que ya se comentaban 
anteriormente en la explicación de la varianza condicional. 
Para recoger efectos estacionales en la especificación de la varianza condicional, la l 
propuesta realizada por Glosten, Jagannthan y Runkle se centra en el principio de que la 
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verdadera variable explicativa de la varianza es la innovación desestacionalizada a la que 
se la denomina 7,  y que guarda la siguiente relación con la innovación observada: 
Siendo ESTI, y EST2, las variables ficticias representativas de los meses en los que se 
supone una estacionalidad significativamente distinta en cuanto a la importancia de la 
volatilidad (en el estudio comentado, enero y octubre) y 2, y 4 los factores de escala de 
estacionalidad aue se estimen. 
El modelo propuesto, quedaria entonces del siguiente modo: 
z, = a, + a,h,., + E ,  
2 2 
Ec. 106 
h,., = a, + a,v,., + a2t7,.,I,-, + Ah,-2 
En algunos estudios sobre la incorporación de la estacionalidad como el de Baillie y 
Bollerslev (1989) la forma en la que esta se introduce en el modelo afecta directamente a 
la especificación de la varianza. En la especificación descrita, el valor que se introduce en 
la ecuación de la varianza. 7 , .  está desestacionalizado. 
La posibilidad de que los coeficientes lambda de la especificación presentada sean, 
sumados, un número negativo, deja lugar a la entrada de un resultado de la varianza 
codicional negativo (absurdo) en función de determinados valores de la innovación. Es por 
ello que se propone una especificación logaritmica adicional. También es constatable 
empíricamente que el efecto de una fuerte innovación (en valor absoluto) en el periodo 
anterior no produce un efecto proporcionalmente más grande que el de una débil. Para 
minimizar el efecto de estos grandes sobresaltos en la reacción del periodo posterior, se 
incluye en el modelo el término ,~,lJh,, tal y como propone Nelson (1991). La 
especificación resultante de incorporar estos hechos seria: 
Z, = a, + a,h,-, + E ,  
Ec. 107 
log(h,-,)=a, + a , ~ ~ t , ~ ~ + a , ~ L , ~ , ~ ~  l G + P ,  log(h,-,) 
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En definitiva, los diferentes modelos y su aportación diferencial van incorporando 
I paulatinamente algún tipo de información en la explicación de la varianza condicional y se 
podrían resumir en el siguiente cuadro. 








Modelo tradicional de 
Bollerslev 




variables explicativas en 
la varianza condicional 
Especificación 
z, = a o  +a,h,_, +E ,  
h,_, =ao +al&:, +P1h,., 
1 (por ejemplo, interés sin 
riesgo) 
/ impacto de innovaciones 





Modelo I V  
Factores 
Estacionales 
impacto de innovaciones 
anormalemente altas) 
z, = a ,  +a,h,., +E,  
2 h,-, =ao +ff,rl,-, +ff2il:-lI,-l + PIh,-, 
E(  =( l+A,EST l ,  +L2EST2,)q, 
z, = a ,  +a,h,., + E ,  
log(h,.,) = a ,  + a , ~ t ,  lJh,, + a2iltlI,-l 'Jh,, 
+ P, log(h,., ) 
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Estimación y contraste 
De cara a la estimación de la especificación propuesta, el punto de partida es el común a 
todos los modelos tipos ARCH y éste es el supuesto de la distribución normal de la 
varianza condicional. Así, los autores proponen una estimación consistente de los 
parámetros a partir del logaritmo de la función de máxima verosimilitud. Cuando la 
asunción sobre la distribución no sea correcta (hecho que ha de comprobarse en la fase 
de contraste), la estimación es posible a partir de métodos como el de cuasi-máxima 
verosimilitud, obteniéndose resultados consistentes ya que la distribución sera 
asintóticamente normal (demostrado en Bollerslev y Wooldrige (1992) o Glosten y otros 
(1988)). 
Para el contraste de las especificaciones realizadas, los autores del GJR-ARCH proponen 
tres validaciones diferentes: 
1. Se contrasta la normalidad de los residuos a partir de los coeficientes de asimetría y 
curtosis. En principio, los modelos aplicados debieran corregir el carácter leptocurtico 
que suelen manifestar las series financieras. 
2. Se contrasta si los residuos al cuadrado estandarizados son independientes e 
idénticamente distribuidos. Para ello se emplea la curva de "impacto de la noticias" 
expresada por Engle y Ng (1993). Con ello se contrasta al tiempo la forma en la que 
afectan diferencialmente innovaciones pasadas negativas o positivas y en qué medida 
afectan al valor futuro la cuantía absoluta de éstas. 
3. Para contrastar la persistencia en varianza o el potencial hecho de que la varianza 
condicional presenté una raíz unitaria. se realiza una regresión de h, en función de una 
constante y de h,., con el fin de comprobar la significatividad del coeficiente y si este 
es superior a uno. Este contraste no riguroso permite descartar unos modelos frente a 
otros (de entre los propuestos en la sección anterior). 
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5.4. Modelos de cadenas de Markov y SW-ARCH (Switching-ARCH) 
Cambios de régimen con cadenas de markov 
Introducción a las cadenas de Markov 
Con gran frecuencia, las series económicas muestran estructuras diferentes separadas 
claramente en un momento del tiempo. Por eJemplo, la que aparece en la siguiente 
ilustración para el indice del tipo de cambio efectivo nominal de la peseta frente al Euro en 
los primeros cinco años de los ochenta, muestra dos estructuras diferentes: antes y a 
partir de la devaluación Boyer de diciembre de 1982. 
En el denominado régimen 1, la media del 
indice rondaría el 120 y, a partir del 
comienzo del régimen 11, el 100, con un 
salto importante en el periodo de 
transición de un estado o régimen a otro 
(diciembre de 1982). Diversos 
acontecimientos como guerras, 
catástrofes naturales, creación de pactos 
colusorios de mantenimiento de precios, 
I in 
.-. \ 
!O5 . \ 
100 Régimen 1 
; 9 5 .   l 
pánicos financieros, cambios dramáticos 
en política económica, simples cambios 
metodológicos, etc. son susceptibles de I 
dar lugar a "cambios de régimen" tales 
como el que se puede ver en la 
ilustración. 
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Estadisticamente, está claro que seria más apropiado tener en cuenta dos medias 
diferentes, una para el régimen uno y otra para el régimen dos, para realizar una 
aproximación más verídica a los datos observablec.en el entorno de cada una de ellas. A 
cada uno de estos regímenes, en el marco de las denominadas Cadenas de Markov se 
les llama "estados" y su ocurrencia viene fijada por un comportamiento aleatorio cuya 
representación, en términos de probabilidad, se puede escribir con la siguiente matriz: 
donde, cada elemento pij representa la probabilidad de que estado ski= i venga seguido 
del estado S,= j. Es decir, P ( y  = j 1 S,_[ = i )  = py . Este es el caso básico de las cadenas 
de Markov para dos estados, donde la ocurrencia de un estado elimina al otro o, dicho de 
otro modo, cada elemento de una columna es complementario del otro. Podemos 
entonces escribir una expresión equivalente a la anterior del siguiente modo: 
Formalmente, se define una cadena de Markov de N estados como aquel proceso en el 
que la probabilidad de que un determinado estado S, sea igual a un valor "j", comprendido 
entre 1 y N, sólo depende del valor que dicho estado haya tomado en el momento 
anterior. Dicho de otra forma: 
P(S, = j l s , _ ,  =;,S,_, = k  ,... S,., = z )  = ~ ( s ,  = j l s , - ,  = i ) =  b,}j.i=I.,,N EC. 110 
A esta expresión se la conoce como la ley básica de las cadenas de Markov. A la matriz 
que contiene todas las probabilidades para cada uno de los N estados posibles, se le 
conoce con el nombre de "matriz de transición" P: 
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Donde, por ejemplo, la fila 3 columna 4 muestra la probabilidad de que el estado 3 sea 
seguido del estado 4 (de un total de N estados diferentes). 
Relación de vectores autorregresivos en las cadenas de Markov 
Si generamos una variable aleatoria, vector columna de orden (N x 1). que toma valor uno 
cuando S,= j y cero en el resto de los casos. podríamos escribir, para todos los estados 
posibles, la matriz identidad: 
(O,l,O ,..., O)' si S, = 2 
E, = 1 Ec.112 
Cuando S,=¡, el vector E, tendrá probabilidad pi, de tener un uno en su elemento "j" y cero 
en el resto, con lo cual, la esperanza condicional de este vector se puede escribir como: 
Para determinar ahora la esperanza condicional de E, ante un valor de &,cualquiera, 
podemos escribir: 
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que, debido a la ley básica enunciada en la expresión Ec. 110, es válida para toda la 
cadena, luego: 
E(E,+~ 1 E,,I E,+~,I  t.,-2,...) =PE,  Ec. 115 1 
Si denominamos v,+, a la diferencia entre el valor esperado y el valor real de E,,, , se 
puede escribir la tipica forma de un proceso autorregresivo de primer orden para el caso 
que nos ocupa: 
E,+I = " E ,  + V,+I Ec. 116 
De cara a la obtención de valores de predicción en una Cadena de Markov asi expresada, ¡ 
es fácil (a partir de la realización de sucesivas sustituciones del término E , ) ,  llegar a la 1 
1 
siquiente expresión: I 
E,,,,, = Prn&, + P ~ - I V , + ,  + P ~ - ~ V , + *  + P2v,+ ,,,_ 2 + Pv,+,_, + v,,, Ec. 117 ¡ 
Dado que la esperanza de vl es igual cero, la esperanza de la expresión anterior se puede 
reducir a: 
E(&,+,,,) = prnt., Ec. 118 
El vectort.,,, tendrá valor uno cuando s,+,=j y cero en el resto de los casos. En la 
expresión anterior, el elemento '7" del vector (N x 1) resultante del cálculo de la 
esperanza, representa la probabilidad de que S,,, sea igual a "j" condicionada por el 
estado habido en "t". Si denominamos ei al vector columna correspondiente al estado "i" 
(fila "i" de la matriz identidad), podemos escribir: 
P(s,+, = 2 1 S, = i) 
= Pmej Ec. 119 l .... 
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Con lo que se sigue que el valor de predicción para "m" periodos de una cadena de 
Markov se corresponde con la potencia "m" de la matriz de transición; es decir, Pm. Con 
ello, estamos diciendo que la probabilidad de que un estado "i" sea seguido de un estado 
a,.,, ,8 j m" periodos posteriores es igual a la fila "j", columna "i" de la matriz Pm. 
Ergodicidad de las cadenas de Markov 
Dada la forma en la que se ha construido la matriz de transición P. en la que la suma por 
columnas es igual a uno, es seguro que este valor será precisamente uno de sus 
auto valore^'^ (ya que una matriz y su traspuesta comparten los mismos 
autovalores). P ' i  = i , donde ies un vector de (N x 1) unos. 
Se define un proceso como ergódico para una cadena de Markov de N estados como 
aquella que tiene todos sus autovalores dentro del circulo unitario, menos el que es uno. 
El vector de probabilidades ergódicas se puede escribir como: 
Pz=n Ec. 120 
Como el autovector estará normalizado (todos sus valores suman la unidad), se puede 
demostrar que: 
lim p"' = f f  i ' Ec. 121 
m+m 
Con lo que queda asegurada la convergencia futura del proceso y, por tanto, su 
ergodicidad. De esta expresión, se deduce el valor esperado de E,,,, converge en 
probabilidad a pi: 
P 
E(E,+,, I E , , E  ,_,,... ) =  Pa&, -)n ¡ 'E,  = n f c .  122 
l o  Claramente, si tenemos una matriz A con un autovalor h y un autovector asociado a ésta x, por definición: 
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ya que ; 'E ,  = 1 . Con lo cual, el valor de predicción a largo plazo de E, viene dado por el 
vector de probabilidades ergódicas pi, sin tener en cuenta el valor de este en el periodo t. 
Además, el vector pi representa las probabilidades marginales de cada uno de los N 
estados posibles": E(&,) = z = P(s ,  = j )  . 
En el caso en que los autovectores calculables de fa matriz P sean distintos, Cox y Miller 
(1965) proponen una descomposición tipo Jordan para llegar al valor de Pm, obteniéndose 
el siguiente resultado: 
donde T es una matriz que contiene cada uno de los autovectores de P y A es una matriz 
d iag~nal  cuyos elementos se corresponden con los autovalores (como está elevada a "m", 
apareceran cada uno de los autovalores elevados a esta cifra) 
Para calcular las probabilidades ergódicas de una cadena de Makov con N estados se 
procede del siguiente modo: 
Para un proceso de Markov con N estados, se  busca un vector rr tal que i ' z  = i y que 
satisfaga la siguiente ecuación: 
A z  = e,,, 
donde A es una matriz de ((N+l)xN) de la forma: 
Ax = h. Dado que planteamos el caso en el que P'i = i  , es obvio que el valor de A igual a 
uno es una solución al sistema anterior. 
11 Si recurrimos a la fórmula vista en la Ec. 118, el valor de predicción para un periodo será 
E(&,+,) = PE(5 , )  . Planteado un proceso estacionario, el valor de la esperanza ha de ser 
constante. En esta expresión P es una matriz conocida (la matriz de transición) y, para que se 
cumpla la igualdad. es necesario entonces que podamos contar con un autovector de P. tal que 
P z  = rr , luego ha de ser que la E(&,) = z = P(s,  = j ) .  En definitiva. pi es necesariamente el 
vector de probabilidades marginales del proceso E(&,) cuando este es estacionario. 
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con lo cual, el vector pi buscado es la columna (N+1) de la matriz [A'A].' A' 
Modelizacion de procesos con regimenes cambiantes 
Partiendo de un proceso AR(1) del tipo: 
donde la perturbación aleatoria se distribuye como una ~ ( 0 , o ' )  y es independiente de S,. 
se pretende modelizar el estado g inobse~able n "t" a partir de una cadena de Markov. 
Con este modelo se recogen posibles cambios de régimen permanentes o coyunturales y, 
además, admite la inclusión de otras variables explicativas para provocar estos cambios 
de régimen. 
Agrupadas en un conjunto todas las posibles variables del modelo 
, . 9, =(y ; ,  y;.,, y)_,,x,,x ,_,, x;-,), donde y, es un vector fila de (N x 1) y x, contiene todas las 
explicativas; la función de densidad condicional de y, , condicionada por el estado S, viene 
representada por: 
f ( y ,  Is, =j;x,,$,;a) EC. 125 
donde a contiene todos los parámetros desconocidos 
En el caso del modelo AR(1) representado en la Ec. 124, y, es un vector de (1 x l ) ,  x, es la 
variable explicativa constante y a. contiene todos los parámetros posibles para los N 
estados teóricos: a'= (c,;c,; ...; cN;@,;b2; ...;4,). Para el caso en el que sólo hubiera dos 
estados posibles, la función de densidad de los estados 1 y 2 (7,  )vendría definida por: 
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En esta situación, sólo se admite dependencia entre yt y el estado contemporáneo a esta 
observación de la endógena (S,). Para dotar de más realismo a la especificación, se 
podria incorporar la importancia de SI., a partir de una Cadena de Markov , ahora de 
cuatro estados, como la siguiente: 
La matriz de transición para esta cadena de Markov, denotando como 
pjj = P(s, = j 1 S,_,  = i )  , seria la siguiente: 
y la función de densidad correspondiente a los distintos estados seria: 
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1 S(Y,  I Y,-,,S, = 2,y , - , ;a)  = 2 o  
Ec. 128 
1 
-[(Y,  - PI-41 (Y,.] - P2 )Y 
Y ,  Y,., ,S, = 3, y,-, ;a)  = -exp/ 06 2u2 
Modelo ARCH de Régimen cambiante (Switching ARCH) 1 
En diversos estudios en los que se han aplicado modelos tipo ARCH ya comentados 
anteriormente, se ha puesto de manifiesto la persistencia de la volatilidad en las series 
te,~pora!e~. ,A!junos a~!ores como iamn i re ix  y La+f=pe+ (1990) sugieren !a ]iiosibi!i&d 
de que dicha persistencia sea debida a la existencia de cambios estructurales en los 
modelos utilizados. Redundando en este hecho, Perron (1989) argumenta que la 
persistencia en volatilidad, a veces entendida como la existencia de una raíz unitaria en el 
proceso, está ocultando el verdadero problema: parámetros no fijos en el modelo. .. 
Hamilton y Susmel (1989) proponen un modelo de los conocidos como EGARCH o 
GARCH exponencial de Nelson (1990) con una peculiaridad añadida: se introduce en la 
especificación del proceso la dependencia de un determinado estado S, inobse~able, en 
el sentido de las Cadenas de Markov, estado que será el causante de que la media del 
proceso sea diferente en distintas submuestras.. 
Así, se define la probabilidad de que se dé un determinado estado S,= j, condicionado por 
el resultado obtenido en el período anterior S,.,=¡ del modo que se hizo en la Ec. 110, es 
decir: 
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LOS diferentes estados posibles determinarán los parámetros de la función de distribución 
de un proceso estocástico&, que se pretende modelizar con un ARCH, de modo que 
tendremos: 
/ ( E ,  IS,,S, .I >...S,_v;&,-~>&,-2,...&,-q ) Ec. 129 
En un modelo tipo ARCH, se podrian caracterizar distintos regímenes en la evolución de 
la varianza con una doble especificación sobre el comportamiento del proceso c, de la 
siguiente forma: 
Ec. 130 
112 E, = h, v, Ec. 131 
h, =a,+a,E,;, +a2<!, +...+ aqF,!, Ec. 132 
donde; v, 3 N(0,l) y d, toma el valor 1 cuando E,', < 1 y cero el resto de las veces.. Con 
ello, la variable modelizada con un ARCH(q), tomará distintos valores en función de las 
diferentes realizaciones de los estados st. 
De cara a representar los distintos multiplicadores g(.) como cambios en la escala del 
proceso, se normaliza el proceso para órdenes de g, 2 2,3, ... N .  Es decir, despejando en 
la Ec. 130 tenemos: 
2 
E' - g2 
-- Ec. 133 
g.7, 
lo que llevado a las Ec. 131 y a la Ec. 132, nos permite calcular la varianza del proceso 
E,. condicionada por los diferentes estados, como: 
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E(&: I s , , s , _ ~  ,... S ,-u, = !-Y 
gv,[(a, + a , ( ~ : , / g  . y , I  ) + a , ( ~ : . ~ / g  ,y,-> )+. .a , (&t , /g  . , . q  )tS<i,-!(c:~ /g; . , ) ]= Ec. 134 
2 1, c, (S,,.S,_~ ,... S,.y) 
l 
Si el valor estimado del término de apalancamiento fuera nulo. (9 = 0 )  el proceso 
existente se conoce con el nombre de SWARCH (N,q) o proceso ARCH(q) con Cadenas 
1 de Markov de N estados. 
Estimación y contraste 
1 
1 El logaritmo de la función de verosimilitud se maximizará de acuerdo a las siguientes 
restricciones: 
nr 
- C p , ,  =1 para i=1,2 ,... N y OSp,  S I  
El algoritmo de resolución se desarrolla del siguiente modo: 
En el momento "t" del tiempo, los valores con los que se cuenta son" 
p(s , ,~ , -~  ,... .Y,-, 1 Y,,Y,-I ,... Y- , )  Ec. 135 
donde cada uno de los N+l números representados están multiplicados por p, ,..,.,  y por la 
función de densidad condicional f (y,,, ( s,+,,s,,s,_, ,... s ,., y,,, ( y , ,  y ,_,,... y.,). Estos sirven 
para obtener los N+2 valores diferentes de: 
* 
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Si se entiende que el proceso es gausiano, el cálculo anterior se realiza a partir de la 
función de máxima verosimilitud de la normal: 
1 1 Ec. 137 JZ ; ;o ,+ l (~ ,+ I>S , ,S , . I  ,... S,_,+, ) 
donde la varianza o:(s,,s,_, ,... S,.,) viene dada tal y como se expresó en la Ec. 134, es 
decir: 
E ( & ;  / s , , s ,  _,,...S ,_,,, E,+,,E,-~...E,-,,)= 
g,>, [(a, +a, ( s t I  / g  .y,., ) + a 2 ( & L 2  / g  ,,-,) +...ay (E:, / g  ,,.,, +M,-l(~LI /g,,., )]= Ec. 138 
2 
0, (S,,S,.~>...S,-~) 
donde d,., toma valor uno si la innovación en t+ l  es negativa y cero en el resto de los 
casos. 
La función de densidad condicional de y,, es el resultado de la suma de los valores 
obtenidos en la Ec. 136, de tal forma que: 
N N  N Ec. 139 C C... CP(S ,+,>~,,s,-,>...s,-,,Y,+, I Y , ~ Y , - , , . . . Y - , )  
de forma que se puede maximizar el logaritmo de la función máximo-verosimil, para las T 
observaciones existentes, escrito como: 
" LOS valores de partida para comenzar a iterar en la función p(s,,s _,,... 1 y,, y _,,... y-,) son 
iguales a las probabilidades ergódicas implicitas en la Cadena de Markov cuya forma de cálculo ya 
se expresó en un apartado anterior. 
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El algoritmo iterativo de resolución propuesto por Hamilton y Susmel es el de Kim's 
(1 994). 
De cara al contraste de la especificación propuesta y bajo el supuesto de que la 
especificación planteada se puede estimar, se propone la diferencia al cuadrado entre las 
varianzas condicional y constante del modelo propuesto: 
7' 
MSE = T - ' ~ ( E :  -h ,  ) 2  Ec. 141 
,=I 
Con ello se pretende juzgar la ganancia que se produce al estimar la varianza mediante 
este proceso condicional frente a la consideración de esta como una constante. Si el valor 
de estas expresión es superior al de considerar que el modelo tiene varianza constante, 
estariamos estimando, con los procesos GARCH, estructuras más ineficientes. 
Suponiendo que el proceso E, fuera la perturbación aleatoria de, por ejemplo. un modelo 
AR(1) del siguiente tipo: z, =a,+a,z ,_ ,  + E , ,  para realizar dicha comparación, se 
calcularía el estadístico adicional: 
Dado que en el proceso GARCH están interviniendo los momentos de cuarto orden, 
Hamilton y Susmel recalcan la pérdida de bondad de este contraste y proponen, en su 
lugar, el empleo de aquellos que señalaran West, Edison y Cho (1993): 
- Diferencia en valor absoluto entre las varianzas condicional y constante del modelo 
7' 
propuesto: MAE = T-' E,? - h, 1 Ec. 142 
,-I 
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- Diferencia al cuadrado entre los logaritmos de las varianzas condicional y'constante 
T 
del modelo propuesto: /LE? = T-IC (ln(~,') - ln(h, ))' Ec. 143 
r.1 
- Diferencia al cuadrado entre los logaritmos de las varianzas condicional y constante 
del modelo: LE = T-ICI ln(F:)- ln(l7, ) 1 Ec. 144 
, = I  
Para determinar el grado de "persistencia" de la volatilidad implicito en este modelo, se 
procede al siguiente desarrollo: 
Partiendo del modelo propuesto en la Ec. 132: 
y escribiendo la expresión del valor condicional esperado para el momento t+m 
(empleando ya la notación GARCH), obtenemos: 
2 E(h,+m) E(&:+m 1 &,+,n-l,+,,-2) = + ~I&,+,,,-I + Mt+t,7-~8:+n8-~ + ~ I ~ , + ~ ~ - I  Ec. 146 
Dado que el último periodo histórico conocido se refiere al momento t, para obtener estos 
valores de predicción la condicionalidad impuesta se refiere a los valores de E,  y 
anteriores. El valor de la esperanza condicional sera entonces'? 
li La expresión anterior se puede resumir en. 
l 3  Obviamente, para la variable de apalancamiento dt+m.i la construcción del 
! modelo con un V ,  simétrico exige que sea independiente de E,?. Por otro lado, su 
t valor condicionado será igual a ella misma. 
;. 
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i,+,$? = E ( E : + , ) = ~ o  +(a, +p1 +9/2)h,+,,-, =a0+ /U7 ,+ ,~ -~  EC. 147 
donde h viene a representar la "persistencia" de los choques (shocks) de volatilidad que 
lleva implicita el modelo. 
Predicción 
Para obtener los valores de predicción de un modelo SWARCH(N,q) se puede proceder 
del siguiente modo. 
En primer lugar, el valor esperado en el periodo t+m para el proceso descrito según las 
Ec. 132, Ec. 131 y Ec. 130, seria el siguiente14: 
- E(E,?+,, l S, ,S,., ,...s,.~+~ .E, ,E,-] >...E,-~+I ) = 
-2 - E(g.%,c,+", / x , , . ~ , - ~  ,... s,-q+13&,,&,-~,...&t-q+~ )= Ec. 148 
-2 " - 
- ) E ( g , < ,  I s,,s,_, ,...S,.q+i )E(&,+, 1st ,E,-I >...E,-q+~ 
Como el primer termino del producto final de la anterior expresión es una cadena de 
Markov. se puede escribir la siguiente igualdad: 
~ ( g ,  I .$,,S ,_,,.. ,S,_,+,) = Cg, ~ r o b ( s , + , ,  = j I S , )  EC. 149 
El valor de predicción en t+m de la matriz de transición es igual a "m" veces el producto 
de la matriz P, tal y como se detallaba en la expresión de la Ec. 119: 
14 Teniendo en cuenta que S, es independiente de v, y de 6 en cualquier momento del tiempo. 
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P(s,+,,, = 2 1 S ,  = i) 
= Pn'ei Ec. 150 1 .... 
donde ei denotaba la columna i-esima de la matriz identidad de orden (N x N) 
Si se recogen en un vector columna de (N x 1) los diferentes valores de la función g, se 
puede escribir: 
gt= (gI>g*?...g,v) Ec. 151 
E(g,  1 S ,  = i )  = g'PD'e, 
,*>& 
El segundo término de la ecuación Ec. 148 es un modelo ARCH en logaritmos de orden 
"q", que se puede escribir como: 
- 
E(F,En, 1 E, ,E,., ,...,&,.,+, ) = 
-1 - 2  
=a, + a , g l  + a , ~ , _ ,  +a,~,.,+, +96,q2 para m = 1 
- - - 
=a, + ( a ,  +9/2)h,+ ,,,_,,, +a2h,+ ,-,,, +...+aqh,+,m.yy Para m)=2,3: 
Ec. 152 
donde, 
h,,, = C: para r < t 
=E(F,2Iz2,F,:,,...) p a r a r > t  
Los valores de h,,, cuando r = t +2,t+ 3, ... se calculan iterando en la expresión Ec. 152. 
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Ya que en el modelo propuesto .?, =E, 16, la predicción de la Ec. 152 esta en función 
de E,,&,.~ ,... , con lo que la Ec. 148 
se pueden escribir ahora como: 
En la realidad, los diferentes estados o valores de s,,s+,, etc. no son conocidos. Aún así, y 
gracias a la ley de las expectativas iteradas, se puede escribir: 
N N Ec. 154 z ... ~ [ ( N ( S ,  ~ , - q + l , & , , & , - , , . . . ~ , - y + l ) ~ ~ ( ~ r ~ ~ , - ~ 3 ~ , - ~ , + l  1z,,z~-12.-))1 
1,=1 l,.>=l .\Y.,, *,=1 
1 El resultado obtenido es una suma ponderada de las predicciones condicionales hasta el 
I periodo "m". 
Con el modelo propuesto se asume que si el fenómeno ha estado en el régimen 1 en los 
último "q" periodos y la pll es cercana a la unidad (la probabilidad de que el estado 1 
venga precedido de otro de igual valor) 
- si la innovación el último periodo "t"" ha sido pequeña, la predicción seria, 
básicamente, igual: 
2 E(&,+, 18, ,~,_~,..~,.~+~)=a, +a,(&: /g1)+a2(&t2 /g,)+ay(~?y+l/gl)+~,(&: /gI) 
Con lo que el efecto marginal de E: vendría dado por (a, +9d,) lg,  
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- - - 
- si la innovación del último periodo fuera grande, el efecto marginal vendría dado por 
(a ,  + @ , ) / g , .  
En definitiva, la volatilidad admite diversas formas no lineales que se construyen a partir 
de la inferencia sobre el actual estado de la misma en el periodo "t". 
Gourieroux y Montfort (1992) definen una variante de este tipo de modelo a la que dan el 
nombre de Qualitative Threshold ARCH (Modelos ARCH de umbral cualitativo). En su 
estudio, se determina con sencillez la forma en la que se construyen las funciones de 
autocorrelación total y parcial para identificar la situación propuesta por estos autores, 
generando un modelo apto para la introducción de más variables explicativas exógenas 
en la especificación de la varianza. 
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Introducción 
En el año 1993, Zhanxin Ding, con la colaboración de Granger y Engle propone una 
nueva expresión generalizada en la familia ARCH cuyo principal objetivo es recoger 
dos circunstancias comunes en las series financieras: 
Además de existir una importante autocorrelación entre los valores de la 
perturbación aleatoria en términos absolutos, dicha perturbación (en valor 
absoluto) elevada a una potencia "d" muestra aún mayores autocorrelaciones. 
incluso con un largo desfase temporal (la memoria temporal es muy amplia en 
estos procesos). 
- No parece existir una razón clara para admitir a priori la relación lineal impuesta 
en todos los modelos tipo ARCH en la especificación de la varianza 
condicional en función de los residuos retardados al cuadrado o de la 
desviación típica retardada. 
- Dado que la autocorrelación observable en las series financieras parece cer 
mayor en valores cercanos a uno (ligeramente mayores que uno, 
generalmente) no parece idóneo emplear conio variable a modelizar la 
varianza o la desviación típica en los modelos tipo ARCH, sino un cierto valor 
de la desviación tipica elevada a una potencia "6" por determinar (aquella con 
valores de autocorrelación más grandes en la variable aleatoria absoluta 
elevada a esa "6"). 
El modelo A-PARCH aquí propuesto acoge, en su especificación, como casos 
especiales los modelos tipo ARCH ya comentados previamente, aunque dota a la 
especificación de la capacidad de recoger otro tipo de relaciones no lineales entre la 
varianza condicional y sus factores explicativos. 
Especificación 
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El modelo A-PARCH definido por Ding (1993), usando la misma terminologia 
empleada para el resto de los casos, se formularía del siguiente modo: 
Obsérvese que la propuesta de Ding se centra en admitir una modelización de la 
desviación tipica elevada no necesariamente a dos. Es decir, no se impone la 
modelización de la varianza como un proceso condicional autorregresivo, sino una 
cierta potencia de la desviación tipica (aquella en la que la autocorrelación del proceso 
aleatorio en valor absoluto es máxima). En este modelo están implicitas dos 
transformaciones potenciales tipo Box-Cox: 
- Sobre la desviación tipica (en función del valor de 6 ) ;  con la que se recoge el 
coeficiente de elasticidad de sustitución (CES) de un modelo tipo Arrow (1961). 
Sobre el valor absoluto asimétrico de los residuos; con la que se recoge el 
"efecto apalancamiento" (leverage) presente en los mercados financieros; es 
decir, la respuesta distinta ante "shocks" previos segun el signo de estos. 
Tal y como se ha comentado, esta nueva presentación de los modelos A-PARCH, 
acoge como casos especiales otros yac~munes '~ :  
1. Modelo ARCH de Engle (1982): cuando 6=2 , yi=O y p,=O 
2. Modelo GARCH (p,q) de Bollerslev (1986): cuando 6=2 , yi=O y pi#O 
3. Modelo GARCH de TaylorISchwert (1986) en desviaciones a la media: cuando 
6 = 1 , y¡= 0 y B,#O. 
4. Modelo GJR (1989): cuando 6=2 . O<yicl y p,#O 
5. Modelo TARCH de Zakoian (1991): cuando 6 = 1 , yi = O y @,#O. 
6. Modelo NARCH de Higgins y Bera (1990): cuando 6' = 612 , y¡= O y p,#O. 
7. Modelo log-ARCH de Geweke y Pantula (1986): cuando 6 - 0. 
Como demuestra el autor en el apéndice B de su articulo de 1993, si se asume una 
distribución condicional normal del proceso aleatorio, para la existencia de los 
momentos de orden ~ ( h , 8 )  y E 1 E, I S  es necesario que: 
1 Lo que se define como la condición de estacionariedad del proceso. 
Estimación y contraste 
Ding advierte la conveniencia de aplicar una potencia 6 distinta de uno o de dos (como 
en los modelos en desviaciones tipicas o en varianza) a partir de un estudio de 
Montecarlo realizado sobre un amplio conjunto de series financieras de diversos 
paises. De su estudio, cabe concluir dos cosas: 
- La autocorrelación en las potencias alrededor de uno del valor absoluto del 
proceso aleatorio mantienen mayor autocorrelación para cualquier retardo que 
las de cualquier otra potencia. En su caso, el valor de 6 óptimo parece ser el de 
1,43. 
- La observación anterior no varia aunque lo haga la frecuencia de las series 
utilizadas. Es decir; aunque las variables sean diarias, semanales, mensuales, 
etc. el valor de la potencia alrededor de uno es el que muestra mayor 
l5 Para más detalles en la transformación del caso general a cada uno de los siete específicos 
comentados ver Ding (1993), Apéndice A. 
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autocorrelación muestral, siguiéndose una distribución monotónica decreciente 
a ambas colas desde este máximo absoluto. 
Para la estimación del modelo, Ding propone emplear el algoritmo de resolución de 
Berndt-Hall-Hall-Hauccman eh la función normal de las caracteristicas del proceso 
antes descrito. 
Para determinar la utilización de un valor de la potencia distinto a, por ejemplo, uno, 
como en el caso de un modelo ARCH en media, o dos, como en un GARCH(p,q) del 
tipo definido por Bollerslev (1986), Ding propone realizar un contraste tipo ratio de 
verosimilitud o Breusch Pagan del tipo: 
2(1, - 10 1 + x; 
1,: el logaritmo de máxima-verosimilitud bajo la hipótesis nula de que el modelo 
GARCH(p,q) es el correcto. 
1, : el logaritmo de máxima-verosimilitud bajo la hipótesis alternativa de que el modelo 
A-PARCH es el correcto. 
En el caso en que la diferencia propuesta se distribuya según el valor teórico (una chi- 
cuadrado con dos grados de libertad), se admitiria la hipótesis nula; es decir, se 
admitiria que el proceso de autocorrelación condicional de la varianza se rige según un 
GARCH(p,q). En caso contrario. se admitiria que el proceso es realmente un A- 
PARCH. 
6. MODELOS DE FIJACIÓN DE PRECIOS I DE 
ACTIVOS 
i 
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6.1 Modelos unifactoriales de fijación cle precios de cartera. Modelos CAPM 
(Capital Asset Pricing Models) 
Introducción 
Los modelos de Asset Pncing parten del presupuesto de que los agentes económicos 
maximizan su función de utilidad bajo la existencia de la incertidumbre sobre los sucesos 
futuros. Fijada una rentabilidad esperada de la inversión, los agentes intentarán 
determinar su posición en cada uno de los activos existentes en el mercado eligiendo, a 
partir de la información disponible, la combinación de éstos (cartera de valores o porífolio) 
con minima volatilidad (varianza condicional) y máxima rentabilidad (esperanza 
condicional). 
Markowitz (1 959) define el problema de selección de la cartera de valores para el inversor 
en términos de rentabilidad esperada y volatilidad. Argumenta este autor (cita literal) que 
"los inversores optimizarán su utilidad manteniendo una cartera de activos con máxima 
rentabilidad esperada, dado un nivel mínimo de varianza". En definitiva, la CAPM se 
asienta en el supuesto de que la cartera de valores de mercado es una combinación de 
activos eficiente en media y varianza. 
Sharpe (1964) y Lintner (1965) recogen las ideas de Markowitz definiendo un modelo 
como sigue: 
E(R,  = Rr  + P,, (E(R ,  - R ,  1) 
cov(R, ,R, ) Ec. 155 P,", = 
var(R,, 
donde: 
Ri: rentabilidad del activo "i" 
R,: rentabilidad media ponderada de los valores existentes en el mercado 
R,: rentabilidad del activo sin riesgo 
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Esta teoría se describe con frecuencia en términos de "prima de rentabilidad sobre el 
activo sin riesgo", es decir, buscando la explicación del exceso de rentabilidad de un 
activo con riesgo sobre otro sin él: 
E(Z,) = P,,(E(Z",) 
cov(Z,, z, ) 
= var(~,) Ec. 156 
Z, = R, - R,  
Z,,, = R, - R,  
El significado financiero del parámetro P, viene a representar, en esta expresión, la 
sensibilidad de la rentabilidad de la cartera de valores ante la volatilidad general del 
mercado. A esta expresión se la conoce con el nombre de "beta de inversión o beta 
financiera" y, en la medida en la que sea mayor que uno, hablaremos de inversiones 
relativamente arriesgadas, mientras que, en el caso contrario, hablaremos de una cartera 
menos sensibie a ios niuviiiiieiiios i1sI nsrcodo. 
La aplicación de Sharpe-Lintner en esta segunda expresión tiene tres implicaciones: 
R, = E(R,,,)+P;,(E(R,,, - E(R,,,O) Ec. 157 
donde: 
- el valor de la constante es nulo, 
- el parametro p recoge completamente la variación de la rentabilidad esperada en el 
corte transversal, 
- la prima de rentabilidad sobre el activo sin riesgo es positiva: Z j  = Ri - R,  > 0 .  
Black (1972) planteó una variante sobre este modelo CAPM general: el caso en el que no 
hubiera ningún activo sin riesgo. En su exposición, emplea los valores de rentabilidades 
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quedaría explicado como sigue: 
1 
Modelos de fijación del precio de los activos 
Ro, es la rentabilidad de la cartera de valores "beta-cero" asociada al mercado "m". Esta 
composición de cartera se define como aquella que tiene la mínima varianza de entre 
todas las posibles carteras incorrelacionadas con "m", ya que el valor del parámetro era y 
es: 
Siguiendo la interpretación común del parámetro beta ya comentado anteriormente, este 
activo teórico con rentabilidad R,, seria el menos expuesto o sensible a variaciones en el 
resto del mercado. 
La definición del modelo de Black se puede entender como el caso restringido del modelo 
más general del tipo E(R , )  =a , ,  +P,,,E(R,), donde lo que implicaría el modelo de Black 
sería que el término independiente fuera igual a: 
a,,,, = (1 - P,,, )E(Ra,,, ) Ec. 159 
Hasta aquí se han tratado de una serie de identidades matemáticas que no comportan 
más que un período de realización. De cara a la obtención de un modelo econométrico y 
la consiguiente inclusión del factor tiempo, se puede suponer que el comportamiento de 
las series temporales de las rentabilidades se distribuyen como una normal. Con ello, 
podemos estimar consistentemente el modelo: 
2, = a;,,, + A, Z,, + E;, Ec. 160 
donde: 
Z :  prima de riesgo del activo "i" (diferencia entre la rentabilidad del activo "i" y el activo 
sin riesgo" del mercado). 
Z,: prima de riesgo del total del mercado (por ejemplo, un índice general de la bolsa 
menos el valor de la rentabilidad de un activo público). 
Relaciones matemáticas e identidades implícitas del modelo para un solo período 
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De cara a cuantificar matemáticamente el equilibrio según la situación planteada en el 
modelo Sharpe-Lintner, se hacen las siguientes definiciones: 
Sean: I 
N: el número de activos con riesgo en el mercado cuyo vector de medias de rentabilidad 
es p y su covarianza Q. 
w,: vector (N x 1) de pesos de cada activo en la cartera de valores "a" siendo la suma 
N 
igual a uno x w ,  = 1 
,=I 
La rentabilidad media de la cartera de valores "a" será: p, = w:,p y su varianza 
0,; = i v ; ~ l u , ,  , 1 
1 
La covaíiaiiza entre dos carteras de~activos a y b sera: w:,Rk, . .. 
Según estas expresiones, la cartera de activos óptima será aquella que, dada una 
rentabilidad p, minimice la expresión con restricciones: 
1v 'p  = p P Ec. 161 
que, escrita en forma de lagrangiano seria: 
Calculando las derivadas parciales respecto a los parámetros presentados, obtenemos el 
siguiente sistema de ecuaciones con solución para cada valor dado de la rentabilidad 
esperada ,un: 
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- = p  P -w',u=O Ec. 163 
86, 
Realizando una serie de sustituciones para lograr una solución inmediata al sistema. 
podemos escribir las tres condiciones anteriores en una sola del siguiente modo: 
w,, = g + l ~ p ,  Ec. 164 
donde: 
1 g = -[B(fl- 'i) - A(fl-l/r)] vector de ( N  x 1) 
D 
1 h = - [ ~ ( n - l p )  D -A(Q-';)] vector de (N x 1) 
En definitiva, con la expresión de la Ec. 72 obtenemos un resultado matemático de 
asignación de proporción de cada activo en una cartera a la cual se le pide una 
rentabilidad prefijada p,. 
Obviamente. la solución puede no ser única (pueden coexistir varias carteras distintas con 
varianza mínima e igual rentabilidad). Para cada cartera de valores "p" con mínima 
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varianza, existe una cartera con covarianza cero con esta a la que se le llama 
habitualmente la cartera beta-cero. 
A partir de las expresiones anteriores, se puede calcular la cartera de valores con minima 
varianza posible. a la que llamaremos "g", y definir su rentabilidad media, su varianza y la 
matriz de pesos de cada activo del siguiente modo: 
1 - 1 .  iv =-n 
C 
A p =- Ec. 165 
" C 
EctlmaciC!? y cnntrzste del modelo CAPM 
Para la estimación del modelo CAPM se utiliza la expresión de la Ec. 160, según la cual 
definiamos el exceso de rentabilidad de un activo "i" respecto al activo sin riesgo como: 
donde: 
E(&, ) = O  
E(&, E ; )  = 2 
E(Z,, ) = P, 
2 E(Z,, - P, ) 2  = 0, 
C01>(Z,, ; E,) = O 
El supuesto intrinseco de la CAPM. tal y como ya se ha comentado y expresado en la Ec. 
160, es que el vector de parámetros independientes tiene valor real igual a cero (a=O) y 
que la p es mayor que cero (prima de riesgo positiva). 
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Asumiendo normalidad en todas las variables aleatorias consideradas en la expresión 
anterior, se pueden estimar los parametros de los N activos por máxima-verosimilitud, 
cuya expresión del logaritmo de la función de densidad conjunta sera: 
NT T I " L=--~~~(~~~)--~~~)CI--~(Z,-~-PZ,,,)'X-~(Z,-~-PZ,,,,) Ec. 167 
2 2 2 ,=, 
La solución por derivadas parciales seria: 
Ec. 168 
Para al estimación de la matriz de varianzas covarianzas, es habitual el empleo de la 
matriz de información de Fisher; es decir, de la negativa de la esperanza de la derivada 
de segundo orden del logaritmo de máxima-verosimilitud respecto al vector de 
parámetros. 
El resultado permite describir los dos primeros momentos y las funciones de distribución 
como16: 
donde los estimadores consistentes de varianza y media de Zml son: 
l 6  La notación W se refiere a la distribución de Wisahrt con T-2 grados de libertad y covarianza E, 
que reproduce una distribución chi-cuadrado para el caso multivariante. 
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1 "  
cl", = -E z., 
T ,=l 
1 T Ec. 170 
O - m  = -  ~ ( z , , , ,  -ir",2 
T ,=, 
Para contrastar la hipótesis nula H , ( a  = O) se construye un estadístico tipo Wald cuya 
expresión se demuestra que es la siguiente: 
Si se acepta la la hipótesis nula, .lo se distribuirá como una X2 con N grados de libertad. 
En esta expresión, el único valor desconocido es el de 2 ,  que puede sustituirse por el 
valor de su estimación por máxima verosimiiitud que se exponía en ia Ec. '168. 
Dado que este test no puede ser aplicado en otro caso diferente al de muestras 
temporales muy largas, MacKinlay (1987) y Gibbons, Ross y Shanken (1989) proponen 
otro contraste ahora sí utilizable con muestras pequeñas. Su definición matemática es la 
siguiente: 
con esta expresión se contrasta la hipótesis nula H , ( a  = 0) que, en caso de cumplirse, 
haría que el resultado de la Ec. 172 estuviera dentro de los márgenes de una F de 
Snedecor con N;T-N-1 grados de libertad. 
Aplicación al corte transversal 
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En muchas ocasiones la contrastación de esta teoría en términos de corte transversal 
resulta de especial interes para descubrir relaciones entre los distintos activos y carteras 
para el mismo momento del tiempo. Fama y Macbeth (1973) describieron un 
procedimiento para aplicar la CAPM a diversos activos contemplados estos en el mismo 
momento del tiempo. Los autores referidos proponen la siguiente regresión: 
l donde: 
1 2, : es un vector (N x 1) de N rentabilidades por encima de la libre de riesgo de activos 
1 ,  
1 diferentes evaluadas en el momento t. 
y, y y,,:parámetros estimados en N regresiones diferentes para toda la extensión 
I temporal de la que se dispone y usando MCO. 
, : vector de (N x 1) parámetros beta diferentes estimados por la CAPM comentada 
hasta el momento. 
l 
1 1 , :  perturbación aleatoria identicamente distribuida como una normal y con las 
1 caracteristicas habituales. 
I 
I 
Fama y MacBeth proponen dos etapas en la estimación de este modelo: 
I 1. Se estima la Ec. 173 de forma independiente para cada uno de los excesos de 
rentabilidad (N ecuaciones diferentes) y con una muestra de T 0bse~aciones 
temporales distintas. 
i 2. Se analizan los valores estimados de los parámetros. Para ello, se define 
1 yo = E( y,,) y y, = E( y,,). A continuación se contrastan las implicaciones de la 
CAPM; es decir, que el término constante es nulo y que el parametro y, > O .  Para 
contrastar este hecho, y partiendo de la distribución normal de la perturbación 
aleatoria y, por tanto, de los parámetros estimados por MCO, se emplea el clásico 
-~ -test<-*dent-delsiguientem0.d~: 
? j 
rl(o;'(?,) == 3 tr-, EC. 174 
H,íI,=O) 
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Estimados como: 
Ec. 175 
Con frecuencia esta forma de contrastar la CAPM se emplea para incorporar a esta teoria 
variables explicativas adicionales a las comentadas hasta ahora. Por ejemplo. es sencillo 
seguir la misma dinámica aqui expuesta para contrastar si el tamaño de la cartera sirve 
para explicar la rentabilidad de esta, añadiendo a la regresión de la Ec. 173 una variable 
explicativa más (c )  y contrastando, a partir de la t-student, si su parámetro a la hora de I 
l 
explicar Z, es nulo o no. 
A esta teoria se le hace una critica iunaarneriiai. daiiü qüe el valüi da los "betss" nc es 
conocido, es necesario estimarlas para la aplicación del procedimiento descrito. Con ello 
se incluye una fuerte fuente de error en el modelo y un término aleatorio en los 
regresores, con todos los problemas que la economia tradicional describe en este caso en 
la estimación MCO. 
6.2 Modelos rnultifactoriales de fijación de precios de cartera: Teoría del Arbitraje de 
precios (Arbitrage Pricing Theory - APT -) 
Introducción 
La APT es introducida por Ross (1976) buscando una alternativa a la CAPM, dado los 
problemas de aplicación que esta segunda sufre por lo muy limitado de sus asunciones 
sobre las variables explicativas del modelo propuesto. En la APT se van a considerar 
múltiples causantes o factores de riesgo para determinar el precio de un activo. La 
principal aportación a su manejabilidad es que se va a establecer un sistema en el que no 
es necesario conocer de antemano la cartera de valores del total del mercado. 
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La asunción principal de esta teoría es que la rentabilidad de un activo "i" se puede 
explicar en función de un término constante y de una serie de factores, modificados por un 
parametro de "sensibilidad" del activo frente a ellos y, finalmente. de un término aleatorio 
y desconocido. Matemáticamente su especificación seria la siguiente: 
R, = a j  + b J f  + E( 
E(&; / f ) = O  Ec. 176 
E(&,?) = q2 < 0' < m  
R,: rentabilidad del activo "i" (1 x 1) 
a, constante 
b,: sensibilidad ante el factor (k x 1) 
f: vector de realizaciones comunes del factor (k x 1) 
Para el caso en que se consideren N activos de forma simultánea, la especificación 
matricial del sistema propuesto seria la siguiente: 
Ec. 177 
donde. 
R: vector (N x 1) de las distintas rentabilidades de los activos R=[Ri,R Z,....R~]' 
A: vector (N x 1) de términos constantes para cada activo a = [a, ,a,,...a,] 
B: matriz (N x K) de sensibilidades del tipo B=[b,,b~ ,... btJ 
E : vector (N x 1) de perturbaciones aleatorias E = [&,,e, ... &,j 
Dada esta situación, Ross afirma que la ausencia de arbitraje en economias 
suficientemente desarrolladas (mercados amplios y profundos) supone que la rentabilidad 
esperada de un activo sea igual a una constante (el parámetro del modelo beta-cero 
expresado en la sección anterior) más una cierta prima de riesgo. Matemáticamente, se 
podría escribir esta relación como: 
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donde, 
p = iao + BA, EC. 178 
S p : vector de (N x 1) rentabilidades esperadas de los activos 
lo : parámetro beta-cero 
BL, : lambda es un vector (K x 1) de prima de riesgo, modificada para cada activo "i" por 
un parámetro bi de sensibilidad frente al factor. 
Obviamente, la cuestión fundamental en los modelos APT es la determinación de los 
factores explicativos que dan lugar a esta identidad. 
Determinación de los factores 
n---i- - $  - . -m+-  ili=t= foíirirn IR sglección de los factores a incluir como explicativas de UÍ.5"C: F i t  ,,u, ir" dr .ir.- .-v.. -.- 
la rentabilidad de los activos se centra en dos grandes campos: ei macroeconóniico y e; 
microeconómico. 
Las principales variables empleadas como determinantes macro en estudios como el de 
Chen y otros (1986) apuntan hacia aquellos factores que inciden en las variaciones en la 
Tasa oficial de Descuento, entendiendo que esta es la que se emplea como expectativa 
de descuento futuro de los flujos de caja e, indirectamente, modifica el valor de estos. Las 
principales variables consideradas en el documento referido son: 
- Diferencial entre el tipo de interés oficial a corto y largo plazo (prima de riesgo por 
plazo). 
- Inflación esperada. 
- Inflación realizada. 
- Crecimiento de la producción industrial. 
- Diferencial de rentabilidad entre los bonos de grandes y pequeñas empresas. 
También se consideran, para ser finalmente desechadas, el crecimiento del consumo 
privado y los precios del petróleo. 
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Campbell (1993) profundiza en algunas consideraciones sobre estos factores 
1 considerados tradicionales. Su aportación se podría resumir en dos grandes ideas: 
- El consumo privado agregado no es un buen representante del consumo tipo de los 
agentes que intervienen en los mercados de capitales. En el consumo agregado, la i proporción de personas que no intervienen en los mercados de activos es muy alta por 
¡ lo que, esta variable, registrará movimientos que nada tienen que ver con los 
1 
l mercados de capitales. 
- En los mercados de capitales existen determinantes de compra-venta de dos 
naturalezas diferentes: por un lado estarán aquellos inversores que maximizan su 
curva de utilidad de una forma racional y, por otro, aquellos que producen operaciones 
1 mas llevados por impulsos o "motivos psicológicos". Los primeros se verán movidos a 
acomodar sus carteras a las demandas y ofertas que producen estos "inversores 
impulsivos", rompiéndose los equilibrios Iógicos teóricos del mercado. 
I 
En un interesante artículo de Schwert (1989) se hace un detallado repaso del papel 
explicativo de algunos acontecimientos macroeconómicos sobre la evolución de la 
volatilidad. Para Schwert, los principales factores que habría que considerar son los 
1 siguientes: 
- Inflación y crecimiento de la masa monetaria. 
11 
- Nivel de actividad real; aunque el actor señala, en las conclusiones, que la volatilidad 
es mejor predictor de futuros vaivenes en el nivel de crecimiento que al revés. 
1 
1 
Efectos apalancamiento (dando lugar a una mayor duración de las volatilidades 
registradas). El autor recoge que la reducción de la rentabilidad de las acciones frente 
a los bonos o la emisión nueva de estos por encima de la emisión nueva de acciones 
da lugar a incrementos en la volatilidad. 
- Variables de tipo comercio: laboralidad (dias hábiles) y volumen de actividad 
comercial. Con sus valores lógicos, el autor demuestra que hay una relación directa 
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entre el número de dias hábiles y el incremento de la volatilidad; ocurriendo lo mismo 
en cuanto a los dias de mayor volumen de comercio relativo frente a los de menor 
volumen. 
Desde el lado de la determinación de factores explicativos tipo micro, destaca la 
aportación y recopilación hecha por Fama y French (1993) y los mismos autores en 
(1996). Entre los tradicionalmente más utilizados se pueden contar: 
- Valor de mercado de las acciones. 
- Ratio precio-rentabilidad. 
- Peso relativo de las empresas en el sector. 
- Grado de exposicion externa-interna. 
Desde el punto de vista de la estimación estadística de los factores a incluir en el modelo, 1 
l los métodos más empleados se refieren al análisis factorial. buscando aquella matriz de 
varianzas-cü"aricin2a5 urtogonal que irceja toda !S información de c=da Lini de Irr 
variables incluidas y en forma decreciente; es decir, recogiendo el máximo de la varianza I 
total en el primer factor y asi sucesivamente hasta completar el total. I 
Con frecuencia, los factores explicativos de esta teoría se encuentran dentro de la propia 
matriz de varianzas-covarianzas entre todos los activos del mercado, lo que abre la puerta 
a modelos especialmente dedicados al estudio de la formación de esta y de sus 
posibilidades de cambio en el tiempo (modelos factor-ARCH de Engle (1987) o Engle y 
otros (1990). Este tipo de modelos se estudiará en profundidad más adelante. 
Estimación y contraste de la APT 
Si definimos nuevamente el modelo como en la Ec. 176, tenemos: 
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Ec. 179 
donde, 
R,: vector de (N x 1) de rentabitidades de los N activos de la cartera 
B: matriz de (N x K) de sensibilidades 
f ,  : vector de (K x 1) de factores 
1 
a :  vector de términos constantes de (N x 1) 
Los valores de los parámetros se estimarán por máxima verosimilitud. obteniéndose los 
siguientes resultados: 
1 De cara a contrastar la validez del modelo propuesto es valido el empleo de un ratio de 
rnáxima-verocirnilitud similar al que se empleaba con la CAPM, de forma que podremos 
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este estadistico se ditribuye, cuando se cumple la hipótesis nula de valor nulo del término 
constante. como una X2 con grados de libertad iguales al número de restricciones 
impuestas. 
El modelo restringido que se propone para la contrastación seria el siguiente: 
donde se esta suponiendo que: 
a=iy,+B(ñ, + p f k )  Ec. 183 
Para el contrate de máxima-versosimilitud, habrá N grados de libertad menos K 
l 
necesarios para estimar los elementos de hk y 1 en la estimación de y,; es decir N-K-1. I 
Los estimadores de este modelo restringido serian: l 
Aplicando la expresión de la Ec. 181 contrastariamos el cumplimiento de la APT en la 
medida en que el estadístico creado estuviera en incluido en la X2 N-K.,. 
l 
1 
6.3 Modelo APT con estructura FACTOR-ARCH de la matriz de varianzas- 
covarianzas entre los activos 
Como ya se decía anteriormente, este tipo de modelos son susceptibles de una aplicación 
ti'po ARCH para definir la prima de riesgo de cada activo en función de la matriz de 
varianzas-covarianzas temporal de todos 105 activos del mercado como factor explicativo. 
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Rescribiendo la formulación básica de la APT (Ec. 177) en lugar de para la rentabilidad 
bruta para el exceso de rentabilidad sobre el activo sin riesgo del mercado (prima de 
riesgo para cada activo) tenemos: 
donde p, es la esperanza (media) condicional de Zt, (vector N x 1 de primas de riesgo de 
cada uno de los activos). En esta expresión, los factores afectan a todas las primas de 
riesgo de los diferentes activos debidamente ponderados por sus b's correspondientes. 
siendo v, un vector de perturbaciones aleatorias. Podriamos escribir una matiz (N x N) de 
varianzas-covarianzas entre las primas de riesgo de los diferentes activos como: 
K 
H,  = xb,bi,l,, + R Ec. 185 
k=I 
dbnde, n e s  una matriz semidefinida positiva de orden (N x N), ,lk,es un vector de (N x 1) 
de variables aleatorias y las b's son linealmente independientes. 
En la Ec. 185 se está haciendo un supuesto sobre la Ec. 184 que podría ser cualquiera de 
los dos casos siguientes: 
1. B = b,,l:i2 y var,_,( f,) = 1,  situación en la que nos encontrariamos con un modelo 
en el que las covarianzas (betas) de los diferentes activos con un factor particular 
cambian proporcionalmente. Todos los activos responden de igual manera ante el 
cambio en un determinado factor. 
2. B = b, y var,-,( f,,) = A , ,  donde la respuesta de cada prima de riesgo ante la 
variación de un factor es distinta. 
La matriz H, goza de una serie de propiedades de enorme utilidad para su utilización: 
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- Es semidefinida positiva. 
- Siempre se pueden construir carteras de valores con matriz de varianzas-covarianzas 
condicional constante. 
- Siempre se puede rernplazar el A ,  de la Ec. 185 transformando la expresión del l 
siguiente modo: 
K 
H ,  = Cbkb , 'hk ,  +R. Ec. 186 
k = l  
donde h,,son las varianzas condicionales de las carteras de valores de N activos y 
R' es una matriz de (N x N) constante. 
Si construimos una cartera de valores P,, = u ~ z , ,  donde a k  es el vector de pesos de ¡ 
cada activo en la cartera, de forma que a,bk = 1 ,( lo que siendo el vector de betas 1 
ortogonal supone que el valor de alia es: a, = b, i bkqb ,  j. ia varianza condicional ae ia 
prima de riesgo de esta cartera se puede escribir como: 
l 
h,, = a i H , a k  = Ak, + a@ak = A,, + S, €C. 187 l 
En definitiva, podemos escribir la matriz de varianzas-covarianzas como: 
h' 
H ,  = x b k b , h , ,  + R' Ec. 188 
k=I 
K 
donde. 0' = R - z b , b , s k  . 
k=I 
- Se pueden obtener valores a futuro de la matriz de varianzas-covarianzas a partir de 
la predicción multiperiodo del vector h,, . Su expresión seria la siguiente! 
K 
E, (H ,+ , )=zbkh ;~ , (h , ,+ , )+ f i '  Ec. 189 
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De cara a la especificación econométrica del modelo y las relaciones causales hasta aquí 
planteadas es necesario llevar a cabo una definición concreta del vector h,,. Para ello, 
Engle y otros (1990) proponen dos supuestos simplificadores, ya que, considerar todos 
los factores o carteras posibles daría lugar a un sistema imposible de estimar. Las 
propuestas serían las siguientes: 
1. Considerar que el conjunto de las K carteras o factores tienen una representación 
univariante. Esto es lo mismo que asumir que la prima de riesgo de cada cartera 
(factor) "k" está bien definida por una función univariante que puede ser, por ejemplo, 
un esquema GARCH (1, l)  en Media del tipo: 
Ec. 190 
dado que u, =a,&, y que h, y 4, están relacionados por h ,  = 4, + S ,  (tal y como se 
veía en la Ec. 187), la matriz de varianzas-covarianzas se puede escribir como: 
K 
ff, =C. + ~ [ a , b , b i ( a l s t , ) ~  ( = I  +flkb ,b , (a ,~ , . ,ak)]  
Ec. 191 
C' = C b , b ; ~ ,  +a* 
En Baba y otros (1987) se demuestra que h,,se puede estimar consistentemente por 
máxima-verosimilitud. Las b's se pueden calcular usando estos valores, obteniéndose 
estimadores consistentes, pero no eficientes. 
2. La segunda alternativa es considerar un esquema multivariante para la formación del 
factor "k", que será calculado siguiendo un esquema recursivo. El sistema propuesto 
admite la posibilidad de que el factor en "Y dependa de la información existente de su 
propio pasado y del comportamiento observado de los primeras k-1 carteras 
consideradas. La forma de estimar este caso es algo más compleja y se detalla, por 
ejemplo, en Engle (1987). 
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7.1 Introducción 
Siguiendo la metodología de Hendry, la contrastación de un modelo econométrico pasa 
por dos fases: 
una primera en la que se contrasta "mala especificación"; es decir. la aceptación 
de la hipótesis nula no lleva a la aceptación de  la hipótesis alternativa, 
y una segunda de "especificación" propiamente dicha, en la que la hipótesis 
alternativa es "constructiva": rechazar la hipótesis nula supone aceptar la 
alternativa 
Pérez y Murillo (1997) clasifican las distintas medidas de contrastación del siguiente 
modo: 
I 1 No linealidad 
Heterocedasticidad 
/ Sesao de siano 1 Mala Sobre la curva de las sesgo signópositivo 
esoecificación noticias Sesgo signo negativo / Conjunto 
Capacidad predictiva 
Otros (varianza, normalidad, asimetría, . . )  
Comparación entre / Modelos anidados 
Siguiendo su mismo esquema de organización aunque incluyendo algunos estadisticos 
más, hacemos un breve recorrido por las diferentes fases en la contrastación del modelo 
ARCH. 
Especificación 
7.2 Contrastes de mala especificación 
modelos 1 Modelos no anidados 
Estabilidad varianzas 
Contrastes de n o  linealidad 
Désde el artículo seminal de Engle, tantas veces citado, ya se desprende que la 
determinación de la no linealidad en el comportamiento del error es la clave de los 
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modelos ARCH y, obviamente. debe ser la primera comprobación que nos incite a su 
emoleo. 
Continuamente estamos hablando de la posibilidad de la existencia de una correlación 
entre los valores al cuadrado del error en distintos momentos del tiempo como 
determinantes de una varianza condicional heterocedástica autorregresiva Siguiendo la 
metodología de Box-Jenkins, es inmediata la comprobación de este hecho a partir de las 
funciones de autocorrelación total y parcial cuyos casos concretos ya han sido 
comentadas y definidas en diversas secciones de esta tesis con motivo de la exposición 
de cada tipologia ARCH diferente. 
Estimada la función de autocorrelación total de un proceso aleatorio X (que puede 
perfectamente ser la perturbación al cuadrado) como: 
Existen multitud de criterios para poder definir si un proceso estocástico es un ruido 
blanco o no. De entre ellos. los más extendidos (citados por orden cronológico de 
aparición) son: 
Intervalo de confianza 
Para distribuciones fijas con varianza finita (pk=O /k#O).la varianza de un valor de la 
función de autocorrelación total rk viene dada aproximadamente por el valor N-'. Si, 
además, el recorrido muestra1 es lo suficientemente largo (si N es grande). será 
aproximadamente una normal con lo que un valor de rk por encima de 2 N-"' puede 
considerarse como significativamente distinto de cero. 
De un modo más general, la varianza para un número de parámetros superior a "q" se 
podría especificar como: 
Var(rk) = N-' ,(1+2p2, + ... +2p2,). Ec. 193 
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El valor muestra1 fuera de las dos bandas que definen 2 2 veces la desviación tipica (para 
el caso e una normal) mostrarían que no estamos ante un ruido blanco (o lo que es lo 
mismo, que existe algún valor de la función de autocorrelación total significativamente 
distinto de cero, ya que excede los limites en los que se encontraria la normal (0.1) segun 
la cual se ha de distribuir un ruido blanco). 
Cociente de Von Neumann: 
Es un test construido para muestras muy grandes. bajo el supuesto de que, en ese caso. 
la siguiente expresión se distribuye como una normal 
Cuando se ha realizado la estimación de determinada forma, la media de los errores es 
nula y, con un "n" suficientemente grande, se puede suponer que la distribución anterior 
se distribuye como una normal con media y varianza como siguen: 
Las fórmulas de media y varianza son sólo ciertas en el caso en que los errores se 
distribuyan de forma independiente. con lo cual el cociente tiene una validez muy limitada. 
D y H de Durbin-Watson: 
Este estadístico ya no fundamenta su base en el limite. con lo que es válido para 
muestras más pequeñas (valores de "n" menores). 
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A partir de una transformación muy simple. se puede llegar a definir esta "d" de Durbin. 
Watson como una función casi equivalente del coeficiente de autocorrelación total: 
~~,~,,-I 
I /  : 2(1 - /j) donde p = '=' que se demuestra es el estimador insesgado del 2 
,=l 
coeficiente de autocorrelación total. 
En el caso en que la variable endógena retardada está entre las variables explicativas del 
modelo, el estadistico anterior no se puede emplear, ya que, parte del autocorrelación 
existente entre las perturbaciones aleatorias correspondientes a distintas obse~aciones, 
queda "camuflada" por la inclusión de y., = f(if,-,) , en la que 1 1 ,  = ~ ' ( I I , . , )  . 
En neta r -cn,  !?; "f expresada anter/or.~~en!e h&!ar/a de ausencia de autoc~rre!ación aún L.. -4.- 
cuando ésta existiera, por lo cual se define una nueva expresión que seria: I 
n 
17 = e Ec. 197 
En la cual el coeficiente de autocorrelación se aumenta con una función que incluye la 
varianza del coeficiente de la variable endógena desplazada que funciona como 
explicativa, as¡ como con el número de observaciones del modelo. Obviamente. este 
contraste es valido siempre y cuando el denominador de la expresión sea mayor que cero, 
por lo que necesariamente la varianza del parametro de la endógena retardada debe ser 
inferior a N". Si esta condición no se diera, los autores recomiendan realizar una 
regresión de la perturbación aleatoria en función de todas las demás explicativas (incluida 
en su caso la endógena desplazada) y de  ella misma desplazada (U,.,) y determinar la 
presencia o no de autocorrelación en función de la significatividad del parametro de esta 
última explicativa, juzgada esta por el valor de la t-student. 
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Ambas expresiones presentadas por Durbin y Watson se distribuyen asintóticamente 
como una X2 con "k (número de variables explicativas) grados de libertad. Aun asi. dado 
que el valor estimado de la perturbación aleatoria es una combinación lineal de la propia 
perturbación y de las variables explicativas del modelo. no se pueden obtener valores 
exactos para la exclusión o inclusión del supuesto de autocorrelación. Sólo se pueden 
construir unos valores criticos (superiores e inferiores) que determinen, en función del 
numero de datos y del número de variables explicativas, unos intervalos de total 
seguridad de existencia o no y'otros de zona de incertidumbre. 
Este estadistico y el anterior sólo son v8lidos para cuando se supone que la 
autocorrelación del término de la perturbación aleatoria se puede explicitar como un 
modelo autorregresivo de orden uno. 
Q estadística de Box Pierce : 
Con esta expresión se estaría obteniendo un valor crítico único del valor global de cada 
autocorrelación calculada en función de una distribución tabulada. En la expresión se 
premian los modelos con mayor número de datos (está multiplicada por N) y se puede 
demostrar que la función estadística del valor calculado se distribuye como una chi- 
cuadrado con " k  grados de libertad 
k 
Q ( k )  = N 3 ,y: Ec. 198 
1.1 
Con este criterio, valores de la " Q  experimental calculada según esta expresión 
superiores al valor tabulado de la chi-cuadrado nos llevarían a rechazar la existencia de 
un ruido blanco (los valores de la función de autocorrelación serían, globalmente, 
diferentes de cero). 
Q estadística de L-Jung-Box : 
A partir de una serie de simulaciones sobre la Q de Box-Pierce antes citada, se comprobó 
que este estadistico podría estar infravalorando el nivel de significación a partir del cual se 
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debe rechazar la existencia de un ruido blanco. Por ello se propuso la corrección a la 
fórmula anterior que ahora se cita y que intenta paliar este problema de infravaloración. 
Obviamente, !a interpretación del estadistico calculado sigue las mismas reglas que las 
expresadas para el caso de la Q de Box-Pierce. 
Test de correlación serial del Multiplicador de Lagrange. (Breusch-Godfrey): 
Estos autores proponen la estimación del modelo, mediante mínimos cuadrados l 
! 
ordinarios, dos veces, una para obtener los errores y otra segunda del modelo inicial más 
~ n a  eepecificaciSn rccocoria en f~nción de !os errores ~eta~!ados obtenidas: I 
Los autores demuestran que la expresión T.R2 (T: tamaño de la muestra y R' : coeficiente 
de correlación lineal de la regresión) se distribuye asintóticamente como una X 2  con "p" 
grados de libertad. Se rechazará la hipótesis nula de no existencia de autocorrelación si 
esta expresión es superior al valor de tablas. 
Este contraste es equivalente a la Q de Box-Pierce cuando el vector de variables 
explicativas contiene únicamente variables exógenas. 1 
Criterio informativo de Akaike: 1 
Con este criterio se penaliza la existencia de un mayor número de variables explicativas l 
aunque el valor de esta penalización puede verse compensado por la ganancia en bondad 
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de ajuste medida por la varianza del error obtenido en la experimentación. Dicho de otra 
forma. se aceptará un modelo con más términos frente a otro siempre que la ganancia por 




De un modo aplicado. el criterio nos servirá para rechazar un modelo con más variables 
explicativas que otro cuando la inclusión de más variables no haga que el error disminuya 
de forma considerable. En definitiva, siempre será preferible un modelo frente a otro 
cuando de este obtengamos un valor AIC más pequeño. 
Modelo de selección de portfolio de Poskitt y Tremayne: 
Estos dos autores introducen una expresión para determinar cuál debe ser el modelo 
seleccionado en función de los valores obtenidos por el criterio de Akaike. Sugieren la 
siguiente expresión: 
Los autores de esta expresión refieren que un valor de esta expresión menor que 
6 seria significativo de que la combinación de parámetros (p,,qi) son parámetros 
igualmente aceptables que la combinación (p,q). 
Criterio de información de Schwarz: 
Se trata de una variante del criterio de Akaike, en esta ocasión imponiendo una mayor 
penalización a un modelo frente a otro por la introducción de una variable explicativa más. 
BIC = k log(N) 
N 
Modelos de Heterocedasticidad Condicional Autorregresiva Pág. 145 
Contrastes de estructura y bondad de ajuste 
Obviamente, la interpretación es la misma que la ya mencionada para el criterio de 
Akaike. 
Tanto el criterio de información de Akaike como el de Schwarz no se disenaron 
especificamente para dirimir la cuestión de si estamos o no ante un ruido blanco, sino 
para medir de alguna forma el posible problema de sobreparametrización de un modelo 
econométrico, dicho de otra forma. para saber cuál es el largo óptimo del numero de 
retardos que han de introducirse en la especificación de un proceso. Aun así, su utilidad 
es obvia por cuanto nos dirá si la inclusión de una explicativa más en el modelo compensa 
el perjuicio causado por la reducción de los grados de libertad del modelo en  función de la 
reducción en la desviación tipica del error cometido en el ajuste. 
Contraste de heterocedasticidad 
A partir de la propia definición de un modelo GARCH(p,q) está implicita la contrastacion 
sobre la heterocedasticidad. por cuanto la nulidad de los parámetros de la parte 
autorregresiva en la especificación de la varianza condicional servirían para determinar 
este punto. 
Esta situación da lugar al contraste de heterocedasticidad conocido con el nombre de LM 
ARCH. que podria expresarse formalmente como: 
Teniendo un modelo GARCH(p.q) del tipo: 
correspondiendo O2 a la parte de media móvil (parámetros) del modelo anterior, el 
contraste de heterocedasticidad sería tan sencillo como comprobar si este vector de 
parámetros es nulo o no, para lo cual se propone el test máxima verosimilitud en su 
versión abreviada por Breusch y Pagan que ya se comentaba en la sección anterior. 
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La curva de impacto de las innovaciones previas (News lmpact Curve) 
Engle y Ng (1993) propusieron una medida del grado de ajuste entre dos o mas modelos 
tipo ARCH a partir de la llamada Curva de Impacto de las lnnovaciones (News In~pacf 
Curve) que definieron del siguiente modo: 
... Manteniendo constante la información referida a t-2 y la previa a esfe punto, se puede 
examinar la relación implicita entre E,., y h,. Llamaremos Curva de lmpacto de las 
Innovaciones a la curva con todos las varianzas condicionales retardadas frente al nivel 
de la varianza marginal del proceso, lo que sirve para relacionar /os "Shocks" del pasado 
(innovac;ones) con la volatilidad estimada 
Las dos virtudes principales imputables a esta curva se refieren a: 
- servir para poner de manifiesto las diferencias entre los distintos modelos ARCH de 
cara a la predicción de la volatilidad, y 
- contrastar la bondad del modelo a partir del grado de ajuste que la curva de impacto 
de las innovaciones tiene sobre los datos reales. 
Para construir la curva a la que nos estamos refiriendo, se siguen los siguientes pasos: 
1. Se estima el modelo bajo cualquiera de las propuestas ya comentadas (ARCH, 
GARCH. GJR-ARCH, EGARCH, AGARCH, etc.). Asi se obtiene el valor de los 
parámetros. 
2. Se obtiene la curva de lmpacto de las lnnovaciones calculando la varianza condicional 
según la especificación que se le haya dado a esta. En el cuadro siguiente. se expresa 
como se obtiene esta para las principales modificaciones de los modelos ARCH, 
pudiendo obtenerse cualquier otra a partir de la omisión de alguno de los términos en 
las aquí referidos. 
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Cuadro : Modelización v cálculo de la Curva de Impacto de las Innovaciones" 
log(l?, ) = a,, +DI log(l?,., + 
EGARCH 
Logarítmico y 
)1 =Do,? exp(ü,, -a, m> 
Especificación Varianza Cuma de Impacto de las noticias 
1 1 
Ii, = A + or, ( j  + c,., )' 
AGARCH 1 17, =u, ,+u , (~ , .~+~)~+p , l? , - ,  1 I T l .  ,'!=a O + f i n ?  f'l" i í I I 
GJR-ARCH 
Realizando un gráfico de las diferentes curvas correspondientes a los modelos más 
comúnmente utilizados (GARCH, EGARCH y GJR-GARCH) - ver secciones 
correspondientes - se pueden 0 b s e ~ a r  las siguientes características: 
- Como es obvio y ya se ha señalado en varias ocasiones. el proceso GARCH es 
simétrico. no habiendo ninguna diferencia en la modelización de la varianza a partir de 
17, =a,  +a,s;., +P,h,., + 
ycl,-,ct, 
1 = l si E,., < O  y O resto 
la constatación de que el diferente signo de E,., puede producir diferentes efectos. 
Los otros dos modelos propuestos (EGARCH y GJR-ARCH) si  diferencian entre 
ambas situaciones (signo positivo o negativo). 
~ + ü c ; - ,  si  c l  > O )  h, = 
d +(a, + y)c,?-, resto 
" I A = & .  + p p -  1 
- En los modelos EGARCH. grandes valores de la innovación (perturbación) en el 
período anterior derivan en efectos sobre la volatilidad mayores que en el modelo 
GARCH. 
1 l 
17 En este cuadro. a,,P,,y son parámetros constantes y estimables; mientras que a' es la 
varianza marginal del proceso y h, es la varianza condicional que se modeliza. 
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- Los tres modelos propuestos están centrados en E,. = 0 ,  aunque. tanto el modelo 
GJR-ARCH como el EGARCH. presentan distintas pendientes para los valores 
positivos y para los negativos (más pronunciada esta última). siendo mayor la 
diferencia entre ambas en el modelo GJR-ARCH. 
Ilustración 1: Curva de Impacto de las Innovaciones para distintos modelos 
ARCH 
Ambos gráficos están elaborados sobre los datos diarios del IBEX-35 de Madrid entre 
enero de 1992 y junio de 1999. El modelo GARCH es de orden (1,l) y e l  modelo GJR- 
ARCH no incluye ninguna variable explicativa accesoria sobre la varianza. La forma de 
cálculo de las curvas se recoge en el  cuadro previo, aunque, de cara a la observación del 
componente tedrico, se ha asumido como valor conocido de la varianza condicional en el  
período t-2 el valor de la mediana de la varianza estimada según las distintas propuestas 
(se asume, entonces, que los procesos son Gausianos) 
. 
Dadas. las diferencias manifiestas entre la modelización simétrica de la varianza 
condicional o volatilidad (representada por el proceso GARCH) y las asimétricas 
(EGARCH y GJR-ARCH), es necesario determinar en qué medida la realidad cumple la 
hipótesis de impacto diferente ante innovaciones negativas y positivas. Engle y Ng 
propusieron un triple contraste de posibles sesgos diferentes: 
- Contraste sobre el sesgo del signo (o conjunto), centrado en estudiar si hay impactos 
en el modelo que no considera variaciones por el signo de las innovaciones en el 
periodo anterior y, por tanto, éste está mal especificado 
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- Contraste sobre el sesgo negativo, en el cual se intenta comprobar el efecto distinto 
en la volatilidad resultante producido por la diferencia entre valores negativos pasados 
grandes y pequeños de la perturbación aleatoria. 
- Contraste sobre el sesgo positivo, igual que el caso anterior, pero ahora para las 
innovaciones previas positivas. 
En definitiva, los tres contrastes propuestos introducirán en la especificación inicial 
(simétrica) variables explicativas que recojan efectos que, de ser significativos, nos 
determinarian una mala especificación del modelo inicial. 
Con traste Objetivo Variable introducida 1 
Sesgo en el signo 
Este tipo de contrastes es fácilmente generalizable a especificaciones de las variables 
, 
I si E, .~  < O  
existencia o no de asimetría 
O resto casos 
Sesgo negativo 
Sesgo positivo 
ficticias comentadas que toman valor uno si el valor de la innovación en el periodo 
precedente excede de un tanto por ciento dado de la estructura de sus percentiles. El tipo 
de contraste propuesto obviamente no es tan sólo apto para modelos tipo ARCH y puede 
efectos de "apalancamiento" 
(leverage) en valores negativos 
efectos de "apalancamiento" en 
valores positivos 
establecerse de forma separada o conjunta. 
S,:IE,-I 
S,:, = 1 -S,:, 
Formalmente, el contraste se exprecaria del siguiente modo: 
Sea la especificación de la varianza condicional dada por una función del siguiente tipo: 
donde, 
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h, : varianza condicional ó E ( E : ) .  
h,,(6,zn,) : modelo de la volatilidad bajo la hipótesis nula con 6,,, un vector de (k x 1) 
parametros y zo, un vector de (k x 1) variables explicativas. 
J,,,: vector de (m x 1) parámetros de variables explicativas no incluidas en la 
especificación inicial y z ,  las variables no incluidas. 
La hipótesis a contrastar será obviamente la de nulidad de los parametros adicionales: 
ho(&). Si se considera la perturbación del modelo ARCH normalizada, es decir 
v, = E ,  /A, se puede definir una regresión auxiliar del tipo de la enunciada por Engle en 
SU articulo seminal como: 
1 
2 C . - '  r' -. V, = U ~ L ~ ,  i v ~ L ~ ,  i ii, Ec. ?VA I 
' 1-121 12,s 
, , U , ,  y , - 6 o ( _  Se eva!úan !por máxima-verosimilitud) que ! : 
.. -- -u:---- 1,- -,-lnrac n-tim-rinc de 3" ha!' !a hlpfitesis nula. Empleando la " = " y JC vviic;iirii iv* "u,",,, ",.iii'r-.r- 
,r 
habitual expresión de Breusch y Pagan (1978). se puede calcular el estadístico: 
<,.M = T.RZ X: Ec. 205 
donde "m" es el numero de variables explicativas accesorias cuya existencia en el modelo 
se desea contrastar, R2 es el coeficiente de correlación lineal de la Ec. 204 y T es el 
tamaño muestral. 
Dado que las relaciones implicitas en un modelo tipo ARCH son no lineales. la 
ortogonalidad entre v, y zo,' no está garantizada, razón por la que este contraste se suele ! 
llevar a cabo con el siguiente proceso: 
1. Regresión de E: en función de zo, solamente. 
2. Usar los residuos de esta regresión (con lo que queda garantizada la 
ortogonalidad entre v, y zar'). 
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Contrastes sobre la capacidad predictiva del modelo 
Para determinar diferencias significativas entre los diversos modelos ARCH posibles, 
algunos autores recogen distintas funciones de pérdida que evalúan la gravedad del error 
cometido. De entre ellos, los más comunes son los que desarrollaran Hamilton y Susmel 
(1994) y que se resumen en las siguientes cuatro propuestas: 
Directo Valores Absolutos 
Errores 
I 1 1 i 




La buena capacidad predictiva de un modelo obviamente se centrara en que el valor de 
estos estadisticos se encuentre próximo a cero. Los autores descritos, advierten sobre la 
imposibilidad de cálculo del error estandar medio (MSE) cuando estamos ante un 
IGARCH, ya que este se centra en el cálculo de los cuartos momentos que, en dicho 
proceso, no existen. 
C ( E :  - h, 
MSE = '=' 
T 
Otros contrastes de mala especificación 
El(&: -4)I  
MAE = '=' 
T 
, 
En diversas situaciones y aportaciones metodológicas de la familia de los ARCH que se 
han venido explicando en capitulas anteriores, se ha puesto especial importancia en la 
forma funcional de distribución probabilistica de los procesos que se iban a modelizar. 
Este punto es fundamental por se la clave de la estimación máximo verosimil que se 
realizará en cualquier aplicación de este tipo. 
t ( ~ t 7 ( ~ ;  ) - ~ n ( h ,  1l2 
L M , E  = '=' 
T 
Como ya se ha repetido con frecuencia, las series financieras, a las que se les ha 
aplicado con mayor éxito este tipo de modelos, presentan con frecuencia una distribución 
mas similar a la de la t-student que a la de fa normal o a una distribución tipo GED como 
7 CI ( M E :  ) - w k ,  )) I 
LM4E = '=' 
T 
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la analizada por Nelson (1991). Es por ello que la comprobación de los estadisticos 
básicos sobre el comportamiento normal o no de la serie a modelizar es un paso obligado. 
Coeficiente de asimetria 
Se define como coeficiente de asimetria (A) el momento de orden tres respecto a la media 
divido por la desviación tipica al cubo del proceso. Formalmente: 
n13 - 1 I k = 7 - E(< - E(<))' = 7 r (6 - E(<) 'dF({ )  = 
u. 0 < T "  Ec. 206 
Dicho coeficiente de asimetria, calculado para la función de una normal, tiene un valor 
igual a cero (la función normal es perfectamente simétrica). 
Se define como coeficiente de curtosis (k) el momento de orden cuatro respecto a la 
media divido por la varianza del proceso. Formalmente: 
'"4 - 1 1 k = 7 - 7 E(5 - E(<))4  7 r (< - d F ( 5 )  = 
0 r7 " Ec. 207 
I 
= 7 g (5 - E(<) ' f  
Dicho coeficiente de apuntamiento o curtosis, calculado para la función de una normal, 
tiene un valor igual a tres. 
Contraste de normalidad de Jarque Bera (1981) 1 
Ambos autores prueban que el estadistico experimental: 
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J B = N  +,y: Ec. 208 
24 
se distribuye como una x2 con dos grados de libertad cuando la serie sobre la que se 
aplica se distribuye como una normal. 
7.3 Contrastes de especificación 
Contrastes de ratio de verosimilitud, Multiplicador de Lagrange y Test de Wald 
En principio, estos contrastes se consideran "constructivos" ya que, tal y como se citaba 
anteriormente. el rechazo de la hipótesis nula que se plantee supone la aceptación de la 
alternativa. 
En la literatura, son frecuentes el empleo de las tres variantes básicas de contrastación de 
un modelo restringido sobre uno aumentado a partir del grado de "máximo" de la función 
de verosimilitud def modelo. Dicho de otra forma, los tres contrastes citados responden a 
la misma idea básica: si con el modelo restringido, y una vez estimados los parámetros 
correspondientes, estamos ante un máximo de la función de verosimilitud, la inclusión de 
nuevas variables explicativas no debe producir un crecimiento significativo de esta 
función. 
Los contrastes más habituales son la razón de verosimilitud, el multiplicador de Lagrange 
y el test de Wald. 
El hecho de emplear distintas propuestas sobre la misma contrastación se debe al hecho 
matemático de que una formulación que tan sólo responde a la primera derivada de una 
función puede estar minusvalorando o sobrevalorando los resultados por el grado de 
concavidad o convexidad matemáticas de la función que estemos empleando. 
En el contraste del ratio de verosimilitud se plantea que si el modelo restringido (con 
menos parámetros) es suficiente, la ganancia en la maximización del logaritmo de 
verosimilitud al incluir más parámetros (más variables explicativas) no es significativa. 
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Habitualmente se emplea la siguiente expresión para su'determinación: 
RV = -2(Ln(H,)-  Ln(H<, )  3 X t  Ec. 209 
donde Ho es el valor del logaritmo de máxima verosimilitud estimado con el modelo 
restringido y H, con el modelo ampliado o alternativo. Teóricamente. y bajo el supuesto 
contemplado en la hipótesis nula, el estadístico experimental se debe distribuir como una 
X:, donde "p" es el numero de variables explicativas que se incorporan en el modelo 
ampliado 
Tal y como ya se ha comentado, el empleo del ratio de verosimilitud da lugar a un sesgo 
en los resultados en función del grado de convexidad que presente la función, hecho que 
con este ratio no se está teniendo en cuenta. 
Recogiendo la misma exposición de Buse (1982)'" en el gráfico siguiente se representan I 




18 BUSE. A. (1982): The Likelihood Ratio, Wald and Lngrange Multiplier Tests: An Expository Note. 
The American Statistitian. 36. Part 1. 1982. 
Sobre las relaciones de estos tres contrastes se puede encontrar un análisis detallado en OTERO. 
JM (1993): Economefria y Series Temporales. Editorial AC. 
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donde: 
In ~ ( 6 )  : valor del logaritmo de verosimilitud de la función uno para el parámetro 6 (el 
máximo verosimil). 
lnL1(6,): valor del logaritmo de verosimilitud de la función uno para el parámetro 8, 
In L,(8,) : valor del logaritmo de verosimilitud de la función uno para el parámetro e,, 
Es sencillo comprobar que el ratio de verosimilitud para el parámetro 6, es tanto mayor 
cuanto mayor es el grado de convexidad de la serie. Es decir, cuanto más convexo es el 
logaritmo, la posibilidad de rechazar la hipótesis nula en la ecuación siguiente es tanto 
mayor. 
RV = -2 (~n(B)  -~ n ( 6 )  2 ,Y; Ec. 210 
De cara a solventar este sesgo hacia el rechazo de la hipótesis nula cuando se comparan 
distintos logaritmos, se emplean tradicionalmente las dos propuestas de Wald y del 
Multiplicador de Lagrange. 
En el test de Wald se emplea como medida de la significatividad la diferencia entre cada 
par de parámetros distintos matizada por la matriz de información (matriz de segundas 
derivadas) del siguiente modo: 
donde, 
i ( 6 )  = restricciones parámetricas planteadas 
, matriz de derivadas parciales de (q x k) R(B) = -
a6 
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[ a;;;w] I(B) = E - ; matriz de información o de segundas derivadas para medir la 
convexidad. 1 
Para el caso de un único parámetro, lo anterior se limitaría a: 
Si se cumple la hipótesis nula (los verdaderos parámetros evaluados son cero), el valor de 
este estadístico se distribuye como una ,y:, donde "q" es el número de parámetros 
accesorios que se propone en la hipótesis alternativa. 
El cálculo del multiplicador de Lagrange se realiza a través de la expresión: 
donde L,.(B,)es el logaritmo de máxima verosimilitud evaluado para los parámetros 
estimados con el modelo restringido, I es la matriz de información (segunda derivada) y 
"p" es el número de restricciones que se imponen en la hipótesis nula (modelo restringido) 
frente a la alternativa (modelo ampliado). 
La lógica del multiplicador de Lagrange parte del análisis de la pendiente de la función de 
verosimilitud para los valores de los parámetros propuestos. Dado que en el máximo de la 
función el valor de la pendiente debe ser nulo, se sigue inmediatamente que cuanta mayor 
sea la diferencia a cero en la pendiente calculada con otro valor paramétrico distinto al 
que hace máximo la función más evidente es que este parámetro no maximiza la función. 
Como se puede comprobar con la ilustración anterior, la pendiente en cada punto (para 
cada parámetro calculable), estará en función del grado de convexidad de la función, por 
lo que, para no obtener un contraste sesgado como ocurría con el ratio de verosimilitud, el 
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Multiplicador de Lagrange propone una ponderación por la medida de esta convexidad; es 
decir, la matriz de información o de segundas derivadas. Como en el caso anterior, los 
valores se toman al cuadrado para evitar la compensación de signos. 
El Multiplicador de Lagrange se puede calcular como: 
ML = S(Bo)'~(Bo)~'S(Bo) -t ,y: Ec. 214 
donde. 
S(@) = a"' L(e) ; pendiente de la función en cada parámetro 
ae 
I(B) = E[- lnL(')] ; matriz de información o de segundas derivadas para medir la 
asast 
convexidad 
Si se cumple la hipótesis nula (los verdaderos parámetros evaluados son cero), el valor de 
este estadístico se distribuye como una X : ,  donde "q" es el numero de parámetros 
accesorios que se propone en la hipótesis alternativa. 
El contraste de Newey (1985) se puede considerar el caso especifico del multiplicador de 
Lagrange para los modelos no lineales que contienen momentos condicionales. En 
i muchas ocasiones la estimación de los parámetros de un modelo se fundamenta en que 
los resultados sean consistentes. Sin embargo, problemas de especificación deficiente 
, I 
(misspecification) darian lugar a estimadores de los parámetros no consistentes. En los 
modelos no lineales estimados por máximaverosimilitud la mala especificación es 
1 
especialmente importante por producir importantes diferencias en los resultados en 
función de las asunciones hechas sobre las distribuciones. 
El contraste de Newey incluye los de White (1984) y el de Haussman (1978) como casos 
específicos. Este contraste se fundamenta en la derivación de las distribuciones en el 
límite de diferentes contrastes de especificación para formas especificas de especificación 
deficiente. 
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Para el contraste de los momentos condicionales de un modelo en el que existen 
variables exógenas, Newey centra su propuesta en el poder informativo de la esperanza 
del vector objetivo (score vector) para una observación condicionado a las variables 
exógenas que, por definición, debe ser cero. De ello se deduce que las funciones de las 
variables exógenas deben estar incorrelacionadas con dicho vector de resultados. En 
definitiva, el contraste podria ser simplemente evaluar las funciones de covarianza entre 
las variables exógenas y el vector objetivo en el valor obtenido para el estimador que se 
pretenda. 
White (1987) da lugar a los llamados contraste sobre la Matriz de Información Dinámica, 
que serán desarrollados por Perez Amara1 (1993) y se basan en que sólo bajo el supuesto 
de especificación correcta las formas del hessiano y el producto exterior de la matriz de 
información son equivalentes. 
Cambios de estructura en los modelos ARCH: contrastes de estabilidad de las 
varianzas 
l 
Al igual que en los modelos econométricos estructurales, en los modelos tipo ARCH cobra i 
pleno sentido realizar un contraste de la capacidad de dicho modelo para mantener la 
especificación dada a la evolución de la varianza durante el tiempo. Con este fin se 
pueden contrastar las siguientes hipótesis nula y alternativa: 
donde O ,  y O2 son los parametros estimados en una primera submuestra del total y en una 
segunda respectivamente. Como viene ocurriendo tradicionalmente en este tipo de 
contrastes de estructura, cabe distinguir dos casos: aquél en el que se conoce el punto en 
el que se produce el cambio de estructura y aquel en que dicho punto es desconocido. 
Shiang (1995)' desarrolla estadisticos para el contraste de ambos casos: punto de ruptura 
conocido y desconocido. 
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l A) Conocido el punto de ruptura 
l 
La muestra total "T" quedaría dividida en dos partes de 6T y T -ST observaciones cada 
una de ellas (siendo O < S  < 1 ). La función de máximoverosimilitud se puede particionar 
del siguiente modo: 
T i 
L ( E ~ , E  2, . . . s T , h , , 6 ) =  T - ~ ~ I O ~ ~ ~ ,  +T.'  x l o g f 2  Ec. 215 
I=I r=7'S+i 
donde 
s, = (a,o,...,a,q,Pj,,...,P~p) 
2 2 
Ec. 217 
Z, = ( I , E , _ ~  >... E,-q ,h,.l,...>hr-p) 
I Empleando los valores de la función de verosimilitud para los parámetros estimados del 
modelo 13, y ti2, las condiciones de primer orden para la maximización de la función de 
verosimilitud son las siguientes: 
as, 1.1 Ec. 218 
t Con el multiplicador de Lagrange antes comentado. se puede establecer un contraste de estabilidad de la varianza como. 
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Ec. 219 
donde la hipótesis nula es la de la estabilidad (8, = B2 = 8, ) y el número de restricciones 
que en este caso se está suponiendo es que basta con una Única estimación de los 
parametros para toda la muestra (con lo cual no es necesario realizar la segunda 
estimación de p+q+l parámetros diferentes). 
La matriz de información seria la siguiente: 
donde vo se define como: 
Ec. 221 
Se acepta la hipótesis alternativa (existe un cambio de estructura) cuando el valor así 1 
calculado supera la chi-cuadrado con p+q+l grados de libertad. l 
B) Desconocido el punto de ruptura 
La distribución del estadístico LM(6) es la función Bessell de orden " r".El multiplicador de 
Lagrange se escribiría, para este caso como: 
1 
l 
L M I ( 6 )  = T - aL(s) ( - ~ ó ' ( 6 ) )  dL(s )  => Bf Ec. 222 [ a s ]  [,] 
donde se puede estimar de forma consistente: 
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Todo ello bajo el supuesto de que la especificación de la varianza es correcta, por lo que 
los residuos estimados se distribuyen como una normal u la varianza marginal es una 
martingala en diferencias (E,.,(v,) = O ) .  En esta expresión, k es un numero entero que se 
identifica con el punto de corte. 
Para el caso en que la varianza no esté bien especificada, Shiang (1995) ofrece otras 
especificaciones más complejas en las que no entramos. 
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8. MODELIZACIÓN TIPO ARCH APLICADA AL IBEX-35 
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8.1 Introducción y justificación del estudio 
Los modelos que se han analizado durante la etapa teórica de esta tesis se han 
demostrado claramente útiles en la estimación de la varianza condicional de una serie de 
alta frecuencia. La justificación estadistica del empleo de la modelización tipo ARCH está 
intrínseca en la determinación de un Proceso Generador de Datos que, de otro modo, se 
realizaria de forma incompleta, ya que se obtendría un "generador falsamente 
estacionario". o, dicho de otra forma, estacionario sólo de un modo marginal, ya que la 
varianza de la serie no se puede considerar constante en términos condicionales cuando 
la información de t-1 es perfectamente conocida en t. 
h 
A partir de lo dicho, es necesario recurrir a una estimación de esta varianza condicional 
para la buena identificación de un proceso cuya estructura de autocorrelaciones en los 
valores absolutos o potencias (cuadradas o no) presenta valores significativos. Por 
supuesto, para la estimación paramétrica el conocimiento exacto de la verdadera varianza 
de la distribución que se intenta maximizar aumentará la eficiencia de los coeficientes 
calculados. 
l 
Centrándonos en el caso concreto que nos ocupa, la serie estadística que se empleará en 
la aplicación práctica es de orden financiero y, por ello, contiene una difícil apreciación del 
riesgo que contribuye de forma clara a su formación y cuyo conocimiento supone el mayor 
reto de los agentes económicos dedicados a la economia financiera desde que Bachellor 
en 1900 enunciara su principio de valoración de las opciones en su tesis doctoral. 
:! La aplicación de los modelos tipo ARCH a la modelización financiera es algo común 
l desde la creación de los mismos, pero en el momento actual, una buena estimación de 
,t 
I los rendimientos de un índice como el lbex-35 se hace especialmente interesante. 
Desde la creación de la Unión Monetaria Europea con once paises el 1 de enero de 1999, 
la política monetaria se unifica en manos del Banco Central Europeo. En el camino previo 
de convergencia para los paises que integran el Euro, el descenso de la rentabilidad libre 
de riesgo ha sido el más vertiginoso conocido históricamente y la pérdida de atractivo de 
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la Deuda Pública, a tan bajo nivel de rentabilidad, se transmitió contundentemente a los 
mercados de renta variable como efecto equilibrador: ante la caída de la rentabilidad del 
mercado sin riesgo, la gran masa de inversionistas se traslada hacia el mercado de renta 
variable, con el consiguiente sobrepeso de la demanda de activos sobre su oferta y el 
notabilísimo "boom" bursátil que venimos viviendo en los últimos dos o tres años. 
Las bolsas mundiales presentan cifras record de capitalización y la naturaleza de los 
agentes que en ella intervienen no puede ser más diversa. "El mercado se ha 
popularizado" con lo que ello tiene de cambio: 
Por un lado, la bolsa es más que nunca un juego en el que no sólo intervienen 
profesionales. Sus vaivenes (o su volatilidad) deben ser por tanto más frecuentes. 
La evolución de la bolsa es un fenómeno que interesa a multitud de observadores 
que ven como se modifica diariamente el valor de su ahorro y reaccionan ante 
estímulos diferentes a los que lo haría un agente financiero tradicional. 
Pul- úiiu iadú y áijundaridu ai rriisrriu iiernpo en io anierior, ei conocimienio de ias 
expectativas bursátiles y sus mecanismos generatrices es una cuestión de 
extrema relevancia. Los modelos de medición de la volatilidad como uno de los 
elementos más importantes en la medición de expectativas es un punto primordial. 
Finalmente, la sociedad de la información centra un importante número de 
actividades en la información precisa del movimiento de los activos financieros que 
hoy, más que nunca, gozan de los primeros lugares en las noticias, la radio, los 
teletextos, la televisión por cable, los paneles publicitarios electrónicos en la calle 
y. por supuesto, internet. No sólo la información es constante; la operatividad y 
acceso rápido a los mercados financieros está al alcance de cualquier ordenador 
personal o de cualquier teléfono. El número de operaciones se incrementa a ritmos 
inimaginables hace apenas unos años. 
Tradicionalmente, la volatilidad en los mercados financieros se ha venido midiendo con el 
valor de la varianza del precio de los activos. Esta variable, la varianza, se convierte en 
explicativa de la evolución del propio precio en cuanto a información disponible en t de t- l .  
En cada momento del tiempo, la volatilidad conocida hasta el momento inmediatamente 
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anterior se convierte en un importante mecanismo para conocer la marcha del activo. Es 
un "hecho estilizado" suficientemente contrastado que los mercados financieros sufren de 
"contagio": a períodos muy volátiles les siguen periodos de igual característica y, una vez 
se "tranquilizan", la tendencia se mantiene en las observaciones ulteriores. 
Por supuesto, medir la importancia de la volatilidad de forma aislada parece que va contra 
la propia naturaleza de cualquier variable económica, que casi nunca es fruto de una sola 
causa, sino de varias. En este contexto, el modelo de Glosten y otros (1993) parece 
'indicado para determinar bien la volatilidad que luego será explicativa de la evolución del 
activo. Por otro lado. las aportaciones de Ding (1993) con su modelo A-PARCH parecen 
encajar bien con el comportamiento de los índices bursátiles. 
En esta investigación, se propone el empleo de un modelo mixto fruto de las diversas 
aportaciones metodológicas que se han ido analizando previamente. Con el fin de 
contrastar las capacidad de los diferentes modelos e ir corrigiendo e incorporando nuevas 
formas de completar la incompleta especificación inicial, se irán aplicando las distintas 
modificaciones al modelo introducido por Engle en 1982. Con este proceso, se pretende 
lograr la especificación más adecuada para el lbex-35, asi como juzgar, en el terreno de 
la práctica, las posibilidades de los modelos analizados. 
l A partir de los contrastes teóricos y prácticos que se desarrollarán, se llegará a la conclusión que da nacimiento a una nueva forma de aproximar los modelos de volatilidad 
condicional, a la que denominaremos GJR-APARCH. También, durante las fases previas 
a lograr el modelo definitivo, se irán contrastando las diferencias en el empleo de una u 
L otra forma funcional en la distribución, asi como la "persistencia en volatilidad" y sus 
posibles correcciones a partir de modelos tipo IGARCH o GARCH de componentes. 
'I 8.2 Características básicas de la serie a modelizar 
L 
L 
El IBEX-35 es el indice selectivo de la bolsa de Madrid. Su valor (precio) se calcula como 
media ponderada del precio de cada una de las acciones de las empresas que lo 
componen que, lógicamente, ha venido cambiando en los diez años de obse~aciones 
t .  
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diarias que se tienen en cuenta en esta aplicación debido a desapariciones de empresas, 
fusiones, cambio de nombre, etc. 
La variación en las componentes del índice ha sido la que se puede ver en el cuadro 
adjunto para los últimos diez años. 
ALE: Corporación Fin. Alba 
AZU: Azucarera 
BBV: Banco Bilbao Vizcaya 
BKT: Bankinter 
CEN: Banco Central 





MAP: Corporación Mapfre 
PMD: Petrorned 
POP: Banco Popular 
PSG: Prosegur 
REP: Repsol 
SAN: Banco Santander 
SEV: Sevillana de Electricidad 
TAB: Tabacalera 
TEF: Telefónica 




VDR: Portland Valderrivas 
VIS: Viscofhn 
- -  - . -  
;ERA ; E N ~  ;EXT BANCO EXTERIOR:FCC FCC;FER G.FERROVIAL; GES 
;HHU ;HIS ;IRE IBERDR0LA;IDR INDRA ;NHH NH HOTELES ;PRY 
PRYCA ;WD ;REE RED ELEC.ESP:.SAR ;SCH RSCH ;SGC 
SOGECABLE :SOL SOL MELlA ;TPI TPI ;TPZ TELE PlZZA ;TRR TERRA ;TU0 
I :UN1 UNILEVER;ZEL ZELTIA ;ZOT 
Fuente: Sociedad de Bolsas. Madrid 1 
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La serie empleada es el precio de cierre diario del IBEX-35 entre el 2 de enero de 1990 y 
el 5 de junio de 2000 para los dias en los que la bolsa de Madrid tuvo actividad, con lo 
que será frecuente encontrar diferencias en el número de dias transcurridos entre dos 
observaciones consecutivas (fin de semana, festivos, circunstancias especiales, ...). 
También es importante reseñar que el número de dias hábiles de cada año es variable y 
oscila entre 248 y 251 según el periodo elegido. 
Para aproximar el valor del rendimiento diario se emplea la diferencia de logaritmos del 
siguiente modo: 
l y, = LNPRECIO, = LN(PRECI0,) - LN(PRECIO,_,) Ec. 224 
Con las 2605 observaciones disponibles, se puede representar, a modo de resumen, los 
principales estadisticos descriptivos, que serian los siguientes: 











f. De la representación del histograma de frecuencias se deduce sencillamente la presencia I': 
, , 
1 f de una serie con un fuerte nivel de apuntamiento (curtosis) que supera con creces el valor 
de la normal: 6.87 frente al típico 3. Sin embargo, el valor de asimetria es muy próximo a 
cero (-0.25), lo que da lugar a una representación muy similar a la de la Normal, aunque i 
I 
i mucho más apuntada. 
r. 
Las caracteristicas de esta serie están en linea con las que describieran Maldebrot y 
Fama (1965 y 1963) como comunes para las series de tipo financiero, que serian las 
siguientes: 
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- Carácter leptocúrtico de las observaciones 
- Gruesas colas de simetría, 
- Fuerte concentración en torno a la media 
Uno de los puntos previos a la modelización tipo ARCH de las series es contrastar que 
nos encontramos ante un proceso estacionario en media. Para ello, seguimos el 
procedimiento apuntado por Dolado y otros (1990)" y Perron (1989)"'. I 
En primer lugar se procede a realizar una regresión de la serie con una diferencia regular 
en función de un término constante, de ella con un retardo y de una variable tendencial. 
En nuestro caso, la variable objetivo es LNPRECIO y su diferencia regular D(LNPRECIO), 
modelizada en función de su primer retardo (LNNPRECIO(-l)), una variable tendencia1 
(atrend) y un término independiente. Los resultados de la regresión MCO son los 
siguientes: 
experimental de @trend es 0.41, con lo que se acepta con un 67% de probabilidades que 
esta variable no es significativa para explicar la endógena) se estima un nuevo modelo sin i 
Variable Dependiente: D(LNPRECI0) 
Método: Minirnos Cuadrados Ordinarios 
Muestra (ajustada): 2 2108 
Observaciones incluidas: 2107 después de ajustar los extremos 
Variable Coefficient Std. Error t-Statistic Prob. 
LNPRECIO(-1) -0.886058 0.021649 -40.92818 0.0000 
C 0.000229 0.000547 0.417618 0.6763 
@TREND(I) 3.34E-07 4.50E-07 0.742618 0.4578 
Log Verosimilitud 6235.205 F-statistic 837.5581 
Durbin-Watson stat - 1.985280 - Prob(F-statistic) - 0.000000 
incluir a ésta: l 
I 
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Variable Dependiente: D(LNPRECI0) 
Método: Minirnos Cuadrados Ordinarios 
Muestra (ajustada): 2 2108 
Observaciones incluidas: 2107 después de ajustar los extremos 
Variable Coefficient Std. Error t-Statistic Prob. 
LNPRECIO(-1) -0.885777 0.021643 -40.92581 0.0000 
- . . . - - - 
- 
S.E. of regression 0.012555 Akaike info criterion -5.91 6402 
Surn squared resid 0.331822 Schwarz criterion -5.91 1036 
Log Verosimilitud 6234.929 F-statistic 1674.922 
Durbin-Watson stat 1.985291 Prob(F-statistic) 0.000000 
El valor de la t-student de la variable LNPRECIO(-1) continúa siendo altamente 
representativo de un valor no nulo del parámetro, por lo que, en principio, rechazaríamos 
la hipótesis nula de existencia de una raiz unitaria que se manifestaría en un valor cero 
del parámetro. Con este contraste intentamos comprobar si, existiendo una raíz unitaria, 
esta quedaría eliminada al practicar una diferencia. luego al regresar la diferencia de la 
endógena sobre ella misma sin diferenciar. el valor del parametro debiera ser cero, caso 
de existir la raiz, ya que este parámetro estaría representado por p - 1 = 0 ) .  
En la literatura está plenamente contrastada la sensibilidad del esquema propuesto ante 
la existencia de autocorrelación en los valores de la variable objetivo. A juicio del valor de 
Durbin Watson obtenido (1,98), no parece probable la existencia de autocorrelación: pero, 
aún así, y tal y como recomiendan diversos autores. se procede a incluir como explicativa 
la propia endógena desplazada. 
Modelos de Heterocedasticidad Condicional Autorregresiva 
Modelizacion tipo ARCH aplicada al lbex-35 
Variable Dependiente: D(LNPRECI0) 
Método: Mínimos Cuadrados Ordinarios 
Muestra (ajustada): 2 2108 
O b s e ~ a c i o n e ~  incluidas: 2107 después de ajustar los extremos 
Variable Coefficient Std. Error t-Statistic Prob. 
LNPRECIO(-1) -0.932726 0.028972 -32.19404 0,0000 
D(LNPRECIO(-1)) 0.053830 0.021782 2.471328 0.0135 
C 0.000617 0.000274 2.250552 0.0245 
S.E. of regression 0.012541 Akaike info criterion -5.91 8207 
Sum squared resid 0.330752 Schwarz criterion -5.9101 55 
Log Verosimilitud 6234.872 F-statistic 839.9809 
~ u i b i n - ~ a t s o n  stat 2.002480 ProbfF-statistic) 0.000000 
Incluido este proceso autorregresivo en la ecuación, las conclusiones antedichas se 
mantienen, y, juzgar por los criterios informativos de Akaike o de Schwarz, el aporte a la 
explicación de la endógena de la inclusión de este retardo es mínimo, por lo que se opta 
pc: nc irrc!ili: más ~rsrjzh!es ~XP!/CI!/I?IS de este tipo y r.onc!uir definitivamente que, en lo 
referente a la detección de raíces unitarias en la parte regular de la serie LNPRECIO, el 
conirasie ampiiado ae Dickey Fuiiei es eünciuyenie en iechazaí la presencia de íaices 
!ni!-rias con un 99% de prnhahiliriad. 
ADF Test Statistic -32.1 9404 1% Critica1 Value* -3.4365 
5% Critica1 Value -2.8634 
- 
10% Critica1 Value -2.5678 
- - 
Parece haber un consenso generalizado sobre la estructura tipo ARlMA de una serie 
financiera y, en particular. bursátil. Las numerosisimas aplicaciones que se han realizado 
sobre el tema parecen confirmar la existencia de un proceso de dilatada memoria que 
comprendería un número enorme de retardos en el tiempo. También es practica 
generalizada abordar este proceso autorregresivo de orden "infinito" como su inversa 
matemática; es decir, como un proceso de medias móviles de orden uno. Inicialmente, y 
a! igual que lo hicieran Engle (1986), Campbell (1992), Schwert (1989), etc., proponemos 
realizar la estructura el modelo tipo ARCH a partir del residuo generado por la aplicación 
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de un modelo MA(1) aplicado a nuestra serie de la diferencia de orden uno del logaritmo 
del Precio diario del lbex-35". 
El resultado de la regresión practicada se puede resumir del siguiente modo: 
LNPRECIO = 0.06679327279 + 0.1246258717 + tt 
(2,1724) (5,761 6) 
D-W: 2.006401 Log Máx. Verosimilitud:-3464,457 
El valor del estadístico L-jung-Box (descrito en el capitulo de contrastes de estructura y 
bondad de ajsute) nos ofrece un resultado de 55,56 para treinta seis retardos, lo que 
comparado con el valor de la x2 correspondiente nos permite afirmar que estamos ante un 
ruido blanco con un 97,9% de probabilidades. 
Fruto de la modelización descrita nos encontramos con una serie del residuo que 










Nuevamente, claramente leptocúrtica (el valor de curtosis sobrepasa el  6) y ligeramente 
I asimétrica (cargada hacia los valores negativos con un coeficiente del -0.24). El  valor del 
ih 
b estadístico Jarque-Bera no deja lugar a dudas sobre la no normalidad de la serie planteada. 
! 19 
# Como es habitual en todos los documentos empleados para la elaboracion de esta tesis. aqui también se 
id -ti za e da or de a dcferenc a de. logar tmo oe prec o m ~ l t  pl cado por 100 La reducida proporcion de la resta 
de Ln valor ale  va esta en oqar tmos or q na va ores tan peqJenos qLe sa vo con esta pre-m-ltip icacion son 
I intratables matemáticamentecon un ordenador 
li 
i 
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8.3 Estructura muestra1 de las funciones de autocorrelación de la serie 
para diferentes transformadas de al misma: presencia de estructura 
ARCH en los residuos 
Como es obvio. el primer paso para la posterior modelización que se propone en esta 
tesis es comprobar si realmente existe o no una estructura tipo ARCH en la serie temporal 
del lbex-35 durante los últimos nueve años. En cada una de las especificaciones tipo 
ARCH que se han ido repasando y, en particular, en el capítulo correspondiente al 
contraste del modelo se abarcaron las diferentes formas para el chequeo de la existencia 
de una estructura tipo ARCH. 
En particular. se han venido poniendo de manifiesto, desde los primeros articulos 
referidos a este tipo de modelos, que, si bien puede presentarse un proceso como 
estacionario en términos marginales, en algunos casos un examen detallado de 
momentos superiores de la serie que se esté tratando pueden manifestar grados de 
c ~ ~ i l a - i j n  significativos. De un modo concretoi Engle y Bollerslev proponen la 
contrastación de los valores muestrales al cuadrado, por ser estos los que se 
corresponderian con el valor de la varianza; pero también en valores logaritimicos y 
valores absolutos. 
Como ya ha sido referido con suficiente detalle, Ding (1993) se cuestiona también el valor 
del momento asimétrico que manifiesta autocorrelación llegando a la conclusión de que, 
en grado máximo, este no es el del cuadrado, sino el de una potencia que oscila entre 1 y 
1,5 en las diferentes evidencias ernpiricas sobre las que trabaja. En este apartado, 
seguiremos el esquema de contrastación llevado a cabo por este autor en su caso para la 
serie del S&P 500 y, en el nuestro, para el lbex-35. 
El gráfico siguiente muestra la evolución' de las series del precio diario, del rendimiento 
diario calculado tal y como se expresaba en la Ec. 224 y del valor absoluto de este último. 
Ante estas representaciones, se puede concluir los mismos hechos que comenta Ding 
(1993) para el caso del indice S&P-500: 
- El precio del indice (PRECIO) manifiesta una clara tendencia creciente si se 
observa en todo el recorrido presentado. 
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- Observando la representación del rendimiento (LNPRECIO), dicha tendencia no 
existe o el valor se distribuye de manera estable en torno a la media cero 
(0.00071 1) 
- En el ultimo gráfico, el valor absoluto del rendimiento (ABPRECIO). pone de 
manifiesto las ya hartamente citadas conclusiones de Fama (1965) y Maldeibrot 
(1963) sobre el carácter de contagio en la intensidad de los movimientos: a 
periodos altamente volátiles le suceden periodos de iguales caracteristicas y 
viceversa. 
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Tal y como se ha venido poniendo de manifiesto teóricamente, los valores absolutos de 
los rendimientos manifiestan una mayor autocorrelación que los valores normales. Este 
hecho también se repite para retardos superiores a tres en el caso de los cuadrados de 
las series. 
Los resultados que figuran en la tabla siguiente parecen concordar con el estudiado 
proceso de autocorrelación de orden uno que diversos autores estiman en los 
rendimientos financieros (Fama (1976), Taylor (1986), Hamao (1990), entre otros 
muchos). En palabras de Ding (1993). el valor del primer retardo (0.127) representa este 
valor del autorregresivo de orden uno. El valor negativo de la autocorrelación de segundo 
orden podría representar el comportamiento de recuperación de beneficios tipico de las 
variables financieras llamado, en diversos estudios, reversión a la media (mean 
omsi6n). El primero de estos puntos es sionificativamente distinto de cero a juzgar por la 
bandas de confianza para el 95% de probabilidad calculadas como I l . 9 6 1 f i ~ ~ .  En el 
sngi~ndo el hecho no es tan claro. 
Autocorrelaciones del rendimiento. su valor absoluto y su cuadrado 
1 2 3 4 5 10 20 40 70 100 
LNPRECIO 0,127 -0,043 -0,043 -0,003 -0.002 0.046 -0.067 0,003 0,003 -0.034 
ABPRECIO 0,209 0,212 0,229 0.199 0.194 0,198 0,180 0,077 0,099 0,074 
LNPREC102 0,214 0.199 0.215 0.209 -0.181 -0,231 0,145 0,049 0.096 -0,047 
20 Según Barlen (1946). el proceso de autocorrelaci6n p, se distribuye aproximadamente como una normal 
N(0.1; T). En el caso expuesto, las bandas serian +/- 0.0465 y se representan grhficarnente en líneas 
discontinuas. 
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Representación qráfica del cuadro anterior 
I Para el caso de las autocorrelaciones en los valores absolutos y cuadrados de las serie 
~ 
de rendimientos, se cumplen las dos circunstancias señaladas por Ding (1993): no solo 
son claramente significativos distintos de cero sino, además, casi siempre en valores 
positivos. El hecho que no concuerda con la presunción de Ding es el de que la serie de 
rendimientos absolutos es siempre mayor que el de la serie de rendimientos al cuadrado. 
l En nuestro caso, existen muchos momentos en los que ocurre lo contrario, aunque hay 
1 que señalar que, en general, o bien son coincidentes o bien está ligeramente por encima la serie de valores absolutos. 
1 
La situación contrastada hasta el momento parece poner de manifiesto la "memoria larga" 
de la serie considerada, por lo menos hasta el retardo 100. El hecho se produce también 
para los rendimientos absolutos elevados a diferentes potencias. En la tabla adjunta se 
muestran para potencias entre 0.125 y 3, y las conclusiones observadas hasta el 
momento se mantienen. 
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Autocorrelaciones del rendimiento absoluto elevado a "d" 
Además de lo dicho hasta ahora, la autocorrelación presenta los valores más elevados 
cuando la potencia es uno o valores muv cercanos a uno. 
1 Retardo cinco (máximo en 1,25) 1 Retardo diez (máximo en 3) 1 
L 1 
Retardo uno (máximo en 1,5) 
I E"' eje de ordenadas están representados los valoresde autocorrelacibn y en el de abcisas la potencia que I 
se ha aplicado (el valor de "d"). 
I 1 
Retardo dos (máximo en 1.25) 
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En estos gráficos se ilustra la conclusión anterior: la autocorrelación de las potencias del 
valor absoluto del rendimiento muestran el valor mayor cuando dichas potencias son uno 
o valores muy próximos a uno. La función es, en ambas colas desde uno, casi 
monotónicamente decreciente. Esto es así para cualquier retardo analizado, aunque en el 
caso del retardo diez, la función no está tan claramente centrada en uno y los resultados 
no son tan espectaculares como los logrados por Ding para el índice S&P-500. 
En el caso del IBEX-35, las autocorrelaciones del valor absoluto del proceso muestran 
algunos valores negativos en periodos mucho más cercanos a los referidos por dicho 
autor. En su caso, dichas 0bSe~acioneS negativas no se producían más que de forma 
casual cada diez años (como termino medio). En el caso del índice español, se producen 
algunos puntos con correlación negativa cada año, aunque dichos puntos se pueden 
considerar anormales, dada su escasisima existencia (en las primeras 700 
autocorrelaciones, sólo el valor de autocorrelación con el punto t-74 presenta un valor 
negativo). 
Según este mismo autor. para contrastar una caida lenta al principio y cada vez más 
acelerada en momentos subsiguientes en la autocorrelación de las series financieras 
(hecho palpable en los cálculos muestrales realizados), se puede modelizar dicha 
autocorrelación según la siguiente función2': 
en la que tendencia autorregresiva de la correlación se reduce a partir de la expresión 
exponencial que aparece en el denominador a medida que trascurre el tiempo. 
Operativamente, se transforma en una función lineal tomando logaritmos: 
" Ding (1993) rechaza utilizar directamente los metodos empleados por Granger y Joyeux (1980) 
de integración fraccionada o el tipico de un proceso ARMA porque, en ambas situaciones, el 
resultado está en contra de la realidad empirica expuesta: lenta caida al comienzo y, 
progresivamente, cada vez más rápida. El autor propone una función que es mezcla de las dos 
anteriores comentadas. 
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Realizando esta estimación con MCO, los resultados para el caso que nos ocupa son los 
siguientesz2: 
En este caso, los resultados obtenidos son menos sorprendentes que en de Ding, en el 
que la capacidad de estimación del modelo con esta función resultaba mucho más exacta. 
Como ya es patente, el contraste de las funciones de autocorrelación para diversas 
transformadas de la serie de la diferencia del logaritmo del precio es claramente 
significativo de la presencia de una estructura tipo ARCH: ya que lo es su correlación para 
los valores al cuadrado. en valor absoluto y para diferentes potencias asimétricas. Dado 
1 0  m - A a l ; - ~ - ; A -  .-a,,a -a --hr- - 1  v - - ; A n n -  A-1 --A-!-  --&;--A- --A;-..&- yur  #u 9 IIVUrllLPrlUI I yu\I OC rl VpVI IC Fa =VVI G Gl IG=IUYV UTI I IIVUGIV Y51  G51111lClUV-tI ICUt51I IIC 
un proceso de medias móviles de orden uno. tiene sentido aquí probar que la estructura 
de dicho residuo también es de tipo ARCH. 
Autocorrelaciones del residuo absoluto elevado a "d" 
22 La muestra empleada en esta regresión se refiere a los valores de la función de autocorrelación 
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Sobre los datos resumidos en la tabla anterior se pueden hacer tres observaciones: 
- Existe correlación significativa para los valores absolutos de la serie y sus diversas 
potencias. 
- La correlación promedio máxima se da en el valor absoluto elevado en el intervalo 
1,5-1,75. 
Los valores de la autocorrelación para las distintas potencias del valor absoluto 
presentadas son siempre positivos hasta retardos muy lejanos y siempre que el 
valor de la potencia sea menor que dos. A partir de esta potencia, comienzan a 
aparecer valores de correlación negativos sobre el retardo 90 y siguientes. 
- Los valores presentados son significativamente distintos ---de cero para retardos 
muy avanzados en el tiempo, haciendo esto incidencia sobre el tan comentado 
fenómeno de la "persistencia temporal" que se ha venido comentado sobre 
distintos momentos muestrales de las series financieras. 
Realizando una regresión del residuo elevado al cuadrado sobre el mismo con un retardo, 
los resultados son los siguientes 
Obviamente la significatividad de la correlación (aqui medida por el valor de la t-student 
calculada con 10,4 y una probabilidad de parámetro nulo del 0%) nos invitan nuevamente 
a desarrollar una modelización tipo ARCH en el caso que nos ocupa. 
Aplicando el contraste del multiplicador de Lagrange que sugiriera Engle para la 
determinación de una estructura ARCH. partimos de una muestra empleada de 2107 
observaciones y la R' obtenida en la regresión anterior es de 0.048881, por lo que su 
producto es 103,0411. Bajo la hipótesis nula validez del modelo restringido (sin incluir 
muestra1 hasta el retardo 200. 
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retardo alguno), este valor debiera corresponder a una chi cuadrado con dos grados de I 
libertad, hecho que el estadistico calculado rechaza con una probabilidad cercana al 
100%. l 
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8.4 Aplicación de diversas modelizaciones tipo ARCH a la serie diaria 
de rendimientos del ibex-35 
ES frecuente en la literatura de los últimos años sobre los modelos ARCH recoger un 
elenco de posibles modelizaciones tipo ARCH para elegir. de entre ellas, aquella que es 
más robusta en virtud de su contrastación estadistica. Tanto Pagan y Schwert (1990), 
como Engle y Ng (1993) o Glosten y otros (1993) - por recoger ejemplos relativamente 
recientes y que han marcado verdaderos hitos en la modelización de la varianza 
condicional - realizan un esquema de aproximación hacia el verdadero modelo a partir de 
la propuesta de un conjunto de submodelos cada vez más completo. 
Replicaremos en este estudio dicho esquema a partir de las siguientes propuestas 
metodologicas: 
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Al esquema que proponían Glosten y otros (1993), incorporamos algunas variantes más 
recientes en la modelización tipo ARCH, así como algunas nuevas aproximaciones que 
cuya potencia se prueba en esta tesis con su utilización para la determinación de la 
volatilidad del lbex-35. Dichas aportaciones serán: 
- Un modelo IV alternativo (GJR-ARCH + ARCH de componentes), que incluirá un 
tratamiento especial de la "persistencia en volatilidad" modelizada a partir de un 
esquema de ARCH de componentes. discriminando una modelización a corto 
plazo y otra a medio y largo en la especificación de la volatilidad. 
Una especificación que recoja algunas características concretas de la estructura 
de autocorrelación del residuo, para determinar con un mayor grado de garantías 
cuál debe ser la potencia óptima del residuo para la estimación de la volatilidad. 
Con este ~bjeti?,n, se plantea la estimación tipo APARCH (modelo VI) y una 
variante de esta que hemos venido a llamar GJR - APARCH (modelo VII). 
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Modelo 1: GARCH-M (I,I)'~ - la varianza es explicativa del modelo en medias 
conun retardo - 
El primer modelo que se presenta se corresponde a un GARCH (1,l) en media, dado que 
se ha especificado la serie del indice lbex-35 con un proceso de medias móviles 
previamente. La especificación seria la siguiente: 
donde y, es la diferencia del logaritmo del precio diario del lbex-35 tal y como ya se definió 
en diversas ocasiones. La modelización se realiza multiplicando este valor por 100 y este 
hecho se mantendrá para los modelos que se explicitan a continuación, manteniendo asi 
la comparabilidad entre ellos. La única razón para realizar este producto se debe a 
necesidades de convergencia, ya que las ínfimas cifras que presenta la diferencia de un 
logaritmo son dificilmente tratables con el ordenador a no ser que se premultipliquen tal y 
como se ha dicho. 
La elección de un modelo GARCH(1,l) y no otro de orden superior se debe a la 
contrastación de los valores de los parámetros calculados, que resultan no significativos 
para retardos superiores en la estimación de la varianza condicional autorregresiva. En 
principio. y según la estructura de la función de autocorrelación que se ha contrastado en 
el apartado de la estructura de la serie, la serie para el cuadrado del residuo presenta el 
correlograma tipico de un ARMA(I,l), y sobre este esquema es sobre el que se inicia la 
especificación, comprobando además que retardos superiores tanto de la varianza 
condicional como del residuo precedente al cuadrado no resultan significativos en ningún 
caso. 
Es importante poner aqui de manifiesto que el modelo planteado no es estrictamente un 
modelo en media del tipo descrito por Engle y otros (1986), ya que el valor de la varianza 
condicional como explicativa del proceso original se presenta aqui con un retardo, y no de 
23 Tal y como proponen los autores del modelo GJR-ARCH (1989). la varianza condicional funciona como 
explicativa del modelo en medias con un retardo; es decir hi.i y no hi es la variable que se utiliza en estos 
modelos. 
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forma contemporánea tal y como lo hicieran los referidos autores. Este hecho, común en 
las especificaciones recogidas sobre otros índices. parece corresponderse mejor con la 
realidad de la información disponible sobre la varianza condicional por el agente 
económico en el momento "t": parece que hay un "retardo" en la conexión de la 
información sobre la volatilidad por la no inmediatez de los cálculos en la propia jornada 
bursátil. 
A continuación se muestran los resultados de la estimación máximo-verosímil que se ha 
realizado. 
Parámetros z- 
Nombre Desviació estadistic Prob. Valor n lipica a 
OMEGA 1 Modelo de la I 
Variznzz ALPHA 0.093936 0.013254 7.087365 0.0000 . -. . . ~ ~  - -  
condicional BETA 0.878140 0.016850 52.1 1426 0.0000 
iviodeiü de :a M U 
Media ?!-! n.A. a1 18658 0.023508 5.047465 0.0OOG GP.MMA 0.01 5331 0.035984 0.426053 0.3350 
Log Verosimilitud -3252.050 Akaike info criterion 3.09406 
Media Log Verosimilitud -1.544183 Schwarz criterion 3.1 1016 
No de exolicativas 6 Hannan-Quinn criter. 3.09996 
Hay que señalar sobre este modelo algunas de las circunstancias comunes a otras 
variables de tipo financiero que han sido estudiadas en numerosas ocasiones: 
- Tal y como ya se sabía por los contrastes de autocorrelación previamente 
mostrados, la estructura ARCH de la serie queda plenamente contrastada con la 
significatividad del proceso GARCH (1.1) que aqui se expone. El contraste de 
1 
Wald confirma la no nulidad de los parámetros, tanto de forma conjunta como 1 
individual, con una probabilidad de prácticamente el 100% 
- La "positividad" de las estimaciones de la varianza condicional queda plenamente 
asegurada merced a que todos los parámetros estimados de la especificación de 
dicha varianza condicional han resultado positivos, con lo que queda asegurado 
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que su producto por números también positivos (el cuadrado del residuo y la 
varianza previa) darán siempre un resultado positivo en este modelo. 
- La persistencia en la volatilidad es un hecho garantizado dado que la suma de los 
parámetros a + p  es prácticamente igual a uno (0,96). Este hecho, común a otras 
estimaciones realizadas sobre otros índices bursátiles o variable de precios, de 
tipos de interés o tipos de cambio, puede llegar a plantear graves problemas sobre 
la estacionariedad del proceso tal y como se ponía de manifiesto en el capítulo 
dedicado a los modelos IGARCH. En cualquier modo, también es cierto que una 
especificación deficiente del proceso ARCH puede dar lugar a este tipo de 
parámetros en suma cercanos a uno, hecho que se corregiría realizando una 
modelización adecuadaz4. 
! 
- En este modelo. el valor de la varianza condicional desplazada en la 
especificación de la media resulta no significativo, hecho que no concuerda con el 
principio básico de los modelos CAPM y de la lógica de los mercados financieros 
de que la volatilidad es un factor explicativo de la prima de riesgo. Esta 
circunstancia es muy relevante, por cuanto está en la base de nuestro punto de 
partida teórico el que debe haber una significatividad clara. 
I 
El gráfico de la serie de la varianza condicional estimada y de la varianza marginal 
(calculada directamente como cuadrado de los residuos esta última) muestra un cierto 
comportamiento tipo réplica de la marginal por la condicional con un retardo. Es decir; 
parece que la variable que se muestra significativa en la estimación del rendimiento del 
,. . 
índice bursátil es un conocimiento aproximado de la varianza calculable en el periodo 
1 
anterior más un cierto componente añadido por los errores que en este conocimiento se 
produjeron. Aún así, es obvio que el 'seguimiento de la varianza marginal por la 
I condicional es deficiente y se hallan, en el gráfico, multitud de puntos en los que el signo 
de los puntos criticos es exactamente el contrario 
8 
. , 24 Glosten y otros (1993) proponen también como medida aproximada de la "persistencia en 
k, volatilidad el parámetro de un modelo AR(1) de la volatilidad estimada y su significatividad i 
ri> estadistica medida por su correspondiente t-estadlstica. En el modelo 1 que aquí se presenta. el 
!' valor de dicho parárnetro seria de 0.87. significativo con más del 99% de probabilidad; luego se 
~i, podria concluir que la persistencia en muy grande. 
; 
i: 
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Gráfico de la varianza marginal v condicional estimada en el aiio 2000 
En el gráfico de los últimos períodos de las series de la varianza marginal y condicional 
(se muestra de enero a junio del año 2000), la aproximación de una serie por la otra es 
buena con el retardo comentado y salvo para el mes de marzo, donde las fuertes 
recogidas de beneficios marcaron cambios importantes en el dia a dia de las bolsas 




Los resultados del residuo estimado muesiran con ciariciau uria riisiiiijü¿iüñ ñü f i ü i ~ ~ l  íIs 
dicha variable. Aún cuando la forma del gráfico es ligeramente parecida, nuevamente su ~ 
nivel de apuntamiento es muy superior al de la normal (curtosis de más de 6, frente al 1 
típico 3 de la normal) y es algo asimetrica balanceada hacia la izquierda; es decir, hacia 
los valores negativos (coeficiente de asimetría de -0.29). Como resultado, el contraste de 
Jarque Bera rechaza sin lugar a dudas la posibilidad de una distribución normal de esta 
serie; lo que, en principio, era uno de los presupuestos sobre los que se asentaba el 
modelo ARCH y ha sido la función de densidad de una normal la que se utilizó para 
obtener los parámetros que anteriormente se comentaban. 
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Std. Oev. 1.254141 
Skewness -0.293406 
KUltosiS 6.104188 
Es obvio y ya ha quedado patente en multitud de ocasiones que la forma de la función de 
distribución de la serie dista bastante de ser una normal. Sin embargo, también se ha 
reflejado en la literatura y en diversos capitulas de esta tesis que multitud de 
experimentos de Montecarlo prueban la escasa ganancia que se deriva del empleo de la 
forma de una t-student (claramente más similar a esta que nos presenta el residuo 
estimado) que, sin embargo, introduce diversos problemas para llegar a la convergencia 
dado que incorpora un parametro mas a estimar ya que los grados de libertad son 
 desconocido^^^. A pesar de lo dicho y de cara a la comparación con el modelo propuesto 
y los parámetros estimados con la función normal, se ha generado un programa que 
emplee la t-student para ver si hay diferencias notables. Los resultados del modelo son en 
I este caso los siguientes: 
Parámetros z- 
Desv. - estadístic Prob. Nombre Valor Tioica a 
~ . - - -~  
- 
Mndelo de la OMEGA 0.031974 0.009004 3.551226 0.0002 . -. - - - . - - - . -
Varianza ALPHA 0.093697 0.015473 6.055642 0.0000 
condicional BETA 0.887737 0.017283 51.36480 0.0000 
-P 
Modelo de la ~ 0 . 0 4 2 8 8 7  1.310199 0.0951 
media THETA 0.1 151 51 0.023039 4.998050 0.0000 GAMMA 0.031668 0.032242 0.982216 O. 1630 
- 
Grados de libertad t-student 10.49711 1.576556 6.658259 0.0000 
= 
Log Verosimilitud -3227.613 Akaike info criterion 3.07180 
Media LogVerosimilitud -1.532580 Schwarz criterion 3.09059 
No de explicativas 7 Hannan-Quinn criter. 3.07868 
A- E L _  
- - q_ 
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Hay que destacar que no existen grandes ventajas para emplear la estimación con la t- 
student en este caso, dado que, a juicio de diversos contrastes. no hay diferencias 
significativas ni en la reducción del error ni en los valores resultantes para los 
estimadores, que apenas difieren considerando la función de distribución normal o la t- 
student en la maximización. Recordemos que a similares conclusiones llegaban Engle y 
González-Rivera (1991) para indices diferentes al español y tras determinadas 
simulaciones de Montecarlo. 
Volviendo entonces al modelo anterior, y de cara a comprobar. la existencia de posibles 
efectos asimétricos en el modelo, aplicaremos los contrastes de sesgo 'de signo 
propuestos en Engle y Ng (1993). En primer lugar definimos una variable ficticia del 
siguiente modo: 
Se plantean enronces ios ires contrasies cie Engle y i Y y  ( iSJ3j 
Los modelos construidos a partir de la nueva ficticia2' evidencian de forma sobradamente 
significativa la importancia del signo de la innovación (residuo) previo para la realización 
de la actual varianza. En definitiva, ponen- de manifiesto que existe un efecto de 
Contraste 
Sesgo en el  
signo 
Sesgo positivo 
21 ver Nelson (1991) 
26 Parametro y z-estadistica. 
27 Los modelos se especifican incluyendo estas variables como explicativas del residuo 
estandarizado taly como proponen Engle y Ng (1993). Ver capitulo de contrastación de estructura 
para mas detalles. 
Objetivo 




(~everage) en valores 
negativos 
efectos de 
"apalancamiento" en . 
valores positivos 
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generación de mayor volatilidad cuando el periodo precedente "sorprendió" con un error 
negativo que cuando lo hizo de otra forma (a la luz del segundo y tercer contraste, de los 
cuales es el segundo significativo casi al 95%). En cualquier caso. la situación exige una 
modelización que incluya esta variable o algún otro modo de incluir el efecto 
"apalancamiento". 
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Modelo II: Modelo I + efecto apalancamiento - variable "i" - 
Dadas las conclusiones que se pueden realizar sobre los contrastes de sesgo de signo, 
parece oportuno introducir en la especificación de la varianza un elemento que discrimine 
la volatilidad calculada en función de si esta proviene de un periodo en el que la 
estimación que se realizó estuvo infravalorada o sobrevalorada. 
Al margen de la evidencia estadística de los resultados mostrados, parece lógica la 
consideración de que sobrevaloraciones en la rentabilidad del lbex-35 son rápidamente 
fruto de reacción para evitar que se disparen las perdidas. Sin embargo, el aumento de la 
rentabilidad por encima de lo esperado (error positivo o por infravaloración del 
rendimiento) da lugar a una "cautela" inicial que se demuestra en una menor aceleración 
del movimiento de subida. A tan estudiada situación se le denomina "efecto 
apalancamiento" o, por su terminoiogía ingiesa. "efecto ;eveízge". 
Ei i-,iü¿;elu 3síis C X ~ C ! ~ - P ! ? ! ~  /g-a! a! anferinr incoroporando ahora esta varia~ie ficiicia "i" 
que toma valor 1 cuancjo ia innovacióii Uei ijeiiüdü p í e i i ~  ?U= ~egutil" coro en e! rectn 
de los casos 
Parámetros - z- Desviación estadística Prob. Nombre Tipica 
Modelo de la OMEGA 0.047920 0.008763 . 5.468498 0.0000 
varianza ALPHA(1) 0.058277 0.015174 3.840539 0.0001 
Condicional BETA 0.879790 0.016643 52.86253 0.0000 ALPHA(2) 0.058279 0.017246 3.379189 0.0004 
Modelo de la MU  
Media THETA 0.120578 0.023675 5.093025 0.0000 GAMMA 0.007697 0.036567 0.210482 0.4166 
Log Verosimilitud -3247.415 Akaike info criterion 3.090612 
Media LoaVerosimilitud -1.541982 Schwarz criterion 3.109401 1 
No de &plicativas - 7 - Hannan-Quinn criter. - 3.097493 l 
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~ 
El Contraste de Wald para la restricción del coeficiente alpha 2 igual a cero rechaza esta 
posibilidad con una probabilidad de más del 99%, hecho que ya se intuye a la vista de la 
z-estadística resultante en la salida presentada. En definitiva, parece plenamente 
justificada la introducción de una variable ficticia que recoja el carácter asimétrico de los 
movimientos de subida y de los de bajada. 
Dado que la ficticia introducida solo modifica el valor de la estimación de la volatilidad 
cuando se producen infravaloraciones en el periodo anterior (en otro caso el parametro 
estaría multiplicado por cero), los valores obtenidos para lo que incorpora el error previo 
en cualquier caso (a, =0,058277) y lo que a esto se le añade en los momentos en los que 
el periodo anterior se infravaloró (a2 =0.058279) nos hace concluir que el efecto 
asimétrico es la duplicación en los momentos de infravaloración sobre los de 
sobrevaloración. 
De cara a la comparación entre este y el modelo anterior, tiene sentido representar la 
Curva de Impacto de las Innovaciones (News lmpact CunTe) que definieran Engle y Ng 
(1993) y que quedó comentada en el correspondiente capitulo de contraste del modelo 
ARCH. Para la obtención de dicha curva se ha generado un programa de E-views cuyas 
instrucciones se encuentran en los anexos. 
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Curva de Impacto de las Innovaciones 
" 
G A R C H  Asim - - -GARCH 
En el gráfico, se ha representado la curva de impacto de las innovaciones tanto para los 
residuos de un modelo presentado como un GARCH (1,l) del tipo del modelo I como para 
un GARCH (1,l) con un factor asimétrico a partir de la entrada de la variable ficiicia "i". La 





Para el caso del GARCH normal, la pura matemática de la función empleada determina 
una representación parabólica totalmente simétrica. En el caso del GARCH asimétrico, la 
inclusión hace que el efecto de las innovaciones negativas aumente la volatilidad 
condicional estimada por encima del valor que le otorgaba el modelo GARCH (1,l); 
mientras que la volatilidad estimada tras periodos de "error positivo" el crecimiento de la 
volatilidad es más suave del que antes se enunciaba. 
Este hecho también era evidente a partir de la comparación de los parámetros estimados. 
En el modelo 1, el valor de a, era de 0,09; mientras que en el modelo II era de 0,05, a lo 
que habria que añadir el parámetro ai cuando el error previo fue negativo, luego en esos 
momentos se incorpora un producto por 0,10 frente al 0,9 del modelo 1, y en los 
momentos de infravaloracion del error previo, la volatilidad subsiguiente sólo se ve 
afectada por un producto de 0,05 en vez del 0,09. 
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Modelo III: Modelo II activo sin riesgo en la explicación de la volatilidad - 
LNMIBOR3M - 
En diversas investigaciones sobre otros índices bursátiles se incorpora como explicativa 
de la volatilidad el activo sin riesgo, fruto evidente de la lógica de las teorías recogidas 
tanto en la CAPM de Sharpe (1964) y Litner (1965) como las APT de Ross (1976), como 
las formula de precios de opciones de Black y Scholes (1973) que han sido conveniente 
reflejadas en su correspondiente capítulo. 
La disponibilidad estadística de las series de activos públicos no es de carácter diario en 
muchas ocasiones, sino media mensual, o bien no se han publicado convenientemente 
hasta hace relativamente poco tiempo, por lo que no contamos con suficientes datos. Por 
este hecho, diversos autores han tomado la determinación de incluir en la especificación 
diaria el mismo valor para todas las observaciones de un mismo mes. 
En nuestra aplicación y para no restar valor al contenido informativo diferencial del día a 
día, hemos preferido incluir una "proxi" de la variable pública que representaría 
claramente el activo sin riesgo (probablemente la Letra del Tesoro a un año para el caso 
español). La variable elegida sobre la que si hay disponibilidad diaria de datos es el tipo 
de interés interbancario a tres meses de Madrid (Mibor3m). Esta serie estadística recoge 
los tipo de interés medios diarios a los que se han cruzado operaciones de préstamo entre 
las entidades financieras con plaza de operaciones en Madrid. Dado que el tipo se mueve 
diariamente y que los activos públicos marcan el valor mínimo de los tipos de interés (por 
su condición de "sin riesgo") el seguimiento, con un cierto diferencial, del tipo de las letras 
por el MlBOR es casi perfecto. reflejando este de forma casi inmediata los cambios en el 
otro, aunque quizá anticipando ligeramente las subidas y descontando con cierta tardanza 
las bajadas, pero con un margen de desfase temporal despreciable. En particular, para los 
años considerados en esta aplicación, el coeficiente de correlación entre el MlBOR a 3 
meses y las letras del Tesoro a un año es de un 0,98. En la gráfica siguiente se puede 
observar como, durante todos estos años, el seguimiento es casi perfecto. 
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Tipos de interés MIBOR a 3 meses y Letras del Tesoro 1992-2000 
~- 
l 
mibor3m ........ letras 
L - -- - 
En esta ocasión, el modelo del error propuesto para su maximización se formula del l 
En cuanto al plazo del tipo elegido, las disponibilidades estadísticas nos permitirian contar 
con el tipo de interés interbancario a un día, pero esta información incluiría condicionantes 
i 
distintos .a los que queremos reflejar con ei activo sin riesgo. püi cuanto incvrpo:a:iu !I ! 
siguiente modo: 
E,  = y - p -$E, - ,  -Y%_, 
problemática expllcita y coyuntural del "cash flow" de la banca además de una cierta 
--'-- 
---*-hilid-d de ntrnc activos El plazo de tres meses es ei 
....... apuesia y reiieju auuic la I T I I I ~ Y I I I ~ U I  
referente habitual, por lo que se convierte en un bueii iiíeiiiiiüi 6s la ev=!~ci$n y de !SS 
expectativas sobre de los tipo de interés en general y, por todo lo dicho, representa bien 
el papel que los tipos de interés puedan representar en la formación de la rentabilidad de 
su alternativa natural para el inversor; es decir, la rentabilidad bursátil. 
La variable que se incorpora respecto al modelo anterior es Lnmibor3m, primera 
diferencia del logaritmo del valor diario del MlBOR a tres meses. 1 
1 
Los resultados de estimación iterativa máximo verosímil son los siguientes: 
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Parámetros 
z- 
Nombre Valor estadística Prob. Tioica 
OMEGA 0.048154 0.008726 5.518694 0.0000 
Modelo de la ALPHA(1) 0.059906 0.015261 3.925341 0.0000 
Varianza BETA 0.879941 0.016437 53.53513 0.0000 
Condicional PI 1.059821 0.560919 1.889437 0.0294 
ALPHA(2) 0.052874 0.017850 2.962187 0.0015 
Modelo de la MU 0.065975 0.047892 1.377583 0.0842 
Media THETA 0.118384 0.023692 4.996734 0.0000 GAMMA 0.007830 0.0036505 2.334494 0.0151 
Log Verosimilitud -3245.530 Akaike info criterion 3.08977 
Media LogVerosimilitud -1.541087 Schwarz criterion 3.1 1124 
No de explicativas 8 Hannan-Quinn criter. 3.09763 
- El valor de maximización del logaritmo de verosimilitud es de -3245, frente al 
anterior de -3247, con lo que se produce una ligera mejoria en el resultado 
obtenido. Los criterios de Akaike y de Schwarz coinciden en valorar positivamente 
la inclusión de una variable más, ya que se reducen ligeramente. 
- La nueva variable incluida como explicativa es representativa con una 
significatividad de más del 98% y su introducción, no modifica de un modo 
importante el resto de los parámetros incluidos. El alto valor del parámetro 
estimado se debe a la unidad de medida de la primera diferencia del logaritmo del 
MlBOR a 3 meses que, en este caso, no ha sido multiplicada por cien como si se 
ha hecho con la variable endógena por las razones que se comentaban en el 
modelo 1. 
- La suma de los parámetros del error y de la varianza condicional retardados es 
muy próxima a uno (0,97), manteniéndose el citado caso de "persistencia de la 
volatilidad que deberá ser objeto de algún tipo de corrección. 
- Los resultados respecto al valor del parámetro del efecto apalancamiento siguen 
manteniendo el hecho ya apuntado en el modelo anterior de que la 
sobrevaloración del rendimiento en el periodo anterior produce un incremento 
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sobre la volatilidad condicional del periodo siguiente prácticamente igual al doble 
de cuando en el periodo anterior se produjo una infravaloración. 
- Los valores de ajuste entre varianza marginal y condicional siguen mostrando el 
efectivo retardo entre ambas y, de cara al ajuste en los últimos momentos y a 
partir del gráfico del último año (de enero a junio del 2000), sigue presentándose 
un buen comportamiento del modelo para recoger los cambios de tendencia, 
salvando la "sorpresa" del mes de marzo. que aparece claramente mal 
representada por este modelo. 
Gráfica de la varianza marqinal y condicional estimada en el año 2000 
En definitiva, la ganancia en este modelo respecto a los anteriores es evidente, por cuanto 
aunque no es enorme. La inclusión de la variable de activo sin riesgo es a todas luces un 
factor explicativo a considerar por su lógica financiera y por su significatividad estadística. 
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Modelo IV: Modelo III con corrección estaciona1 de los residuos 
Tal y como se ponía de manifiesto en el capítulo referido a los modelos GJR-ARCH y 
como viene siendo practica generalizada en la modelización de las variables de tipo 
financiero (y, en particular, en las de rendimientos bursátiles), es importante la 
consideración del mes y del día para determinar la mayor o menor volatilidad. En general, 
parece contrastado que períodos de dilación en la actividad dan lugar a mayores signos 
de volatilidad cuando se reinicia la actividad normal. El caso del lunes, día que 
evidentemente es el primero después de dos de inactividad bursátil, o períodos como 
septiembre y octubre, seguidos del "descanso vacacional", se muestran enormemente 
volátiles en comparación con otros meses o días del año. 
l 
I La aportación más original del modelo GJR-ARCH se refiere a la incorporación de la 
1 perturbación desestacionalizada en la estimación de la varianza condicional. 
1 
! Efectivamente, es común en los análisis de tipo financiero hacer referencia a volatilidades 
l con una particular estacionalidad, tanto en la frecuencia mensual, como en la frecuencia 
semanal. 
Para comprobar las posibles diferencias debidas al día de la semana o al mes al que se 
refiera el dato, se ha calculado la volatilidad media (varianza) en el rendimiento sobre el 
día anterior tanto para cada día de la semana como para mes del año. Los resultados, 
que aparecen en las gráficas posteriores, se resumen en lo siguiente: 
1 
- en el espacio de los cinco días hábiles normales de la semana (de lunes a viernes. 
I ambos inclusive, en la bolsa de Madrid). los valores de la varianza más 
significativos se producen los lunes y los jueves, aunque las diferencias con el 
resto de los días son apenas imperceptibles. Más aún, cuando se eliminan de la 
serie de cálculo todos aquellos dias que han tenido un crecimiento especialmente 
alejado del comportamiento normal (atipico~)'~, las diferencias entre los diferentes 
días de la semana aún son menos perceptibles, aunque sí es verdad que el lunes 
sigue figurando como el día más volátil. Diversos analistas dicen de esta realidad 
De cara a este anblisis, se han considerado atipicos todos aquellos puntos de crecimiento Inter-día que 
estuvieran por encima o por debajo de r 2  veces la desviación tipica de la serie de crecimientos 
correspondientes a ese dia de la semana o a ese mes. 
% 
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empírica que no es más que un reflejo lógico del dia que, en todos los casos, tiene 
un periodo de maduración de los activos no inferior a los tres dias (desde, por lo 
menos, el viernes, hasta el lunes, con dos días intermedios sin actividad bursátil l 
en Madrid). 1 
Evaluación de la varianza en los distintos días de la semana (enero 1992 a iunio 2000) 
Para el caso de los meses (realizando nuevamente el estudio anterior sobre 
varianzas y atípicos) las diferencias en la volatilidad de cada mes si son mucho 
más representativas. Tanto en términos absolutos, como descontados los atipicos 
habidos durante estos diez años, parece clara la observación de que los meses de 
septiembre y octubre son los más volátiles del año. Comparando con los valores 
previos y posteriores, también es importante la volatilidad registrada en el mes de 
enero respecto a diciembre o a febrero, aunque, en ningún caso, la volatilidad de 
este mes es tan grande como la observada en los dos casos anteriormente 
descritos. 
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Evaluación de la varianza en los distintos meses (enero 1992 a iunio 2000) 
1 ENE) FEB IWR JABR JMAY 1 JUN 1 JUL 1 AGO) SEPI OCT] NOV~ DIC 1 
En este modelo IV la propuesta que se realiza parte de un filtrado previo de los datos a 
partir de las variables ficticias estacionales, eliminando del fenómeno a modelizar este 
componente debido al mes que ya se puede añadir de forma automática. La 
especificación matemática elegida seria la siguiente: 
E,  = Y, -P - Q&,-I - ih,-1 
q, = E, ( 1  +,$enero + /I,diciembre) 
2 h, = w+a,71,_, + ph,_, +a2qf_,i,-, + zLNMIBOR~M, 
donde: 
- Enero y diciembre son dos variables ficticias que toman valor uno para 
observaciones incluidas en el mes que representan y cero en el resto de los casos. 
La razón de incluir estos meses y no otros es fruto de una serie de regresiones 
realizadas para comprobar cuáles eran los meses estadísticamente significativos. 
~nhibor3m es la primera diferencia del logaritms del valor diario del MlBOR a tres 
meses. 
Siguiendo los mismos pasos de Engle y Ng (1993), para la selección de las e variables 
ficticias a emplear se ha practicado una regresión inicial del valor del residuo del modelo 
de medias móviles de la variable objetivo con una ficticia para cada mes (el abultado 
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volumen de los grados de libertad disponibles con un muestra de más de 2100 
observaciones nos permite despreciar la pérdida por inclusión de más variables 
explicativas a la hora de calificar la t-estadística obtenida). Las variables a priori 




Nombre estadistica Prob. Valor Típica 
OMEGA(1) 0.048466 0.008957 5.41 1194 0.0000 
Modelo de la ALPHA(1) 0.054893 0.014578 3.765457 0.0001 
Varianza BETA(1) 0.880695 0.016399 53.70456 0.0000 
Condicional pI(1) 1.0841 90 0.560946 1.932788 0.0266 
ALPHA(2) 0.060405 0.018045 3.347455 0.0004 
Modelo de la MU(1) 0.047914 0.048856 0.980722 0.1634 
Media THETA(1) 0.1 18502 0.023932 4.951 509 0.0000 GAMMA(1) 0.007289 0.003654 2.994844 0.4209 
Corrección LAMBDA(2) 0.079013 0.028253 2.796541 0.0129 
esta'cionalidad LAMBDA~~) 0.180688 0.089822 2.011619 0.0221 
i o g  Verosimiiitud -3243.881 A k a i ~ e  inio criierion 3.090.16 
Media Log Verosimilitud -1.540304 Schwarz criterion 3.1 1694 
No de explicativas - 10 - Hannan-Quinn criter. 3.09993 
Sobre estos resultados, comentamos los siguientes puntos: 
- Los parámetros de pre-filtrado estaciona1 son significativos a un nivel superior al 
98% y, por su valor positivo, incorporan mayor volatilidad condicional en el modelo 
en aquellos momentos'en los que cobran efectividad, es decir en el mes que 
marcan. 
- Nuevamente asistimos a una ganancia limitada, pero positiva. en el valor del 
logaritmo de verosimilitud maximizado. hecho que en esta ocasión no traslucen los 
estadísticos de Akaike o de Schwarz, que permanecen prácticamente en los 
mismos niveles que obteníamos en el modelo anterior. pero. en cualquier caso, no 
hablan de una pérdida de grados de libertad no compensada por reducción del 
error, sino que se mantienen en los mismos niveles previos. 
Por primera vez, el parámetro que recoge el efecto apalancamiento (a2) es 
ligeramente superior al del impacto normal (a,); es decir, el modelo propuesto 
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. .  ., 
. . enfatiza aún más los incrementos en la varianza ante infravaloracibnes en el 
S - '  ' '  
'periodo ,. .. , con 'lo que se acentúa la pendiente en "la caída". Para el 
. . . . . N  
. comportamiento en periodos de sobrevaloración previa, el impacto sobre'la 
volatilidiid se iant ier i i  en los términos que veníamos arrastrando desde el primer 
modelo presentado (a,=0,054893). 
. ,  . 
. ~. 
- . , 
. . 
. . -  
. 
, . La ,~ primera valoración de predicción realizable a partir de la contrastación gráfica 
. . 
0bseNar el mismo hecho ya comentado para otros modelos previos 
. , de la v-i;ianzamarginal .. sobre la condicional con ese efecto adicional 
, ,  . , 
ión del g r a d ~  de acierto anterior. Por otro lado, el desfase en marzo de 
, . 
'q;e ya se había comentado anteriormente sigue presente en esta 
. ~ 
: 5 
> , , 
Varianza marclinal y varianza condicional estimada en el aiio 2000 -.. 
L .  
t .  ~ . 
1 
Este modeio IV supone, a todas luces, una ganancia en la especificación planteada 
respecto a los anteriores y viene a ~ ~ n f i r m a r  el hecho teórico de la incidencia especial de 
algucos periodos estacionales en la formaci 
' .  #- . , 
, ' En el reflejo de la varianza obse~ada du S' noventa que , se . llevaba a 
. cabo al principio de este modelo IV, claramente eran los meses de septiembre y octubre: 
&quellos que históricamente habían mostrado valores más grandes.€n multitud de textos' 
financieros se refiere este hecho y se pone' en relación con el momento de reemprender al 
actividad después de la pausa del verano. Sin embargo, es claramente contrastable que . 
cada vez se produce menos esa "pausa", cuando menos en términos tan contundentes 
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como cuando prácticamente se suspendía la actividad. Sin duda los meses de "inicio de 
curco" son importantes en la generación de expectativas y son la preparación de los 
análisis sobre los resultados, aunque estos no se conocerán realmente hasta finales de 
año'. También octubre es el momento en que . . el gobierno perfila sus presupuestos para el 
años siguiente. Diversas crisis financieras han marcado días de octubre como dias negros 
conirmando este hecho. 
A pecar de todo lo dicho, el modelo no muestra estos meses como básicos en el 
comportamiento de la volatiiidad y SI los meses de diciembre y enero que. en principio 
1 
presentan valores algo menos volátiles que septiembre y octubre. Evidentemente estos 
meses marcan dos elementos que han de afectar a la voaltilidad: 
l 
: 1 
- El anuncio de los resultados sociales y de los dividendos 
- La entrada en vigor de diversas disposiciones jurldicas entre ellas económicas 
(nuevo presupuesto. modificaciones fiscales, etc.). , 
Aijn así: cabe plantear la duda de si lo que están recooiendo estas variables ficticias es 
verdaderamente un , comportamiento estacional de mayor volatilidaci. ,condicional 
trasladable a futuro o una serie de coincidencias históricas en estos meses que hacen que 
estas ficticias no sean otra cosa que una corrección sobre el modelo inicial, sin que tenga' 
porqué repetirse en el futuro. 
Durante la década, diversos acontecimientos de inmensa trascendencia económica han 
fijado su fecha de inicio durante los meses citados: 
Diciembre 1992 - enero de 1993. Crisis del Sistema Monetario Europeo que 
deparó la salida de la Lira italiana y de la libra esterlina y diversas devaluaciones 
de la peseta. . ' 
Enero de 1993: Entrada en vigor del Mercado Único europeo y la libertad de 
movimiento de capitales en España. 
Diciembre 1996 - enero 1997: recrudecimiento de la crisis asiática con la no 
paridad del yuan en Indonesia. 
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2000: creación de los índices tecnológicos y explosión de e&e tipo de 
,,.-. 
. . 
'$ , . a récord de subidas y bajadas súbitas. 
a ? . 
* . . 







.,.- . Esta &incidencia hictórica n;>i debe llevar a ser cautelosos con el carácter de estas Z ., v. . , . ., 
P varkbles y'su correcta interpretación. 
. .  , .. , 
y.. .. . 
Aún así, el modelo GJR-ARCH con filtrado estaciona1 sobre los meses de enero y 
diciembre parece ser el mejor de cuantos hemos planteado hasta el momento, tanto par 
ganancia e "  el valor maximizado &mo por la significatividad de todai las. variabks 
., . , - 
m incluidas en dicho modelo. . . . 1 3 
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1 
Modelo IV alternativo: GJR-ARCH + ARCH de memoria larga (Modelo IV + 
ARCH de componentes) 
1 
Los resultados obtenidos para el modelo que hemos llamado IV reflejan una importante 
"persistencia en volatilidad" en el sentido en que definían esta Engle y Bollerslev (1986). 
La suma paramétrica es de al +a2 +pl = 0,9658. Atendiendo a la medida aproximada de 
Glosten y otros (1993) que ya comentábamos anteriormente, el autorregresivo de orden 
' . I  
uno de la varianza condicional estimada tiene un parámetro de 0.87, significativo con más 
del 99% de probabilidad. En definitiva, parece necesario llevar a cabo algún tipo de 
estima4ión que corrija el efecto de integración de las varianzas condicionales y es por ello 
que se plantea un modelo compuesto del anterior (GJR-ARCH) y de ¡os conocidos 
recientemente como de memoria larga o ARCH de componentes. 
Tal y como deducían Ding y Granger (1997) su modelo de memoria largais se puede 
- ~ - ~ 
escribir como un GARCH(2,2) con parámetros restringidos de modo que la varianza 
~ -- - -. ~~~ ~ .- ~- - . ~~- - - . . .~ ~. 
conaicionai se expiiciiaria Cüliiü: 
donde a2 responde a la varianza marginal del proceso. Siguiendo este esquema se ha 1 
especificado el modelo GJR-ARCH que ya se había planteado atiadiendo ahora estas dos 
componentes a la varianza. En detalle, la estimación se realiza sobre el siguiente 
planteamiento: 
E, = ' Y - P - ~ E , - ,  -yh,-, 
'I> = E, (1  + 4enero + &diciembre) 
h, = (1 - a  - P ) w +  ( a ,  + %)vLI - ( a i  + P, )~ ,77 , -~  + 
( P  - u>,)h,-, - ( P p  - (a + P ) P , ) ) ~ , - ~  +a2&,i,-, + dNMIBOR3M, 
En definitiva, a la especificación de la varianza mediante un activo sin riesgo 
(representado por Lnmibor3m), un efecto asimétrico (marcado por la "i"), a la función 
29 . . Ver formulación de los modelos IGARCH 
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GARCH se le incorpora un efecto a corto plazo, con sus correspondientes posibles 
intewinientes. y un efec' to a largo plazo. 
,/ 
Los resultados obtenidos para los parámetros de este nuevo modelo son comparados con 
los anteriores en el cuadro siguiente. De cara a la convergencia matemática del modelo 
ha sido necesario realizar la estimación eliminando en este caso el primer año completo 
de la muestra (1992). De cara a hacer comparables los resultados, abajo se exponen los 
. i~ . 
parámetros del 'modelo anter\ior también estimados para ese periodo. 
. ..' , , ; ." , i ~ ~ 
' C . . '  . '  . , [ . '  ~ , , ,  .. 1 
S Comparación de resultados entre Iós modelos IV y V 
. 4 . .  , . . , . 
. . . %  GJR +COMPONENT 
' .  , 
.GJR ARCH . . ARCH 
. . .  , 
Diferencia % i 
. . 2- z- 
.. . &.. 
... t , parametro .. 9 estadística estadistica 5 .  
OMEGA . ' 0.049. . 5.160. -4,340 -4,152 . -101,1% ,I 
ALPHA , 0,047 3,367 . 0.054 1,882' -12,5% 
BETA(1) 0,889 . - 54,677 0,958 2,953 . -7,3%. ¡ 
! 
ALPHA(2) ' . 0.009 - 1,413 0.072 2,838 -87.0% 
. CHI 0,059 3,258 0,011 1,587 . . 437,9% 
" MU 0,056 1,037 0,073 1,383 -23,2% 
THETA , 0,118 4.731 0,129 5,866 -8,3% I 
GAMMA 0,015 0,382 -0,005 -0,117 -431,0% 
LAMBDA(2) ' 0,086 1,842 0,092 1,920 -6,0% 
LAMBDA(3) 0,158 2,705 0.128 1,410 23,6% 
PHI - - -0.073' -1,747 - 
RHO - - 0,084 0,332 - 
Log máxima  verosimilitud^ -2.959 - -2.956 - 0,1% 
Media Log máxima 
-1.5522 -1.5508 , - - 
verosimilitud . ',- 
~ ~ m e r o  de parámetros 10 ‘ - i 2  - 
Al margen de los términos constantes, donde la inclusión de nuevas variables está detrás 
de los importantísimos cambios registrados, el modelo planteado presenta las siguientes 
características comparadas: 
- las variables nuevas incluidas no son significativas para la determinación de la 
volatilidad (a juzgar por los estadlsticos t-student calculados, no significativos ni 
para el parámetro rho ni para el parámetro phi). , 
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- En el nuevo modelo dejan de ser relevantes, tanto los valores de corrección 
, estacionql del error, como el rendimiento del activo sin riesgo y, más importante, la 
,varianza condicional como explicativa del modelo en media. 
- E" general, los parámetros calculados van casi hasta la nulidad en todos los 
casos, con una importantisima reducción en el efecto asim8tric0, por ejemplo. 
- Unido a todo lo anterior, el modelo supone una ganancia en cuanto al valor 
' : . paximizado del logaritmo de verosimilitud de apenas un 0,1%. 
. . 
.- 
- comparando gráficamente los resultados obtenidos para la volatilidad estimada 
con el modelo IV y este GJR-Component ARCH, las diferencias de estimación son 
muy pequetias, aunque la nueva estimación parece responder a un valor atin más 
despiazadü hacia la derecha de !a ic!a!i!idad cindicicnal es!i!xada frente i !i 
varianza marginal. Obviamente esta situación responde a la "memoria prolongada" 
. . 
. . . .  . que subvace en el modelo ARCH cie componentes. - -~ ~ - ~ ~ 
,. 
~ r á f i c a  comparativa modelo GJR-ARCH y GJR-ARCH con componentes 
A la luz de lo expuesto en los puntos anteriores, no parece conveniente la introducción de I 
este modelo de memoria larga a pesar de los valores de que la suma de los parámetros 
estimados anteriormente fueran próximos al valor que haría al modelo no estacionario. 
Por supuesto. sí tiene sentido realizar un esquema tipo modelo exponencial como el E- 
GARCH propuesto por Nelson (1991). 
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Modelo V: GJR-ARCH con estructura ECARCH (Modelo IV con errores 
normalizados y en logaritmos) 
Como ya quedaba extensamente expuesto en su capítulo correspondiente. Nelson (1991) 
alertaba sobre algunas situaciones cuando menos "comprometidas" en el empleo de los 
modelos ARCH. Algunas de ellas, como el efecto asim6tric0,. ya han sido debidamente 
valoradas en el  modelo que venimos proponiendo pero otras no menos importantes como 
la posibilidad de que el resultado de la estimación de la varianza condicional pudiera salir 
un valor negativo siguen siendo un potencial problema. 
En nuestro caso, la inclusión de la variable del activo sin riesgo puede ocasionar dicho 
efecto no deseable y ello a pesar de que todos los parámetros son positivos. En la medida 
en que el MIBOR (representado su rendimiento por la diferencia de su logaritmo; al igual 
que la endógena) sea suficientemente negativo podria darse el caso de un resultado total 
de la varianza condicional negativa. 
La propuesta de este sexto modelo seria incluir una estructura exponencial del tipo 
Nelson (1991) cuya formulación concreta seria la siguiente: 
Los resultados de la regresión planteada, unión del modelo GJR-ARCH y del 
planteamiento EGARCH de Nelson, se resumen en la siguiente tabla de información: I 
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estadística Prob. Tinira 
' OMEGA 0.950502 0.005914 160.7223 0.0000 
Modelo Varianza ! . ALPHA(1) 0.041720 0.009129 4.570318 0.0000 
Condicional BETA 0.932381 0.009744 95.68895 0.0000 PI 0.815553 0.380010 2.146133 . 0.0159 
ALPHA(2) ' 0.028687 0.010945' 2.621097 0.0044 
Modelo de la MU . . 0.048362 0.049634 0.974376 0.1649 
Media THETA 0.1 17807 0.023562 4.999853 0.0000 GAMMA . 0.010875 0.036491 2.298012 0.3828 
Corrección . LAMBDA(2) 0.086759 0.097193 1.892645 0.051 0 
estacionalidad LAMBDA(3) ' 0.148160 0.090940 1.629201 0.051 6 
Log Verosimilitud -3247.445 Akaike info criterion 3.09349 
Media LoaVerosimilitud -1.541997 Schwarz criterion 3:12033 
No de ~xplicativas - 10 . - Hannan-Quinn criter. 3.10331 
- 
Como cabía esperar, la estimación tipo E-GARCH produce algunos cambios en los 
resultados obtenidos. de los que se podrían destacar los siguientes: 
- - . 
- El parámetro que representa el efecto apalancamiento se reduce 
considerablemente con relación al que afecta a la innovación cuadrada en el 
momento anterior del tiempo (0,02 y 0.04, respectivamente) pero la estructura 
logarítmica del modelo planteado no nos permite hablar de que un valor sería la 
mitad que el otro. Si aproximamos la diferencia entre los parametros a sus valores 
exponenciales para hacer a esta comparable con las que hemos realizado 
S anteriormente, dicha diferencia seria casi nula (menos de 0.01), con lo que los 
valores estimados serían similares a los que obteníamos en modelos 
anteriormente planteados. 
- Los parámetros' de corrección de estacionalidad del modelo dejan de ser 
significativos para valores del 95%, cuando menos claramente el que afecta al 
mes de enero. Este hecho contradice claramente lo que se ha venido observando 
en el resto de las especificaciones así como lo que apunta la lógica financiera. 
~ Í ~ u n a s  circunstancias nos hacen cuestionar la aplicación en este caso de un modelo 
EGARCH: 
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- La variable original,sobre la que modelizamos el valor del error al cuadrado para la 
obtención de la varianza condicional, ya responde a una estructura logarítmica (es 
la diferencia d i  orden uno del logaritmo del precio diario del lbex 35). Por esta 
razón, los residuos obtenidos también comportan una estructura logaritmica y, con 
el modelo EGARCH. estaríamos, en cierto modo, modelizando el logaritmo del 
logaritmo, con todo lo que ello pueda tener de complicación matemática' y. sobre 
todo, de reducción de los valores hasta cifras tan pequeñas que la dificultad para 
la convergencia de los algoritmos de resolución se ve ampliamente trastocada. 
- En segundo lugar, la estructura de los errores y su grado de ajuste frente a la serie 
del error al cuadrado encuentra muchos más puntos de error en cuanto a 
determinación de una tendencia totalmente inversa a la observada en la varianza 
marginal. hecho, en principio, poco probable. 
Gráfica de la varianza marginal v condicional estimada para el año 2000 
- En tercer lugar, comparando las medidas de error propuestas como contrastes 
sobre la capacidad predictiva, el modelo GJR-ARCH es claramente mejor que el 
modelo GJR - EGARCH. 
MEDIDA DE ERROR GJR - ARCH. GJR - EGARCH 
MAE , 1.546042 1.861 1173 
LMAE 1.820851 4.0571025 
MSE 10.660236 104.10747 
LMSE 7.090483 37.308427 
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- El efecto asimétrico incorporado por el modelo EGARCH, importante aportación de 
su creador, ya ha sido incluido en el modelo anterior con la variable ficticia "i", con 
lo que, sobre este particular, no hay ninguna novedad en esta especificación, que, 
eso si, sigue confirmando la significatividad de la variable introducida. 
- Finalmente. al aplicar el modelo EGARCH el logaritmo de verosimilitud obtenido es 
de -3247 frente al del modelo GJR-ARCH anterior de -3243, con lo que la ligera 
Perdida es clara en cuanto a la potencia del modelo propuesto por Nelson (1991) 
para la serie a la que aquí se está aplicando. 
En definitiva, no hay una ganancia clara que justifique sin lugar a dudas la utilización de 
un modelo E-GARCH frente al que planteábamos como modelo IV o modelo GJR-ARCH. 
y, sin embargo, diversas apreciaciones más pragmáticas que teóricas, hacen más 
plausible ei empieo ciei niodelo :ipu GJR. 
Comparación conjunia ae ¡os rnodeiüs i a: V 
Con el fin de poner de manifiesto todos los elementos tomados en cuenta para decidir que 
el modelo IV es. hasta el momento, el que mejores resultados presenta en la modelización 1 
tipo ARCH, se presentan en un cuadro agregado los contrastes sobre su bondad de 
ajuste y estructura tal y como se especificaban en la correspondiente sección del 
esquema teórico. l 

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































El carácter asimétrico de los residuos es evidentemente negativo para todos los 
modelos planteados salvo para el primero, aunque los valores del coeficiente de 
asimetría no están muy lejanos de cero. El valor que definitivamente excluye un 
supuesto de normalidad, por lo menos en la representación muestra1 del residuo 
estimado, es el valor de curtosis, que ,en cualquiera de los casos, está muy lejos del 
valor tres que sería el esperado. El contraste Jarque Bera no deja lugar a dudas sobre 
este hecho, siendo tan solo el primer modelo el más cercano a una distribución normal 
aunque con una probabilidad escasisimamente significativa (34%) Todos los demás 
modelos tienen probabilidad cero de ser una normal a juzgar por los valores de este 
contraste. 
Hay que decir que la incorporación de especificaciones más complejas que han ido 
dando lugar a los cinco modelos presentados no nos ha aproximado en absoluto a la 
distribución de probabilidad normal que se supone teóricamente y con la cual se han 
ido estimando ¡os parámetros. Sin embargo, quedaba patente en la 'primera 
.~ . ~ . . . ~ 
moaeiización propuesia que ia esiirnación en función 9e oiisiri~uciones proBaDiiísiicas .I 
diferentes (la t-student o la Distribución '~eneralizada de los Errores - GED - ) no 
suponía ninguna mejoría en los resultados obtenidos. 
Constrastes de asimetría (sesgo de signo) 
Los contrastes de sesgo de signo para el primer modelo muestran un carácter 
claramente significativo del valor asimétrico del residuo (la t experimental es tiene un 
valor de 2,8). Dicho sesgo, a juzgar por los contrastes parciales de signo negativo y 
positiio, parece estar centrada en el primero de estos. La inclusión de la variable 
ficticia de discriminación en función del signo del residuo en el período anterior corrige 
perfectamente este sesgo, pudiendo observarse que para el resto de los modelos l 
1 planteados, los contrastes de sesgo de signo son no significativos en todos los casos. I 
Logaritmo de máxima-verosimilitud 
La evolución del logaritmo de verosimilitud ha sido siempre mejor a medida que se han 
ido incluyendo modelizaciones más complejas. Siempre con valores negativos, la 
ganancia (valor mayor) ha sido una constante en cada modelo propuesto, salvo en el 
último. en el que se proponía la modelización tipo E-GARCH. Hay que destacar que 
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los valores de ganancia en el logaritmo pueden parecer algo reducidos, pero no hay 
que olvidar que se está modelizando una variable diferencia de logaritmos, donde la 
escala es bajísima. 
1 Ratios del error muestra1 
Para determinar diferencias significativas entre los diversos modelos ARCH posibles, 
algunos autores recogen distintas funciones de perdida que evalúan la gravedad del 
error cometido. De entre ellos, los más comunes son los que desarrollaran Hamilton y 
Susmel (1994) y que se resumen en las siguientes cuatro propuestas: 
Expresión de los contrastes sobre el error 
Directo Valores Absolutos 
Errores 
I I 1 l 
2 Donde htes la varianza condicional de E, 
1 ? I 7 
Logaritmo 
de errores 
Observando estos valores para los modelos propuestos, el segundo modelo parece 
presentar un ligero retroceso respecto al primero; pero los dos siguientes son 
claramente mejores que el primero y que el segundo. Todos los contrastes siguen una 
evolución decreciente (menos error) en los modelos uno tres y cuatro. El modelo V 
(estructura E-GARCH) nuevamente supone peores resultados respecto a los 
anteriores y, en este caso, incluso respecto al modelo l. 
x(&: -h,I2 
MsE = '=' 
T 
. . 
-, . ~ .  ., 
. 
. . 
.L.- ..*; . 





El (4 - h, ) I 
M E  = 1-1 
T 
1' 
C ( L ~ ( E : )  -ln(h,N2 
LMSE = '" 
T 
L M E  = 'm' 
T 
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Valores representativos del error muestral 
Modelo l l l 111 IV V 
Mae 1,563 1,601 1,548 1,546 1,598 
Lmae 1.821 1.903 1,822 1,820 1,829 
Mse 10;908 11.986 10,687 . 10,620 11,448 
Lmse 7,048 7.404 7.095 7,090 7,183 
(En negrita, los mejores de cada contraste) 
El único valor ciertamente particular de la tabla anterior se refiere al mínimo error en 
valores logaritimicos de la suma media de los errores al cuadrado, donde el modelo I 
presenta el mejor resultado, aunque no muy distante del valor del modelo IV elegido y, 
probablemente, debido a un punto singular casualmente mejor recogido por el primero 
de-los modelos propuestos. 
Si se puede considerar a esta medida algo significativo del ajuste, es interesante poner 
de manifiesto que el modelo E-GARCH presenta peores resultados en todos los 
contrastes incluso ya para el modelo III presentado. 
En definitiva, salvo algún elemento puntual, las funciones de pédida apuntan hacia el 1 
modelo cuarto como el mejor de los propuestos. 
Persistencia en la volatilidad 
Desde el primero de los modelos tipo ARCH presentados. la presencia de un elevado 
valor de los parámetros del proceso autorregresivo subyacente nos avisaban sobre el 
problema de la integrabilidad del sistema con el que estamos trabajando, aunque, en 
puridad de términos, la estimación estaba asegurada ya que los coeficientes sumados, 
si bien están muy próximos a uno, son siempre estrictamente menores. 
Ateniéndonos a la medida de "persistencia en volatilidad" propuesta por Glosten y 
otros (1993), podemos comparar el parámetro de un autorregresivo de orden uno 
calculado con la serie muestral de la varianza condicional regresada sobre si misma 
en el momento anterior. Para todos los modelos propuestos, el Lalor del parámetro es 
' 
cercano a uno y significativamente distinto de cero para más del 95% de probabilidad. 
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Llama la atención que el valor de los parámetros del contraste tipo Glosten sean muy 
similares en los modelos I y II estimados (0,87) y que se torne casi uno para los 
modelos III y IV, corrigiéndose nuevamente con la utilización del modelo tipo E- 
GARCH. Quizá esta es una de las únicas ventajas claras que presentaría este tipo de 
modelización que hemos rechazado previamente: limaría el efecto de fortisima 1 :  
memoria a largo plazo del modelo con el que estamos trabajando. 
Como se exponía en la sección de esta tesis dedicada a los modelos GARCH 
integrados, una solución al problema que necesariamente hay que intentar es probar 
un modelo de memoria larga o ARCH de componentes, y dicha modelización 
alternativa es la que recogíamos con el modelo IV alternativo sin que los resultados 
aconsejaran su empleo. 
Diferencias en los parámetros y valores estandarizados 
La evolución respecto al valor representativo del valor medio de la varianza marginal 
representado por el término constante (omega) no sufre apenas cambios en cualquiera 
de los cuatro modelos anidados que se han ido presentado. Este valor estaría en torno 
a 0.047. 
Tampoco el parámetro representativo del valor autorregresivo de la varianza 
condicional (beta) cambia en exceso a pesar de la inclusión de más variables o de la 
i correccion estacional. Dicho valor se centra en 0.87 para los cuatro modelos 
1 propuestos, con ligeros cambios. 
'B. 
. .
El carácter autorregresivo del primer modelo (alpha 1) viene a representar la suma de 
t 
: 
los dós parárnetros en los que se divide el efecto en el resto del modelo, por lo que el 
i 
cambio tampoco es enorme en este caso, aunque si claramente diferenciador cuando 
{ se incluye la variable discriminatoria sobre el signo del residuo observado en el 
B período precedente. 
Es muy'interesante seiialar cómo ha basculado la importancia del efecto negativo en I 
términos relativos al positivo en las rnodelizaciones presentadas. En el modelo .Y : . .  II 
(primero con dicho término), la importancia del efecto . apalancamiento . .~ se encuadra en " G .  , 
.. . . . . .. : ~ 
valores muy similares, sino exactos, a los del au to~egr~ ivo 'norma i  <. . i 
los residuos al cuadrado. En el modelo 111, este efecto diferencii es, en v 
. . 
., . ~ 
i.. 
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del parámetro, algo menor; y, en el último modelo propuesto, es superior al caso , 
normal. Aún asi, las diferencias en todos los modelos propuestos son muy pequeñas. 
En valores estandarizados queda patente la enorme carga de la varianza condicional 
en el periodo anterior para la definición de' la varianza condicional en el momento 
actual (el parámetro supone el 75% de las variaciones otorgadas a la generación de 
dicha varianza condicional). 
En cuanto al modelo en media, los parametros del modelo de medias móviles 
permanecen, lógicamente, casi invariados, percibiéndose un cambio importante en el 
valor de¡ parámetro de la varianza condicional como explicativa del rendimiento medio 
(gamma) entre el primer y el segundo de los modelos planteados, permaneciendo 
relativamente constante a partir de entonces. 
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Modelo VI: especificación con potencias asimétricas (AP-ARCH) 
Hasta el momento, la modelización que hemos planteado se rige por la "inercia" lógica 
de la forma de cálculo de la varianza del error; es decir, el valor al cuadrado de los 
errores del modelo en media: Sin embargo, la alta correlación entre los valores 
desplazados del valor absoluto de la perturbación y ciertas potencias en torno a uno 
de esta serie justifican plenamente el empleo de un modelo tipo A-PARCH como 
1 
l sugeria Ding (1993) a la hora de especificar la evolución de la varianza 
! heterocedástica de la serie de rendimientos del IBEX-35. 
Para la estimación se ha creado un programa ad-hoc sobre el paquete estadistico E- 
Views dado que esta formulación no existe entre los objetos de estimación ya 
prediseñados en dicho paquete. Las características de los valores empleados son los 
siguientes: 
t i  
I , 
Los resultados de estimación son los siguientes: 







Valores iniciales de los parámetros 
Función de distribución de los residuos 
Algoritmo de resolución 
Estimación de la matriz de varianzas- 
covarianzas 
E,  = Y ,  - P  +QI&,-I 
hp = w +a,(( E,+] 1 +y&,_] )s + ~ ~ h : : ,  




Cuasi-máxima verosimilitud de Bollerslev y 




Nombre Estadística Prob. Va'or Típica 
Modelo de la MU 0.000762 0.000257 2.962922 0.0015 
Media' THETA 0.121868 0.023513 5.182925 0.0000 
OMEGA 2.96E-05 3.50E-05 0.845448 0.1989 
Modelo de la ALPHA 0.086878 0.013696 6.343298 0.0000 
Varianza GAMMA 0.203023 0.066851. 3.036934 0.0012 
condicional BETA 0.893611 0.014662 60.94673 0.0000 
Potencia 
asimétrica DELTA 1.563314 0.250268 6.246564 0.0000 
Log verosimilitud 6451.789 Akaike info criterion -6.12041 
~ e d i a l o ~  verosimilitud 3.063527 Schwarz criterion -6.10162 
No de Explicativas 7 Hannan-Quinn criter. -6.11 353. 
En este modelo todos los coeficientes calculados son significativamente distintos de 
cero, salvo el término constante de la especificación de la desviación tipica elevada a 
delta. El contraste de restricción de coeficientes de Wald no acepta la hipótesis nula de : 
valor nulo de este término omega salvo para el' 25% de las ocasiones, valor que, si 
bien está muy por deba!o del 5% deseable, nos inclina a mantener el término por su 1 
. - ~. 
significación económica. Para el resto de los coeficientes, la restricción de nulidad es ¡ 
inaceptable para valores de probabilidad superiores al 99%. (segun el mismo tipo de 
contraste). 
Gráfica de la varianza marginal y la condicional estimada en el año 2000 
, . 
4 I 
El valor obtenido del coeficiente añadido en el modelo A-PARCH (delta) resulta 
bastante mas próximo al cuadrado que el resultante en la experiencia de Ding (1992); 
pero aun así, su valor de 1,56 y su clara significación son una llamada de atención 
sobre la dudosa idoneidad de realizar una especificación,direcdamente en términos al 
1 ' 
cuadrado de la varianza. Parece que los resultados son concluyentes de lo contrario, 
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ya que el máximo de la función de verosimilitud se logra con un valor de este 
parámetro distinto a dos. . 
La constatación previa de la no normalidad de la serie modelizada hace necesario 
l comprobar cuál sería el valor de la estimación empleando la forma. en principio. más 




Nombre Valor estadística Prob. Típica 
i Modelo de la MU 0.000794 0.000250 3.170371 0.0008 media THETA O. 118838 0.023044 5.157032 0.0000 
Modelo de la OMEGA 4.06E-05 6.23E-05 0.652246 0.2571 
Varianza ALPHA 0.094436 0.016743, 5.640204 0.0000 
Condicional GAMMA 0.227925 0.082036 2.778356 0.0027 BETA 0.898024 0.016784 53.50594 0.0000 . ! Potencia DELTA 1.426959 0.334190 4.269907 0.0000 
asimétrica Grados libertad 11 .O81 52 1.638363 6.763774 0.0000 
Log likelihood 6452.678 Akaike info criterion -6.14521 
Avg. log likelihood 3.076404 Schwarz criterion -6.12374 i Number of Coefs.' 8 Hannan-Quinn criter. -6.13735 
' Se puede observar directamente que la diferencia de estimación considerando la distribución normal (auque empleando la estimación eficiente de la matriz de varianzas 
covarianzas de Bollerslev y Woodrigde -1992-) y la distribución t-student es 
prácticamente nula en los valore; de los parámetros c?lculados aunque. el valor del 
logaritmo máximo verosímil obtenido es algo mayor. Donde sí se aprecia un valor 
5 notablemente más parecido al que obtenían otros autores para índices americanos o 
k, 
$.i, 
E de otros países europeos es en el valor del parámetro delta o de la potencia simétrica 
*E u 
,! a aplicar. Ahora estaríamos hablando de un valor de 1.43 frente al 1.58 previo. 
I 
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estadisticos, siendo muy similares los resultados obtenidos con los dos primeros 
modelos y habiendo una escasa ganancia en la función máximo verosímil obtenida 
idodelo VII: Una propuesta alternativa: modelo GJR introduciendo el 
óptimo de desfase de correlación tipo APARCH 
Hasta el momento, los modelos estimados nos llevan a una conclusión difícil: 
1 
. . 
Por un lado, el  modelo'^^^ da lugar a un mayor ajuste y el seguimiento del fenómeno ~ ! 
que nos ocupa (la volatilidad condicional) parece estar mucho más en consonancia 
con la volatilidad observada. . . I 
Por otro lado, el modelo sugerido por Ding (1993) tiene buena lógicaen el contexto de 
la serie del lbex-35, donde la evidencia de la estructura de correlaciones sobre valbres 
con potencias asimétricas se ha puesto claramente de manifiesto. .No se puede 
sostener una potencia cuadrada cuando la que es estadísticamente óptima está en 
torno a 1,5 o algo por debajo (1,42). ~-~ La . propia ~ ~. ~ estructura - . - de ~ autocorrelación ~ nos 
muestra que la potencia uno del valor absoluto es la que presenta el maximo 
considerado sólo el primer retardo. 
, ! 
En este contexto, se plantea la estimación de un nuevo modelo que se formularía del 
siguiente modo: 
f ~ ,  = (1 + Alenero, + A,diciembre, )E, I 1 
En dicho modelo aunariamos la capacidad explicativa demostrada para las variables 
de efecto apalancamiento, rentabilidad sin riesgos y corrección estaciona1 (modelo 
GJR-ARCH! y la potencia donde la función de autocorrelación obtkne sus máximos. El 
modelo en media se construye como en el resto de los casos; es decir, con unas I 
medias móviles de orden uno y la varianza condicional desplazada un periodo como 
explicativa adicional. í 
En este modelo se supone nuevamente una distribución gausiana del término 
1 
estocástico de error una vez ya ha sido filtrado de los efectos de estacionalidad a partir 
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de la regresión con las variables ficticias seleccionadas (enero y diciembre). Aún así, 
Se estimará el modelo con la función cuasi-máximo verosimil de Wooldridge Bollerslev 
(1992), con lo que podriamos obviar el tema de la función de distribución. 
Los resultados de la estimación, derivados del programa de e-views ad-hoc adjunto, se 
muestran a continuación: 
Parámetros z-Statistic 
Nombre Valor Desv. Típica 
. MU 0.000 0,001 -0,406 Modelo de THETA 
*la media 0,140 0,024 5,913 GAMMA(1) 0,053 0,010 5,422 
Potencia 
asimétrica DELTA 1,027 O, 195 5,255 
Corrección LAMBDA(2) 0,001 0,000 8.306 
estaciona1 LAMBDA(3) 0,002 0,001 2,060 
OMEGA 0,001 0,001 0,828 
Modelo de ALPHA(1) 0,05 0,009 4,049 
la varianza ALPHA(2) 0,07 0,019 2,985 
condicional BETA 0.829 0,016 50,390 
GAMMA(2) 0,002 0,000 7,972 
Log likelihood 6 555 Akaike info criterion -6,215 
Avg, log likelihood 3,113 Schwarz criterion -6,285 
Number of Coefs, 11 Hannan-Quinn criter, -6,204 
l 
Nótese que en el modelo propuesto el valor del logaritmo de máxima "erosimilitud es 1 
1 el mayor de cuantos se hayan presentado (en' esta ocasión, la estimación se'realizó 1 
1: sobre el valor del logantmo de la rentabilidad sin multiplicar por 100, por . lo . que las i 
1: comparaciones deberán hacerse sobre los modelos que permitan estimar esta 
1 variable). 
N 
.~ ~ .~ . 
Es interesant6 reseñar que el parámetro . . .  delta, (la poten&a~ás]m&rica'que . . . ,  enunciaba ., 
,., ~, 
.".: , r;; 
P Ding) se presenta en el valor 1,027, lo que . sería _ /  . casi igual ._., que _ i  .. decir 1 ' :  que , . el . valorcon . . . 
. .: t 6, mayor autocorrelación es directamente el valór absoluto del error muestral, o "r¡ valor ~. y I A ' extremadamente próxirno'-a éste. . , . 9; 
a l 
El modelo presenta un giado de ajuste entre volatilidad real . y'volatilidad 1 . ;  condicional 
, 
.t. : . : ,' ' . 
mucho más preciso que el de los modelos anteriores. En el grafico - presentan, las 
' . . " .  I . . ? , ;  . , .  . . ' I  
últimas cien' 0 b s e ~ i I ~ i o n e ~  d  este índice, quedando patente ,* cdnio la ~olalilidad 
condicional replica la observada con un cierto adelanto más'o menos constante; es 
1 
. . . . 
$: . . 
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decir, la variable varianza condicional, traducida como volatilidad que conoce el 
inversor en el dia que opera y que, por tanto, aplica para determinar su riesgo como 
una explicativa más, está replicando en cierta forma la volatilidad observable 
previamente pero ahora de forma exacta, no aleatoria. 
Gráfica de la varianza marginal y la condicional estimada 
4 
De cara a fijar las diferencias que supone este nuevo modelo, de mejor valor del 
iügaiiimü iiiáxinio encon!;ado, frente a! mede!c !\J que hablums elegidi citno e! más 
completo, siguiendo la estimación tradicional tipo ARCH. presentamos el siguiente 
cuadro: 
. . .  
1 
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Diferencias GJR - AP - ARCH y GJR-ARCH 
. 
GJR-APARCH 5 GJR - ARCH 
Parámetro zestadística Parárnetro zestadística % DIFEREN 
M U 0,000 0,001 0,000 0,000 
TH ETA 0,140 0,024 0,119 0,024 
GAMMA(1) 0,053 0,010 0,729 0,365 
LAMBDA(2) 0,001 0,000 0,001 0,000 
LAMBDA(3) 0,002 0,001 0,002 0,001 
OMEGA 0,001 0,001 0,000 0,000 
ALPHA(1) 0,035 0,009 0,055 0,015 
ALPHA(2) 0,175 0,059 0,060 0,018 
BETA 0,829 0,016 0,881 0,016 
CHI 0,002 0,000 0,000 0,000 
DELTA 1,027 0,195 
Log Máxima verosimilitud 6 555 - 6 454,6 - 1,6% 
Media log Máximaver 3,113 - 3,065 - 1,6% 
No de parámetros 11 - 10 - 10,0% 
criterio informativo Akaike -6,215 - -6,120 - 1,5% 
criterio informativo Schwarz -6,285 - -6,093 - 1,5% 
criter, Hannan-Quinn -6,204 - -6,110 - 1,5% 
MSE 0,8929 - 1,066 - -16,2% 
LMSE 6,4920 - 7,091 - -8,4% 
MAE 0,0001 - 0,000 - -9.7% 
LM AE 1,7193 - 1,821 - -5,6% 
El porcentaje de diferencia se  calcula sobre la resta del valor en el nuevo modelo frente al  GJR 
El modelo nuevo propuesto presenta las siguientes ventajas respecto a-los anteriores: 
.. i 
, 1 
- el logaritmo de verosimilitud es un 1,6% superior al del modelo GJR-ARCH . . 
' 4 :  
i 
l . :  , 
! ,  
. . .., 
- Los criterios de Akaike, Schwarz y Hannan- Quinn coinciden en señalar que la 
. . 
perdida de grados de libertad por la inclusión de &a . Variible . mps en la 
estimación está suficientemente jusfificada por la réduc&n en la suma 
' ;  a 
cuadrática de ¡os err.bres3'. . . . I. b 
.< 
. . 




- Las cuatro funciones de perdida calculadas en todos los casos anteriores3' 
confirman a este nuevo modelo como mejor en función del grado de ajuste 
entre la vahanza marginal y la varianza condicional. . . . ~  
i, 
30 En la tabla hay que tener e" cuenta que son valores negativos. .;: ' 
9 
31 MAE: error absoluto medio, MSE: error cuadrático medio; LMAE: 
MSE en logaritmos. 
. . ..  




En definitiva, la propuesta que incluimos como novedad es la que representa, para el \ 
caso del lbex-35, los mejores resultados obtenidos hasta el momento con la 
modelización tipo ARCH. 
Gráficos de ajuste entre varianza condicional y la observada 
A la luz de la poco fiable comparación gráfica, pero interesante de cara a la predicción, 
la diferencia en inejoria del último modelo presentado frente a los'previos es evidente, 
corrigiéndose el período mal recogido por todos los modelos anteriores que 
corresponderia con marzo del año 1999. 
[-RESMA12 ..... SIG2) 
GJR- Arch con efecto asimétrico sobre 
los errores (ficticia de impacto en 
valores negativos) y escalado 
logaritmico 
En definitiva, los resultados de esta nueva propuesta que llamábamos GJR-APARCH 
suponen un modelo netamente mejor en todos los aspectos a los construidos 
anteriormente, por lo que entendemos que éste es el que nos ofrece una buena 
medida de la volatilidad condicional y ésta, a su vez, una buena medida del riesgo por 
si sola. 
. . 
. 1-RESMA? -.... SIG" 
. . 
Modelo GJR-APARCH con distrib"ci6n 
normal (potencia asimétrica 1.027) 
i , .  
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Comparación de los modelos presentados y contraste de permanencia 
estructural del modelo elegido. Análisis de la volatilidad estimada 
A la luz de la volatilidad calculable con el último modelo propuesto (al que hemos 
llamado "GJR-APARCH") tenemos una primera medida de este factor de mayor o 
menor premio exigible a un activo financiero en bolsa a partir del mayor o menor grado 
de incertidumbre al que dé lugar. 
En cualquier caso, previamente a la realización de algunas observaciones sobre la 
I evolución de la varianza condicional estimada, cabe un último planteamiento sobre la 
permanencia estructural del modelo planteado. Para ello, se ha comprobado si habría 
o no diferencias notables en los valores de los coeficientes estimados cuando se 
realiza una estimación de la varianza con el modelo elegido en dos submuestras 
diferentes: antes de la creación oficial del Euro (1 de enero de 1999) y después de 
l dicha creación. Salvando los sesgos que la enorme deferencia en el número de 
observaciones disponibles pudieran ocasionar, un primer contraste gráfico nos deja 
entrever que, efectivamente, las diferencias de estimación son notables. pero tan sólo 
l en puntos inmediatamente anteriores o posteriores a la puesta en vigor de la moneda 
l 
l única europea. 
1 
. , r 
1 
~ i f e r k c i a s  en la estimación para el total de la muestra v por submuestras $ 
, . $ 
I . . 
l : . . '.' . 
En el gráfico, la línea discontinua parte ambos períodos, sie"do relevante que las 
mayores discrepancias que muestran las estimaciones por subperíodos frente a la 







estimación con la muestra completa se producen en los días aledaños a la 
instauración del Euro como moneda única, setialando quizá los momentos en los que 
los mercados pudieran estar anticipando y corrigiendo sus expectativas sobre la 
creación de un área con una sola moneda. Este hecho, en la estimación con los 
parámetros de la muestra completa, queda mucho más diluido. ofreciéndose un valor 
estimado de la volatilidad mucho más pequeño. 
Como primera medida estadística sobre la conveniencia de considerar un cambio de 
estructura en la serie, cabe la suma de los errores al cuadrado que, aunque 
de un modo muy deficiente por no contar con una distribución para la contrastación 
paramétrica, nos darian una idea aproximada. En este caso. los errores cuadrados 
medios son 7,82, 6,84 y 6,49 para los períodos pre-euro, post-euro y total 
respectivamente, con lo que parece que, en niveles bastante similares. el más 
conveniente seguiria siendo el modelo total, no por submuestras. 
Como una segunda alternativa de medición aproximada de los cambios en la 
volatilidad estimada, se h a  calculado la media de la volatilidad en el periodo de 
. . 
exisie,ieia de; Eüiü y la de; periü~ü ailieririi, sieñ,.jü siyi,ificai~ü qüe es;e seyündü ! l 
periodo (post-euro) mostraba un valor medio superior a un 13% a la volatilidad media 
total, mientras que la época pre-euro mostraria una media en volatilidad muy 
homogénea como la que resulta del cálculo con la muestra completa. A pesar de lo 
dicho, el desproporcionado número de observaciones entre un periodo y otro y la 




S& calculó la media de volatilidad estimada año y medio antes de la creidón del euro 1 
y año y medio después (fin de la muestra). El resultado es absolutamente conirario al 1 
anterior y. en este caso, la divergencia del periodo previo respecto a la volatilidad 
media de todo el periodo resulta ser de un 23%; frente al 13,5% que habiamos I 
calculado para la época post-euro. Según este cálculo, la volatilidad se habria . I 
suavizado intensamente después de la creación de la moneda única. 
Para descartar el que la creación de la moneda única pudiera estar delimitando un 
cambio de estructura de los llamados de "punto conocido", planteamos un análisis 
como el sugerido por Shiang (1995), de forma que calculamos el estadistico 
experimental tipo multiplicador de Lagrange de distribución teórica conocida: 
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vo = ~ o , [ ~ ) [ ~  - I), h., = Z, 
G. 
a 
El valor obtenido de dicho contraste. confirma que no existiría un cambio de estructura 
en el punto setialado con una significatividad de más del 98%. 
Dicho esto, no analizaremos la posibilidad de generar un modelo tipo Switching ARCH, 
dada su complejidad iterativa y que parece quedar demostrado que no se producen 
diferentes estados, por lo menos de una forma continuada desde su potencial 
establecimiento. 
! '  
Ante esta situación, la volatilidad estimada con el llamado modelo GJR-APARCH. que 
damos por útil, se convierte en el valor de referencia en dos sentidos: ! . . .  , , .  
- Nos permite relacionar directamente la varianza condicio~al,estimada con el 
valor de la rentabilidad exigida al lbex-35 a partir del paráhiiro gamma. Sin 
embargo, la compleja estimación sobre la diferencia logaritmica hacen que el . 
. * 




I 1 - Siguiendo los enunciados de la teoriade la CAPM y' APT combinadas, : por ? 
cuanto se ha estimado el rendimiento e" función de la volatiljdad y de una . . s,erie , . 
, ,' . . . e .  .~ ' 
p . . de factores adicionales (corrección estaciona1 y activo sinrjesgo). : I obtenemos .- .~ el . ,] 
valor de "medición de la in~ertidumbre'[;~ue ;e define~en estas teoriac y.en' :' ~ 1 i 
otras como la volatilidad condicional estimada. La ventaja de ei ta metodologia 
de cálculo, además de su mayor exactitud puntual, esque obtenemos una 
serie con variación en cada momento, del tiempo que resulta serigu 
I . . :  1.j . . .  .. ! 
que los agentes económicos realizan. . . ~ . . ; l . .  , . , j  
.. 
! : ' 
Aún cuando es evidente la conexión entre rentabilidad I y volatilidad a 
modelo de regresión, siguiendo el hábito en la . utilización de "indicadore;' 
. . 
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entre los operadores de bolsa más de tipo cualitativo , se propone la determinación 
de uno nuevo con la distribución de percentiles de la volatilidad, por ejemplo, para 
cada año, acotando así periodos en función de la volatilidad observada y de 
predicción y dando lugar a señales cualitativas de alerta ante determinados 
valores. 
En el caso de la volatilidad estimada para el Ibex-35 los resultados de esta 
distribución por decilas seria la siguiente en el año 20003': 
Intervalos de lzi volatilidad estimada en el año 2000 
Percentil Real Percentil Uniforme Diferencia 
10% 1.12 0,91 0,21 
20% 1,18 1 ,O5 0,12 
30% 1,24 1,19 0,05 , . 
40% 1,31 1,34 -0,03 
50% 1,39 1.48 -0,09 
l 
60% 1 :48 1,62 -0.14 1 
. . ! 
1,57 1,76 70% -0,19 
80% 1,69 1,91 -0,22 
90% 1,77 2,05 -0,28 , 
100% 2,19 2,19 0,OO 
Se emplea el valor del percentil real entendiendo que las diferencias en la  distribución 
de frecuencias observables a partir de la distribución en diez partes iguales del 
recorrido (percentil uniforme) son suficientemente grandes como para. desaconsejar 
este segundo método. 1 ' .  
En el anexo I se recogen los resultados de la volatilidad estimada "valorados" de uno a 
diez a partir del percentil que le corresponda a la información para un ano completo en 
cada momento (el percentil de las últimas 250 observaciones, ya que son días 
hábiles). Se han impreso tan solo los valores recogidos desde la creación del Euro, 
para evitar una tabla de los más de 2000 valores muestrales. Ello nos permite dar una 
medida más intuitiva del fenómeno, ya que lo referenciamos a una escala decimal. 
32 La volatilidad estimada está aquí multiplicada por 100. 
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Aplicando los limites comunes en bolsa para un índice tipo R S I ~ ~ ,  se ha clasificado 
L. 
. . cada valor en función de si está en fa decila por debajo del 20% o por encima del 80%, 
S entendiendo respectivamente si estamos ante una situación de altísimo riesgo o de 
. . 
riesgo muy bajo. 
i" 
El primer.resultado interesante en si mismo sobre la volatilidad estimada, por cuanto 
viene a confirmar diversos planteamientos teóricos con significatividad estadistica en 
. . 
. . los últimos diez años, es que la varianza condicional estimada: 
. 
~. 
- está presente en el proceso de formación de la rentabilidad de un activo 
bursátil como el lbex - 35 y es un punto a tener en cuenta para medir la prima 
de riesgo. 
- Dicha prima de riesgo es directamente proporcional a la volatilidad; es decir 
I cuando aumenta la varianza condicional, aumenta la rentabilidad exigida al 
lbex-35. 
1 
1 - Sigue habiendo un retardo en la aplicación de resultados complejos a las 
exigencias del dia. y "la varianza condicional que sirve para calcular la 
, 
1 . . rentabilidad de hoy es la que secalculaba ayer8'. 
, . ., 
. . .  
, ~ . . 
. :  . 
En el proceso de estimación, el empleo de la matriz de varianzas covarianzas ' 
, . formulada por Woodridge y Bollerslev (1992) nos permite salvai..&l problema de 
: , . 8. desconocimiento de la función de densidad real de la variable a modelizar y nos ofrece 
-. 
. unos resultados co~sistentes. De hecho, la ~stimhción a partir de :  funcionss de & . . 
densidad más parecidas a la representacion muestra1 del error com; pudieran serlo la j .. . 
,?, t-student o la GED propuesta por Nelson (1992) se han . . demostrado , .- inútiles para 
mejorar los resultados y han ofrecido un valo; de los parámetros estim&los muy 
, t '. . . .  ~ . .  
, , . 
. . f próximo a lo que obteniamos con el método propuesto. 
. . 
,. .~ .. 
, 
. . 
La varianza condicional estimada y la varianza marginal (calculada , djrectamente'&mo ~ . .  .  
cuadrado de los residuos esta última) muest'ran un cierto comp6rt&mieito tibo rbplica : 
de la marginal por la condicional con un retardo. Es . , decir; pa 
- 
El RSI (Relative Straigth lndix) es un popular mecanismo de 
bursátiles que permite al agente valorar cuando un- activo e 
sobrecomprado, llevando al tenedor a comprarlo (por estar i 
venderlo (por estar en su nivel máximo) respectivam 
i 
'd t 






se muestra significativa en la estimacibn del rendimiento del indice bursátil es un 
conocimiento aproximado de la varianza calculable en el periodo anterior más un 
cierto componente añadido por los errores que en este conocimiento se produjeron. 
Aún asi, es obvio que el seguimiento de la varianza marginal por la condicional es 
deficiente y se hallan, en el gráfico. multitud de puntos en los que el signo de los 
puntos criticos es exactamente el contrario. 
Los resultados estan conformes con el hecho estilizado que ya ha sido numerosas 
veces referido de periodos de calma y periodos de alta volatilidad distribuidos en el i 
1 tiempo de forma agrupada. 
Contariamos entonces con una herramienta que, con un complejo trasfondo, se 
convierte en algo facil de utilizar como señal de alerta y o prevención de riesgo. 
recomendaciones en funcidn de cuando se sobrepasa ün 75% de los precios históricos del 
último aAo. 
Modelos de Hetemcedasticidad Condicional Autorregresiva 




" . .  9. CONSIDERACIONES FINALES 
. .  ~. 1 .  . .  
. . 
, ... 
- . .  ' 
c,, . 
Modelos de Heterocedasticidad Condicional Autorre 
Consideraciones Finales 
En el trabajo que presentamos se ha realizado un exhaustivo recorrido y análisis a 
través de los dieciocho años de existencia de los modelos ARCH, exponiendo con 
rigurosidad las sucesivas aportaciones metodológicas a las que su intensiva utilización 
han ido dando lugar durante todos estos años. 
En el articulo seminal de Engle de 1982, se planteaba la determinación de un proceso 
generador de datos que se muestra incompleto cuando la estacionariedad se verifica' 
tan sólo en términos marginales, obviando una estructura significativa de correlaciones 
en los segundos momentos de la serie (la varianza). que necesariamente deben ser 
tenidos en cuenta para la determinación 'final del proceso de formación de una serie 
temporal. Ante esta situación, se construye un sistema metodológ~camente más 
completo en la especificación de una serie autoalimentada por su pasado. Las 
aportaciones de los años inmediatamente posteriores irán por el camino de completar 
y mejorar esta definicion estadística (GARCH, ARCH en media, IGARCH, etc.) 
, 
A partir de entonces, llama particularmente la atención cómo la realidad y la lógica 
más básicas de un mercado financiero encuentran su equivalencia estadistica con los 
modelos ARCH casi como si de un ejercicio de traducción se tratara. A partir de un 
esquema tan específico como el que planteaba Merton (1980) para la previsión del 
rendimiento de un activo financiero y la :valoración de las opciones, la traslación de la 
incertidumbre (la expectativa) sobre el riesgo no medible a la esperanza' de la 
volatilidad medida como varianza es un paso evidente; como también lq ...es que en la 
. . formación de expectativas tiene un peso fundamental la información. recibida del 
pasado y el error cometido en dicho pasado al preverla. 
El intensivo empleo de los modelos tipo ARCH durante los años siguientes genera un 
gran número de aportaciones accesoriac que,  posteriorm&te 
estadísticamente (teóricamente) y no al contiario.  esd de' 1986,:i;6vibe . .  . 
- . + : .  . 
modelizada como una estructura ARCH, aunque incorporando niievos . . .. términ6s , 6" . , la . . , 
especificación, va dando lugar a una incesanti kasiada de nuevas incbrporacio~es . . 






A partir de los años 90, la corriente más feoricista, .? . de, ,, Ja . que, . son buenos 
representantes Engle, Bollerslev, Nelson. Gourrieoux o Havilton, convive con un 
i". 
importante elenco de aplicacionistas, sobre todo a partir de l iones realizadas 
. . 
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desde diversas Reservas Federales estadounidenses. Glosten, ~a~annat'ahan, ~ u n k l e ,  
~usme l ,  Schwert, Ding e, incluso, Granger son buenos representantes de esta 
I segunda tendencia que 'podriamos identificar con un proceso "de lo aplicado a lo 
teórico". Estariamos, en este segundo caso, en un desarrollo "inductivo" frente al más 
común proceso "deductivo" que han experiment'ado otros planteamientos 
econométricos. 
En esta tesis, se ha pretendido, partiendo de un análisis estadistico-econométrico 
riguroso, plaitear un desarrollo modelizador muy similar al que la propia historia de los 
modelos ARCH nos ha venido ofreciendo. Intercalando convenientemente teoría y 
práctica, se han puesto de manifiesto las debilidades y fortalezas de los diversos 
métodos presentados y su adaptabilidad meramente práctica a la variable que hekbc' 
escogido como objetivo, el IBEX-35. 
En el marco descrito, seria conveniente realizar algunas consideraciones especificas 
qüe se ayrüpaiian en torno a ctiaiiü gistiides iiíieas: 
1 
.II_ Utilidad final de los modelos tipo ARCH para la determinación de los mercados 
financieros'y nueva aproximación tipo ARCH planteada. 
.- 
. .' 
III. Consideraciones sobre la metodologia econométrica. 
IV. Otras posibilidades en el entorno de los modelos de varianza condicional y 
futuras lineas de investigación. . , . 
l.- Adecuación de las distintas esp'ecificaciones alternativas a las realidades 
empíricas observables en los mercados financieros. 
L 
La ventaja de los modelos tipo ARCH para recoger elementos económicos recurrentes 
en las series financieras (stilized facts) es evidente. Factores hartamente estudiados 
encuentran claro reflejo en este tipo de modelos: . 
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. 
- Por un lado, la importancia de la volatilidad en la medición del riesgo y las' 
, . implicaciones de este a la hora de determinar el diferencial de rentabilidad que se 
le exige a un activo no seguro sobre el activo público libre de riesgo. l:,. 
, . 
1 '  - En segundo lugar, los factores de "contagio financiero" (periodos volátiles vienen 
precedidos de otros del mismo modo y períodos tranquilos de periodos del mismo 
tipo) quedan perfectamente descritos con estos modelos no lineales. 
l 
1 .  
- Por último, el carácter asimétrico de la respuesta ante sobrevaloraciones o 
. I 
'i 
, ~ .  infravaloraciones de los rendimientos esperados también queda plenamente 
modelizado. 
A juicio de Rich y otros (1991), los modelos ARCH son tan profusamente utilizados en 
finanzas fundamentalmente por dos razones: 
- En primer lugar, se centran en la estimación de la evolución temporal de la 
varianza condicional, directamente entroncada con 'la parte no predecible de 
las series temporales así como mejor medida del riesgo y de la incerti4umbre 
que otras "proxis" con base en &ras medidas de'la volatilidad: . , ' . 
. , I 
- En segundolugar, las propiedades estidistic$s de los m o d e l o s ' ~ ~ c ~  parecen 
! ser una descripción ekhkustiva y adecuadamente parca (par.simonious) .  del 
1 
\;, ! .. comportamiento de muchas . . series financieras. . . . i 
, : . ~ ,  
. I .  < '  
, . 
% - De hecho, la preocupación de la modeliración tibo ARCH por bonternplar algunas. k . .  . situaciones evidentes en el funcionamiento dé las vafiables financieras hA en'contrado . . 
. .  .:
, , 
un nicho metodológico de. e'xtraordinario desarkllo. .,.h. Parcelas empíricas 'como la . , 
. .  
.. 
. . ., 
. .< 
, " g  ." 1 . .  . . 
1 :. necesaria corrección estacional. del residuo . ante, .. , . . ~ . . ,  .~ l a s  . evidentes ,. diferencias . ,.. -., de los 
. t . .  
. .~.. i ?  i' meses y dias de la semana por su volatilidad,observad'a . . .. . 6ran':Yun'pu"to . .  . . que ; . ; 
P necesariamente debía incluirse y .sistematizarse en: la generación fle la  varianza 
. : !., 5 . .  . .  .~ , . .  1: . . . , . condicional. El agente económico, a l  formar'sus . . .  . . expectativas . Ly'-generar' i . ,una 
1 , determinada volatilidad, tiene en cuentael pasado ya conocido (principio en el que se 
$' fundamenta el'desarrollo teórico planteado) y, además, es 1 
%' ' . . 
i' situaciones que pueden afectar al rendimiento e del 
. 
encontremos. 




Otro carácter de crucial importancia en los modelos que plantearnos, y más p i ra  los 
mercados en los que se utilizan, es, como decia'mos, el efecto asimétrico llevado a la 
generación de la volatilidad. Es un hecho constatado que ante una infravaloración de 
un rendimiento, el agente es cauteloso y se va convenciendo despacio y 
progresivamente de este hecho y su mantenimiento en el tiempo. Sin embargo, ante 
una sobrevaloración del rendimiento, la reacción correctora es casi inmediata y de 
forma drástica. Dicho esto, la discriminación en los resultados de conocer una 
información del pasado sabiendo también su signo es una necesidad clara'en la 
modelización d e  los rendimientos de los activos financieros a la que los modelos 
planteados responden de un modo adecuado. El ajuste a la realidad con la inclusión 
de una variable que discrimina segun el signo del error cometido en el período 
precedente se ve enormemente mejorado. 
Este 'carácter asimétrico en la volatilidad'se hace patente desde el primer momento en 
las diversas modelizaciones del IBEX-35 realizadas. El hecho contrastado 
empíricamente de que una sobrevaloración del rendimiento en el periodo precedente 
da lugar a una reacción más fuerte que una infravaloración se ha venido poniendo de 
. - 
ifissio desde píiiiieía e spec ifiCsiCiói pivp"es:ci y la siyiiificsi:iuidac' es;adis;icá de 
incluir una variable ficticia discriminante de esta situación viene confirmada por los 
contrastes de sesgo . . de signo realizados.; 
Un resultado interesante en cuanto al 'car~lcter asimétrico es que el impacto en la 
volatilidad actual de una infravaloración en el período precedente es demás del doble. 
A la luz de los parámetros estimados, los momentos de sobrevaloración incorporan 
0.05 puntos por el valor del error; mientras que los de infravaloración, además de . 
estos, incorporan 0,07 puntos. Es decir, un total de 0.12 (infravaloración) frente a 0,05 
(sobrevaloración). 
, . 
11.- Utilidad final de los modelos t ipo ARCH para la determinación de los 
mercados financieros y nueva aproximación t ipo ARCH planteada 
Con estos condicionantes d e  partida parece, por tanto, adecuado recurrir a una 
estimación de la varianza condicional para la buena identificación de unos procesos, 
como los reflejados en los mercados financieros, cuyas estructuras de 
autocorrelaciones en los valores absolutos, o potencias, presenta valores 
significativos. 
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Por supuesto, para la estimación paramétrica el conocimiento exacto de la verdadera 
varianza de la distribución que se intenta maximizar aumentará la consistencia de los 
coeficientes calculados. 
Para evaluar la potencia de este tipo de especificaciones, se ha seleccionado una 
serie estadistica de carácter claramente financiero y, por tanto, cuyo proceso 
generador se deriva de la apreciación del riesgo; elemento de dificil medición cuya 
aproximación cuantitativa supone la mayor aspiración de los agentes económicos 
dedicados a las finanzas desde que Bachellor, en 1900, enunciara su principio de 1 ,  
valoración de las opciones, recogido en su tesis doctoral (Université de la Sorbonne, 
~ a r i s  1900). 
En este marco, 'se plantea una modelización relativamente novedosa en el largo 
recorrido de la econometria.empirica, cuyo estudio consideramos de "na importancia 
extraordinaria por dos grandes razones. En primer lugar, porque la idea seininal de 
Engle de i982 permitía aunar casi de forma intuitiva términos estadisti'cos con 
evidencias financieras lógicas de cara a dotar de un mecanismo apropiado y 
estadisticamente correcto el funcionamiento de las previsiones basadas en los riesgos 
inherentes ..a la volatilidad de un activo. En segundo lugar, porque los mercados 
' ,  , . . 
financieros emplean este tipo de modelos con'habitualidad, . . por loque conoc~rlos con 
. . .  
detenimiento es una forma de prever 10s movimientos en este ipo,de'  . .mercados, al 
x., : 
.tiempo que adaptarlos mejor a la realidad puede contribuir a dotar de mayor eficiencia 
. , nuestras decisiones en esta materia. 5 '. , 
i .. . i -': ~. . ,  , & ': . . Para la aplicación empírica desarr'ollada, s 6 h a  prestado especial atención a la 
, . . 
, < aproximación' hecha por Gloste",L. Jaganngtahan. R .  Runkle ., D. (1993), .que 
,' - . /  
incorporan al modelo habitual el carácter de lo; factores estacionales cuya evidencia 
r . . . ~ , . S,' . t . ; . :;~ , ,- ~ , ' , ~  ' 1 1: empirica es]innegable. así como los avances en la técnica logrados . . :  hasta el momento. , -  . ' ,  i 
. . 
:.3 1 . . . . .  . - ,  . En el análisic . econom~étrico, . se pone de manifiecto la importafic/a . del . . ,  mes en . el ~. que \ f n8s 6ncontrarnos para determinar un ~ o ~ ~ o r t i i n i e n t o  más o nieinoivolátil. ! . ~ o n . e l  . i 5 
análisis descriptivo y el análisis 'estadistico, se encontró claramente sigtiificativo tener 
: 
en cuenta los meses de enero y diciembre por su hecho dife 
la volatilidad. 
~. 
Los resultados del modelo tipo GJR-ARCH aplicado no= ha 
buen seguimiento de las puntac y valles de la volatilidad observad 
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ARCH la correlación potencial asimétrica. Con el fin de unir las buenas caracteristicas 
de ambos modelos, se ha procedido a la estimación de un modelo GJR-APARCH que 
da lugar a resultados mejores que con cualquiera de los dos anteriores de modo 
separado. 
A partir de los núcleos teóricos expuestos en los modelos AP-ARCH y GRJ-ARCH, se 
. presentó una nueva aproximación práctica que depara,'a la luz de la aplicación 
presentada, unos resultados aceptables. Dicha aportación se podría r'esumi< en los 
siguientes puntos: 
- El planteamiento del modelo de media está basado en los supuestos de la 
CAPM, explicando las variaciones de un activo a'partir de su volatilidad. Por 
supuesto, la especificación de la media se completó con el proceso de medias 
móviles subyacente en la estructura de la serie de los rendimientos dei lbex-35. 
- De los modelos tipo GJR-ARCH, la propuesta se hace eco ae ia divercidaci de 
factores explicativos tomados, léase la corrección estacional, los factores 
asimetricos, eic. 
- De los modelos APARCH se recoge la idea de modelizar un valor diferente al 
del cuadrado ante la evidenci= empírica de correlaciones .superiores en 
. . potencias distintas de dos. 
. 
El modelo propuesto es óptimo tomando una potencia dé valor 1,027 sobre el valor 
absoluto del error observado en la modelización de la media. Esta potencia es casi 
igual a realizar el estudio solamente sobre el valor absoluto y, sin duda, es más 
pequeña que la que resultaba en otras investigaciones sobre índices bursátiles de 
1 
otros paises. Esta particularidad en el valor de la potencia elegida para maximizar la 
función máximo verosímil ya se hacia patente desde el estudio de la estructura de. 
correlaciones en la serie original del rendimiento del lbex-35, donde el 'valor de 
correlación más alto para el primer retardo de la serie se daba en el 
valor absoluto de la serie, sin elevar a ninguna potencia. Como ya se comentaba, es 
cierto que este hecho cambiaba cuando se tomaban retardos superiores. Ello 
explicaria el resultado tan próximo a uno, pero no exactamente uno, que se produce 
en el modelo propuesto finalmente. ! 
- .  
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En otio orden de cosas, el fenómeno de persistencia en la volatilidad se sigue 
produciendo en este modelo y. probada una especificación tipo ARCH de 
componentes, los resultados no aconcejan esta formulación alternativa. Esta situación 
se ha venido dando' en casi todas las aplicaciones de los modelos ARCH, tal y como 
se refiere en algunas recopilaciones ya citadas. 
En cualquier caso, es importante señalar que estamos ante una alternativa entre otras 
formas de estimar la volatilidad, entre las que destacan: 
- Estimación mensual de la volatilidad media como media de los errores 
muestrales al cuadrado. Este método presenta las desventajas de parámetros 
inconsistentes, ya que el modelo entre la media y la varianza no es bloque 
. - Estimación ARMA de la desviación tipica a partir de los valores absolutos del 
error muestral. 
- Estimación a partir de la volatilidad implícita en las opciones. 
- Precios máximos y minimos interperiodo. 
- Calculando la dispersión existente que se produce al realizar diferentes 
encuestas o muestreos, o consultando a diversos expertos. 
- En mercados con activos relativamente homogéneos, algunos autores 
proponen la el cálculo de la dispersión entre los diferentes precios 
estandarizados. 
Quizá, además de la consistencia, la mayor ventaja que muestran los modelos ARCH 
frente a estas alternativas se enc"entra en el mejor aprovechamiento de la información 
y de su carácter de continuidad, que en los métodos expuestos se centran en medias 
u observaciones puntuales, salvo en el caso del modelo ARMA. Sobre este, parece 
que la elección de la desviación sobre el valor absoluto de una estim?ción que no lo 
tiene en cuenta de forma simultánea incurre en los mismos problemas asintóticos que 
la estimación e n  dos etapas criticada -para la primera alternativa planteada: los 
resultados no son consistentes. 
111.- Consideraciones sobre la metodología econométrica. 
Una vez se ha puesto de manifiesto la adecuación de la modelización tipo ARCH y de 
su conexión con las variables objetivo sobre las que hemos diseñado esta aplicación 
Ver Pagan (1984) 
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práctica, es interesante reflexionar inicialmente sobre la forma funcional elegida. Con 
ello, hacemos referencia a un planteamiento tan viejo como los propios modelos 
ARCH, por cuanto el mismo Engle (1982) ya propone en su articulo pionero 
modelizaciones del logaritimo del valor absoluto del residuo o del mismo valor absoluto 
de la serie. Sin embargo, parece que este hecho deja de ser motivo de investigación 
durante un largo periodo de tiempo, dedicándose las aplicaciones a estudiar 
. . 
únicamente modelos basados en la forma de la varianza: es decir el cuadrado. 
Nelson (1991) despierta de nuevo la discusión y el interés por el tema cuando nos 
pone en guardia sobre la propagación de un sistema de estimación que, con 
frecuencia, se utiliza sin las debidas precauciones. La estimación "en serie" de 
' modelos ARCH en los mercados financieros degenera su contrastación hasta el punto 
en el que, su utilización a cortisimo plazo, no presta especial interés a unos valores de 
los parámetros que originan valores de la varianza negativos cuando se amplia el 
horizonte de predicción. 
.. En ios atioc noventa, Diny y Grariyei iiabajari riüevamente eri e! campo de Ia 
determinación de cuál es la forma fOncional sobre la que se debe especificar el modelo 
e, más bien, se p!aniear? Por q-6 necesariamente se dehe especificar la variania 
sobre vaiores ai cuadrado eri t.¡ rjeiíüíiü d e  eaiiiliacitñ cianciü iiiüiiiiüci de 
experimentos muestran estructuras de correlación del valor absoluto de los residuos 
con potencias diferentes de dos mayores que los que se obtienen para éstas. La lógica 
del lleva a generar un tipo'de modeios de potencias asimétricas que 
l 
1 
servirá de base a la nueva aproximación que se propone al final del análisis técnicode 
la serie del lbex-35 y que pretende aunar y todos los factores positivos que incorpora i 
la teoría estudiada. 
Una vez constatada la existencia de autocorrelación en valores transformados del 
residuo estacionario de una regresión (valores absolutos, potencias de este. 1 
cuadrados. etc.). y desde el punto de vista estadistico, seria muy positivo conocer la 
forma en la que se distribuye esa serie del residuo transformada. Aunque la forma más ¡ 
fácilmente reproducible es la de la normal. varias situaciones nos llevan a pensar que 
la función de distribución de la serie de los momentos de órdenes superiores debe ser 
diferente: 
- El primer indicio proviene de la contemplación del histog~ama de frecuencias, 
que resulta dificilmente aproximable a una normal: Los coeficientes de curtosis 
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y de asimetría también son indicios razonables de la no normalidad de la serie, 
circunstancias ambas que se ponen de manifiesto en el análisis técnico 
realizado sobre la serie del IBEX-35. 
- El segundo elemento que nos hace cuestionarnos la función de densidad 
proviene de la consideración normal de los residuos originados en la regresión 
inicial. Una transformación potencial de dichos residuos por definición no puede 
seguir compartiendo una función de densidad de este tipo por ser una 
transformación no lineal. 
Por supuesto, para la estimación paramétrica el conocimiento exacto de la verdadera 
función de distribución que se intenta maximizar aumentará la consistencia de los 
coeficientes calculados, y, tal como se ha comentando en varias ocasiones, la forma 
funcional de la densidad condicional y marginal de las variables financieras es 
claramente no normal: es ligeramente asimétrica y mucho más apuntada (leptocúrtica) 
que lo que corresponderia a una distribución gausiana. 
Desde la aparición del articulo de Engle (1982) este hecho ha sido motivo de fuerte 
controversia y la búsqueda de la forma más correcta de estimar los parámetros de un 
modelo tipo ARCH ha sido objeto de diversas investigaciones. siendo de destacar las 
siguientes: 
- Estimadores por el Método Generalizado de los Momentos, propuesto por Rich y 
otros (1991). Estos estimadores manifiestan algunas ventajas evidentes (no requieren 
un conocimiento exacto de la función de distribución de las variables, su sistema 
resolutivo en más fácilmente tratable que el tedioso recurso iterativo de la máxima 
verosimilitud, Hansen ; Newey proveen de un contraste, de especificación intrinseco a 
la estimación y extremadamente Útil. etc.). Desgraciadamente, el sistema cuenta con 
la desventaja d e  ser ineficiente frente al de máxima verosimilitud cuando la verdadera 
funcion de distribución es efectivamente una normal. 
-La estimación de una función GED y ¡as disquisiciones sobre la conveniencia de la t- 
student propuestas por Nelson (1991) para la determinación de los parámetros son 
concluisión 1Sgica de la estructura muestra1 del error. Sin embargo, en trabajos como el 
de Engle y González-Rivera (1991) se demuestra que la ineficiencia relativa de 
emplear la función normal cuando la verdadera función de distribución es la t-siudent 
es muy pequeña. 
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- Con frecuencia se han propuesto estimaciones no paramétricas de los modelos tipo 
ARCH empleando Kernels o cadenas de Fourier. De ello se hacen eco Pagan y 
Schwert (1991). El primero (empleando kemels) plantea una media ponderada en la 
elección del estimador de la varianza condicional donde, la ponderación, se hace 
depender de la historia existente sobre el fenómeno; es decir, de sus momentos 
condicionales en el extremo de equiponderación para todas las observaciones 
pasadas. La propuesta sobre la matriz de ponderaciones se realiza a partir del Kernel 
Gaussiano de orden uno multiplicado por la matriz de diferencias de orden 
determinado de las observaciones hasta el periodo anterior al considerado en cada 
momento. 
- En el caso de las cadenas de Fourier. se define el llamado estimador no paramétrico 
flexible de Fourier definido por Gallant (1981). donde la varianza condicional se 
representa por polinomios de bajo orden y términos trigonométricos construidos a 
partir de la información disponible en el periodo t sobre e¡ pasado de la serie. 
- Los esiirriauures prupuesios iiasia ei murneriio basan sus resuiiaaos en ia 
consistencia como principal objetivo, aunque sus autores suelen hacer hincapié en la 
pérdida de eficiencia que en ellos se produce. Centrando la importancia en dicha 
. . 
eficiencia de los estimadores obtenidos, destaca la aportación de Drost y Klaassen 
(1997). Estos autores basan su propuesta en el teorema LAN para los modelos de 
series temporales, logrando un método de estimación que no necesita imponer 
ninguna condición en los momentos de la serie. l 
- La evidente posibilidad de escribir los modelos como un modelo de parámetros 
cambiantes es puesta de manifiesto por Juan del Hoyo (1992) como posible 
! 
estimación del modelo ARGH a partir de la representación del proceso en el espacio i 
de los estados , poniendo como ejemplo una aplicación del filtro de Kalman del modelo 
de coeficientes variables implícito en el modelo ARCH(1). 
- Bollerslev y Wooldridge (1992) proponen una estimación cuasi-máximo verosimil. 
demostrando que para una determinada clase de modelos dinámicos parametrizados 
por los primeros y segundos momentos, el estimador cuasimáximo verosimil es 
asintóticamente normal. Los autores realizan una serie de experimentos de Montecarlo 
sobre los que concluyen la ventaja de este tipo de estimadores (medida por el,sesgo 
cometido) frente a los estimadores máximo verosimiles. La conclusión fundamental es 
-. 
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que los estimadores cuasi-máximo verosimiles aplicados a los modelos ARCH son 
consistentes aun cuando laverdadera función de distribución no sea la normal. 
Como resumen de todos los métodos de estimación propuestos (y quizá de ello se 
derive la utilidad de los modelos ARCH) su capacidad para explicar el componente de 
incertidumbre que valoran los agentes financieros cuando determinan la exigencia de 
rentabilidad de un activo concreto es una variable que se puede construir de forma 
claramente significativa a partir de u n  supuesto de normalidad en l a  distribución 
empleada para la estimación de los parámetros y, siempre y cuando, se cuente con 
una muestra suficientemente amplia y se emplee el método de estimadores cuasi- 
verosimiles. 
Como ha quedado de manifiesto en multitud de aplicaciones tipo ARCH realizadas 
desde 1 9 8 2 ~ ~ .  la estimación a partir de valores de la t-student o de la de Distribución 
Generalizada de los Errores propuestos por Nelson (1991) no mejoran 
significativamente los resultados obtenidos en la modelización de series de tipo 
financiero, dando lugar a una mayor complejidad en la estimación (cuando menos. 
exigen la estimación de un coeficiente más: los grados de libertad del modelo). l 
En el caso concreto del modelo seleccionado en esta tesis como mejor estimador de la 
varianza condicional, o del nivel de la incertidumbre de los mercados financieros que 
ésta representa, los resultados de emplear una distribución distinta a la normal se han 
demostrado inútiles en casi todos los casos, sin apreciarse ningún tipo de mejoria a 
juzgar por los contrastes de bondad practicados. Especial mención exige el hecho de 
que la modelización en logaritmos propuesta en el modelo E-GARCH tampoco ha 
supuesto una mejora significativa. Sobre este hecho, quizá la circunstancia de 
modelizar la diferencia de los logaritmos de la serie original haya dado lugar a una 
corrección previa que ha invalidado la presunta mejoria que desde el campo teórico se 
le adjudica a los modelos exponenciales. 
Finalmente, y desde un punto de vista metodológico. conviene resaltar: l 
- por una parte, que los sistemas de estimación de los modelos ARCH, a la fuerza 
iterativos a partir de un algoritmo de Scoring (el más habitual) o, de un modo algo 
más correcto, de un algoritmo tipo Berndt-Hall-Hall-Haussman. son 
Ver Bollerslev (1994) 
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extremadamente sensibles a los valores de inicialización en dichos mecanismos 
repetitivos. 
- Y por otra, y como un defecto adicional de este tipo de modelos, es necesario 
recalcar como las investigaciones se han centrado en la búsqueda de un estimador 
asintóticamente consistente, mientras que a la eficiencia del estimador no se le ha 
prestado especial atención. 
IV.- Otras posibilidades en el entorno de los modelos de varianza condicional y 
líneas de investigación futuras 
A pesar de que la primera aplicación de los modelos tipo ARCH se hacia sobre la serie 
de la inflación en el Reino Unido, son los empleos en el campo del seguimiento de las 
series financieras los que han marcado la pauta en la evolución de este tipo de 
especificaciones. Sin.embargo. no hay que olvidar otras posibilidades que nos brinda 
el cuerpo metodológico expuesto. 
En A primer lugar, la estimación consistente de la varianza es - un ~~ logro ~ en ~.- este tipo de 
~ 
modelos y, de cara a investigaciones futuras, conjugar este hallazgo con una 
consecución de métodos tendentes a lograr la eficiencia es un paso adelante en el 
terreno de la precisión de cuantos modelos se basen en funciones de distribución en 
1 
las que esté implicita una valoración de la varianza. 
En diversos articulas aparecidos recientemente, la técnica aplicadaen esta tesis sirve 
de apoyo y complemento en otras métodos de estimación, tales como los modelos 
VAR o los modelos de integración fraccionada tipo FI-GARCH. En el campo de los 
modelos multivariantes, los modelos ARCH se muestran especialmente útiles para la 
estimación de la matriz de covarianzas de los estimadores, tal y' como se podia 
deducir del desarrollo expuesto sobre los modelos APT y su conexión con los modelos 
ARCH. 
En el terreno de la modelización aplicada a las series macroeconómicas, la valoración 
de la incertidumbre es un factor explicativo de diversas variables, tales como la 
inversión, la formación de los precios, la determinación de los tipos de cambio, la 
I ' 
evolución del empleo, la valoración de los salarios, los indicadores de previsión de 
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cartera, de pedidos, etc. En todas estas variables, un conocimiento mejor del 
' mecanismo de formación de las expectativas seguramente resultará útil para definirlas. 
Por supuesto, y como ya ha quedado puesto de manifiesto en varias ocasiones, los 
modelos ARCH presentan ventajas especialmente significativas en la modelización de 
series de alta frecuencia, tanto por sus buenas propiedades asintóticas como por su 
capacidad razonable para predecir el corto plazo. Sin embargo, este tipo de modelos 
se han demostrado ineficientes para la determinación de fenómenos a largo plazo, por 
lo que quizá sus empleos alternativos deban ceñirse más al campo de la coyuntura 
económica que al medio y largo plazo. 
Cabe destacar algunas conclusiones derivadas del articulo de Nelson (1993): "Filtering 
and Forecasting with Misspecified ARCH Models 1: Gettinq the ~ i c l h t  Variance with the 
Wronq Model", centrado en que, efectivamente, un proceso ARCH puede dar lugar a 
una buena estimación de la varianza condicional L n  tanto en cuanto se pueda 
aproximar a un proceso de difusión; es decir, en tanto se pueda equiparar a 'un 
sistema continuo acotable en intervalos de longitud "h de forma que, a medida que el 
valor de " h  tiende a cero, la diferencia entre un valor estimado con cierta carencia de 
información (infra-especificado) y el valor real de la varianza condicional es cero. Este 
hecho es fácilmente conseguible cuando se trabaja con datos de muy alta frecuencia, 
tales como los diarios de los índices , y partiendo de ciertos supuestos que hacen que 
los procesos ARCH funcionen como filtros de los estimadores de procesos de difusión. 
i 
La contraparte de este hallazgo es que, tal y como se ha comentado, hacér "lo bueno 
con lo malo" está condicionado a procesos con multitud de observaciones donde se 
pueda simular una diferencia infinitesimal entre dos observaciones, es decir una ' 
longitud " h  muy pequeña. Los resultados serán entonces buenos para el corto plazo 
y, paradójicamente malos en el medio y largo plazo. 
A la luz del desarrollo de lo descrito por Nelson, los modelos aplicados resultan útiles 
para obtener una buena aproximación de la volatilidad incluso si la especificación no 
fuera perfecta, por lo que cobra especial sentido el desarrollo y explotación de los 
resultados de esta volatilidad estimada fuera incluso del marco de la función causal a 
partir de la cual se obtuvieron dichos resultados. 
. . 
Tal y como se sugería en el último apartado del análisis técnico aplicado, la 
modelización ARCH es susceptible de mejorar la calidad d e  algunos indicadores 
' 
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cualitativos de uso intensivo en el seguimiento de los mercados financieros, tales 
como el RSI comentado. Evidentemente, todos los indicadores basados en la 
determinación de cambios probables en la evolución de la tendencia de una serie 
financiera admiten una mejora inmediata si los valores marcados como puntos de 
inflexión se calculan de forma más apropiada; es decir, si la desviación tipica 
efectivamente estimada es una buena aproximación de la realidad. 
En el caso del ejemplo que desarrollábamos anteriormente, la aplicación de las decilas 
al recorrido de la serie de la volatilidad nos permite valorar de una forma muy intuitiva 
el riesgo en el que incurrimos en cada momento en función de los valores registrados 
por la volatilidad del activo que estemos valorando. En función de la evolución de la 
volatilidad puntual podemos conocer si 'esta representa un valor extremo o no en 
función de los valores registrados en el pasado. 
Algunas consideraciones finales 
De todo lo dicho se desprende un camino abierto en la modelización no solo financiera 
. , 
siriu de los diversos acun:ecimien:os cc~nSmicos en los que !2 estim~i!nn de !as 
eqer-ta!ivas juega un papel preponderante. 
Quizá se pueda plantear si el esfuerzo modelizador que representa un modelo ARCH 
incorpora una ganancia en resultados suficiente como para salvar su complejo 
mecanismo de aplicación. Sobre este particular, señalaría las siguientes cuestiones: 
- , Las diversas aplicaciones consuitadas y la realizada en el contexto de esta 
8 .  
tesis para el lbex-35 nos muestran unos resultados de estimación en el terreno 
del modelo s0br.e la media que apenas se ven modificadas por la correcta 
estimación de la varianza que se sigue del empelo de los modelos tipo ARCH. 
Los parámetros obtenidos para el modelo de medias móviles apenas cambian. 
- Además, la falta de desarrollos conducentes a la eficiencia de la varianza 
calculada generan dudas razonables sobre el valor estimado con el 
procedimiento descrito. 
- sin embargo, la validez de la volatilidad condicional como explicativa de la 
. . 
prima de riesgo se pone claramente de manifiesto con,este tipo de modelos y; 
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sólo con ellos, se puede obtener el parámetro que nos indica su importancia 
exacta en el modelo de regresión planteado. 
- Por otro lado, saber que la volatilidad estimada es acertada, incluso con un 
modelo mal especificado, es una garantía de que su uso aislado - al margen 
del modelo sobre la media - es una buena aproximación del riesgo (por 
ejemplo, para realizar un indicador cualitativo como el planteado). 
- Por otro lado, el uso frecuente de los modelos ARCH en mercados financieros 
obliga a realizar un conocimiento apropiado de sus limitaciones y de sus 
capacidades, de cara a mejorar su aplicación. 
1, 
- Ha quedado plenamente de manifiesto la bondad de estos modelos para 
describir el corto plazo, por lo que deben circunscribirse a éste y ser 
completados con otras especificaciones más de tipo estructural que permitan 
realizar prospectiva a medio y largo plazo. 
I En definitiva, el análisis de los modelos ARCH es intrinsicamente positivo por cuanto 
nos da una visión histórica que de otra forma no seria asumible y que es susceptible 
i de mejorar nuestras perspectivas para el futuro a partir del análisis del pasado. Como todas las herramientas en el terreno de la cuantificación de las Ciencias Sociales, 
parece patente que es mejor disponer de ellas que no, aunque su utilidad esta 
precisamente en valorar sus resultados convenientemente, de forma que sean una 
guía a completar por la prudencia de quien la utiliza. 
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ANEXO 1: Valores estimados de la varianza condicional 
autorregresiva y calificación 
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Volatilidad Decila 















1 1  Ida UCI 
75% 
mHs do! l 
1810119 2,345 90 75% 
más del 
1 9lQl 19 2,172 90 75% 
más del 
2010119 2,167 90 75% 
más del . . ' 
2110119 1,915 80 75% 
más del 
2210119 2,307 90 75% 
más del 
2510119 2,249 90 75% 
más del 
2610 119 1,966 80 75% , 
2710119 1,779 70 - 
2810119 1,551 60 - 
2910119 1,434 60 - 
1/02/9 1,257 40 - 
210219 1,153 40 - 
310219 1,069 30 - 
410219 0,957 20 menos 25% 
510219 0,961 20 menos 25% 
810219 1,190 40 . . - 
,910219 . 1,376 50 - 
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1010219 1,603 70 - 
1 110219 1,466 60 - 
1210219 1,283 40 - 
1510219 1,150 30 - 
16/02/9 1,076 30 - 
1710219 1,033 20 menos 25% 
1810219 0,929 10 menos 25% 
1910219 1,026 20 menos 25% 
2210219 0,952 20 menos 25% 
2310219 0,892 10 menos 25% 
2410219 0,871 10 menos 25% 
25102/9 0,812 10 menos 25% 
2610219 0,871 10 menos 25% 
110319 1,101 30 - 
210319 1,046 20 menos 25% 
31039 0,937 10 menos 25% 
- 
l 410319 1,171 40 510319 1.093 30 - 
810319 1,032 20 menos 25% 
910319 1,135 30 - 
1010319 1,034 20 menos 25% 
I 1 110319 0,927 10 menos 25% 1210319 0,931 10 menos 25% 
l 1510319 0,973 20 menos 25% 1610319 0,886 10 menos 25% 1710319 0,830 10 menos 25% 
I 1810319 0,917 10 menos 25% 1910319 0,931 10 menos 25% 
2210319 0,853 10 menos 25% 
2310319 1,234 40 - 
2410319 1,211 40 - 
2510319 1,076 30 - 
I I  2610319 1,012 20 menos 25% 
2910319 1,232 40 - 
3010319 1,134 30 - 
31103t9 1,188 40 - I 
610419 1,078 30 , - 
710419 1,057 30 - 
810419 1,091 30 i - 9tO419 0,996 20 menos 25% 1210419 1,000 20 menos 25% i 1310419 1,092 30 - 1410419 0,998 20 menos 25% 
1 Sto419 1,057 30 . 
1610419 1,386 50 - I - 
1910419 1,494 60 - 
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20/04/9 1,343 50 
2 110419 1,526 60 - 
2210419 1,384 50 - 
2310419 1,211 40 - 
2610419 30 l 1,112 
2710419 1,306 50 - 
2810419 1.210 40 - 
2910419 1,114 30 - 
3010419 0,991 20 menos 25% 
310519 1,129 30 - 
410519 1,051 20 menos 25% l 
510519 0,983 20 menos 25% 
610519 0,881 10 menos25% 
710519 0,818 1 10 menos 25%' 
1010519 0,774 10 menos 25% 
1 110519 0,708 10 menos 25% 
1210519 0,693 10 menos 25% 
1310519 0,649 10 menos 25% 
: 410513 1 C,E37 10 menor 25% 
1710519 0,994 20 menos 25% 
1810519 '1,045 30 - 
? 9!05!9 Q,950 20 m e n ~ s  3.5% I 
2C!G5!0 0,926 10 menos 25% 
2 110519 0,981 20 ' menos 25% 
2410519 0,904 10 menos 25% 
2510519 0,879 10 menos 25% 
2610519 0.882 10 menos 25% 




2810519 1,043 30 - 
3110519 0.950 20 menos25% 1 1 
110619 0,866 10 menos 25% 
210619 . 0.818 10 menos 25% 
310619 0,751 10 menos 25% 
410619 0,748 10 menos 25% 
710619 0,689 10 menos 25% 
" 810619 0,651 10 menos 25% 
910619 0,685 10 menos 25% 1 
1010619 0,643 10 menos 25% 
1 110619 0.893 20 menos 25% 
1410619 0,851 10 menos 25% 
1510619 0,998 30 - 
1610619 0,928 20 menos 25% 
1710619 0,846 10 menos 25% 
1810619 0,767 10 menos 25% 
2 110619 0,756 10 menos 25% 
2210619 0,703 10 menos 25% 
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2310619 0,645 10 menos 25% 
2410619 0,697 10 menos 25% 
2510619 0,732 10 menos 25% 
2810619 0,698 10 menos 25% 
2910619 0,646 10 menos 25% 
30/0619 0,607 10 menos 25% 
110719 0,908 20 menos 25% 
210719 0,881 20 menos 25% 
510719 0.801 10 menos 25% 
610719 0,785 10 menos 25% 
710719 0,861 20 menos25% 
810719 0,962 30 - 
910719 0,955 30 - 
1210719 0,867 20 menos 25% 
1310719 1,157 50 - 
1410719 1.263 60 - 
1510719 1,401 70 - 
1610719 1,279 60 - 
1910719 1,283 60 - 
2010719 1,161 50 - 
2 1 10719 1,163 50 
2210719 1,242 60 - 
2310719 1,358 60 - 
2610719 1,382 60 - 
2710719 1,431 70 
2810719 1,294 60 - 
más del 
2910719 1,710 80 75% 
más del 
3010719 1,870 ' 80 75% 
más del 
210819 1,673 80 75% 
310819 1,525 70 - 
410819 1,347 60 - 
más del 
510819 1,688 80 75% 
610819 1.617 70 - 
más del 
910819 1,819 80 75% 
1010819 1,658 70 - 
más del 
1 1 /O819 1,794 80 75% 
12108l9 1,617 70 - 
1310819 1,413 60 - 
1610819 1,301 60 - 
1710819 1,496 70 - 
6 
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1810819 1,368 60 - 
1910819 1,239 50 - 
2010819 1,092 40 - 
2310819 1,034 40 - 
2410819 1,203 50 - 
2510819 1,116 50 - 
2610819 1,016 40 - 
2710819 1,164 50 - 
3010819 1,079 40 - 
3 110819 1,363 60 - 
110919 1,508 70 - 
210919 1,362 60 - 
más del 
310919 1,829 80 75% 
más del 
610919 1,691 80 75% 
más del 
710919 1,683 80 75% 
más del 
810919 1,562 80 75% 
910919 1,374 70 - 
I n1og19 1 :254 60 - 
1310919 1.324 60 - 
1410919 1,456 70 - 
1510919 1,398 70 - 
1610919 1,400 70 - 
1710919 . 1,438 70 - 
20/09/9 1,294 60 - 
2 110919 1,350 60 - 
2210919 1,315 60 - 
2310919 1,173 50 - 
2410919 1,062 40 , , - 
2710919 1,203 50 - 
2810919 1,103 50 - 
2910919 1,173 50 - 
3010919 1,105 50 - 
111 O19 1,081 40 - 
411019 ' 1,247 60 - 
511 O19 1,159 50 - 
611 019 1,048 40 - 
711 019 1,152 50 - 
811019 1,066 40 - 
1111019 0.963 30 - 
1 311 019 0,875 20 menos 25% 
1411 O19 0,911 20 menos 25% 
1511 O19 1,182 60 - 
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1811 019 1,251 60 - 
más del 
1911 019 1,397 80 75% 
2011019 1,280 70 - 
más del 
2111019 1,416 80 75% 
más del 
2211019 1,572 90 75% 
más del 
2511 019 1.425 80 75% 
más del 
2611 019 1,599 90 75% 
más del 
2711019 1,456 80 75% 
más del 
2811 019 1.687 100 75% 
más del 
2911 019 1,546 90 75% 
más del 
211 119 1,389 80 75% 
311 119 1,252 60 - 
411 119 1,136 50 - 
511 119 1,073 40 - 
811 119 0,993 30 - 
911 119 0,925 20 menos 25% 
1011 119 1,066 40 - 
1111 119 0,986 30 - 
1211119 0,927 30 
15111/9 1,018 40 - 
1611119 0,942 30 - 
17/1119 0,866 20 menos25% 
1811 119 0,786 10 menos 25% 
1911119 0,747 , 10 menos 25% 
2211 119 0,708 10 menos 25% 
2311 119 0,900 20 menos 25% 
2411 119 0,845 20 menos 25% 
2511 119 0,770 10 menos 25% 
2611 119 0,784 10 menos25% 
2911 119 0,857 20 menos25% 
3011 119 0,942 30 
111 219 0,872 20 menos25% 
211219 0,824 20 menos25% 
311219 0,767 10 menos 25% 
711219 0,744 10 menos25% 
911 219 0.753 10 menos 25% 
1 O11 219 0,940 30 - 

























































3110110 1,407 90 75% 
más del 
1 10210 1,552 1 O0 75% 
mas del 
210210 1,404 90 75% 
más del 
~ 
310210 1,304 80 75% 
410210 1,256 70 
1 710210 1,236 70 
más del 
, ' 810210 1,664 1 O0 75% 
l .  
más del 
910210 1,559 1 O0 75% 1 más del 
1010210 1,379 80 75% 
1 1 10210 1,231 70 - 
l 1410210 1,213 70 - 
i 
más del 
1510210 1.538 90 75% 
más del 
1 1610210 1.604 1 O0 75% más del 
1710210 1,425 . 90 75% 
! 1810210 1,272 70 - 2 1 10210 1,136 60 - más del 
2210210 1,316 80 75% 
l más del 
, 
2310210 . 1,606 1 O0 75% ' 
más del 
1/ '2410210 1,482 90 75% 
$ 
S más del 
c: 
4 2510210 1,811 1 O0 75% 
1 f más del 2810210 1,662 1 O0 75% 
1 :  más del 
x 2910210 1',773 1 O0 75% 
más del 
1/0310 1.580 90 . 75% 
más del 
210310 1,662 1 O0 75% 
más del 
310310 1,495 90 75% 
70 610310 1,307 - 
710310 1,171 60 . - 
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810310 1,120 50 - 
910310 1,004 40 - 
1010310 0,990 40 - 
13l0310 1.134 .60 - 
más del 
1410310 1,388 80 75% 
1510310 1,282 70 - 
1610310 1,257 70 - 
1 710310 1,117 50 - 
2010310 . 1,026 40 - .  
2 1 /O310 1.006 ' 40 - 
2210310 1,120 50 - 
2310310 1,167 60 - / 
2410310 1,295 70 - 
2710310 1,189 60 - 
28/0310 1,169 al - 
50 2910310 1,053 - 
más del 
30lU3/0 : ,367 80 75% 
más del 
3 110310 1,490 90 75% 
?inrm 
J IU- I  V ? ,343 70 - 
mas del 
410410 1.380 80 75% 
. más del 
510410 1,575 90 75% 
más del 
610410 1,864 1 O0 75% 
más del 
710410 1,697 1 O0 75% 
más del 
10/0410 1,523 90 75% 
más del 
1 1 10410 1,760 1 O0 75% 
más del 
1210410 1,704 1 O0 75% 
más del 
13/04/0 1,503 90 75% 
1410410 1,347 70 - 
más del 
1710410 1,466 90 75% 
más del 
1810410 1,416 80 75% 
1910410 1,257 60 - 
2010410 1.133 50 - 
2510410 1,058 40 - 










7 5 %  
más del 
7 5 %  
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7 5 %  
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ANEXO I I :  Programas E-views creados para las estimaciones 
utlizadas en el estudio 
PROGRAMAS SUMINISTRADOS: 
Modelos tipo ARCH: 
1 .- Modelo 1: 'programa para estimar un m-garch(1,l) de regresión con un 
ma(1) en media 
2.- Modelo 1 con distribución t-student 
3.- Modelo II: M-GARCH(1,l) de regresi6n con un MA(1) en media y una variable ficticia que 
discrimina en función del signo de los errores en el periodo precedente 
4.- Modelo 111.- Modelo II + variable "proxi" sobre rendimientos sin riesgo 
5.- Modelo [V.- Modelo III + desestacionalización del error 
6.- Modelo V.- Modelo IV con estructura EGARCH 
7.- Modelo GJR-ARCH con un proceso de memoria larga (Component ARCH) 
8.- Modelo AP-ARCH 
9.- Modelo GJR-AP-ARCH 
Algunos contrastes de aiuste programados: 
1 1 .- Medidas sobre la capacidad predictiva del modelo 
2.- Generación de la curva de impacto de las innovaciones 
1 3 - Contrastes de sesgo de signo en el modelo estimado 
MODELOS TIPO ARCH 
Modelo 1: 'PROGRAMA PARA ESTIMAR UN M-GARCH(1.1) DE 
REGRESIÓN CON UN MA(1) EN MEDIA 
I * ' Carga del fichero de datos 
1 load "c:\eviews3\ibex35.wfl " 
series y = lnprecio'100 
' . 
' Se establecen dos submuestras: una primera observación para dar los valores iniciales 
' y  el resto para la estimación (previamente perdernos un dato por haber generado la 
endógena 
' como diferencia) 
sample SO 2 2 
sample SI 3 2108 
srnpl SI 
Declaración de los vectores de coeficientes que se usan en el logaritmo de máxima 
verosimilitud del ARCH 
, . 
coef(1) mu = .1 
coef(1) theta = .1 
coef(2) omega = .1 4' coef(1) alpha = .1 
coef(1) beta = .1 
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'Se establecen los valores de Inlcialización de los parámetros a partir del modelo de la media 
' elegido, en nuestro caso con un modelo MA(1) 
equation eq-temp.ls y c ma(1) 
mu(1) = eq-temp.c(l) 
theta(1) = eq-temp.c(2) 
omega(1) = eq-temp.@seA2 
S Generación de series adicionales que se emplearán en la maximlzación 
smpl SO 
series sig2 = omega(1) 
series resma = O 
Especificación del logaritmo a maximizar y sus restricciones 
logl 111 
Il l  .append @logl logl 
' Modelo GARCH(1,I) de regresión y con un MA(1) 
I l l  .append resma =y-mu(1) - theta(l)'resma(-1)-gamma(l)'sig2(-1) 
Error estandarizado (dividido por la desv tipica) 
' Logaritmo de la función normal 
I l l  .append logl = log(@dnorm(z)) - log(sig2)12 
' Estimación y muestra de resultados 
smpl SI 
Ill .ml(d) 
show Il l  .output 
' Carga del fichero de datos 
load "c:\eviews3\ibex35.wfl " 
series y = lnprecio'100 
Se establecen dos submuestras: una primera Obse~aclón para dar los valores iniciales 
' y el resto para la estimación (previamente perdemos un dato por haber generado la 
endógena 
' como diferencia) 
sample SO 2 2 
sample s l  3 2108 
smpl SI 
' Declaración de los vectores de coeficientes que se usan en el logaritmo de máxima 
verosimilitud del ARCH 
coef(1) mu = . l  
coef(1) theta = .1 
coef(2) omega = .1 
coef(1) alpha = .1 
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coef(1) beta = .1 
coef(1) tdf = 3 
coef(1) gamma=O.? 
' para inicializar los parámetros antes de iterar, se emplean los obtenidos con 'la estimación 
del garch(1,l) gaussiano -suponiendo una distribución normal - 
equation eql  
eql  .arch y c ma(1) 
show eql  .output 
coef(1) mu = eql  .c(l) 
coef(1) theta=eql .c(2) 
coef(1) omega = eql.c(3) 
coef(1) alpha = eql .c(4) 
coef(1) beta = eql  .c(5) 
coef(1) gamma=0.2 
coef(1) tdf = 3 
' Generación de series adicionales que se emplearan en la maximización 
smpl SO 
series sig2 = omeia(1) 
series resma = O 
!pi = @acos(-1) 
' Especificación del logaritmo a maximizar y sus restricciones 
i0gl 111 
I l l  .append @logl logl 
' Modelo GARCH(1,I) de regresíón y con un MA(1) 
I l l  .append sig2 = omega(l)+alpha(l)'resma(-1)"2 +beta(l)'sig2(-1) 
I l l  .append resma =y-rnu(1) - theta(l)*resma(-1)-gamma(l)*sig2(-1) 
Error estandarizado (dividido por la desv tipica) y grados de libertad - TDF - 
I l l  .append z = resrnaA2/sig2/(tdf(l)-2) + 1 
Ill.append logl = @gammalog((tdf(l) + l)/2) - @gammalog(tdf(l)/2) - log(!pi)/2 - log(tdf(1) - 2)/2 - 
log(sig2)/2 - (tdf(l)+l)'log(z)/2 
S Estimación y muestra de resultados 
smpl SI 
Il l  .ml(d) 
sh0W 111 OUtDUt 
Modelo III: M-GARCH(1,l) de regresión con un MA(1) en media y una variable ficticia que 
discrimina en función del signo de los errores en el periodo precedente 
' Carga de datos 
load "c:\eviews3\ibex35wfl " 
smpl @al1 
series y = lnpreci0'100 
series i=O 
'Se  establecen dos submuestras: una primera observación para dar los valores iniciales 
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' y e l  resto para la estimación 
sample s0 2 2 
sample s l  3 2108 
smpl s l  
S Declaración de los victores de coeficientes que se usan en la función máximoverosimil 
ARCH 
coef(1) mu = .l 
coef(1) theta = . l  
coef(2) omega = .1 
coef(2) alpha 
alpha(1) = .1 
alpha(2)=0.1 
coef(1) beta = .1 
coef(1) gamma=0.2 
coef(1) chi=0 
'Valores de inicialización de los parámetros a partir del modelo de la media MA(1) 
equation eq-temp.ls y c ma(1) 
mu(1) = eqtemp.c(l) 
theta(1) = eq-temp.c(2) 
omega(1) = eq-temp.@seA2 
' Valores premuestrales de algunas series necesarias para el desarrollo del logaritmo 
smpl SO 
series sig2 = omega(1) 
series resma = O 
Declaración de la función verosímil 
logl iI1 
I l l  .append @logl logl 
' Modelo GARCH(1,I) de regresión y con un MA(1) y ficticia sobre el residuo del periodo 
previo 
ill .append sig2 = omega(l)+alpha(l)'resrna(-1)"2 +beta(l)'sig2(-l)+alpha(2)'resma(- 
1)"2'(RESMA(-1)<0) 
I l l  .append resma =y-mu(1) - theta(l)'resma(-1)-gamma(l)'sig2(-1) 
Error estandarizado (dividido por la desv típica) 
S Logaritmo de la función normai 
I l l  .append logl = log(@dnorrn(z)) - log(sig2)/2 
Estimación y muestra de resultados 
smpl s l  
I l l  .ml(d) 
show Iil.output 





~ - .  . 
- ~~ .. . . 
Anexos 
Modelo 111.- Modelo II + variable "proxi" sobre rendimientos sin riesqo 
' Carga de datos 
load "c:\eviews3\ibex35.wfl " 
smpl @al1 
series y = lnprecio'100 
series ¡=O 
'Se establecen dos submuestras: una primera observación para dar los valores iniciales 
' y  el resto para la estimación 
sample SO 2 2 
sample s l  3 21 08 
smpl s l  
a Declaración de los vectores de coeficientes que se usan en la función máximoverosimil del 
ARCH 
coef(1) mu = .l 
coef(1) theta = .1 
coef(2) omega = .l 
coef(2) alpha 
alpha(1) = .l 
alpha(2)=0.1 
coef(1) beta = 1 
coef(1) gamma=0.2 
coef(1) chi=0 
' Valores de inicialización de los parámetros a partir de los del modelo MA(1) 
equation eq-temp.ls y c ma(1) 
mu(lr = eq-temp.c(l) 
theta(i) = eq-tempc(2) 
omega(1) = eqtemp.@seA2 
' Valores premuestrales para algunas series que se utilizan en el logaritmo de verosimilitud 
smpl SO 
series sig2 = omega(1) 
series resma = O 
' Declaración del logaritmo máximoverosimil 
logl 111 
l l l  append @logl logl 
' Modelo GARCH(1,l) de regresión con un MA(l),  una variable discriminante del signo en el 
periodo previo y una variable explicativa adicional 
111 append sig2 = omega(l)+alpha(l)'resma(-1)"2 +beta(l)*sig2(- 
l)+~hi(l)'lnmibor3m+alpha(2)'resma(-l)~2*(RESMA(-l)~O) 
Ill.append resma =y-mu(1) - theta(l)'resma(-1)-gamma(l)'sig2(-1) 
a Error estandarizado (dividido por la desv típica) 
I l l  .append z = resma/@sqrt(sig2) 
' Logaritmo de la función normal 
111 append logl = log(@dnorm(z)) - log(sig2)/2 
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' Estimación y muestra de resultados 
smpl s l  
I l l  .ml(d) 
show I l l  .output 
Modelo !V.- Modelo III + desestacionalización del error 
' Carga de datos 
load "c:\eviews3\ibex35.wfl " 
smpl @al1 
series resma = i 
series y = lnprecio'100 
series i=O 
' Se establecen dos submuestras: una primera'obsewación para dar los valores iniciales 
' y el resto para la estimación 
sample SO 2 2 
sample SI 3 2108 
smpl s l  
e Declaración ae ios veciores ;e cüeficientes que se  usan en la función máximoverosimil 
ARCH 
coef(1) mu = . l ~  
coef(1) theta = .1 
coei i i j  orrieya ; .< 
coef(2) alpha 
alpha(1) = .1 
alpha(2)=0.1 
coef(1) beta = .1 
coef(1) gamma=0.2 
coef(1) chi=0 
' Valores de inicialización de los parámetros a partir de un MA(1) 
equation eqtemp.1~ y c ma(1) 
mu(1) = eq-temp.c(l) 
theta(1 j = eq-temp.c(2) 
omega(1) = eqtemp.@seA2 
genr res=resid 
' Valores de inicialización de los parámetros de desestacionalización con una regresión 
ordinaria 




' Generación de algunas series que serán necesarias en el logaritmo de verosimilitud 
smpl SO 
series sig2 = omega(1) 
series resma = O 
S Declaración del logaritmo a maximizar 
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logl 111 
I l l  .append @logl logl 
' Modelo GARCH(1,l) de regresión, variable de discriminación del signo de error previo, 
varianza condicional desplazada explicativa de lamedia y con un MA(1) 
I l l  .append sig2 = omega(l)+alpha(l)'resma(-1)"2 +beta(l)*sigZ(. 
l)+chi(l)'lnmibor3m+alpha(2)'recma(-l)Y'(resrna(-l)~O) 
111 append res =y-mu(1) - theta(l)'resma(-1)-gamma(l)*sig2(-1) 
I l l  .append resma =res-lambda(2)'enero-lambda(3)'diciembre 
' Error estandarizado (dividido por la desv tipica) 
I l l  .append z = resmal@sqrt(sig2) 
S Logaritmo de la función normal 
I l l  .append logi = iog(@dnorm(z)) - log(cig2)lZ 
S Estimación y muestra de resultados 
smpl s l  
I l l  .mi(d) 
show Ill.output 
Modelo V: modelo IV con estructura E-GARCH 
' Lectura del Workfile 
ioad "c:\eviews3\ibex35.wfl " 
smpl @al1 
S Determinación de la endógena y de una ficticia que se usará posteriormente 
series y = lnprecio'100 
series i=0 
'Se  establecen dos submuestras: una primera obsewacidn para dar los valores iniciales 
' y el resto para la estimación 
sample SO 2 2 
sample SI 3 21 08 
srnpl s1 
Declaración de los vectores de coeficientes que se usan en el ARCH likelihood 
coef(1) mu = .l 
coef(1) theta = .l 
coef(2) omega = . l  
coef(2) alpha 
alpha(1) = .1 
alpha(Z)=O.l 
coef(1) beta = .1 
coef(1) gamma=0.0 
coef(1) chi=0 
' Valores iniciales a los parámetros sobre regresiones parciales 
equation eq-temp.ls y c ma(1) 
mu(1) = eqtemp.c(l) 
Modelos de Heterocedasticidad Condicional Autorregresiva Pág. 271 
Anexos 
theta(1) = eq-temp.c(2) 
omega(1) = eq-temp.@seA2 
genr res=resid 





' Declaración de series del logaritmo 
smpl SO 
series sig2 = omega(1) 
series resma = O 
' Declaración del logaritmo de máxima verosimilitud 
logl 111 
l l l  append @logl logl 
' Modelo GARCH(1,I) de regresión y con un MA(1) 
III append log(sig2) = log(omega(l))+a1pha(l)'resma(-1)~2/@sqrl(s,g2(-1))+bela(l)'log(s1g2(- 
1 ))*ch1(l)'lnm1oor3m*alpha(2)'(recma(-l )A2/@sqn(s g2(-l)))'(resrna(-1 )<O) 
I l l  .append res =y-mu(1) - theta(l)*resma(-1)-gamma(l)'sig2(-1) 
I l l  .append resma =res-iambda(2)*enero-lambda(3)'diciembre 
S Error estandarizado [dividido por la desv tipica) 
iii .append z = resmai@sqn(sig%) 
' Logaritmo de la función normal 
Ill.append logl = log(@dnorm(z)) - log(sig2)/2 
Estimación y muestra de resultados 
smpl s l  
111 .ml(m=500) 
show I l l  .output 
Modelo GJR-ARCH con un proceso de memoria larqa (Component ARCH) 
'Al modelo anterior, que serviría como valores de inicialización de los parámetros, se le 
aiíadiria el siguiente desarrollo: 
' Declaración del logaritmo de verosimilitud para el modelo ARCH de memoria larga 
logl 112 
112.append @logl logl 
' Modelo GARCH(1,I) de regresión y con un  MA(1). Se incluyen las explicativas anteriores 
más el proceso diferencial de corto y largo plazo. 
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112.append res =y-mu(1) - theta(l)'resma(-1)-gamma(l)'sig2(-1) 
112.append resma =res-lambda(2)'enero-lambda(3)'diciembre 
' Error estandarizado (dividido por la desv tipica) 
' Logaritmo de la función normal 
112.append logl = log(@dnorm(z)) - log(sig2)/2 
' Estimación y muestra de resultados 




' Carga de datos 
load "c:\eviews3\ibex35.wfl " 
series y = lnprecio 
'Se establecen dos submuestras: una primera observación para dar los valores iniciales 
' y el resto para la estimación 
sample SO 2 2 
sample SI 3 2108 
smpl s l  
' Declaración de los vectores de coeficientes que se usan en la función de verosimilitud 
ARCH 
coef(1) mu = . l  
coef(1) theta = .1 
coef(1) omega = .1 
coef(1) alpha = .l 
coef(1) gamma=.l 
coef(1) beta = .1 
coef(1) delta11 
' Valores iniciales recogidos del modelo sobre la GARCH(1,I) 
equation eq-temp.arch y c ma(1) 
mu(1) = eq-temp.c(l) 
theta(1) = eq-temp.c(2) 
omega(1) = eetemp.@seA2 
alpha(1) = eqtemp.c(4) 
beta(1) = eqtemp.c(5) 
S Creación de algunas series necesarias para el logaritmo 
smpl SO 
series sig = @sqrt(omega(l))"delta(l) 
series resma = O 
' Declaración del logaritmo de verosimilitud 
logl 111 
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Ill .append @logl logl 
' Residuo del modelo MA(1) debido al termino constante 
I l l  .append res = y-mu(1) 
' Residuo del MA(1) completo (el de la constante y el del termino ma) 
Ill.append resma = res - theta(l)*resma(-1) 
S Modelo A-PARCH(1,l) 
I l l  .append sig = (omega(l)+alpha(l)'(@abs(resma(-1)) -gamma(l)'resma(-l))Adelta(l) 
+beta(l)'(sig(-l))Adeita(l))A(l/delta(l)) 
' Error estandarizado (dividido por la desviación tipica muestral) 
I l l  .append z = resma/(sig) 
' Logaritmo de la función normal 
111 append logl = log(@dnorm(z)) - log(sigA2)/2 
S Estimación y resultados 
smpl SI 
ill .mi(d) 
show I l l  .output 
Modelo GJR-AP-ARCH 
' Carga de datos 
load "c:\eviews3\ibex35.wfl " 
smpl @al1 
series y = lnprecio 
series i=O 
series res=O 
'Se establecen dos submuestras: una primera observación para dar los valores iniciales 
' y  el resto para la estimación 
sample SO 2 2 
sample s1 3 2108 
smpl SI 
' Declaración de los vectores de coeficientes que se usan en el ARCH likelihood 
coef(1) mu = .l 
coef(1) theta = .1 
coef(2) omega = .1 
coef(2) alpha 
alpha(1) = .1 
alpha(2)=0.1 





'Valores iniciales recogidos del modelo sobre la GARCH(1,I) 
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equation eq-temp.arch y c ma(1) 
mu(1) = eq-temp.c(l) 
theta(1) = eq-temp.c(2) 
omega(1) = eq-temp.@seA2 
alpha(1) = eq-temp.c(4) 
beta(1) = eqtemp.c(5) 
' Valores iniciales de los coeficientes de destacionalización del error MCO 
equation eq temp2. l~  res c enero diciembre 
coef(3) lambda 
'Valores premuestrales para inciar el logaritmo de verosimilitud 
smpl SO 
'series sig2 = omega(1) 
series sig = @sqrt(omega(l)) 
series resma = O 
' MODELO ARCH 
logi ii1 
111 .append @logl logl 
' Modelo 
' Especificación del error 
111 append res =y-mu(1) - theta(1)'resma(-1)-gamma(1)*sig(-1)"delta(1) 
S Desestacionalización del error 
I i l  .append resma =res-iambda(2)'enero-lambda(3)'diciembre 
' Especificación de la ecuación de la desviación tipica elevada a delta 
,1 append sig =(omega(l)+alpha(l)'@aos(resma(-l))-alpha(2)'@aos(resma)'(resma(- 
1 ~cO)+beta(l)'sig(-l)Adelta(l)+cni(l)' nm oor3m(-l))"(llde ta(1)i 
' Error estandarizado (dividido por la desv tipica) 
111 append z = resmalsig 
S Logaritmo de la función normal 
Ill.append logl= log(@dnorm(z)) - log(sigA2)/2 
' Estimación y resultados 
smpl s l  
lll.ml(500, d) 
show I l l  .output 
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MEDIDAS SOBRE LA CAPACIDAD PREDlCTlVA DEL MODELO 
genr difer=resrnaA2 - sig2 
scalar mse=1/2108'@surnsq(difer) 
scalar rnae=1/21 OB^@surn(@abs(difer)) 
genr diferp=(resmaA2 - sig2)lsigZ 
scalar pmae=1/2108*@surn(@abs(diferp))V00 
genr difer=log(resmaA2) - log(sig2) 
scalar Irnse=1/2108'@surnsq(difer) 
scalar Irnae=1/2108'@surn(@abs(difer)) 
GENERACIÓN DE LA CURVA DE IMPACTO DE LAS INNOVACIONES 
'Estimación de un E-GARCH y generación de las series de varianzas y residuos 
smp11500 1876 
equation eql  
eql  .ARCH(E) lnprecio C 
eql  makegarch garchOl 
eql  makeresid resido1 
scalar rned = @rnedian(garchOl) 
' GARCHOI es el nombre de la varianza condicional generada 
'Generación de una serie - z - que servirá para escribirel eje x de la gráfica de la curva de 
impacto de las noticias 
srnpl 1 100 
series z = -10 + @trend(1)'20/100 
'Generación de la varianza condicional resultante de los valores estimados 
series log(sig2E) = eql  .c(2) + eql .c(5)'log(rned) + eql .c(3)'abs(z) + eql .c(4)'z 
'Estimación de un garch y generación de las series de varianzas y residuos 
srnpl 1500 1876 
equation eq2 
eq2.ARCH lnprecio C 
eq2.makegarch garch02 
eq2rnakeresid resido2 
scalar med2 = @rnedian(garch02) 
smpl 1 100 
series sig2G = eq2.c(2) + eq2.c(4)'(med2)+ eq2.c(3)'zA2 
'Estimación de un GJR-ARCH (solo con efecto asimbtrico) y generación de las series de 
varianzas y residuos 
smpl 1500 1876 
equation eq3 
eq3,ARCH(T) InPREClO C 
eq3.makegarch garch03 
Pág. 276 Modelos de Heterocedasticidad Condicional Autorregresiva 
Anexos 
scalar med3 = amean(garch03) 
smpl 1 100 
series sig2T = eq3.c(2) +EQ3.C(3)'ZA2+ eq3.c(4)'zA2'(z<0)+ eq3.c(5)'med3 
' Graficq de la curva.de impacto de las innovaciones para el modelo E-GARCH, GARCH y 
GJR-ARCH (sólo término asimétrico) 
CONTRASTES DE SESGO DE SIGNO EN EL MODELO ESTIMADO 
' debe aplicarse una vez ya se cuenta con la serie del residuo en el  modelo ARCH a la que 
hemos llamado resma 
' Generación de una variable ficticia que valga 1 s i  el residuo precedente fue negativo y cero 




a Determinación del sesgo en función de la significatividad del parametro c(2) 
equation sesgotest.ls resma/@sqrt(sigZ) c i 
show sesgotest.output 
' Determinación del sesgo negativo en función de la significatividad del parámetro c(2) 
equation sesgonega.ls resma/@sqrt(sig2) c ¡'resma(-l)/@sqrt(sig2(-1)) 
show sesgonega.output 
Determinación del sesgo positivo en función de la significatividad del parámetro c(2) 
equation sesgoposi.ls resmal@sqrt(sigZ) c (1-¡)'resma(-l)/@sqrt(sig2(-1)) 
show sesgoposi.output 
S Determinación del sesgo conjunto en función de la significatividad de todos los parámetros 
- la F-snedecor - . 
equation sesgoconjun.ls resmal@sqrt(sig2) c i ¡'resma(-l)/@sqrt(sig2(-1)) (1-¡)*resma(- 
l)/@sqrt(sig2(-1)) 
show secgoconjun.output 
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