Abstract-A new input-output property is proposed, suitable for the study of positive feedback interconnections both in a linear and nonlinear set-up. Convergence results and small-gain theorems are proved as well as criteria for the application of the property to the study of multistability. Lyapunov-like conditions and dissipation inequalities for its detection are also provided.
Systems With Counterclockwise
Input-Output Dynamics I. INTRODUCTION D ISSIPATIVITY theory [16] , [17] and the input-output approach (in particular gain techniques and the small-gain Theorem, [15] ) have played a central role in the analysis and synthesis of control systems. Countless papers [11] as well as books have been devoted to the subject [8] , [10] , [13] , [7] just to list a few. This is clearly due to its stringent physical meaning as well as its deep connections with the underlying algebraic structure of linear systems and the richness of frequency domain interpretations which hold even for certain classes of nonlinear systems. In particular, passivity provides a unified framework for understanding, both for linear and nonlinear systems, stability or instability of negative-feedback interconnections. Roughly speaking, negative feedback interconnections of passive systems are well behaved because there is a natural notion of energy associated to the closed-loop system which is dissipated. On the contrary, positive feedback may have a destabilizing effect and instability or unboundedness of trajectories may easily result. Despite this potential destabilizing effect, its importance in many fields of applications, such as molecular biology or chemistry, has been clearly highlighted. In particular, positive feedback is responsible for the existence of multiple steady states [2] , [5] . This is a feature that only in few engineering applications (such as memory devices) is taken into account, but it seems to be a crucial ability of living cells. Rather surprisingly a close relative of passivity (which will be later introduced under the name of counterclockwise (CCW) input-output dynamics) allows a convergence analysis of positive feedback loops pretty much in the same way that passivity does for negative feedback interconnections. In this respect, we emphasize that this property is by no means meant to extend and/or replace the notion of traditional passivity; rather, it naturally complements its range The rest of the paper is organized as follows: in Section II we give precise definitions of the properties and illustrate the ideas which lead to the technical results developed in the rest of the paper; Section III contains simple trajectory-based consequences of the given definitions as well as frequency domain characterizations of CCW dynamics for finite dimensional linear systems; Section IV contains the main convergence result for positive feedback loops, these results are, loosely speaking of the type (boundedness CCW dynamics implies convergence), and apply to general nonlinear systems; the main result is complemented with a number of technical tools for local/linear analysis of CCW systems (these are contained in Section V) as well as tools for estabilishing boundedness of trajectories based on the knowledge of steady-state input-output characteristics of the system (Section VII). Both results can be interpreted as small-gain conditions (respectively local/global) which, due to the qualitative phase-lag informations provided by CCW dynamics, can be stated in terms of dc-gain of the systems; simple Lyapunov conditions for testing the property as well as examples of application are provided in Section VI; some conclusions are drawn in Section VIII.
II. BASIC DEFINITIONS
Let us for the moment think of a dynamical system as a map which associates inputs to outputs. Assume for simplicity that inputs as well as outputs be functions of class . In many dynamical systems of practical relevance the input-output map exhibits the following qualitative property: whenever the input varies, the output tends to follow, although, possibly, in a smoother way and with some delay. Our aim is to have a notion which quantifies how rapidly the output tracks the input. This qualitative idea can be made more precise by looking at trajectories in the input-output plane ( -plane for short). Let us assume that the input is a sinusoidal signal. If the corresponding output is again a delayed sinusoidal signal and the phase-lag is in between then the corresponding plot in the plane encircles a positive area (counterclockwise rotation). If the delay is higher, instead, a negative area is encircled and rotation in the plane is clockwise. The notion we introduce makes this simple idea rigorous for general nonlinear dynamical systems.
For the time being we consider time-invariant, causal, nonlinear systems defined in terms of a global input-output transition map:
0018-9286/$20.00 © 2006 IEEE which for every initial condition gives the output at time provided that the input is applied. In particular, denotes the set of measurable functions from and and are both subsets of the same Euclidean space , so that it makes sense to talk about scalar products between output and input signals. The state space can, at this stage, be any metric or topological space. We emphasize that need not be defined for all ; however, for each and each there exists so that is well defined for all . It is useful to define the following subsets of (1) where 'fc' comes from the commonly adopted term forward complete, used to denote global existence of solutions forward in time.
Definition II.1: We say that a system has counterclockwise input-output dynamics (CCW) if, for any pair such that the corresponding output signal is differentiable the following inequality holds: (2) Notice that this can be interpreted as the classical definition of passivity with respect to the derivative of the output (rather than the output itself). However, we believe that the physical intuition and the actual meaning of the property in input-output terms is more transparent if the name "counterclockwise input-output dynamics" is adopted. This hints at the fact that our object of interest is truly to be seen as an input-output property for the mapping from to , rather than traditional passivity with respect to an auxiliary system output, never physically implemented, and obtained by taking derivatives of the true system output.
As a matter of fact, when considering only periodic input-output pairs and SISO systems, condition (2) really amounts to asking that the area encircled by the curve in the plane be positive. This is made precise in the following Lemma (see Fig. 1 ).
Lemma II.2: Let be such that and are both periodic scalar signals of period . Then, condition (2) is equivalent to asking that the signed-area, encircled by the curve be non-negative.
Proof: In fact, we have for any , where is a non-negative integer and . Hence,
Now, letting we obtain the following inequalities:
. Consequently, condition (2) yields which clearly implies . This in turn is the area encircled by the curve on the plane (by application of Green's formula and summing up counterclockwise and clockwise loops in the plane taking them into account with opposite signs). Conversely, if , which completes the proof of equivalence.
As usually done for the classical notion of passivity, it is of interest to consider a slightly stronger notion of counterclockwise I-O dynamics.
Definition II.3: We say that a system has strictly counterclockwise input-output dynamics if, for any pair such that the corresponding output is differentiable the following inequality holds: (4) for some positive definite function and some function . Remark II.4: Notice, with respect to the standard passivity theory, where strict dissipativity notions are defined in terms of quadratic supply functions, we decided here to keep the notion as general as possible by introducing an arbitrary positive definite function (which plays the role of the supply function) and a rescaling factor which potentially can arbitrarily reduce the amount of "integrated area" (or dissipated energy if we like to pursue the passivity analog) as grows in size. As an example, take a simple equation of a linear spring with nonlinear friction modulated by the spring extension, something like . This kind of systems are not strictly passive from to ; they are, as it will be clearer in later Sections, strictly CCW according to the above definition.
Remark II.5: It is worth pointing out that the notion of counterclockwise I-O dynamics is, unlike standard passivity, invariant with respect to translations in . In fact, defining new ouputs as we trivially have . While the properties defined so far are appealing for the simplicity with which they can be handled, a closer look to the main technical results that will follow, show that a relaxed version of the property is still sufficiently powerful for the analysis of convergence in positive feedback loops. This relaxation is achieved by only asking the inequality in (2) Proof: Consider systems interconnected in positive feedback as shown in Fig. 2 . Namely, system 1 maps to , while system 2 maps to . Well-posedness guarantees existence and unicity of solutions for the feedback interconnection, whereas, forward completeness ensures that solutions can be extended over the whole interval . The positive feedback interconnection is characterized by the following equations:
Under such premises it makes sense to compute the integral below:
Taking the limit in the previous equation trivially gives the claim, since , and are the inputs and outputs of subsystem 1 and 2, which by assumption have CCW dynamics and exploiting uniform boundedness of and . A similar proof applies in the case of strict CCW dynamics A similar result holds for systems which have counterclockwise dynamics only with respect to bounded input-output pairs. The proof follows exactly along the same lines.
For dynamical systems given in terms of differential equations and whose output is a differentiable function of the state only, the interpretation of CCW dynamics in terms of passivity (of a suitable system endowed by an auxiliary output) truly provides a useful link to many different characterizations (such as the Kalman-Yakubovich-Popov Lemma, both in a linear and nonlinear set-up). We make precise this claim in the next Proposition.
Proposition III.3: Consider a nonlinear dynamical system of the following form: (6) with locally Lipschitz continuous and of class . Then, system (6) has CCW input-output dynamics with respect to arbitrary input-output signals if and only if: (7) is passive from to .
Proof: The Theorem follows from the identity , which holds for all pairs and all . (Notice that also traditional passivity is usually defined for ). As for classical passivity notions, the property of CCW input-output dynamics has, in the case of linear systems, a simple and physically compelling frequency domain interpretation. In fact, a relatively standard proof (see Appendix) shows that this is precisely related to the phase-lag introduced by the system over the whole range of possible frequencies. Throughout the rest of the paper will denote the imaginary unit.
Theorem 1: Consider a SISO, finite dimensional, causal, linear time-invariant system:
is completely reachable and denote by the transfer function of system (8). Let be Hurwitz; then, the following facts are equivalent: 1) CCW dynamics for bounded input-output signals [respectively for arbitrary input-output signals]; 2) for all it holds [and ] .
Strict CCW linear systems also admit a simple frequency domain characterization, reported below, whose proof is postponed to the Appendix.
Theorem 2: Consider the following SISO, causal, finite-dimensional, linear system, (9) with transfer function . Assume is completely reachable and Hurwitz, then the following facts are equivalent:
1) CCW dynamics with respect to bounded input-output signals; 2) for all it holds ; 3) CCW dynamics with respect to arbitrary input-output signals. Moreover, exploiting Proposition III.3, we may obtain a complete characterization of CCW dynamics for strictly proper transfer functions.
Proposition III.4: Consider a finite dimensional, SISO, linear system: (10) and be its (strictly proper) transfer function. Assume that the system be completely reachable and observable. Then, (10) is CCW with respect to arbitrary input-output signals if and only if 1) has no poles in ; 2)
for all for which is well defined; 3) when , is a pole of it is simple and ; 4) if 0 is a pole of , then, it necessarily has multiplicity equal to 1 or 2. In the latter case, moreover
Proof: The result is proved through a series of simple equivalences. By Proposition III.3, system (10) is CCW if and only if the system (11) is passive. Notice that, system (11) is completely reachable, but not necessarily observable. In fact has full rank if and only if 0 is not an eigenvalue of (by virtue of Cayley-Hamilton Theorem). Since unobservable modes are not influent as far as passivity of a system is concerned, this implies (see Theorem 2.4 in [8] ) that (10) is passive if and only if is positive real, which in particular, is equivalent to items 1 to 4.
As a final remark, before moving on to the next sections it is worth mentioning also a number of necessary conditions for CCW dynamics of linear systems which follow by the simple fact that (10) is CCW if and only if is PR: • system (10) is Lyapunov stable • relative degree of is less or equal than 2.
• is minimum-phase, i.e., the zeros of lie in .
IV. CONVERGENCE IN POSITIVE LOOPS OF CCW SYSTEMS
The central idea in this paper is to exploit the notion of counterclockwise input-output dynamics in order to prove convergence and stability results for interconnected nonlinear systems. In order to understand what kind of results we can expect and how they differentiate from the classical passivity theorem, it is useful to first develop some intuition by looking at the linear case. For linear systems the passivity theorem deals with negative unitary feedback of a cascade of two strictly passive systems. Each system can be described by a Strictly Positive Real transfer function, hence its phase-lag is comprised in the interval , and the cascade of two such system has a phase-lag which is contained in . In the complex plane this can be interpreted by saying that the Nyquist diagram never intersects the negative real axis, so if the systems are asymptotically stable to start with, the closed loop system under negative unitary feedback will also be stable (see Fig. 3(a) ). By virtue of Theorem 2, instead, systems with strictly CCW input-output dynamics have a phase-lag included in for all . Hence the Nyquist diagram of the cascade of two such systems only meets the positive real axis for (except the trivial case of a static system) (see Fig. 3(b) ). This shows that unitary positive feedback may destabilize the closed-loop system, however two significant facts occur.
• A small gain theorem holds for such systems, formulated in terms of static gain of the individual subsystems (namely only the gain for is relevant) as it can be guessed by looking at Fig. 3 .
• Boundedness of solutions implies convergence of trajectories (the first and only crossing of the real axis happens for , hence, it corresponds to a zero eigenvalue of the closed-loop system) The second item in particular, usually of little interest for linear systems, is instead of paramount importance for the class of nonlinear systems that we would like to consider. In systems biology, in fact, lots of systems occur for which boundedness of trajectories trivially holds (variables which express concentrations are intrinsically bounded), so the major difficulty is to be able to prove convergence to equilibria and rule out the possibility of complex behaviours. In order to state our main result we need some additional definitions.
Definition IV.1: A system as in (6) admits a well defined steady state response if for all constant input signal , and all initial conditions the corresponding solution exists and admits a limit as . In particular the steady-state input-state response is the map (possibly multivalued)
We also define input-output steady state response as follows: . Definition IV.2: We say that a system admits a well defined input-state static characteristic if its steady state response is single-valued and for each input value , the equilibrium is globally asymptotically stable for the system . The map , is then referred to as the input-output static characteristic.
Definition IV.3: A system is input-output observable at steady state if for any pair of input-output values the set is either empty or a singleton. Notice that, for systems with Input-State static characteristics, the property of input-output observability at steady-state trivially holds. Also, we remark that this is very different from standard notions of observability which usually, in the geometric control literature (see [6] , pp. 67), refer to situations in which the largest involutive distribution, invariant with respect to the vector-field, and contained in is the trivial distribution.
Definition IV.4: A system has detectable constant trajectories if the following implication holds:
for some ( possibly depending upon the initial condition, and of course and ).
Notice that the system , has detectable constant trajectories but is not observable at steady-state. Hence, the two properties are independent from each other. We are now ready to state the main result.
Theorem 3: Consider the positive feedback interconnection of two systems with strictly counterclockwise I-O dynamics on bounded signals: (12) Then, for any bounded solution , we have and as . Moreover, the following hold.
1) If both systems admit well-defined steady-state responses, then for any pair of initial conditions we have that (the omega-limit set corresponding to the initial state ) is the union of forward converging orbits (some of which are clearly just equilibria).
2) If in addition equilibria of (12) are isolated, then exist. 3) If in addition the systems are input-output observable at steady-state, then contains only one equilibrium (see Fig. 4 ). 4) If, in place of 3), the systems have detectable constant trajectories, then is a single equilibrium.
Proof: Consider the feedback interconnection (12) . By assumption each of the subsystems has strictly CCW input-output dynamics, hence: (13) Taking sums in both sides of the inequalities above and exploiting the conditions and we obtain: 
Finally, detectable constant trajectories rule out the possibility of having nontrivial trajectories included in . Therefore the only possibility is that be convergent to a set of equilibria and hence, (since equilibria are isolated), to a single equilibrium.
The following result, is a consequence of the previous theorem:
Corollary IV.5: Consider the positive feedback interconnection of two systems with strictly counterclockwise I-O dynamics as in (12) . Assume that both systems admits well-defined I-O static characteristics, and and that the system of equations: (17) only admits finitely many solutions. Then, any bounded solution of the closed-loop system converges to a single equilibrium.
Proof: Since by assumption, I-O characteristics intersect in a finite number of points, equilibria of the closed-loop system are isolated. Moreover, steady-state responses are single-valued, therefore I-O observability at steady-state trivially holds. Application of Theorem 3 yields that -limit sets are given by a single equilibrium plus (possibly) a set of converging trajectories contained in . Let be an equilibrium. We want to show that . Assume by contradiction that there exists , so that . Since by assumption the system admits well-defined Input-State static characteristics, , hence the only minimal invariant set contained in is precisely . Looking backwards in time, is also an invariant set; it contains therefore a minimal invariant set and consequently . This means that along a certain subsequence , . Now, any trajectory contained in , projected on its and components is also a trajectory of the open loop systems and . Therefore, and . This however violates asymptotic stability of the open-loop equilibria. The only possibility left for is to be a single equilibrium.
V. A LINEAR SMALL-GAIN THEOREM
It is interesting, for asymptotically stable linear systems with CCW I-O dynamics, to consider positive feedback interconnections. Roughly speaking, as it is intuitive looking at the Nyquist plots in Fig. 3 , we can expect that application of the Nyquist criterion should yield a small gain stability condition in terms of the dc-gain of the individual subsystems. In particular, the feedback interconnection is again an asymptotically stable system (with CCW I-O dynamics) provided that the product of dc-gains be strictly less than 1. This simple result, which we prove rigorously below, is very useful in order to study the local behaviour at hyperbolic equilibria of nonlinear smooth systems and to perform bifurcation analysis in a nonlinear set-up. In fact, dc-gains can be easily computed by looking at slopes of input-output steady state characteristics and these, in turn, can be easily obtained even experimentally should a model of the system not be available. It is worth pointing out that, unlike the case of monotone systems (for which an analogous result holds [2] , [3] ), this time the to gain could be arbitrarily larger than the dc-gain. (for monotone systems, instead, I-O static characteristics naturally provide a bound on the gain of the system under arbitrary limited input signals).
However, since the linearization procedure involves taking limits, properties which are defined in terms of possibly nonquadratic supply functions (as strictly counterclockwise input-output dynamics) cannot be preserved, in general, for the behaviour of the linearized system. Typically, only the nonstrict version of the property is preserved under linearization (see [1] , where we also show that in case of quadratic supply rates this problem does not arise). Therefore, though this represents a degenerate situation, we may expect that the Nyquist plot of the linearized system meet the real axis for some positive s, so that the intuitive small-gain theorem informally described in the previous discussion cannot be stated and applied straightforwardly. This justifies some further notations and a technically more involved statement of the main result for this section.
As clarified, linearization may give rise to a nonempty set of critical frequencies, viz. , where is the transfer function of the system evaluated on the imaginary axis. The following Theorem shows that cannot be too large. Thus, exploiting the fact and the identity in (19), the imaginary part of the transfer function from to in (11) can be factored as:
which is a product of two rational functions in , and therefore only admits a finite number of zeroes (since, by the Hurwitzianity assumption, it is not identically zero). This completes the proof of our claim.
Remark V.1: Notice that the BIBO stability cannot be removed from the assumptions in Theorem 4. As a matter of fact any transfer function , with , yields a system with CCW input-output dynamics. However, its Nyquist plot entirely lies on the real axis and gives therefore an infinite set of critical frequencies. The above result is especially useful when combined with the Small Gain Theorem stated below. In fact, in studying asymptotic stability of feedback interconnections of CCW systems, only dc-gains of the individual subsystems matter, unless the two individual subsystems exhibit a nontrivial set of critical frequencies in common (viz. different from ). Due to Theorem 4, however, this "resonance" condition is a very degenerate situation, which only happens for a zero measure set in the space of linear CCW systems. We are now ready to state the main result for this section.
Therorem 5: Consider two asymptotically stable SISO linear systems connected in feedback: (20) and let be the corresponding transfer functions . Assume further that both systems have counter clockwise I-O dynamics (possibly non strictly) and let and be the corresponding sets of critical frequencies. Then, the following hold.
1 . This, in turn, implies , which is a contradiction, since for all . By BIBO stability of the individual subsystems, the Nyquist plot is bounded. Therefore, in order to count the number of times that the point 1 is encircled, it is enough to consider, how many times the Nyquist plot crosses the real axis for , letting vary between to . Of course, the number has to be computed by taking into account whether the axis is crossed from North to South or from South to North, viz. crossings in opposite directions will be counted with opposite signs. Due to CCW dynamics, however, it is easy to see that and is only possible provided that and . However, asymptotically stable CCW systems exhibit at critical frequencies (different from 0), either a maximum or a minimum of their phase response ( , according to whether or ), therefore, the same is true for at points for which the real axis gets touched (with strictly positive real part). Therefore, we may conclude that critical frequencies do not yield any crossing of the real axis, rather will give rise to situations in which the Nyquist plot touches the real axis as varies, but then "bounces back" to the same quadrant it came from. The only possibility is therefore of having exactly one exponentially unstable mode if and only if there is a crossing of the real axis for . This is clearly true if and only if . This completes the proof of point 1. The last argument is actually also a proof of claim 3.
We are only left to investigate the critical case in which there exist imaginary closed-loop poles. We already showed that is a closed-loop pole if and only if , and that this in particular implies . Since, condition is fulfilled, exponential instability cannot hold, therefore, if for some eigenvalue , necessarily we have . This completes the proof of Claim 2.
VI. LYAPUNOV CONDITIONS FOR CCW DYNAMICS In order to apply the theory discussed so far to specific examples it is essential to have criteria which allow to test the property without explicit knowledge of solutions of the system. For the special case of finite-dimensional nonlinear systems of the following form: (22) with , an open subset of a smooth manifold , it is relatively straightforward to provide Lyapunov-like conditions for testing the property. Namely, CCW dynamics are estabilished by looking at the directional derivative of a suitable "energy-like" function that allows evaluation of the area encircled along solutions of the dynamical system. This is entirely analogous to standard passivity theory, and likewise, the chapter of Lyapunov-like conditions for testing the property in the linear and nonlinear case is very rich and deserves a thourough investigation. In this respect, one could appeal to the huge body of results in the passivity literature. Hereby we are interested in showing how simple Lyapunov-like conditions can be used in order to check the property. These conditions will also be the starting point for the global small gain theorem discussed in the next section. The converse question of whether CCW input-output dynamics also entail existence of such Lyapunov function is instead outside the scope of the present paper.
There are essentially two types of conditions which can be used in order to show that a given system has CCW input-output dynamics. One assumes positivity of the storage function, the other does not require lower bounded storage functions but need an additional detectability condition. Before stating the two sufficient conditions we therefore define the following nonlinear detectability notion:
Definition VI.1: Consider the nonlinear system (22). We say that a system enjoys the bounded input-output bounded state property, if for all initial conditions and all inputs , the following implication holds:
for some compact set , where is the corresponding state trajectory and is the output of the system.
Notice that for many examples of interest (for instance in molecular biology), the state space is already bounded to start with, hence, condition (VI.1) trivially holds. We are now ready to state the first sufficient condition:
Proporsition , and boundedness of , the fuction is also bounded. Now, taking integrals of both sides of (23) along trajectories yields (25) Hence, as for some independent of , we obtain:
This completes the proof of the proposition.
Just as a motivating example we show next, how the previous results apply in the case of Hamiltonian systems. Passivity properties of such systems are well-known, however, it might be useful to show how these can be interpreted within the framework of CCW input-output dynamics.
Example VI.4: Let and let be a
function. An Hamiltonian system satisfies the following equations:
As shown for instance in [15] , choosing the Hamiltonian as a Lyapunov function and applying the chain rule yields (27) This is for the case of systems without dissipation (so called loss-less systems). Hence, by Proposition VI.2, system (27) has CCW input-output dynamics with respect to arbitrary input-output signals. Adding dissipation yields instead to a strict CCW hamiltonian system (28) where is positive definite for all . In fact
Thus, by virtue of Proposition VI.2, system (28) has strictly CCW dynamics. In order to see more examples of applications in different fields, see [1] .
VII. A DC-GAIN CONDITION FOR BOUNDEDNESS OF SOLUTIONS
As seen in Section V, dc-gains determine the stability or instability of feedback interconnections of BIBO stable systems with counterclockwise I-O dynamics. Locally this keeps being true also for linearizable nonlinear systems. We are still missing, however, a criterion for boundedness of solutions of feedback interconnections of nonlinear systems. Rather surprisingly, for a broad class of systems, it is again the I-O characteristics shape which determines the property of the closed-loop system. As in the Passivity Theorem, in order to draw conclusions on the internal behaviour of the closed-loop system it is necessary to assume radial unboundedness of the Lyapunov functions involved. (32) is radially unbounded. Then, the closed-loop system only admits bounded solutions (in forward time). Remark VII.1: It is worth pointing out that the previous result, which only provides guarantees for boundedness of solutions, can be used in combination with Corollary IV.5 in order to conclude convergence to equilibria, provided that the dissipation inequalities in (31) be strengthened to strict dissipation inequalities involving some negative margin . Also, we remark that the ultimate boundedness assumption for the iteration of (34) amounts for the case of linear systems to the classical "small-gain" condition . Proof: We prove the result by showing that the function is a suitable Lyapunov function for the closed-loop system. In fact, along solutions of (30) we have (33) where the last inequality follows by virtue of (31).
Interestingly, a sufficient condition for as given in (32) to be radial unbounded can be expressed in terms of the input-output static characteristics of the systems. This condition, can again be interpreted as a small-gain condition in terms of dc-gains.
Theorem 7: Consider the nonlinear systems interconnection in (30). Assume that each system admits a storage function such that (31) holds and for each given , the corresponding storage function is radially unbounded (towards ) with respect to , viz.
Assume that input-state static characteristics are well-defined and let be the corresponding input-output static characteristics. Then, as given in (32) is radially unbounded provided that the discrete iteration (34) , for some , admits ultimately bounded trajectories, viz. there exists , (independent of ) so that for all sufficiently large s. Proof: We need to show that is radially unbounded in provided that the small-gain condition expressed in terms of the discrete iteration (34) holds. The proof is based on the following fact.
Fact: The functions satisfy for all and all the inequality (35) This is easily shown; in fact, for any and any constant input we have, by virtue of (31) and for any By taking the limit for existence of characteristics yields the desired inequality.
We now exploit the condition on the iterates of (34) in order to derive a useful lower-bound for . By inequality (35), we have (36) By repeating the previous argument times, we obtain (37)
The small gain assumption yields that there exists a constant , so that for all and (38) where ( 
where is any input-value in and is a constant such that (such a constant always exists by radial unboundedness). Notice that necessarily (possibly along a subsequence, otherwise also would be bounded), and therefore would be unbounded by virtue of (40), since the function is radially unbounded in . This proves Claim 2.
Consequently, we are left with two cases. 1) (or vice versa) possibly along a subsequence. 2) and , possibly along a subsequence (or both tend to ). Case 1) can be easily ruled out since for any and any . In the previous equation the first two terms in square brackets are (by continuity and exploiting radial unboundedness) bounded from below by constants (independent of ), whereas the last term diverges to . Case 2) can be ruled out exploiting the inequality in (38) and recalling that . This concludes the proof of radial unboundedness for .
VIII. CONCLUSION
We introduced a new input-output notion for general nonlinear dynamical systems. Roughly speaking the property amounts to asking that the area encircled by solutions projected in the input-output plane be non-negative. This has also nice frequency domain interpretations for the case of linear systems. It has been shown how the property relates to passivity and how it can be tested by means of Lyapunov dissipation inequalities for finite dimensional nonlinear systems. Moreover, use of the property in order to carry out convergence analysis in positive feedback interconnections was demostrated. We believe, that this could be helpful in the study of systems biology, for instance dealing with models of chemical reaction networks. Positive feedback loops are in fact an ubiquitous ingredient in such models, where are useful in order to induce multistability or switch-like responses. See, in this respect, [1] .
APPENDIX I FREQUENCY DOMAIN CHARACTERIZATION OF CCW DYNAMICS

A. Proof of Theorem 1
We start by a contradiction argument showing that 1 implies 2 for the case of bounded input-output signals. Assume that for some (clearly , since is a real number). Let and the initial condition be such that be the corresponding steady-state periodic output response, viz.
. Then, computing yields . Therefore, we may take the area integral over a period as follows:
Thus, evaluation of the involved in definition (2) yields:
where the last equality holds because of the previous inequality. This shows that counterclockwise input-output dynamics are violated (for a bounded input-output pair), which completes the proof of the first implication. This completes the proof of the claim. Similarly, in the case of bounded input-output signals, we have where the last strict inequality follows by boundedness of . This completes the proof of the claim.
B. Proof of Theorem 2
The proof of Theorem 2 relies on the following lemma. Lemma A.1: Let be a strictly proper transfer function, with all poles belonging to the left open half-plane. Then, for all implies existence of so that (42) for all . Proof: Since poles do not belong to the imaginary axis is a continuous function; hence, given any compact set , there always exists a sufficiently small so that (42) is satisfied for all . In order to conclude that there exists a for which (42) holds for all 's it is, therefore, enough to check that the condition can be satisfied in a neighborhood of 0 and . Let us look at the neighborhood of 0 first. Clearly . Hence, .
Since is a rational function we have:
for some , where denotes that has a zero of order at 0. This in turn implies and consequently because of the expression derived above. Overall and, therefore, the claim is valid in a neighborhood of 0, (for any ), because for all . We now check the property in a neighborhood of . By strict properness of we have for some positive integer . A simple derivative computation shows that , hence, and . Therefore, the claim is valid (for sufficiently small ) in a neighborhood of since for all . This completes the proof of the Lemma. We are now ready to prove Theorem 2, by exploiting the previous Lemma. Let us first show that 1 2. We already know that for all . We only need to show that the strict inequality holds for . We do the proof by contradiction. Assume that for some we have . Then, we may consider and with chosen in such a way that is also periodic of period . Proceeding as in the proof of Theorem 1 we obtain, , whereas, . Consequently which clearly violates CCW dynamics; hence, the first direction of the implication is proved.
Let us prove the converse implication. We assume that for all . By Lemma A.1, we may generate so that condition (42) holds for all . Then, we compute the area integral along the same lines as in the proof of Theorem 1
Notice that, by boundedness of , strict properness of , and BIBO stability of , is a bounded signal. Therefore, there exists a constant so that for all . Hence, exploiting the fact that we obtain the following inequality:
Therefore, the strict CCW condition is fulfilled, with the supply rate , if and only if
Notice that all the signals involved in (43) admit a Fourier transform, therefore, we may apply Parceval's equality in order to compute the integrals Hence, taking the limit for we obtain the desired inequality by virtue of Lemma A.1. This completes the proof of the converse implication.
The implication is obvious; we show next that . By Lemma A.1, we know that for some , but, by virtue of [8, Th. 2.3] , this is equivalent to strict output passivity of system (11), which in turn implies strict CCW dynamics with respect to arbitrary input-output pairs (with quadratic dissipation rates). This completes the proof of equivalence.
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