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ABSTRACT 
The rings of quantum integrals for generalised Calogero-Moser problems are stud-
ied in the special case when all the parameters are integers. The problem is reduced to 
the description of the rings of polynomials satisfying a certain quasi-invariance prop-
erty (quasi-invariants). The quasi-invariants of dihedral groups are fully described. 
It is shown that they form a free module over invariants generated by m -harmonic 
polynomials. The m -harmonic polynomials for general Coxeter group are introduced 
and investigated. 
For the non-Coxeter generalisations of Calogero-Moser problems related to the 
systems An(m), Cn+1(m, l), the rings of quantum integrals are considered. The 
Poincare series for the quasi-invariants of two-dimensional deformations are computed. 
It is shown that the rings of quasi-invariants are Gorenstein like in the Coxeter case. 
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Chapter 1 
Introduction 
In 1969-1971 Calogero studied [Cl], [C2], [C3] the following quantum-mechanical sys-
tem of n particles on the line. The particles interact pairwise with quadratic and/or 
inversely quadratic potential. The Hamiltonian of the system has the form 
n n 
L = -L'l +""" ( g )2 + """w2(x;- xj)2 • L., x·-x· L., 
i<j t J i<j 
Here g, w E lR are the parameters, and L'l = p8' + ... + p8~ . Calogero found the 
xl xn 
ground state, energy spectrum and characterized the eigenfunctions of the problem. 
Soon after, Sutherland demonstrated [Sl], [S2] that the corresponding trigonometric 
version with 
is also exactly solvable. 
The classical problem has been tackled later in 1975 in the famous paper by 
Maser [M]. Maser presented the dynamics of the system with the Hamiltonian 
(1.1) 
6 
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as well as its trigonometric version, in the Lax form ([L]): 
L = [L,A], 
where L and A are some matrices depending on the phase variables p, q . The traces 
of the powers Lk are integrals of motion. Moser showed that they are in involution 
thus the Liouville integrability of the classical problem was established. The three-
body classical problem was solved much earlier by Jacobi [J] and in 1970 by Marchioro 
[Ma]. The dynamics for system (1.1) have been described explicitly by Olshanetsky 
and Perelomov [OP1]. They showed that the coordinates qi = qi(t) are eigenvalues 
of a certain Hermitian matrix which depends linearly on t . Kazhdan, Kostant and 
Sternberg explained this result using Hamiltonian reduction [KKS]. 
The quantum analogs of the classical integrals of the Calogero-Moser system (1.1) 
and its trigonometric generalisation first appeared in the paper [CMR] by Calogero, 
Marchioro and Ragnisco. Olshanetsky and Perelomov proved that these integrals com-
mute with each other [OP2]. 
In 1977 Olshanetsky and Perelomov introduced integrable generalisations of sys-
tem (1.1) related to an arbitrary Coxeter group [OP2]. The singularities of the poten-
tial for the generalised system are located on hyperplanes which are mirrors for the 
corresponding Coxeter group. The original Calogero-Moser system (1.1) corresponds 
to the An type Coxeter group. 
Recall that the Coxeter system R. consists of the vectors {±a} such that the 
corresponding reflections 
2(a, u) 
s, : u --+ u - ( ) a, 
a, a 
generate a finite group G ( Coxeter group). It is assumed that the set s, , a E R. 
is the set of all hyperplane reflections in G . Also it is supposed that the vectors 
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a, (J E R are non-collinear unless a = ±(J . The quantum Hamiltonian corresponding 
to the system R in the rational case has the form 
L =D._ "' m0 (m0 + l)(a, a). 
L., (a x)2 
aER.+ ' 
(1.2) 
Here R+ is the positive part of R. The parameters m0 define a function on the 
mirrors {(a,x) = 0} which is G -invariant (multiplicity function). Often it is more 
convenient to use the gauged version of this operator C = gLg1 : 
(1.3) 
with g = fl(a,x)m". 
Olshanetsky and Perelomov [OP3] constructed Lax pairs for classical analogs 
of (1.2) related to classical root systems. Universal constructions of Lax pairs for arbi-
trary Coxeter system were obtained by Bordner, Corrigan and Sasaki [BCSl], [BCS2] 
(see also the paper by D'Hoker and Phong [DP]). 
Proof of integrability of trigonometric versions of quantum systems (1.2) for crys-
tallographic Coxeter groups was found by Heckrnan and Opdam in the series of papers 
[HO], [Hl], [01]. 
In 1991 Heckrnan [H2] proved integrability of the quantum problems (1.2), (1.3) 
related to an arbitrary Coxeter system. Heckrnan presented a compact explicit con-
struction for quantum integrals based on the differential--<lifference Dunk! operators [DJ. 
He showed that if one replaces the variable ki with the i - th Dunk! operator V' i into 
an invariant polynomial p(k) E 8°, then the restriction of the resulting differential-
difference operator p(V') to the space of invariant functions is an integral for quantum 
problem (1.2). The Hamiltonian itself corresponds to the polynomial p(k) = k2 • 
Hcckman's theorem may be formulated as follows. Consider differential operators 
Dn having coefficients from the algebra generated by (a, x)-1 , a E R and by con-
CHAPTER 1. INTRODUCTION 9 
stant functions. Denote by D*.m the ring of G -invariant quantum integrals. That 
is 
D~m ={A E DR: [.C,A] = O,g(A) =A for all g E G}. , 
Theorem ( cf [H2]) There exists an isomorphism 'Ym between the ring sa of G-
invariant polynomials and the ring Df?.,m of quantum integrals for Hamiltonian (1.3) 
'V • sa~ Da 
,m· = n,m· 
It turns out that the ring of quantum integrals for generalised Calogero~Moser 
systems (1.2) becomes larger than sa when the parameters of interaction m, are 
integer. This remarkable fact was observed by Chalykh and Veselov in 1990 [CV]. Let 
us call a polynomial q(k) m -quasi-invariant if 
(1.4) 
near the hyperplane (a, k) = 0 for any a E n . The algebra of all m -quasi-invariants 
(or simply quasi-invariants) is denoted by Qm. The name "quasi-invariant" is moti-
vated by the property that when m-+ oo, condition {1.4) becomes 
q(s,(k)) = q(k), 
which means invariance with respect to the hyperplane (a, k) = 0. 
Theorem ([CV]) There exists a homomorphism 
(1.5) 
mappmg Qm into the commutative ring of differential operators containing the 
Calogero~Moser operator .C given by (1.3). 
10 CHAPTER 1. INTRODUCTION 
In Chapter 2 we explain the precise relation between the ring of quasi-invariants 
and the ring of all quantum integrals for the Calogero-Moser systems. 
Theorem (Chapter 2, Th. 2) Let Dm be a maximal commutative ring containing the 
ring Dii.m. Then map (1.5} is an isomorphism between the quasi-invariant ring Qm 
, 
and the ring Dm . 
The rest of the thesis is devoted to the study of the rings Qm . 
In Chapter 3 we present the approach of [FVl] to the description of Qm based on 
the notion of m -harmonic polynomials. In Section 3.1 we review Chevalley's theorems 
on the ring of polynomial invariants sa for geometric action of a Coxeter group G . 
These theorems claim that the ring sa is free, and that the module of all polynomials 
IC[x1 , ••• , Xn] is free over its sub ring sa . The dimension of this module is equal to 
the group order IGI . As the basis of this module one can take so-called harmonic 
polynomials related to the Coxeter group G (see Steinberg [St]). These polynomials 
are defined as the solutions h(x) to the equations 
a 
s( 8)h(x) = 0, 
where s is an arbitrary homogeneous invariant of positive degree. The space of har-
monic polynomials H may be described as follows (see Theorem 5): 
H = {p(8) IT (a, x),p E 1Cf6, ... , ~n]}. 
o:E"R.+ 
In Section 3.2 we introduce following [FVl] the notion of m -harmonic polynomials 
related to the group G , which is a generalisation of harmonic polynomials to the case 
of any non-negative integer multiplicity function m . The space Hm of m -harmonic 
polynomials h is defined as the solution space to the system of equations 
'Ym(a)(h) = 0, (1.6) 
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where 'Ym(O') is the Calogero-Moser quantum integral corresponding to arbitrary ho-
mogeneous invariant 0' of positive degree. 
Theorem (Chapter 3, Th. 7, 9) The solution space Hm to system {1.6} consists of 
quasi-invariant polynomials and has the dimension /G/ . The representation of G on 
Hm is the regular representation. 
In Section 3.3 we study further the space of m -harmonics and the space of quasi-
invariants. Following [FV1] we prove 
Theorem (Chapter 3, Th. 10) The spaces Hm , Qm are invariant under the action 
of quantum integrals Xm(q) for any q E Qm . 
The investigation of the analogs of Chevalley's and Steinberg's theorems for the 
case of quasi-invariants led to the folowing conjectures. 
Conjecture [FV1] The space Hm may be realized as follows 
Hm = Xm(Qm) fi (a,x)2m"+l, 
a ER+ 
where the operators Xm(Qm) are defined by {1.5). 
Conjecture [FV2] The ring Qm is a free module over 8° generated by any basis in 
Hm when multiplicity function m is constant. 
In Chapter 4 we prove (following [FV1]) both conjectures for two-dimensional Coxeter 
groups and constant multiplicity functions. In Section 4.1 it is proved that the ring 
of quasi-invariants is free as a module over invariants. The corresponding basis is 
presented explicitly. In Section 4.2 it is proved that this basis consists of m -harmonic 
polynomials, and the first conjecture is also proved. We should mention that the first 
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conjecture is now proven in the general case by Etingof and Ginzburg [EG]. The 
validity of the second conjecture is still unknown. 
In Chapter 5 we present the generalisation of Chevalley's theorem for the quasi-
invariant rings (Theorem 21) proven by Etingof and Ginzburg. The statement is that 
the ring of quasi-invariants is free as a module over the subring of invariant polynomials 
S 0 . The degrees of the homogeneous polynomials in the basis are same as the degrees 
of the homogeneous basis for the space Hm of m -harmonic polynomials. The Poincare 
polynomial PHm (t) for the space Hm was calculated by Felder and Veselov [FeY], we 
present these formulae in Theorem 8. The Poincanl series PQm (t) for the whole ring 
Qm is equal to 
PHm(t) 
PQm(t) = f17=, (1- td<), 
where di are the degrees of basic invariants (see Corollary 3). 
In Chapter 6 the rings Qm for general dihedral groups and multiplicity functions 
are described. When the multiplicity function is constant the results are reduced to 
the ones obtained in Chapter 4. 
Theorem (Chapter 6, Th. 22, 23) Let G be any dihedral group G = I,(N) , and m 
be an integer multiplicity function. Then the ring Qm as a module over G -invariants 
is freely generated by m -harmonic polynomials. 
The explicit formulae for m -harmonic polynomials q, ... , QzN are obtained. The 
approach is different from that of Chapter 4. Now we use the Etingof-Ginzburg theo-
rem from Chapter 5 and the Felder-Veselov formulae for the degrees of homogeneous 
elements in the basis of Qm . 
Chapter 7 is devoted to studying the rings of quantum integrals for the general-
isations of Calogero-Moser systems to the case when the singularity hyperplanes do 
not form a Coxeter arrangement. As it was discovered in [CFVl], [CFV3] there are 
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non-symmetric integrable generalisations of Calogero-Moser quantum problem. These 
generalisations are related to special deformations A= An(m), Cn+l (m, l) of the root 
systems An and Cn+l . The deformed Calogero-Moser operator has the form (in the 
"radial" gauge) 
eA = L';. - L 2ma 8a, 
aEA (a, x) (1.7) 
where summation is over the set A of vectors in system A . As in the Coxeter case the 
quasi-invariants are defined as those polynomials q(k) which satisfy conditions (1.4) for 
all vectors a from the corresponding system A. According to [CFV3] there exists the 
homomorphism xA mapping the algebra of quasi-invariants QA into the commutative 
algebra of quantum integrals of the generalised Calogero-Moser problem (1.7). 
In the beginning of Chapter 7 we consider operators (1.7) related to An(m) and 
Cn+l (m, 1) when the multiplicities are generic, and not necessarily integer. Following 
[CFV3], we show that such systems are integrable. The ring of integrals is the analog 
of invariant integrals for the deformed case. 
In Section 7.2 we study the rings QA of quasi-invariants for the deformations 
An(m) and Cn+l(m, l) with integer m and l. We introduce certain subrings pA 
of deformed invariants and prove (Theorem 31) that QA are free over pA under 
assumption that the Baker-Akhiezcr function .pA(k, x) satisfies the condition 
(1.8) 
The proof follows the Etingof-Ginzburg scheme presented in Chapter 5. 
We prove the property (1.8) of function .pA for all two-dimensional systems 
A 2 (m) , C2 (m, l) (Propositions 10, 11), and conjecture that this also holds for these 
configurations in arbitrary dimension n . In Section 7.3 we calculate the Poincare series 
for two-dimensional deformations A2 (m) and C2 (m, l) , they turn to be palindromic 
so the corresponding algebras QA turn out to be Gorenstein. 
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Theorem (Chapter 7, Th. 32, 33) The Poincare series for the quasi-invariants QA 
are given by the following formulae: 
1 + t6 + t2m+3 + t2m+5 + t2l+3 + t21+5 + t2(m+1+1) + t2(m+l+4) 
Pc,(m,l) (t) _ ---'---'--------c---=-,---:-:-----'----
- (1-t2)(1-t4 ) • 
In Section 7.4 we present calculation of m -harmonic polynomials for the system 
A2(m). 
In the last chapter we discuss the results of the thesis, some related open problems, 
and the relation of the presented material with other areas. 
Chapter 2 
Quantum integrals of 
Calogero-Moser problems and 
quasi-invariants 
In this chapter we reduce investigation of the quantum integrals for the generalised 
Calogero-Moser systems with integer multiplicity function to investigation of the ring 
of certain polynomials called quasi-invariants. Firstly we define quasi-invariants and 
remind original Chalykh-Veselov construction relating quasi-invariants and quantum 
integrals [CV]. 
Main Definition [CV] For a fixed Coxeter system n, and a set of invariant mul-
tiplicities ma E N, a E n, a polynomial q(k) is said to be m -quasi-invariant 
if for any a E n the normal derivatives {)~q = (a, tJ'q vanish on the hyperplane 
IIa: (a,k) = 0 fors= 1,3,5, ... ,2ma-1: 
a;,qln. = 0. 
15 
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Equivalently, the polynomial q is invariant up to the order 2ma with respect to any 
reflection Sa E G : 
q(sa(k)) = q(k) + 0 ((a, k)2m•) (2.1) 
near the hyperplane (a, k) = 0 for any a ER.. 
We denote by Qm the algebra of all m -quasi-invariants (or simply quasi-invariants 
further). The name "quasi-invariant" is motivated by the the property that when m-+ 
-+ oo condition (2.1) turns to condition 
q(sa(k)) = q(k) 
which means invariance with respect to the hyperplane 11a . If we take two multiplicity 
functions m and m' such that m > m' then the following inclusions hold: 
The key object in Chalykh-Veselov construction is so called Baker-Akhiezer func-
tion 1/J(k, x) , k, x E lR" . For any Coxeter system R. E lR" and invariant multiplicity 
function m there exists a Baker-Akhiezer function (BA function) of the form 
ljJ = P(k,x)e(k,x) (2.2) 
with the following properties: 
• P(k,x) is a polynomial in k E lR" and x E JR" with the highest term 
g(k)g(x) = IT (a,k)m•(a,x)m•. 
o:ER+ 
• 1/J satisfies the quasi-invariance conditions in k -space 
,P(sa(k))- 1/!(k) = o((a, k) 2m•) near (a, k) = 0. 
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It is known that such function does exist, and is unique and symmetric with respect 
to x and k: 
,P(k,x) = ,P(x, k) (2.3) 
(see [CV], [VSC]). As it has been explained in [CV] for any quasi-invariant q E Qm 
there exists a differential operator Xm(q) = Cq(x, t.) such that 
f) 
Cq(x, f)x),P(x, k) = q(k),P(x, k). 
The procedure of finding £q is effective provided the formula for .P is given. For 
q = k2 one gets the (gauged) Calogero-Moser operator 
(2.4) 
therefore the following theorem holds. Denote by Dn the ring of differential operators 
having coefficients from the algebra generated by (a, x)-1 , a E n and by constant 
functions. 
Theorem 1 [CV, VSC] For any Coxeter system n and integer-valued invariant mul-
tiplicity m there exists a homomorphism Xm : Qm -t Dn mapping the algebra of 
quasi-invariants Qm into the commutative algebra of quantum integrals of generalised 
Calogero-Moser problem {2.4}. 
This homomorphism Xm restricted to the invariants 8° coincides with homomor-
phism 'Ym considered by Heckman with general multiplicity function. One can write 
down the following explicit formula for Xm suggested by Berest [B] (for formula for 
'Ym see [H2]): 
(2.5) 
Here £ is the gauged Calogero-Moser operator (2.4), ad eA = CA - A£ , q is the 
operator of multiplication by q, d(q) is degree of polynomial q and the constant 
c(q) = (2d(q)d(q)!)-' . 
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This formula follows from the symmetry of 7/J with respect to x and k . Indeed, 
we have that 
.C(k, !)7/J(x, k) = x27/J(x, k). (2.6) 
Thus 7/J satisfies the so-called bispectral problem in the sense of Duistermaat and 
Griinbaum and one can use the general identity (1.8) from their paper [DG] which 
states that 
(adc)'(q)[7/JJ = (ad,,)'(.C.)[7/JJ. 
For r = degq we arrive at formula (2.5). 
As we have mentioned above the restriction Xm onto the subring of invariants sa 
gives an isomorphism 'Ym between sa and the ring 
D*,m ={A E Dn: [.C, A]= O,g(A) =A for all g E G}. 
of G -invariant quantum integrals of the Calogero-Moser quantum problem in the 
gauge (2.4). The following result shows that the map Xm defined in Theorem 1 is in 
a certain sense the maximal extension of this map. 
Let Dm c Dn be the maximal commutative ring of differential operators which 
contains Dji m as a subring. 
Theorem 2 {FV1} The map Xm is an isomorphism between the ring of m -quasi-
invariants Qm and the ring Dm . 
This theorem follows immediately from the following proposition. Let a 1 = 
k2 , a 2 , ... , an be some free generators of sa , and let .C, = X m (a I) = .C, ... , .Cn = 
Xm(an) be the corresponding invariant integrals of the Calogero-Moser problem. 
Proposition 1 {FV1} Let A be a differential operator commuting with all .Ci, i = 
1, ... , n. Then A= .Cq = Xm(q) for some quasi-invariant q E Qm. 
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Proof First we notice that since A commutes with all C; it preserves their joint 
eigenspace V(k) consisting of the solutions of the system 
(2.7) 
where k E V is a "spectral" parameter. For generic k this space is spanned by 
the Baker-Akhiezer functions ,P(x,g(k)),g E G. Indeed, these functions are linearly 
independent and form the space of dimension IGI . On the other hand, the space of 
locally analytic solutions to system (2.7) has dimension not more than IGI. To see this 
one may use Chevalley theorem claiming that the ring C[x1 , .•• , xn] has dimension 
IGI as a module over invariant subring sa. Then fixing IGI derivatives corresponding 
to a basis of <C[x] over sa of arbitrary solution f at a generic point x0 , the other 
derivatives are defined by system (2.7). 
From the form (2.2) of the function 7/J it follows that not a linear combination of 
7/J(g(k),x) but 7/J itself must be an eigenvector of A: 
A,P(x, k) = a(k),P(x, k) (2.8) 
for some function a(k). As it basically follows from (2.8), a(k) is a rational function. 
Assuming that it has singularity at some hypersurface b(k) = 0 one gets from (2.8) 
that 7/J vanishes at b(k) = 0. Cancelling b(k) in both sides of (2.8) we come to 
contradiction because right-hand side is singular at b(k) = 0, and the left-hand side 
is not. Hence a(k) is polynomial. 
To show that a(k) is a quasi-invariant let us notice that the left-hand side of the 
last formula satisfies the quasi-invariance conditions in k (see the properties of the 
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BA function) and therefore must the right-hand side. Thus we have 
s 
a~(a(k),P(x, k)) =I: c;a~a(k)a~-i,;;(x, k) = o 
i=O 
at (a, k) = 0 for s = 1, 3, ... , 2ma- 1. Since ,P(x, k) satisfies the quasi-invariant 
conditions, to deduce quasi-invariant conditions for a(k) it is enough to show that 
1/J(x, k)i(a,k)=O of. 0. 
If this were the case we would have got from equation (2.6) that ,P is divisible by 
(a, k)2m•+1 . Therefore each homogeneous component of the polynomial P from (2.2) 
would be divisible by (a, k)2mo+l which is not the case as it follows from the paper 
[VSC]. The proposition is proven. 
Theorem 2 allows us to understand the rings of quantum integrals for Calogero-
Moser problems (2.4) as the rings of m -quasi-invariants Qm . The thesis is devoted 
to studying these rings of quasi-invariants Qm . 
Chapter 3 
Quasi-invariants and m-harmonic 
polynomials 
As we already mentioned in the Introduction the rings of quasi-invariants Qm satisfy 
inclusions 
if multiplicity function m is greater than m' . When m -+ oo the ring Qm turns out 
to be the ring of invariants sa . When m = 0 there are no quasi-invariant conditions 
so the ring Qm becomes polynomial ring 
For the polynomial ring IC[x 1 , ••. , Xn] supplied with geometric representation of a 
Coxeter group there are certain nice theorems proven by Chevalley [Chev] and Steinberg 
[St]. Original approach of Veselov and the author [FVl] was to try to generalize these 
results from the case of the polynomial ring IC[x1 , ••. , Xn] to the case m > 0 , i.e. to 
the rings of quasi-invariants. We start the chapter by presenting the classical results of 
Chevalley and Steinberg. Full presentation of these results is contained in Helgason's 
21 
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book [Helg]. 
3.1 Chevalley's theorems. Harmonic polynomials 
related to a Coxeter group 
Let R = {±a} c !Rn be a Coxeter system, let G be the corresponding Coxeter group 
generated by reflections sa , 
2(a,u) 
Sa : U -+ U- ( ) a, 
a, a 
U E 1Rn, 
a E R . Consider the space sa of polynomial functions in !Rn which are invariant 
under the corresponding action of G . The famous Chevalley theorem says that 
Theorem 3 [ Chev] The ring sa of invariants is free, that is, there exists n alge-
braically independent invariants a,, ... , an E Sa such that 
Let us denote by I the ideal generated by the homogeneous invariants of positive de-
gree se: in the ring qx,, ... , Xn] . Consider the factor space IC[x,, ... , Xn]! I. In the 
same remarkable paper [Chev] Chevalley proves that this space is finite dimensional. 
Let PI> ... , PN E C[x1 , ... , xn] be arbitrary homogeneous polynomials such that the 
residue classes of Pi modulo I form a basis in IC[x1 , .. . ,xn]/I. The second cru-
cial Chevalley theorem is saying that the ring IC[x1, ... , Xn] is free as a module over 
invariants sa . 
Theorem 4 [ Chev] Any polynomial p E C[x1 , ••. , Xn] has a unique representation 
in the form 
·---~-·· 
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where polynomials P; are homogeneous polynomials forming a basis in the complement 
to I , and polynomials s; E sa . The dimension N of factor space C[x1 , .•• , xnJI I 
is equal to the number of elements in the group G, 
N=IGI. 
The natural representation of G in C[x1 , ... , Xn]/ I is equivalent to the regular rep-
resentation. 
As a corollary from these freeness theorems one gets the relation between the degrees 
of basic invariants d; = deg cri and Poincare polynomial for C[x1 , ••• , Xn]/ I . Recall 
that for a graded space A the Poincare polynomial Pt(A) is defined as 
where A(') is the subspace in A consisting of the elements of degree i. In our case we 
work with the spaces IC[x1, •.. , x.] and sa where degree is defined as a usual degree 
of polynomial. For the space <C[x1 , ••• , Xnl/ I to define degree for a coset modulo 
I we take a homogeneous polynomial representing this coset, and then the degree is 
equal to the degree of this polynomial (and it is independent of a particular choice of 
representative). Since the polynomial ring is free one has 
By Theorem 3 
n 1 
Pt(Sa) = g (1- td•). 
Then Theorem 4 implies the following 
Corollary 1 The Poincare polynomial for C[x1 , ..• , Xn]/ I is given by 
n 
Pt(IC[x~o ... ,xn]/I) = (1-WniT (1- t"'). 
i;l 
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Chevalley's Theorem 4 states that any polynomial has uniqne representation as a 
linear combination with invariant coefficients of polynomials P; which are independent 
modulo I . These polynomials may be chosen in a variety of different ways. One par-
ticularly nice and natural choice was suggested by Steinberg in [St]. These polynomials 
are called harmonic polynomials related to a Coxeter group G . 
Definition 1 Polynomial h(x) is called harmonic polynomial related to a Coxeter 
group G if for any invariant s(x) E Sf_ the following identity is satisfied 
a,h(x) = 0, 
where differential operator 8, = s(t.) . 
As we shall see the space H of all harmonic polynomials is the complement to the 
ideal I in the ring of polynomials. To see this let us define important scalar product 
on IC[x 1 , .•. , Xn] . For two polynomials p(x ), q(x) E IC[x,, ... , Xn] we define 
(3.1) 
Obviously (·;) is a bilinear form. Let us list a few of its properties. 
Proposition 2 The scalar product (·;) is symmetric, nondegenerate and positive def-
inite. 
Proof For any two monomials x0 = x~ 1 •.. x~n , xf3 = xf1 ••. x~n one gets 
therefore symmetry follows. If a = {3 then 
( a fi) - 1 1 X ,X - O!l····O:n·· 
Since monomials x" form orthogonal basis in IC[x 1 , ... , Xn] and since (x", x") > 0 
the Proposition is completed. 
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Proposition 3 The operator of multiplication by a polynomial q is conjugate to the 
operator of differentiation Oq, i.e. for any p, q, r E IC[x1, ... , Xn] the following identity 
holds 
(p, qr) = (8,p, r). 
Proof follows from the chain of identities 
Now let us consider the orthogonal complement Ij_ to the ideal I. 
Proposition 4 The orthogonal complement I j_ coincides with the space of harmonic 
polynomials 
Proof Let us take some polynomial h(x) E H. Any polynomial q E I has the form 
where q; E IC[x1, ... , Xn] and S; E S~ . We have 
(h,q) = 2)a,,h, q,) = o 
as a,,h = 0 by definition of H. Therefore H c:;; Ij_. Now let us take some polynomial 
q E Ij_. We have (q, r) = 0 for any rE I. In particular, (q, sp) = 0 for any sE S~ 
and any p E IC[x1, ... , xn] . Hence (8,q,p) = 0 for any p E IC[x1, ... , Xn] . Due to 
nondegeneracy of the scalar product it follows that 8,q = 0 and therefore q E H 
hence H 2 I j_ • The Proposition is proved. 
From Proposition 4 and positive definiteness of scalar product it follows that the 
intersection of the space H of harmonic polynomials and the ideal I only con-
sists of zero polynomial. Therefore the space H is a complement to the ideal I 
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in IC[x1 , ... , Xn] and homogeneous basis of H may be taken as free generators for the 
module IC[x 1 , ..• , Xn] over invariants S 0 as it is described in Theorem 4. By Theorem 
4 we also conclude that dim H = IGI and that the representation of the group G on 
the space of harmonic polynomials H is regular. 
Therefore the next question we come to is to describe the space H of harmonic 
polynomials. Here we again follow Steinberg's paper [St]. First of all let us define a 
special harmonic polynomial w(x) known also as Weyl denominator 
w(x) = IJ (a,x). 
o:ER.+ 
It may be characterized by the following property. 
Lemma 1 Polynomial w is anti-invariant with respect to natural G -action. Any 
anti-invariant polynomial is divisible by w . 
Proof If polynomial p(x) is anti-invariant with respect to the reflection Sa then p(x) 
is divisible by (a, x) . Therefore any polynomial which is anti-invariant with respect 
to the action of G is divisble by w . 
Lemma 2 Polynomial w(x) is harmonic. 
Proof Consider o,w for any invariant polynomial s(x) . Since the result is anti-
invariant of degree less than degree of w by Lemma 1 we conclude that o,w = 0 
Weyl polynomial w plays crucial role in the description the space of harmonics 
H. Consider any polynomial q(x) and the result of differentiation 
(3.2) 
The claim is that 1r(q) is also harmonic. Indeed, for any sE S~ one gets 
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because w is harmonic. The fact is that in this way one can obtain all the harmonic 
polynomials. 
Theorem 5 The space H of harmonic polynomials is obtained by the map 1r given 
by (3.2) that is 
H = 8qx]W. 
This theorem would follow from the next one which makes a statement about the 
kernel of 1r. Let q be a polynomial from invariant ideal I. Then 1r(q) = 0. Indeed, 
q should have the form 
where q; E IC[x1, ... , Xn) and S; E S~ . Then 
since 1r(s;) = 8,;(w) = 0. Thus the kernel of 1r contains the ideal I. In fact the 
kernel of 1r coincides with I . 
Theorem 6 A polynomial q E C{x] belongs to the ideal I if and only if 1r(q) = 0. 
Proof We are going to prove the theorem using going down induction on the degree 
of a polynomial q . We may suppose q to be homogeneous, and let us show that if 
deg q > n/G/ then q E I. Firstly we claim that for any p E IC[x1, ... , xn] one has 
pl0 1 E I . Indeed, consider the identity 
IT (p-g(p)) = o (3.3) 
gEG 
which is satisfied as g may be equal to 1. Expanding the brackets in (3.3) and 
taking piGI to one side we are left with the combination of degrees of p with invariant 
coefficients. Therefore pl0 1 E I. Now if q is arbitrary homogeneous polynomial of 
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degree greater than (IGI - l)n then each of its monomials is divisible by xJGI for 
proper i , which belongs to the ideal. Hence q E I . 
Now let us do step of induction. Suppose the statement is true for deg q > m. 
Let us deduce it for degq =m. Consider polynomial qa = q(x)(a,x). We have 
OqaW = a,a.w = 0 and deg(qa) = m+ 1 > m. therefore by induction hypothesis 
qaE I 
qa = Lq,s, (3.4) 
for some invariants s, . Let us apply the reflection operator s, to the above equality 
and subtract equality (3.4). We obtain q + s.(q) E I since q,- s,.(q;) is divisible by 
(a, x) . So q = -s,q( mod I) . Iterating application of the reflections we get 
q = ±g(q)( mod I), 
where the sign is defined by the number of reflections in the decomposition of the 
element g E G . Taking sum over the group G we come to the statement 
q = q'( mod I), 
with anti-invariant polynomial q' . According to Lemma 1 polynomial q' has the 
form 
q* = ws 
where s is invariant. In case deg s > 0 we conclude that q' E I and therefore q E I . 
If deg s = 0 that is s = const we have 
0 = a.w = SOwW = s(w, w) 
hence s = 0 and again q E I . The theorem is proven. 
To deduce Theorem 5 from Theorem 6 one can argue as follows. We should show 
that H C 8qx1 , ••• ,x.]W . Instead let us show that 
( Oqx1 , ... ,x.]W ).L C H .L. 
3.2. M -HARMONIC POLYNOMIALS 29 
Let p belong to (8qx1 , ••• ,xn]w).L. 
(w,piC[XJ, ... ,xnJl = 0. And 
Then (8qx1 , ••• ,xn]W,p) = 0 therefore 
Because of nondegeneracy of the scalar product (·;) it follows that 8vw = 0. Hence 
by Theorem 6 we get p E I . Since I = H .L Theorem 6 is proven. 
3.2 m-harmonic polynomials 
In this Section we introduce the notion of m-harmonic polynomials [FVl] which are 
the generalisation of harmonic polynomials related to a Coxeter group considered in 
the previous Section. 
Consider some free generators o-1, .•• , o-n for the ring of invariants S~ . Let 
.C1, ... , .Cn be the corresponding Calogero-Moser quantum integrals, .Ci = Xm(o-i) . 
Recall that G -invariant operators Ci are determined by formula (2.5) and have the 
form 
.Ci = o-i ( 8) + lower order terms . 
Consider now the space V(k) of the solutions of the following compatible system of 
equations 
(3.5) 
By the solution we mean a function analytic at generic point x E iC" and satisfying 
system (3.5) outside the singularities. We claim that all the solutions V(O) of system 
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(3.5) with k = 0 are polynomials in x , in particular they are analytic everywhere. 
More precisely we have the following 
Theorem 7 [FV1} For any Coxeter group G and G -invariant multiplicity function 
m all the solutions of the system 
(3.6) 
are polynomials. They form the space of dimension JGJ where the natural action of 
G is its regular representation. 
Theorem 7 allows us to give the following 
Definition 2 The solutions to system (3.6) are called m -harmonic polynomials. 
We shall denote the space of m -harmonic polynomials by Hm . Now let us prove 
Theorem 7 following [FVl]. 
Proof To prove the theorem let us consider first the general system (3.5). Heckman 
and Opdam [HO, 02] showed that it is equivalent to a holonomic system of the first 
order of rank JGJ . Components of this system are <P = ( cP;) , rPi = q; (8)1/1 , where q; , 
i = 1, ... , JGI is a basis of harmonic polynomials of G (see [HO]). 
For generic k (more precisely, if f1a(k,a) 'I 0) we can choose the functions 
1/Jo = 1/J(cr(k),x),ll E G, where 1/J is the Baker-Akhiezcr function (2.2) from the 
Introduction, as a basis of the correspondent space V(k). Since BA function is regular 
everywhere as a function of x, the same is true for the solutions of (3.5) if f1a(k, a) 'I 
'I 0. 
To prove that this is true for any k , in particular for k = 0 , one can argue as 
follows. Let us consider the natural complex version of the system (3.5) by assuming 
I 
I 
I 
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simply that x E ye and 1/J takes values in <C • Consider a point x0 such that 
f1a(x, a) of. 0 and fix the solution of (3.5) ,P(k, x; x0 , a), a E <CIGI by fixing the initial 
data in the corresponding holonomic system q,,(x0) = ai . Since the system (3.5) 
(and the corresponding holonomic system) is regular in k everywhere ,P(k, x; xo, a) 
is analytic in k everywhere for any x such that ITa(x, a) oJ 0. By Hartogs theorem 
(see e.g. [Sh]), ,P(k, x; x0 , a) is analytic in k and x everywhere. In particular, 
,P(O, x; x0 , a) is analytic in x at x = 0. Since the system (3.6) is homogeneous, any 
component in the Taylor expansion of this function at x = 0 of a given degree d is as 
well a solution of this system. This proves that all the solutions of (3.6) are polynomial. 
To prove the second statement of the theorem let us notice that a natural action of 
the group G on the space V(k) for a generic k is regular. This immediately follows 
from the formula for a basis 
.Pu(x,k) = ,P(x,a(k)), 0' E G 
in terms of BA function. Indeed, for any T E G 
1f!u(r-1(x), k) = ,P(r-1(x),a(k)) = 1/J(x, (r o a)(k)) = 1/!ru(x, k) 
since 1/J(rx, rk) = 1/!(x, k). For arbitrary k this follows now by standard continuation 
arguments. The Theorem is proved. 
Example The simplest m -harmonic polynomials are the constant polynomial 1 
and so called m -discriminant Wm = f1a(a, x)2ma+1 . For unity this would follow from 
Theorem 10 below, and for Wm it is stated in Lemma 1. This polynomials correspond 
to one-dimensional representations of the group. The representation of G is trivial on 
the space (1) , and one gets the sign representation on the space (wm) , that is, the 
reflections of G transform Wm to -Wm . 
The natural question about m -harmonic polynomials is the question about the 
degrees of these polynomials as well as the degrees where each of irreducible repre-
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sentation occurs. These questions were answered by Felder and Veselov using the 
presentation of Calogero-Moser system (3.5) as a version of Knizhnik-Zamolodchikov 
equation [Fe V]. We are going to present here their formula calculating the Poincare 
polynomial for Hm . 
Let Vj he all the non-isomorphic irreducible representations for the group G . Let 
P1(t) be the Poincare polynomial for the representation Vj in the space Q0 / 10 = 
IC[x1 , ••• , Xn]/ I , where I = I 0 is the ideal in the ring of polynomials generated 
by invariants of positive degree. That is one takes homogeneous representatives for 
IC[x1 , ••• , xn]/ I and considers isotypical components of the representation of G on 
IC[x1 , ••• , xn]/ I isomorphic to Vj . Consider the classes Ca of conjugate elements in 
G and define 
_ 2N.dim V;;;. 
da (Vj) = d" V ' 
Im i 
where Na is a number of conjugate reflections in the class Ca , and 
Vj;;, = {V E j.jlsaV = -V for any Sa E Ca}, 
ma is a multiplicity for reflections s, E C.. The number d;;-(1-j) may be also 
expressed in terms of the Poincare polynomials P1(t) . Namely, the following formula 
takes place (see [FeY]): 
Here Pj®a ( t) is the Poincare polynomial corresponding to the representation j.j ®X a , 
where Xa is the one-dimensional representation of G such that 
{
-1 
Xa(s) = ' 
1, 
ifs E C., 
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Theorem 8 [Fe Vj The Poincare polynomial for the space Hm of m -harmonic poly-
nomials is equal to 
PHm(t) = L(dim Vj)tL:• mod~(V;) Pj(t). (3.7) 
V; 
The term 
appearing in the Theorem is the Poincare polynomial corresponding to a particular 
representation v~m(j) where 11'm is some involution on the space of irreducible repre-
sentations. This involution is identical for all the classical Coxeter groups and for some 
exceptional ones (see (FeV] for details). The Poincare polynomials PHm,j(t) satisfy 
the duality 
where j' is such that the representation Vf• is isomorphic to the representation Vj 
tensor multiplied by the alternating representation, and M = :L(2ma + 1) is equal 
to the degree of the polynomial PHm . Since involution 7rm satisfies the property 
11'm(j)' = 11'm(j') as a corollary one gets that the Poincare polynomial PHm is palin-
dromic (Fe V]: 
3.3 Quasi-invariants and m -harmonic polynomials 
Originally we believed [FV1] that all the classical constructions reviewed in Section 
3.1 would also hold in the case of nontrivial multiplicity function m when instead of 
polynomial ring IC[x] one takes the ring of quasi-invariants, and instead of harmonic 
polynomials related to a Coxeter group one considers the space Hm of m -harmonic 
--- .-----------~-
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polynomials. It turned out that generally it is incorrect. We start by proving some 
facts about the spaces Hm and Qm and then pass to the conjectures presented in 
(FVl]. 
The first relation between the space Hm of m -harmonic polynomials and the 
space Qm of m -quasi-invariants is given by the following 
Theorem 9 (FVl J Any m -harmonic polynomial is m -quasi-invariant: Hm C Qm . 
We will prove actually the following more general statement. 
Proposition 5 Any polynomial p(x) belonging to the kernel of the operator 
C = 6 - 2::::; Zma a" 
aEA (a, x) 
is a quasi-invariant. 
Proof We deduce the quasi-invariance condition (2.1) for polynomial p(x) at the 
hyperplane (a,x) = 0. Choose an orthogonal coordinate system (t,y" ... ,Yn-1) 
such that the first axis is normal to the hyperplane. Then the operator C can be 
represented as 
_ 
2 (2m, 2 ) ~ 2 c- a, + 6y- -t- + tf(t , y) a,+ {;;(gi(t , v)a"" 
where 6y = a;, + ... + a;n_, . The functions f and gi are analytic at t = 0 and 
invariant under reflection t -7 -t with respect to (a,x) = 0 due to invariance of the 
operator C (c.f. (VSC]). For a polynomial p(x) we also have a similar expansion 
degp 
p = 2::::: pi(y)ti. 
i=O 
Substituting this into the equation Cp = 0 we have 
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Considering all possible terms at C 1 in the left-hand side we conclude that P1 = 0. 
Considering now the terms at t we come to 
which implies that p3 = 0 if ma > 1 . Continuing in this way we obtain 
PI = P3 = · · · = P2m0 -l = 0 
or equivalently 
i)~'- 1p(x) [(a,x)=O = 0 for 1 ( S ( m, 
which are the quasi-invariance conditions. Thus the Proposition, and therefore Theo-
rem 9 are proven. 
The next theorem is about the action of quantum integrals on the spaces of quasi-
invariants and m -harmonics. 
Theorem 10 {FV1 J The spaces Qm , Hm are invariant under the action of all the 
operators Cq , q E Qm . 
Proof For the Calogero operator £ (1.2) this can be proven by direct local consider-
ations (c.f. [Chl] where a similar observation has been first made). The fact that the 
same is true for any Cq now follows from Berest's formula (2.5). Invariance of Hm 
follows from the commutativity of the operators Cq for any q E Qm , in particular 
[£.,£,] = 0 
for any q E Qm , s E S 0 . The Theorem follows. 
As we discussed in Section 3.1 in the classical case the space Ho of usual harmonic 
polynomials can be effectively described as the image of the following homomorphism 
1f: 
1r: p-+ p(o)w, 
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where p E IC[x], w = ITa(a, x) . Following the same route we define the map 
by the formula 
where the quasi-invariant 
Wm = TI(a,x)2mo+l 
" 
(3.8) 
(3.9) 
is an m -analogue of the Weyl discriminant, and .Cq = Xm(q) is defined by (2.5). To 
prove that .C.(wm) E Hm we will need the following lemma. Let Am C Qm be the 
subspace of anti-invariants, i.e. the quasi-invariants q satisfying the property 
q(sa(x)) = -q(x) 
for any reflection Sa E G . 
Lemma 3 {c.f. Lemma 1} The subspace of anti-invariants Am is a one-dimensional 
module over 5° generated by Wm . 
Proof It is easy to show that such an anti-invariant is divisible by Wm • Since the 
quotient is G -invariant this implies the lemma. 
Lemma 4 (c.f Lemma 2) The quasi-invariant Wm is m -harmonic. 
Proof Indeed, since all .C; are G -invariant and preserve the space Qm (see theorem 
10 above) the polynomials C;(wm) belong to Am. Since they have degree less than 
the degree of Wm they must be zero. 
Lemma 4 together with Theorem 10 imply 
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Theorem 11 (c.f. Theorem 5} The formula 
defines a linear map from Qm to Hm . 
Let us discuss the properties of the map 1r m . 
Theorem 12 (c.f. Theorem 6} The kernel of 11"m contains the ideal Im in Qm which 
is generated by invariants s~ of positive degree. 
Proof Let us represent any element q E Im as 
q= LQsPs 
s 
where q, E Qm, p, E sa . We have 
s 
since .Cp, ( wm) = 0 due to Lemma 3. The theorem is proven. 
In the preprint [FVl] we have conjectured that the following statements are true 
for any Coxeter group G and multiplicity function m . 
Conjecture 1 [FV1] The kernel of 1fm coincides with the ideal Im . 
Consider the restriction of the map 1fm onto the subspace Hm C Qm. 
Conjecture 2 [FVJ] The linear map 
is an isomorphism. 
Conjecture 3 {FVJ] The ring Qm is a free module over sa generated by any basis 
in Hm. 
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The first Conjecture is the analogue of classical Theorem 6 to the case m # 0 . The 
second Conjecture includes generalisation of classical Theorem 5 stating that the image 
of Qm under Hm is all the space Hm. But the conjecture is actually stronger claiming 
that already the image of Hm would be all the space Hm , and that there is no kernel 
of 7rm inside Hm. Modulo Conjecture 1 this is a conjecture that ImnHm = 0. Using 
algebraic terminology Conjecture 3 implies that Qm is a Cohen-Macauley ring. We 
have conjectured also a stronger version of Conjecture 2, which implied that Qm is 
also Gorenstein. 
Soon after appearance of the preprint [FV1] Etingof and Ginzburg made a sub-
stantial progress in understanding the ring of quasi-invariants and in clarifying the 
situation with formulated conjectures. They have proven the following 
Theorem 13 [EG} The map 1fm : Qm --+ Hm is the map onto Hm . The kernel of 
the map 1fm is the ideal Im, so 1fm is an isomorphism between any complement T 
to Im and Hm. The ring Qm is a free module over 8° where as a basis may be 
chosen a basis in any homogeneous complement T to the ideal Im . 
This theorem shows that Conjecture 1 is indeed true. As to Conjectures 2 and 3, 
they hold only if the space Hm do not intersect the ideal I m but generally they are 
wrong. Etingof and Ginzburg also provided an example when this situation occurs. 
This example is a counterexample to Conjectures 2,3. It is related to the Coxeter 
system B6 with multiplicity equal 0 on the long root e; ± ej , and the multiplicity 
equals 1 on the short roots ei . One can easily check that 
and obviously this polynomial belongs to Im therefore Hm n I m # 0 
The question for which groups and multiplicity functions the space Hm is transver-
sal to the ideal Im in Qm is still open. For the mentioned example the Coxeter 
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system is reduced and isomorphic to the system A¥ with the multiplicities me; = 1 . 
So the quasi-invariants Qf,1 for the system B6 with the multiplicities me;±e; = 0 , 
me; = 1 are same as the quasi-invariants Q~! for the system Af with the multi-
plicities me; = 1 . But we have the quasi-invariants Q~! to be the free module over 
invariants sA! of A¥ generated by m -harmonic polynomials H:! for the system 
6 B ~ A1 . Thus in this case we still can realise quasi-invariants Q1,t ~ Q1 1 as a free 
module over invariants generated by m -harmonics for proper choice of Coxeter sys-
tem. It would be interesting to clarify if such a substitution of Coxeter system under 
consideration would always allow to use proper m -harmonics as a free basis for the 
quasi-invariants of the configuration. We believe that this may well be the case. 
A weaker form of Conjectures 2,3 is given by the additional assumption that the 
multiplicity function m is constant. In this way the Conjectures were modified in 
[FV2]. In the next chapter we prove these statements following [FV2] for all two-
dimensional Coxeter groups. 
Chapter 4 
Quasi-invariants and m-harmonic 
polynomials for the dihedral groups 
with constant multiplicity 
In this chapter we consider group G to be dihedral group h(N) . The multiplicity 
function m is constant. We prove the conjectures formulated in the end of Chapter 
3. We also obtain explicit formulas for the basis of m -harmonics for the module Qm 
over its invariant subring S0 . The presentation follows the preprint [FVl]. 
Recall that we consider the map 
given by the formula 11"m(q) = .c.(wm), where Wm = fi(a, x)2m+l. Then the conjec-
tures have the form 
Conjecture 1 The kernel of 11"m coincides with the ideal Im in Qm generated by the 
homogeneous invariants of G of positive degree. 
Conjecture 2 The map 11"m restricted to Hm is isomorphism. 
40 
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Conjecture 3 The ring Qm is a free module over 8° generated by any basis in Hm . 
4.1 Quasi-invariants as a module over invariants 
Consider the dihedral group G = I 2(N) which is a symmetry group of a regular N-
gon. It is generated by the plane reflections with respect to the lines ai x 1 + a~xz = 
0, a1 = -sin~, a~ = cos~' j = 0, 1, . .. N - 1 . We suppose that the multiplicity 
function m"'; is equal to m E Z;,o for all j = 0, ... , N- 1 . It will be convenient for 
us to use the complex coordinates z = x1 + ixz, z = x 1 - ix2 • The generators of the 
ring of invariants can be chosen as a 1 = zz, a2 = zN + zN . 
We are going first to investigate the ring Qm of m -quasi-invariants. For m = 1 
this ring has been studied in the paper [VKM] where in particular the multiplicative 
generators of Q1 have been found. We will use some observations from that paper to 
describe the ring Qm with general m. 
Let us consider the following 2(N- 1) polynomials: 
(4.1) 
and 
(4.2) 
j = 1, ... , N - 1 , where the coefficients a;, are chosen to satisfy the system of 
equations 
(mN + j)ajo +((m- 2)N + j)a;t + ... + ( -mN + j)a;m = 0 
(mN + j)3a;0 +((m- 2)N + j)3a;1 + ... + (-mN + j)3aim = 0 
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One can easily see that the rank of this system is equal to m so for any j the 
coefficients a1, are defined uniquely up to proportionality. 
Explicitly polynomial q1 can be given as determinant 
of the following matrix 
Z; = 
(mN +j) 
(mN +j)3 
((m- 2)N + j) 
((m- 2)N + j) 3 
(mN + j)2m-1 ((m_ 2)N + j)2m-1 
;;N z(m-l)N+j 
(-mN + j) 
(-mN + j)3 
(-mN + j)2m-1 
(4.3) 
Proposition 6 The polynomials Q;, ii; belong to the space Qm of quasi-invariants. 
Proof Let us introduce the polar coordinates z = rei~ , z = re-i~ . Then from the 
system of equations defining coefficients a1, it obviously follows that iJ~'- 1 q;I,='N' = 
0, iJ~'-'ii;I~=W = 0, k = 0, ... , N- 1, s = 1, ... , m. Now the statement follows 
from the following lemma. 
Lemma 5 For any polynomial p(x, x2) , any vector a = (-sin cpo, cos l"o) and for 
arbitrary m E Z+ the conditions 
iJ2s-1 I O o: P (o:,x)=O = ' s==l, ... ,m 
are satisfied if and only if the following conditions in polar coordinates hold: 
a2s-l 1 0 r.p P r.p=r.po = ' s= l, ... ,m. 
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Now we introduce two more quasi-invariants 
(4.4) 
The last polynomial QN is actually a basic anti-invariant quasi-invariant (proportional 
to Wm ). 
Theorem 14 The ring Qm is a free finitely generated module over its subring sa c 
C Qm of invariant polynomials. One can choose the polynomials q0 , q1, ... , QN-I, 
ift, ... ,iiN-1, QN as a basis of Qm over sa. 
Proof At first let us show that the polynomials q0 , q~, ... , QN-I, ij1, ... , iJN-t, QN do 
generate Qm over sa . To prove this we will use induction on a degree of a polynomial 
q E Qm . If deg q = 0 then q = const = c, thus q = cq0 so we have checked the 
base of induction. Suppose now that deg q = d and q == Azd + Bzd + ziPd-z is an 
arbitrary quasi-inavariant, q f/c sa . We will use further the following two lemmas. 
Lemma 6 Any m -quasi-invariant of degree d ~ mN is actually invariant. 
Proof It is enough to prove the lemma for an arbitrary homogeneous polynomial. Let 
for some a ) 0 . According to lemma 5 the conditions of quasi-invariance in polar 
coordinates are o~'-1 q = 0 for rp = ';!; , 0 ~ k ~ N- 1 . We have 
Collecting the terms in this sum with equal exponents, we get 
N-1 L L (mN- a- 2(j + Nt))2'-laj+Ntei'lf(mN-a-2(j+Nt))k = 
j-:=:0 t~O 
J+Nt~rnN-u 
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N-! I:: eiN(mN-tJ-'lj)k 
j=O 
I:: (mN- CT- 2(j + Nt)) 2s-!aJ+Nt == 0 
t)Q 
J+Nt~mN-.:r 
Now let us consider these conditions for all possible k == 0, 1, ... , N- 1 . We arrive at 
the Vandermonde-type system with different exponents eifi(mN-•-21) , 0 :,; j :,; N -1 . 
Hence, for all j == 0, ... , N- 1 , the following property is satisfied 
I:; (mN- CT- 2(j + Nt)) 2'-1aJ+Nt == 0. 
t;<:o 
i+Nt"mN-u 
(4.6) 
We analyze the conditions ( 4.6) for all possible s, 1 :,; s :,; m . We again have a system 
ofVandermonde type with the exponents (mN -CT-2(j+Nt))2, 0 :( t :( [mN;;;•-q :( 
:( m . Notice that the exponents corresponding to different t may coincide only in 
pairs. The condition for that is 
mN- CT- (j + Nti) == j + Nt2 . (4.7) 
In the case j == CT = 0 the number of equations in ( 4.6) is less than number of 
unknown coefficients aJ+Nt. But after collecting the terms in (4.6) corresponding 
to equal exponents the number of equations becomes not less than the number of 
unknowns. We conclude that all nonzero coefficients aJ+Nt can be divided into pairs 
so that aJ+Nt, - aJ+Nt, = 0 and also the condition ( 4. 7) is satisfied. In terms of 
polynomial q this means that it can be represented in the form 
N-! 
q _ "' "' a. zmN-a-(j+Ntr)z-i+Ntt +a. zmN-(1-(j+Nt2)z-j+Nt2 _ 
- ~ ~ J+Ntl J+Nt2 -
1=0 (t,,t,) 
N-! I:; I:; a;+Nt,(zz)1+Nt,(zN(t,-t,) +zN(t,-t,)), 
J=O (t,,t,) 
where the pairs (t1, t2 ) satisfy (4.7) and also we suppose that t1 > t 2 . Hence poly-
nomial q is an invariant. 
-- ------------------------------------------------------------~ 
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Lemma 7 If q = Azd+Bzd+zzPd-2 is m -quasi-inavariant of degree d = mN+lN, 
1 (; l (; m then A = B . 
Proof We will use the notations and scheme of proof of Lemma 6. Let us consider q 
of the form (4.5), now we have o- = -lN. As above in Lemma 6 the conditions (4.6) 
for j = 0, ... , N- 1 should be satisfied. Let us fix j = 0 , we get 
m+l 
~)(m+ l- 2t)Nj2'-1aNt = 0 
t=O 
or equivalently 
[~] L ((m+ l- 2t)N) 2'- 1(aNt- aN(m+l-t)) = 0. 
t==O 
We have got a system of Vandermonde type with different exponents. For l ;;; m from 
that it follows that aNt = aN(m+l-t) . If t = 0 we get ao = ON(m+l) which completes 
the proof of the Lemma. 
To continue the proof of the theorem let us represent d in the form d = mN + 
jN + k, where 0 (; k < N. We have to consider few different cases. 
a) If k of 0 then q- ..A.qkfzN + zN); - JL.;Jk(zN + zN)j = zzp1 for some polynomial ako ako 
p1 E Qm, where constants ako,iiko are the same as in (4.1), (4.2). Since degp1 = 
d- 2 < d we have done the induction step. 
b) If k = 0, 1 (; j ;;; m, then Lemma 7 states that A = B, hence q- A(zN + 
zN)m+j = zzp2 , where p2 E Qm and it can be represented as a linear combination of 
the polynomials q;, q; with invariant coefficients. 
c) If k = 0, j) m+ 1 then q- A;BqN(ZN +zN)j-m-l- A!8 (zN +zN)m+j = zzp3 , 
where p3 E Qm and one can apply the induction hypothesis. 
Thus we have proved that polynomials q,, q, generate Qm as an S0 -module. 
Now we are going to show that this module is free. 
To see this let us consider arbitrary nontrivial combination of the polynomials q;, q; 
with invariant coefficients. Since the ring of invariants for the dihedral group is the 
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ring freely generated by two polynomials 0'1 = zz and 0'2 = zN + zN , the linear 
combination takes the form 
where for some s, E we have p; 'I 0 . Also we can suppose that p; is not divisible by 
0'2 • Further, we represent polynomials Pi as combinations of monomials in 0'1 , <72 
and let us move monomials containing <71 into right-hand side. We have then that 
is divisible by <71 and some polynomial r; 'I 0 . Consider monomials having degree 
which is equal to s modulo N. If 1 ~ s ( N- 1 then r!(<72)q, + r;(<72)ij, must be 
divisible by zz, which is impossible as r!(<72)q, contains monomial of the form .A1z"' 
and does not contain degrees of z, and r;(<72)ij, contains monomial of the form .A2z"' 
and does not contain degrees of z . If s = 0 or s = N then rb(<72)+r},.(<72)(z<2m+l)N-
z<2m+l)N) must be divisible by zz, which is possible only if rb = r1 = 0 but this is 
not the case. Thus the theorem is proven. 
Corollary 2 The Poincare series for the m -quasi-invariants of dihedral group I2 (N) 
is given by the formula 
1 + 2t(mN+!) + ... + 2t(mN+N-1) + t(2m+l)N 
p(Qm, t) = (1- t2)(1- tN) 
4.2 Proofs of the conjectures 
Now we are going to show that polynomials qi, iji (4.1), (4.2), (4.4) are actually m-
harmonic. This will complete the proof of Conjecture 3. 
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First we rewrite the operator £ in the complex coordinates. The set of vectors 
a for the group !2 (N) has the form a = (-sin \Ok, cos \Ok) , where \Ok = ';!' , k = 
0, ... , N -1. Substituting Bx = Bz + 8,, oy = i(oz- 8,) we get 
The operator £ = £ 1 has a commuting operator £ 2 which is also invariant under 
dihedral group, it is homogeneous of degree N and has the form £ 2 = 8:' + 8;' + 
lower order terms . 
Theorem 15 The polynomials (4.1), (4.2), (4.4) belong to the common kernel of the 
operators £.1 and £2 , that is, they are m -harmonic. 
Proof. From theorem 10 and degree consideration it follows immediately that 
£.1 (qo) = C.2(q0) = 0. As qN is an anti-invariant quasi-invariant of the smallest 
possible degree and due to invariance of the operators £.1,£2 , we have £ 1(qN) = 
£2(qN) = 0. 
We show now that £ 2(q,) = 0, 1 ,; s ,; N- 1. Let £ 2(q,) = r, £ 2(q,) = f,. 
Assume for simplicity that N is odd. Then the two-dimensional space V, =< q, q, > 
is an irreducible representation for the group G = h(N). Since operator £ 2 , being 
invariant, commutes with the action of G, then by Schur lemma the kernel of C.2fv, 
is either V, or 0. In the lastease the space (r, r,) is an irreducible representation 
for G. But since deg r, = deg q, - N < mN the polynomials r, r, should be 
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invariant according to Lemma 6. The contradiction means that .C2/v, = 0, that is, 
.C2(q,) = .C2(iJ,) = 0. 
Now we show that .C1(q,) = .C1(ij,) = 0. Let p, = .C1(q,),p, = .CJ(iJ,). As above 
by Schur lemma either .C1/v, = 0 or .C1/v. is an isomorphism. In the second case 
the representation (p, p,) is isomorphic to irreducible representation v;. It is easy 
to see from the formulas (4.1), (4.2) that among all the representations V,, 1 ( t ( 
( N -1, t # s only VN-s is isomorphic to V,, so that QN-s corresponds to ij,, and 
iJN-s corresponds to q, . This implies that p, = P(!T!, a2)iJN-s , p, = P(!Tb az)QN-s 
for some polynomial P(x, y) . But since 
_ e z- e Z mN+s -N (m-l)N+s -rnN s p,- 4 EizBz- m"' . . (a,oz +as!Z z + .. . +asmZ z ), ( 
N-1 i"''a -i'l'•&) 
L...J -e-zr.p~c z + etrpk z 
k~o 
the degree of p, in z is less than or equal to mN while deg, P(a1, !T2)iJN-s > mN. 
This means that .CJ/v, = 0 so .C1(q,) = .C1(ij,) = 0. When N is even one should 
take into account that VN/Z is reducible but the arguments are essentially the same. 
This completes the proof. 
Theorems 14 and 15 imply that Conjecture 3 is true for any dihedral group and 
constant multiplicity function. Now we prove the first two conjectures. 
The following Lemma is true for any Coxeter group G and multiplicity function 
m. Recall that Wm(x) = ITa(a,x) 2ma+l is m-discriminant. 
Lemma 8 The operator .Cwm applied to m -discriminant is a nonzero constant: 
Proof We introduce 
( 4.8) 
where 7/J(k,x) is the BA function (see Chapter 1). When k--} 0, iiim(k,x) tends 
to Cwm(x) where C is some constant. Indeed, the limit is an entire skew-symmetric 
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function of the homogeneity N = Ea(2ma + 1) since wm(.X-1k, .Xx) = Y1wm(k, x). 
Now 
On the other hand Lwmiiim(k,x)--+ C£wmWm, SO C£wmWm = /G/,P(O,x) but 1/>(0,x) 
is known to be non-zero constant (see [01]). Thus we see that both C and LwmWm 
are non-zero. 
In the dihedral case we consider it turns out to be possible to obtain exact value of 
the constant L:.wm Wm . Although for our considerations it is enough to know that it is 
nonzero we would like to present this calculation here. 
Lemma 9 [FVl} For the dihedral group I2 (N) with multiplicity m the constant 
Lwm Wm is given by the following explicit formula 
2m+l {2m+l)N 
Lwm(wm)-= (2N) 2m+l IT (2j- 2m- 1) IT (d- mN), 
j=l d=l 
dtO(modN) 
where all the roots are normalised such that (a, a) = 2 . 
Remark When m = 0 this formula claims that 
(IT Ba) IT(a,x) = 2N! = 2!N! 
a a 
which is a particular case of the following Macdonald identity: 
(IT Ba) IT(a,x) =IT d;!, 
a a i 
(4.9) 
where d; are the degrees of generators a, of the invariants sa of a Coxeter group 
G and again all (a, a) = 2. 
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Proof of Lemma 9 By formula (2.5) we have Cw = 2M1M1ad';!w. Since M= degw = 
(2m+ 1)N and £(w) = 0 we have that £w(w) = 2M1M1£M(w2). Now let us rewrite 
operator £ in the polar coordinates. We have 
2 1 2 1 Ll. =a, + 2 a"' +-a,. r r 
If a= (cos<p0 ,sin<po) then 
Ba cos<p0 (cos<p8,-~sin<p8"')+sin<p0 (sin<p8,+~cos<p8"') 1 1 ( )a 
-- = =-or-- tan <p-<po <P (a,x) r(cos<p0 cos<p+sin<p0 sin<p) r r2 
and 
£ = Ll. - 2m"" ~ = L..t (a, x) 
2 1 2 1 2mN 2mN a, + 2 a"' + -8, - --8, - - 2- cot N <po"'. r r r r 
Let us notice that £ maps the space Vd of homogeneous functions of degree d to 
vd-2 ' and the restriction of £ onto vd takes the form 
1 £1v• = 2 (d2 - 2mNd +a~- 2mN cotN<po"'). r 
Now we are going to calculate £M w2 . In the polar coordinates we have 
2 _ r(2m+1)2N (sin N 'P j4m+2 
W - 2(N-1)(4m+2) 
and 
Let us introduce new variable r/J = N <p . Also due to commutativity we may order the 
terms in the previous product as follows 
N(4m+2)N (2m+1)N d d 
£M(w2) = z(N-1)(4m+2) IT (4(N)2 - 4m N +a;- 2mcotr/J8.p)X 
d=l 
d~O(modN) 
2m+l IT (4j2 - 4mj +a;- zmcot<Pa.p) sin•m+2 r/J. (4.10) 
j=:l 
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Now direct calculation shows that 
Thus we can simplify (4.10) as 
N(4m+2)N (2m+l)N d d 
z(N-1)(4m+2) IT (4(N) 2 - 4m N +a~- 2mcot</>8q,)c, 
d=l 
d;tO(modN) 
where c = ITJ::':' 2j(2j- 2m- 1). Finally we get 
2m+l (2m+l)N '2m+l 
N 4m+2 IT 2j(2j- 2m- 1) IT d(d- mN) = N 4m+2 IT 2j(2j- 2m -1)x 
j-:::1 d=l 
d;EO(modN) 
M! (2m+I)N 2m+l (2m+l)N 
N 2m+l(2m+ 1)! g (d-mN)=M!(2N)2m+l D(2j-2m-l) g (d-mN) 
d#-O(modN) d;tO(modN) 
Since Cww = 2u1M!£M(w2 ) we have 
(2N)2m+l 2m+l , (2m+l)N 
Cww = 2(2m+l)N IT (2J- 2m- 1) IT (d- mN). j=l d=l 
d~O(modN) 
This proves the lemma. 
Now we are ready to prove Conjecture 1. 
Theorem 16 For any dihedral group I2 (N) 
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where ?Tm is defined by (3.9) and Im is the ideal in Qm generated by basic invariants 
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Proof Let us represent an arbitrary quasi-invariant in the form 
N-1 
Q = SoQo + 2)sjQj + 8ji]j) + SNQN 
j=l 
(4.11) 
where s,, Bj are invariants and qi,fjj are defined by (4.1), (4.2). Suppose that q E 
E K er1r m , that is, .Cq Wm = 0 . Since 
N-1 
Lq = .c,, + L:).c,j.cQj + Ls;Lq;) + .C,N.CQN' 
j=l 
the condition LqWm = 0 is equivalent to LqHWm = 0, where qH E Hm is defined by 
N-1 
qH = so(O)qo + 2:)s,(O)q, + s,(o)q,) + sN(O)qN. 
j=l 
Since q- qH E Im it is sufficient to prove that .Chwm of 0 for any hE Hm. 
It is sufficient to consider only the homogeneous h. If h = const then the state-
ment obviously holds. When h = const · Wm it follows from Lemma 8. Suppose now 
that h = )qqj + >.2iji and .Chwm = 0. Consider 
Formulas (4.1), (4.2) show that 
( 4.12) 
where p is some polynomial in z, z . On the other hand, we should have a general 
representation (4.11) for some invariants s;, 8; 
(4.13) 
In the last expression the sum 2::( s;q; + s;ij;) cannot contain monomials 
z(2m+I)N, z(2m+I)N as s;, 8; are nontrivial polynomials of zz which follows from de-
gree considerations. Suppose that >. 1 of 0, then the left-hand side of (4.13) contains 
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z 2m+l and it does not contain z(Zm+t)N (see (4.12)). Hence sN must be a nonzero 
constant c. Now 
since 2:(s;q; + ii;q;) +so E Im. Due to Lemma 8 CqNWm f 0 so CqN-;Chwm f 
f 0 which contradicts the assumption that Chwm = 0. This implies that ,),1 = 0. 
Similarly, multiplying .Chwm = 0 by £ 11N-; we derive that ,), 2 = 0 which means that 
h = 0 . This proves the theorem and Conjecture 1 in this case. 
Conjecture 2 now simply follows from the previous arguments. Indeed we have 
shown in the proof of the previous theorem that if .Chwm = 0 for some hE Hm then 
h = 0 . This implies the following 
Theorem 17 For any dihedral group the linear map 
is an isomorphism. 
Chapter 5 
Generalisation of Chevalley's 
theorem for quasi-invariants 
In this chapter we present the generalisation of Chevalley theorem to the case of quasi-
invariants. This theorem claims that the ring of quasi-invariants is free as a module over 
invariant subring. As a basis of this module one can take a basis in any homogeneous 
complement to the ideal generated by the invariants of positive degree. The theorem 
is due to Etingof and Ginzburg. We follow their paper [EG] along the chapter. 
The crucial object for the considerations is the Baker-Akhiezer function ,P(k, x) 
already appeared in the first chapter. Recall that 'ljJ is a function of the form 
,P(k,x) = (PN(k,x) + ... + P0(k,x)) e(k,xl, (5.1) 
where P;(k,x) are symmetric polynomials in k,x, the degree of Pi in each set of 
variables k and x is equal to i , and the highest term of 'ljJ is 
PN(k,x) = IT (a,k)m"(a,x)m". 
aE'R+ 
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The function lj! satisfies the quasi-invariance conditions 
,P(sa(k),x) -lj!(k,x) = o((a, k) 2m•) near (a, k) = 0, a En. 
Such a function lj! exists and is unique. Its importance is explained by the following 
Theorem 18 [VSC] For any Coxeter system n and integer-valued invariant multi-
plicity m there exists a homomorphism Xm : Qm ---+ Dn mapping the quasi-invariant 
q(k) to the differential operator C,(x, lxl such that 
t:,,P(k,x) = q(k),P(k,x). 
The following technical statement will be essentially used in further considerations. 
Lemma 10 (see {02}) The value of lj! at zero is nonzero: 
,P(O, 0) = Po # 0. 
Proof Consider the function rp( k, x) which is the average of ,P under the group 
action: 
rp(k, x) = L lj!(k, g(x)). 
gEG 
From the form (5.1) of lj! it follows that rp(k, x) is a nontrivial invariant function. 
Now consider the Taylor series in x for the function <p: 
rp(x) = 'Po(x) + rp,(x) + <pz(x) + ... , (5.2) 
where rp0 consists of nontrivial terms of the lowest degree. We know that for all 
p E 8° the following equation holds 
After averaging we get 
(5.3) 
56 CHAPTER 5. CHEVALLEY'S THEOREM FOR QUASI-INVARIANTS 
Substituting expansion (5.2) into (5.3) and noting that the operator £p is homoge-
neous of negative degree (this follows from formula (2.5) for instance) we conclude 
that 
(5.4) 
Now if we suppose that ,P(O, 0) = P0 = 0 then <po is a non-constant invariant poly-
nomial which is m -harmonic due to equations (5.4). Also we know that 1 is invari-
ant m -harmonic polynomial. By Theorem 7 the representation of G on the space 
Hm of m -harmonic polynomials is regular, therefore the trivial representation occurs 
only once in the space Hm . The contradiction shows that it is impossible to have 
,P(O,O) = 0. 
For our convenience we will assume further that ,P(O, 0) = 1 taking a proper 
multiple of the original function ,V . The next step is to consider the following bilinear 
form (',·) on the space Qm of quasi-invariants. For any p, q E Qm we define 
(5.5) 
This is obviously an m -analogue of the classical scalar product (3.1) on the space of all 
polynomials. It turns out that the defined form is not positive definite to the contrary 
to the classical case m = 0 . Therefore the statement of its non-degeneracy becomes 
nontrivial (compare with Proposition 2). We are going to present the arguments from 
[EG] proving non-degeneracy of (5.5). 
Denote by Qi(k) any homogeneous basis in the space Qm of quasi-invariants. As 
BA function ,P(k, x) satisfies the quasi-invariant conditions, we can write its Taylor 
series in the following form 
00 
,P(k,x) = L q,(k)qi(x), (5.6) 
i=:O 
where q'(x) are some polynomials. Indeed, we may think of (5.6) as of decomposition 
of ,V via the basis q,(k). Then coefficients q'(x) of this decomposition turn out 
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to be the quasi-invariant polynomials as well. Indeed, the function ,P(k, x), being 
symmetric, satisfies the quasi-invariant conditions in x variables as well. Since qi(k) 
is a basis, each polynomial qi(x) must satisfy quasi-invariant conditions. Now for a 
given quasi-invariant q(k) consider the following equations 
We put x = 0 and use ,P(k,O) = 1/1(0,0) = 1. Then we obtain 
Since q1(k) is a basis in Qm, taking q(k) = Q;(k) we get 
Thus for any homogeneous quasi-invariant QJ we found quasi-invariant qi such that 
.Cq;qilx=O = 1. This proves that the bilinear form (·;) is non-degenerate with respect 
to its first argument. In fact (·;) defines a scalar product on the space Qm . 
Theorem 19 [EG] (compare with Propositions 2, 3} 
Bilinear form (5.5} is symmetric and non-degenerate. It may be written in the following 
form 
(5.7) 
The operator of multiplication by q E Qm is conjugate to the differential operator .c •. 
Proof Firstly we prove formula (5.7). For any p, q E Qm we have 
Now the symmetry follows due. to. the symmetry of 1/J : 
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Non-degeneracy of the form (·;) was already established before the formulation of this 
theorem. The last statement follows in the same way as in the classical case m = 0 . 
Namely, for arbitrary three quasi-invariants p, q, rE Qm 
This completes the proof of the theorem. 
To prove the freeness theorem of the module of quasi-invariants over invariant ring 
we will need to work with the space of solutions Hm(k) of the system of equations 
(5.8) 
where <I; are some free generators of the ring sa , and .C; are the corresponding 
Calogero-Moser quantum integrals. Here we think of the solution space as of the 
elements of formal series <C[[x]] satisfying (5.8). We denote by CJm the formal series 
of homogeneous quasi-invariants of increasing degree. The first claim about Hm (k) is 
Lemma 11 {EG] The following inclusion holds 
for any k. 
Proof The following stronger statement takes place. Let power series f(x) satisfy the 
equation 
.Cf = >.j, 
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where £ is the Calogero-Moser operator. Then f(x) satisfies quasi-invariant con-
ditions. This statement can be proven by considering formal expansions at the hy-
perplanes (a, x) = 0 just as the proof of Proposition 5 where the case .\ = 0 was 
considered. 
Further we are going to extend the pairing (·;) from Qm to the pairing between 
Qm and Qm . We do it straightforwardly, for any q E Qm, q E Qm we define 
(q, Q) := Lq(i]) lo, 
where Lq(Ql is taking for homogeneous components of q and then added together, 
therefore the sum is finite. After such an extension the form (·;) remains to be non-
degenerate. Now consider the ideal Im(k) in Qm depending on fixed k which is 
generated by the polynomials p- p(k), where p E S 0 . 
Our next aim is to prove the following statement. 
Theorem 20 ({EG}) The following two dimensions are equal 
(5.9) 
The statement follows from the next two lemmas. 
Lemma 12 (c.f {EG}) The orthogonal complement to the ideal Im(k) in the comple-
tion Qm is the .<alution space Hm(k). 
Proof Firstly we notice that Hm(k) C Im(k)J.. Indeed, for any q E Hm(k) and 
for any s E Im(k) we have .C,(q) = 0 therefore (s, q) = 0. Now let q be some 
element from Im(k)J., so that (Im(k),q) = 0. Then for arbitrary sE S~ we have 
((s- s(k))Qm, q) = 0, hence (Qm, (.C,- s(k))q) = 0. Due to the non-degeneracy of 
(",·) we conclude that (.C,- s(k))q = 0, that is, q E Hm(k). This proves the lemma. 
The next lemma is the following generalisation of the standard finite dimensional 
statement to our settings. 
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Lemma 13 (c.f. [EG]} The space Hm(k) is isomorphic to the dual space 
( Qm/ Im(k) )' . The element h E Hm(k) defines a functional on the factor space by the 
formula 
q + Im(k) ~ (q + Im(k), h) (5.10) 
where q + Im(k) is arbitrary element from Qmf Im(k). 
Proof We have to show that formula (5.10) defines all the possible functionals on 
Qm( Im(k) and that each functional occurs only once. Let us show first the first 
statement. Consider an arbitrary functional 'P on Qmf Im(k) . It also defines the 
functional ip on Qm by the formula 
ip(q) := <p(q + Im(k)), 
in particular iiJ/rm = 0. Then due to non-degeneracy of the pairing (·;) , every 
functional on Qm can be presented as a pairing with the proper element g E Qm . 
Thus, ip(q) = (q,g). As iiJirm(k) = 0, we have (Im(k),g) = 0, hence g E Im(k)J.. 
By Lemma 12 g E Hm(k). Finally, for any q + Im(k) E Qm/Im we have 
<p(q + Im(k)) = ip(q + Im(k)) = (q + Im(k),g), 
with g E Hm(k). 
Now we show that each functional occurs only once. Suppose that an element 
hE Hm(k) defines the trivial functional on the factor space, that is, (Qmf Im(k), h)== 
== 0 . Then for any q E Qm we have 
(q + Im(k), h)= (q, h)= 0, 
therefore h is orthogonal to the whole space Qm . Due to non-degeneracy of the scalar 
product it follows that h = 0 . The lemma is proven. 
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The essential for us consequence of this lemma is Theorem 20 formulated above. 
As we shall see the dimensions in (5.9) are actually finite. We are going to use relation 
(5.9) below to establish that dimQm/Im(k) is constant, i.e. it does not depend on k, 
which would lead to the freeness of the module Qm over its subring S 0 . 
The next lemma claims that there are no formal solutions to system (5.8) when 
k = 0. Therefore the space of formal solutions Hm(D) coincides with the space Hm 
of m -harmonic polynomials. 
Lemma 14 The dimension of the solution space Hm(O) to system (5.8) with k = 0 
is given by 
dimHm(O) = IGI. 
Proof By Theorem 7 we know that there are IGI polynomial solutions to system (5.8). 
Thus we are left to show that there are no additional solutions given by formal series. 
Suppose we have a solution F(x) being a formal series. Then due to homogeneity of 
system (5.8) with k = 0 , every homogeneous component of F is a polynomial solu-
tion. So existing of formal solution F leads to existing of infinitely many polynomial 
solutions which is impossible by Theorem 7. 
The next statement shows that the dimension of Qm/Im(k) is actually the largest 
when k = 0 . This also holds in a more general settings than we consider here. Denote 
the ideal Im(D) as Im . 
Lemma 15 For any k E <C" the inequality 
holds. If q1, ••. , QN is a homo?ieneau·s basis in the complement to the ideal I m then 
the classes Qi = Q; + Im(k) generate Qm/Im(k). 
------
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Proof Consider a homogeneous basis q1, ••• , qN in the complement to the ideal I m • 
For arbitrary q E Qm we have 
where q' E Im and .A; are some constants. Since q' E Im , for q' there is a represen-
tation 
where 0'; E S~ generate I m , and r; E Qm have the degrees less than deg q (here 
we use the homogeneity of q; ). Thus 
q = L A;q; + L O;T;. (5.11) 
For r; we have a similar representation 
(5.12) 
with t; E Im. Next we should write t; as a combination of invariants <11, .•• , <1n and 
substitute (5.12) back to (5.11). Continuing the process we arrive to the presentation 
N 
q = LTiqi, 
i::::l 
(5.13) 
where r; are polynomials in <11, •.• , !Jn • Now, consider relation (5.13) modulo ideal 
lm(k) = (0';- a;(k)). We get 
where the constants c; = r;(<1(k)). Thus we see that q; generate the whole space 
Qm/Im(k), and hence dimQm/Im(k) (N. 
Lemma 16 For generic k E C' the following inequality holds: 
dimHm(k)) IGI. 
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Proof We know \G\ elements from Hm(k). Indeed, the functions 'if!(g(k),x),g E G 
are linearly independent for generic k . 
Theorem 20 and (in)equalities of Lemmas 14, 15, 16 lead us to the following propo-
sition. 
Proposition 7 ( c.f. [EG]) For generic k 
Finally we are ready to prove the freeness theorem due to Etingof and Ginzburg. 
Theorem 21 [EGJ The ring Qm is a free module over subring of invariants sa 
where as a basis may be chosen any homogeneous basis of any homogeneous complement 
T to the ideal Im in Qm . 
Proof Consider a homogeneous basis q1, .. . , qN of the complement T . As we estab-
lished in Lemma 15, every element q E Qm has a representation 
N 
q = 2:= TiQi, 
i=l 
with invariants Ti, and the classes ij; = q, + Im(k) generate the space Qm/Im(k). 
From Proposition 7 it follows that the elements ifi are linearly independent for generic 
k . Now, if the polynomials ql> ... , qN were dependent over sa we would have a 
relation 
2:= s,q, = 0 
with s; E S0 . Hence, taking this relation modulo Im(k) we get 
2:= Ciifi = 0 
where e; = s;(k) . Since generically all c, are nonzero, this contradicts to linear 
independence of ij; . Thus theorem is proven. 
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At the end of the chapter let us show how to calculate the Poincanl series for the 
rings of quasi-invariants. Denote by A(i) the set of homogeneous elements of the 
graded space A of degree i then from Lemma 13 it follows the following 
Proposition 8 The dimensions of the graded components for the spaces Qm/ Im and 
Hm coincide: 
The Poincare polynomial PHm for the space of m -harmonics is calculated in [Fe V]. 
Thus from Theorem 21 we obtain the following important 
Corollary 3 ([EG}, see also [FVl}) The Poincare series for the ring Qm is deter-
mined by the formula 
PQm = f1~=1 (1 - td,), 
where PH m is the Poincare polynomial (3. 7} for the space of m -harmonics, and di 
are the degrees of basic invariants O"i . 
Since Pllm(t) is a palindromic polynomial [FeV], Theorem 21 and Corollary 3 imply 
tbat the algebra Qm is Gorenstein. 
Chapter 6 
Quasi-invariants of dihedral groups: 
the general case 
In this chapter we describe rings of quasi-invariants for general dihedral groups. From 
results by Etingof and Ginzburg presented in the previous chapter we know that the 
rings are free over subrings of invariants. We analyze what can be chosen as possible 
generators for the module of quasi-invariants over invariants. We make a particular 
choice and describe explicitly certain generators. They turn out to be m -harmonic. 
Arguments we use here for the general dihedral case are different from the ones we 
used in the Chapter 4. Now we are strongly based on the results of [EG] which allows 
to reduce calculations. We are able to apply these results effectively because one can 
calculate Poincare polynomial for the space of m -harmonic polynomials. And as it 
was shown by Etingof and Ginzburg [EG] this Poiucare polynomial is equal to Poincare 
polynomial for the space Qm/ I m . 
Poincare polynomial for m -harmonics was calculated by Felder and Veselov [Fe V] 
···-,.----·--
for general Coxeter group. We start the chapter with explicit presentation of this 
polynomial for the dihedral groups. 
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6.1 Poincare polynomial for dihedral groups 
According to Etingof-Ginzburg theorem the algebra of quasi-invariants Qm is free 
over sa , and one can take any homogeneous representatives of Qm/ Im as a basis of 
Qm over sa . The degrees of these generators are defined by the following Felder-
Veselov formulas (Fe V]. The Poincani polynomial for the degrees of reperesentatives 
of Qm/ I m is equal to 
PQm/Im = l:)dim Vj)tL:,m,d;(V;)pj(t). (6.1) 
V; 
In this formula the external sum is carried over all nonisomorphic irreducible represen-
tations of a group G . The internal sum is carried over the classes Ca of conjugate 
elements in G . Polynomial P; is a Poincare polynomial for the representation Vj 
in the space Q0/ Io = C(x1 , ••. , Xnl/ I , where I = 10 is the ideal in the ring of poly-
nomials generated by invariants of positive degree. That is one takes homogeneous 
representatives for C(x1 , ... , Xnl/ I and considers isotypic components of the represen-
tation of G on C(x1 , ... , Xn]/ I isomorphic to Vj . Then 
_ ( . _ 2N,dim V,.:;, 
d. Vj)- d" V: ' lffi j 
where N, is a number of conjugate reflections in the class Ca , and 
V,.:;.= {v E Vjlsav = -v for any Sa E Ca}, 
m, is a multiplicity for reflections sa E Ca . 
For dihedral group I 2 (N) with odd N there are two one-dimensional nonisomor-
phic irreducible representations and N21 two-dimensional ones. All the reflections are 
conjugate and N, = N . Since in the complex coordinates the basic invariants are 
equal to zz, zN + ;zN one can choose generators in factorspace as follows 
"( ·jjJ (1 - N-1 -N-1 N -N) ~ z, z ~ 'z, z, . .. 'z 'z 1 z - z . 
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For one-dimensional representations the piece of sum (6.1) has the form 
where the first term corresponds to the trivial representation vtriv which is realized 
on constants. The second term corresponds to the sign representation V,;gn which is 
realized on the vector zN - zN . We've also used that 
2N*O d;;-(vtriv) = --1- = 0, 
2N * 1 d;;-(V.ign) = - 1- = 2N. 
Consider now two-dimensional representations. Representation VI is realized as 
(zi, .zi) and as (zN-i, ;;N-i) . Then 
Totally we get 
2N* 1 d;;-(Vt) = -
2
- =N. 
Now let us consider even dihedral group I2 (2N) . We have two classes Ca and Cb 
of conjugate reflections each of which consists of N elements. Denote the multiplicities 
of reflections as ma = m and mb = n . As in odd case 
"'[ -jjJ (1 - 2N-1 -2N-1 2N -2N) 
14,_., z, z ~ 'z, z, ... 'z 'z 'z - z . 
At first we analyze one-dimensional representations and calculate the corresponding 
terms in the Poincare polynomial. There are four one-dimensional representations of 
lz(2N) depending on whether each class of reflections Ca, Cb acts as 1 or -1. 
• vtriv = (1) . The corresponding term in (6.1) is equal to 1. 
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• v,ign = (z2N - z2N) , d_;- (V.ign) = di; (V.ign) = 2~'1 = 2N . The contribution to 
Poincare polynomial is tm•2N +m2N * t>N . 
2N * 1 2N• 0 
m.d_;-(V,;gnl) + m;di;(V,;9nt) =m* --1- + n * --1- = 2mN 
which leads to t2mNtN term in (6.1). 
2N •0 2N * 1 
m.d; (Vsign2) + m;di;(V.ign') = m* --1- + n * --1- = 2nN 
which leads to t2•NtN term in (6.1). 
Indeed, representations V,;gnl, V,;9n' are defined by the property that for any s E 
E C0 ,T E C, 
s[v 1 =Id, s[v 2 =-Id, stgn sign 
r[v. , =-Id, r[v. 2 =Id. n9n Mgn 
The dihedral group is generated by two reflections sE C., T E C6 such that (sr)N = 
1 . Also it is generated by s and sr . In our notations we can think of s as a reflection 
with respect to line z = z, and sr would be a rotation by the angle if> = R . Thus 
the following formulas hold 
s : z -+ z, z -t z, (6.2) 
ST : Z -? EZ, 2 --t £2, 
where £ = e' N . Then representation V.ignl is characterized by the property 
s[v =Id r[v =-Id 
signl 1 signt 1 
or equivalently 
s[v 1 =Id, (sr)[v 1 =-Id. fngn stgn 
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Obviously the following action of group elements holds 
and 
Thus V,;gn' = (zN + zN) and if m, = m, mr = n then the contribution of this 
irreducible representation to the Poincan\ polynomial would be tC2m+1)N . Analogously 
V. _ ( N -N) sign2- z - Z since 
and 
the corresponding term in the Poincare polynomial is tC2n+l)N . 
Now let's turn to two-dimensional irreducible representations. Representation v; is 
realized twice in C[z, z]/ I as the space (z', z') and as (z2N-i, z2N-i) , i = 1, ... , N-
1. Thus P;(t) = t' + t2N-i in (6.1). For all the reflections sE Ca, T E Cb one has 
dim v;- = 1, hence d;(Vi) = d;(V.) = 2~' 1 = N and we get term in the Poincare 
polynomial equal to 2t(m+n)N (t' + t2N-i) • Summing up 
N-1 
pQm/Im = 1 + t(m+n+1)2N + t(2m+l)N + t(2n+1)N + 2 L f(m+n)N (t' + f2N-i). (6.3) 
i=l 
6.2 Generators of quasi-invariants 
According to Etingof-Ginzburg theorem [EG] ring Qm is freely generated over invari-
ants S 0 by homogeneous polynomials whose degrees are given by Poincare polynomial 
(6.1). We are going to discuss what are the polynomials that can be taken as generators 
for dihedral groups. 
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As the case of constant multiplicity function is considered in the first chapter we 
shall suppose that our group is even dihedral group I 2(2N) with different multiplici-
ties, for instance m> n. Then the degrees of generators (see (6.3)) satisfy 
(2n+1)N < (m+n)N +i < (2m+1)N < (m+n+ 1)2N, 
where 1 ,;; i,;; 2N -1, i "'N. And we get the following table for number of generators 
of corresponding degree: 
deg: 0 (2n+1)N (m+n)N+i (2m+1)N (m+n+1)2N 
number of. 
generators · 1 1 2 1 1 
Let us introduce the normal vectors a;, i = 0, ... , 2N - 1 to the lines of reflections. 
Namely, o;i =(-sin 21f~,cos 21r~), the multiplicities mi =m for even i and mi = n 
for odd i. Let's define the following four quasi-invariants 
2N-1 
l = 1, q' = (zN + zN)2n+l ~ IT (a;, x)2n+l' 
i=l 
2N-2 
q2 = (zN _ 2 N)2m+l ~IT (a,,x)2m+l, (6.4) 
i=O 
2N-l 
q3 = (zN + zN)2n+l(zN _ zN)2m+l ~ n (a;,X)2m;+l, 
i=O 
where summation in q1 is done for odd indexes i , summation in q2 is for even 
indexes i , and summation in q3 is carried for all i . It's obvious that q0 and q3 
are quasi-invariants. Polynomial q1 is also quasi-invariant. Indeed, conditions on the 
lines (a;, x) = 0 with odd i are obviously satisfied. If i is even then the conditions 
follow from the invariance sa,q1 = q1 . Analogously, q2 E Qm . 
These quasi-invariants·wm·be-apart-o[thebasis for Qm over invariants we are 
constructing. 
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Proposition 9 Quasi-invariants q0 , ••• , q3 defined by (6.4} do not belong to the ideal 
I m generated by homogeneous invariants of positive degree S~'(2N) . 
Proof According to Etingof-Ginzburg theorem the degrees of free generators for 
Qm over invariants are given by the table on page 70. Therefore there are no quasi-
invariants of degree less than deg q1 which arc not invariants. Since q1 is not invariant 
we conclude that q1 <f. Im . Let us show that q2 <f. Im . Let r? be independent 
elements in the complement to Im of degrees (m+ n)N + i, 1 ::::; i::::; ZN- 1, i j N. 
Suppose that Q2 E Im , that is 
(6.5) 
where s0 ,s1 ,si,st are invariants, i.e. they belong to <C[zz,z2N+z2N]. Since degrj'2 j 
j 0 mod N polynomials si'2 are divisible by zz. Let us consider relation (6.5) 
modulo terms divisible by zz . We get 
As obviously seen this equality is impossible. Therefore q2 <f. Im . 
Let us finally show that q3 <f. I m • As above we obtain that the following relation 
must hold 
We obtain -'1 = -'2 = 0 as for any a, b the degrees of monomials in z and in z 
which are obtained from the first two terms of the right hand-side in (6.6) have the 
-···-·-----.. form N * ( odd number ) . And in the left-hand side the result of dividing degree by 
N is 2(m+n+ 1) which is even. Further we conclude that the right-hand side of (6.6) 
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takes the form .\3 (z2Nc + z2Nc) + O(zz) , and the equality (6.6) is impossible. Hence 
q3 rf. I m and the proposition is proved. 
The proved proposition shows that q0 , ••. , q3 may be chosen as a part offree basis 
for Qm over invariants. The rest 2N - 4 polynomials in a basis consists of pairs of 
polynomials of degrees (m+ n)N + i with 1 ~ i ~ 2N- 1, i ;6 N. The next theorem 
shows that these quasi-invariants may be chosen to have more or less simple form. 
Theorem 22 As a free basis for Qm over Slz(2N) one can take quasi-invariants 
q0 , .•• , q3 defined by (6.4) and quasi-invariants q? of the following form 
m+n qf = L asz(m+n-s)N+izNs, ao = 1, 
s=O 
m+n (6.7) 
qj = L bsz(m+n-s)N+izNs, bs = iis 
s:::O 
with 1 ~ i ~ 2N- 1, i ;6 N. 
Proof According to the proposition above we are left to prove that there are quasi-
invariants of the form qf, q[ and that they do not belong to ideal I m . The first part 
is more difficult and we start with it. 
Let r? be some basis in the homogeneous complement to Im of degree (m+ 
n)N + i, 1 ~ i :( 2N- 1, i ;6 N. Let us consider two-dimensional space (rf, rl). As 
it does not intersect Im we may think that 
rf = z<m+n)N+i + O(zz), 
rJ = z(m+n)N+i + O(zz) . 
. More than this, if there exists a pair oi q~-;,;iXnvariants of the form as above then they 
do not belong to ideal Im and altogether with (6.4) they define a free basis for Qm 
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over S 12(2N) . Let us consider the quasi-invariance conditions for the first polynomial 
(m+n)N+i~l 
ri = L asz(m+n)N+i-s zs' ao = 1. 
s::::O 
The lines (aj, x) = 0 , j = 0, ... , ZN- 1 are given by the equations z = Ej z where 
E2N = 1 , and E is a primitive root. The quasi-invariance condition 8~; rl = 0 at 
(aj, x) = 0 <* z = Eiz takes the form 
(m+n)N+i-1 L a,((m + n)N + i- 2s)'E((m+n)N+i-•)i = 0, 
s=O 
or, equivalently, 
(m+n)N+i-1 1 )j ~ a,((m+n)N+i-2s)'C, =0. 
Let t satisfy t :( n < m . Then quasi-invariance conditions are nontrivial for all ZN 
lines j = 0, ... 2N - 1 . The conditions may be rewritten in the form 
where 
2N-l ( 1 )j -
"'""""' Av - -0, L.. ,. 
p=O 
Av= L a,((m+n)N+i-2s)1 
•=v(2N) 
This system of equations is of Vandermonde type. As eP' i e•' if p1 i p2 we conclude 
that 
Av = 0, p = 0, ... , 2N - 1. 
Now let us consider the left quasi-invariance conditions corresponding to n < t :( m . 
These conditions correspond to the lines with even j . We have 
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where j = 0, 2, ... , 2N- 2 . Equivalently, 
where 
BP= ~ a,((m + n)N + i- 2s)', 
>=•p(N) 
and j = 0, 1, ... , N - 1 . This system of equations is again of Vandermonde type. As 
e2P• f e2Pz if p1 # p2 and 0 ,;;; Pi ,;;; N - 1 we conclude that 
Bp = 0, p = 0, ... , N - 1. 
Thus quasi-invariance of the polynomial 
(m+n)N+i-1 
rf = ~ asz(m+n)N+i-szs 
s=O 
is equivalent to the following conditions on its coefficients 
~ a,((m+n)N+i-2s)'=O, p=0,1, ... ,2N-1, l,;;;t,;;;n, 
'"'P(2N) 
~ a,((m+n)N+i-2s)'=O, p=0,1, ... ,N-1, n<t'(m. 
'"'P(N) 
(6.8) 
The last equations are split to the systems of equations for the sets of coefficients {a,} 
with indexes s having same residue after division by N . As we know that there 
exists solution to this system (6.8) with a0 = 1 , we conclude that there exists solution 
where all nonzero coefficients are 
where 6 = 0 if 1 ,;;; i '( N -1 , and o = 1 if N + 1 '( i '( 2N -1 . The corresponding 
quasi-invariant has the form 
m+n+5 
R} = ~ UsNZ(m+n-s)N+izNs (6.9) 
s:::::O 
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whose coefficients satisfy the following system of equations 
L a,N((m + n- 2s)N + i)' = 0, 1 ~ t ~ n, 
O~s~m+»+O 
8=2k 
L a,N((m + n- 2s)N + i)' = 0, 1 ~ t ~ n, 
O~s..;m+11-+.S 
8=2k+t 
m+n+O L a,N((m+n-2s)N+i)'=O, n<t,:;m. 
s=O 
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(6.10) 
Since the quasi-invariance conditions are real we conclude that complex conjugate to a 
quasi-invariant would also be a quasi-invariant. Therefore there exist quasi-invariants 
m+n+5 Ri = Rj = L bsNz(m+n-s)N+izNs 
s:::O 
with b,N = a,N . For i ,:; N - 1 we have r5 = 0 and we may define q,' = Ri . Then 
q,' have a form required by the statement of theorem. For i ) N + 1 the last nonzero 
coefficient in Rf is a(m+n+l)N . Let us show that one can make a(m+n+l)N = 0 . For 
that consider quasi-invariant 
We have 
Therefore 
1 R' ( -)i-NR2 qi = i - U(m+n+l)N zz 2N-i· 
m+n 
( -)i-NR2 _ ( -)i-N ~ b -(m+n-s)N+2N-i Ns _ ZZ 2N-i- ZZ LJ 8 NZ Z -
s=O 
m+n m+n 
~ b z-(m+n-s+l)NZNs+i-N _ '"""'b z(m+n-S)N+i-N -NS+N L..J sN - L_; (m+n-S)N Z · 
s=O S:::O 
m+n+I 
ql _ z(m+n)N+i + ~ z(m+n-s)N+iz-N'(a _a b ) i - L..t sN (m+n+l)N m+n-s+l 
s=l 
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and the last term in the sum above is equal to zero since bo = 1 . Thus q;' for i ;;, 
;;, N + 1 also have a form required in the theorem. Taking complex conjugates we 
get quasi-invariants of the form 
m+n q; = L bsz(m+n-s)N+izNs' bs =lis. 
s=O 
Finally we have to show that constructed quasi-invariants do not belong to ideal 
I m , more exactly that (q,1 , qf) n I m = 0 . If the intersection is not trivial then we 
would have that 
and 
for some constants )q, .X2 . Now, in the right-hand side we should have p(z, z) as a 
linear combination of basis vectors for the complement to I m multiplied by polynomial 
coefficients in zz and z2N + z2N . The degrees of basis vectors are given in the table 
on page 70. We see that there are no basis vectors whose degree would be less than 
(m+ n)N + i but equal to (m+ n)N + i modulo 2N. Therefore p(z, z) must be 
divisible by zz, hence 
,X 1z(m+n)N+i + .X2z(m+n)N+i is divisible by zz 
which is possible only if .X1 = .X2 = 0 . Thus the theorem is proven. 
Let us show that the basis for Qm just considered in the theorem is actually m-
harmonic. Let us denote the quantum integrals corresponding to the invariants zz 
and z2N + z2N as .C1 and .C2 respectively. Same as in the case of equal multiplicities 
considered in the first chapter one gets the following formula 
(6.11) 
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where 'Pk = ;~ . As to operator 1:.2 it has the form 
f:.2 = a;N + aiN + lower order terms. 
Theorem 23 Polynomials (6.4), (6.7) are m -harmonic, that is, the following iden-
tities hold 
1 . .C,(q') = C.2(q') = 0, 0(s(3. 
1 ,;; i,;; 2N- 1, i i= N, s = 1, 2. 
Proof Let us first establish that polynomials q' are m -harmonic. We have .C1(1) = 
1:.2 (1) = 0 as deg 1:.;(1) < 0 but on the other hand C,(Qm) C Qm, i.e. the image is 
polynomial. Further let us prove that quasi-invariant q3 is m -harmonic. Notice that 
2N-1 
l = c IT (a;, x)2m;+l 
i=O 
is characterized by the property that it is anti-invariant quasi-invariant for the group 
I2(2N) of minimal possible degree. Since operators £ 1, .C2 are I2(2N) -invariant and 
since their degrees are negative we get that 
Quasi-invariants q1 , q2 are anti-invariant quasi-invariant of minimal possible degree 
with respect to subgroups I2(N) C I2(2N) corresponding to two different orbits of 
mirrors of I 2 (2N) . Since £ 1 , 1:.2 are invariants with respect to these subgroups we 
get the rest equalities of the first statement of the theorem, namely 
Let us now prove the second part. Consider two-dimensional space V = ( q;', ql) gener-
ated by polynomials q,1, q[ . Let us introduce two-dimensional spaces U, W generated 
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by the image of V under the action of operators C~o £2 , namely 
As operators £ 1,£2 are invariant with respect to I2 (2N) action, they are intertwining 
operators between representations V and U , and between V and W correspond-
ingly. According to Schur lemma either these operators are zero operators or one or 
two of them is scalar operator. the first case corresponds to the conditions 2 in the 
statement of the theorem. in the second case corresponding representation U (or W ) 
is isomorphic to representation V . 
Representation V is two-dimensional irreducible representation. In the basis q[, qf 
generating matrices s and sr (see (6.2)) take the form 
(6.12) 
For Vq E W one has deg q = (m+ n)N + i- 2N < (m+ n)N. Since Qm is freely 
generated by q', qJ'" over sa two-dimensional irreducible representations in Qm are 
met in the degrees more or equal to 
min(degqJ•2 ) =(m+ n)N + 1. 
' 
Hence W = 0. Let us show that also U = 0. Notice that as it follows from (6.12) 
among representations V; = (ql, qf) each irreducible two-dimensional representation 
of I2(2N) is met twice. Namely, V;~ V2N-i, and under this isomorphism 
2 ' I qi --7 -"q2N-i· 
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If 1 ~ i ~ N - 1 then representation V; does not occur in the space Qm in the 
degrees less than i . Therefore 
We are left to consider the case N + 1 ~ i ~ 2N - 1 . Generally speaking we have 
C,(qi) = pqiN-i> 
where p E S 12 (2N) • Let us show that it must be p = 0 . Recall that 
m+n ql = 2: asz(m+n-s)N+izNs, 
s=O 
m+n 
q~N-i = 2: b
8
z(m+n-s)N+2N-izNs_ 
s=O 
Notice that the degree of qf with respect to variable 2 is equal to (m+n)N. Because 
of the form (6.11) of operator £ 1 we get 
On the other hand if p # 0 we obtain 
deg,(pq~N-i) ) deg, q~N-i = (m+ n)N + 2N- i > (m+ n)N. 
The contradiction shows that p = 0 and therefore polynomials qf, q[ are m -
harmonic. The theorem is proven. 
Corollary 4 Quasi-invariants qf, qf of the form (6.7) are uniquely defined. 
Indeed, the linear space of m -harmonics is defined uniquely (see [FV1]). The space H; 
of m -harmonics of degree (m+n)N +i is two-dimensional. Therefore quasi-invariants 
qf, qf are uniquely characterized as m -harmonics of the form 
z(m+n)N+i + O(zz), z(m+n)N+i + O(zz) 
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correspondingly. 
Finally let us present explicit determinant formulas for quasi-invariants q} , q[. 
Let us introduce (seep. 81) (m+n+ 1) x (m+n+ 1) matrix A= A(i) and (m+n) x 
x (m+ n + 1) matrix B ((seep. 82)) which is obtained from A by omitting the 
first row. 
-- ------------------------------------------------------
zN z(m+n-l)N+i z2N z(m+n-2)N+i 
{m+n)N +i 0 (m+n- 4-)N +i 
((m+ n)N + i)' 0 ((m+n-4)N+i)' 
.,, .. ,, ...... ,,,,, ,,,,, ,, ,, , .,,,, ., , .,, ,, ,, ,, ,, .. ,, ,,,, ,, , z(m+n)N zi 
0 
0 
(m+n-B)N+i 
((m+n-B)N+i)' 
0 
0 
. . . . . ' . ' . . . ' . . . . ' . . . . . . . . . . ' ' . . ' ' ' . . ' . . . ' . . . . . . . . . . . . . . . . . . . ' ' . . . ' . . . . . . . . . . . . . ' . . . ' . . . . . . . . . . . . . . . . ' . . . ' . . . . . . ' . . . ' . . . . . . . ' . . ' ' . . . ' . . . ' ' ' . ' . ' ' . . 
((m+ n)N + i)n 0 
0 (m+ n- 2)N + i 
0 ((m+n-2)N+i)2 
0 ((m+n-2)N+i)' 
((m+n-4)N+i)• 
0 
0 
0 
(m+n-6)N+i 
((m+ n- 6)N + i) 2 
((m+n- B)N H)• 0 '" 
0 
0 
' ' . . . ' . . . ' . . . ' . . . ' . . . . . ' ' ' . . ' ' . . . ' . . . . . . ' ' . ' ' ' . ' . . . ' ' ' ' ' . . . . ' . . . . . . . ' . . . ' . . . . . . . ' . . . . . . . 
0 ((m +n -6)N +i)' 0 
((m+ n)N + i)n+t ((m+ n- 2)N + i)n+t ((m+ n- 4)N + i)n+t ((m+ n- 6)N + i)n+t ((m+ n- 8)N + i)n+t 
' . . . . ' ' . . . . . . . . ' . . ' . . . . ' . . . . ' . . . ' . . . ' . . . . ' . ' ' . . ' ' ' . . ' ' . . . ' . . ' . . . . ' . . ' ' . . . . . . . ' ' . . . . . . ' . . . ' . . . ' . . . ' . . . ' ' . . ' . . . . . . . . . . ' ' . . . ' . . . . . . . ' . . . . . . . ' . . . . . . . 
((m+ n)N + i)m ((m+n-2)N+i)m ((m+n-4)N+i)m ((m+ n- 6)N +i)m ((m+n-B)N+i)m 
B= 
(m+n)N+i 
((m+ n)N + i) 2 
0 
0 
(m+n-4)N+i 
((m+n-4)N+i)2 
0 (m+n~B)N+i 0 
0 ((m+n-8)N+i)2 0 
,, ..... ,,,,,,,,,,,,,,,,,,,,,,,,, ..... ,,,,,,,,,, ........................................................ ,,,,,,,,,,,, .......... ,,,,,, 
((m+ n)N + i)" 0 ((m+n-4)N+i)" 0 ((m+n-8)N+i)" 0 ... 
0 (m+n-2)N+i 0 (m+n-6)N+i 0 
0 ((m+ n- 2)N + i) 2 0 ((m+n-6)N+i)2 0 
, ...... ,,,,,,,,,, ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,.,,,,,,,,,,,,,,,,, ...................................................... . 
0 ((m+n-2)N+i)" 0 ((m+n-6)N+i)" 0 
((m+ n)N + i)n+t ((m+ n- 2)N + i)n+I ((m+ n- 4)N + i)n+t ({m+ n- 6)N + i)n+I ((m+ n- 8)N + i)n+t 
··································································································································· 
((m+ n)N + i)m ((m+ n- 2)N +i)m ((m+n-4)N+i)m ((m+n-6)N+i)m ((m+n-8)N+i)m 
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Theorem 24 For generators q/, ql(1 ,;; i ,;; 2N - 1, i i' N) the following formulas 
hold 
qj = cdetA, 2 -qi = cdetA, 
where c = det 8 1 , and the matrix B1 is obtained from B by deleting the first column. 
Proof Firstly let us show that det B1 # 0 . During the proof of theorem 22 we 
showed (see formulas (6.9), (6.10)) that quasi-invariance equations on the coefficients 
of polynomial 
have the form 
m+n 
qf = L asz(m+n-s)N+izNs, ao = 1 
s=:O 
L a,((m+n-2s)N+i)'=O, 1 ~t,;;n, 
0~8::fm+n 
8=211: 
L a,((m+n-2s)N +i)' = 0, 1 ~ t ~ n, 
O::fs..;;;m+n 
8"'=2k+l 
m+n 
l:a,((m+n- 2s)N +i)' =0, n < t ~m. 
s=:O 
(6.13) 
We know by theorem 22 that this system has a solution. Condition det 8 1 # 0 is 
equivalent to the statement that system (6.13) has a unique solution since the matrix 
of this linear system is exactly 8 1 • But solution is unique according to Corollary 4. 
To prove the theorem we need to show that 
(- )k+l det Bk _ 1 d B - ak-J, et · 1 (6.14) 
where the matrix Bk is obtained from B by deleting the k th column. According to 
Kramer rule solution a1, ••• , am+n to linear system (6.13) is given by formulas 
detBk 
ak-1=-d B, 
et 1 
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where Bk is matrix B where first column is omitted and instead of k th column 
it is written the first column with minus sign. Changing sign for this column and 
interchanging it to the first place we get 
thus (6.14) is satisfied. Theorem is proven. 
Chapter 7 
N on-Coxeter generalisations of 
Calogero-Moser systems 
So far we have been discussing the quantum integrable problems related to Coxeter 
groups. It turns out that there are integrable generalisations of quantum Calogero-
Moser systems corresponding to some non-Coxeter configurations of the hyperplanes. 
The Hamiltonians again have the form 
(7.1) 
but now the set A of vectors a is not necessarily a Coxeter configuration. The 
examples of such systems have been found by Chalykh, Veselov and the author in 
[CFVl], and studied in [CFV2], [CFV3]. These systems A= {a,ma} like in the 
Coxeter case are integrable for general multiplicities ma E IC . When the multiplicities 
ma are integer the ring of quantum integrals becomes wider. In this chapter we are 
going to discuss the structure of these rings for two main series of examples. We start 
with defining these non-Coxeter configurations (see [CFV3]). 
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7.1 Integrable deformations An(m) and Cn+1(m, l) 
The first system is the system An(m) consisting of the vectors e; -e; with multiplicity 
m , where 1 ,;;; i < j ,;;; n , and the vectors e, - vmen+l with multiplicity 1. The 
corresponding generalized Calogero-Moser operator has the form 
n 2m n 2 
£ = LA.(m) = .6.- L (8,- 8;)- L Vm (8,- Vm8n+!)· (7.2) 
i<J Xi - Xj i=l Xi - mxn+I 
When m=l the system turns out to be the Coxeter system An with multiplicity 1, 
thus we may think of An (m) as of the deformation of the classical system An . 
The second series of examples is the system A = Cn+! (m, l) consisting of the 
following vectors 
ei ±ei 
2e, 
2Vken+! 
with multiplicity k 
with multiplicity m 
with multiplicity l 
e, ± v'ken+l with multiplicity 1 
where l and m are parameters, k = 2;;':,' , 1 :;;; i < j :;;; n . In the case of C,( m, l) 
system there are no vectors of e, ± e; type, and the parameters m, l can be arbitrary. 
For n > 1 the corresponding Calogero-Moser operator has the form: 
..;:..., 4k(x,8;- x;O;) Ln 2m8; 
= .C.n+l - L_. 2 2 - -- -
X· -X· X· i<j t J i=l t 
(7.3) 
where k = 2;;':,' . In the case l = m the system Cn+1(m, l) coincides with the 
classical root system Cn+J (or Dn+J for l =m= 0 ). 
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Remark In the papers [CFV1-3] the potential normalization for the Calogero-Moser 
operators (7.1) has been chosen. That is, there were considered the gauged operators 
L = g- 1 £g with g = TinEA+ (a, x )m" , and these operators have the Schroedinger form 
L=~- L mn(mn+1)(a,a) 
A 
(a,x) 2 · 
nE + 
(7.4) 
The fact that the operators (7.4) and (7.1) are conjugated by g is due to the following 
identity which is valid for the systems An(m) and Cn+J(m,l): 
(7.5) 
Operators (7.4), (7.1) related to the deformations An(m) and Cntl (m, I) turn out to 
be integrable. Consider the following series of polynomials 
k' k' ks s-2 k' Ps = 1 + 2 + · · · + n +m 2 n+l' (7.6) 
where s = 1, 2, ... 
Theorem 25 {CFV3} For any s E N there exists differential operator L, with the 
highest term p,(8) given by {7.6} such that [L, L,] = 0, t E N. The operator £ 2 
coincides with the Ca/ogero-Moser operator {7.4) related to the system An(m) . 
Thus we have a commutative ring generated by the polynomials p, of quantum inte-
grals for our system. This ring may be viewed as a deformation of the invariant ring 
generated by a, = kf + ... + k~+l to the case m oJ 1 . 
To state the Liouville integrability for the system Cn+J(m, /) consider the polyno-
mials 
k2s + k2' + + k2' + •-lk2' qs = 1 2 • • • n r n+U (7.7) 
where r = 2m±l and s 1 2 2!+1 ' = ' ' ... 
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Theorem 26 [CFV3} For Vs E N there exists differential operator L, with the high-
est term q,(a) given by {7. 7) such that [L, L1] = 0, t E N. The operator L2 
coincides with the Calogero-Moser operator (7.4) related to the system Cn+1(m, I). 
Thus we have a commutative ring generated by the polynomials q, of quantum in-
tegrals for the quantum system related to the configuration Cn+l (m, l) . This ring 
may be viewed as a deformation of the invariant ring for the Coxeter group Cn+!(m,l) 
which is generated by CJ, = kf' + ... + k;+, . 
7.2 Quasi-invariants for the deformations 
As in the Coxeter case, the ring of integrals becomes wider when the parameters of 
the systems become integer. For the system An(m) we shall suppose from now that 
m E N, and for the system Cn+!(m, I) it should be m, l, k = 227.N E N. This 
wider ring may be seen within the construction involving the Baker-Akhiezer function 
analogously to the Coxeter case. In more details, one can show (see [CFV3]) that 
for both systems A = An(m) and A = Cn+! (m, 1) there exists the Baker-Akhiezer 
functions ,P(k,x)A of the form 
,pA(k, x) = (PN(k, x) + ... + Po(k, x)) e<k.x), (7.8) 
where P;(k, x) are symmetric polynomials in k, x, the degree of P; in each set of 
variables k and x is equal to i , and the highest term of ,pA is 
PN(k,x) = IT (a,kr•(a,x)m". 
a EA+ 
The function .pA satisfies the quasi-invariance conditions 
.pA(sa(k),x) -1/JA(k,x) = o((a,k) 2m") near (a,k) = 0, a EA. 
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Such a function ,pA exists only for very special class of configurations A = {a, ma} 
such as Coxeter systems with invariant integer multiplicities, the configurations 
An(m), Cn+J(m,l). If the Baker-Akhiezer function exists, it is unique. The notion 
of the quasi-invariants is generalized to the deformed systems straightforwardly. For 
any system A consisting of the set A of vectors a and multiplicities ma following 
[VSC] we give the following 
Definition The polynomial q is called quasi-invariant for the system A = 
{(a, m"')[ a E A} if for all a E A the normal derivatives 8~q = (a, lk)'q vanish 
on the hyperplane IT" : (a, k) = 0 for s = 1, 3, 5, ... , 2m"'- 1 : 
Equivalently, the polynomial q is invariant up to order 2ma with respect to the re-
flections Sa around the hyperplanes IT" : 
q(sa(k)) = q(k) + o ((a, k?m•) (7.9) 
near the hyperplane (a, k) = 0 for any a EA. 
We denote the ring of quasi-invariants by QA . We note that the terminology is slightly 
abusing. The group generated by the reflections sa is not a finite group any more, 
and generally there are no polynomials invariant with respect to all the reflections Sa 
except those that are expressed via k2 . But there are quasi-invariant polynomials 
which are invariant up to certain order at each hyperplane IT" . 
The examples of such polynomials for the systems A = An (m), Cn+l (m, l) are 
polynomials (7.6), (7.7) correspondingly. For the polynomials p, the quasi-invariant 
conditions on the hyperplanes ki = k; hold due to the symmetry of p, with respect 
to the hyperplanes. To check the quasi-invariance with respect to the hyperplane 
ki = vmkn+l we compute 
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if k, = mhn+l . The quasi-invariance of q8 can be checked analogously. 
Having the Baker-Akhiezer function existing to a configuration, one can apply the 
following general theorem due to Chalykh, Styrkas and Veselov. 
Theorem 27 [VSC] If a system A = {a, m,} admits the Baker-Akhiezer function 
,pA(k, x), then there is a homomorphism x: QA--+ DA mapping the quasi-invariant 
q(k) to the differential operator c.(x, !,) such that 
under this homomorphism the quasi-invariant k2 is mapped to the generalised 
Calogero-M os er operator 
"' 2m"' c =D.- L..J -( -) 8,. 
A a,x <>E + 
Since for the systems A,(m), C,+I(m, I) the Baker-Akhiezer function .pAn(m), 
,pc•+l(m,l) exist, for both systems there are homomorphisms mapping quasi-invariant 
rings QAn(m) , QCn+t(m,l) to the commutative rings containing operators (7.2) and 
(7.3) correspondingly. 
The rest of the chapter is devoted to the study of the rings QA.(m) , QCn+r(m,l) . We 
guess that these rings are freely generated as the modules over their "deformed invari-
ant" subrings considered in the Section 7.1. We will prove this only for two-dimensional 
cases but we will reduce the statement in general case to some probably simpler ones. 
Basically we follow the Etingof-Ginzburg scheme which allowed to establish such a 
result for the Coxeter configurations, see Chapter 5. 
A very essential fact for the considerations in Section 5 was Lemma 10 claiming 
that the value of the Baker-Akhiezer function at zero is nonzero. The arguments 
proving this in Chapter 5 as well as in the original Opdam's paper [02] essentially 
use the existence of the Coxeter group behind the configuration. Unfortunately we 
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do not know how to prove such a result for the deformations. We formulate this as a 
conjecture. 
Conjecture For the systems A,.(m),Cn+!(m,l) the Baker-Akhiezer functions satisfy 
Although we cannot prove the conjecture in general we are able to show that it is correct 
for the two-dimensional deformations. This should be considered as a justification for 
the conjecture, also this will allow us to present the full proof of free generating of the 
quasi-invariants for the two-dimensional cases. 
Proposition 10 The Baker-Akhiezer function for the system A2 (m) satisfies the 
condition 
Proof We are going to use some results from the paper [CFV2]. In that paper the 
potential normalization was considered, that is, operator (7.2) takes the form 
L _ Ll-~ 2m(m+ 1) _ ~ 2(m+ 1) 
- L- (x·- x ·) 2 L- (x·- r,nx +1) 2 ' i<j t J i=l t V tt~> n 
(7.10) 
with g = IT~<J(x;- Xj)m[J~= 1 (x;- foixn+l)· The function cpAn(m)(k,x) = 
g- 1,pAn(m)(k,x) is the Baker-Akhiezer function in the potential normalization, it sat-
isfies the equation 
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In the paper [CFV2] the so-called intertwining operator D;:, for operator (7.10) was 
constructed. This operator satisfies the relation 
L o v;:, = v;:, o (.6.-~ 2m(m + 1)) , 
L- (x·- x ·)2 i<j z J 
i.e. the operator intertwines the Schroedinger operator corresponding to the system 
A,.(m) with usual Calogero-Moser operator. The Baker-Akhiezer functions for the 
systems A,.(m) and An with multiplicity m satisfy the relation 
and 
n n 
'PA,.(m)(k, x) = IT(x;- Xj)-m IT (x;- VmXn+l)-11/!A,.(m)(k,x), 
i<j i=l 
n 
<pA"(k,x) = IT(x;- Xj)-m.pA•(k,x). 
i<j 
We need to show that 
.pA.(m)(O,O) = .pA.(m)(O,x) f. 0. 
Or, equivalently, that 
<pA.(m)(O,x) f. 0. 
But we know that 
and by Lemma 10, page 55 we have 
n 
<pA"(O,x) = IT(x;- Xj)-m. 
i<j 
Therefore we are left to check that 
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Let us do it when n = 2. The formulas for n;;. from [CFV2] claim that for n = 2 
(m+ 1)2 m(m + 1) 
(Xt- VmXa)(x2- VmXa) + (Xt- Xz)2' 
Now we do the calculation 
m(m+ 1) 
(xl - x2)m+2 
(m+ 1)m + 
(x, - vmxa)(x, - x2)m+1 
(xt- Vm:)(x,- X2) + (X2- y'm:)(x,- X2)) = 
(2m + 1)(m + 1) i- 0 (7.1l) (x,- y'mx3)(x2- y'mx3)(x,- X2)m · 
The proposition is proven. 
Proposition 11 The Baker-Akhiezer function for the system C2 (m, l) satisfies the 
condition 
,pC,(m,t)(O, 0) f. 0. 
Proof As in the proof of Proposition 10 we are going to apply the results from [CFV2] 
on the intertwining operator for C2 (m, l) . In the potential normalization Calogero-
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Moser operator L.c,(m,l) related to the system C2(m, l) takes the form 
L = !:l. _ m( m+ 1) _ l(l + 1) 
xf x~ 
4(l+m+1) 4(1 +m+ 1) 
( y2l + lxt + y2m + 1x2) 2 
with g = x\"xW2l + 1)xf- (2m + 1)x~) . The function 
(7.12) 
is the Baker-Akhiezer function in the potential normalization, it satisfies the equation 
The intertwining operator D for operator (7.2) was constructed in [CFV2]. This 
operator satisfies the relation 
L o D = D o (!:l. - m( m 2+ 1) - l (l ~ 1)) , 
xi x2 
and it has the foiiowing form 
D = (2l + 1)8~- (2m + 1)8~- ~~+m+ 1) (Y2l+181 - v2m + 182) 2l + 1Xt + y2m + 1x2 
2(1 +m+ 1) (V2T+18t + v2m + 1&.,) + 4(1 +m+ 1)2 
v'2TTix 1 - y2m + 1x2 (2l + 1)xf- (2m + 1)x~ 
m(m + 1)(21 + 1) l(l + 1)(2m + 1) 
xi x~ 
The Baker-Akhiezer functions for the systems C2 (m, l) and At x At with multiplic-
ities m, l satisfy the relation 
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where the differential operators sl , s2 are as follows: 
m m-1 1 
sl = (8,- -)o(iJl- --) o ... o(iJ,- -), 
X1 X1 X1 
We need to show that 
.pC2 (m,I)(O,O) = .pC,(m,l)(O,x) "f. 0. 
Or, equivalently, that 
Let us calculate 
for some nonzero constant c. We have 
D (-1-) = (21 + 1)m(m + 1) _ (2m + 1)1(1 + 1) 
xmxl xm+2xl xmxl+2 12 1 2 12 
2(m+1+1) ( V2T+Im+ /2m+ll)-
/2l + 1x1 + /2m + 1x2 x7'+ 14 x;"x~+t 
4(m + 1 + 1)2 m(m + 1)(21 + 1) 1(1 + 1)(2m + 1) 
- + -((21 + 1)xi- (2m + 1)x~)xj"x~ x7'+2x~ xj"x~+2 -
2(m + 1 + 1)mV2TTI2V2TTI 2(m + 1 + 1)1/2m + 12/2m + 1 
+ + ((21 + 1)xr- (2m + 1)x~)xj"x~ ((21 + 1)xi- (2m + l)x~)xf"x~ 
4(m+i + 1)2 _ 1 
(( 1 ) 2 ( ) 2 ) 1 =4(m+1+1)(2m+1)(21+l)g -f.O. 2 + 1 x 1 - 2m + 1 x2 xj"x2 
- ---------------------------------------------
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Thus the proposition is proven. 
Now Jet us continue to follow the scheme of Chapter 5 in establishing freeness for 
the rings Q = QAn(m), QCn+I(m,t) . The next step is to define the bilinear form on Q 
by the same formula as (5.5). For any p, q E Q we define 
(7.13) 
where the operator f.p is the quantum integral for the deformed Calogero-Moser sys-
tem, see Theorem 27. Exactly as in Chapter 5 it follows that this form is non-degenerate 
if the conjecture on ,P holds. The symmetry of the Baker-Akhiezer functions ,pAn(m) , 
'ljlCn+I(m,l) was established in [CFV3]: 
Therefore same to Theorem 19 of Chapter 5 we obtain 
Theorem 28 Bilinear form {7.13) is symmetric and non-degenerate if '1/1(0, 0) of 0 . 
It may be written in the following form 
(7.14) 
The operator of multiplication by q E Q is conjugate to the differential operator I:.q . 
As in the Coxeter case the form may be extended to the pairing between Q and the 
formal series of quasi-invariants Q still being non-degenerate. 
Now we are going to consider the generalisations of the structures related to in-
variant integrals in the Coxeter case. For the deformations we will take analogs of 
these rings, namely the "deformed invariants" given by formulas (7.6) and (7. 7) for 
the system An(m) and Cn+l(m, l) correspondingly. More exactly the analogue of the 
invariant ring is the ring generated by the first n + 1 "deformed invariants". 
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First we define the solution spaces HAn(m)(>.) and Hc•+'(m,l)(>.). For the system 
An (m) consider the system of equations 
(7.15) 
where 
ks k' ks s-2 k' Ps = 1 + 2 + · · · + n +m 2 n+l> (7.16) 
and Cp, are the corresponding quantum integrals. By solutions we mean some formal 
series from <C[[x]] satisfying (7.15). In case of the system Cn+l(m, l) we consider the 
system of equations 
(7.17) 
where 
k 2s + k2' + + k2s + s-lk2s Qs = 1 2 · · · n r n+l' (7.18) 
and r = 2;:-i . The first claim about HA(>,) is 
Lemma 17 For any .\ E c:n+t the following inclusion hold 
Proof The following stronger statement takes place. Let power series f(x) satisfy the 
equation 
Cf = >.j, .\ E <C 
·where £ is the deformed Calogero-Moser operator. Then f(x) satisfies the quasi-
invariant conditions. This statement can be proven by considering formal expansions 
98 CHAPTER 7. NON-COXETER CALOGERO-MOSER SYSTEMS 
at the hyperplanes (a,x) = 0 (c.f. [CFV3] where this type of considerations have 
been done for a more general class of operators related to the locus configurations, in 
particular, related to the systems .An(m) and Cn+t(m, l) ). Consider the function 
g = IT(a,x)m•+'. 
a EA 
We move to the potential gauge. Namely, let L = gCg- 1 be the Schroedinger operator 
related to .A , then we have the equation 
(7.19) 
Consider the expansions at (a,x) = 0, a EA, and let a be normalized to have unit 
length, 
g-1/ = (a,x)-m• (fo + ft(a,x) + fz(a,x) 2 + ... ) , 
2 - m,(m,+1) () ( )2 L = a, + L'l. - ( )2 - Uo - u1 a, X - u2 a, X - ... ' 
a,x 
(7.20) 
(7.21) 
where L'l. is the Laplacian in the hyperplane (a,x) = 0, and all the coefficients /;,u; 
are functions on the hyperplane. One can check by direct calculation that for the 
systems .An(m) , Cn+1 (m, l) 
U1 = Ua = ... = U2ma:-1 = 0. 
Substituting expansions (7.20), (7.21) into equation (7.19) one concludes that 
ft = h = · · · = fzm.-1 = 0. 
Now formula (7.20) may be written as 
f = IT (,8, x)m' (fo + h(a, x)2 + ... ) . (7.22) 
fi¥<> 
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We have to show that 
8~f = 0 at (a, x) = 0 (7.23) 
for s = 1,3, ... ,2ma -1. The systems An(m), Cn+t(m,l) are such that if the 
multiplicity ma satisfies ma > 1 then flti"a(/'1, x)m~ is invariant with respect to 
reflection sa . Hence the conditions (7.23) are satisfied in this case because of the form 
(7.22). If the multiplicity ma = 1 then condition (7.23) follows from the form (7.22) 
and the property that 
Ba (IT (,B,x)m~) = o if (a,x) = o. 
fii"a 
The property is equivalent to the identity 
" mt (a, (3) = 0 ( ) L.. ( ) if a,x = 0. 
/#a (3, X 
This identity may be checked directly for the systems An(m), Cn+1(m, l). It is 
also equivalent to identity (7.5) which is responsible for the existence of conjugation 
between Schroedinger and no potential form of the operators corresponding to the 
systems An(m), Cn+1(m, l). The lemma is proven. 
Another object of our considerations is the ideal I A( A) c QA. In the case of the 
system An(m) the ideal IAn(m)(A) is generated by the polynomials p,- A, given by 
(7.16), where s = 1, ... ,n + 1. For the system Cn+1(m, l) the ideal Ic•+>(m,I)(A) is 
generated by the polynomials q,- A, given by (7.18), s = 1, ... , n + 1 . 
As in the Coxeter case, the next important step is the following theorem. 
Theorem 29 If the Conjecture holds then the following two dimensions are equal 
(7.24) 
where A= An(m),Cn+l(m,l). 
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If the Conjecture holds then the scalar product (·;) is non-degenerate, and the theo-
rem follows from the next two lemmas. 
Lemma 18 If the scalar product (",·) is non-degenerate then the orthogonal comple-
ment to the ideal JA(A) in the completion (JA is the solution space HA( A) . 
Lemma 19 If the scalar product (·;) is non-degenerate then the space HA( A) is iso-
morphic to the dual space (QAjJA(A))'. The element hE HA(A) defines a functional 
on the /actor space by the formula 
where q + JA(A) is arbitrary element from QA / JA(A) . 
The proofs of the lemmas are same as in the Coxeter case. Using Theorem 29 we are 
going to establish that dimQAjJA(A) is finite and does not depend on A. This would 
lead to the freeness of quasi-invariant module. 
Lemma 20 The dimensions of the sol-ution spaces HA(O) to systems (7.15}, (7.17} 
with A = 0 satisfy inequality 
where p,A =dim C[x]/ JA , and JA is the ideal in C[x] generated by the polynomials 
Ph ... ,Pn+I in case of A= An(m), and the ideal is generated by q" ... , qn+l for the 
system Cn+ 1 (m, 1) . 
Proof We may assume that p, = p,A < oo . Let r1, .•• , r ~ be homogeneous polynomi-
als forming a basis in the complement to the ideal JA in C[x] . We claim that there 
are no formal solutions F to systems (7.15), (7.17) with k = 0. Indeed, if FE C[[x]] 
is a formal solution then every homogeneous component of F is also a solution to 
the system due to homogeneity of the systems (7.15), (7.17) when .\ = 0. So if the 
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formal solution exists then there are infinitely many analytic solutions. Now we will 
show that the space of locally analytic solutions has dimension not more than I" . This 
would prove that there are no formal solutions, and this would prove the statement 
claimed in the lemma. We fix a generic point x0 and the values r,(8)(f(x))lxo of 
arbitrary element f E H(O) = HA(o). Then all the other derivatives of f(x) at x0 
are determined by equations (7.15) or (7.17) correspondingly. To see this we may use 
inductional arguments. Suppose we know the derivatives of order less than M . We 
take a polynomial q of degree M and consider its representation in the form 
Jl. n+l 
q = L e;r; + LP;t;, 
i=l i=l 
where c; are constants, p; are given by (7.16) (this is for the An(m) system, the 
case of Cn+! (m, 1) system is analogous), and t; are some polynomials. Then 
q(8)flxo = Lc;r;(8)flxo + Lt;(8) (p;(8)(f)) lxo· 
The first sum is known. In the second sum equations (7.15) allow us to substitute 
derivatives of f of lower order instead of (p;(8)(f)) lxo which is a step of induction. 
Thus we see that the solution space satisfies inequality dim H(O) (I". This completes 
the proof. 
The next statement we need is that the dimension of QA I IA(>,) is the largest when 
>. = 0 . This statement is proved same as the analogous Lemma 15 in Chapter 5 . So 
we just formulate 
Lemma 21 For any >. E IC"+l the inequality 
holds. If r~, ... , rN is a homogeneous basis in the complement to the ideal JA(O) then 
the classes i'; = r; + JA(>.) generate QA I JA(>.) . 
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Finally, we need the following 
Lemma 22 For any .\ E IC"+l the following inequality holds: 
where indA(.\) is the number of different solutions to the algebraic system 
p,(k)=.\, s=l, ... ,n+l (7.25) 
in case of A= An(m), and to the system 
q,(k)=.\, s=l, ... ,n+l (7.26) 
in case of A= Cn+! (m, l) . 
Proof We know indA(.\) elements from HA(.\) . These are the functions I)!A(k, x) 
where k is any of indA(.\) solutions to system (7.25) (or system (7.26), correspond-
ingly, for Cn+1(m,1) ). So there are indA(.\) different solutions lj!A(k,x) and they 
are linearly independent due to the form (7.8) of lj!A(k, x) . 
We are going to show that for generic .\ indA(.\) = indA is constant, and in 
this case all the solutions to (7.25) (and to (7.26)) are different. For this we need the 
following technical but important statement about our particular choice of polynomials 
PI,···,Pn+l and QI,···,Qn+l· 
Proposition 12 The system of equations 
p,(x) =0, s= l, ... n+l, 
has unique solution x = 0 if p, is given by (7.16) with parameter mEN. 
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Proof Let us scale the variable Xn+l introducing y = m 112xn+l . Then the system of 
equations takes the form 
X1 + ... + Xn + m 1y = 0 
2+ + 2+ 12_0 x 1 .. . xn my - (7.27) 
x~+l + ... + x~+l + m'yn+l = 0 
where m' = ;;; . We have to show that (7.27) implies that x 1 = ... = Xn = y = 0. 
One can see that this is not the case when m'= 0, -1, -2, ... , -n. Indeed, if m'= 0 
then there exists nonzero solution x; = 0, i = 1, ... , n, and y E IC is arbitrary. 
If m' = -s then the nonzero solution will be x 1 = x 2 = ... = x, = y E IC and 
Xs+l = ... = Xn = 0 . We will show that there are no nonzero solutions for all other 
values of m', in particular, when 1/m' E N. 
Denote by r; the power sum 
Ti =xi+···+ X~. 
Then r 1 , . •• , Tn form a basis in the ring of symmetric functions of n variables 
x~, ... ,xn, in particular, Tn+l = P(r1, ... ,rn) for some polynomial P(a1, ... ,an). 
If we assign degree i to the variable a; then P is homogeneous polynomial of degree 
n + 1 . The first n equations of (7.27) can be written as r; = -m'yi . Then the last 
equation of the system can be written as 
P ( 1 1 2 I n) + I n+J _ Q -my,-my , ... ,-my my - . 
Now due to weighted homogeneity of P, 
P( I I 2 I n) _ n+Jp( I I ') -my,-my , ... ,-my -Y -m,-m, ... ,-m, 
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and usual degree deg P :;;; n + 1 . It is obvious from (7.27) that if nonzero solution 
exists then y 'I 0 . Therefore m' must satisfy 
P(-m',-m', ... ,-m') +m'= 0 
with deg P :;;; n + 1 . Hence either m' is arbitrary or there are not more than n + 1 
possible values for m' to have nonzero solution to (7.27). Since for m' = 1 there 
are no nonzero solutions, and since we know that for m' = 0, -1, ... , -n there are 
nonzero solutions, we conclude that if m' 'I 0, -1, ... , -n then there are no nonzero 
solutions to system (7.27). Lemma is proven. 
Proposition 13 The system of equations 
q,(x) =0, s= l, ... n+1, (7.28) 
has unique solution x = 0 if q, is given by {7.18} with parameter rE IQ!+ . 
Proof Let us introduce new variables 
2 2 2 
Y1 = X1' · · · 'Yn = xn, Yn+l = rxn+l· 
Then the system of equations takes the form 
2 + 2 + -1 2 - 0 Y1 · · · + Yn T Yn+1 - (7.29) 
From Proposition 12 we know that this system may have nonzero solution only when 
r- 1 E Z(o. Therefore there are no nonzero solutions to (7.28) when r E IQ!+ . The 
proposition is proven. 
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If the set F of polynomials or, more generally, holomorphic functions 
h(x), ... ,fn(x), 
F = (ft, · · ·, fn) : C' -+ C' 
has an isolated 0 at x = 0 then one can introduce the notion of index for f 1, ••• , fn . 
This is the degree of the normalized map 
from small sphere around x = 0 to the unit sphere (see Appendix for the details). 
From Proposition 16 from Appendix it follows the following modification of 
Lemma 22. 
Proposition 14 For generic .\ E cn+l the following inequality holds: 
where indA is the index of set of polynomials p, ... , Pn+l when A = An(m), and 
of set of polynomials q, ... , qn+l when A= Cn+l(m, 1) . 
From Theorem 29, Lemmas 20, 21 and Proposition 14 we conclude that if 
,pA(O, 0) f 0 then for generic .\ the following chain of (in)equalities takes place 
flA? dimHA(O) = dimQAjJA(O)? dimQAjJA(.\) 
=dim HA(.\)? indA (7.30) 
The number flA = dim IC[x]/ JA is called the multiplicity of the system of functions 
p, ... ,Pn+l (correspondingly q1, ••. , qn+l ). Our concluding step in these considera-
tions is to claim that I'A aud indA are finite, and that flA = indA . This is due to 
Theorem 34 and Theorem 35 from Appendix. Therefore all the inequalities in (7.30) 
become equalities, in particular we have the following statement. 
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Theorem 30 Under Conjecture for generic .\ 
Proof By the considerations above we are left to show that dimQAfJA(>,) is finite. 
Due to equalities (7.30) it is enough to prove that indA is finite. We demonstrate this 
for A= A,.(m) case. By Proposition 16 we have to prove that the system of algebraic 
equations 
2 + + 2 + -1 2- \ X1 . • • Xn m y - -"2 (7.31) 
Xn+l + + xn+l + m-lyn+l - \ 1 · · · n - -"n+l 
has finitely many solutions for generic ,\ . Let us express the symmetric polynomial 
x~+l + ... + x~+t as a polynomial in the symmetric polynomials x 1 + ... + Xn , .•• , 
x~ + ... + x~. And let us substitute the expressions to the last equation of (7.31) 
using the first n equation of (7.31). We get a polynomial equation for y which has 
finitely many solutions as -'n+t is generic. To each possible solution y there exist n! 
solutions (x1, .•. ,xn) satisfying (7.31). Therefore the number of solutions to system 
(7.31) is finite. 
Finally we are able to claim the Cohen-Macaulay property for the quasi-invariants. 
Theorem 31 If the Conjecture holds then the ring QA is free as a module over poly-
nomial subring generated by p,, ... ,Pn+l {correspondingly, by q" ... , qn+l ). 
Proof The proof of freeness is the same as in the Coxeter case (see Theorem 21). 
To show that the polynomials Ph ... ,Pn+l (and q1, ... , qn+l) are algebraically inde-
pendent Jet us suppose that there is a dependence. Then the image of cn+1 under 
(Pt. ... ,Pn+t) has a nontrivial codimcnsion, in particular this leads to existence of 
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.\ E IC"+l such that the equations p;(x) = .\; have no solutions. This means that 
indA = 0 . Hence by Theorem 34 11-A = 0 which is obviously wrong. The contradic-
tion completes the proof. 
7.3 Poincare series 
In this section we calculate the Poincare series for two-dimensional deformations A2(m) 
and C2 ( m, I) . 
Let pA(t) be the Poincare polynomial for the complement to the ideal JA(O) in 
QA. If pA(t) is the Poincare series for the quasi-invariants then from Theorem 31 it 
follows that 
A,(ml(t)- pA,(ml(t) 
p - -,-( l---t-c-)(o-l---t2~)-"-( l---t=3 )' 
pC,(m,l)(t) 
pc' ( m,l) ( t) = -=--~--'-.:'-----,­(1- t 2)(1- t4 )' 
(7.32) 
(7.33) 
We are going to compute the polynomials pA,(ml(t) and pc,(m,ll(t), in particular, 
we will see that they are palindromic which would mean that the rings QA,(m) and 
Qc,(m,l) are Gorenstein. 
Theorem 32 The Poincare polynomial (7.33} is given by the formula 
(7.34) 
Proof We will compute the whole Poincare series for Qc,(m,l) by direct computation 
the dimensions of the space of polynomials satisfying the quasi-invariant conditions. 
Consider arbitrary polynomial on the two variables of degree n : 
n 
q(x, y) = ~ a;xiyn-i. 
i::::O 
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The quasi-invariant conditions on the lines x = 0 , y = 0 have the following simple 
form: 
a1 = aa = ... = a2m-l = 0, (7.35) 
and 
an-1 = an-3 = ... = an-(2l-1) = 0. (7.36) 
We have two more quasi-invariant conditions on the lines IT± : t;x ± y = 0, where 
~= {2f+l. V~ (7.37) 
Let us write these conditions 
n 
(/;8x ± 8y)q(x, Y)lrr± = 2)t;ia,x'-1yn-i ± (n- i)a,x'yn-i-1)!rr± = 
i=O 
n 
2)t;ia,('ft;)"-i ± (n- i)a;('f/;)"-'-1 )x"lrr± = 
i=O 
n 
2:('fia;('ft;)"-i+l ± (n- i)a,('f/;)"_,_1)x"lrr± = 0. 
i=O 
Thus we obtain 
n 2: a;(±t;)n-i-1 ((n- i)- t;>i) = 0. 
i=O 
These equations are equivalent to the following 
n 2: a,c-i-1 ((n- i)- t;2i) = 0, 
i=O 
i=2k 
n 2: a,~;n-i-1 ( (n- i) - t;2i) = 0. 
i=O 
i""2k+l 
(7.38) 
(7.39) 
Now the question we should answer is how many linear independent conditions on the 
coefficients a0 , ••• , an are given by conditions (7.35), (7.36), (7.38), (7.39)? 
Consider first the case when n is odd. The equations on the coefficients a, split 
on the equations for the coefficients with odd and even indexes. Due to equations 
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(7.35), (7.36) we have "t1 - l nontrivial even coefficients, and "t1 -m nontrivial 
odd coefficients. Both of equations (7.38), (7.39) are nontrivial, each of them is a 
linear equations for the nontrivial coefficients a, with even, and, correspondingly, 
odd, indexes i . Summarizing, for a given odd n we have "t1 - l - 1 - dimensional 
space of the coefficients with even indexes, and "f - m - 1 - dimensional space of 
the coefficients with odd indexes. Therefore the Poincare series for the quasi-invariants 
with odd degree has the form 
Podd = L (-n-;-1 -!-1) t" + L (-n-;-1-m -1) t" = 
n~2(/+l)+l n~2(m+l)+l 
n"'=2k n=2k 
t21+3 (1 + 2t' + 3t4 + 4t6 + ... ) + t2m+3(1 + 21' + 3t4 + 4t6 + ... ) = 
(7.40) 
Now we are going to calculate the even part of the Poincare series. When n is even 
conditions (7.35), (7.36) are both the conditions for the coefficients a, with odd indexes 
i. Therefore for the coefficients a, with even i the only restriction is given by (7.38), 
and it is nontrivial unless n = 0 . Therefore the space of possible even coefficients has 
the dimension ~ + 1-1 = ~ if n i' 0 . If n = 0 we still have one-dimensional space of 
quasi-invariants given by the constants a0 • The conditions on the odd coefficients a, 
are independent from the conditions on the even coefficients. Therefore the Poincare 
series Peven of even degree quasi-invariants has the form 
_ odd + even 
Peven - Peven Pevcn' 
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As we just analyzed, 
p:~:~ = 1+ I: it"= 1 + t>(1 + zt2 + 3t4 + ... J = 1 + (1 ~2t2J2. 
n:::2k 
(7.41) 
We are left to calculate the Poincare subseries p~~~n corresponding to quasi-invariants 
whicb have even degree and which are odd in x and y . We have ~ odd coefficients 
a,,a3, ... ,an-l and conditions (7.35), (7.36), (7.39). If m+ I~~ then by conditions 
(7.35), (7.36) all the coefficients must be zero and there are no quasi-invariants of the 
form required. If m+ l = ~ - 1 then we have m+ l vanishing conditions (7.35), 
(7.36), and equation (7.39) for the only nontrivial coefficient a2m+l . But 
(n- i)- ei = 0 
if i = 2m + 1 and m+ l = ~- 1 (see the form (7.37)). Hence equation (7.39) gives 
no additional restrictions, and there exists one dimensional space of quasi-invariants 
when n satisfies m+l = ~-1, i.e. when n = 2(m+l+1). If n > 2(m+l+l) then 
the equation (7.39) is already nontrivial and we have the dimension of quasi-invariants 
being equal to ~ - m - I - 1 . Thus we have 
00 
Podd = t2(m+l+l) + "\"' kt2(m+l+I)+2k = even ~ 
k=O 
t2(m+l+1)+2 
t2(m+l+l) + f'(m+l+I)+2 (1 + 2t2 + 3t4 + ... ) = t2(m+l+l) + (7.42) 
(1 - t 2)2 
Altogether collecting (7.40), (7.41) and (7.42) we get the following expression for the 
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Poincare series 
( (1 + t2) (t2 + t21+3 + t2m+3 + t2(m+l+2)) + (1 _ t2)2(1 + t2) (1 + f2Cm+i+l))) _ 
(1- t2)2(1 + t2) -
t2 + t• + (t21+3 + t2m+3)(1 + tz) + t2(m+l+2) + t2(m+l+3) + (1 _ t2 _ t• + t6)(1 + t2(m+l+l)) 
(1- t 2 )(1 - t 4) 
1 + t6 + t21+3 + t2m+3 + t21+5 + t2m+5 + t2(m+l+l) + t2(m+l+4) 
= (1 - t2)(1- t4) 
And due to formula (7.33) the theorem is proven. 
Theorem 33 The Poincare polynomial {7.32} is given by the formula 
(7.43) 
Proof. We are going to reduce the statement to Theorem 32. This is possible due to 
the two-dimensionality of the system A2 (m). Then considered as a system in 1(:2 ::o 
::o { x E C3 )x1 + x2 + Jmx3 = 0} the system A2 ( m) is identical to the C2 (m, l) with 
multiplicity l = 0. Now, the Poincare series for the quasi-invariants in 1(:2 and i(J 
satisfy obvious relation 
Hence we have 
2 pA2 (m) pC2(m,O) PA,(m)cC = (1 _ t)pA,(m)cc' = = -;-c---,--,-,-,----,-,-(1- t 2)(1- t') (1- t2)(1- t 4). 
112 CHAPTER 7. NON-COXETER CALOGERO-MOSER SYSTEMS 
Therefore we should have 
One can easily check this inequality for polynomials pA,(m), pc,(m,o) given by formulas 
(7.43), (7.34). 
7.4 m-harmonic polynomials for the A 2(m) system 
We can define m -harmonic polynomials similar to the Coxeter case. Consider the 
system .A2 (m) as a system in IC2 given by the vectors e1 with multiplicity m, and 
the vectors e1±v2m + le2 with multiplicity 1. In this embedding the quasi-invariants 
of minimal degree have the form 
The corresponding quantum integrals are 
c _ EP EP 4(1 + 2m)y a 2m(l + 2m)y2 - 2(2 + m)xz a 
1 
- x + Y + x2- (2m + 1)y2 Y + x(x2 - (2m + l)y2) x• 
and 
c2 = (Zm _ 1)a3 _ 3a2a _ 6(4m
2
- 1)y az + 6(2m + 1)y a2 
Y x " (2m + 1)y2- x 2 " (2m + l)y2 - x2 x 
6((m + 2)x2 - m(2m + 1)y2) a a 
+ x(x2 - (2m + l)y2) x " 
- 12(2m + l)(x2 + (1- 4m2)y2) a - 12(2m + 1)y((m- 2).x2 + m(l + 2m)y2) a 
(x2 - (2m + 1)y2)2 " x(x2- (2m + 1)y2)2 x· 
(7.44) 
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Then m -harmonic polynomials are the solution space to the system of equations 
f L:,f = 0 
1 L:zf = 0. 
This system has the following 6 quasi-invariants as the solutions 
(7.45) 
As it happens occasionally in the Coxeter case, the m -harmonics cannot be chosen as 
a basis for the quasi-invariant module in the deformation case as well. Indeed, when 
m = 2 the m -harmonic polynomial q3 takes the form 
so it belongs to the ideal generated by p1 aud p2 • In fact 
in this case. 
The advantage of considerations of m -harmonic polynomials is that as in the Cox-
eter case the m -harmonics have the degrees of the free generators for the module 
QA,(m) over the subring generated by p1 and p2 • Indeed, the degrees of qi are 
0, 4, 5, 2m + 2, 2m + 3, 2m + 7 
which is in agreement with Theorem 33. 
Chapter 8 
Summary and outlook 
Let us summarise the main results of the thesis. 
• The rings of quantum integrals to the generalised Calogero-Moser problems with 
integer parameters are shown to be isomorphic to the rings Qm of m -quasi-
invariants. 
• The notion of m -harmonic polynomials related to arbitrary Coxeter group G is 
introduced and developed. The space Hm of m -harmonic polynomials is proved 
to be a subspace of dimension IGI in Qm . 
• The quasi-invariants of dihedral groups are explicitly described. It is shown that 
they form a free module over invariants and the generators can be chosen to be 
m -harmonic polynomials. The determinant formulas for these generators are 
found. 
• The Cohen-Macaulay property of quasi-invariants for the deformed systems A "' 
An (m), Cn+l (m, l) is proven under assumption that the Baker-Akhiezer function 
1/JA satisfies. the condition 1/JA(O, 0) oF 0 . When n "' 2 this condition is shown 
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to be true both for A2 (m) and C2 (m, l) systems. The Poincare series of quasi-
invariants QA are computed in this case. 
As it is shown by Etingof and Ginzburg [EG] the ring Qm is free as a module 
over its invariant subring sa . The natural problem of further investigations is to find 
generators of the quasi-invariants Qm for general Coxeter system. The degrees of the 
generators of the module Qm over sa are same as the degrees of the elements of 
homogeneous basis in Hm . We proved that for dihedral groups we can take the basis 
of Qm over sa consisting of m -harmonic polynomials. Unfortunately we cannot 
take m -harmonic quasi-invariants of the system as the generators in the general case. 
The known counterexample (EG] is given by the system 86 with the multiplicities 
me,±e; = 0 , me, = 1 (see Section 3.3). Nevertheless we believe that the Coxeter 
systems when m -harmonics fail to be free generators are quite exceptional. To find 
out when exactly it happens is an interesting open problem. 
Another interesting question remains for the rings of quasi-invariants for the de-
formed systems An(m) , Cn+l (m, l) . We showed that quasi-invariants for A2(m) , 
C2 (m, I) are free over certain subrings with palindromic Poincare polynomial of the 
generators. To investigate the Gorenstein property for the deformations in the dimen-
sions n > 2 is an intriguing open problem. 
One more direction for further investigations is related to the trigonometric and rel-
ativistic generalisations of Calogero-Moser models related to the Weyl groups ((OP4], 
(R], (Mac]) and the deformations An(m) , Cn+l (m, l) ((Ch2]). In both cases we have 
again the rings of commuting differential or difference operators, and these rings be-
come larger for special values of the parameters of interaction (see (VSC), (Ch2), (Ch3]). 
To understand algebraic structure of these rings is the first question in this direction. 
In the end we would like to discuss some intriguing relations with other problems 
in Mathematical Physics. 
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The first one is the relation with the theory ofWitten-Dijkgraaf-Verlinde-Verlinde 
(WDVV) equations ([W], [DVV]). As it was recently discovered by Veselov [Vl], [V2], 
the function 
a EA 
satisfies the generalised (in the sense of [MMM]) WDVV equations not only for the 
Coxeter root systems but also for the deformations An(m) and Cn+t (m, l) . The 
explanation of this fact is based on the following identity 
which coincides with the identity responsible for the existence of the radial gauge 
c = "" - 2:::: 2ma aa 
A 
(a,x) 
aE 
for the Calogero-Moser operators. 
It is interesting that historically Calogero-Moser operators for the special values ma 
first appeared in the theory of symmetric spaces as the radial parts of the corresponding 
Casimirs, although it was recognised only after the paper [OP2] of Olshanetsky and 
Perelomov (cf also remark in [BPF]). Similar interpretation of the Calogero-Moser 
operators corresponding to the deformed systems An(m) , Cn+t (m, l) in the context of 
symmetric superspaces was recently discovered by Sergeev [Se 1], [Se2]. The possibility 
to use the theory of Lie superalgebras to construct new integrable deformations of the 
Calogero-Moser operators is currently under investigation [Se V]. 
The rings of quasi-invariants can also be used to construct the examples of algebraic 
varieties with "nice" structure of the rings of differential operators. The important 
results in this direction were obtained by Berest, Etingof, and Ginzburg [BEG]. They 
considered singular algebraic variety M = Spec Qm corresponding to the rings of m-
quasi-invariants and proved that the algebra of differential operators on M is generated 
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by the quasi-invariants Qm and quantum Calogero-Moser integrals corresponding to 
Qm . This algebra is simple and Morita equivalent to the Weyl algebra of regular 
differential operators in C" . The technique of [BEG J involves rational Cherednik 
algebra (see [EG2]). 
Another way of construction of algebraic variety related to the Calogero-Moser 
system was suggested by Ferapontov [F]. Namely, one can consider the embedding 
of the n -dimensional space into the projective space CPN given by the values of 
basic m -harmonic polynomials. To understand the geometry of this variety is a very 
interesting question. 
So we have seen that the question about the quantum integrals of the Calogero-
Moser systems turned out to be related to many interesting questions in Algebra, 
Geometry, and Mathematical Physics. Although some results were already found a lot 
of questions still remain open. It seems that on this way we can expect many new 
remarkable discoveries. 
Appendix A 
Index and multiplicity 
In this appendix we are going to review some facts about the index and the multiplicity 
of a set of n holomorphic functions in iC" . We follow mainly the presentation from 
the book [AVG] but also we will give some more results relevant to our particular needs. 
As usual IC[x] denotes the space of polynomials in x 1, ••• ,xn, and IC{x} denotes the 
space of series converging in a neighborhood of the origin. 
We consider the holomorphic functions h(x), ... , fn(x), 
f,: IC" --1 IC, /;(0) = 0. 
Suppose that in some neighborhood of the origin x = 0 there are no other zeros for 
the vector function F = (!I, ... , fn). 
Definition 3 The index indF of isolated zero x = 0 for the function F(x) is the 
degree of the following map: 
(A.l) 
where s;n-l is the E -sphere lx1l2 + ... + lxnl2 = E2 where E is small, and S 2n-l is 
the unit sphere in the image space. 
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When x = 0 is isolated zero for F this definition makes sense, that is the map (A.1) 
is defined and its degree does not depend on the small parameter E • More than that, 
the following property takes place (see e.g. [AVG]). 
Let B be a disc in en centered at zero such that there are no other zeros for F 
inside B except x = 0. 
Proposition 15 [AVGJ The index of F is equal to the number of solutions of the 
system 
j,(x)=o,, i=1, ... ,n 
inside B, here o = (51, ••• , On) is small enough and regular for the map (/!, ... , fn) . 
We need the following global generalisation of this property. 
Proposition 16 If j, , i = 1, ... , n are homogeneous polynomials with isolated (and 
hence unique) zero at x = 0 then for generic A= (A1 , ..• , An) the number of solutions 
to the system j,(x) =A;, i = 1, ... , n is equal to the index of (!~, ... , fn). 
Proof Let the degree of the polynomial j, be equal to a, . We take a generic point 
A and define point o = ( 61, ••. , On) as follows 
0· - Ai 
~ - t(Li' 
where t E IC . For generic A and t the point o will be regular value for the map 
(!1 , ... , fn) since by Sard lemma the regular values are dense. Taking large enough t 
we can apply Proposition 15. We conclude that (in any fixed disc B , and therefore in 
iC" ) there are exactly indF solutions to the system 
A; 
/;(y) = t••' i = l, ... ,n, 
or, due to homogeneity, there are exactly indF solutions to the system 
j;(x) =A;, x = ty. 
·-----
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Thus the proposition is proved. 
Definition 4 Let f,(x) E IC{x}, i = 1, ... , n be holomorphic series, f,(O) = 0. The 
following dimension is called the multiplicity of (!I, ... , fn) : 
fi.hol =dim IC{x} / hol, 
where Inol is the ideal in IC{ x} generated by !I, . .. , fn . 
Theorem 34 [AVG} Let J;(x) E IC{x}, i = l, ... ,n be holomorphicfunctions, such 
that x = 0 is their isolated zero. Then the index is finite and it is equal to the 
multiplicity, 
ind = fi.hol· 
In case when !I, ... , fn are polynomials there is another possibility to define the 
multiplicity, namely, let 
fi.pol = dimC[x]/Ipo!, 
where Ipol is the ideal in the polynomial ring C[x] generated by J,, ... , fn . It turns 
out that the multiplicity does not depend on this choice of considerations either power 
series or polynomials when f, are homogeneous. 
Theorem 35 Let !I, ... , fn be homogeneous polynomials such that x = 0 is their 
unique zero. Then the multiplicities in holomorphic and polynomial rings coincide: 
fi.hol = fl.pol· 
Proof Consider the system of equations 
f,(x) = 0, i = 1, ... , n. 
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This is a system of algebraic equations which has a unique solution x = 0. By Hilbert's 
N ullstellensatz there exist numbers N; such that 
where Ipol is the ideal generated by /; in C[x] , i = 1, ... , n. In particular, we 
conclude that 
dim IC[x]/ lpol = J"pol < 00. 
We choose a homogeneous basis P1, ••• , PPvo• in IC[x]/Ipol. We will show that 
P,, ... , PPv'' is a basis in the factor space C{x}/hol, which would mean, in par-
ticular, that J"pol = J1hol • 
Consider F E IC{ x} and represent the series F in the form 
here xf' F1 is a piece of the series F consisting of the monomials which are divisible 
by xf' , x~' F2 is the same for the function F - xf' F1 , and so on. The function 
F0 is a polynomial. It is easy to show that Fi E IC{ x} , that is these series converge. 
Since x{:' E Ipol , we also have that x{:' E ho1 , and therefore 
that is, the holomorphic series F(x) is equivalent to the polynomial F0 modulo ideal 
hol . Since the polynomials P,, ... , PPvol is a basis in IC[x ]/ Ipol we get that 
for some constants .\ . Therefore 
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that is, the polynomials P1, •.• , Pp,,, do generate C{ x} /hot . Now suppose that there 
is a dependence between P; , 
In other terms, 
(A.2) 
where H; E C{ x} . Due to homogeneity of P; and j, and considering homogeneous 
components of (A.2) it follows that 
where h; E C[x] . But this is possible only if c1 = ... = cp,,, = 0 as Ph ... , Pp,,, is 
a basis in IC[x]/ Ipo! • The theorem is proven. 
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