Abstract: For many image classification tasks, color histogram is usually employed as an important "signature" to describe the color distribution of the image and infer the image content. However, most traditional color histograms cannot achieve satisfactory results in many image classification systems. In order to improve the accuracy and reduce the computational complexity of the classification task, an information-based color feature representation is proposed in this paper. The mutual information between the feature and the class label is adopted to evaluate the discriminative power of the feature. A novel quantization scheme is presented, which removes the redundant color components and combines the adjacent components together to generate a new feature to maximize the discriminative ability. An iterative algorithm is performed to derive the color space quantization and color feature generation. In order to illustrate the effectiveness of the proposed color representation, a specific image classification task, i.e., differentiating the adult images from benign ones, is employed. Experimental results show that our color feature achieves better classification performance and better efficiency compared with the traditional color histogram. Key words: color histogram, mutual information, image classification CLC number: TP 391.41 Document code: A
Introduction
Color histogram is usually adopted as the image signature in many image retrieval and image classification tasks. It reflects the color distribution of an image and is invariant against translation, rotation and scaling (with proper normalization). The color histograms are constructed by the following progression: color space selection; color space quantization; counting the number of pixels of each color.
In recent years, many researchers have proposed various color histograms for image classification and image retrieval [1] [2] [3] [4] [5] and the major difference among these methods is the quantization scheme. The rectangularshape binning [2] is one typical quantization method, which is generated by dividing the entire color space into a number of cubic bins and counting the number of pixels in each cubic bin. Uniform quantization is the traditional and widely used method; however, non-uniform quantization according to the characteris- tics of the color space shows superiority performance in many image classification and retrieval applications [1] [2] [3] . As the histogram bins are constrained to be of rectangular shape, the color distribution may not be efficiently described. To overcome such a difficulty, the clustering-based histogram generation methods have been proposed [4] . The clustering methods usually divide the color space into a large number of bins and then group them by a clustering algorithm such as the k-means [4] . Recently, Leow and Li [5] extended the clustering-based histogram and proposed the adaptivebinning color histogram. They performed clustering to the color distribution for an image rather than the entire color space and thus different color space partition was derived for different images.
The color histograms mentioned above can serve as the color information description for many image classification tasks. However, most of them usually cannot provide accurate results because: the appropriate color resolution is hard to determine; the quantization scheme does not related to the target image categories and thus some histogram bins contain discriminating information for classification while others do not; the intrinsic relationship among the histogram bins cannot be inferred from the histogram. Moreover, for the adaptive-binning color histogram, the histogram quantization and the distance (or dissimilarity) calculation between two different histograms need much more computation compared with those of fix-binning ones.
In order to solve the above difficulties in image classification by color histograms, a new information-based color representation is proposed. Compared with the traditional color representations, the proposed color histogram has the following advantages and is more suitable for the image classification task: the quantization scheme is based on the particular color distribution of the images being classified, i.e., the redundant bins are discarded and the discriminative bins are preserved; a linear combination of the adjacent bins is employed to exploit the intrinsic relationship among these color components; the mutual information (MI)
[6] is adopted to comprehensively evaluate the discriminative power of each histogram component and the Renyi's formulation of MI [7] is employed to reduce the computational complexity.
Difficulties of Image Classification by the Color Histograms
Since they are easy to compute and tolerate against the small changes of the view points, the traditional color histograms are widely used in image retrieval and classification. However, for the image classification task, most of the color histogram techniques may not achieve satisfactory results. In order to explicitly demonstrate the difficulties of employing the color histogram in image classification, a particular image classification task of differentiating the adult images from the benign ones is adopted for illustration.
The image data set for evaluation is composed of 2 000 images (200 adult images and 200 benign ones) collected from the Internet. The 10 × 10 × 10, uniformly quantized color histogram is adopted to describe the color distribution of these images. Figure 1 demonstrates the two statistical properties, mean and standard deviation, of the color histogram. Figures 1(a) and 1(c) represent the mean and standard deviation of the benign images, respectively. Figures 1(b) and 1(d) represent the mean and standard deviation of the adult images, respectively. The higher luminance represents the larger value of the color component. In order to clearly present the color distribution, the 3D histogram is extended to 10 2D representations. From Fig. 1 , the following two issues can be observed.
Not all the color components contain useful information about the image content. There are many components with very small mean and stand values, which shows that such color seldom appears in natural images. Some components have similar mean value for different image class while others not, which demonstrates that different color component has different discriminative power Fig. 1 The color distribution of the adult images and benign ones
