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Abstract
The application of an external magnetic ﬁeld can lift the spin degeneracy of electronic states through
its interaction with the electronic magnetic moment. A closely-related phenomenon is the Rashba-
Bychkov (RB) effect where symmetry breaking at surfaces or interfaces gives rise to an electric
ﬁeld which is in turn seen as an effective magnetic ﬁeld in the electrons’ rest frame. The resulting
k-dependent energy splitting of spin-polarized electronic states has been observed on various metal
surfaces but the effect is much larger in artiﬁcially-grown surface alloys; such as the BiAg2 grown
at the surface of Ag(111). The spin splitting magnitude observed in these systems might be very
useful in spintronics applications since it could decrease the spin precession time in a spin transistor
and distinguish between the extrinsic and intrinsic spin Hall effects. Nevertheless, their metallic
character poses serious obstacles in the exploitation of the RB effect due to the presence of spin-
degenerate electronic states at the Fermi level which would dominate transport experiments.
We have used angle-resolved photoelectron spectroscopy (ARPES) to explore the RB effects
on various artiﬁcially grown structures, formed on semiconducting substrates. The interplay of
quantum conﬁnement and giant RB splitting on a trilayer Si(111)-Ag-BiAg2 system reveals the
formation of a complex spin-dependent structure, which can be externally tuned by varying the
Ag layer thickness. This provides a means to tailor the electronic structure and spin polarization
near the Fermi level, with potential applications on Si-compatible spintronic devices. Moreover,
we have discovered a giant spin splitting in a true semiconducting system, namely the Si(111)-Bi
trimer phase. The size of the RB parameters is comparable to those of metallic surface alloys.
Using theoretical models we have identiﬁed the peculiar band topology as the origin of the giant
spin splitting on the Bi/Si(111) system. All our ﬁndings are supported by relativistic ﬁrst-principles
calculations. Finally, a chapter of this thesis manuscript is devoted to the description of phenomeno-
logical theoretical simulation, which can capture the experimental results related to the RB effect
on low-dimensional systems.
A parallel experimental project is discussed in a separate chapter. It has been focused on the
band topology of the novel p(2 × 2) reconstruction of the Pt(111)-Ag-Bi trilayer. We investigated
the symmetry properties of the interface states by varying the amount of Ag. ARPES results present
the electronic signature of a strain-related structural transition.
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Résumé
L’interaction d’un champ magnétique avec le moment magnétique des électrons peut mener à la
levée de la dégénérescence de spin des états électroniques. Dans le cas de l’effet Rashba-Bychkov
(RB), c’est le champ électrique produit par la rupture de la symétrie de translation à la surface
(ou à l’interface) qui est per¸u comme un champ magnétique effectif dans le référentiel propre des
électrons. L’effet RB mène à la séparation en énergie des états électroniques de spins opposés en
fonction de k. Bien qu’il ait été observé pour différents métaux, l’effet est beaucoup plus important
pour des alliages de surface artiﬁciels comme BiAg2 élaboré à la surface Ag(111). L’amplitude de
la séparation en spin observée dans ces systèmes peut avoir des répercutions pour la spintronique
car une forte séparation des bandes électroniques de spins opposés pourrait être associée à un temps
de précession très court dans un transistor de spin et permettrait de dissocier les effets de spin hall
intrinsèque et extrinsèque. Cependant la nature métallique de ces alliages est un obstacle sérieux
pour les applications à cause de la présence à l’énergie de Fermi d’états électroniques non polarisés
dont la contribution serait dominante dans les expériences de transport.
Nous avons étudié par spectroscopie de photoélectrons résolue en angle (ARPES) l’effet RB
dans différentes structures artiﬁcielles élaborées sur un substrat semiconducteur. L’interaction entre
le conﬁnement quantique et l’effet RB géant dans un ﬁlm tricouche Si(111)-Ag-AgBi2 induit une
structure électronique dont le diagramme de bande et la polarisation en spin sont complexes et dont
les propriétés peuvent être contrôlées par l’épaisseur du ﬁlm d’argent. Ceci nous offre un moyen
de concevoir spécialement la structure électronique et la polarisation en spin près du niveau de
Fermi pour des systèmes étant compatibles avec la technologie silicium. Nous avons aussi décou-
vert une séparation géante des bandes de spins opposés dans le système semiconducteur composé
d’une monocouche de Bi déposée sur Si(111). Dans la phase trimère Bi/Si(111), l’amplitude du
paramètre RB est comparable à celui des alliages de surface métallique. En comparant différents
modèles théoriques, nous avons identiﬁé la particularité de la topologie des bandes qui conduit à
la séparation géante des bandes de Bi/Si(111). Tous nos résultats sont en accord avec des calculs
ab-initio relativistes. Finalement, un chapitre de cette thèse est dédié aux descriptions théoriques
phénoménologiques que nous avons utilisées pour comprendre les résultats expérimentaux liés à
l’effet RB dans des systèmes de basse dimension.
Un projet parallR´le est discuté dans un chapitre séparé. Celui-ci qui est consacré à la topolo-
gie des bandes pour le système tricouches Pt(111)-Ag-Bi. Ce système présente une reconstruction
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originale p(2× 2). Nous avons étudié les propriétés de symétrie de l’état d’interface en changeant
l’épaisseur d’argent. Les expériences d’ARPES montrent la signature d’une transition liées à la
contrainte structurale d’épitaxie.
Mots clés: spectroscopie de photoélectrons résolue en angle, séparation de spin-orbite, systèmes
de basse dimension, spintronique
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Chapter 1
Modern angle-resolved photoelectron spectroscopy:
Theory and experiment
1.1 The UHV environment
The incident ﬂux (F ) of a gas on a clean surface is related to the molecular mass (m), the tempera-
ture (T ) and the gas pressure (P ):
F =
P
2πkT
in gas molecules/(m2s) (1.1)
where k is the Boltzmann constant. This is the Hertz-Knudsen-Langmuir equation which arises
from a combination of the ideal gas equation and Maxwell-Boltzmann statistics. Moreover, a simple
hard-sphere collision model can yield an equation for the mean-free path (λ) of the gas particles;
i.e. the average distance that a particle can travel without suffering any collision:
λ =
kT
P
√
2πσ2
(1.2)
where σ is the particle radius. For the same temperature and molecular mass (typical average values
for residual gases), Table 1.1 reveals the dramatic effect of pressure on the mean free path and the
deposition rate of the particles. In the following table, the sticking coefﬁcient of the gas particles is
assumed to be unity and the monolayer (ML) coverage around 1015 per cm2.
There are three main reasons for the necessity of a vacuum environment during spectroscopic
studies:
1. The mean free path of the detected particles (i.e. electrons in the case of photoemission spec-
troscopy) must be signiﬁcantly larger than the sample-spectrometer distance and the dimensions of
1
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Table 1.1 — Mean free path of the gas particles and monolayer deposition time at different levels of back-
ground pressure.
Degree of vacuum Pressure (Torr) Mean Free Path (m) Time/monolayer (s)
Atmospheric 760 7× 10−8 10−9
Low 1 5× 10−5 10−6
Medium 10−3 5× 10−2 10−3
High 10−6 50 1
Ultra-High 10−9 5× 105 104
the apparatus, in order to ensure a collision-free trajectory until the detection system. This requires
pressures lower than 10−4 Torr.
2. Pressures higher than 10−6 Torr can cause serious damage to channeltron and multiplier
detectors used for charged particles.
3. ARPES is very surface sensitive, therefore it demands keeping a clean sample for an amount
of time which is larger than the required experimental time. In general, only pressures lower than
10−9 Torr satisfy this condition.
In order to achieve a UHV environment, experiments are performed in closed stainless steel
chambers, where different pieces are welded or bolted together using leak-tight connections (Fig.
Figure 1.1 — The UHV multichamber setup at LSE-Lausanne. The preparation chamber is separated
from the pulsed lased deposition (PLD) and high-resolution ARPES chambers. Pressures in the order of
10−10mbar are achieved at each part of the setup (photo courtesy of Xu Peng).
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1.1). Two stages of pumping are necessary. Primary pumps are used to achieve pressures up to 10−3
mbar. Typically, these are either conventional oil-sealed rotary or oil-free membrane pumps. They
are connected to turbomolecular pumps which achieve the second-stage pumping. A fast moving
rotor collides with the incoming gas particles and pushes them to the direction of the primary
pump. Once the UHV range of pressures has been attained, it can be maintained and improved
with different ways of pumping; an ionic pump ionizes the residual gas atoms and binds them in
such a way so that they do not contribute to the background pressure, while a cryopump traps the
gas atoms by condensing them on a very cold surface.
Pressure measurement is achieved by different kinds of sensors. A pirani gauge can give an
accurate measurement during the ﬁrst pumping stage. It is composed of a hot wire whose tem-
perature and therefore resistance varies depending on the number of collisions with the molecules
of the residual gas. Therefore, resistivity measurements can be translated into the amount of gas
Figure 1.2 — (a) Si sample holder for direct current injection. The black curves denote the contact wires.
The sample is entered under the Ta clamps. The left part of the sample holder is insulated leaving the Si
specimen as the only conducting path. (b) Schematic representation of an electron-beam evaporation system.
The evaporant is kept into the crucible. Evaporation is effectuated by thermal heating due to the high potential
difference between the gun and the crucible (image from CSIC-ICMM, Madrid). (c) Tungsten baskets used
for evaporation by resistive heating.
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molecules (i.e. gas pressure) after the necessary calibrations. P in the UHV range can be mea-
sured with ion gauges. Electrons emitted by a hot ﬁlament are accelerated by a potential difference
and ionize the rest gas molecules. The resulting ion current provides a measure of the gas pres-
sure. Under a similar principle of operation, cold cathode gauges are broad-range pressure sensors
(P < 10−3 mbar), where ionization of the rest gas is achieved not from a thermionic cathode but
by circulating electron plasma trapped in crossed electric and magnetic ﬁelds. Chemical analysis
of the background pressure is achieved by a quadrupole mass spectrometer. In such an apparatus,
ionized gas particles are focused into a mass ﬁlter. The ions are separated according to the ratio
m/q and are ﬁnally collected by an ion detector.
It is evident that not only experimental measurements but also sample preparation and manipu-
lation should be accomplished under UHV conditions (Table 1.1). The main methods for producing
a clean substrate in vacuum are sputtering (i.e. bombardment with noble gas ions), annealing and
cleaving. Simple metal surfaces are usually cleaned by many cycles of Ar+ sputtering and high-
temperature annealing. The sputtering process produces a very clean but rough surface, which can
be then repaired by heating. This in turn, might result into surface segregation of bulk impurities
and repeated cycles of sputtering may be necessary. Silicon substrates used in this thesis have been
cleaned by high-temperature annealing using direct current injection. A specially-designed sample
holder leaves the silicon sample as the only path for current circulation (Fig. 1.2 (a)). Resistive
heating removes the native oxide layer and carbon impurities. Direct current injection permits the
achievement of higher temperatures in comparison to electron bombardment widely used for metals.
As a result, sputtering is not necessary for Si substrates. Cleaving can be used in layered materials
such as the high-temperature superconductors (cuprates, pnictides), related transition metal oxide
systems (e.g. magnanites, cobaltates) and, topological insulator materials (e.g. Bi2Se3, Bi2Te3).
Once the single crystal substrate has been cleaned by sputtering and/or annealing, more complex
interfaces can be obtained by the deposition of different atomic species. Electron beam evaporation
has been extensively used in this thesis for the deposition of Bi (e.g. Fig. 1.2 (b)). Electrons emitted
by a ﬁlament are accelerated towards an anode due to high potential difference. The anode is a rod
or a crucible containing the evaporant (as in the case of Bi). Atoms from the heated target evaporate
and are ﬁnally deposited on the substrate depending on their sticking coefﬁcients. A commercial
three-cell Omicron evaporator has been used during this thesis work. On the other hand, Ag has
been deposited by resistive heating using a home-made tungsten basket, as those depicted in Fig.
1.2 (c). The basket is in thermal contact with the evaporant and there is no need for a high-voltage
power supply. Refractory metals (W, Mo and Ta) are widely used for this kind of evaporation
sources because they have a low vapor pressure and low reactivity with the evaporant.
UHV sample manipulation (i.e. translation and rotation) is achieved by magnetically-coupled
rotary-linear motion feedthroughs, transfer tools based on welded bellows and rotation mechanisms
with differential pumping. These systems are leak-tight ﬁxed on the ports of the UHV multichamber
setup.
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1.2 Theoretical background on photoelectron spectroscopy
1.2.1 Introduction to PES - energy conservation
Photoelectron spectroscopy (PES), or photoemission spectroscopy, is a conceptually simple
"photon-in → electron-out" experiment, based on the interaction between a monochromatic beam
of light and a target. The target may belong to the liquid or gas phase, albeit a solid is the most
common example. If the incoming photon energy (hν) is high enough, electrons can escape from
the material and their kinetic energy (E) may be measured by means of an electrostatic analyzer.
Due to energy conservation, one can then have direct information about the energy distribution of
electrons inside the sample:
E = EB + hν − Φ (1.3)
where EB is the binding energy of the electrons and Φ the work function of the sample. Both
EB and Φ are measured with respect to the Fermi energy (EF ) of the studied material. The work
function denotes the minimum amount of energy that is necessary to excite an electron out of the
metal, i.e. the energy difference between the Fermi level and the vacuum level (Ev). PES can
reproduce a detailed DOS diagram for the occupied states of the system (Fig. 1.3 (a)). The unoccu-
pied set of states can be accessed by different experimental techniques such as Inverse Photoelectron
Spectroscopy (IPES), X-Ray Absorption Spectroscopy (XAS) or Scanning Tunneling Spectroscopy
(STS).
Figure 1.3 — (a) A photoemission spectrum I(E) has a direct correspondence to the DOS of the studied
material up to EF . Peak broadening is due to experimental background and intrinsic ﬁnite lifetime effects
(see text). (b) The "universal curve" of materials has a global minimum at the UV range. [70, 156]
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1.2.2 3-step model
A phenomenological three-step model [21, 20] is often applied to describe the underlying physics
during a PES experiment. According to this approach, the photoemission process is divided into
three sequential steps: (1) optical excitation of the electron in the bulk of the material, (2) propaga-
tion of the excited electron to the surface and (3) escape into the vacuum (Fig. 1.4).
The photoexcitation process induces an optical transition inside the solid. Energy and momen-
tum conservation laws must be strictly followed, reducing the number of allowed ﬁnal states. For
UV light, the momentum of the photons is small and can be neglected, so that the acceptable "ver-
tical" k-space transitions are possible only when the periodic crystal potential is taken into account
(Fig. 1.5).
During the second step, the excited electron travels towards the surface and may undergo
energy-loss processes due to interactions with other electrons, phonons or impurities. As a result,
a large amount of secondary electrons appears superimposed on the intrinsic photoemission signal
(Fig. 1.4). Apart from the generation of secondary electrons, inelastic collisions with other particles
determine the surface sensitivity of the photoemission process. In principle, only electrons within a
few layers under the surface can contribute to the intrinsic signal. Interestingly, all materials follow
an approximate "universal curve", which plots the inelastic mean free path (IMFP) of the electrons
with respect to their kinetic energy (Fig. 1.3 (a)). IMFP (or λ) of the electrons is deﬁned as the
distance from the surface, where the probability of loss-free emission is decreased by a factor of e:
I(z) = Ioe
−z/λ cos θ (1.4)
Figure 1.4 — (a) Modiﬁcations of the PES spectrum after each successive step of the 3-step model. (b) A
schematic representation of the 3-step model. [70]
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Figure 1.5 — SimultaneousE − k conservation implies vertical k-space transitions because incoming pho-
tons carry negligible momentum (tilted dashed line). These requirements are satisﬁed only if one considers
the periodic lattice potential in the reduced zone scheme. [67]
where θ is the emission angle of the photoelectron and I(z) the photoemission intensity at depth z.
Fig. 1.3 (b) exhibits a global minimum at the Ultra-Violet (UV) energy range, revealing that con-
ventional laboratory sources (e.g. He discharge lamps) are ideal if one is interested in the electronic
properties of surfaces and interfaces.
During the last step of the phenomenological model, the electrons have to overcome the surface
potential barrier. Because of the broken translational symmetry along the z direction, the perpen-
dicular wavevector of the photoemission process (k⊥) is not a good quantum number and cannot
be conserved during the electron’s escape to the vacuum. On the other hand, the momentum con-
servation law for the parallel component can give us the value of k‖ if one measures E and θ by
angle-resolved PES (ARPES):
k‖ =
√
2meE

sin θ  0.512
√
E sin θ (1.5)
Escape into the vacuum may be equivalently described as a diffraction phenomenon of bulk
electrons on the crystal surface, i.e. their direction of propagation is changed. Therefore, not
only the electrons’ total energy must be higher than the vacuum energy but also their direction of
propagation must lie within a speciﬁc angular range determined by the conservation law for k‖ and
the reduction of k⊥ due to the surface potential barrier. Otherwise, escape into the vacuum cannot
be possible (Fig. 1.6).
For 2D materials like the topics of this thesis, one is interested only in the parallel compo-
nent of the wavevector. Therefore, ARPES mapping of their electronic structure is generally a
straightforward process, which can be experimentally realized by using a ﬁxed excitation energy
and measuring the kinetic energy distribution of the emitted photoelectrons as a function of the
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Figure 1.6 — Only the parallel momentum component is conserved when the photoelectron overcomes the
surface potential barrier. If a maximum value for the angle θ is overcome, the electron will be reﬂected into
the bulk of the solid. [67]
electron emission angle. On the other hand, k⊥ for 3D systems can be accessed only by making
a hypothesis on the dispersion of the excited state. In principle, provided a tunable photon source
is available, different modes of PES can be realized where either the initial (constant initial state
spectroscopy, CIS) or the ﬁnal state (constant ﬁnal state spectroscopy, CFS) is ﬁxed. In this way
one can respectively follow the dispersion of the ﬁnal or the initial state band in the z direction.
1.2.3 1-step model
A more rigorous one-step approach considers the photoemission experiment as a photon-induced
excitation of a system in the ground state |ψi〉 to a ﬁnal state |ψf 〉 resulting in a photoelectron with
momentum k and kinetic energy E = (2k2)/(2me), and the remaining (N − 1)-electron system.
The Hamiltonian which describes the interaction of the system with the electromagnetic vector
potential A is given by the transformation p→ p− (e/c)A of the momentum operator p = −i∇
in the unperturbed Hamiltonian H0 = p2/2me + eV :
H =
1
2me
(p− e
c
A)2 + eV
=
p2
2me
− e
2mec
(A · p + p ·A− e
c
A2) + eV (1.6)
At low intensities (e.g. for standard laboratory and even synchrotron sources) the 2nd order term
in A can be neglected. Therefore the interaction Hamiltonian can be written as:
Hint = − e
2mec
(A · p + p ·A)
= − ie
2mec
(A · ∇+∇ ·A) (1.7)
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If one neglects particular surface effects where A can have a strong spatial dependence, the latter
can be considered constant over atomic dimensions (dipole approximation) and the second term can
be omitted. Under the so-called "dipole approximation" Eq. (1.7) can be further simpliﬁed:
Hint = − e
mec
A · p (1.8)
Hint can be then treated as a periodic perturbation and may be used to calculate the transition
probability w from |ψi〉 to |ψf 〉 via Fermi’s golden rule:
wi→f =
2π

|〈ψf |Hint|ψi〉|2δ(Ef − Ei − hν) (1.9)
By neglecting the interaction of the excited photoelectron with the remaining particles (sudden
approximation), the N -electron wavefunction can be written as the product of an one-electron state
and the state of remaining electrons:
ψi(N) = φiκψiκ,R(N − 1) and ψf (N) = φfkψfk,R(N − 1) (1.10)
where R stands for "remaining" and κ (k) represent the momentum of the initial (ﬁnal) states. The
remaining (N − 1) electrons are external spectators but may interact with each other. Using the
above considerations, one can write the interaction term as:
〈ψf |Hint|ψi〉 = 〈φfk|Hint|φiκ〉
∑
s
cs (1.11)
where cs = 〈ψfks,R(N − 1)|ψiκs,R(N − 1)〉
and 〈ψfks,R(N − 1)| are the possible relaxed ﬁnal states, which are not necessarily eigenstates of
the unperturbed H0(N − 1) Hamiltonian.
The photoemission current will be then:
I(k, E) ∝
∑
f,i,κ
|〈φfk|Hint|φiκ〉|2A(k, E) ∝
∑
f,i,κ
|Mκ,ki,f |2A(k, E) (1.12)
with
A(k, E) =
∑
s
|cs|2δ(Ef − Es(N − 1)− E0(N)− hν)δ(k − κ)
where the last term represents the momentum conservation condition.
I(k, E) therefore depends on the product of the matrix element effects M κ,ki,f and the spectral
function A(k, E). A(k, E) is the interesting part of a photoemission spectrum and can be related to
fundamental theoretical concepts such as the Green’s function (see subsection 1.2.4). It describes
the probability to remove (or add) one electron from a many-body system. On the other hand,M κ,ki,f
induces modulations of the photoemission intensity related on the experimental geometry and the
polarization of the electromagnetic beam. Equation (1.12) states that simultaneous conservation of
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Figure 1.7 — k-dependent ARPES spectral function for a free-electron gas (a) and interacting systems (b),
(c). (a) The spectrum consists of delta functions at combinations of E and k‖ which satisfy (1.12). (b),
(c) Spectral weight is transferred to higher EB peaks which correspond to the excited (N − 1) states. The
latter can appear as sharp photoemission peaks (e.g. molecular hydrogen in (c)) or may be broadened into an
incoherent continuum ((b) and solid hydrogen in (c)). [96, 134]
energy and momentum imposes strict restrictions on the combined values of k and emission angle,
for which a photoelectron can be observed.
ARPES results for I(k, E) are usually plotted in the form of band diagrams (i.e. E vs. k‖) or
constant energy (CE) surfaces (e.g. kx vs. ky for ﬁxed E). In both cases photoemission intensity
is determined by a color scale. A more traditional way of presenting the data is by energy or
momentum distribution curves (EDC or MDC). In this case, one axis corresponds to photoemission
intensity and the other to energy (EDC) or k‖ (MDC). Although this approach gives less information
about the overall band structure, a careful lineshape analysis of such curves may reveal important
correlation effects. The linewidth of an EDC contains information about the lifetime, while that of
the MDC is inversely proportional to the coherence length of the particles.
In the limit of non-interacting electrons ψfs0,R(N − 1) = ψi,R(N − 1) and cs0 becomes unity
while all other cs would be equal to zero. The spectral function would therefore consist of delta
functions at appropriate k and EB values which satisfy the conditions imposed by Eq. (1.12) (Fig.
1.7 (a)). Nevertheless, in an interacting many-body system, the "frozen" (unperturbed) (N − 1)
state will have a signiﬁcant overlap with the wavefunctions of the excited (N − 1) states. From the
experimental point of view, the excited (N − 1) states will appear as a superposition of "satellite"
photoemission peaks at higher EB (Fig. 1.7 (c)). The satellites peaks may be broadened into an
incoherent continuum (Figs. 1.7 (b) and (c)).
Under certain symmetry considerationsM ki,f may even suppress the photoemission signal. Each
part of the matrix element (Eq. (1.12)) has its own possible symmetry with respect to the sam-
ple’s mirror planes. Therefore, a transition will be allowed or forbidden depending on a combi-
nation of the experimental geometry and the details of the wavefunctions. One can easily analyze
the symmetry-imposed conditions when the PES electron analyzer lies within the sample’s mirror
plane. First of all, the total overlap integral must be an even function with respect to the mirror
plane in order to have non-zero signal on the detector. The ﬁnal state wavefunction |φf 〉 must be
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Figure 1.8 — (a) An experimental geometry following case a) of the matrix elements condition imposed
by (1.13). Only even initial states will be probed (Figure from E. Rotenberg). (b) Photoemission from a
dx2−y2 orbital when the analyzer is located within the sample’s mirror plane. Under the depicted geometry,
the orbital can be detected only with p-polarized light (Ep). After in-plane rotation of the sample by 45o it
would be detected only with s-polarized light (Es). [35]
also even, since it refers to a plane wave. The parity of Hint = A · p depends on the incoming
light polarization, while |φi〉 can be even or odd depending on the k-vector of the probed ﬁnal state.
Under these considerations |M ki,f |2 will be non-zero in the following two cases.
|Mki,f |2 = |〈φf |Hint|φi〉|2 non-zero for a) 〈+|+ |+〉 or b) 〈+| − |−〉 (1.13)
An experimental geometry which would satisfy a) is shown in Fig. 1.8 (a). In Fig. 1.8 (b),
one considers a photoemission experiment on a material with a dx2−y2 orbital. The choice of s−
or p−polarized light depends critically on the in-plane sample orientation if one wants to observe
non-zero photoemission intensity from this type of orbitals. The situation is more complex when
the detector lies out of the sample’s mirror plane.
Equation (1.12) is valid only at T = 0K. At ﬁnite temperatures the product of the spectral
function and matrix elements has to be multiplied with the Fermi-Dirac function F (E,T ) to acquire
a complete expression for the photoemission intensity:
I(k, E, T ) =
∑
f,i,k
|Mki,f |2A(k, E)F (E) (1.14)
Thermal excitation of electrons broadens the spectral features but can also give a limited access
to the unoccupied states. Observation of the lowest-lying unoccupied states was critical in the
experimental observation of the superconducting gap of the BCS-like V3Si compounds [123].
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1.2.4 Theoretical concepts
The spectral function A(k, ω), which can be probed by PES, is related to another fundamental
theoretical concept; the single particle Green’s function G(k, ω):
A(k, ω) ≡ − 1
π
|ImG(k, ω)| (1.15)
where ω is the energy measured from the chemical potential. G(k, ω) is an important tool for
the description of interacting many-body systems. The effects of interactions are contained in the
self-energy operator
∑
(k, ω):
G(k, ω) =
1
ω − E −∑(k, ω) (1.16)
E denotes the energy satisfying Eq. (1.12) for non-interacting particles. As explained in the
previous subsection, the spectral function is modiﬁed in the presence of correlations (Fig. 1.7).
For interacting systems, e.g. the so-called Fermi Liquids (FL) represented in Figs. 1.7 (b) and (c),
A(k, ω) is given by the following expression of general validity:
A(k, ω) =
1
π
|Im∑(k, ω)|
|ω − E − Re∑(k, ω)|2 + |Im∑(k, ω)|2 (1.17)
This equation predicts a non-symmetric line shape with a peak width of 2Im
∑
(k, ω) and a
peak position shift of Re
∑
(k, ω). Under ideal experimental conditions, these quantities can be
measured and one can have an indication about the correlations in the studied materials. Equation
(1.17) can be approximated by:
A(k, ω) ≈ Zk 1
π
|Im∑(k, ω)|
|ω − E|2 + |Im∑(k, ω)|2 +Ainc (1.18)
One can easily identify the ﬁrst term (Lorentzian) with the sharp peaks of Figs. 1.7 (a) and
(b), and the second term with the higher-EB satellites. Eq. (1.18) and Fig. 1.7 reveal that if the
independent electron picture is a good ﬁrst approximation, electron-electron interactions will not
invalidate this picture for levels near EF . The self-energy operator
∑
(k, ω) for a FL system is
predicted to have the following asymptotic form:
∑
ω
= αω + iβω2 (1.19)
Near the Fermi level, the spectrum has an asymmetric Lorentzian shape, and exactly at EF it
reduces to a delta function. A sharp Fermi surface is therefore still present. As a result, one can
deﬁne "new" weakly interacting particles; i.e. quasiparticles (QP), which obey the Fermi-Dirac
statistics and can be considered as bare electrons, "dressed" by a cloud of virtual excitations. The
analogy of electrons and quasiparticles reveals the reason of the fundamental similarities between
the interacting FL systems and non-interacting Fermi gases.
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A detailed QP lifetime analysis using the I(E) energy distribution curves for the 2D FL system
TiTe2 revealed that the ARPES spectrum is not only a map of the "hole" spectral function but it
also contains information about the photoemitted electron, thus inducing residual broadening of
the peaks [116]. It has been nevertheless shown for 2D states that the electron’s contribution is
negligible and the linewidth reﬂects the hole lifetime [138]. This is an additional advantage of
low-dimensional systems for ARPES investigation.
1.3 Experimental details of modern photoelectron spectroscopy
ARPES experiments take place under UHV conditions (see section 1.1) by means of modern spec-
trometers termed hemispherical analyzers. A hemispherical analyzer can measure the kinetic energy
and momentum of the photoemitted electrons, and it thus allows the user to plot the electronic band
diagram of the studied material and access the spectral function. It consists of three main parts; an
electrostatic lens system, a hemispherical deﬂector with entrance and (optionally) exit slits and a
multichannel detector (Fig. 1.9 (a)).
The most important part of the spectrometer is the hemispherical deﬂector. In short, the deﬂector
acts as an electron monochromator allowing only electrons within a certain range of energies to pass
through the analyzer and arrive at the detector. It consists of two concentric hemispheres with radii
Rin and Rout, which are kept at a potential difference ΔV . These are essentially a pair of electrodes,
which acts as a capacitor. Although, different electrode geometries are possible (parallel plates,
cylindrical), the hemispherical shape is most widely used for ARPES.
Photoemitted electrons move through the electrostatic ﬁeld of the two hemispheres and experi-
ence a radial electrostatic force. As a result, they are deﬂected and they can reach the exit slit and
Figure 1.9 — (a) A schematic view of a modern ARPES hemispherical analyzer. The different components
are explained in the text. (b) The Phoibos 150 Specs analyzer used for the data acquired in this thesis. [140]
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Figure 1.10 — In the hemispherical deﬂector, photoelectrons are dispersed not only according to their energy
but also their position on the sample (a) or momentum (b). 2D detectors can therefore give spatial (a) or k-
dispersion (b) information within a single image (ﬁgure from E. Rotenberg).
the detector only if their kinetic energy E satisﬁes the following condition:
E =
eΔV
Rout
Rin
− RinRout
(1.20)
In order to measure a spectrum, one would have to start at a speciﬁc kinetic energy and stepwise
increase it, thus counting the electrons arriving at each potential. However, the energy resolution
ΔE depends on the kinetic energy. Therefore, in order to work with constant ΔE over a large
range of energies, modern spectrometers are equipped with an electrostatic lens system just before
the entrance slit of the deﬂector. These lenses collect a portion of the photoemitted electrons deﬁned
by those rays, which can be transferred through the apertures and focused onto the slit. Apart from
focusing the electron beam, the electrostatic lenses retard or accelerate the electrons to the proper
"pass energy" deﬁned by equation (1.20). Thus, the analyzer itself is kept at constant ΔV and
the lenses potential is swept in order to scan through the energy range of interest (sweep-mode
acquisition). The energy resolution depends on the pass energy (Epass), the slit width (S) and the
acceptance angle (α) in the dispersive direction:
ΔE = Epass
(
S
Ro
+
α2
4
)
(1.21)
where Ro is the mean radius of the hemispherical setup (i.e Ro = (R1 + R2)/2) and S the mean
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value of the slit width (S = (Sentrance + Sexit)/2). The analyzer can be operated in Fixed Analyzer
Transmission (FAT) or Fixed Retarding Ratio (FRR) mode. FAT was introduced in the previous
paragraph; Epass is held constant and it is entirely the job of the lens system to retard the given
kinetic energy to the range accepted by the analyzer. In the alternative FRR mode, a constant value
for the Epass/E ratio is maintained, while the lens voltages are swept. FAT is typically used for
ARPES spectra, while FRR is more useful for Auger spectra 1.4.2. The latter can recover weak
Auger peaks at high kinetic energy, while restricting the intense low energy background that can
damage the detection system.
Photoelectrons are dispersed through the hemispherical deﬂector, so that electrons with differ-
ent energies arrive at different points in the radial (= energy-dispersive) direction (Fig. 1.10). They
are also dispersed along the perpendicular direction (i.e. around the circumference of the sphere)
according to their emission angle (angular mode) or emission position (transmission or magniﬁca-
tion mode). Modern spectrometers exploit this effect by using 2D detectors. A virtual exit slit is
deﬁned by the software and the detector structure. A single image can provide a description of the
band dispersion or spatial information about the electronic structure.
The detector is essentially a micro-channel plate (MCP) assembly. Each plate is composed
of a large number of thin glass tubes (channels) fused together. (Fig. 1.11). The tubes work as
independent secondary electron multipliers. Two MCPs are arranged in a chevron (v-like) shape
with angled channels rotated 180o with respect to each other. Electrons which exit the ﬁrst plate
start the cascade in the second. The MCP arrangement multiplies each incoming photoelectron
about 107 to 108 times. The resulting electron beam is accelerated to a phosphor screen, where it
produces a light ﬂash, which is in turn detected by a sensitive CCD camera. The position of the
light ﬂash corresponds to the position of the initial electron. Such an MCP arrangement shows high
detection efﬁciency for both electrons and ions, but it is also sensitive to other kind of particles (e.g.
photons).
Most of the work presented in this thesis was performed with a commercial Phoibos 150 hemi-
spherical analyzer by Specs GmbH (Figs. 1.9 (b) and 1.11 (b)). The mean radius of the deﬂector Ro
is equal to 150mm. An aperture in the lens system determines the acceptance angle and gives the
user the ﬂexibility to eliminate aberration effects. The maximum acceptance angle is ±13o for the
angular modes, while the ultimate energy and angular resolutions are 2meV and 0.05o correspond-
ingly. For small spot analysis a lateral resolution down to 100μm is possible using a spatially-
resolved mode and the iris aperture of the lens system. All parts of the analyzer are surrounded
by 1.5mm thick μ-metal to screen the external magnetic ﬁelds which may inﬂuence the electron
trajectories.
ARPES in the UV range can be performed with various excitation sources. High-brightness
UV sources based on an electric discharge in a rare gas are a powerful solution for laboratory-based
experiments. Synchrotron radiation is an interesting alternative and has important advantages such
as the high intensity, the tunable polarization of the incoming beam and the availability of a wide
spectral range of photon energies. Recently, laser sources have started being employed for ARPES
experiments. Such sources enjoy the advantages of a very intense and polarized light, but on the
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Figure 1.11 — (a) A micro-channel plate (MCP) consists of a large number of glass capillaries, each one
acting as an independent electron multiplier. (b) The MCP detector of the Phoibos 150 Specs analyzer used
for the data acquired in this thesis. [139]
other hand the small kinetic energy of the excited photoelectrons means that the available k-space
range is limited (Eq. (1.5)).
During the work for this thesis, ARPES results have been obtained with a Scienta VUV 5000
high-intensity source. A schematic view of the source can be seen in Fig. 1.12. He-plasma is
generated with the Electron Cyclotron Resonance technique (ECR). The ECR condition for the
discharge is met by the combination of a microwave generator and a magnetic ﬁeld tuned to the
necessary microwave frequency. Radiation is concentrated to HeI (21eV and 23eV) and HeII (41eV
and 48eV) lines. The system is coupled to a monochromator where the user can select the incoming
photon energy. The 21eV (mainly) and 41eV discharge lines produce photons with high intensity
and have been routinely used for the results of this thesis work.
Apart from photoelectron spectroscopy, complementary surface science techniques have been
used to provide additional information about the structure and the chemical composition of the
studied surfaces and interfaces. In the following section, low-energy electron diffraction and Auger
electron spectroscopy will be brieﬂy reviewed.
1.4 Complementary characterization techniques
1.4.1 Low-energy electron diffraction
Low-energy electron diffraction (LEED) is a surface sensitive technique which can provide infor-
mation about the size and symmetry of the surface unit cell. It is based on the elastic scattering
of a monochromatic electron beam by the surface atoms. The diffraction pattern is recorded and
analysis of the spot positions determines the symmetry and atomic order of surface reconstructions.
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Figure 1.12 — A schematic representation (left) and a photograph (right) of the high-brightness Scienta
VUV 5000 photon source used for the data acquired in this thesis. [149]
The main advantage of LEED is that it is a technique which can give fast information about the
studied material and it can be performed routinely before other time-consuming experiments (e.g.
ARPES).
LEED is an "electron-in → electron-out" experimental technique. An electron gun generates a
monochromatic beam of electrons which is incident normally on the sample. The generated back-
scattered electrons pass through a series of hemispherical grids where the inelastically scattered
particles are screened out. The elastically scattered electrons arrive at a ﬂuorescent screen, causing
a bright diffraction pattern (Fig. 1.13 (a)). The pattern is an image of the reciprocal space unit cell
of the studied surface.
From the theoretical point of view, surface atoms can be considered as point scatterers. Bright
spots on the ﬂuorescent screen are the result of constructive interference between the scattered
beams. In the case of a 1D chain of atoms, the interference maxima appear at angles θ which satisfy
the Bragg condition:
k = G‖ and sin θ = nλ (1.22)
where n is an integer number deﬁning the order of diffraction, a is the atomic separation and λ the
wavelength of the incident electron beam. From the above formula, one can conclude that diffrac-
tion effects are possible only if the wavelength range of electrons employed in the LEED experiment
is comparable to the atomic spacing. Moreover, the size of the diffraction pattern depends on the
incident beam energy. The latter can be easily tuned giving access to more reciprocal lattice points.
Apart from the standard qualitative analysis of the surface symmetry, LEED can be used as a
quantitative tool to provide accurate information about the atomic positions. In this experiment, one
has to perform a detailed measurement of the intensities of various diffracted beams as a function of
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Figure 1.13 — (a) A simpliﬁed schematic representation of a LEED experiment. Elastically back-scattered
electrons pass through the hemispherical grids and their interference spots on the phosphor screen are an
image of the reciprocal lattice unit cell (image from Department of Metallurgy, Tohoku University, Japan).
(b) A schematic diagram of the energy transitions involved in a AES experiment. An incoming electron beam
creates a core-hole (K-level) which is subsequently ﬁlled by the relaxation of another electron (from the L1
level). The gained energy is transferred to a third electron, which can be emitted from the solid. A KL1L2,3
transition is depicted.
the incoming electron beam energy. The obtained I − V curves must be then compared with theo-
retically generated I − V curves for different structural models. In this way, LEED can distinguish
between iso-symmetrical surface reconstructions with different atomic arrangement.
LEED has been routinely performed during the work for this thesis to determine the surface
symmetry and the quality of the samples before ARPES measurements. LEED images of different
surface reconstructions are presented in chapters 3 and 4. In the case of the Bi/Si(111) system,
quantitative I −V LEED measurements allowed the discrimination of two reconstructions with the
same reciprocal lattice symmetry and size (section 3.2).
1.4.2 Auger electron spectroscopy
Auger electron spectroscopy (AES) is a surface sensitive technique which can give direct informa-
tion about the chemical composition of the topmost layers of the sample. During the Auger process,
the sample is exposed to a beam of high energy electrons (2 − 10keV). Electron impact can result
into the removal of a core-level electron. The ionized atom may then relax to a state of lower en-
ergy by the ﬁlling of the core-hole with a higher-level electron and the simultaneous transfer of the
liberated energy to second electron which is emitted. The ﬁnal state has therefore two core-holes
(Fig. 1.13 (b)).
Different Auger transitions are possible depending on the location of the initial and the ﬁnal two
holes. Due to energy conservation, each of them can be tracked after measuring the kinetic energy
of the emitted electrons. The transitions are material speciﬁc because the energy level positions of
core electrons vary between different atoms. As a result, the kinetic energy of the emitted electrons
is a signature of the surface chemical composition.
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AES has been employed during the work for this thesis to determine the quantity of deposited
material and the cleanliness of the studied surfaces. The kinetic energy measurement of the emitted
electrons has been performed with the Phoibos 150 Specs analyzer by using a spatial lens mode.

Chapter 2
Spin splitting on 2D electronic states: Experiment, theory,
implications
2.1 Theoretical background on the Rashba-Bychkov effect
2.1.1 Approximating the Dirac equation
The Schrödinger equation is one of the cornerstones of condensed matter physics. Its predictions
for solutions which follow the Bloch theorem have given rise to the most successful approach of
solid state physics, the band theory. Despite its successes, the Schrödinger equation does not take
into account relativistic effects such as the spin-orbit (SO) interaction. In 1928, the work of Paul
Dirac ﬁlled the gap by providing a description of spin- 12 particles which is consistent with both the
principles of special relativity and quantum mechanics. Assuming a time-independent problem, the
Dirac equation can take the following form:
(cα · p + βmc2 + V )ψ = Eψ (2.1)
where α =
(
0 σ
σ 0
)
, β =
(
I2×2 0
0 −I2×2
)
and σ is the vector of Pauli matrices
σ =
⎛⎜⎜⎝
σx
σy
σz
⎞⎟⎟⎠ with σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
and I2×2 is a unitary 2× 2 matrix.
The 4 × 4 Dirac Hamiltonian can be expanded in terms of (v/c)2. The terms of the leading
orders give a good description if one disregards relativistic effects which become important only
when v is of the order of c. After keeping the zero- and ﬁrst-order terms, the non-relativistic Pauli
equation emerges:
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[
p2
2m
+ V +
e
2m
σ ·B− σ · p×∇V
4m2c2
− 
2
8m2c2
∇ ·∇V−
− p
4
8m3c2
∇ ·∇V− p
4
8m3c2
− ep
2
4m3c2
σ ·B− (eB)
2
8m3c2
]
ψ = Eψ (2.2)
The ﬁrst two terms are the kinetic and potential energy of the Schrödinger equation (H0), while
the third is the Zeeman term describing the response of the particles on an external magnetic ﬁeld.
The fourth term is the Pauli SO coupling and the ﬁfth the so-called Darwin term due to the electron’s
zitterbewegung (i.e. rapid small-scale ﬂuctuations). The last four terms represent higher-order
corrections. ∇V is the magnitude of the potential gradient (i.e. electric ﬁeld) which acts as an
effective magnetic ﬁeld in the electrons’ rest frame. More details about the origin of this ﬁeld will
be given in the next sections.
2.1.2 Atomic spin-orbit coupling
Spin-orbit coupling is the interaction of the electronic magnetic moment μ with the magnetic ﬁeld
B which arises from the electric ﬁeld E of the nucleus. The effective magnetic ﬁeld B appears in
the rest frame of the electrons and can be written as:
B =
1
c2
E× v and v = k
m∗
(2.3)
since E is radial one may write:
B =
1
c2
E
r
r× v = 1
mc2
E
r
r× p (2.4)
For hydrogenoid atoms, the electrostatic potential V is spherically symmetric, hence it depends
only on the radius. According to this central ﬁeld approximation, E can be replaced by:
E =
∂V (r)
∂r
=
1
e
∂U(r)
r
(2.5)
whereU(r) = V (r)e is the potential energy of the electron. Equation (2.4) may be therefore written
as:
B =
1
mc2
1
r
∂U(r)
∂r
L (2.6)
with L = r× p denoting the angular momentum of the electron.
Moreover, the electron possesses a magnetic moment μ which can be written as:
μ = − e
2m
gS , g = 2 (2.7)
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where g is the g-factor of the electron and
S =
1
2
σ (2.8)
is the electron spin operator.
Coupling between B and μ is captured by the following Hamiltonian:
HLarmor = −μB = 2μ
mec2
1
r
∂U(r)
∂r
L · S (2.9)
Due to the relativistic Thomas precession this result is reduced by a factor of 2, yielding the
ﬁnal expression for the atomic SO Hamiltonian:
HSO =
μ
mec2
1
r
∂U(r)
∂r
L · S (2.10)
Equation (2.10) can be alternatively derived by the SO term of (2.2) by relating the cross product
to L and using Eq. 2.8 for S.
The total angular momentum of the electron is given by J = L + S and the eigenstates of the
full Hamiltonian (i.e.H0 + HSO) are |n, l, s, j,mj〉. SO coupling results into the energy splitting
of a level with non-zero l into two levels with different j values. Nonetheless, the +s and −s
spin values are not separated; i.e. the two states are not spin-polarized. On the other hand, in a
low-dimensional solid, spin-orbit interaction can result in spin-polarized states even without the
application of a magnetic ﬁeld.
2.1.3 From Dirac to Rashba
In the case of solids with broken space inversion symmetry, the potential gradient which enters the
Pauli SO term of (2.2) can result in spin-polarized states. In the absence of an external magnetic
Figure 2.1 — (a) 2D dispersion for an isotropic RB paraboloid. E(kx, ky) is given by the eigenvalues of
the matrix (2.13). (b) Dispersion of the two spin-polarized branches (solid lines) along a high-symmetry
direction. Blue and red correspond to opposite values of spin polarization. The dashed curve corresponds to
the electronic dispersion without RB coupling. Simulation input: m∗ = 0.3me, αR = 1eV Å.
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ﬁeld, this is the main correction to the Schrödinger Hamiltonian. After grouping all the constants
along with the magnitude of the potential gradient, the SO term can be expressed as:
HSO = αR(σ × k) · ên (2.11)
In their famous work on 2D semiconductor heterostructures, Bychkov and Rashba identiﬁed the
direction of the unit vector ên along the surface normal [28]. Assuming therefore a surface vector
along êz one can rewrite HSO as:
HSO = αR(êz × k) · σ =
∣∣∣∣∣∣∣∣
0 0 êz
kx ky kz
σx σy σz
∣∣∣∣∣∣∣∣ (2.12)
The last form is known as the Rashba Hamiltonian term for 2D electron gases. The combined
H0 + HSO Hamiltonian has a large effect on the resulting electronic behavior. The associated
electronic dispersion is represented by the eigenvalues of the following 2× 2 matrix:
⎛⎝ 2(kx+ky)22m∗ αR(−ikx − ky)
αR(ikx − ky) 
2(kx+ky)2
2m∗
⎞⎠ (2.13)
Matrix (2.13) is written in the subspace spanned by the z-component of the spin. One may use
different basis representations as explained in chapter 5. The free-electron parabola is therefore
replaced by two spin-polarized branches given by:
E±(k) =

2(kx + ky)
2
2m∗
± αRk (2.14)
and depicted in Fig. 2.1 (a), which represents the complete 2D dispersion around the center of
the SBZ revealing the rotational symmetry of the Rashba-derived electronic structure. The corre-
sponding eigenfunctions for the upper and lower branches of Figs. 2.1 (a) and 2.1 (b) are given
by:
| ψ±,k〉 = e
i(kxx+kyy)
√
2
(| ↑〉 ± eiφ(k) |↓〉) (2.15)
where φ(k) is the angle between the direction of k and the y reference axis. Due to the off-diagonal
terms in (2.13), the Rashba eigenfunctions mix the up and down states of the z-component of
the spin. One can easily ﬁnd the projection of the spins on the in-plane axes by calculating their
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Figure 2.2 — Constant energy (CE) contours of the bands presented in Fig. 2.1 for four different energies.
The arrows represent the direction of the spin polarization. The two contours have opposite (parallel) spin
polarization above (below) the spin degeneracy point.
expectation values:
〈ψ±,k | σx | ψ±,k〉 = 1
2
(
1 ± e−iφ(k)
)( 0 1
1 0
)(
1
±eiφ(k)
)
= ± cosφ(k) = ±ky
k
(2.16a)
〈ψ±,k | σy | ψ±,k〉 = 1
2
(
1 ± eiφ(k)
)( 0 −i
i 0
)(
1
±eiφ(k)
)
= ± sinφ(k) = ∓kx
k
(2.16b)
〈ψ±,k | σz | ψ±,k〉 = 1
2
(
1 ± eiφ(k)
)( 1 0
0 −1
)(
1
±eiφ(k)
)
= 0 (2.16c)
The predicted spin polarization lies in the (xy) plane. The x − (y−) projection is maximum
when the k-vector is along y(x). Moreover, for the same value of k, the spins belonging to the upper
and lower branches point towards opposite directions. These observations result into a helical spin
arrangement as presented in the CE maps of Fig. 2.2. The described Rashba-Bychkov (RB) effect
is isotropic and the two branches correspond to opposite values of spin polarization. The two CE
contours can have either opposite (a) or identical (c) spin rotations. The spins are parallel between
the crossing and the band minimum (m∗ > 0) or maximum (m∗ < 0), and antiparallel for all
other energy values. As demonstrated by Cappelluti et al., the latter region is accompanied by an
effective reduced dimensionality in the electronic density-of-states (DOS) and a singularity at the
band minimum [29].
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Figure 2.3 — Simulated band dispersion along a high-symmetry direction for the two spin-polarized branch-
es derived by the Zeeman (a) and the Rashba (b) effect. The results correspond to the eigenvalues of matrices
(2.13) and (2.17). Blue and red denote opposite values of spin polarization. Simulation input: m∗ = 0.3me,
αR = 1eV Å and EP = 0.025eV.
Apart from the Rashba parameter, there are two alternative ways to quantify the magnitude of
the spin-splitting. One can use a wavevector scale where k0 = αRm∗/2 describes the k-shift of the
two parabolic states away from Γ, as well as an energy scale by using the energy difference between
the band extremum and the crossing of the two parabolas (Rashba energy ER = 2k20/(2m
∗)).
A more elementary but equivalent view of the RB effect can be achieved by a comparison with
the Zeeman splitting. In the case of a 2DEG, an external in-plane magnetic ﬁeld B interacts with
the electronic magnetic moment μ yielding a perturbation energy EP = −μ ·B which can split the
free-electron parabola. In the subspace of the spin z-component, the effect can be approximated by
a 2× 2 matrix: ⎛⎝ 2(kx+ky)22m∗ −iEP
iEP
2(kx+ky)2
2m∗
⎞⎠ (2.17)
where EP is the perturbation energy introduced by the Zeeman effect. The eigenvalues are plotted
in Fig. 2.3 (a) revealing a constant energy splitting of the two branches. Their spin polarizations are
opposite and depend on the direction of the external magnetic ﬁeld.
In the case of the Rashba effect there is no external magnetic ﬁeld. In the electron’s rest-frame,
an out-of-plane electric ﬁeld E appears as an in-plane tangential magnetic ﬁeld whose magnitude
and direction depend on its velocity v and are given by (2.4).
As before, the effective B couples with the electronic magnetic moment resulting into a per-
turbation energy. In this case, the perturbation energy will depend on the wavevector, since the
magnetic ﬁeld is k-dependent. This is clear in the mathematical formula of the off-diagonal terms
in (2.13), whose eigenvalues yield two spin-polarized branches with a wavevector-dependent ener-
gy splitting (Fig. 2.3 (b)). As demonstrated earlier, the spin-polarization of the two branches is also
k-dependent in a helical arrangement.
Fig. 2.1 reveals that there are certain points of the SBZ where we observe spin degeneracy.
This property is not limited to Γ but it is valid for all the high-symmetry points which possess time-
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reversal symmetry. In order to understand why time-reversal results into spin degeneracy according
to the RB model, one has to discuss the time invariance of the Hamiltonian and the consequences
of the Kramers theorem.
2.1.4 The role of time-reversal symmetry
A real Hamiltonian preserves the time-reversal symmetry. For example, if one considers the com-
plex conjugate of the time-dependent Schrödinger equation:
i
dψ∗
dt
= H∗0ψ
∗ (2.18)
and replaces t by -t, ψ∗ will represent a solution of the original Schrödinger equation only because
H∗0 = H0. The RashbaHSO term depends on the spin matrices which have imaginary components.
One may therefore think that it is not invariant under time reversal. Nevertheless, in the absence of
an external magnetic ﬁeld, its special structure preserves the time invariance.
A time-reversal (i.e. motion-reversal) operator T must reverse the linear and angular momentum
(orbital and spin), while leaving the position unchanged:
TxT−1 = x , TpT−1 = −p , TLT−1 = −L and TσT−1 = −σ
In order to ﬁnd an expression for T , one may notice that TσyT−1 = −σy, but alsoKoσyK−1o =
−σy, where Ko is the complex conjugation operator. T can be therefore expressed as the product
of Ko and A, where A is an operator with the property AσyA−1 = σy. If A is set equal to −iσy,
the time-reversal operator for spin can be written as:
T = −iσyKo (2.19)
This is an antiunitary operator which can increase the degree of degeneracy of the energy eigen-
states resulting from the system Hamiltonian. In cases with space inversion symmetry, the so-called
Kramers theorem yields nothing more than the degeneracy of spin-up and spin-down states. As it
will be shown in the following paragraphs, its consequences become nontrivial, in the presence of
a non-centrosymmetric electronic potential.
Let ψ be a solution of a time-invariant Hamiltonian H . Then:
Hψ = Eψ ⇒ THψ = TEψ ⇒ H(Tψ) = E(Tψ) (2.20)
and therefore Tψ is a degenerate solution of the differential equation. If ψ and Tψ are linearly
independent, then they represent distinct solutions.
〈ψ|Tψ〉 = 〈Tψ | T 2ψ〉 = −〈Tψ|ψ〉 (2.21)
because T is antiunitary. By substituting the expression for T , one can also get the following:
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Figure 2.4 — Schematic representation of three hexagonal unit cells in the reciprocal space with their high-
symmetry points. There is no time-reversal symmetry at K because T does not necessarily reverse the sign
of k between two symmetric points around it.
〈ψ|Tψ〉 = 〈Tψ|T 2ψ〉 = 〈(Ko(−iσy)ψ | (−iσy)Ko(Tψ)〉 =
= 〈(Koψ|(−iσy)(−iσy)Ko(Tψ)〉 = 〈Koψ | Ko(Tψ)〉 = 〈Tψ|ψ〉 (2.22)
From (2.21) and (2.22), 〈ψ|Tψ〉 = 0 and hence the two solutions are degenerate but distinct.
Tψ represents a solution with opposite spin and linear momentum (T contains Ko) with respect to
ψ. As a result, in the case of a Hamiltonian which is invariant under time-reversal, the Kramers
degeneracy can be written as:
Ek,↑(↓) = E−k,↓(↑) (2.23)
The time-invariant points of neighboring SBZ may be also connected with a reciprocal lattice
vector. Translation symmetry may therefore act in combination with time-reversal. Fig. 2.4 illus-
trates the results for a hexagonal SBZ where translation symmetry yields Ek(Γ),↑↓ = E−k(Γ),↑↓,
and Ek(M),↑↓ = E−k(M),↑↓. In combination with the Kramers degeneracy, one arrives at Ek(Γ),↑ =
Ek(Γ),↓ and Ek(M),↑ = Ek(M),↓.
If apart from time reversal, the Hamiltonian is invariant under space inversion J , then Jψ
represents a degenerate solution of the differential equation. The operator J reverses the sign of
the position and linear momentum, while it does not affect the angular momentum and spin. As a
result, when J acts on ψ, it yields a degenerate solution with the same spin but opposite momentum,
Ek,↑↓ = E−k,↑↓. The considerations of the previous paragraph can be now extended to any arbitrary
k, resulting into a trivial spin-up and spin-down degeneracy for all k-values. In the case of space
inversion, Kramers degeneracy can be written as Ek,↑ = Ek,↓.
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In conclusion, the trivial spin-degeneracy at an arbitrary k-point can be lifted:
i) by an external magnetic ﬁeld B which breaks the time-reversal symmetry of the Hamiltonian.
ii) in systems with broken space-inversion symmetry.
2.2 Unveiling the mechanism of the isotropic Rashba-Bychkov effect
Bychkov and Rashba were the ﬁrst who underlined the importance of the Pauli SO coupling term
as a relativistic correction of the Schrödinger Hamiltonian and examined its effect in the band
dispersion [28]. They introduced the Rashba coefﬁcient αR and calculated its numerical value for
semiconductor heterojunctions by experimental data on cyclotron resonances [142, 143]. According
to a NFE model, αR, and consequently ∇V, is due to a perturbative effect associated with the
surface potential gradient. It is expected to yield an energy splitting (ER) in the order of 10−6 eV.
2.2.1 Spin splitting of noble metal surface states - early results
Although Bychkov and Rashba performed their work on semiconductor heterostructures, their pre-
dictions were experimentally veriﬁed on a different kind of 2DEG: the metallic surface state of
Au(111) [89]. LaShell et al. observed a splitting which is at least three orders of magnitude larger
than the estimates of Bychkov et al. and attributed this discrepancy to an artifact of the NFE (Fig.
2.5). The inconsistency stems from the fact that a NFE treatment disregards the effect of the ion
cores where the potential gradient is expected to be very high. Although the qualitative behavior
is well-captured by HSO, the latter had to be modiﬁed in order to yield more realistic quantitative
results.
A pseudopotential approach seemed to be more appropriate, since it had been already successful
in calculating SO effects in the 3D electronic structure of white tin [153]. LaShell et al. followed
the predictions of Animalu according to which HSO could be written as L · σ for distances from
the center of the ions smaller than a given radius RM [5].  is an energy in the order of the rel-
evant spin-splitting, while the model radius RM is determined by the average electronic position.
Using appropriate  and RM for the case of Au(111), LaShell et al. were able to match their novel
ARPES results. Although the pseudopotential method by Animalu includes only the effects of core
levels with p symmetry, their consequences are expected to be dominant in the case of sp-derived
surface states, justifying the extension of this approach to the Au(111) surface. Finally, the authors
proposed that due to the very small atomic p3/2 − p1/2 splitting of Ag and Cu, the RB effect on the
corresponding (111) surfaces must be beyond the experimental resolution.
2.2.2 A combination of theory and experiment towards a better understanding
These predictions were veriﬁed after high-resolution ARPES studies by Nicolay et al. were per-
formed on clean Au, Ag and Cu(111) surfaces [108, 124]. The experimental results were accom-
panied by relativistic DFT calculations which suggested that the splitting of the Ag(111) Shockley
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Figure 2.5 — (a) E vs. k dispersion along ΓM by LaShell et al. [89]. (b) High-resolution ARPES image
along ΓM (LSE-EPFL 2009). (c) The Fermi surface revealing two concentric contours in agreement with
the predictions of the isotropic RB model. The white arrows indicate the orientation of the spin polarization.
[89, 108]
state should be present but far too small to be experimentally resolved. However, a clear demon-
stration of the important role of the atomic SO coupling came from a series of experimental studies
on the Ag/Au(111) system [31, 118, 30]. The authors deposited Ag ﬁlms of variable thickness
on a Au(111) substrate and showed that the SO splitting magnitude of the Shockley surface state
exhibits a continuous transition from the parameters corresponding to the Au(111) surface to the
indiscernible effect on a Ag(111) surface (Fig. 2.6). Their results were corroborated by STM im-
ages and ab-initio calculations. They concluded that the wavefunction of the surface state extends
to the ﬁrst ﬁve MLs and that the splitting magnitude is determined by the amount of "heavy" (i.e.
Au) electrons which are probed by their wavefunction. These experimental results veriﬁed the in-
consistencies of the NFE approach and the importance of the atomic term in the determination of
SO-induced splitting. This was in line with a combined study on vicinal Au(111) surfaces which
concluded that the surface contribution to the splitting is essentially negligible in comparison to the
nuclear potential gradient [103]. An independent ARPES study on the RB splitting of 4d and 5d
transition metal surfaces has on one hand provided another support of the important consequences
of the atomic term [129]. On the other hand, the evolution of the SO splitting with Li deposition
proved that the role of the surface potential gradient could be signiﬁcant.
In order to get new insight into the components of the Rashba parameter αR, Petersen et al.
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Figure 2.6 — (a) Ag/Au(111) system: Coverage dependence of the ARPES intensity. The spin-splitting
is gradually reduced with increasing ΘAg. At the same time the surface state shifts towards lower EB . (b)
Probability density |Ψ|2 of the surface state wavefunction arising when ΘAg = 3ML. V (z) is the potential
landscape used in the corresponding Schrödinger equation [30]. (c) Experimental results and DFT calcula-
tions for the Ag(111) surface state, revealing its negligible spin splitting. [108]
developed a 2D tight-binding (TB) model on a simple hexagonal lattice [117]. They included
the effect of RB splitting as a term proportional to the atomic SO coupling which is added to
the conventional TB Hamiltonian. In order to develop their model, they used an atomic basis and
considered the effects of px, py and pz orbitals. As a result, they arrived at a 6×6 Hamiltonian matrix
whose eigenvalues are a representation of the electronic band structure. The effective Hamiltonian
for the pz subspace reveals the analogies and the differences of their approach with respect to the
NFE model. The authors identiﬁed αR as a term which is proportional to the product of the surface
potential gradient (γ) and the atomic SO coupling (α).
Based on the ratio of their atomic SO coupling terms, one would expect a splitting magnitude
of the Ag(111) Shockley state around four times smaller than the one observed on Au(111) [99,
122]. Nevertheless, the aforementioned DFT calculations predicted a splitting which is far below
the estimates (ΔkF (Au) = 0.028Å−1 vs. ΔkF (Ag) = 0.0013Å−1) [108, 122]. The authors
attributed this discrepancy into two different factors: (i) the different degree of localization of the
corresponding surface states which is reﬂected into their binding energies and (ii) the amount of p
character in their apparent sp behavior. They invited further DFT calculations and a closer look at
the electronic wavefunctions in order to gain a better understanding of the mismatch.
Bihlmayer et al. used a similar theoretical approach to discuss the origin of the RB effect
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Figure 2.7 — (a) Experimental band dispersion of the majority spin surface state of Gd(0001) along ΓM.
RB splitting is negligible. (b) After oxygen deposition, RB splitting becomes substantial both at the majority
(S ↑) and minority (S ↓) spin states of the p(1 × 1)O/Gd(0001)system. The displayed dispersion is along
ΓK. (c) RB splitting obtained from (a) and (b);∇ () symbols refer to majority (minority) spin states. [86]
[23]. After performing DFT calculations to identify the SO coupling term of the Hamiltonian, they
expanded the potential in spherical harmonics around the atom. The resulting SO Hamiltonian was
given by:
HSO =
1
4m2c2
1
r
∂V
∂r
(r× p) · σ (2.24)
where p is the linear momentum operator and V the spherically symmetric potential. The
authors were able to resolve the contribution of all surface and subsurface layers to the RB splitting.
In the case of Au(111), they used a slab of 23 layers and concluded that more than 40% of the
splitting comes from the subsurface region. This result is very important because it proves that the
size of the splitting is not determined by the surface potential gradient, which should be negligible
away from the surface, but by the inversion asymmetry of the surface state wavefunction. Close
to the nucleus, an electronic potential gradient is realized by the formation of states with a mixed
orbital character (e.g. p-states with an admixture of s- or d- character). The l/(l ± 1) ratio is a
measure of the effective gradient related to the wavefunction asymmetry and corresponds to the γ
term introduced by Petersen et al. [117]. In analogy with the aforementioned TB model, no splitting
would be expected in an isolated Au(111) ML. Electrons would pass the nuclear potential equally
distributed on the upper or lower side of the layer resulting in a zero net potential gradient (i.e.
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Figure 2.8 — Theoretical (ﬁrst-principles) (a)-(c) and experimental (spin-resolved ARPES) (d)-(e) CE con-
tours at EB = 0.17eV revealing the spin polarization of the Au(111) surface state. (a),(d) and (c),(e) refer
to the in-plane tangential and out-of-plane component of P. (b) denotes the theoretical prediction for the
in-plane radial component and does not have any experimental counterpart. Notice that Ptan is dominant
and opposite for the two surface state contours (black solid lines). The Pz component is very small and lies
beyond the detection limit of the SARPES setup. [59]
〈|ψ|dVdr |ψ〉 = 0). By turning on "in a way" the effect of the substrate, more electrons pass on one
side than the other. At the same time the electronic wavefunction becomes asymmetric and some
different orbital character mixes in. As a consequence, the electrons feel a potential gradient, which
results into a ﬁnite splitting.
Observing equation (2.24), one can identify the interplay of two terms. On one hand, the surface
state should lie as close as possible to the nucleus in order to enhance the weighted potential gradient
(i.e. p-states are more favorable than d-states). On the other hand, the wavefunction asymmetry (or
equivalently the momentum) is increased when different orbital characters contribute in a similar
degree. The admixture of two different l- characters is also dependent on the atomic number Z.
Their results suggest that the negligible splitting on the Ag(111) surface state is due to the high
p : d ratio of its orbital character (9.5 vs. 3.3 for Au(111) ). Despite the lack of simplicity, the
importance of this work lies in the fact that it reduced the number of contributions to the SO-derived
splitting to one effective parameter: the surface state wavefunction asymmetry near the ion cores.
Apart from the (111) surfaces of noble metals, the approach of Bihmayer et al. has successfully
reproduced the Rashba effect on the (0001) surfaces of lanthanides [86, 23]. Namely, an epitaxial
metal-oxide surface layer results in a signiﬁcant increase of the SO-induced splitting at the magnetic
Gd(0001) surface (Fig. 2.7). This was attributed to an admixture of pz character to the almost pure
dz2 Gd(0001) surface state [86].
In a pair of articles Henk et al. computed the electronic properties of Au(111) using DFT
calculations on a semi-inﬁnite system [57, 58]. Spin- and angle-resolved photoemission spectra
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Figure 2.9 — Anisotropic band dispersion (top row) and FS maps (bottom row) for the Bi(111) and Sb(111)
surface states. (a) Experimental dispersion for Bi(111) along ΓM. The red circles are the result of relativistic
calculations shown in (b). The black lines in (b) represent the surface state dispersion without the inclusion of
SO coupling. The shaded areas denote the bulk band projection. (c) Experimental dispersion of the Sb(111)
surface states in the vicinity of Γ. Red lines represent the bulk band projection. (d), (e) Fermi surface
maps for Bi(111) (d) and Sb(111) (e) measured by ARPES. The spin-split contours have strongly anisotropic
momentum distributions. [8, 144, 85]
were calculated within the relativistic one-step model. Their work focused on the spin polarization
of the Au(111) surface state. Interestingly, they concluded that there is a small but ﬁnite polarization
component normal to the surface (i.e. Pz) (Fig. 2.8). This effect cannot be predicted by the NFE
2DEG model with RB coupling, which was presented in section 2.1 and according to the authors
it points towards a nonzero in-plane asymmetry of the surface potential. Moreover, the same work
revealed the caveats one might face if the spin polarization of the surface states is to be detected by
spin- and angle-resolved photoelectron spectroscopy. In fact, the polarization of the initial surface
states may be obscured by the photoelectron spin polarization brought about by the photoemission
process. Henk et al. suggested that best results would be obtained with an experimental setup which
can produce a photoelectron spin polarization aligned along the one of the initial state.
The group of Prof. J. Osterwalder performed detailed spin-resolved measurements on the
Au(111) Shockley surface state using a spin polarimeter that allows full sensitivity to all three
components of the electronic spin polarization [65]. In agreement with the conclusions by LaShell
et al., they reported that the split bands exhibit a high but opposite spin polarization which lies in the
surface plane and is perpendicular to the momentum of the electrons [66, 104, 59]. Since the theo-
retically calculated magnitude of the out-of-plane component is smaller than the detection limit of
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the experimental setup (5%), they were unable to verify the predictions (Fig. 2.8). A different study
by Hochstrasser et al. addressed the spin polarization of the surface states of W(110)-(1x1)H [64].
Although the momentum distributions of this system deviate signiﬁcantly from the isotropic con-
tours predicted by the NFE approximation, spin-resolved data evidenced that the spin-polarization
of the surface states is essentially tangential.
2.2.3 A quest to enhance the splitting
After the work of LaShell et al. [89], the ﬁeld of RB splitting attracted a signiﬁcant interest of the
scientiﬁc community and many groups tried to enhance the weak splitting observed on the Au(111)
surface. Surfaces of materials with higher Z and hence a stronger atomic splitting were obvious
alternatives. Koroteev et al. performed ARPES measurements on three different low-index surfaces
of Bi accompanied by ﬁrst-principles calculations [85]. The combined study allowed them to iden-
tify spin-split branches for the Bi(111), Bi(110) and Bi(100) p-derived surface states (Fig. 2.9). In
accordance with the large atomic SO coupling parameter, the observed RB splitting was by far the
strongest which was reported up to that time. Their unambiguous results revised the conclusions
of previous studies on the Bi(111) surface which had proposed two non-degenerate surface states
around Γ and the possibility of FS nesting by the formation of a CDW [8, 9]. Moreover, the authors
clariﬁed the results of an earlier work on the Bi(110) surface electronic structure. This study had
suggested a SO-induced splitting, but its identiﬁcation was not unambiguous due to the large split-
ting magnitude [4]. One important conclusion is that the spin-split states exhibit highly anisotropic
behavior and the resulting CE contours are not free-electron-like (Fig. 2.5). Therefore, their topol-
ogy cannot be accessed by the Rashba correction of the non-relativistic Schrödinger Hamiltonian
(Eq. (2.12)).
Sb lies just one block higher than Bi in the periodic table of elements. Therefore, its low-index
surfaces are the next candidates for a sizeable RB splitting. Sugawara et al. reported high-resolution
ARPES results on the Sb(111) surface [144]. In the case of Sb(111), the spin-split states lie into
the projected bulk gap and identiﬁcation of their degeneracy point is more straightforward than
for Bi(111), where one has to deal with surface resonances. The FS and RB splitting are highly
anisotropic as in the case of Bi(111). Moreover, there is a strong threefold modulation of the surface
state intensity due to their non-negligible decay length into the substrate of threefold symmetry (Fig.
2.9). In perfect analogy to the Bi(111) case, this study revised the conclusions of an earlier ARPES
work which had suggested two non-degenerate surface states around Γ [10].
As already mentioned, a couple of studies have been devoted to the RB effect on 4d and 5d TM
surfaces. SO-induced splitting on the clean Mo(110) surface is essentially undetectable, whereas a
sizeable effect was observed on the corresponding (110) surface of the heavier W element [129].
The effect was dramatically enhanced after the deposition of hydrogen or alkali metals on W(110),
exemplifying the role of the surface potential gradient (Fig. 2.10 and [130, 129, 64]). A similar
enhancement has been observed after the passivation of the W(110) surface by 1 ML of Au or Ag
[136]. In contrast to what was observed on noble metals [31, 118, 30], the nature of the overlayer
does not affect the size of the induced splitting. It is only the substrate that matters. This was veriﬁed
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Figure 2.10 — ARPES dispersion along ΓS for (a) clean W(110), (b)W(110)-Li0.5ML and (b)W(110)-
Li1.0ML. The splitting of the two spin-polarized states (labeled 1 and 2) becomes appreciable after Li de-
position. The shaded region is the projection of bulk bands. (d) Experimental Fermi surface of the W(110)-
(1 × 1)H system, where arrows represent the spin directions deduced from spin-ARPES measurements. (e)
Corresponding band dispersion along the ΓS direction. [129, 64]
by substituting W(110) with Mo(110). As a consequence, the authors claimed that the overlayer-
derived states inherit their spin polarization by spin-dependent hybridization with substrate states.
Apart from moving to different systems, the splitting of the Au(111) surface state can be en-
hanced by the deposition of rare gases. Noble gases may alter the surface potential gradient, but
they can also result into a profound spatial modiﬁcation of the Shockley state wavefunction due to
the Pauli repulsion caused by their ﬁlled electronic shells [44, 43]. As a consequence, the electronic
density may shift closer to the nucleus, where the potential gradient is steeper, thus resulting in a
larger RB splitting. In other words, noble gases deposition can affect the out-of-plane electric ﬁeld
seen by the electrons. The effect depends on the "nobleness" of the rare gas and is largest for Xe
(Fig. 2.11).
2.3 The breakthrough of surface alloys and its implications
2.3.1 Experimental discovery and relativistic calculations
An unexpectedly large RB splitting was observed in a novel class of materials obtained after high-
Z metal deposition on the (111) surfaces of noble metals. Deposition of 1/3ML of Bi on a clean
Ag(111) substrate results in the formation of a long-range ordered surface alloy where each Bi
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Figure 2.11 — (a)-(c) ARPES data on the Au(111) surface covered with 1ML of different rare gases. The
results are plotted along ΓK. The dashed curve indicates the surface state dispersion on clean Au(111). (d)
Momentum splitting (k0) induced by the RB effect as a function of the surface state binding energy. The
effect is more pronounced with decreasing nobleness of the adsorbate. [44]
atom is surrounded by six Ag atoms (Fig. 2.12 (a) inset) [7]. A summary of the ARPES results
on the BiAg2 surface alloy, along with relativistic DFT calculations, is presented in Fig. 2.12.
The dispersion is dominated by a pair of spz spin-split branches with negative dispersion. At the
border of the images one can see a weak pair of pxy branches which cross EF and are also spin-
split. The isostructural PbAg2 surface alloy grown after the deposition of 1/3ML Pb on Ag(111)
exhibits similar spz derived branches around Γ (Fig. 2.12 (c)) [113]. A DFT calculation without the
inclusion of the SO interaction cannot reproduce the observed k-shifted doublet, pointing towards
its relativistic origin (Fig. 2.12 (d)). In analogy with the BiAg2 surface alloy, these branches are
expected to be degenerate at Γ but due to the absence of one electron with respect to Bi they are
partially empty and cross the Fermi level. The pxy states are out of the experimental window of
measurement. In the seek for enhanced RB effects, deposition of Bi on Ag single crystals was
not limited to the (111) surface. The tetramer c(4 × 4) reconstruction induced by 0.5ML of Bi
on Ag(100) has been proposed to yield a pair of spin-split branches with αR = 8.0eV Å [106].
Nevertheless, in this case one has to deal not with true 2D states but with surface resonances. As a
consequence, these ARPES results are not very clear and therefore remain controversial.
The discovery of strong SO-induced splitting on surface alloys signaled a major breakthrough in
the ﬁeld and was in need of a theoretical explanation. According to the virtual crystal approximation
proposed by Cercellier et al. [30], the SO parameters should depend on the number of heavy
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Figure 2.12 — (top row) High-resolution ARPES results (a) and relativistic ﬁrst-principles calculations (b)
for the surface state dispersion of a BiAg2/Ag(111) surface alloy. Arrows in (a) denote the kF value of the
weak pxy sidebands. The inset is a schematic representation of the surface alloy structure, where one Bi atom
(orange) is surrounded by six Ag atoms (purple). (bottom row) High-resolution ARPES results (c) and DFT
slab calculations (without SO coupling) (d) for the surface state dispersion of a PbAg2/Ag(111) surface alloy.
The calculations cannot reproduce the weak sidebands of the central spz states pointing towards a relativistic
origin. The pxy doublet is out of the experimental window. The inset represents a ﬁt of the experimental data
which extends above the Fermi level. [113, 7]
atoms probed by the surface state wavefunction. Interestingly, this approach does not work because
the surface alloy yields parameters much larger than both of its constituents (Table 2.1). A hint
for an additional mechanism came from the peculiar shape of the momentum distributions. As
shown in Fig. 2.13, CE contours deviate from the circular shape predicted by a simple NFE model
and show a pronounced hexagonal symmetry [7]. The effect is stronger for larger wavevectors
and it is clear that the states "feel" the 2D structural symmetry. The resulting 6-fold symmetry
is a direct consequence of the interplay between the 3m symmetry of the studied material and
the Kramers degeneracy (Eq. (2.23)). In contrast to the out-of-plane asymmetry of the potential,
which yields the conventional isotropic RB effect, an additional in-plane potential asymmetry could
deform the contours into the shapes presented in Fig. 2.13. Fully relativistic DFT calculations
veriﬁed the hexagonal symmetry of the momentum distributions and conﬁrmed the effect of the in-
plane potential asymmetry by revealing a sizeable out-of-plane spin polarization component (Fig.
2.13) [7]. Following the considerations of section 2.1, non-zero spin polarization along the normal
direction must be a consequence of a ﬁnite in-plane component of the effective electric ﬁeld which
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acts on the electrons.
Table 2.1 — Spin-orbit splitting parameters of 2DEG formed at various surfaces and interfaces. The values
reported values are approximate and are reproduced from the corresponding Refs. The table underlines the
importance of the novel surface alloys.
material ER (meV) k0 (Å−1) αR (eV Å) Ref.
InGaAs/InAlAs < 1 0.028 0.07 [109]
Ag(111) ∼ 0 0.004 0.03 [118, 30]
Au(111) 2.1 0.012 0.33 [89, 30]
Au(111)-Xe 15 0.033 0.9 [44]
Bi(111) 14 0.05 0.6 [85]
PbAg2/Ag(111) 23 0.03 1.53 [113, 12]
BiAg2/Ag(111) 216 0.13 3.05 [7, 19]
SbAg2/Ag(111) ∼ 0 ∼ 0 ∼ 0 [102]
BiCu2/Ag(111) 13 0.032 0.82 [19, 101]
2.3.2 Nearly-free electron approximations of the results
The combined experimental and theoretical study on BiAg2 inspired a NFE model for a 2DEG
which, apart from the conventional Rashba term, includes the anisotropy effects within the conﬁne-
ment plane [119]. Premper et al. considered the following Hamiltonian:
H =
p2
2m∗
+ V (z) + V (ρ) +
σ · (∇Vz × p)
4m∗2c2
+
σ · (∇Vz × p)
4m∗2c2
(2.25)
where the effects of the out-of-plane (V (z)) and in-plane (V ()) potential terms have been
explicitly separated.
Numerical solutions of the corresponding secular equation yield the electronic structure. In this
model, each of the contributions to the RB splitting can be switched on and off independently re-
vealing its effect on the band topology. The authors solved this anisotropic RB model for materials
belonging to the 3m point group and chose their parameters in order to match the spz spin-split
surface state of the BiAg2/Ag(111) alloy. Fig. 2.14 presents a summary of their ﬁndings. The
momentum distributions are highly anisotropic in close correspondence to BiAg2. As revealed by
the corresponding band dispersion, the effect is stronger as one moves away from Γ, while it is neg-
ligible within a mirror plane of the system. The two hexagonal contours have an orientation offset
of 90o. Moreover, there is a ﬁnite polarization component directed along the surface normal. Apart
from reproducing the ﬁndings of the relativistic DFT calculations using a much simpler model, the
authors commented on the relative importance of each SO contribution. The in-plane asymmetry
term alone yields a very small splitting perpendicular to a mirror plane. It is only in combination
with the out-of-plane asymmetry term that can result in a signiﬁcant enhancement of the RB effect
(Fig. 2.14).
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Figure 2.13 — (a)-(c) Calculated CE contours atEB = 0.55eV and projection of the spin polarization along
the x, y and z axis, respectively. Red (blue) colors correspond to positive (negative) values. The anisotropic
momentum distributions are conﬁrmed by ARPES results (d) at EB = 0.17eV. [7]
Recently Fu examined the hexagonal warping effects in the edge states of 3D topological insu-
lators [49]. He used k · p perturbation theory to calculate higher order terms of the effective Dirac
Hamiltonian. His analysis was focused on materials having 3m symmetry and therefore yielded an
additional 3rd-order term which includes the effects of hexagonal warping. The same approach can
be used as an alternative way to access the anisotropic RB effect. To this end, the 3rd-order warping
term is added to the isotropic 2× 2 Hamiltonian matrix (Eq. (2.13)):
⎛⎝ 2(kx+ky)22m∗ + c2(k3+ + k3−) αR(−ikx − ky)
αR(ikx − ky) 
2(kx+ky)2
2m∗ − c2 (k3+ + k3−)
⎞⎠ (2.26)
where k± = kx ± iky and the mirror plane is along ky . Fig. 2.15 depicts the electronic
band dispersion and the spin-polarized momentum distributions given by the eigenvalues of the
Hamiltonian matrix. The shape and relative orientation of the CE contours, as well as the dispersion
within and perpendicular to a mirror plane are in full agreement with Premper et al. [119]. In this
case, the effective Rashba term includes both the effects of the out-of-plane and in-plane asymmetry
on the splitting magnitude. The warping term contains information only about the deviation of the
momentum distributions from a circular shape. As a result, one cannot switch on and off the two
terms independently. Nevertheless, this approach can be considered as a simpler alternative which
can be easily solved analytically for every RB system with the given symmetry.
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Figure 2.14 — (a)-(c) Spin-resolved momentum distributions for an anisotropic RB 2DEG at a binding
energy of 1.0eV. The parameters of the model have been chosen to ﬁt the experimental results on the
BiAg2/Ag(111) surface alloy. A hexagonal warping of the momentum distributions is accompanied by non-
negligible Prad and Pz components. Blue (red) symbols denote negative (positive) values of spin polariza-
tion. (d) Dispersion of the spin-split bands within and perpendicular to a mirror plane of the system. The
anisotropic behavior is maximal normal to the mirror plane. (e) The effect of the in-plane potential gradi-
ent on the band dispersion (perpendicular to the mirror plane). Although, the in-plane∇V can dramatically
enhance the splitting, the presence of an out-of-plane gradient is necessary in order to trigger the effect. [119]
2.3.3 An alternative view
The introduction of the in-plane potential gradient can be reconciled with the approach by Bihlmay-
er et al. which is based on the asymmetry of the surface state wavefunction [23]. As these authors
noted in a later work, the splitting enhancement is connected to the presence of some pxy char-
acter in the bands of spz symmetry [22]. This admixture increases the wavefunction asymmetry
but also makes the electrons more sensitive to an in-plane potential gradient. This is due to the
spatial orientation of the pxy orbitals. The DFT calculations by Bihlmayer et al. established the
connection between the splitting magnitude, the orbital character and the surface relaxation [22].
It should be stressed that according to the aforementioned experimental ﬁndings [7, 113, 94], RB
splitting in BiAg2 is four times higher than in PbAg2. This difference cannot be accounted for by
the small increase of the 6p atomic SO parameter but can ﬁnd an explanation in the different orbital
composition of the corresponding spz surface states. Nevertheless, in the case of PbAg2, it was
proposed that the experimentally resolved bands may originate from two different pairs with strong
RB splitting, rather than one pair with a weaker splitting (Fig. 2.16).
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Figure 2.15 — Simulated band dispersion (a) and CE contours (b)-(d) for an anisotropic RB 2DEG according
to the Hamiltonian matrix which includes the 3rd-order correction (Eq. (2.26)). The model of the previous
section (Figs. 2.1, 2.2) has been enhanced by an extra term which captures the effects of hexagonal warping.
The effects are maximal normal to the mirror plane (kx) and become more pronounced as one moves away
from Γ. Simulation input: m∗ = 0.3me, αR = 1eV Å, c = 25eV Å3.
2.3.4 Tuning the spin-orbit splitting parameters
Moreschini et al. explored the possibility of further increasing the RB splitting encountered in
a BiAg2 surface alloy by the adsorption of rare gases [100]. They investigated the effect of Xe
which gives the largest effect on the Au(111) surface state by acting on the out-of-plane potential
gradient ([44] and section 2.2). As a result, they observed a strong backfolding of the bands which
follows the periodicity of the induced superstructure and an increased hybridization between the
spz and pxy states. The latter is probably due to the different relaxation of the topmost layer after
Xe deposition. Nevertheless, the magnitude of the splitting was not affected. Their ﬁndings can
be explained if one takes into account the different predominant RB mechanisms in the cases of
Au(111) and BiAg2. Therefore, their work provided an independent veriﬁcation of the important
role played by the in-plane potential gradient.
As brieﬂy mentioned in section 2.1, Cappelluti et al. pointed out that the DOS of spin-split
bands is considerably affected by the SO interaction in a region of width ER between the band
extremum and the spin degeneracy point [29]. In this so-called "low charge density" regime, the
SO coupling cannot be considered as a perturbative correction to the electronic structure. The DOS
switches from a constant value, characteristic of a parabolic 2D band, to a 1/
√
E behavior typical
of 1D systems, accompanied by a singularity at the band extremum. Moreover, the in-plane spin
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Figure 2.16 — The band structure of a BiAg2 (left) and a PbAg2 (right) surface alloy by DFT calculations
where SO coupling has been included self-consistently. The size of the circles indicates the degree of spin
polarization, while the color distinguishes the opposite spin orientations. [22]
rotation of the two contours is expected to be in the same direction (Fig. 2.2). Effective interactions
are strongly renormalized when the Fermi level lies in this energy range, and even enhanced super-
conductivity has been predicted [29]. The singularity was actually detected by scanning tunneling
spectroscopy for both BiAg2 and PbAg2 as an asymmetric peak in the dI/dV spectrum [12].
The rigid band behavior of BiAg2 and PbAg2 suggests a route to attain the exotic low-charge
density regime. Tuning of the Fermi level position was achieved by forming the BixPb1-x/Ag(111)
alloy with variable composition [11]. ARPES data supported by relativistic ﬁrst-principles calcula-
tions conﬁrmed the gradual rigid shift of the band structure, accompanied by the enhancement of
the Rashba parameter between the two extreme concentrations (Fig. 2.17). The low-charge density
regime is achieved for 0.5 < x < 0.56. An alternative way to shift the Fermi level position is by
alkali metal doping. This approach has been demonstrated for BiAg2/Ag(111) ([45] and Fig. 2.18),
as well as for the isostructural BiCu2/Cu(111) alloy [19]. In this way, the SO parameters of the
surface state do not change and one can shift the BiAg2 bands towards higher EB .
Spin-resolved photoemission experiments provided a cast-iron conﬁrmation of the theoretical
predictions concerning the spin polarization of the split states. Meier et al. reported a non-negligible
Pz component which becomes signiﬁcant for the pxy-derived surface states [94]. This is because
the pxy orbitals feel a stronger inﬂuence of the in-plane potential gradient. In agreement with the
predictions by Premper et al., Pz vanishes within a mirror plane of the system (ΓM) and is maximal
in the normal direction (ΓK). According to the results of Fig. 2.15, the former corresponds to
zero hexagonal warping (i.e. deviation from a circular contour) and the latter to a maximal value.
A follow-up paper by the same group veriﬁed the unconventional spin topology expected in the
BixPb1-x/Ag(111) surface alloy when x lies in the low-charge density regime [95].
Moreschini et al. explored the interplay of the in-plane and out-of plane potential gradients
by studying the isostructural SbAg2 surface alloy which is formed after the deposition of 1/3ML
Sb on Ag(111) [102]. Sb has the same electronic conﬁguration as Bi but, due to the smaller Z, it
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Figure 2.17 — ARPES (top row) and relativistic ﬁrst-principles (bottom row) results for the band structure
of a BixPb1-x/Ag(111) surface alloy. The SO parameters and the binding energy of the surface states vary
continuously with increasing x from the pure PbAg2 to the pure BiAg2 case. The results are plotted along
the high-symmetry ΓK direction and red lines represent parabolic ﬁts to the surface-state bands. [11]
exhibits a weaker atomic SO coupling (0.4eV for Sb vs. 1.25eV for Bi) [99]. Moreover, relativistic
ﬁrst-principles calculations predicted that the two alloys must have an identical orbital composition
of the surface states [102]. Therefore, any difference in the magnitude of the RB splitting cannot be
attributed to an in-plane potential gradient but only to the different atomic SO interaction. In fact,
high-resolution ARPES results for SbAg2 were not able to distinguish between the two spin-split
counterparts for most values of k revealing a strongly reduced smaller splitting [102]. Neverthe-
less, the anisotropic shape of the momentum distributions is still present. In agreement with the
theoretical work by Premper et al. [119], the authors concluded that a strong in-plane asymmet-
ric potential is not by itself sufﬁcient to generate a large splitting. It has to be accompanied by a
signiﬁcant atomic spin-orbit coupling, which is translated into a sizeable out-of-plane component
potential gradient.
The substrate inﬂuence in determining the SO splitting in surface alloys was examined by two
independent studies on the BiCu2 surface alloy [101, 19]. The atomic SO coupling is weaker in
Cu due to smaller Z (0.03eV vs. 0.11eV for Ag). In line with this observation, experimental
results reported a RB splitting which is four times weaker in BiCu2 than in BiAg2. Moreschini
et al. considered the observed splitting as a direct consequence of the different atomic parameters
[101]. On the other hand, Bentmann et al. claimed that the main factor is the different relaxation
of the Bi atoms in the two surfaces [19]. Their ﬁndings were based on the results of relativistic
ﬁrst-principles calculations by artiﬁcially increasing the values of the atomic constants in the Cu
alloy to match those found in BiAg2. The negligible effect on the splitting guided them to examine
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Figure 2.18 — ARPES intensity around Γ for a pure BiAg2/Ag(111) surface alloy (a) and after electron dop-
ing with increasing Na coverage (b)-(f). Each successive evaporation cycle adds 0.05ML of Na. Saturation
coverage is obtained for 0.25ML Na (f) and results in a total energy shift of 230meV. (Data by A. Crepaldi)
[45]
the role of structural differences. A recent quantitative LEED study examined the effect of surface
relaxation on the SO-split mechanism for different surface alloys [50]. Considering each substrate
individually, the authors reported the clear trend that a stronger outward relaxation leads to a larger
splitting. Nevertheless, when one compares the alloys grown on Ag(111) with those grown on
Cu(111), several deviations from this trend were observed. This might be related to the different
orbital composition of the corresponding states.
In short, one may say that the spin splitting magnitude in surface alloys comes from the interplay
of the in-plane and out-of-plane asymmetry. The latter is necessary to trigger the effect and is
strongly dependent on both alloy constituents. Surface relaxation and orbital composition of the
involved states may alter the size of the effect.
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2.4 A ﬂavor of spintronics
Spintronics (or spin-transport electronics) is an emerging technology whose main goal is the manip-
ulation of the electronic spin degrees of freedom in solid-state systems. Three key ingredients are
required In order to realize spin transport in such devices: a spin injector, a transport channel and a
spin detector. The spin injector generates a current of spin polarized electrons which are electrically
transferred (i.e. injected) to the sample. Manipulation of the spin during transport can be achieved
by external magnetic or electric ﬁelds. The ﬁnal spin orientation is detected by a spin-sensitive
system (spin detector).
Metallic spintronic devices made their appearnce a few years after the discovery of giant mag-
netoresistance (GMR) [14, 24]. The resulting spin-valve consists of two ferromagnetic layers sep-
arated by a spacer from a non-magnetic metal (Fig. 2.19 (a) and [154]). The resistivity of the
system under the application of an electric potential depends on the relative spin orientation of
the two layers. The latter is controlled by an external magnetic ﬁeld and can be manipulated at
will. A magnetic tunnel junction is the extension of the GMR-based spin-valve by replacing the
non-magnetic metallic spacer with a very thin insulator (Fig. 2.19 (b)). Transport is then achieved
by the quantum-mechanical tunneling effect. These technologies have already found applications
in the hard disk technology as recording heads with high sensitivity, and in the development of
non-volatile magnetic random access memory (MRAM).
The modern microprocessors and communication devices are based on silicon technology. In
order to be able to perform all the information manipulations on a single chip, it would be therefore
desirable to substitute the magnetic storage devices based on metallic spintronic elements with their
semiconducting counterparts. Research on semiconductor spintronics was boosted after the mea-
surement of extremely long room-temperature spin-coherence times in non-magnetic semiconduc-
tors [77, 76]. Although this concept is not critical for the development of the GMR and TMR-based
devices, it affects the overall dynamics of the system and plays a fundamental role in the realization
of novel semiconductor spin ﬁeld-effect transistors (spin-FET).
Apart from their ability to integrate non-volatile storage directly into logical processors, the
development of semiconductor spintronic devices could give additional advantages over the metallic
spin systems. Switching within information-processing (i.e. from ’1’ to ’0’ and vice versa) could be
feasible by applying a small magnetic ﬁeld, either real or effective, which would be used to reorient
the spins by rotating them of 180o. In this way, there would be no need for a minimum switching
energy as in the case of metal-based systems, thereby overcoming any potential thermodynamic
limitations [88]. Moreover, spin-based lasing might provide new alternatives to efﬁciently modulate
high-power semiconductor lasers. Instead of changing the carrier density, the output intensity could
be tuned by modifying the spin polarization degree of the injected current [13].
The ﬁrst and most famous theoretical proposal for a device in the ﬁeld of semiconductor spin-
tronics is the spin-FET by Datta and Das in 1990 [36]. The proposed device is depicted in Figs. 2.20
and 2.21 and consists of a spin-polarizer, which corresponds to the source of a classical MOSFET
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Figure 2.19 — Spin-dependent transport devices based on metallic systems: (a) Spin valve. (b) Magnetic
tunnel junction. An anti-ferromagnet is used to pin the magnetization direction of one of the ferromagnetic
layers. [154]
Figure 2.20 — The proposed spin-FET proposed by Datta and Das. Electrons travel from the FM injector to
the FM detector through the low-dimensional channel. Under the application of a gate voltage, the precession
of their spin can be controlled. One can determine whether current passes or not by reversing the spin
direction upon arrival at the detector. [36]
and a spin-analyzer as an analog of the drain. They are both made from ferromagnetic materi-
als. Due to the non-equilibrium population of the two spins at the Fermi level, such ferromagnetic
contacts can preferentially inject (polarizer) or detect (analyzer) spins with a particular orienta-
tion. After the injection, the electrons travel in a 2DEG which, according to the original proposal,
is formed at a semiconductor heterojunction. The injected electrons move balistically along this
channel and they are ﬁnally collected by the detector. If their spin polarization vector points in the
same direction as the one of the analyzer they can enter in the drain (ON), while if it is opposite,
the electrons are scattered away (OFF). The direction of the spins is controlled by the gate volt-
age. Therefore, unlike the metal-based spintronic devices, there is no need for an external magnetic
ﬁeld. Electrically controlled spin-orbit interaction can be used as an effective magnetic ﬁeld for
spin coherence manipulation.
The Hamiltonian which describes the path of the electron from the source to the drain is the
Rashba Hamiltonian introduced in section 2.1:
HSO = αR(σ × k) · êz (2.27)
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Figure 2.21 — Another schematic representation of the Datta-Das spin-FET. During the trajectory of the
spin-polarized electrons, their spins precess about the precession vector Ω, which arises from SO coupling
and can be controlled by an external gate voltage. The output current is large if the electron spin at the FM
detector points in the initial direction (top) - for example, if the precession length is much larger than the
source-drain separation - and small if the orientation is opposite (bottom). [157]
The effective magnetic ﬁeld lies in-plane and it is always perpendicular to the momentum k.
The electron spin feels an effective magnetic moment and precesses in the plane perpendicular to the
precession vector Ω. The precession axis always lies in the 2D channel. The quantum mechanical
evolution of the electron spin polarization vector is given by the equation of motion:
dS/dt = Ω× S (2.28)
The corresponding evolution of the expectation value for the out-of-plane, (Sz = S · z) and the
parallel to the in-plane k (S‖ = S · k/k) components of the spin are described by:
dSz/dt = 2αRkS‖ , dS‖/dt = −2αRkSz (2.29)
On the other hand, the average spin component along Ω (SΩ = S · (k × z)/k) remains un-
changed. Solving the above equations, one can ﬁnd that the S‖ component precesses with an angu-
lar frequency ω = 2αRk. In other words, if the initial injected spin is labeled as S0‖, at an arbitrary
wavevector k, the spin S‖ will be given by:
S‖ = S0‖ cos(2αRkt) (2.30)
Datta and Das calculated the differential shift Δθ that an electron experiences after travelling in
the 2DEG channel for a distance L [36]:
Δθ = 2m∗αRL/2 (2.31)
which is independent of the momentum and the energy of the carriers. This is a big advantage
for device applications because multiple modes can be involved in the transport without undesirable
quantum interference effects.
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When considering the general case with arbitrary spin polarization for the injected electrons,
the results will depend on the polar angle φ between the source-drain axis and the direction of k.
As a result, the probability of ﬁnding the spin in the direction of the drain magnetization will be
proportional to the factor 1− (cos2 φ)[sin2(Δθ/2)]. The same factor reveals the modulation of the
output current. As pointed out by Datta and Das the effect is gradually reduced to zero at φ = 90o.
It would be therefore desirable to restrict the angular spectrum of the electrons by using an extra
conﬁning potential V (y). In this way, one can obtain an effective 1D channel as a waveguide for
the electron motion.
Despite its appealing advantages, there are many challenges to be faced before the experimen-
tal realization of the Datta-Das spin-FET. First of all, momentum scattering reorients the direction
of the precession axis, randomizing the orientation of Ω. As a result, the electrons experience an
average spin relaxation (dephasing). A large spin-splitting would be desirable in order to reduce the
spin precession time, so that it is smaller than the time of relaxation. On the other hand, ballistic
transport should be more easily achieved by eliminating any interface inhomogeneities. Moreover,
the large impedance difference between ferromagnetic metals and semiconductors prevents the ef-
fective carrier injection into the 2DEG channel. Substituting the metallic contacts by ferromagnetic
semiconductor sources [73], or using hot-electron injection [72] can be more efﬁcient, but in any
case the spin injection is a non-trivial experimental process. Finally, the modulation of αR by apply-
ing a bias voltage has only recently been demonstrated in semiconductor heterostructures [109, 97].
From the above considerations, it is obvious that materials with large αR are desirable for
the experimental realization of a novel spin-FET. The Rashba parameter is inversely proportional
to the precession length L (Eq. (2.31)), which must be small enough in order to allow at least
half a rotation within the source-drain distance. Moreover, unwanted dephasing can be avoided
only if L is smaller than the distance deﬁned by the spin relaxation time. Nevertheless, the SO
parameters for semiconductor heterojunctions are very small. Using typical values for αR andm∗,
current modulation would be found at source-drain separations larger than 1μm [109]. This value
can be reduced by several orders of magnitude if one would be able to incorporate the concept
of giant SO splitting observed on surface alloys into the design of a spin-FET. The ﬁrst step of
this experimental challenge is to observe enhanced Rashba effects on 2DEG systems formed on
semiconducting substrates. This is the main motivation of the present thesis and our progress will
be the subject of the following chapter.

Chapter 3
Giant spin-orbit effects on 2D systems with
semiconducting substrates
3.1 Metallic surface alloys on Si(111) and thin buffer layers
3.1.1 PbAg2/Ag/Si(111): An ARPES study
As noted in section 2.4, the main motivation of this work is the discovery of a semiconductor-based
Rashba system with SO parameters of comparable magnitude to those of the Ag-based surface
alloys (Table 2.1). To this end, a challenging route is the formation of metallic surface alloys on
ultrathin ﬁlms, themselves deposited on semiconducting substrates.
Hirahara et al. examined the electronic structure of Ag thin ﬁlms, which are grown on a clean
Si(111) susbstrate, both before and after the formation of a PbAg2 surface alloy as a termination
layer [61]. The RB splitting of the alloy-induced surface states was discussed in a subsection of
their work, the latter being mainly focused on the energy shifts of the Ag quantum well states
(QWS) after Pb deposition. Energy shifts are observed due to the different reﬂection properties at
the ﬁlm/vacuum interface. According to ARPES data, the Ag surface state is replaced by the alloy-
derived states, while the parabolic Ag QWS persist after the formation of the alloy. Nevertheless,
their dispersion is disturbed where they intersect the Pb states. At the intersections, the intensity
of the QWS increases and one can follow the dispersion of the alloy states, which is otherwise
masked by the strong spectral weight of the former. Following a matrix element effect argument
which is based on the relative intensity of the observed surface states, the authors suggested that the
spin-split states should follow the large splitting scenario proposed by Bihlmayer et al. (section 2.4
and [22]). After ﬁtting the experimental band structure with the predictions of the corresponding
theoretical study, they deduced a momentum splitting k0 equal to 0.12 Å−1, an energy splitting ER
of 120meV and a Rashba parameter αR of 2eV Å.
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Figure 3.1 — Electronic band dispersion of the Si(111)-Ag-PbAg2 trilayer system for Ag buffer layers of
three different thicknesses: (a) 16ML, (b) 18ML, (c) 24ML. The arrows point out the Fermi level crossings
of the spin-polarized surface states. Solid and dotted lines refer to different pairs of spin-split counterparts
following the scenario proposed in Ref. [22].[61]
3.1.2 BiAg2/Ag/Si(111): An ARPES study and a NFE model
Regardless of which scenario is more accurate for describing the PbAg2 band structure, the resulting
RB parameters are always smaller than those of the BiAg2 surface alloy (Table 2.1). Moreover,
BiAg2 exhibits two spin-split pairs one of which is fully occupied, thus leaving no question marks
about its electronic structure. These observations make the BiAg2 alloy a very attractive candidate
for terminating a Si(111)-Ag dML- XAg2 trilayer system.
The Si(111) substrate was cleaned by direct current heating. Several ﬂashes at 1400K were
performed in order to remove the oxide layer and carbon impurities. After the surface was slowly
cooled to RT, a sharp 7×7 LEED pattern revealed its atomic order (Fig. 3.2 (a)). Ag was deposited
from a Knudsen cell while keeping the substrate at 80K. The self-organization of Ag atoms deposit-
ed on a cold Si(111) substrate yields a close-packed structure after a mild annealing. Ag/Si(111)
is an incommensurate interface, albeit atomically ﬂat silver surfaces with a (111) termination plane
can grow if the deposited material exceeds the amount of 6ML [69]. When the thickness of the
Ag thin ﬁlm is large (i.e. d > 40ML), the electronic structure before and after Bi deposition is
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Figure 3.2 — (a) LEED pattern of a clean Si(111) displaying a 7× 7 reconstruction. (b) QWS states arising
from conﬁnement effects after the deposition of a 23ML Ag ﬁlm on a clean Si(111) substrate. (c) Electronic
band dispersion of the Si(111)-Ag-BiAg2 trilayer system for Ag buffer layers of three different thicknesses.
The 2nd derivative of the photoemission intensity has been used to enhance the experimental features. [45]
reminiscent of the corresponding results on a Ag(111) single crystal. ARPES results on the clean
ﬁlm exhibit the well-studied Ag Shockley surface state. After the deposition of 1/3ML Bi and the
formation of the BiAg2 alloy, the experimental data is identical to the surface electronic structure
of the BiAg2-Ag(111) system already discussed in a previous section (Fig. 2.12).
An interesting situation arises for thinner Ag buffer layers, where d is of the order of a few MLs.
Before the deposition of Bi and the formation of the alloy, the Ag 5s states are conﬁned within the
Ag ﬁlm by the vacuum potential barrier and the fundamental bandgap of the Si(111) substrate. This
conﬁnement leads to quantized wave vectors along z and to discrete energy levels in a "particle
in a box" fashion. On the other hand, the electrons are nearly free in the xy plane and this yields
a parabolic dispersion which is only perturbed when the energy approaches the maximum of the
Si valence band [141]. The bulk continuum of the Ag 5s states is therefore replaced by the QWS
which were already mentioned at the beginning of this section. QWS for the special case of 23ML
are shown in an ARPES intensity plot in Fig. 3.2 (b). Their number and energy position are directly
related to the thickness of the buffer layer and can be tuned at one’s will.
When the BiAg2 surface alloy is grown at the interface with a thin buffer layer, its surface elec-
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tronic structure is signiﬁcantly modiﬁed (Fig. 3.2 (c)). The spectral features are sharper than the
thick-layer case because the alloy-derived states do not hybridize with the 5s bulk continuum but
only at their intersections with the Ag QWS. In full agreement with the PbAg2 alloy, the exper-
imental results evidence that hybridization with the quantum conﬁned states is strong enough to
alter the dispersion of the surface states in a signiﬁcant way. Hybridization gaps are clearly seen in
the dispersion of the branches of both the inner (spz) and the outer (pxy) bands. They form at the
intersections of the spin-split alloy states with the nearly spin-degenerate Ag QWS. Interestingly,
the number, energy and width of the hybridization gaps can be modiﬁed by varying the value of an
external parameter (i.e. the buffer layer thickness).
In order to model the interaction between the QWS and the surface states (SS), one can use a
NFE Hamiltonian whose base states are |spz ↑〉, |spz ↓〉, |pxy ↑〉, |pxy ↓〉, |QW1 ↑〉, |QW1 ↓〉,
|QW2 ↑〉, |QW2 ↓〉. Spin projections refer to the z axis and for reasons of simplicity only the
uppermost two QWS are considered. The corresponding Hamiltonian matrix can be then written
as:
⎛⎜⎜⎜⎜⎜⎝
HSO(spz) VSS V(spz−QW1) V(spz−QW2)
V ∗SS HSO(pxy) V(pxy−QW1) V(pxy−QW2)
V ∗(spz−QW1) V
∗
(pxy−QW1) H0(QW1) 0
V ∗(spz−QW2) V
∗
(pxy−QW2) 0 H0(QW2)
⎞⎟⎟⎟⎟⎟⎠ (3.1)
This matrix consists of sixteen 2×2 building blocks, each one referring to states of two different
spins. HSO represents the Rashba Hamiltonian matrix enhanced by the 3rd-order warping term (Eq.
(??)), H0 denotes the free-electron-like dispersion of the QWS and the V building blocks refer to
the hybridization between the two SS or between one QWS and one SS. The zero’s point out that
there is no hybridization between the two QWS. The hybridization between the QWS and the two
spin-split pairs is parametrized by the corresponding potentials. These potentials are set to zero
for states of opposite spins. In general, the hybridization parameters may depend on the quantum
number (n) of the QWS. This is because the SS do not have a ﬁxed spz or pxy character, but these
relative components depend on their k-distance from the center of the SBZ [22]. Therefore, QWS
of different n may interact with SS of a slightly modiﬁed character. The numerical parameters
of the model are summarized in Tables 3.1 and 3.2, where αR is the Rashba parameter, c is a
phenomenological constant which captures anisotropy effects (Eq. (2.26)) and the hybridization
potential refers to the 1st Fourier coefﬁcient.
Table 3.1 — Parameters of the NFE model presented in matrix 3.1
state m∗ (me) αR (eV Å) c (eV Å3)
spz -0.22 4.1 23
pxy -0.19 3.3 21
QW1 0.305 0 0
QW2 0.305 0 0
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Table 3.2 — Hybridization potential between different types of electronic states as entered in matrix 3.1
Hybridization Type Hybridization Potential (eV)
spz-pxy neglected
QW -spz -0.02
QW -pxy -0.05
Figure 3.3 — SS and QWS dispersion around Γ for the Si(111)-Ag-BiAg2 trilayer system according to a
simple hybridization model: (a) Only the calculated surface states dispersion is presented. (b) Two parabolic
QWS are included but their interaction with the surface states is neglected. The QWS parameters mimic
the 20ML case. (c) As in (b) but the QWS interact with surface states of the same spin. The predicted
discontinuities in the dispersion of the spin-split branches are pointed out by horizontal arrows. The weak
hybridization of surface states has been neglected. (d) Experimental surface state and QWS dispersion for
a BiAg2 surface alloy grown on a 20ML buffer layer. The 2nd derivative of the photoemission intensity has
been used to enhance the experimental features. [45]
The qualitative results are shown in Fig. 3.3 (c). In agreement with the experiment, the model
predicts modulations in the dispersion of the spin-split branches, which are pointed out by horizontal
arrows. However, these modulations do not correspond to real electronic gaps because our model
assumes that SS are always 100% spin polarized. The spin-polarized SS can interact only with the
QWS component of the same spin, leaving the opposite spin component unchanged. Nevertheless,
inside such mini-gaps, the photoemission intensity should be dramatically decreased due to the
weak signature of the QWS and the deviation from 100% spin-polarized SS. For reasons of clarity,
Fig. 3.3 (b) considers the same QWS and SS but without any interaction between them. The energy
positions of the QWS mimic the 20ML case (see Fig. 3.2 (d)). Interestingly, as evidenced in Fig.
3.3 (c), hybridization effects can lift the spin degeneracy of the QWS resulting into a small but ﬁnite
splitting.
Relativistic ﬁrst-principles calculations provide a more sophisticated means to verify the
ARPES results. Extensive experimental data on the Si(111)-Ag dML- BiAg2 trilayer system along
with the predictions of relativistic calculations are described in the following paper.
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3.1.3 Tunable spin-gaps in a quantum-conﬁned geometry (Phys. Rev. Lett. 101,
196805 (2008))
We have studied the interplay of a giant spin-orbit splitting and of quantum conﬁnement in
artiﬁcial Bi-Ag-Si trilayer structures. Angle-resolved photoelectron spectroscopy (ARPES)
reveals the formation of a complex spin-dependent gap structure, which can be tuned by varying
the thickness of the Ag buffer layer. This provides a means to tailor the electronic structure at
the Fermi energy, with potential applications for silicon-compatible spintronic devices.
In nonmagnetic centrosymmetric bulk solids like silicon, electronic states of opposite spin have
the same energy. A surface or an interface breaks the translational invariance of a three-dimensional
crystal. Thus, as predicted by Bychkov and Rashba [28], the spin-orbit (SO) interaction can lead to
spin-split electronic states in two-dimensional electron gases (2DEG), in asymmetric quantum wells
[82], at a surface or at an interface [89, 129]. The size of the splitting is related to the strength of the
atomic SO coupling (i.e. to the gradient of the atomic potential [93]) and to the potential gradient
perpendicular to the conﬁnement [44]. An unexpectedly large splitting was recently reported for
a BiAg2 surface alloy grown on a Ag(111) single crystal [7]. It is attributed to an additional in-
plane gradient of the surface potential, hence being a direct consequence of the chemical alloy
conﬁguration [7, 119].
The spin-orbit interaction could be used to control via a gate voltage the dynamics of spins
injected into a semiconductor [36, 13, 82, 109]. Moreover, the spin Hall effect - also induced by
the SO interaction - could ﬁnd applications in new spintronic devices [75, 148] which rely neither
on magnetic materials nor on optical pumping. Interfaces between silicon and materials exhibiting
large spin-orbit splitting are therefore expected to open novel vista for spintronics. The challenge is
to control the electronic states and spin polarization at the Fermi level which determine the electron
and spin transport through interfaces [52, 147] and nanostructures. Among the heavy metals which
exhibit strong spin-orbit interactions, bismuth may be favored for environmental considerations.
Experiments on thin layers of bismuth on silicon have evidenced a SO splitting in the Bi surface
states, but not of their bulk counterparts [63, 62]. Moreover, it was observed that the splitting is
removed by the hybridization between surface and bulk states.
In this Letter we explore a different approach. We fabricated trilayer systems composed of a
BiAg2 surface alloy [7], a thin Ag buffer layer of variable thickness (d), and a Si(111) substrate
(Fig. 3.4 (a)). Along the z direction, the vacuum/BiAg2/Ag/Si related potential is asymmetric and
SO splitting of delocalized electronic states is expected. The good interfacial adhesion of the silver
ﬁlm makes the system stable at room temperature (RT) and results in a sharp interface. We inves-
tigated the complex interface by angle-resolved photoelectron spectroscopy (ARPES) experiment,
supported by ﬁrst-principles electronic-structure calculations. We ﬁnd that the SO splitting is large.
We also ﬁnd that, due to quantum conﬁnement in the buffer layer, the electronic structure exhibits
patches of highly spin-polarized spectral density. The spin-dependent density of states close to the
Fermi energy can be tuned by the thickness of the Ag buffer.
3.1. Metallic surface alloys on Si(111) and thin buffer layers 57
Figure 3.4 — (a) Schematic view of a trilayer sample. The
√
3 × √3R30◦ BiAg2 alloy is grown on a Ag
buffer - whose thickness can be varied - deposited on a silicon substrate. (b) First Brillouin zones of the
surface structures. The symmetry lines ΓKM and ΓK′M′ refer to Si(111) and to the alloy, respectively. (c)
ARPES intensity of the surface states of a BiAg2 alloy grown on a thick Ag layer deposited on Si(111) along
ΓK′M′. This system is similar to the alloy grown on a Ag(111) single crystal. Dashed lines indicate the
branches of opposite spins of the spz surface state. Arrows point out bands of pxy symmetry. Close to Γ all
bands exhibit a rotational symmetry around the surface normal.
The experiments were performed with a multi-chamber set-up under ultra-high vacuum. Dur-
ing preparation, Si(111) (highly phosphorus doped, resistivity 0.009 − 0.011Ω cm) was ﬂashed at
1200◦C by direct current injection. After the ﬂashes, the substrate was cooled slowly in order to
obtain a sharp 7×7 signature in low-energy electron diffraction (LEED). The Ag ﬁlms were deposit-
ed with a home made Knudsen cell while the sample was kept at 80K and then annealed at 400K.
The quality of the silver thin ﬁlm was checked by LEED. Ag grows in the [111] direction [141].
The
√
3 × √3R30◦ BiAg2 surface alloy was obtained by depositing 1/3ML of Bi with an EFM3
Omicron source on the sample at RT followed by a soft annealing. Angle-resolved photoemission
spectroscopy (ARPES) spectra were acquired at RT and 55K with a PHOIBOS 150 Specs Analyser.
We used a monochromatized and partially polarized GammaData VUV 5000 high brightness source
of 21.2eV photons.
The ﬁrst-principles electronic-structure calculations are based on the local spin-density ap-
proximation to density functional theory, as implemented in relativistic multiple-scattering the-
ory (Korringa-Kohn-Rostoker and layer-Korringa-Kohn-Rostoker methods; for details, see refs.
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[7, 11]). Spin-orbit coupling is taken into account by solving the Dirac equation. The used comput-
er codes consider the boundary conditions present in experiment, that is the semi-inﬁnite substrate,
a buffer of ﬁnite thickness, the surface, and the semi-inﬁnite vacuum. The potentials of all sites
(atoms) are computed self-consistently, except for the Si substrate which is mimicked by spherical
repulsive potentials of 1 Hartree height. This so-called hard-sphere substrate follows the face-
centered cubic structure of the Ag buffer. The electronic structure is addressed in terms of the
spectral density which is obtained from the imaginary part of the Green function of the entire sys-
tem. The latter can be resolved with respect to wavevector, site, spin and angular momentum, thus
allowing a detailed analysis of the local electronic structure.
The surface electronic properties of the alloy grown on top of a thick Ag ﬁlm (d = 80 mono-
layers (ML)), as obtained by ARPES (Fig. 3.4 (c)), agree with those of the alloy grown on a
Ag(111) single crystal [7]. The spin-split bands which belong to electronic states with spz charac-
ter cross at Γ¯ (in-plane wavevector k‖ = 0). They are well described by parabolas (effective mass
m∗ = −0.35me) which are offset by Δk = ±0.13Å−1. This shift in wavevector is a signature of
the aforementioned Rashba effect. Two sets of side bands stems from electronic states of mainly
pxy character which are also spin-polarized but less split [7, 119, 94]. The pxy bands cross the Fer-
mi level at kinnerF ≈ ±0.09Å−1 and kouterF ≈ ±0.21Å−1. Electronic-structure calculations[7] show
that the BiAg2 surface states are much more strongly localized in the top layer than the Ag(111)
or Au(111) Shockley surface states. Thus, the spin-split bands and the giant SO splitting are not
directly affected by the Ag/Si interface for Ag ﬁlm thickness larger than a few monolayers. This
implies that prior results for BiAg2/Ag(111) [7] can be transferred to silicon technology (i.e. to
BiAg2/Ag/Si(111)) at RT.
A new and interesting situation arises for thinner Ag buffer layers, where d is of the order of
the attenuation length of the electronic states. The Ag sp states are conﬁned to the Ag ﬁlm by
the potential barrier (image-potential barrier) on the vacuum side (surface) and by the fundamental
band gap of Si on the substrate side. This conﬁnement leads to quantized wavevectors along z
and to discrete energy levels [34]. These so-called quantum well states (QWS’s) play a central
role in transport properties [71] and in the coupling of magnetic layers in superlattices[111, 112,
27]. Ag/Si(111) QWS’s, in particular, have been extensively studied by ARPES [141, 150, 133].
For Ag(111) ﬁlms, their in-plane dispersion consists of a set of parabolic bands centered at Γ,
with energies determined by the ﬁlm thickness (Fig. 3.5 (a); d = 17ML). The electronic fringe
structure with a negative parabolic dispersion appears due to the accumulation of QWS’s near the
k-dependent valence band edge of Si. This is an indirect manifestation of the heavily-doped n-type
character of the Si(111) substrates used here [141]. The narrow lineshapes of the energy distribution
curves (EDC’s; Fig. 3.5 (b)) and momentum distribution curves (MDC’s; Fig. 3.5 (c)), and the
observation of the electronic fringes reﬂect the uniformity of the Ag buffers and the high resolution
of the experiment.
We now consider the interaction of the spin-split alloy surface states and the QWS’s in a
BiAg2/Ag/Si trilayer, focusing ﬁrst on a 17ML thick Ag buffer (Fig. 3.5 (d); i.e. the sample of
Fig. 3.5 (a) covered by the BiAg2 alloy). The Ag Shockley surface state disappears and the re-
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Figure 3.5 — (a) Raw ARPES data along ΓK at 55K. QWS’s in a 17ML bare Ag buffer deposited on
Si(111). These parabolic states are numbered ν = 1...n. Kinks in the dispersion (arrow) are due to the
hybridization of the QWS with the p bands of silicon. SS stands for the Shockley surface state of Ag(111).
(b) EDC extracted from Fig. 3.5 (a) at Γ, i.e. k = 0.0Å−1. The 1st and 2nd QWS signatures and the SS are
indicated. (c) MDC extracted from Fig. 3.5 (a) at −300meV shows the successive branches of the QWS. (d)
raw ARPES intensity along ΓM at 55K of the BiAg2 alloy grown on 17ML of Ag. (e) EDC extracted from
Fig. 3.5 (d) for k = 0.20Å−1 and k = 0.25Å−1. Arrows indicate gaps of 100− 200meV in the dispersion of
the pxy bands.
sulting surface electronic structure agrees in general with that of the system without Si substrate
(BiAg2/Ag(111); no QWS’s) but shows intensity modulations in both the spz and pxy bands. The
energy distribution curves, extracted from the raw data, clearly evidence band gaps (Fig. 3.5 (e)).
The remaining signature of the Ag QWS’s (at large k values) and the gaps in BiAg2 sur-
face states are clearly seen even at RT in the second derivative of the ARPES intensities
(d2I(E,k‖)/dE2) for samples with selected Ag ﬁlm thicknesses (d = 19, 16, and 10ML) in Fig.
3.6. The parabolic in-plane dispersion of the QWS’s (circles in Fig. 3.6) is obtained from MDC’s
of Ag/Si(111) with the corresponding Ag thicknesses (as presented in Fig. 3.5 (c)). Agreement
between the parabolic ﬁts (uncovered Ag buffer) and the QWS’s of the alloyed sample is obtained
after shifting rigidly the parabolas by 50 − 150meV to lower binding energies. These shifts can
be attributed to the different reﬂection properties of the bare Ag surface and of the BiAg2 surface
alloy [61]. However, the effective masses of the QWS’s may also change. Therefore, these ﬁts are
to be considered as guides to the eye. Band gaps are found at the intersection of the QWS parabola
with both branches of the surface-alloy bands regardless of their symmetry or spin, providing strong
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Figure 3.6 — (a), (b) and (c): Second derivative of the ARPES intensity along ΓM for three alloy-covered
samples at RT with different Ag ﬁlm thicknesses, respectively 19, 16 and 10ML. Circles correspond to MDC
ﬁts of the QWS observed on the bare Ag thin ﬁlms of the corresponding thicknesses shifted by 50−150meV
upwards in order to match the remaining parts of the QWS at large k values after Bi deposition (e.g. red
arrows).
evidence of their hybridization. The hybridization is spin-selective [39, 15] thus we can consider in
a ﬁrst approximation that the QWS are spin-degenerate or their spin-splitting is small. For thinner
Ag buffers (10ML; Fig. 3.6 (c)), the number of QWS’s is reduced. As a result, the number of band
gaps is also decreased but their widths are larger, in particular for the pxy states.
To further corroborate the above interpretation of the band gaps, ﬁrst-principles electronic struc-
ture calculations for BiAg2/Ag(111) reported in [7, 11] were extended. Since the Ag/Si(111) in-
terface is incommensurate [141], we are forced to approximate the Si substrate. Therefore, the
conﬁnement of the Ag QWS’s by the Si(111) substrate is mimicked by replacing Ag bulk layers by
repulsive potentials. The latter provide the complete reﬂection of the Ag states at the Ag/Si(111)
interface. Note that by this means details of the Ag/Si interface are roughly approximated and
the binding energies of the theoretical quantum well states may differ from experiment. How-
ever, the essential features are well captured, as will be clear from the agreement of experiment
and theory discussed below. The systems investigated comprise the BiAg2 surface alloy, Ag lay-
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Figure 3.7 — Effect of QWS’s on the spin-split electronic structure of the BiAg2 surface alloy, as obtained
from ﬁrst-principles electronic-structure calculations. (a)-(c): The spectral density at the Bi site is displayed
as gray scale (with white indicating vanishing spectral weight) for BiAg/Ag(111) (a) and BiAg2/Ag/Si(111)
for Ag buffer thicknesses d = 10 (b) and d = 19 (c). The wavevector is chosen as in the experiment (Fig.
3.6). (d)-(f): The spin polarization of the electronic states is visualized by ΔN(E,k), i.e. the difference
of the spin-up and the spin-down spectral density. White and black indicate positive and negative values,
respectively, whereas gray is for zero ΔN .
ers, and the substrate built from hard spheres (HS; i. e. BiAg2/Agd−1/HS(111)). The theoreti-
cal analysis focuses on the wavevector- and spin-resolved spectral density N(E,k;σ) at a Bi site
(σ =↑or↓ is the spin quantum number). Spin-dependent band gaps are visualized by displaying
ΔN(E,k) = N(E,k; ↑) −N(E,k; ↓).
For BiAg2/Ag(111), the Bi surface states hybridize with Ag bulk states, resulting in a rather
blurred spectral density (Fig. 3.7 (a); compare Fig. 3.4 (c) for the experiment). For the systems
with Si substrate, focusing here on exemplary results for d = 10 (Fig. 3.7 (b)) and 19 (Fig. 3.7
(c)), quantum well states show up as parabolas centered at Γ. The most striking difference to
BiAg2/Ag(111) is, however, spin-dependent band gaps at (E,k) points at which the QWS’s would
cross the Bi bands. With increasing thickness of the Ag buffer, the number of gaps (or QWS’s)
increases and the width of the gaps decreases. The spectral densities of the Bi states are slightly
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less blurred than for BiAg2/Ag(111) because hybridization with Ag states occurs only at the band
gaps, due to quantization. Eventually, we ﬁnd a shift of the QWS’s energies upon covering the Ag
buffer with the BiAg2 alloy, as observed by the experiment.
We now focus on the agreement of the experimental ﬁndings and the present theoretical ap-
proach. Apart from the similar trends concerning the number and the width of the gaps with vary-
ing the buffer layer thickness, theory predicts the experimentally-observed strong spectral weight
of the remaining ungapped parts of the alloy states. Moreover, it points towards the association of
the ungapped parts of the sidebands both with the pxy bands and the continuation of the spz band
at large wavevectors. The ﬁnite experimental resolution prevents us from identifying each single
contribution. Nevertheless, both in the experimental (Fig. 3.6) and the theoretical data (Fig. 3.7
(e), 3.7 (f)), the overall shape of each ungapped structure of the sidebands exhibits a continuously
changing curvature from positive to negative with decreasing d.
By contrast with what has been observed in Bi thin layers on silicon [63, 62], the theoretical
results of Figs. 3.7 (e) and (f) clearly show that the Ag quantum well states are spin-polarized due
to the Rashba effect. Close to Γ, the branches of opposite spins of the QWS follow a parabolic
dispersion and their momentum separation decreases with the Ag thickness. This feature is evident
in ﬁgures that show spin polarization of the electron states. We now address in particular the elec-
tronic structure at the Fermi level. For d = 10ML (Fig. 3.7 (e)), highly spin-polarized states show
up at k‖ = k‖ = 0.22Å−1, with a spin polarization of about 33%. On the contrary, a complete
gap appears for d = 19ML (Fig. 3.7 (f)). These ﬁndings imply that the spin-dependent electronic
structure at the Fermi level - and thus the transport properties - can be drastically modiﬁed by the
Ag ﬁlm thickness.
Our ﬁndings for BiAg2/Ag/Si(111) trilayers suggest that it is indeed possible to match systems
with large spin-orbit splitting (here: BiAg2/Ag(111)) with a semiconductor substrate. Furthermore,
interfacial properties can be custom-tailored, in the present case by a single parameter, namely
the Ag buffer layer thickness. In this respect, multilayer systems which comprise semiconducting
Si layers and Rashba-split subsystems (like BiAg2/Ag) may be very useful in the development of
new spintronics devices. Tuning the band-gap structure at the Fermi level could also be achieved
by chemical means, as was demonstrated for BixPb1−xAg2 mixed alloys grown on Ag(111) [11].
Peculiar transport properties and spin Hall effects can be anticipated based on this interface, namely
in nanostructured systems or (Bi-Ag-Si) superlattices.
E.F. acknowledges the Alexander S. Onassis Public Beneﬁt Foundation for the award of a schol-
arship. This research was supported in part by the Swiss NSF and the NCCR MaNEP.
3.1. Metallic surface alloys on Si(111) and thin buffer layers 63
In comparison to the CE of the BiAg2/Ag(111) alloy (Fig. 2.13), the CE maps of the trilayer
system are expected to be signiﬁcantly modiﬁed due to the hybridization with the QWS. Fig. 3.8
compares the CE contours for a surface alloy grown on a thick Ag layer with the corresponding
2D band topology when d is equal to 16ML. Apart from the additional circular contour due to the
Ag QWS, the hexagonal Bi-derived pxy state appears gapped at six points. In a simplistic picture,
these gaps are expected since they arise from the interaction of a hexagonal contour (pxy alloy
state) with a state of circular in-plane symmetry (Ag QWS). Modiﬁcations of a sixfold symmetry
are also expected for the spz BiAg2 states.
Figure 3.8 — Comparison of the electronic band dispersion and a CE map EB = 380meV) for BiAg2 sur-
face alloys grown on a thick Ag(111) ﬁlm (a), (c) and on a thin buffer layer of 16ML (b), (d). The red arrows
point out three of the six expected gaps on the hexagonal contour coming from the pxy sidebands. These
gaps are a consequence of the interaction with the parabolic QWS. The measurement has been performed
at ambient temperature in order to increase the sample lifetime. The 2nd derivative of the photoemission
intensity has been used to enhance the experimental features.
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3.1.4 BiAg2/Ag/Si(111): A parallel ARPES study
At the same time as the work at the LSE [48, 46, 45], the Si(111)-dML Ag-BiAg2 system was
studied in the group of Prof. Matsuda at the University of Tokyo. In this parallel study He et
al. presented their ARPES data, agreeing that the observed band structure gaps arise from the
hybridization between the spin-polarized surface states and the spin-degenerate QWS [55]. Their
work is not accompanied by relativistic calculations but they use a simple hybridization model
which is very similar to the one presented in Eq. (3.1). The authors point out the fact that
spin-selective hybridization may induce spin-splitting in the QWS which is in agreement with the
conclusions of our work. After measuring the gap width for different buffer layer thicknesses,
they concluded that it increases with increasing QWS quantum number and decreasing ﬁlm
thickness (Fig. 3.9 (d)). They moreover used their phenomenological model in order to calculate
the matrix elements which correspond to the gap values. The calculation results demonstrate
that the experimental trends are best captured by using a ﬁlm-vacuum phase-shift of π (Fig. 3.9 (c)).
Figure 3.9 — (a)-(c) Electronic band dispersion of a BiAg2 surface alloy grown on buffer layers of 11
(a), 15 (b) and 22ML (c). (d) Evolution of the gap width as a function of the QWS quantum number and
the thickness of the buffer layer. Solid lines are a result of a matrix elements calculation, while symbols
denote the experimental values. (e) The matrix elements calculation for a thin ﬁlm of 15ML is extended to
different ﬁlm-vacuum phase shifts. The experimental trend points towards a phase shift of π. The dotted box
highlights a portion of the E − k space where spin-selective hybridization occurs. [55]
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3.1.5 BiAg2/Ag/Si(111): A spin-resolved ARPES experiment
In a later publication He et al. used SARPES to directly probe the spin character of the electronic
states [56]. Their experimental results are shown in Fig. 3.10. Panels (a) and (b) represent the
measured intensity maps for the two different spin orientations, while panel (c) summarizes the
band dispersion for negative k-values. In agreement with the predictions by the aforementioned
hybridization models and ﬁrst-principles calculations, the bands form energy gaps only when spins
of the QWS and SS are identical. After a character analysis of the QWS and SS, the authors
concluded that the emergence of energy gaps does not only depend on the relative spin orientation
but also on the relative orbital symmetry of the involved states.
Figure 3.10 — (a), (b) Second derivative of spin-resolved ARPES spectra displayed as a function of EB
and k‖. Panel (a) reports the spin-up component, while panel (b) the spin-down component. A schematic
representation of the spin-ARPES results. Red (blue) triangles denote the peak positions for the spin-up
(spin-down) spectra. Dashed and thick lines are guides to the eye following the surface state dispersion
before and after the interaction with the QWS. [56]
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3.2 SO effects on semiconducting interfaces
3.2.1 Bi/Si(111): Structural characteristics
Bi deposition on a clean Si(111)-7 × 7 substrate yields two stable reconstructions in the submono-
layer range both of which follow the same symmetry (
√
3 × √3R30o). This characteristic at-
tracted a considerable interest of the scientiﬁc community in the late 80s and the 90s. The low
coverage Si(111)-Bi
√
3 × √3 reconstruction was measured by a variety of structural probes with
a view to determine the structural properties of the two phases. In speciﬁc, quantitative LEED
[151, 152, 115], X-Ray diffraction [145, 107], STM [137, 114, 115]and Photoelectron Holography
[128] were used to acquire new experimental evidence. As a result, there is a general consensus
that at ΘAg = 1/3ML, atoms occupy T4 sites yielding the so-called monomer reconstruction (or
α-phase), while at ΘAg = 1ML one arrives at a milkstool trimer reconstruction with each trimer
centered at a T4 site (or equivalently above a 2nd-layer substrtate atom). The trimer reconstruction
Figure 3.11 — (top) Structural models of the monomer (a) and trimer (b) Si(111)-Bi
√
3×√3R30o phases.
The size of the spheres indicates the distance of the atoms from the top layer. The mirror planes of the
topmost layer are indicated by vertical and horizontal lines. The trimer formation enhances the in-plane∇V
by breaking the σv2 mirror symmetry. (bottom) Experimental band dispersion for the trimer phase along the
ΓM high-symmetry direction of the reconstruction. Black (white) circles have been acquired with a photon
energy of 21.2eV (16.85eV). The size of the data points reﬂects the intensity of the corresponding EDC
peaks. [51, 79]
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is also known as β phase. Theoretical studies veriﬁed the experimental ﬁndings and concluded that
the T4 and milkstool models are the only thermodynamically stable Bi-induced reconstructions on
Si(111) [33, 98, 135]. A very recent LEED study veriﬁed the aforementioned structural propositions
by reporting I−V curves for single-phase high-quality samples [87]. Both structural arrangements
are presented in Fig. 3.11.
3.2.2 Bi/Si(111): Early ARPES studies
The extensive amount of work on its structural properties initiated the scientiﬁc interest about the
electronic structure of the Si(111)-Bi interface. The ﬁrst ARPES study was performed by Kinoshita
et al. without being able to state whether their investigation was related to the monomer or trimer
phase [81]. Interestingly, they observed surface states at the border of the SBZ which seem to
be split. They attributed the splitting to a strong SO interaction arising from the large atomic SO
parameter of Bi. In a later study, Kim et al. conﬁrmed that the previous authors were investigating
the trimer phase by observing an identical splitting of a surface-derived feature around M (Fig. 3.11
and [79]). The authors attributed this interesting surface state to Bi intra-trimer bonds but found no
evidence to support the SO scenario by Kinoshita et al. An ARPES investigation of the monomer
phase reported three prominent surface-derived bands without any sign of splitting [80]. All studies
conﬁrmed the semiconducting character of the two phases by observing no surface or bulk feature
crossing the Fermi level.
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3.2.3 Bi/Si(111): Silicon surface with giant spin splitting (full text published at Phys.
Rev. Lett. 103, 046803 (2009))
According to the above ﬁndings, the Si(111)-Bi trimer phase is an ideal candidate for further inves-
tigations of sizeable RB effects on semiconducting surfaces and interfaces. In collaboration with the
group of K. Kern (MPI-Stuttgart), we performed an extensive experimental study of the electronic
properties of the system. This work is supported by spin-resolved band structure calculations per-
formed by the research team of Dr. J. Henk (MPI-Halle). The combined studied has been recently
published [51], and a summary of the results will be given in the following paragraphs.
An n-doped Si(111) substrate was cleaned by direct current annealing at 1100oC and cooled
down slowly to 800oC until a sharp 7× 7 LEED pattern was observed. 1ML of Bi was deposited at
a warm substrate (470oC) using electron beam assisted evaporation. A sharp
√
3×√3 LEED pattern
revealed the uniformity and atomic order of the reconstruction. Quantitative LEED measurements
and STM topographic imaging were used to discriminate between the monomer and trimer phases.
For the LEED studies we used as a reference the calculations by Wan et al. [152] and measured the
integrated intensity of the (10) and (01) spots. Fig. 3.12 presents the intensity proﬁles for the two
reconstructions.
Long-range ARPES band structure maps are presented in Figs. 3.13 (a) and (b). Three surface-
derived features (S1, S2 and S3) are observed along both directions. S1 is the counterpart of the
split-state observed by earlier ARPES studies and appears as a parabolic band with negative effec-
tive mass and a band maximum located at about −1.3eV at the M point. Along the ΓKM direction
no splitting of the state is observed revealing a strongly anisotropic band topology. The whole band
structure appears shifted to higher binding energies in comparison to previous ARPES studies (for
Figure 3.12 — Comparison of the intensity proﬁles acquired by quantitative LEED for the trimer (left)
and monomer (right) Si(111)-Bi
√
3 × √3 phases. The corresponding integrated intensities are shown as a
function of the electron energy for the (10) and (01) spots. [51]
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Figure 3.13 — Electronic band dispersion along the high-symmetry directions of the
√
3×√3 SBZ. ARPES
images have been acquired with a photon energy of 21.2eV, while the sample was kept at 90K. S1 exhibits a
splitting around M in panel (a). [51]
example Fig. 3.11). This is due to band bending arising from the highly-doped Si(111) substrate
[60].
Fig. 3.14 is a close-up of the band topology around the M point. If we assume a RB-type
splitting in Fig. 3.14 (a), we can then extract an effective massm∗ = 0.7me, the momentum offset
ko = 0.126Å−1 and the Rashba energy ER = 140meV. One can then calculate a Rashba parameter
αR equal to 1.37eV Å. No splitting can be experimentally resolved along the KMK direction.
These numbers are of the same order of magnitude as the corresponding parameters for the metallic
BiAg2/Ag(111) surface alloy (Table 2.1). Using Eq. (2.31), we can calculate that a phase shift of
the spin precession angle Δθ = π can be obtained after a length L of only 1.3nm. This is a great
improvement in comparison to the value of 400nm which has been estimated for InGaAs/InAlAs
heterostructures. Moreover, the energy separation of the spin-split counterparts in Fig. 3.14 (a) is
larger than the lifetime broadening (220meV vs. 190meV), and thus it may allow distinguishing
the extrinsic and intrinsic spin Hall effects. These experimental ﬁndings reveal the large potential
of the system for spintronics applications and the need for theoretical conﬁrmation.
To support our interpretation for the observed splitting, spin-resolved ﬁrst-principles band struc-
ture calculations were performed. The surface geometry of the trimer structure is determined from
ﬁrst-principles using the Vienna ab initio simulation package (VASP). The Bi trimers (milkstool
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Figure 3.14 — A close-up of the electronic band dispersion around the M point of the
√
3 ×√3 SBZ. The
experimental results along ΓMΓ (a) and KMK (b) reveal the anisotropy of the splitting and the band topology.
[51]
structure) are relaxed outward by 13% from the ideal positions (100% corresponds to the Si bulk
interlayer distances, lattice constant 5.403Å). The subsurface relaxations are small (< 0.5%) and
neglected in the Korringa-Kohn-Rostocker (KKR) calculations. The in-plane displacement of the
Bi-trimer atoms δ is 0.3 with δ = 0 indicating Bi atoms on top of the ﬁrst layer Si atoms and
δ = 1 coinciding Bi-trimer atoms on T4 sites. This value is similar to the one predicted by struc-
tural studies [152, 151, 87]. The subsequent KKR and relativistic layer-KKR calculations use the
structural data from VASP as input. The spectral density n±(E,k‖) is obtained from the imagi-
nary part of the site-dependent Green function. Resolved with respect to spin orientation (index
±) and angular momentum, it allows a detailed analysis of the electronic structure. The difference
n+(E,k‖)− n−(E,k‖) reveals the characteristic spin splitting of RB-split bands.
The calculation results are presented in Fig. 3.15 for the two high-symmetry directions. The
intensity scale shows the total spectral density (n+(E,k‖)+n−(E,k‖)) of the states multiplied by
the sign of the spin polarization sgn(n+(E,k‖)−n−(E,k‖)); i.e. blue and red colors correspond to
opposite spin polarizations. The Fermi level of the maps has been ﬁtted to the experimental ﬁndings.
As observed in Fig. 3.15 (a), the S1 splitting around M is conﬁrmed. The two branches show
opposite spin polarization, verifying that the giant splitting has a relativistic origin. In complete
agreement with the experimental data, Fig. 3.15 (b) reveals that there is a negligible splitting along
KMK. The calculation results predict that about 83% of the spin-split bands at the M point are
localized in the Bi adlayer and about 16% in the ﬁrst Si layer, thus conﬁrming the surface origin of
the S1 state.
The giant spin-splitting in the Bi/Si(111) surface alloy is related to the additional inversion
symmetry breaking in the plane of the surface. As presented in Fig. 3.11, in both monomer and
trimer phases the threefold symmetry of the Si(111) substrate breaks the in-plane mirror symmetry
with respect to σv2. Nevertheless, if one considers only the Bi layer, the trimer formation enhances
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Figure 3.15 — Calculated band dispersion along the high-symmetry directions of the
√
3 ×√3 SBZ. Blue
and red colors represent the two opposite spin polarizations. Panel (a) reproduces the experimental splitting
around M and conﬁrms that the latter is related to the RB effect. [51]
the symmetry breaking, which may lead to an increase of the in-plane potential gradient and the
RB splitting. The strongly anisotropic topology around M may attributed to the lower symmetry of
wavevectors k‖ within ΓKM or perpendicular (ΓM) to a mirror plane of the system. Calculations
with larger intra-trimer distances indicate an even smaller splitting along ΓKM.
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3.2.4 Bi/Si(111): A combined angle- and spin-resolved photoemission study
A parallel study, led by Prof. K. Sakamoto conﬁrmed the major ﬁndings of our work [132]. The
authors claimed a spin splitting not only for S1 (αR ∼ 2.3eV Å), but also for S2 (αR ∼ 1.7eV Å)
and S3 (αR ∼ 1.5eV Å) (Fig. 3.16). Their work is supported by ﬁrst-principles calculations and
spin-resolved ARPES measurements. Using experimental CE maps and group theory arguments,
Sakamoto et al. reported a vortical spin arrangement around K despite the lack of time-reversal
symmetry around this point (Fig. 3.16). However, the combination of the vortical spin structures
around the Γ and K points gives rise to a peculiar non-vortical splitting around M, demonstrating
that its time-reversal symmetry is not a sufﬁcient condition to obtain a normal RB splitting.
This study exempliﬁes the role of the 2D spatial symmetry in determining the effects of the RB
coupling. The non-vorticity around the M point has been conﬁrmed by a ﬁrst-principles study [105].
Figure 3.16 — (a), (b) Experimental band dispersion along the high-symmetry directions of the
√
3 × √3
SBZ. The dashed curves are obtained by tracing the corresponding features of the energy distribution curves.
(c) A CE map at EB = 0.45eV evidences spin-polarized contours which do not close around M. This is
an indication of a non-vortical spin structure. (d) A CE map at EB = 0.85eV evidences a vortical (albeit
distorted) spin arrangement around K. Dashed lines represent the borders of the
√
3×√3 SBZ. [132]
The previous studies have either addressed the origin of giant splitting qualitatively [51] or
stressed the role of the spatial symmetry in determining the spin arrangement [132]. There is,
however, no direct link between the surface symmetry and the magnitude of the splitting. This issue
is the main motivation of the following paper.
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3.2.5 Band structure scenario for the giant spin-orbit splitting observed at the
Bi/Si(111) interface (Phys. Rev. B 82, 085440)
The Bi/Si(111) (√3×√3)R30◦ trimer phase offers a prime example of a giant spin-orbit splitting
of the electronic states at the interface with a semiconducting substrate. We have performed
a detailed angle-resolved photoemission (ARPES) study to clarify the complex topology of the
hybrid interface bands. The analysis of the ARPES data, guided by a model tight-binding
calculation, reveals a previously unexplored mechanism at the origin of the giant spin-orbit
splitting, which relies primarily on the underlying band structure. We anticipate that other
similar interfaces characterized by trimer structures could also exhibit a large effect.
The normal spin degeneracy of the electronic states of non-magnetic solids is lifted by the spin-
orbit (SO) interaction in crystals lacking an inversion center (Dresselhaus effect) [41, 83]. A similar
effect was predicted theoretically by Rashba and Bychkov (RB) for a two-dimensional electron gas
(2DEG) at a surface or an interface which exhibits a structural surface asymmetry (SSA) [28].
Although the model was originally motivated by semiconductor heterojunctions, split bands were
ﬁrst observed by angle-resolved photoemission spectroscopy (ARPES) on metal surfaces [89, 129,
64, 122, 85, 59, 93]. Like its atomic counterpart, the RB effect has a relativistic origin, namely
the coupling of the spin to the magnetic ﬁeld which appears in the rest frame of the electron. In
the free-electron limit considered by RB, the parabolic dispersion is split, as in Fig. 3.17, into two
branches of opposite spin:
E±(k) =

2k2
2m∗
± αRk , (3.2)
where k is the magnitude of the electron momentum in the plane of the surface, and m∗ the
effective mass. The Rashba parameter αR is proportional to the gradient of the surface electric
potential, and deﬁnes the strength of the RB effect. The SO-splitting of the two branches can be
quantiﬁed by their momentum offset 2k0 = 2αRm∗/2 or, equivalently, by the Rashba energy
Figure 3.17 — Schematics of the RB SO split bands for a 2D free electron gas.
74 Chapter 3. Giant spin-orbit effects on 2D systems with semiconducting substrates
ER = 
2k20/(2m
∗), the difference between the band minimum (m∗ > 0) or maximum (m∗ < 0)
and the crossing point of the two branches at k = 0. In a more realistic approach, the band splitting
depends not only on the surface potential gradient, but also on the atomic SO parameter, and on the
asymmetry of the electron wavefunctions [117, 23, 105, 93].
Interest in the RB effect has been revamped by observations of a giant SO-splitting in surface
alloys formed by a high-Z element – Bi or Pb – at the Ag(111) surface [7, 94]. The unusual strength
of the effect has prompted a reassessment of the various factors contributing to the effect. It has
been suggested that additional components of the surface potential gradient within the surface,
reﬂecting the anisotropic charge distribution, are probably important [119]. Independent studies
have stressed structural aspects, namely the role of relaxation and buckling of the topmost layer in
deﬁning the hybrid states [22].
Metallic surface alloys with a giant SO splitting are potentially interesting for spintronics ap-
plications. The present challenge is to make them compatible with semiconductor technology
[36, 84]. There has been encouraging progress in this direction, and several attempts have been
made to grow, on Si(111) substrates, thin buffer layers which support SO-split bands at their sur-
face [48, 63, 55, 40, 45]. Recently, a giant spin-splitting with no buffer layers was demonstrated
for the isostructural Bi/Si(111) [51, 132] and Bi/Ge(111) [54] interfaces. In the same line, metal-
lic spin-split surface states were observed in the related Pb/Ge(111) system [155]. In all cases,
the electronic structure of these interfaces is more complex than that predicted by the simple RB
model. Although ﬁrst-principles calculations reproduce the experimental results, they suffer from
a certain lack of transparency. This leaves room for a simpler but more direct approach which can
help in the interpretation of the experimental data, and thus contribute to clarify the unconventional
properties of the electronic states. This was the motivation of the present work, which compares
the results of a detailed experimental band mapping of the Bi/Si(111) interface by ARPES, with
simple models of the band structure in the presence of a RB-like interaction. In particular, a para-
metric tight-binding scheme provides a satisfactory qualitative description of the data, and suggests
a possible new mechanism to achieve a large spin polarization, which is closely connected with a
characteristic feature of the band structure of the interface.
II. Experimental Details
The Si(111) substrate (Sb-doped, resistivity 0.01Ω.cm) was ﬂashed at 1200◦C by direct current
injection, and then cooled slowly in order to obtain a sharp low-energy electron diffraction (LEED)
(7×7) pattern. The (√3×√3)R30◦ Bi/Si(111) interface was prepared by deposition of 1 monolayer
(ML) of Bi from a calibrated EFM3 Omicron source on the the substrate at RT followed by a mild
annealing. ARPES spectra were acquired at 70K and 21.2eV photon energy, with a PHOIBOS
150 SPECS Analyzer equipped with a monochromatized GammaData VUV 5000 high brightness
source. The Fermi level position was determined from the Fermi edge of a polycrystalline Au
sample.
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Figure 3.18 — The structure of (a) the monomer (α−) and (b) the trimer (β − √3 × √3)R30◦ Bi/Si(111)
phases. The size of the Si atoms indicates their distance from the surface. Solid (dashed) lines indicate the
1 × 1 (√3 × √3) primitive unit cell. The horizontal and vertical black lines follow the mirror planes of
the overlayers. (c) The 1 × 1 (large hexagon) and (√3 × √3)R30◦ (small hexagons) SBZs. The circles
are constant-energy contours for RB paraboloids centered at each equivalent Γ point of the latter, and the
arrows indicate the spin polarization. The reciprocal lattice vectors G1, G2 and G3 = G1 −G2 are those
considered in the NFE model of subsections III (B) and (C).
III. Results and Model Calculations
A. ARPES Measurements
The Bi/Si(111) interface exhibits two different structures with the same (
√
3×√3)R30◦ Bi/Si(111)
periodicity: a monomer structure (α−phase) for a coverage of 1/3ML, and a trimer structure
(β−phase) for 1ML coverage. They are illustrated in Fig. 3.18 (a) and (b). According to the widely
accepted T4 model [107], both monomers and trimers are centered above the 2nd layer Si substrate
atoms. Figure 2(c) shows the surface Brillouin zones (SBZ) of the unreconstructed Si(111) surface,
and of the (
√
3×√3)R30◦ superstructure. In the following we will always refer to the latter. The α
and β phases have quite different band structures, and can be easily distinguished. This is illustrat-
ed in Fig. 3.19, where (second derivative) ARPES intensity maps of the two phases are compared
around the M point. In agreement with previous studies, the α−phase shows a rather ﬂat surface
state with a broad minimum at M [80], while the β−phase shows two symmetrically dispersing fea-
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Figure 3.19 — 2nd derivative ARPES intensity map along the ΓMΓ direction for the monomer (a) and the
trimer (b) phases of Bi/Si(111).
tures crossing at M [81, 79]. In the rest of the paper we only consider the trimer β−phase, which is
the most interesting in the present context. The system has a threefold rotation axis, and three mir-
ror planes perpendicular to the surface. One of these mirror planes is parallel to the [112] direction,
and also to the ΓKM direction of the SBZ (ky axis in Fig. 3.18 (c)). The other mirror planes are
rotated by 120◦ around the z axis. The overlayer symmetry is identical to the one of the substrate
and corresponds to the plane group p31m. The characteristic band crossing at M is the signature of
a peculiar RB-type SO-splitting with a momentum offset k0 of 0.126Å−1 and a Rashba energy of
140meV [51, 132]. The large splitting has been previously associated with the inversion asymmetry
induced by the trimers. We will see later that a somewhat different interpretation is possible.
The ARPES intensity maps of Fig. 3.20 illustrate the dispersion of three surface states – labelled
S1 to S3 as in Ref. [132] –. All three states are predicted to be spin-polarized [132]. S1 exhibits
a large splitting around M, as already shown by Fig. 3.19, and a peculiar anisotropic dispersion
around that point. The experimental dispersion along the ΓMΓ line (Fig. 3.20 (a)) shows a hint
of the two branches predicted by theory [51, 132], which split away from the crossing point at M.
The dispersion is highlighted by dashed guides to the eye, which are consistent with the results
of Synchrotron Radiation (SR) studies, where the individual S1 components could be more clearly
resolved along ΓMΓ. The two S1 branches merge again approaching the Γ point, where they cannot
be resolved from S2. The energy splitting of the two branches increases away from the ΓMΓ high-
symmetry line, as shown by Fig. 3.20 (b) which shows the dispersion along the parallel cut (b) of
Fig. 3.20 (d) (i.e. ky = 0). In support of our previous discussion on the experimental results of
Figs. 3.20 (a) and (b), the S1 split branches are easily identiﬁed in Fig. 3.20 (c), which shows a cut
parallel to the KMK line. Along this line the intensity of S2 is very small due to ARPES matrix
elements. The images of Fig. 3.20 (a) and (b) intersect the perpendicular cut (c) along respectively
the vertical black dashed and the red solid lines.
Figure 3.21 illustrates the unusual topology of surface band S1 around the M point, in a region
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Figure 3.20 — (a) to (c) Second-derivative ARPES intensity maps showing the band structure along the
k-space cuts (a) to (c) of panel (d). The dashed curves and arrows are guides to the eye, inspired by results
obtained in Refs. [51, 132], and highlight the dispersion of the S1 split branches. The thick solid line marks
the edge of the projected Si bulk gap. Images (a) and (b) intersect image (c) respectively along the vertical
dashed and solid lines.
of k-space where it is well separated from other surface or bulk-derived features. Panels 1 to 4 of
Fig. 3.21 (a) show constant-energy (CE) cuts taken at increasing binding energies between 0.53
and 1.02eV, corresponding to the horizontal dashed lines in the intensity maps along the KMK and
ΓMΓ directions of panels (b) and (c). Starting at the highest binding energy, the CE maps show
two intersections along KMK, symmetrically located with respect to M. They get closer at lower
binding energy, following the negative-mass dispersion of Fig. 3.21 (b). The two intersections
ﬁnally merge at M for EB ∼ 0.68 eV. This is the maximum of the dispersion along KMK, and the
crossing point of the two SO-split branches along the perpendicular ΓMΓ direction. Panel 1, taken
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Figure 3.21 — (a) Experimental CE maps around M. The corresponding binding energies are 0.53, 0.68,
0.84, and 1.02 eV for panels (1) to (4). They are indicated by horizontal dashed lines in the intensity maps
of panels (b) and (c), taken along the KMK and ΓMΓ directions. In the gray-scale plots, highest intensity is
black.
above this energy, indeed shows non-intersecting CE contours.
The data of Fig. 3.21 reveals that the topology of S1 is quite different from that of Fig. 3.17,
predicted by the usual Rashba model for a free-electron band centered at the Γ point. The degen-
eracy of the SO-split branches at M is required by a combination of time-reversal and translational
symmetry. On the other hand, the line of (near) spin degeneracy of Fig. 3.21 (b) ﬁnds no corre-
spondence in the simple Rashba model. The experimentally observed large difference of the energy
splitting along the two high-symmetry directions is well captured by ﬁrst-principles calculations
[51, 132].
B. An Isotropic Nearly-Free Electron Model
We will now attempt a comparison of the experimental data using simple theoretical models, to gain
further insight in the unusual dispersion of the SO-split bands. The minimal requirement for any
model is that it should include both the Rashba-type interaction and translational invariance. The
simplest approach satisfying this condition is an isotropic nearly-free electron (NFE) model. This
model is schematically illustrated in Fig. 3.18 (c). RB paraboloids (m∗ > 0) are centered at all
equivalent Γ points, and the CE lines are concentric circles representing the inner and outer SO-split
branches. The spins exhibit a vortical structure around the Γ points. Two paraboloids centered at
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two adjacent SBZ intersect in the common KMK Bragg plane along two parabolas, one at lower
energy for the outer SO branch, and a second at higher energy for the inner.
The Rashba hamiltonian for a free-electron is [28]:
HRB(k) = αR(σ × k)z , (3.3)
where σ is the vector of Pauli matrices. In a representation where the basis states are |k ↑〉, |k ↓〉,
and spin projections refer to the z axis, the corresponding matrix is:
HRB(k) =
⎛⎜⎜⎝

2k2/2m αR(ky + ıkx)
αR(ky − ıkx) 2k2/2m
⎞⎟⎟⎠ . (3.4)
Diagonalization of this hamiltonian generates SO-split paraboloids centered at Γ as in Fig. 3.16.
The corresponding ‘spin-up’ and ‘spin-down’ eigenstates refer to a quantization axis eθ = ez×k/k,
which is always perpendicular to k, i.e. tangential to the constant-energy circles. These states are
therefore 100% in-plane polarized, with a purely tangential spin polarization P – opposite on the
two branches – rotating around Γ. This is easily generalized to include the lattice periodicity.
Since we are mainly interested in the band structure near EF around the M point, it is a good
approximation, to consider only the ﬁrst SBZ and three adjacent zones centered at the lattice vectors
G1 = (1, 0), G2 = (0, 1) and G3 = G1−G2, as in Fig. 3.18 (c). The basis vectors, again referred
to the z axis, are |k ↑〉, |k ↓〉, |(k + G1) ↑〉, |(k + G1) ↓〉, |(k + G2) ↑〉, |(k + G2) ↓〉,
|(k+G3) ↑〉, |(k+G3) ↓〉 The truncated NFE hamiltonian matrix is then:
HNFE =
⎛⎜⎜⎜⎜⎜⎝
HRB(k) V01 V02 V03
V ∗01 HRB(k+G1) V12 V13
V ∗02 V ∗12 HRB(k+G2) V23
V ∗03 V ∗13 V ∗23 HRB(k+G3)
⎞⎟⎟⎟⎟⎟⎠ . (3.5)
The diagonal 2×2 building blocks now generate SO-split paraboloids centered at Γ, and at G1,
G2 and G3. The off-diagonal 2 × 2 blocks describe the interaction between states of equal spin
on the various paraboloids [39]. The hybridization strength is, as usual, the corresponding Fourier
component of the crystal potential V (r) deﬁned by:
V (r) =
∑
i
VGie
ıGi·r . (3.6)
For instance:
V01 =
(
VG1 0
0 VG1
)
. (3.7)
It is easy to show that (3.7) is equivalent to an interaction of the form V (k,k + G1) =
VG1cos(δ/2), where δ is the angle between the two polarization vectors. In our case all hybridiza-
tion terms are equal: VGi = VG, and HNFE contains only the two parameters αR and VG. The
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Figure 3.22 — (a), (b) Band dispersion of the isotropic NFE model along the ΓMΓ for |VG| = 0 and
|VG| = 0.3 eV. Arrows indicate the opposite (in-plane) spin polarization of the two branches. (c), (d) Same
for the KMK high-symmetry direction. The two spin states are degenerate along the SBZ boundary for
|VG| = 0. Notice the different scales in (a), (b) and (c), (d).
binding energy of the paraboloids at Γ, or equivalently the Fermi level position, are adjusted to ﬁt
the experimental data of Fig. 3.20.
Figure 3.22 (a) illustrates the predictions of the NFE model along the ΓMΓ direction, in the
limit |VG| = 0. The outer branches cross at the M point, with opposite spin polarization. Along
the perpendicular KMK direction (Fig. 3.22 (c)), their intersection is a parabola dispersing upwards
from M. The inner branches of the paraboloids similarly cross above EF. The model yields a
constant momentum separation between the SO-split branches of each paraboloid, and does not
capture the experimentally observed k-dependent splitting. Moreover, the sign of the dispersion
along the SBZ boundary is opposite to that of Fig. 3.21 (b), and the opposite spin states are strictly
degenerate, for any value of αR.
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Figure 3.23 — (a), (b) Band dispersion of the anisotropic NFE model along the KMK SBZ boundary for
|VG| = 0 and |VG| = 0.3 eV. (c) Constant energy contours for a binding energy of 1.1 eV showing the
anisotropic shape of the spin-split states. Green (light gray) and brown (dark gray) colors indicate positive
and negative values of tangential spin polarization.
Figure 3.22 (b) shows that the main effect of a ﬁnite lattice potential is the opening of energy
gaps at the crossing of bands with parallel spins, i.e. at the crossing of the outer branch of one
paraboloid with the inner branch of the paraboloid centered at an adjacent SBZ. No gap opens
when either the outer or the inner branches cross at the M point, because their spins are opposite
there. This is consistent with the requirements of time-reversal symmetry. At the other crossing
points along the SBZ boundary the spins are not strictly opposite, but they are nonetheless rather
antiparallel, and the hybridization is therefore small. Therefore, as shown in Fig. 3.22 (d), the two
spin states are not degenerate as in the case |VG| = 0, but their energy separation is small along this
direction. The model again yields a positive effective mass KMK, in contrast with the experiment.
The momentum splitting along KMK scales with |VG| and α1/2, conﬁrming the unconventional
character of the underlying mechanism. It should also be noted that although the M spin degeneracy
is fundamental, the degeneracy predicted at K is accidental. It is lifted when further reciprocal lattice
points are included.
C. An Anisotropic Nearly-Free Electron Model
The positive effective mass along the Bragg planes predicted in Fig. 3.22 (c), (d) is a direct conse-
quence of the simple circular CE contours of the isotropic NFE model. More complex contours are
however possible in anisotropic 2D systems. Blossom-like contours have been predicted for Rashba
systems [119, 7], and experimentally observed for the BiAg2 [51] and SbAg2 [102] surface alloys.
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Figure 3.24 — Constant energy maps as measured by ARPES (middle panel) and according to the predic-
tions of the isotropic (left panels) and the anisotropic (right panels) NFE models described in the text. Both
models are presented for |VG| = 0 and |VG| = 0.3 eV. Green (light gray) and brown (dark gray) colors
indicate positive and negative values of tangential spin polarization. The arrows are a sketch of the predicted
in-plane projection of the spin polarization around the M point.
Concave CE contours are a generic effect of an in-plane anisotropy of the potential and they are not
limited to surface alloys. For example, a 2D Dirac fermion state at the surface of the topological
insulator Bi2Te3 has been shown to exhibit a snow-ﬂake-like Fermi surface [49].
k · p theory has been used to calculate higher-order terms in the effective Hamiltonian of a
topological insulator with R3m¯ symmetry [49]. Following these results we introduce an anisotropy
inHNFE(k) as:
Han(k) = HNFE(k) +H
′(k) , (3.8)
with
H ′(k) =
c
2
((ky + ıkx)
3 + (ky − ıkx)3)σz . (3.9)
This yields:
E±(k) =

2k2
2m∗
±
√
(αR)2k2 + c2k6 cos2(3θ) , (3.10)
where c is an anisotropy parameter, and θ is the in-plane angle from the ΓM direction. For small
values of c this expression reduces to the free-electron case with RB splitting (Eq. (3.2)). The in-
plane asymmetry could be self-consistently included starting from Eq. (3.6), but Eq. (3.8) provides
a minimal alternative model with the single parameter c. The resulting band dispersion agrees
well that of the anisotropic 2DEG proposed by Premper et al. [119]. It is shown in Fig. 3.23 (a)
for |VG| = 0, and (b) for |VG| = 0.3 eV. The corresponding parameters are summarized in the
Appendix. The model correctly predicts a negative effective mass along KMK. Again, the crystal
potential induces a weak RB splitting. The dispersion along ΓMΓ is essentially identical to the
isotropic case, and is not shown. The CE contours evolve continuously with increasing energy from
circular to blossom-like, as in Fig. 3.23 (c). The sixfold symmetry is the result of the threefold
rotational symmetry and time-reversal. It should be noted that the spin polarization has only an
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in-plane tangential component for an isotropic 2DEG, whereas a sizeable out-of-plane and a small
radial component are present for the anisotropic case [119]. Figure 3.24 compares the experimental
CE contours around M with the predictions of the isotropic (left panels) and the anisotropic (right
panels) NFE models. The latter describes reasonably well the data for |VG| = 0, but fails to
reproduce the dispersion (Fig. 3.22 (a)) due to the overestimation of the momentum splitting at
k-points far from M. A ﬁnite lattice potential does open an energy gap, but it perturbs the band
structure and the agreement is completely spoiled by a ﬁnite lattice potential.
A closer examination of the CE contours of reveals another subtler inaccuracy of the anisotropic
NFE model. The spin polarization symmetry, determined by the mirror plane of the trimer conﬁgu-
ration [1], is not in agreement with the tip orientation of the outer CE contour of Fig. 3.23 (c). This
inconsistency is removed by the tight-binding model considered in the following subsection.
D. An Empirical Tight-Binding Model
The covalent character of the bonds and the semiconducting nature of the Bi-Si(111) interface
suggest that local orbitals may be a better starting point. We have performed an empirical tight
binding (TB) calculation which is able to reproduce the main experimental features. In order to
limit the complexity of the calculation, the model considers a single orbital per atomic site with spz
symmetry. While this is an approximation, we expect contributions from other orbital symmetries
to be small in the energy range of interest. This is supported by recent results for the isostructural
Bi-Ge(111) interface [54]. The primitive unit cell contains three Bi atoms, labelled a, b and c in Fig.
3.25. In the same ﬁgure the ﬁve inequivalent hopping terms are indicated by arrows. All the other
terms can be generated by symmetry. The Si(111) substrate is only indirectly taken into account
through the effective hopping parameters. A calculation of the transfer integrals is a non trivial
computational task, which clearly goes beyond the scope of this work. Therefore we deﬁned them
in a purely phenomenological way, assuming an inverse power-law dependence of the distance
d between two centers: V (d) = ad−b. The prefactor a determines the bandwidths, while the
exponent b determines details of the dispersion. There is obviously no angular dependence for spz
states. The Bi-Bi distance within a single trimer was set to 2.6 Å, which is very close to literature
values [152, 51]. In the actual calculation we included interactions up to 4th nearest neighbors. The
required overall resemblance with the experimental dispersion signiﬁcantly limits the acceptable
parameter space. The chosen values are summarized in Table II of the Appendix.
Figure 3.26 illustrates the results of the TB model before the inclusion of a RB interaction. The
calculation yields three bands, corresponding to the three orbitals per unit cell. The two higher lying
states are shown for the ΓMΓ (a) and ΓKM (b) directions in Fig. 3.26. They can be associated to the
experimental features of Fig. 3.20. The model correctly predicts a double degeneracy at the Γ and K
points, independent of the parameter values. A double degeneracy is imposed by the C3v symmetry
of these points for the trimer structure. The M point has a lower symmetry (C1h) and therefore
no degeneracy is expected there. An interesting result is the presence of two maxima for S1 on
both sides of M along ΓMΓ. This hallmark of the trimer structure, which is not observed in simple
hexagonal structures, has been reported for other similar systems [78, 90]. We shall see below that
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Figure 3.25 — Schematics of the cell used for the TB calculation, with the deﬁnition of the inequivalent
transfer integrals.
it plays a potentially important role in the appearance of a giant SO splitting in Bi-Si(111).
We consider next the effect of the SO interaction, by adding a RB term to the TB hamiltonian
[74, 92, 91, 131]:
HTB =
∑
<i,j>
Vijc
†
iscjs + ı
∑
<i,j>s,s′
λijc
†
is(σ × dˆij)zcjs′ (3.11)
The ﬁrst term is the usual spin-independent TB hamiltonian, while the second term is the appropri-
ate TB form for the Rashba interaction. c†is(cis) is the creation (annihilation) operator of an electron
with spin s (↑ or ↓) on atomic site i, Vij and λij are the transfer integrals and the SO coefﬁcients.
The latter are generated by a similar power-law function of the distance, but with independent pa-
rameters (see Table II of the Appendix). σ is the vector of the Pauli matrices and dˆij is the vector
connecting site j to site i.
The six basis vectors of a site-spin representation are, with obvious notation, |a ↑〉, |b ↑〉, |c ↑〉,
|a ↓〉, |b ↓〉, |c ↓〉. In this representation, the hamiltonian matrix has the form:
HTB =
(
H0 HR
H∗R H0
)
. (3.12)
H0 is the 3 × 3 spin-independent TB hamiltonian which describes states of equal spin. HR is a
3× 3 matrix generated by the second term of HTB, which describes the coupling of electrons with
opposite spins. Our method is essentially akin to the TB model of Ref. [117] and can qualitatively
describe the SO split bands, namely their topology.
Figure 3.27 shows the band structure of the TB model with RB interaction, for the parameters
which best reproduce the experimental results [2]. The ﬁrst obvious effect of the RB interaction is
that all states are now split. Both S1 and S2 are doubly-degenerate at Γ, and exhibit an isotropic
dispersion around this point (Fig. 3.27 (a)). By moving out of the high-symmetry line (Fig. 3.27
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Figure 3.26 — Calculated band dispersion of the two higher lying states according to the TB model without
RB interaction, along the ΓMΓ (a) and the ΓKM (b) high-symmetry directions.
(b)) the degeneracy is lifted, as expected for the usual RB scenario of Fig. 3.17. The spin-split
branches cross again at M, as required by time-reversal symmetry. Here, the dispersion of S1 is
strongly anisotropic. The splitting of S1 along the ΓMΓ direction is much larger than that of S2.
It is also much larger than the splitting of S1 around Γ. By contrast, it is small along the SBZ
boundary KMK (Fig. 3.27 (c)). All these features of the band structure agree with the ARPES
results, and also with the results of ﬁrst-principles calculations [51, 132]. The calculated energy
difference ER(M) between the band crossing at M and the band maximum is nonetheless smaller
than the experimental one.
A comparison of Fig. 3.26 (a) and Fig. 3.27 (a) shows that the large SO splitting of S1 is
a consequence of the split maxima on opposite sides of M, rather than the result of a large SO
coupling. In a way, the conditions for a large momentum splitting are already present in the band
structure, and the main effect of the SO interaction is to split in energy the two subbands. Indeed
for S2, which has a maximum at M in the parent structure, the Rashba splitting is small. The origin
of the large momentum separation is therefore rather different from that of the ’giant’ splitting
observed at metallic interfaces like BiAg2/Ag(111) [7]. In the TB framework, it is due to the
second term of the Hamiltonian (Eq. (3.11)), i.e. the way the trimer arrangement determines the
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Figure 3.27 — Calculated bands for the TB model with SO (see Table II of the Appendix for the parameters)
for: (a) the ΓMΓ direction; (b) the parallel cut b of Fig. 3.20 (d) (ky = 0.05 Å−1) (b); (c) the ΓKM direction.
Arrows denote the main component of the spin polarization of the SO-split branches. The polarization
difference is not 100% due to additional radial and out-of-plane components.
hybridization of Bi orbitals with unlike spins.
Figure 3.28 illustrates the energy evolution of the calculated CE contours near M, across the
spin-degeneracy point. The experimental contours are reproduced here for a qualitative comparison.
A fully quantitative comparison is not possible due to the already mentioned difference in ER(M).
The energies of the calculated contours were therefore adjusted to correspond to the experimental
energies of the ARPES contours. The model yields open contours around M, which are in good
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Figure 3.28 — (a) CE ARPES contours. The dashed curves on the experimental maps are guides to the
eye. Green (light gray) and brown (dark gray) colors indicate positive and negative values of tangential spin
polarization. (b) CE contours for the TB model. The arrows indicate the in-plane projection of the spin
polarization. The energies were adjusted to correspond to the experimental values.
agreement with the topology of the experimental bands. The CE contours are shown on a broader
momentum range in Fig. 3.29 (a) and (b) for two energies above, and in Fig. 3.29 (c) for an energy
well below the crossing point. The shape of the contours is nearly circular near the bottom of the
band at Γ (Fig. 3.29 (c)), and it evolves to a hexagonal and ﬁnally blossom-like shape at larger
energy. The sixfold symmetry is the result of the threefold rotational symmetry and time-reversal
symmetry. This is seen more clearly in Fig. 3.29 (d), where the SO parameters were artiﬁcially
increased to enhance the splitting of the two subbands. Interestingly, the blossom-like shape of Fig.
3.29 (d) is identical to the one predicted by the anisotropic NFE model (see subsection III (C) and
Ref. [119] but the tips now point along the ΓMΓ direction.
IV. Conclusions and Outlook
We performed a detailed ARPES study of the SO-split electronic states in the 1ML trimer phase of
the Bi-Si(111) interface. We paid special attention to the region of k-space close to the M point,
where the topmost S1 hybrid surface state is both not degenerate with bulk states and distinct from
other surface-related features. This region is of particular interest because there S1 exhibits a large
and non-conventional Rashba-type splitting. Energy-dependent constant energy contours clarify the
complex topology of the SO-split states, and underline the differences with a standard RB scenario.
The ARPES data show that the interface has an insulating character, but the Fermi level could be
moved into the SO-split bands by applying an external electric potential in a back-gated structure.
88 Chapter 3. Giant spin-orbit effects on 2D systems with semiconducting substrates
Figure 3.29 — CE contours of the TB model for energies above (a), (b) and well below (c) the spin degen-
erate point at M. Arrows indicate the in-plane projection of the spin polarization. (d) is the same as (c) for
an eightfold increase in the SO parameters. Green (light gray) and brown (dark gray) colors indicate positive
and negative values of tangential spin polarization.
It should then be possible to advantageously exploit the large momentum separation of the two
spin-polarized subbands in a spin ﬁeld-effect transistor [36, 84].
We have used the predictions of three simple models for a 2DEG in the presence of SO inter-
action as guidelines for the interpretation of the experimental results. The comparison of the NFE
and local-orbital schemes, which proceed from opposite starting points, has a certain didactic value.
Moreover we were able to assess the limits of the various approaches applied to the Bi-Si(111) case.
The ARPES results and CE contours are well described by a NFE RB effect in a sufﬁciently small
region around the Γ point. Further away from Γ the isotropic NFE model must be reﬁned to include
an in-plane asymmetry. Near the SZB, the speciﬁc symmetry properties of the interface determine
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the characteristics of the SO splitting [110], and only the empirical TB model captures the salient
features of the electronic structure. The same model predicts a peculiar spin texture (Fig. 3.29 (a)).
Hole pockets with a non-vortical spin arrangement are reminiscent of the teardrop Fermi surface
contours of the topological insulator Bi1-xSbx [68]. Within a few meV the pockets develop into two
connected concentric contours with the same spin polarization (Fig. 3.29 (b)). This new prediction
calls for an experimental veriﬁcation by spin-resolved ARPES.
Our TB approximation obviously cannot reproduce all the details of the complicated electronic
structure. More elaborate TB schemes could be implemented by extending the set of local orbitals,
by treating in an explicit way the hybridization with the substrate, and by deriving the relevant
transfer integrals from a direct calculation. However, the actual merit of such schemes would be
dubious, since the computational complexity would approach that of ﬁrst principles calculations,
and since the immediate simplicity of the model would be lost.
The main insight from our analysis of the new experimental data is the realization that the
giant SO splitting at this interface is not primarily controlled by a large atomic SO parameter,
as in the case of BiAg2/Ag(111) and other metallic surface alloys [7]. On the contrary, the effect
is largely due to a peculiar feature in the band structure, namely the presence of symmetrically
split maxima around the M point. This is a new, unexpected mechanism to achieve large spin
separation at an interface. The underlying band feature is characteristic of the trimer structure, and
it has been identiﬁed at other similar interfaces [78, 90]. We may therefore anticipate that similar
large "Rashba"-type effects could be discovered in other systems characterized by moderate SO
parameters.
It is a pleasure to acknowledge fruitful discussions with A. Baldereschi, J. Henk, I. Rousochatza-
kis and K. Sakamoto. We also thank L. Moreschini and L. Casanellas for help during the early stage
of this work. E.F. acknowledges the ﬁnancial support of the Alexander S. Onassis Public Beneﬁt
Foundation. This research was supported by the Swiss NSF and the NCCR MaNEP.
Appendix
The phenomenological parameters of the models are summarized in the following tables:
Table 3.3 — Parameters of the NFE modes. The potential value refers to the 1st Fourier coefﬁcient of the
crystal potential V(r).
parameter isotropic NFE anisotropic NFE
m∗ (me) 0.8 0.8
c (eV.Å3) 0 4.8
αR (eV.Å) 1.1 1.1
|VG| (eV) 0.3 0.3
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Table 3.4 — Parameters of the TB model. The hopping and SO parameters are generated by power law
functions of the distance d (i.e. ad−b).
Vij λij
prefactor a -2.94 0.15 (1.20 in Fig. 3.29 (d))
exponent b 1.13 0.80
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3.2.6 RB effects on Bi and Pb thin ﬁlms
A few recent studies have addressed the RB-type splitting of thin ﬁlm systems grown on Si(111).
Nonetheless, with a view to the design of a small precession length spin-FET, the results are not
as promising as the Bi-trimer adlayer discussed in the previous pages. Hirahara et al. investigated
the electronic properties of ultrathin Bi(001) ﬁlms deposited on Si(111) substrates [63]. Using a
combination of ARPES and ﬁrst-principles calculations, they were able to identify RB-split surface
states at EF in full agreement with a previous study on cleaved Bi surfaces [85]. Surprisingly, these
surface states loose their spin-polarization at higher EB due to interaction with spin-degenerate Bi
QWS. Dil et al. deposited Pb thin ﬁlms on Si(111) [40]. They used spin-resolved ARPES to report
a RB-splitting of the Pb QWS of a magnitude comparable to InGaAs/InAlAs heterostructures. The
splitting is too small to be observed by spin-integrated techniques and its origin can be explained
by competing effects at the two boundaries of the Pb layer.
Figure 3.30 — Experimental (a) and theoretical (b) band dispersion for a 10 bilayer (BL) Bi ﬁlm on a
Si(111) substrate. The space-inversion asymmetry in (b) stems from terminating one side of the slab with H.
The spin-split states around M are not reproduced by the experimental data. (c) Calculated band dispersion
for free-standing Bi ﬁlms (i.e. no termination with foreign atoms) is overlaid on the experimental results. All
the calculated bands are now spin-degenerate and show a much better agreement with the experiment around
M. Red pink and white circles represent surface states, states close to the surface and the rest, respectively.
The white numbers in the last ﬁgure refer to the quantum number of the QWS. [63, 40]
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3.2.7 RB effects on Ge-based systems
Hatta et al. examined the electronic structure of the Ge(111)-Bi(
√
3×√3)R30◦ trimer phase [54].
The structural parameters resemble the ones reported for the Si(111)-Bi beta-phase. Therefore,
it is not surprising that the authors reported a very similar RB splitting around the M point of
the reconstruction (αR = 1.8eV Å). By an orbital character analysis of the spin-split states,
they identiﬁed the crucial role of the hybridized spz character in determining the wavefunction
asymmetry and the giant RB effect. Band structure calculations on the Ge(111)-Tl(3× 1) interface
predict a RB splitting of both occupied and unoccupied states, which was not reproduced by the
experiment due to limited energy resolution [53]. A recent breakthrough study of the same research
groups identiﬁed a metallic spin-split surface state after Pb deposition (4/3ML) on Ge(111) [155].
Spin-resolved ARPES measurements accompanied by theoretically calculations conﬁrmed the
RB-origin of the splitting, while charge density analysis suggested that it is due to an asymmetric
charge distribution in proximity to Pb nuclei. The energy splitting of the RB-counterparts at EF is
as high as 200meV. Despite these impressive results, the main disadvantage of these systems is that
they are not Si-compatible.
Figure 3.31 — (a) High-resolution ARPES dispersion of surface- and bulk-derived features of the Ge(111)-
Pb(4/3ML) phase. The measurements were performed at 30K (left) and RT (right). S1 is a metallic surface
state and exhibit a clear splitting. (b) Fermi surface map of the band structure presented in (a). The bold red
rectangle denotes the region which was actually measured. The high-symmetry points refer to the Pb-induced
reconstruction. (c) Top view of the Pb-induced reconstruction on Ge(111) at a nominal coverage of 4/3ML.
The solid parallelogram denotes the unit cell. [155]
Chapter 4
The Pt(111)-Ag-Bi interface: Band topology by ARPES
4.1 Pt(111)-Ag-Bi: Surface alloying on stressed monolayers
As explained in chapter 2, theory predicts that the size of Rashba-Bychkov (RB) splitting scales
with the magnitude of the out-of-plane potential gradient. This observation ﬁnds experimental
conﬁrmation in the adsorption of noble gases on Au(111), which results into a spatial modiﬁcation
of the Shockley surface state [44, 43]. In consequence, the out-of-plane potential gradient is affected
and the RB splitting can change. As expected, the same approach has given null results on the Xe-
BiAg2 surface alloy because the key parameter is not any more the out-of-plane potential gradient
but its in-plane counterpart [100]. Introducing in-plane stress on the substrate might be a promising
approach to act directly on the in-plane spatial asymmetry of the wavefunction.
Such an in-plane stress is inherent within the ﬁrst Ag(111) monolayer deposited on a Pt(111)
substrate. The formation of a BiAg2 alloy on this interface might exhibit different SO parameters
with respect to its relaxed counterpart. This was the original motivation for the study described in
the following paper, albeit one observed a robust low-energy reconstruction with different symmetry
from what is expected on a clean Ag(111) layer. Interestingly, by modifying the thickness of the
Ag ﬁlm, ARPES can track the electronic signatures of a structural transition proposed by STM and
photoelectron diffraction studies [26, 121].
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Figure 4.1 — (a) STM image of the 2nd Ag ML on Pt(111) at 340K. The stress is relaxed by the formation of
a unidirectional striped incommensurate (SI) phase. (b) Atomic model for the SI phase (black dots 1st layer
Ag atoms; bright (dark) spheres: 2nd layer Ag atoms on fcc and hcp positions. (c) STM image showing the
1st and 2nd Ag ML on Pt(111) after annealing at 800K. The 2nd ML forms a long-range trigonal dislocation
pattern at this temperature. (d) Schematic horizontal proﬁle at the positions of the black arrows revealing the
stacking of atomic layers. [26]
4.1.1 A structural transition reﬂected into the band topology of the Pt(111)-Ag-Bi
interface (to be submitted to Phys. Rev. B)
We have studied the electronic band topology of the novel Bi-induced p(2 × 2) reconstruction
observed on the trilayer system Pt(111)-xMLAg-Bi. The symmetry properties of the involved
interface states are discussed. Interestingly, by varying the Ag coverage, our high-resolution
ARPES results present the electronic signature of a strain-related structural transition which
was previously reported by STM and photoelectron diffraction studies.
I. Introduction
Lattice mismatch at heteroepitaxial systems either gives rise to pseudomorphic strained layers or
is accommodated by the formation of incommensurate phases containing misﬁt dislocations where
the strain is locally relieved. The Au(111) surface is a paradigm of the latter, where the 4% strain
of the topmost layer is relieved by the formation of a pairwise dislocation network resulting into the
well-studied
√
3× 22 herringbone reconstruction (for example [146, 16]).
The Pt(111)-Ag interface is a well-studied example for the structural manifestations of strain
relief in heteroepitaxy [26, 125]. Moreover, the high-temperature phase of the Pt(111)-2ML Ag
strain relief pattern has been used as a scaffold for the self-organized nucleation of nanoparticles
[25], following the early STM results obtained for ordered islands on the Au(111) herringbone
reconstruction [32].
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Despite numerous structural investigations of these interfaces, there are limited studies devoted
to their electronic structure and the symmetry of the involved states. In this article, we explore
the band topology of a Bi-Ag alloy formed on heteroepitaxial Ag(111) layers which are themselves
grown on a Pt(111) substrate. By modifying the thickness of the Ag ﬁlm, we can track the electronic
signatures of a strain-related structural transition proposed by STM and photoelectron diffraction
studies [26, 121].
II. Experimental Details
The Pt(111) substrate underwent many cycles of Ar sputtering and annealing at 1200K. The crystal
was then exposed to O2 partial pressure P=10−7mbar (at 900K), in order to desorb the carbon
impurities which had segregated from the bulk. After a ﬁnal annealing at 1000K without O2, the
cleanliness of the substrate was veriﬁed by means of LEED and ARPES.
Ag was deposited using a home-made Knudsen cell accurately calibrated during previous stud-
ies [48, 45]. Bi was deposited by electron-beam-assisted evaporation using a commercial EFM3
Omicron source. Both sources are well calibrated (details are given in Section III). The sample was
kept at room temperature (RT) during the time of deposition. After a mild post-annealing, sharp
p(2 × 2) LEED spots revealed the symmetry of the induced reconstruction and the atomic order
of the interface. The deposition order of Ag and Bi may be interchanged without any effect on the
symmetry and the electronic structure of the interface as it was repeatedly veriﬁed by LEED and
ARPES.
ARPES spectra were acquired at RT and 21.2eV photon energy using a Phoibos 150 Specs
Analyzer equipped with a monochromatized GammaData VUV 5000 high brightness source. The
base pressure was in the low 10−10mbar range and increased to 3 × 10−9mbar during the ARPES
measurements due to helium leakage from the discharge cavity.
III. Results
Fig. 4.2 summarizes the ARPES results obtained on a clean Pt(111) substrate. The Pt 5d states
are straddling the Fermi level, unlike the (111) surfaces of Au, Ag and Cu [6]. Therefore, there is
no real gap near EF which could permit the existence of true surface states [38]. The electronic
structure near the Fermi energy is dominated by a band (B1) with a hexagonal contour (Fig. 4.2 (a)),
which has been previously attributed to a resonant enhancement of the sixth bulk band edge near
the surface plane [38, 37]. As one moves down in energy, B1 shrinks and different bulk features
appear. B2 disperses along ΓM but, unlike B1, it does not cross the Fermi level. Along ΓK, there is
a degeneracy point at around 1.3Å−1 due to the apparent crossing of the B2 feature with other bulk
states. This bulk-derived crossing results into a strong peak in the photoemission spectrum and is
labelled BC . Our results are in good agreement with previous studies on the clean Pt(111) surface
[120, 38, 37].
Ag deposition on clean Pt(111) was calibrated by LEED and ARPES. The second Ag ML on
Pt(111) forms a well-studied striped incommensurate (SI) phase characterized by a
√
3 × 14 unit
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Figure 4.2 — (color online)ARPES results on the Pt(111) substrate. (a) Measured Fermi surface dominated
by a bulk-derived hexagonal contour. The 2nd derivative of the photoemission intensity has been used to
enhance the experimental features. The dashed hexagon denotes the borders of the Pt(111) (i.e. 1×1) surface
Brillouin zone (BZ). Data has been symmetrized around a sixfold axis. (b), (c) Electronic band dispersion
along the ΓM (b) and ΓK (c) high-symmetry directions. Labels of the different states are explained in the
text.
cell [26]. Moreover, when the deposited amount is of the order of 2-3ML, the spectrum around Γ
exhibits a peculiar "x-like" feature near EF (Fig. 4.3 (a)). This structure has been also observed by
other groups and was attributed to a giant Rashba-type spin-orbit splitting [18]. At lower coverages
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there is no shallow interface band, while when ΘAg > 4ML one can observe the Ag(111) Shockley
surface state (Fig. 4.3 (b)). We veriﬁed that
√
3 × 14 reconstruction spots start appearing in the
LEED pattern for deposition times which correspond to the threshold of the "x-like" feature. In this
way, one can have two independent experimental means - i.e. LEED and ARPES - for calibrating the
deposition parameters. Different Ag coverages were obtained by scaling the deposition time. Apart
from the aforementioned "x-like" feature, 2-3ML Ag deposition yielded no major modiﬁcation of
the electronic structure presented in Fig. 4.2.
Bi deposition on the Pt(111)-Ag interface induced signiﬁcant changes in the LEED and ARPES
signatures. The evaporation source was calibrated after determining the deposition parameters for
1ML coverage by the characteristic LEED spots of its Moiré-type superstructure. At a coverage of
around 0.25ML a sharp p(2×2) LEED pattern characterizes the symmetry of the Pt(111)-xMLAg-
Bi interface. By varying the amount of deposited Bi, the quality of the pattern decreased, but there
was no sign of a different reconstruction. One can therefore conclude that the studied p(2 × 2)
structure is a robust phase which lies well into the submonolayer Bi range. The LEED spots were
sharp pointing towards good atomic order, no matter if the starting Bi-free system was a simple
Figure 4.3 — (a), (b) Pt(111)-Ag: Band dispersion around Γ when x is around 3ML (a) and 5ML (b). The
x-like feature in (a) is very different than the parabolic Shockley Ag(111) surface state in (b) and marks the
2ML coverage. (c) LEED pattern at 90eV for a clean Pt(111) substrate. The red (light gray) circles denote
1× 1 spots which can be also seen in (d). The blue (dark grey) circles denote 1 × 1 spots which are hidden
by the electron gun or the borders of the images in (d). (d) LEED pattern at 92eV after the deposition of Ag
and Bi revealing a sharp p(2× 2) reconstruction. The red (light grey) circles denote 1× 1 spots.
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Figure 4.4 — Pt(111)-Ag-Bi: Constant-energy maps for different Ag coverages limited to k-values around
Γ. A strong triangular contour is observed which is dominated by an additional interface state with sixfold
symmetry when Ag coverage is around 2ML. The 2nd derivative of the photoemission intensity has been used
to enhance the experimental features. Data has not been symmetrized.
1 × 1 (i.e. x < 1ML) or a reconstructed √3 × 14 (i.e. x ∼ 2ML) Pt(111)-Ag surface. As noted
in the previous section, identical LEED and ARPES results were obtained even if the deposition
order of Ag and Bi was inverted (i.e. Bi evaporation followed by Ag evaporation), thus verifying
the robustness of the reconstruction.
Fig. 4.4 summarizes the ARPES data after Bi deposition for various coverages of the Ag buffer
layer. The results are the non-symmetrized 2nd derivative of the photoemission intensity presented
at two different binding energies. The constant-energy (CE) maps show the band topology around
the Γ point where we evidenced the most interesting experimental features. When x = 1ML (left
panel), one can observe an interface contour with an apparent threefold symmetry. This contour
has no counterpart on the clean Pt(111) surface or the Pt(111)-Ag interface, thus revealing that it is
related to Bi. At higher binding energies, it evolves into three arcs. When Ag coverage is around
2ML, the topology of the corresponding contours is clearly different. The triangular state is still
visible, but there is a new interface band which completely dominates the photoemission spectra
at 330meV. The latter has an apparent sixfold symmetry. The overlap of the two contours is more
clearly seen at a slightly higher coverage (middle panel) where the threefold state is more enhanced.
For even higher x, the sixfold feature disappears completely and the triangular state is again the only
B-related contour. At the same time, the sample disorder has been signiﬁcantly increased, due to
the formation of Ag islands.
Figs. 4.5 and 4.6 present extended CE maps for the Pt(111)-xMLAg-Bi system. The main
surface and bulk-derived features have been labelled (B for bulk, S for surface) and their dispersion
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Figure 4.5 — (Pt(111)-xMLAg-Bi)-(2× 2) interface: Long-range constant energy maps for x = 1ML. The
2nd derivative of the photoemission intensity has been used to enhance the experimental features. Data has
been symmetrized using a threefold axis. Bold(light) hexagons mark the borders of the 1× 1(2× 2) surface
BZ. Dashed lines correspond to the k-space paths of the images in Fig. 4.7. Arrows point out the (2 × 2)
periodicity of the triangular contour. Labels of the different states are explained in the text.
is shown in Figs. 4.7 and 4.8. The thick dashed lines in Fig. 4.5 (4.6) denote the corresponding k-
space paths along which the dispersion is presented in Fig. 4.7 (4.8). Having in mind the different
energy windows of Fig. 4.2 and Figs. 4.7 and 4.8, one can easily discern the bulk features B1
and BC which were discussed earlier. The hexagonal B1 contour has nevertheless a threefold
modulation and as a result it appears distorted 4.5. This is due to the interaction with the interface
bands which are the main focus of our study.
Fig. 4.5 follows the topology of the interfacial triangular contour around Γ. The three arcs,
100 Chapter 4. The Pt(111)-Ag-Bi interface: Band topology by ARPES
Figure 4.6 — (Pt(111)-xMLAg-Bi)-(2× 2) interface: Long-range constant energy maps when Ag coverage
for x = 2ML. The 2nd derivative of the photoemission intensity has been used to enhance the experimental
features. Data has been symmetrized using a threefold axis. Bold(light) hexagons mark the borders of the
1 × 1(2 × 2) surface BZ. Dashed lines correspond to the k-space paths of the images in Fig. 4.8. Labels of
the different states are explained in the text.
labelled SA, interact in pairs resulting into two distinct crossing points for each pair. SAC1 and
SAC2 denote the two crossings of the same arcs seen at a binding energy of 90meV. They reduce
into a single degeneracy point (SAC) at a slightly higher EB (150meV). At even higher EB no
crossing point is observed. The p(2×2) periodicity of these interface features is obvious by the CE
maps of Fig. 4.5. SACR (SAC2R) denotes the 2×2 replica of the SAC (SAC2) feature. The bulk
B1 state dominates the photoemission spectrum at the 2nd 2×2 surface BZ. Nevertheless, the repli-
cas of the aforementioned surface-derived crossing points result into non-negligible photoemission
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Figure 4.7 — Pt(111)-Ag-Bi: Electronic band dispersion when Ag coverage is around 1ML. Images (a)-(c)
correspond to the k-space paths of Fig. 4.5. Labels of the different states are explained in the text.
peaks. It is clear from Figs. 4.5 and 4.7 that B1 is signiﬁcantly modiﬁed after its interaction with
SAC2R. Due to the triangular symmetry of the SA state, the interaction results into a threefold
modulation of the hexagonal B1 contour and an asymmetry of the band dispersion for positive and
negative values of ky (Figs. 4.7 (a) and 4.7 (b)). Moreover, the metallic state SC has no counterpart
in the band structure of clean Pt(111) depicted in Fig. 4.2, thus favoring a surface origin.
Figs. 4.6 and 4.8 summarize the ARPES results when Ag coverage is equal to 2ML. The ob-
servations of the previous paragraph are still valid. However, one can readily see two new interface
states labelled SB1 and SB2. SB1 dominates the electronic dispersion and CE maps for binding
energies higher than 200meV rendering the identiﬁcation of the SA arcs almost impossible. SB2
appears at even higher EB and yields a weak ﬂower-shape contour (data not shown). Both of these
states are absent when x is equal to 1ML. The rest of the surface-derived features discussed in
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Figure 4.8 — Pt(111)-Ag-Bi: Electronic band dispersion when Ag coverage is around 2ML. Images (a)-(b)
correspond to the k-space paths of Fig. 4.6. Labels of the different states are explained in the text.
the previous paragraph are still present but their intensities are lower. One can observe their weak
signatures, as well as their interaction with the hexagonal B1 state in Figs. 4.6 and 4.8.
IV. Discussion
In the following, we will attempt a tentative explanation of the experimental results based on previ-
ous literature for the Pt(111)-Ag system along with some basic symmetry arguments. A fundamen-
tal consequence of time-reversal (TR) symmetry is the Kramers degeneracy, which can be written
as:
Ek,↑(↓) = E−k,↓(↑) (4.1)
where the arrows represent the spin-polarization of the states. In the case of negligible energy
separation of the two spins, (4.1) reduces to Ek = E−k. In a 2D close-packed system with a
sixfold unit cell, irrespective of the magnitude of spin-separation, a spin-integrated technique such
as ARPES must yield electronic contours of hexagonal in-plane symmetry satisfying (4.1). In case
of a lower symmetry atomic basis which would reduce the basic symmetry operation to a threefold
axis, the electronic signature would still consist of hexagonal contours due to the effect of (4.1)
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[119, 47]. As a matter of fact, surface states of threefold in-plane symmetry are not in agreement
with the predictions of TR as summarized in (4.1).
Bulk states are characterized by a well-deﬁned k⊥. As a result, (4.1) refers to the 3D k-vector.
The combined effect of Kramers degeneracy and a threefold axis would therefore yield a 3D band
topology with an overall threefold symmetry. Prime examples are the bulk electronic structures of
fcc metals [6]. As expected, the shape of the corresponding fcc bulk BZ satisﬁes the symmetry
dictated by (4.1). ARPES realizes a 2D mapping of the overall band structure. One can ﬁx k⊥ by
choosing hv and assuming a free electron ﬁnal state. In this way, the threefold symmetry of the fcc
bulk states can be for example reﬂected in the hexagonal (111) surface BZ [3, 17]. In these studies,
intense threefold features on the Fermi surface maps of Cu(111) were experimentally observed. By
assuming a free electron ﬁnal state, they were able to identify these features as direct transitions
from bulk bands. In conclusion, a threefold ARPES signature is in agreement with TR only when
the involved states have a ﬁnite k⊥ dispersion.
As noted in section III, there are no true surface states in the energy window of interest due
to the absence of a projected bulk gap. The observed interface resonances interact and hybridize
signiﬁcantly with the bulk continuum. As a consequence, they penetrate deeply into the crystal
feeling the fcc symmetry of the bulk and this is reﬂected as a strong threefold intensity modulation
in their momentum distributions. The hole pockets observed on the Sb(111) surface are a paradigm
of this effect [144]. The fact that we nevertheless evidence interface bands with sixfold symmetry
could mean that for a certain Ag coverage there is a structural modiﬁcation in the bulk which results
into sixfold domains. Previous work on the growth of Ag on clean Pt(111) surfaces revealed the
mechanism.
The ﬁrst monolayer of Ag on Pt(111) grows heteroepitaxially conserving the fcc stacking of
the substrate. Due to the different lattice constants of the two materials (4.3%), Ag atoms are
coherently strained resulting in a compressed commensurate overlayer [127, 126]. Upon deposition
of the the second monolayer, compressive strain is relieved by the formation of either the
√
3× 14
SI phase at RT or a trigonal dislocation network upon annealing at 750-800K. The LEED signature
indicates that the 2ML substrates used in this study belong to the SI phase, in agreement with the
low temperature of the post-annealing (∼ 400K). The SI phase consists of regions with fcc and hcp
stacking. The majority domains were attributed to fcc by STM [26] and to hcp by photoelectron
diffraction [121]. Both experimental techniques agree that further Ag deposition resumes the fcc
stacking of the substrate and is mainly two-dimensional at RT until a critical thickness of 6-9ML
[125, 121].
An fcc stacking implies threefold symmetry, while an hcp stacking sixfold. Since the wave-
functions of the surface resonances go well into the bulk they must feel at least 3ML, which are
enough to distinguish between the two different stacking sequences. Hcp domains exist on the
uppermost layers only after the deposition of 2ML of Ag. This could explain the coexistence of in-
terface bands with triangular and hexagonal symmetry exactly at this thickness (Fig. 4.4). As more
Ag is deposited, the fcc stacking of the uppermost layers is reﬂected into the electronic structure
by the dominance of the triangular state. Therefore, the threefold→threefold+sixfold→threefold
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sequence may ﬁnd a natural explanation in the growth mechanism of Ag on Pt(111). ARPES has
successfully mapped the symmetry of the growth domains and the strain relief pattern. Following
the above line of reasoning, our ARPES results favor hcp sites as the majority domains at an Ag
thickness of 2ML.
The role of Bi atoms and the structural arrangement of the Pt(111)-xMLAg-Bi system remains
uncertain. To this end, our ARPES and LEED data established that the presence of Bi is necessary
to induce the p(2× 2) long-range ordered reconstruction and observe the surface resonances which
not only satisfy the underlying symmetry but they also map the strain-related structural transition.
The insensitivity of the reconstruction to the deposition sequence might be an indication that Bi
atoms stay at the topmost layer and produce a long-range reconstruction by preferential ordering at
2 × 2 sites; an issue which needs to be clariﬁed by structural studies. We believe that the present
results will motivate STM and/or diffraction experiments on this trilayer system.
V. Conclusions
We presented detailed ARPES results on the novel p(2 × 2) phase observed on the Pt(111)-Ag-Bi
trilayer system. Despite the absence of a real gap, strong surface-derived features are observed
which have no counterpart either on the clean Pt(111) substrate or on the Pt(111)-Ag interface. The
surface resonances follow the symmetry of the induced reconstruction. Most interestingly, the shape
of their momentum distributions is strongly-dependent on the Ag thickness. As a consequence, our
ARPES results present the electronic signature and an additional proof of a strain-related structural
transition proposed by STM and photoelectron diffraction.
We thank J. Audet for experimental contributions during the early stage of this work. E.F.
acknowledges the Alexander S. Onassis Public Beneﬁt Foundation for the award of a scholarship.
This research was supported by the Swiss NSF and the NCCR MaNEP.
Chapter 5
Phenomenological simulations of the Rashba-Bychkov
splitting
5.1 Introduction
This chapter is devoted to the description of simple simulations, which can be used to describe the
experimental results on Rashba-Bychkov systems. The models are purely phenomenological, since
parameter values are not explicitly calculated but are chosen to ﬁt the experimental data. Therefore,
they cannot be considered as alternatives to sophisticated theoretical calculations but rather as help-
ful tools, which can switch on and off each individual parameter, thus unravelling its effect on the
electronic structure. Simulations are based on two traditional methods for approximating the elec-
tronic structure of solids; i.e. the nearly-free electron (NFE) approach and the tight-binding (TB)
approximation. A few scattered results have been already presented in previous chapters. Never-
theless, a detailed summary and comparison of the two methods may be of didactic value and can
serve as a robust theoretical tool in the experimentalist’s hands.
Free electrons, marking a parabolic dispersion, are the starting point of the NFE approximation.
Bloch theorem requires that identical free-electron parabolas should be centered at all points of the
reciprocal lattice. When the lattice potential is non-negligible, two adjacent parabolas deviate from
their free-electron behavior near the borders of the Brillouin zone and open hybridization gaps,
whose magnitude depends on the Fourier components of the lattice potential (Fig. 5.1 (a)). Due
to Bloch theorem, all k-values can be represented in the 1st BZ, thus the reduced zone scheme
depicts the resulting band structure, which is composed of strongly dispersing bands and numerous
hybridization gaps.
The tight-binding approximation considers an opposite starting point; i.e. tightly bound elec-
trons at atoms and non-dispersing atomic levels. When atoms are brought together in order to form
a solid, the degeneracy of atomic levels is lifted and the resulting states follow appropriate linear
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Figure 5.1 — (left) Schematic band dispersion for a 1D solid according to the NFE model. The results are
presented in the extended-zone representation for an easier comparison with the parent free-electron parabola
(dashed curve). Band gaps of magnitude 2VK open at the borders of the Brillouin zone (vertical solid lines)
(Figure from M. Golden). (right) The topmost atomic energy levels of Si extend into bands when the atomic
distance decreases. The dashed line marks the equilibrium lattice constant of a Si crystal. Band gaps arise
due to incomplete overlap of the bands. [67]
combinations of atomic orbitals (LCAO). The number of atoms is so large that one can consider
the results as continuous bands of energy levels (Fig. 5.1 (b)). The band width depends on the
wavefunction interaction between adjacent atoms and increases with decreasing atomic distance.
Different bands may overlap and the deﬁnition of their atomic character is not anymore straight-
forward. The TB approach is more often used for materials with closed atomic shells and covalent
solids because it generally results into weakly dispersing bands and wide gaps.
Although a detailed theoretical description of these methods is beyond the scope of this thesis, a
basic mathematical formulation will be given at the introductory part of each corresponding section.
In both cases, the spin-degenerate results will be discussed, and subsequently the Rashba-Bychkov
interaction will be added in the model Hamiltonian.
5.2 Simulations based on the NFE approximation
5.2.1 The nearly-free electron approximation
Solutions of the Schrödinger equation for electrons in a periodic crystal potential obey the Bloch
theorem:
ψk(r) = e
ik·ruk(r) (5.1)
where uk(r) is a function which has the periodicity of the lattice (i.e. uk(r + R) = uk(r) for all
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R in the Bravais lattice). As described in [6], the Bloch solution can be expanded in plane waves:
ψk(r) =
∑
K
ak−Kei(k−K)·r (5.2)
The plane wave coefﬁcients ak−K are determined by the Schrödinger equation:[

2
2m∗
(k−K)2 − E
]
ak−K +
∑
K′
VK′−kak−K = 0 (5.3)
where m∗ is the effective mass, K the reciprocal lattice vectors and VK−k the Fourier coefﬁcients
of the crystal potential. The eigenvalues determine the energy dispersion in the presence of a weak
crystal potential V . When all ak−K are zero, the effect of crystal potential vanishes and the free-
electron parabola is recovered.
For non-zero coefﬁcients the dispersion is modiﬁed; the degree of modiﬁcation depending on
the value of k. One can show that deviation from the free-electron predictions will be negligible
(2nd-order effects) when the value of k is such that there are no more than one free-electron parabo-
las within energy V . If, however, the value of k is such that there are reciprocal lattice vectors with
free-electron energies within order V of each other, a linear correction has to be included. Typically,
such values of k are those in the vicinity of the Brillouin zone boundaries (i.e. Bragg planes).
When only two nearly degenerate levels (i.e. K1, K2) are involved, Eq. (5.3) is reduced to the
following 2× 2 linear system of equations:
(
E − 
2
2m∗
(k −K1)2
)
ak−K1 = VK2−K1ak−K2(
E − 
2
2m∗
(k −K2)2
)
ak−K2 = VK1−K2ak−K1 (5.4)
A non-zero solution exists only if the eigenvalues of the following matrix determine the modi-
ﬁed energy dispersion: ⎛⎝ 2(k−K1)22m∗ VK1−K2
V ∗K1−K2

2(k−K2)2
2m∗
⎞⎠ (5.5)
As depicted in Fig. 5.1, the resulting dispersion exhibit band gaps of magnitude 2VK (2VK1−K2
in this case) at the Brillouin zone borders.
5.2.2 NFE simulation - results
First we consider the interaction of two levels centered at the reciprocal lattice points (x0, y0) =
(0, 0) and (x1, y1) = (−4π/(l
√
3), 0) with l = 6.65Å,m∗ = 0.8me and |VK| = 0.3eV; parameters
of the Bi/Si(111) trimer phase. (x0, y0) and (x1, y1) correspond to the centers of two adjacent BZ.
Electronic band dispersion in the absence of RB spin-orbit interaction is depicted in Fig. 5.2 (a).
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Figure 5.2 — Calculated band dispersion for a 1D chain without (a) and after the inclusion of (b) RB
coupling. Solid (dashed) vertical lines mark the center (borders) of the Brillouin zone. Two reciprocal lattice
points have been used for the simulation and one has neglected the effect of all other points, which play an
important role at largeE and k values. Red and blue colors denote opposite directions of the spin-polarization
vector. Model parameters are summarized in the text.
In the presence of RB coupling, HSO, already introduced in chapter 2, has to be added in the
model Hamiltonian. If K0 and K1 are the reciprocal lattice vectors connecting the axis origin with
the corresponding center of the BZ, and one works in the subspace spanned by the z-component of
the spin, the base vectors will be |(k −K0) ↑〉, |(k−K0) ↓〉, |(k−K1) ↑〉, |(k −K1) ↓〉. The
resulting 4× 4 matrix can be then written as:
⎛⎜⎜⎜⎜⎝

2(k−K0)
2
2m∗ αR(−i(k−K0)x...) VK0−K1 0
αR(i(k −K0)x − (k −K0)y) 
2(k−K0)
2
2m∗ 0 VK0−K1
V ∗
K0−K1
0 
2(k−K1)
2
2m∗ αR(−i(k−K1)x...)
0 V ∗
K0−K1
αR(i(k−K1)x...) 
2(k−K1)
2
2m∗
⎞⎟⎟⎟⎟⎠
Zero matrix elements denote that bands of opposite spins do not interact. The resulting elec-
tronic dispersion with non-negligible RB coupling (αR = 1.1eV Å) is depicted in Fig. 5.2 (b). The
band gaps now appear at k-values where states with similar spins intersect with each other, while
there is a spin-degeneracy at the center and the border of the Brillouin zone in agreement with the
time-reversal symmetry requirements.
One may alternatively work in the subspace of the eigenvectors |k,→〉 and |k,←〉 of HSO
(Eq. (2.15)). If δ is the angle deﬁned in Fig. 5.3, the HSO eigenvectors can be written as |k,→← 〉 =
ei(kxx+kyy)√
2
[e−iδ/2| ↑〉∓eiδ/2| ↓〉]. These base vectors denote positive (|k,→〉) and negative (|k,←〉)
tangential spin polarization. In this case, the diagonal terms will correspond to the unperturbed outer
and inner contours of a RB doublet and the H12, H21, H34 and H43 matrix elements will be equal
to zero.
⎛⎜⎜⎜⎜⎝

2(k−K0)
2
2m∗ − αR(k −K0) 0 V
0,→
1,→ V
0,→
1,←
0 
2(k−K0)
2
2m∗ + αR(k−K0) V
0,←
1,→ V
0,←
1,←
V1,→0,→ V
1,→
0,←

2(k−K1)
2
2m∗ − ... 0
V1,←0,→ V
1,←
0,← 0

2(k−K1)
2
2m∗ + ...
⎞⎟⎟⎟⎟⎠
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Figure 5.3 — (a), (b) Calculated band dispersion along the high-symmetry directions for a simple 2D hexag-
onal lattice with RB coupling. (c) A CE map atE = 0.4eV revealing the isotropic shape of the spin-polarized
contours. δ denotes the angle which enters Eq. (5.6) and (5.7). Purple and green colors denote opposite sign
of tangential spin polarization. The simulation is based on four reciprocal lattice points forming a primitive
unit cell. Model parameters are summarized in the text.
Hybridization matrix elements will be now k-dependent and may be calculated as in the fol-
lowing example:
H ′|(k −K0),←〉 = e
i(kxx+kyy)
2
V [e−iδ/2| ↑〉+ eiδ/2| ↓〉] (5.6)
and
V0,←1,← = 〈(k−K1),← |H ′|(k −K0),←〉 = V
1
2
(e−iδ − eiδ) = − sin δ (5.7)
where δ may be expressed as a function of k using geometrical arguments.
The results are identical whether one works with base vectors where the spin-projections re-
fer to the z-axis or by explicitly determining the k-dependent hybridization of the tangential spin
components.
One can have a reasonable description of the electronic band topology of a 2D system by in-
creasing the number of reciprocal points. Figure 5.3 presents the results of a NFE simulation with
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Figure 5.4 — (a) Calculated band dispersion along the high-symmetry direction which is perpendicular to
the mirror plane of a 2D hexagonal lattice with an anisotropic basis. RB coupling has been included. (b) A
CE map at E = 0.5eV revealing the anisotropic shape of the spin-polarized contours. Hexagonal warping
has an opposite sign for the two contours. For the CE map, |V | = 0.1eV and αR = 0.5eV Å. The mirror
plane of the system is along the direction which is perpendicular to the axis of the outer hexagon’s tips.
The simulation is based on four reciprocal lattice points forming a primitive unit cell. Model parameters are
summarized in the text.
the same parameters as above but now four lattice points have been included: (x0, y0) = (0, 0),
(x2, y2) = (4π/(l
√
3), 0), (x3, y3) = (2π/(l
√
3), 2π/l) and (x4, y4) = (2π/(l
√
3),−2π/l).
These points correspond to a primitive unit cell of a reciprocal lattice with hexagonal symmetry.
Therefore, one may deﬁne the M and K high-symmetry points. The corresponding Hamiltonian
matrix will consist of 64 matrix elements (8 × 8). Time-reversal symmetry requirements are re-
spected at Γ and M, while spin degeneracy at K is accidental and can be removed after the inclusion
of more reciprocal-lattice points.
The above results correspond to an isotropic 2D hexagonal system; i.e. a hexagonal system with
a basis of spherical symmetry. As mentioned in chapter 2, anisotropic 2D systems may be modelled
by introducing a k · p anisotropy term in the diagonal matrix elements of the matrix referring to the
z-axis spin projection. This 3rd-order term captures the opposite hexagonal warping of the outer
(positive warping) and inner (negative warping) spin-polarized contours. The warping magnitude
is quantiﬁed by the phenomenological parameter c and the diagonal matrix elements are modiﬁed
as follows:

2(k−K0)2
2m∗
→ 
2(k−K0)2
2m∗
± c
2
(k3+ + k
3
−) (5.8)
where k± = kperp mirror + ikmirror drxn and +(−) refer to the H11 (H22) matrix elements. One may
introduce kx and ky in the previous formula depending on the orientation of the mirror plane. Figure
5.4 depicts the resulting dispersion perpendicular to the mirror plane and the modiﬁed shape of the
momentum distributions for an anisotropy parameter c = 3.8eV Å3. The shape of the CE contours
is hexagonal despite the absence of any sixfold axis. It is the orientation of the 3D spin polarization
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Figure 5.5 — (a) The behavior of a pseudovector (e.g. 3D spin polarization) after mirror-plane reﬂection:
Components parallel to the mirror plane are reversed, while the one perpendicular to the plane remains
unchanged. (b) The shape of a CE contour for a system with a threefold axis and a mirror plane. Red
and blue colors represent opposite values of radial spin-polarization. Arrows denote the total in-plane spin
polarization after the inclusion of the dominant tangential component. Both vertical and horizontal planes
satisfy the conditions determined in (a). (c) As in (b) but now red and blue colors represent opposite values of
Pz . Arrows denote the total out-of-plane spin polarization. Only the horizontal plane satisﬁes the conditions
determined in (a) and this is the only mirror plane of the system. [119]
vector which breaks the sixfold symmetry as revealed by Fig. 5.5. Following the predictions of
Premper et al., the direction of P is related to the tip orientation of the hexagonal in-plane contours.
5.2.3 NFE simulation - conclusions
One can summarize the conclusions of the NFE simulations in the following points:
NFE (1) RB spin-orbit interaction is introduced by the inclusion ofHSO in the model Hamilto-
nian.
NFE (2) In the z-axis representation, electron states carrying identical spins hybridize and their
interaction is quantiﬁed by the 1st Fourier coefﬁcient of the crystal potential. HSO has no effect
on their interaction. In a representation where the quantization axis is tangent, this corresponds to
k-dependent hybridization terms calculated as in Eq. (5.6) and (5.7).
NFE (3) The lattice constant and symmetry are introduced by using the appropriate coordinates
for the reciprocal lattice points which enter the Hamiltonian.
NFE (4) In-plane asymmetry (e.g. in the case of an anisotropic basis) can be captured by a k · p
term which is added on the diagonal matrix elements. The effect is quantiﬁed by the value of the
phenomenological constant c.
NFE (5) Eigenvalues correspond to positive or negative tangential spin polarization component.
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NFE (6) The tip orientation of the anisotropic CE contours reveals the mirror planes of the
structure.
5.3 Simulations based on the TB approximation
5.3.1 The tight-binding approximation
The TB approach for solids is a generalization of the LCAO approximation used to ﬁnd the eigen-
values and eigenstates of simple molecules. The simplest system, which is often used as a textbook
example is the hydrogen molecular ion H+2 .
When the single electron is at the vicinity of nucleus A, it will feel a potential which is similar
to the atomic potential (Fig. 5.6). Therefore, its wavefunction |ψ(r)〉 can be approximated by the
corresponding atomic wavefunction:
|ψ(r)〉 ∼ |φ(r−RA)〉 for |r−RA| ≤ ξ and |r−RB|  ξ (5.9)
where ξ is the radius of the corresponding atomic orbital. Under the same reasoning:
|ψ(r)〉 ∼ |φ(r−RB)〉 for |r−RB| ≤ ξ and |r−RA|  ξ (5.10)
If for all r, at which |ψ(r)〉 has non-negligible values, at least one of the inequalities presented
in (5.9) and (5.10) is valid, one can approximate the wavefunction with a linear combination of the
two atomic orbitals:
|ψ(r)〉 ∼ cA|φ(r−RA)〉+ cB |φ(r−RB)〉 (5.11)
where cA and cB are the linear coefﬁcients. Due to symmetry, these coefﬁcients must be equal in
the simple example of H+2 . The general idea of the LCAO approach is to ﬁnd the ci values. To this
end, one may start with the Schrödinger equation:
H|ψ(r)〉 = E|ψ(r)〉∑
i
ciH|φ(r−Ri)〉 = E
∑
i
ciφ(r−Ri)〉∑
i
ci〈φ(r−Rj)|H|φ(r −Ri)〉 = E
∑
i
ci〈φ(r−Rj)|φ(r −Ri)〉
for j = A, cAHAA + cBHAB = cAE + cBES (5.12)
for j = B, cBHBB + cAHBA = cBE + cAES (5.13)
Equations (5.12) and (5.13) form a homogeneous system of linear equations, the solution of
which yields the ci values and hence the approximation of |ψ(r)〉. HAA = HBB = ε is the
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Figure 5.6 — A schematic representation of two separate H atoms. The dashed line denotes the potential
due to each individual atomic core, while the solid curve represents their sum. Dotted lines are a sketch of
the 1s wavefunctions of the two H atoms. [42]
common energy of the corresponding atomic orbitals, HAB = V and HBA = V ∗ denote their
hybridization and S is the overlap of the atomic wavefunctions. For reasons of simplicity the latter
is often neglected.
The LCAO approach will be now extended to an imaginary 1D solid, which is composed of N
identical atoms and has a lattice constant of l. Following the same procedure and considering only
nearest-neighbor interactions and orbitals of spherical symmetry, one will arrive at a homogeneous
system consisting of N linear equations:
cjε+ V (cj−1 + cj+1) = Ecj with j = 1, 2, 3, ...,N (5.14)
Bloch theorem requires that cj = c0eiklj . After substituting this relationship in Eq. (5.14) and
eliminating the common factors, one arrives at an expression for the band dispersion E(k):
E(k) = ε+ 2V cos(kl) (5.15)
The tight-binding approach predicts a cosinusoidal band with a mean value of energy equal to
the atomic value. The band width (w) depends on the hybridization parameter (w = 4V ). For small
values of k, one may perform a Taylor expansion of (5.15) around k = 0 and the band dispersion
can be approximated by:
E(k) = ε+ 2V − V l2k2 (5.16)
The parabolic dispersion is in agreement with the NFE predictions revealing the equivalency of
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the models. This point will be further considered in section 5.4. The analogy of the two approaches
yields a TB expression for the effective mass:
m∗ = − 
2
2V l2
(5.17)
andm∗ is positive when V < 0.
5.3.2 TB simulation - results
Fig. 5.7 (b) presents the TB band dispersion for a 1D linear chain (l = 6.65Å, V = −1eV and
ε = 0eV). A ﬁrst complication arises when the solid consists of non-equivalent atoms. The simplest
example is a diatonic linear chain depicted in Fig. 5.7 (a). The chain is composed ofN atomic pairs
(total= 2N atoms). If |ai〉 and |bi〉 are the atomic wavefunctions centered on the a and b atoms of
the pair with index j, the total wavefunction may be written as a linear combination:
|ψ〉 =
∑
j
cj |aj〉+ dj|bj〉 (5.18)
Starting from the Schrödinger equation and following the same procedure as before, one arrives
at a pair of homogeneous systems, each one consisting of N linear equations:
cjεa + djVab + dj−1V ′ab + cj+1Vaa + cj−1Vaa = Ecj (5.19)
cj+1V
′
ab + cjVab + djεb + dj+1Vbb + dj−1Vbb = Edj (5.20)
where εa and εb stand for the energies of the corresponding atomic orbitals and the V parameters
denote the interactions depicted in Fig. 5.7 (a). All other hybridization parameters are neglected.
The Bloch theorem yields the following pair of equations:
cj = c0e
iklj and dj = d0eiklj
Equations 5.19 and 5.20 may be therefore simpliﬁed as:
c0εa + d0Vab + d0e
−iklV ′ab + 2c0 cos(kl)Vaa = Ecj (5.21)
c0e
iklV ′ab + c0Vab + d0εb + 2d0 cos(kl)Vbb = Edj (5.22)
This is a homogenous system of linear equations in terms of c0 and d0. Hence, there exist non-
trivial solutions only if its determinant is equal to zero. Or equivalently, the energy dispersion is
given by the eigenvalues of following 2× 2 TB Hamiltonian matrix:
(
εa + 2cos(kl)Vaa Vab + e
−iklV ′ab
Vab + e
iklV ′ab εb + 2cos(kl)Vbb
)
(5.23)
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Figure 5.7 — (a) A schematic representation of a monatomic (top) and a diatomic (bottom) 1D chain. V
parameters denote the different types of interactions between spherically symmetric orbitals. (b) Electronic
band dispersion for the monatomic chain with parameters summarized in the text. (c) Electronic band disper-
sion for the diatomic chain with parameters summarized in the text. The introduction of interactions between
dissimilar atoms increases the band width of the lowest-lying band and yields another band of smaller band
width at higher energy. (d) As in (c) but with εa = εb and Vab = V ′ab. The double periodicity of the Brillouin
zone reveals that this case is equivalent to a monatomic 1D chain with half periodicity.
A general compact form for the TB hamiltonian often encountered in the literature is therefore:
HTB =
∑
<i,j>
Vijc
†
i cj (5.24)
Fig. 5.7 (c) presents the band dispersion for a diatomic chain with l = 6.65Å, εa = 0eV,
εb = 1eV, Vab = −2eV, V ′ab = −1.5eV and Vaa = Vbb = −1eV. The number of bands (2)
corresponds to the number of inequivalent atoms. When Vab = V ′ab = −1.75eV and εa = εb = 0eV,
the band gap disappears and the Brillouin zone exhibits a double periodicity (Fig. 5.7 (d)). This is
because the atoms are no more inequivalent and the chain corresponds to a 1D solid with periodicity
of l/2.
2D systems can be modelled using the same approach; the results being relatively simple when
there is a single atom per unit cell and only spherically-symmetric orbitals are considered. Using
a combination of the Schrödinger equation and the Bloch theorem, it is straightforward to ﬁnd the
TB band dispersion for a simple 2D hexagonal lattice:
E(kx, ky) = ε+2V cos(lky)+2V cos(
√
3/2lkx+1/2lky)+2V cos(
√
3/2lkx−1/2lky) (5.25)
Eq. (5.25) deﬁnes a 2D band dispersion and its predictions can be plotted in the form of E(k)
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Figure 5.8 — Calculated band topology for a simple 2D hexagonal lattice without RB coupling. (a), (b)
Electronic dispersion along the two high-symmetry directions. (c) A CE map at E = 1.7eV. In-plane mo-
mentum distributions follow the hexagonal symmetry of the structure. Model parameters are summarized in
the text. One spherically symmetric orbital per atom has been considered.
diagrams along the high-symmetry directions or CE maps at a ﬁxed energy value. An example is
presented in Fig. 5.8 for l = 6.65Å, ε = 0eV and V = −1eV. Fig. 5.8 (c) reveals that the in-plane
contours "feel" the lattice symmetry and deviate from an isotropic circular shape.
RB spin-orbit interaction may be included by adding the TB representation of the HSO Hamil-
tonian introduced in chapter 2 (Eq. (2.11)). In order to ﬁnd the site-spin representation ofHSO one
may successively write:
HSO = αR(σ × k) · êz = αRm∗(σ × k) · êz/ = αR
2l2V
(vx ⊗ σy − vy ⊗ σx) (5.26)
where the effective mass was replaced by its tight-binding representation from Eq. (5.17) and ⊗
denotes the Kronecker product of two matrices. The velocity operator can be written as a matrix in
the site-spin representation. For example, for two base states |p〉 and |q〉:
〈p|vx|q〉 = i

Vpq(px − qx) (5.27)
All parameters can be grouped under an effective term λR which captures the RB interaction of
unlike spins centered at different sites. The TB representation of the HSO Hamiltonian can be then
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Figure 5.9 — Calculated band topology for a simple 2D hexagonal lattice with RB coupling. (a), (b) Elec-
tronic dispersion along the two high-symmetry directions. Red and blue colors denote opposite directions
of the spin-polarization vector. (c) A CE map at E = 1.7eV. In-plane momentum distributions follow the
hexagonal symmetry of the structure. Purple and green colors denote opposite sign of tangential spin polar-
ization. Model parameters are summarized in the text. One spherically symmetric orbital per atom has been
considered.
written in a compact form:
HSO = iλR
∑
<p,q>αβ
cpα(σ × d̂pq)zcqβ (5.28)
where α, β denote spin up or spin down particles and d̂pq is a unit vector along the bond that
connects site q to site p. One should always bear in mind that this term is equivalent to the NFE
expression of Eq. (2.11) and it must be not confused with a k-independent Zeeman on-site SO
interaction, which would result in k-independent energy splitting of the bands (Fig. 2.3 (a)). The
complete system Hamiltonian is a result of the combination of Eq. (5.24) and (5.28).
HTB−SO =
∑
<p,q>α
Vpqc
†
pαcqα + iλR
∑
<p,q>αβ
cpα(σ × d̂pq)zcqβ (5.29)
As in the case of NFE simulations, the inclusion of the SO term in the TB Hamiltonian doubles
the number of base states. Hence, for the monoatomic hexagonal lattice one would arrive at a 2× 2
matrix with the following matrix elements:
H11 = H22 = ε+ 2V cos(lky) + 2V cos(
√
3l
2
kx +
l
2
ky) + 2V cos(
√
3l
2
kx −
l
2
ky)
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Figure 5.10 — Calculated band topology for a 2D hexagonal lattice with a trimer basis. The simulation
is based on the structural unit presented in Fig. 3.25, considers spz-derived orbitals and takes into account
interactions up to 4th-nearest neighbors. (a), (b) Electronic band dispersion of the topmost two bands in the
absence of RB coupling. (c), (d) Electronic band dispersion of the topmost two bands with RB coupling. Red
and blue colors denote opposite directions of the spin-polarization vector. (e) A CE map at E = −0.90eV,
revealing that the topmost band can be approximated by a RB paraboloid with negligible splitting at k-
values near Γ. (f) A CE map at E = −0.95eV when the SO prefactor is artiﬁcially increased by an order
of magnitude. Opposite hexagonal warping of the two spin-polarized contours is a result of the system
anisotropy. The in-plane orientation of the contours is consistent with the structural symmetry of the system.
Brown and green colors denote opposite sign of tangential spin polarization. The values of different transfer
integrals are summarized in Table 3.4.
H12 = H
∗
21 =
λR
l
[
2l sin(lky)+2l
(
1
2
+
i
√
3
2
)
sin
(√
3l
2
kx+
l
2
ky
)
+2l
(
−
1
2
+
i
√
3
2
)
sin
(√
3l
2
kx+
l
2
ky
)]
Diagonal elements are identical to Eq. (5.25) and capture the interaction of electrons with
identical spins. On the other hand, off-diagonal elements represent the mathematical formulation
of RB coupling. Fig. 5.9 extends the results of Fig. 5.8 by including a ﬁnite RB interaction
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(λR = 0.2). The CE maps of Fig. 5.9 (b) predict that hexagonal warping has the same sign for
both spin-polarized contours. This should be expected because each unit cell contains a spherically
symmetric atomic basis and the system is equivalent to an isotropic NFE gas with RB interaction
(Fig. 5.3). Only an atomic basis with lower symmetry can induce warping with opposite effects on
the two spin-polarized contours (Fig. 5.4). In a NFE simulation this is captured by the 3rd-order
k · p perturbation term (Eq. (5.8)), while in the TB framework it must be inherent in the symmetry
ofHTB−SO when one considers an anisotropic atomic arrangement.
In the case of a polyatomic basis in a 2D system, the degree of complexity increases substan-
tially. The trimer arrangement of Fig. 3.25 yields a 3 × 3 and 6 × 6 matrix depending on whether
the RB interaction has been included or not. The HTB−SO Hamiltonian has to be generalized to
include dissimilar λpq parameters:
HTB−SO =
∑
<p,q>α
Vpqc
†
pαcqα + i
∑
<p,q>αβ
λpqcpα(σ × d̂pq)zcqβ (5.30)
Analytical solutions are more challenging but still possible if interactions are restricted up to 4 th-
nearest neighbors. In order to diminish the number of free parameters, the values of transfer (Vpq)
and RB integrals (λpq) can be generated by empirical power laws of the distance d: V (λ)pq = ad−bpq .
In this way, one arrives at two parameters for the band dispersion and two parameters for the SO
splitting (prefactors a and exponents b). Fig. 5.10 presents a comparison of the band topology for
a hexagonal lattice with a trimer basis when RB coupling is turned "off" and "on". The parameter
values are summarized in Table 3.4. At energies where the band dispersion can be approximated
by a RB paraboloid, CE contours give indications for the opposite hexagonal warping of the two
contours (Fig. 5.10 (f)). One might further notice that perfect spin degeneracy is predicted at the Γ
and M points as required by time-reversal symmetry. These requirements have been respected by
all levels of TB simulations presented in this section.
5.3.3 TB simulation - conclusions
Conclusions from the TB simulations can be summarized in the following points. TB (1) - TB (6)
may be directly compared to the corresponding NFE (1) - NFE (6) points from subsection 5.2.3,
thus establishing the analogies of the two approaches.
TB (1) RB spin-orbit interaction is introduced by the inclusion of the site-spin representation of
HSO in the model Hamiltonian.
TB (2) Electron states carrying identical spins hybridize and their interaction is captured by the
ﬁrst term of HTB−SO. The second term (i.e. HSO), which formulates the RB effect, has no effect
on their interaction.
TB (3) Lattice constant and symmetry are explicitly introduced by the form of the matrix ele-
ments.
TB (4) In-plane asymmetry is already taken into account in systems with a multiatomic basis.
TB (5) Eigenvalues correspond to positive or negative tangential spin polarization component.
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TB ( 6) The tip orientation of the anisotropic CE contours is consistent with the structural
anisotropy of the systems.
5.4 A comparison of the two approaches
In the present section one will attempt a comparison of the NFE and TB simulations as intro-
duced in sections 5.2 and 5.3. The goal is to stress their equivalency despite the opposite starting
points ("free" vs. "tightly-bound" electrons). Analogies and similarities have been already revealed
through the concluding points of subsections 5.2.3 and 5.3.3. Therefore, in the following, a phe-
nomenological comparison by application to a real system will be attempted.
5.4.1 The Au(111) surface state as a case study
The parabolic Au(111) surface state is an ideal system for this comparison. First of all, it is spin-
split as has been revealed by many experimental and theoretical studies summarized in section
2.2. Secondly, it is derived from spz orbitals which do not require angle-dependent hybridization
parameters. Finally, kF is small compared to the size of the BZ. Therefore, the TB cosinusoidal
equations maybe a good approximation at this energy range (Eq. (5.16)).
The parameters for the NFE simulation were taken from the combined experimental and the-
oretical study presented in Ref. [124]. These are namely m∗ = 0.255me, αR = 0.33eV Å and
a negative energy offset of 487meV in order to match the Fermi level position. The TB equations
are those for a simple 2D hexagonal lattice with RB coupling (for example Fig. 5.9). The Au(111)
lattice constant of 2.88Å was used in the simulations, while V and ε were chosen to ﬁt the NFE
results (V = −1.213eV, ε = 6.792eV).
Figure 5.11 — The spz surface band of Au(111) is known to be spin-orbit split due to a standard RB
mechanism. (left) The TB model with λR = 0.039 gives an excellent ﬁt in the energy range of interest as
shown by the perfect overlap of the TB bands (dashed curves) and a standard NFE model (solid curves) for
Au(111) using the experimental values established in [124]. (right) The TB Fermi surface indicates that the
hexagonal symmetry of the model does not spoil the isotropic in-plane topology of the Au surface state at
small k-values.
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Fig. 5.11 (a) presents a comparison of the results for a ﬁnite RB coupling (i.e. λR = 0.039).
The agreement of the two models is excellent for an energy window of around 1eV. At even higher
energies, TB results are expected to deviate from the NFE parabolic behavior. Nevertheless, in
the energy range of interest, TB equations with phenomenological parameters are a very good
approximation for the electronic structure of the system.
λR is in the order of the λij parameters used for modelling the band topology of the Si(111)-Bi
trimer phase (subsection 3.2.5). In the latter case, they yielded a band with giant spin-splitting.
Therefore, one may conclude that the enhanced splitting in that system is indeed driven by the
peculiar topology of the Si(111)-Bi spin-degenerate "parent band", rather than by the magnitude of
the SO parameters.

Chapter 6
Concluding remarks
The conclusions of this thesis work have been already mentioned at the end of each separate chapter.
Therefore, the present chapter serves merely as a summary of these remarks and aims to emphasize
key points, which may have been left unnoticed even after a detailed reading.
Spin degeneracy of electronic states is the result of the combined effect of time-reversal and
space inversion symmetry. An external magnetic ﬁeld acts on the former (Zeeman effect). Never-
theless, it is not required in systems with broken spatial inversion. In those cases, the degeneracy is
lifted by the spin-orbit interaction, termed as the Rashba-Bychkov (RB) effect. In comparison to the
Zeeman effect which yields spin-polarized states with constant E-splitting, the energy separation is
strongly k-dependent for RB coupling. Despite these differences, RB coupling is not less important
for the realization of spin-dependent transport and spintronic applications. On the contrary, it tack-
les the exotic question of how one can manipulate electron spins without the need of an external
B.
A giant RB effect has been observed in metallic surface alloys. Namely, the size of the split-
ting observed in a BiAg2 alloy grown on a Ag(111) surface may ﬁnd important applications in the
ﬁeld of spintronics because it would lead to small precession lengths in a future spin FET. Despite
the potential of BiAg2/Ag(111) and related systems, the metallic character of the substrates poses
serious obstacles to the observation of spin-dependent transport properties. The present thesis fo-
cused in transferring the concept of a giant RB splitting on semiconducting substrates. Two main
approaches were discussed.
The ﬁrst method consists of growing a BiAg2 alloy on thin silver buffers of different thick-
nesses, themselves deposited on a Si(111) substrate. In this way, the alloy-derived electronic states
are signiﬁcantly modiﬁed. Hybridization gaps were observed in the dispersion of the surface-state
branches. These gaps form at the intersection of the spin-degenerate Ag quantum well states (QWS)
with the spin-split alloy bands. Interestingly, the number, energy position and width of the spin-
dependent hybridization gaps can be tuned by varying the thickness of the Ag buffer layer. Thereby,
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the electronic structure and spin polarization near EF can be drastically affected by a simple ex-
ternal parameter. This opens up the interesting possibility to modify the spin transport at one’s
will.
In the second method, the concept of giant RB splitting was transferred directly on a semicon-
ducting substrate without the presence of spin-degenerate QWS which may potentially inﬂuence
the transport properties of the system. The experimental realization is the 2D electronic struc-
ture formed by 1ML of Bi trimers on a Si(111) surface. As suggested by ARPES and veriﬁed
by ﬁrst-principles calculations, the system can be described by a RB splitting of the same order
of magnitude as the Ag-based surface alloys. A phenomenological tight-binding model proposed
an alternative scenario for the large spin splitting in this system; it namely revealed its intimate
connection to the peculiar and highly anisotropic band topology.
The Pt(111)-Ag-Bi trilayer system has been also studied by ARPES. The complicated band
structure renders spin-integrated ARPES insufﬁcient to distinguish interface states which may ex-
hibit RB splitting. Nevertheless, one could observe a novel surface reconstruction and use ARPES
to track a strain-mediated structural transition depending on the thickness of the Ag layer.
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