Abstract. We present a pathwise proof of the HWI inequality which is based on entropic interpolations rather than displacement ones. Unlike the latter, entropic interpolations are regular both in space and time. Consequently, our approach is closer to the Otto-Villani heuristics, presented in the first part of the article [23] , than the original rigorous proof presented in the second part of [23] .
Introduction
In a seminal paper [23] , Otto and Villani obtained a powerful functional inequality relating the relative entropy H(· | m) with respect to some reference measure m ∈ P 2 (X), the quadratic transport cost W 2 2 (·, m) and the Fisher information I(· | m). This so-called HWI inequality roughly states that: H ≤ W √ I − κW 2 /2, where the real parameter κ is a curvature lower bound associated to m, see (1.2), (1.4) and Theorem 1.6 below for the exact statement and its well-known consequences in terms of Talagrand and logarithmic Sobolev inequalities.
The first part of Otto and Villani's article is dedicated to a heuristic proof based on Otto calculus, see [22, 25] , where one formally equips the set of probability measures with the Riemannian-like distance W 2 and where McCann displacement interpolations are interpreted as geodesics. Since these interpolations suffer from a lack of regularity, the first and second order time derivatives along them are only formal. Consequently, although heuristics led to the right conjecture, the authors presented an alternative rigorous proof based on a significantly different approach.
In the present article, a new proof of the HWI inequality is proposed. The main idea is to replace the 'irregular' McCann interpolation (µ t ) between two probability measures µ 0 and µ 1 by a family of 'smooth' curves of measures (µ (see Definition 2.3 below), where ε > 0 is a small fluctuation parameter such that µ ε t converges to µ t narrowly as ε ↓ 0. Otto and Villani's heuristics apply rigorously to (µ ε t ), so that it remains to let ε tend down to zero to obtain the desired result.
The paper is structured as follows. Section 1 is dedicated to the statement of the HWI inequality. Basic material about entropic interpolations which is needed for the proof is gathered at Section 2. Finally the proof of the inequality is done at Section 3; its core is Lemma 3.11 which is the analogue of Otto and Villani's heuristic approach. In Section 4 some comments about possible extensions and simplifications of our approach are collected.
Statement of the HWI inequality
Before stating the HWI inequality at Proposition 1.5 and Theorem 1.6 below, we need to make clear the framework we shall work within and introduce the quantities H, W and I.
, where | · | is the Euclidean distance and the reference measure m is defined as
with L n the n-dimensional Lebesgue measure and V : R n → [0, ∞) satisfying the following hypotheses: it belongs to C ∞ (R n ), is such that m is a probability measure and
, where M is a smooth Riemannian manifold without boundary and with metric tensor g, d g is the induced distance and m is given by
with Vol the volume measure on M and V : M → [0, ∞) satisfying the following hypotheses: it belongs to C ∞ (R n ), is such that m is a probability measure and, for some κ ∈ R and N ≥ n = dim(M), the Bakry-Émery Ricci tensor Ric V,N satisfies the lower bound
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(1.4)
Relative entropy. For any two probability measures p and r on a measurable space Z the relative entropy of p with respect to r is defined by H(p | r) := Z log dp dr dp
where it is understood that this quantity is infinite when p is not absolutely continuous with respect to r. In our case, Z will be X, X × X or C([0, 1], X).
Quadratic transport cost. By P(X) we shall denote the space of Borel probability measures on X and by P 2 (X) the subclass of those with finite second moment, namely all µ ∈ P(X) such that X d 2 (·, x)dµ < ∞ for some (and thus all) x ∈ X. With this said, the squared Wasserstein distance between µ, ν ∈ P 2 (X) is defined as
where the infimum runs through all the couplings π ∈ P(X × X) of µ and ν, that is π(dx × X) = µ(dx) and π(X × dy) = ν(dy).
Fisher information. The Fisher information of µ ∈ P(X) with respect to m is defined by
and +∞ otherwise. Up to identify µ with its density, the Fisher information is lower semicontinuous with respect to the weak topology of L 1 (m) (see for instance [2] ).
With this premise, the statement of the HWI * inequality is
. In this case it is said that the reference measure m satisfies the HWI inequality. As already shown by Otto and Villani in [23] , different choices of µ 0 and µ 1 in Proposition 1.5 entail three important consequences collected here below. Theorem 1.6. Let (X, d, m) be as in Setting 1 with the further assumption that m ∈ P 2 (X). Then the following inequalities are satisfied: (a) HWI inequality:
(c) Logarithmic Sobolev inequality: assume that κ > 0, then
Proof. First of all, since m ∈ P 2 (X), it follows that W 2 (ν, m) is finite for all ν ∈ P 2 (X). (c) When κ > 0, the logarithmic Sobolev inequality with ν ∈ P 2 (X) follows by taking the supremum with respect to W 2 in the right-hand side of the HWI inequality (a). To extend this result to the case where ν ∈ P(X), a standard approximation argument (carried out for instance in Lemma 3.1 below) is sufficient.
. This follows from the variational representation of the relative entropy as
where f − := max{−f, 0} (see for instance [17] for a proof). If we choose f = αd 2 (·, x) for some x ∈ X and 0 < α < κ, then X e f dm < ∞ holds: in Setting 1-(a) this is due to (1.2) whereas in Setting 1-(b) to (1.4) and the Bishop-Gromov inequality. Therefore
whence the claim. In particular, m ∈ P 2 (X). (b) Talagrand inequality (b) is irrelevant when κ ≤ 0. When κ > 0, in view of previous remark it extends to all ν ∈ P(X) provided that one sets W 2 (ν, m) = ∞ when ν does not belong to P 2 (X). (c) It follows from the logarithmic Sobolev inequality that when (1.2) or (1.4) holds with some κ > 0, any ν ∈ P(X) such that
Similarly, it follows from the HWI inequality that when (1.2) or (1.4) is only supposed to hold with κ real, as soon as
Entropic interpolations
In this section we propose a short and self-contained presentation of entropic interpolations. The purpose is twofold: to provide the reader with those notions and results that will be frequently used later on and discuss their physical interpretation via Nelson's dynamical view of diffusion processes. For sake of simplicity, the latter will be carried out in the more familiar Euclidean setting.
For any path measure Q ∈ P(Ω) and each 0 ≤ t ≤ 1, we denote by Q t := (X t ) # Q ∈ P(X) the t-th marginal of Q, that is the law of the position X t at time t of the random path X under Q. Moreover, for any 0 ≤ s, t ≤ 1, we shall denote by Q st the joint law of X s and X t under Q, namely Q st := (X s , X t ) # Q.
As reference path measure R ∈ P(Ω) we consider the law of the Markov diffusion process with generator
with initial law R 0 = m, where the potential V appears at (1.1), (1.3), ∆ is the LaplaceBeltrami operator on X and ∇ the Levi-Civita connection associated to the metric g (in Setting 1-(a) they are nothing but the standard Laplacian and gradient). It is wellknown that R is a reversible Markov measure with reversing measure m. In particular it is stationary, that is R t = m for all 0 ≤ t ≤ 1. For any ε > 0 we denote by X ε the time-rescaled process defined by X ε t := X εt , 0 ≤ t ≤ 1, and by R ε := (X ε ) # R the corresponding path measure. The parameter ε is meant to tend to zero so that R ε is a slowed down version of R, whose generator is
For any ε > 0, as a time rescaling of R, R ε is also m-reversible, so that in particular R ε t = m for all t. The 1-parameter semigroup associated to L will be denoted by (T t ) and, in a completely analogous way, (T ε t ) the one associated to L ε ; notice that T ε t = T εt for all t ≥ 0. Within Setting 1 it is well-known (see for instance [15] ) that there exists a unique heat kernel r t (x, y) associated to L which is a smooth function on (0, ∞) × X × X. Therefore, the semigroup (T t ) can be represented by
for all f ∈ L ∞ (m). Let us also recall that, in conjunction with (1.2) or (1.4), (T t ) enjoys the Bakry-Émery contraction estimate
For its proof as well as for all the regularizing properties of T that will be used throughout the paper, we address the reader to [4] . Finally, recall that the operators
As it is not difficult to see, the drift V in m does not affect Γ, since Γ(f, g) = ∇f, ∇g . It is worth mentioning that, with respect to the standard definition provided in [4] , here Γ and Γ 2 are not divided by 2, as the factor 1/2 already appears in L, which thus corresponds to an SDE driven by a standard Brownian motion.
The Schrödinger problem. Let µ 0 , µ 1 ∈ P(X) be two probability measures: the Schrödinger problem associated with R ε , µ 0 , µ 1 is defined by
and its value is called 'entropic cost'. As a strictly convex minimization problem, it admits at most one solution.
The solution P ε of (S ε ), if it exists, is called the R ε -entropic bridge between µ 0 and µ 1 . The R ε -entropic interpolation (µ ε t ) between µ 0 and µ 1 is defined as the time marginal flow of the solution P ε , namely
The name 'entropic interpolation' stems from the connection with displacement interpolation. Indeed, it is known from [20] that
This limit is a consequence of a more general result asserting that (S ε ) converges to the quadratic Monge-Kantorovich problem as ε ↓ 0 in the sense of Γ-convergence, see [16] .
As shown in [18] , if (S ε ) admits the solution P ε , then there exist two non-negative mea-
. By computing the endpoint marginals of P ε we obtain the following two conditions
usually known as 'Schrödinger system': indeed, if we interprete them as a nonlinear system where the unknowns are f ε and g ε , then the (unique up to an obvious multiplicative rescaling) solution completely determines P ε (see for instance [18] ). As far as the convergence of entropic interpolations towards displacement ones is investigated, the following functions ϕ
are of special interest. We also set ϕ ε := ε log f ε in supp(µ 0 ) and ψ ε := ε log g ε in supp(µ 1 ). They are called Schrödinger potentials, in connection with Kantorovich ones.
Existence and regularity results. Let us now derive a criterion, in terms of the endpoint marginals µ 0 and µ 1 , for the existence of regular functions f ε , g ε with well-defined Fisher information solving the Schrödinger system (2.6). As noticed in [12] , [13] the regularity (smoothness and integrability) of µ 0 (resp. µ 1 ) is inherited by f ε (resp. g 
(ii) For any 0 < t < 1 the functions f 
Proof. For (a) and (b-i) see [13, Proposition 2.1]. As regards (b-ii), the fact that f ε ∈ L ∞ (m), r t ∈ C ∞ (X×X) and (2.1) imply f ε t ∈ C ∞ (X) for all 0 < t ≤ 1, while the maximum principle ensures that f ε t ∈ L ∞ (m); the statements for g 
so that it remains to prove the integrability of the right-hand side. The first term is integrable by assumption, the third one by the regularization properties of T ε , while for the second one notice that
For this reason we formulate the following A dynamical viewpoint. As concerns the evolution of entropic interpolations and Schrödinger potentials, let us first notice that under Assumptions 2.8, by the very definition (2.5), item (b-iii) of Proposition 2.7 and the fact that r t (x, y) ∈ C ∞ ((0, ∞) × X 2 ) we deduce that f . This last PDE is strongly linked to the dynamical representation of the entropic cost inf (S ε ), namely
shown in [5, 9] for Setting 1-(a) and in [14] for rather general metric measure spaces including . By the very definition of ϑ ε t and since ε log ρ A physical interpretation. In the Euclidean framework of Setting 1-(a) it is possible to make a bridge between what is presented so far and Nelson's formalism [21] , thus providing a physical motivation for some results stated above and a further perspective on some objects.
Following [21] we define the forward and backward velocities of the Markov measure P for any x ∈ R n and 0 ≤ t < 1, 0 < t ≤ 1 respectively by
when these limits are meaningful. The current velocity is defined, for any 0 < t < 1 and
and the osmotic velocity by
We immediately see that
, it is easily seen that ∇V · w for any vector field w. Furthermore, (2.12) becomes
3. Proof of Proposition 1.5
We need to state some preliminary lemmas before completing the proof of Proposition 1.5 at page 14. Throughout the whole section we shall assume to work within (X, d, m) as in Setting 1.
Auxiliary lemmas. Let us start with an approximation result.
Lemma 3.1. Let µ ∈ P 2 (X) with H(µ | m) < ∞. Then: (a) there exists a sequence (µ n ) ⊂ P 2 (X) with µ n = ρ n m and
Proof. Let us write µ = ρ m and, as a first step, let us prove that both in (a) and (b) it is possible to find a sequence of measures with smooth densities converging to µ in the desired sense. This can be proved by defining for ε > 0
which clearly have smooth densities by the regularizing properties of (T ε ). The convergence of W 2 (µ ε , ν), H(µ ε | m) and I(µ ε | m) to W 2 (µ, ν), H(µ | m) and I(µ | m) respectively as ε ↓ 0 is now a well-known fact in the theory of gradient flows (see for instance Theorem 2.4.15 and Remark 2.4.16 in [1] in conjunction with the fact that the squared slope of the entropy is the Fisher information, as proved in [2] ). Thus, it is not restrictive to suppose that µ has smooth density. Under this new assumption, let us prove that we can find a sequence of measures with compact supports and smooth densities converging to µ in the desired sense. To this aim define µ n := α n ρ n m with ρ n := χ 2 n ρ, where α n is the renormalization constant and χ n is a smooth cut-off function with support in B n+1 (x), for some x ∈ X, χ n (x) = 1 and Lipschitz constant controlled by C/n, where C > 1 does not depend on n (see e.g. [3] for a proof of the existence of such cut-off functions). By dominated convergence it is not difficult to see that W 2 (µ, µ n ) → 0 and thus W 2 (µ n , ν) → W 2 (µ, ν) for all ν ∈ P 2 (X) as n → ∞; for the same reason H(µ n | m) → H(µ | m). If we also assume that I(µ | m) < ∞, then
n 2 ρ. Since the right-hand side is integrable and χ n → 1 as n → ∞, by dominated convergence we get I(µ n | m) → I(µ | m).
Combining the two steps and using a diagonal argument, the conclusion follows.
The following conservation result was pointed out in [6] and [24] in the case X is compact with different approaches; see also [8] . Following [24] , we extend the statement to the present framework. 
is real-valued and constant. Thus we shall denote it by Q ε .
Proof. As a first step, for all 0 < t < 1 by algebraic manipulation we have Proof. Let us first notice that combining (2.12) and (2.4) we get
Since the continuity equation (2.11) is satisfied by µ ε t , the Benamou-Brenier formula holds for any ε > 0, that is
, and together with the above limit, this leads us to the first identities both in (3.4) and (3.5) . From them we immediately deduce that -limits. Relying on that, (3.9a) and (3.9b) follow by the computations carried out in [19] . Indeed, the validity of (3.8) as strong W is stronger, since no 'δ-argument' in Lemma 3.7 and Lemma 3.11 is needed; in particular, Lemma 3.7 is already known to hold by [12] and thus no proof is required.
RCD spaces. All the results presented in this paper, with particular mention of the key Lemma 3.11 and Proposition 1.5, are also true in a more general framework than the one of Setting 1-(b), namely in RCD * (K, N) spaces (introduced in [11] ). If X is assumed to be compact, then this has been shown by the last author in his PhD thesis [24] . When X is not compact, the most important steps in our entropic approach still hold. Namely: -all the regularity and integrability results concerning Schrödinger potentials and entropic interpolations mentioned in Section 2 as well as the dynamic representation of the entropic cost; -the regularizing and contraction properties of (T t ); -the existence of 'good' cut-off functions; -the Benamou-Brenier formula and the Bochner-Lichnerowicz-Weitzenböck inequality. The reader is addressed to [13] , [14] for the first point and to [10] for all the others.
