Abstract. In this paper, we study a fully non-local reaction-diffusion equation which is non-local both in time and space. We apply subordination principles to construct the fundamental solutions of this problem, which we use to find a representation of the mild solutions. Moreover, using techniques of Harmonic Analysis and Fourier Multipliers, we obtain the temporal decay rates for the mild solutions.
Introduction
This paper is devoted to study temporal decay estimates of solutions of a non-local in time and space reaction-diffusion problem. More precisely, we consider the equation
with initial condition,
where u 0 and f are given functions and (k * v) denotes the convolution product on the positive halfline R + := [0, ∞) with respect to time variable, this is (k * v)(t) = t 0 k(t − s)v(s)ds, with t ≥ 0. The operator (−∆) ρ/2 with ρ > 0 is known in the literature as fractional Laplacian and k is a kernel of type (PC), by which we mean that the following condition is satisfied.
(PC) k ∈ L 1,loc (R + ) is nonnegative and nonincreasing, and there exists a kernel ℓ ∈ L 1,loc (R + ) such that (k * ℓ) = 1 in (0, ∞). In this case we also write (k, ℓ) ∈ (PC).
We point out that the kernels of type (PC) are divisors of the unit with respect to the temporal convolution. These kernels are also called Sonine kernels and they have been successfully used to study integral equations of first kind in the spaces of Hölder continuous, Lebesgue and Sobolev functions, see [6] .
Further, the condition (PC) covers several interesting integro-differential operators with respect to time that appear in the context of subdiffusion processes.
For instance, a very important example of (k, ℓ) ∈ (PC) is given by the pair (g 1−α , g α ) with α ∈ (0, 1), where g β is the standard notation for the function g β (t) = t β−1
Γ(β)
, t > 0, β > 0.
In this case the term ∂ t (k * v) becomes the Riemman-Liouville fractional derivative ∂ α t v of order α ∈ (0, 1). The Riemman-Liouville fractional derivative is closely related with a class of Montroll-Weiss continuous time random walk models and it has become one of the standard physics approaches to model anomalous diffusion processes. The details of the derivation of these equations from physics principles and for further applications of such models can be found in [24] . Furthermore, if ρ = 2 in (1.1)-(1.2) the corresponding mean square displacement, (which is an important quantity that measures the dispersion of random processes and that describes how fast particles diffuse), behaves like t α for large times, see [19, Lemma 2.1] . For this reason, sometimes, this problem is referred as subdiffusion equation.
With ρ ∈ (0, 2] and this kernel, (1.1)-(1.2) is called fully nonlocal diffusion equation and it has been recently studied in [20, 21] . In both papers, the authors need several technical results about the so-called Mittag-Leffler and Fox H-functions to obtain the asymptotic behavior of the mild solutions. However, this approach seems not to be very helpful (or easy) to derive the large-time behavior of solutions to equations with other nonlocal in time operators. In this situation, to obtain the analogues functions to the Mittag-Leffler and Fox H-functions could be a very hard task.
Another interesting and important example of kernels (k, ℓ) ∈ (PC) is given by k(t) = 1 0 g α (t)ν(α)dα, t > 0, (1.3) where ν is a continuous non-negative function that not vanishes in a set of positive measure. Under appropriate conditions on ν, the existence of a function ℓ ∈ L 1 loc (R + ) such that k * ℓ = 1, has been established in [22, Proposition 3.1] . In this case the operator ∂ t (k * ·) is a so-called operator of distributed order, and (1.1)-(1.2) is an example of a so-called ultraslow diffusion equation if ν(0) = 0 and ρ = 2 (see [22] ). The special cases ν(α) = α n with n ∈ N, are discussed in Example 4.7 below. Ultraslow diffusion equations have been successfully used in physical literature for modeling diffusion with a logarithmic growth of the mean square displacement, see [22, Theorem 4.3] .
The fractional powers of the Laplacian operator arise naturally in different contexts. To mention a few of them, combustion theory [5] , dislocation processes of mechanical systems [16, 17] , among others. Further, it is a well-known fact from Probability theory that fractional Laplacian is the standard example of a non-local operator that generates a markovian C 0 -semigroup, see [26] .
Another context where equations of the form (1.1)-(1.2) and nonlinear variants of them appear is the modeling of dynamic processes in materials with memory. Examples are given by the theory of heat conduction with memory, see, e.g., [25] and the references therein as well as [30] , and the diffusion of fluids in porous media with memory, cf. [15] . Given the condition (PC), the problem (1.1)-(1.2) can be reformulated as an abstract Volterra equation on the positive half-line with a completely positive kernel; this can be seen by convolving the partial differential equation with the kernel ℓ. There exists a substantial amount of work on such abstract Volterra and integro-differential equations since the 1970s, in particular on existence and uniqueness, regularity, and long-time behavior of solutions, see, for instance, [8, 14, 31, 32] , and the monograph [25] .
One of the main objectives of this paper is to prove sharp estimates for the temporal decay of solutions of the problem (1.1)-(1.2). We point out that for non-local in space diffusion equations, in particular space-fractional diffusion equations, corresponding results have been obtained recently, see e.g. [1, 29] . Concerning to non-local in time diffusion problems, the homogeneous case and kernels of type (PC) have been studied recently in [19, 30] , where the authors have obtained optimal rates of decay.
We briefly explain how we obtain our main results. We first have by means of the subordination principle in the sense of Bochner and in the sense of Prüss, see [2, 3, 25] a fundamental solution Z(t, x) of (1.1)-(1.2) with f = 0 and u 0 = δ 0 . Next, by the variations of parameters formula for Volterra equations, we define the mild solution u of (1.1)-(1.2) as 4) where the symbol ⋆ stands for the convolution of two functions in L p (R d ) and the kernel Y solves the Volterra equation of the first kind Y (·, x) * k (t) = Z(t, x). To derive decay estimates for Z(t, ·) ⋆ u 0 (·) and t 0 Y (t− s, ·)⋆ f (s, ·)ds, we adapt a method proposed recently in [19, Section 5] , for the case ρ = 2 and f = 0, which is based on tools from the harmonic analysis and a careful estimation of the Fourier symbol Z(t, ξ) of Z with respect to the spatial variable. In this paper, we develop this method for (1.1)-(1.2). At this point, two relaxation functions s µ and r µ arise from the well-known theory of Volterra equations see e.g. [14, Chapter 2] and [7] , and they are the key to obtain the long-time behavior of solution u of (1.1)-(1.2) given by (1.4).
The paper is organized as follows. In Section 2 we collect some properties of the relaxation functions s µ and r µ , which play an important role to derive the long-time behavior of solution to (1.1). Section 3 is devoted to obtain the fundamental solution Z of (1.1)-(1.2). To this end, we use the subordination principle of operator families in the sense of Bochner and in the sense of Prüss to derive a variation of parameters formula for (1.1)-(1.2). We also point out that how our approach can be extended to others pseudo-differential operators. In Section 4 we obtain optimal decay in the L 2 -norm, we illustrate our result with several examples. The decay estimate for L r is obtained in Section 5, here we use tools from the harmonic analysis and we make a careful estimation of the Fourier symbol Z(t, ξ) of Z with respect to the spatial variable. We derive Fourier multipliers by means of the Mihlin's condition to obtain our main results, which are splitted as follows: for f = 0 the decay estimate of u is established in Theorem 5.1 and for the gradient of u in Theorem 5.3. In case of u 0 = 0 the corresponding results are Theorem 5.2 and Theorem 5.3 respectively. Finally, in Section 6 we illustrate in Corollary 6.1, Corollary 6.2 and Corollary 6.3 the different kinds of decay, which are e.g., exponential, algebraic and logarithmic decay.
Relaxation functions s µ and r µ
We first collect some properties of kernels of type (PC). Let (k, ℓ) ∈ (PC). For µ ∈ R define the kernels s µ , r µ ∈ L 1,loc (R + ) via the scalar Volterra equations
and r µ (t) + µ(ℓ * r µ )(t) = ℓ(t), t > 0. (2.2) Both s µ and r µ are nonnegative for all µ ∈ R. For µ ≥ 0, this is a consequence of the complete positivity of ℓ (see [8, Theorem 2.2] or [25, Proposition 4.5] ). If µ < 0, this can be seen, e.g. by a simple fixed point argument in the space of nonnegative L 1 ((0, T ))-functions with arbitrary T > 0 and an appropriate norm. Moreover, s µ ∈ H 1 1, loc ([0, ∞)) for all µ ∈ R, and if µ ≥ 0, then the function s µ is nonincreasing. Convolving (2.2) with k, and using that (k, ℓ) ∈ (PC), it follows that s µ = k * r µ , by uniqueness. Further, we see that
3) which shows that for µ > 0 the function r µ is integrable on R + .
The Laplace transform of a function f is denoted by f (λ). We point out that the condition (k, ℓ) ∈ (PC) implies that the Laplace transform of the functions s µ and r µ , are well defined and they are given by
Further, in [30, Lemma 6 .1] the authors have proved that for any µ ≥ 0 there holds
It is well known (see [7] ) that if ℓ ∈ L 1,loc (R + ), positive, nonincreasing, then for all µ ≥ 0, there exists r µ solving the equation (2.2). Moreover we have that 0 ≤ r µ (t) ≤ ℓ(t) for all t > 0 and [18, Section 4.3] ) and in the sense of Prüss (see [8] and [25, Chapter 4] ) to derive a variation of parameters formula for
With this end, we introduce the Fourier transform of v ∈ S(R d ) by
Further, the inverse Fourier transform of v, is described by
We use the definition of the fractional Laplacian operator via Fourier transform, that is,
We point out that this definition does not impose any restriction on the values ρ > 0. 
is positive definite for all t ≥ 0.
Theorem 3.1. For any convolution semigroup (η t ) t≥0 there exists a uniquely determined continuous negative definite function µ :
Reciprocally, for any continuous negative definite function µ : R d → C, there exists a unique convolution semigroup (η t ) t≥0 satisfying the identity (3.4). 
Since µ : R d → C is a continuous negative definite function, it follows from Theorem 3.1 that there exists a convolution semigroup (η t ) t≥0 associated to the symbol µ(ξ). In the situation of Theorem 3.2, the new convolution semigroup (η g t ) t≥0 is called convolution semigroup subordinate to (η t ) t≥0 . Next, we show the existence of a convolution semigroup associated to µ(ξ) = |ξ| ρ with ρ > 0. We first note that the symbol of (−∆) is |ξ| 2 and the mapping ξ → |ξ| 2 is a continuous negative definite function. By Theorem 3.1 there exists a unique convolution semigroup (η t ) t≥0 associated to |ξ| 2 . Further the operator
, see e.g., [18, Theorem 3.6.16] . By a direct computation, we obtain that for all n ∈ N the function ξ → |ξ| 2n , is continuous negative definite. Further, if s ∈ (0, 1], then g(λ) = λ s for λ > 0, is a Bernstein function. We note that |ξ| ρ = g(|ξ| 2n ), with s = ρ/2n. We can choose n ∈ N such that ρ/2n ∈ (0, 1]. Therefore, it follows from Theorem 3.2 that |ξ| ρ is continuous negative definite and there exists a convolution semigroup (η ρ t ) t≥0 associated to |ξ| ρ . Moreover, the operator
On the other hand, the operator T g t can also obtained from the semigroup T t as follows
where (η * t ) t≥0 is the convolution semigroup on R supported on [0, ∞) asociated with the Bernstein function g(λ) = λ s , λ > 0 and s ∈ (0, 1). 
For ρ ∈ (0, 2), the corresponding convolution semigroup (η 
where ≍ means that the ratio bounded by a constant factor from above and below. In the case ρ = 1, we have the explicit formula
In particular, if d = 1, this semigroup is known as Cauchy semigroup, (see [18, Example 3.9 .17]).
Fundamental Solution Z. By definition the fundamental solution Z(t, x) of the problem (3.1)-(3.2) is the distributional solution of
where δ 0 stands for the Dirac delta distribution. Applying Fourier transform with respect to x, we see that Z solves the equation
Since Z(0, ξ) = 1 and (k, ℓ) ∈ (PC), the preceding equation is equivalent to the Volterra equation
Therefore the solution of the equation (3.7) is given by Z(t, ξ) = s(t, |ξ| ρ ), for t ≥ 0 and ξ ∈ R d , where
In what follows we construct a function Z such that F x→ξ (Z(t, x)) = s(t, |ξ| ρ ). Recalling that (k, ℓ) ∈ (PC) implies that ℓ is a completely positive function [25, Proposition 4.5] , which in turn implies that the function
is a Bernstein function. Further, for τ ≥ 0 we define ψ τ (λ) = exp(−τ ϕ(λ)) and using again [25, Proposition 4.5] we conclude that ψ τ is completely monotone. By Bernstein's theorem (see [27, Theorem 1.4] ) there exists a unique non-decreasing function w(·, τ ) ∈ BV (R + ) normalized by w(0, τ ) = 0 and left-continuous such that
The function w(t, τ ) is the so-called propagation function associated with the completely positive kernel ℓ, see [25, Section 4.5] . Some properties of w can be found in [25, Proposition 4.9] . For example, w(·, ·) is Borel measurable on R + × R + , the function w(t, ·) is non-increasing and right-continuous on R + , and w(t, 0) = w(t, 0+) = 1 as well as w(t, ∞) = 0 for all t > 0. For our purposes, the most important property of w is the following relation with s(t, µ),
We now define
where (η ρ t ) t≥0 is the convolution semigroup associated to |ξ| ρ . By Theorem 3.2, we have that F (η ρ t )(ξ) = exp(−t|ξ| ρ ) for all t > 0. By (3.8) we have
and Z defined in (3.9) is the fundamental solution of (3.6).
Critical case. We point out that, in general
where p ′ is the conjugate exponent of p. By definition we have Z(t, ξ) = s(t, |ξ| ρ ), therefore using the estimates for s(t, |ξ| ρ ) given in (2.5), we have that
which in turns implies (by changing to polar coordinates) that
The conclusion follows from the Haussdorf-Young's inequality. For the sake of brevity, we denote
(3.10)
Variation of parameters formula for Volterra equations. Defining the operator family {S(t)} t≥0 by
we obtain
by (3.5) and (3.9). Moreover, {S(t)} t≥0 is a resolvent family on L p (R d ) by [25, Corollary 4.5] . The family defined by (3.11) is the so-called subordinated resolvent family in the sense of Prüss, (see [25, Chapter 4] ), to the semigroup {T g t } t≥0 . By condition (PC) we note that equation (3.1) is equivalent to the Volterra equation
Hence by the variation of parameters formula for Volterra equations (see [25, Proposition 1.2]) we have that the mild solution of (3.1)-(3.2) is given by
where
where the function r(t, |ξ| ρ ) is defined as solution of (2.2).
We remark that a function described by the variation parameters formula is not necessarily a strong solution of the problem (3.1)-(3.2). This depends on the properties of u 0 and f , see [25, Proposition 1.3] .
We also observe that if ℓ(t) = 1 for t ≥ 0 in equation (3.12), then
Moreover, the function u given by (3.13) is the unique solution of the local in time equation
In this case the mild solution can be written as
is a contraction C 0 -semigroup defined in (3.5). Now, considering k(t) = g 1−α (t) with α ∈ (0, 1) and t > 0, problem (3.1)-(3.2) takes the form of the equation studied in [20] and [21] . Further, in this case we have ℓ(t) = g α (t), and explicit formulas for the relaxation function and the integrated relaxation function, that is
where the function E α,β corresponds to the generalized Mittag-Leffler function, see e.g. [23, Apendix E.2]. However, for general kernels (k, ℓ) ∈ (PC), there is no explicit formula for s µ and r µ in the literature. Hence, the analysis of the properties of the solution of the problem is more difficult. In a section below we illustrate how our results can be applied for different examples (k, ℓ) ∈ (PC) finding the decay rates of the solution to the corresponding non-local problem (3.1)-(3.2).
We point that the procedure described in this section can be extended to a linear operator L on 
Indeed, in this case the constant c ≥ 0, the vector b ∈ R d , the symmetric positive semidefinite quadratic form q on R d and the finite measure ν on R 
Furthermore, by Theorem 3.2 any Bernstein function g composed with any continuous negative definite function µ is continuous and negative definite function and consequently there exists a unique convolution semigroup (η g t ) t≥0 . Hence, the fundamental solution Z for the problem
, can be defined as the subordinated kernel to the convolution semigroup (η g t ) t≥0 as in (3.9). The following result shows an interesting property of the kernels Z and Y , which is well-known in case of ρ = 2 and k = g 1−α , see [10] , and for ρ = 2 and k as the example 1. Proposition 3.1. Let (k, ℓ) ∈ (PC) and d ∈ N. Let Z be the kernel given by (3.9) and Y the solution of the Volterra equation of the first kind (Y (·, x) * k)(t) = Z(t, x). If ρ = 2, or ρ = 1 and d = 1, then the following assertion holds.
Proof. We note that
Taking the Laplace transform to Z in the temporal variable, we have
by [25, Chapter 4, Proposition 4.9] . Integrating the last equality over the spatial variable and by Fubini's theorem we obtain
for ρ = 2, or for ρ = 1 and d = 1.
by (3.14) and the condition (PC). Hence, the claim follows by the inversion of the Laplace transform.
Optimal L 2 -decay for mild solutions
In this section, we derive L 2 -estimates decay for the solutions of (3.1)-(3.2). Our results generalize those obtained in [19, Section 4] and [20, Section 6] . We consider f ≡ 0. In this case, the solution of our problem is given by
(4.1)
If (k, ℓ) ∈ (PC) and u is described by the formula (4.1) then
Here the notation f (t) g(t), t > t * , means that there exists C > 0 such that f (t) ≤ Cg(t) for t > t * .
Proof. Initially we consider
and by Plancherel's theorem we have
2ρ+d . The HardyLittlewood inequality on fractional integration (see [13, Theorem 6 
Consequently, |u(t, ·)| 2 (1 * ℓ)(t)
To see if the estimate obtained in Theorem 4.1 is optimal we establish the following result.
Assume that u 0 (0) = 0. If (k, ℓ) ∈ (PC) and u is described by the formula (4.1) then
Proof. Let t > 0, R > 0 and r ∈ (0, R]. By Plancherel's theorem and the monotonicity property of s µ with respect to µ > 0 we obtain that
Since u 0 (0) = 0 we can choose R small enough such that
for some C > 0. Using R > 0 as in (4.2) we consider r = R and note that
On the other hand, we can choose r as r(t) = R (1 + k(t) −1 ) 1/ρ < R. We note that k(t) 
Here the approaches are on the positive real axis and the notation f (t) ∼ g(t) as t → t * means that there exists a constant C > 0 such that lim t→t * f (t)/g(t) = C. A direct calculation shows that
We note that k(t) ∼ t −α as t → ∞. Therefore (4.3) holds.
Example 4.5. Sum of two fractional derivatives. Let 0 < α < β < 1, and
By [14, Theorem 5.4, Chapter 5], there is a positive kernel ℓ ∈ L 1,loc (R + ) such that, k * ℓ = 1 on (0, ∞).
In particular (k, ℓ) ∈ (PC). Moreover, the Laplace transform of these kernels are given by
Since 0 < α < β < 1, we have that
Therefore, using Theorem 4.3, with L(t) ≡ 1, we conclude that
Since, 0 < α < β < 1, we have that k(t) ∼ t −α as t → ∞. Hence, (4.3) holds.
These considerations extend trivially to kernels having th form k(t) = m j=1 κ j g 1−αj (t) with κ j > 0 and 0 < α 1 < α 2 · · · · < α m < 1.
Example 4.6. The time-fractional case with weight. Let 0 < α < β < 1 and consider
where ω > 0 and E α,β is the generalized Mittag-Leffler function, see [23, Appendix E.2] . Initially, we analyze the kernel k. It is well known that
Hence, we have that
Furthermore, it follows from [14, Theorem 5.4, Chapter 5] that there is a kernel ℓ ∈ L 1,loc (R + ) such that, k * ℓ = 1 on (0, ∞). Therefore (k, ℓ) ∈ (PC) and
is a slowly varying function at ∞. Since, 2 + α − β > 0 we can apply Theorem 4.3 to conclude that
Therefore, (4.3) holds.
Example 4.7. An example of ultraslow diffusion. Let n ∈ N and consider
by Fubini's Theorem we note that
Since g α (λ) = λ −α , we have that
The function L 1 is slowly varying at ∞, and L 1 (t) ∼ [log(t)] −1 as t → ∞. Therefore it follows from Theorem 4.3 that
Moreover, using [22, Proposition 3.1] there exists ℓ ∈ L 1,loc (R + ) such that (k * ℓ) = 1. Therefore, we have that (k, ℓ) ∈ (PC) and
, we have that L 2 is a slowly varying function at ∞, and L 2 (t) ∼ log(t) as t → ∞. In consequence, we to apply Theorem 4.3 and conclude that (1 * ℓ)(t) ∼ log(t), as t → ∞.
Therefore, 4.3 is valid.
L r -estimates of mild solutions
We start this section recalling the following results about the map µ → s(t, µ). The proof can be found in [19, Lemma 5.1 and Lemma 5.2].
Lemma 5.1. Assume that (k, ℓ) ∈ (PC). Let t ≥ 0. Then the map µ → s(t, µ) belongs to C ∞ (R + ) and
Moreover, we have that
Lemma 5.2. Let (k, ℓ) ∈ (PC) and t ≥ 0 be fixed. Let δ ∈ (0, 1] and set ψ δ (µ) = µ δ s(t, µ), for µ > 0. Then ψ δ ∈ C ∞ ((0, ∞)) and for every n ∈ N there is a constant C(n) such that
Next, we obtain analogues results for the mapping µ → r(t, µ).
Then the map µ → r(t, µ) belongs to C ∞ (R + ) and
3)
Proof. We recall that the function r µ is the solution of the equation
Since µ merely appears as coefficient in front of the second term, it is clear that the dependence of the solution r µ (t) on the parameter µ is C ∞ . A direct computation shows that differentiating n-times with respect to µ, we obtain the following recursive equation
(5.5)
In order to prove the property (5.3), we note that
where r * (n+1) µ = r µ * r (n) µ , and r * (1) µ = r µ . The equality (5.6) follows from an inductive argument. Indeed, considering n = 1 in (5.5), we have that
Taking Laplace transform into both sides of the preceding equation we obtain that
by (2.4). This implies that ∂ µ r µ = −r µ * r µ , and (5.6) is valid for n = 1. Now, assuming that (5.6) is true for n ∈ N and using Laplace transform, we have
Using the Laplace transform into both sides of (5.5), we have
, and the induction is finished. Since r µ is a non-negative function, it follows from (5.6) that r µ satisfies (5.3).
On the other hand, applying the Taylor's theorem to the map µ → r(t, µ), we obtain
Since r µ (t) satisfies (5.3), it follows that every summand of the right hand side of (5.7) is non-negative and this implies that
, for all j < n.
Since n can be chosen arbitrarily, this implies that
, for all n ∈ N and µ ≥ 0.
Lemma 5.4. Let (k, ℓ) ∈ (PC) and t ≥ 0 be fixed. Let δ ∈ [0, 1] and set φ δ (µ) = µ δ r(t, µ) for µ > 0. Then φ δ ∈ C ∞ ((0, ∞)) and for every n ∈ N, there exists a constant C(n) > 0 such that
Proof. We begin noting that (2.3) together with the upper estimate of s µ given by (2.5) imply that
which in turns implies that
Further, since ℓ is nonincreasing we have that
.
Hence, we have
On the other hand, by Leibniz's rule for differentiation of a product of two functions we have that
It follows from (5.4) that there exists a constantC(n) such that
Consequently, there is a constant C(n) such that
by (5.9). Since δ ∈ [0, 1] we have the inequality
In consequence, (5.8) is true, and the proof is complete. Let us consider such a term. Let γ l ≥ 0, we have
We see that the constants on the right-hand side of (5.12) could be zero if for instance ρ = 2 and i = j, or γ l = 0. The first and the second term on the right-hand side of (5.12) has the desired form, since with γ
The third term has the desired form as well, since setting γ
The second part of the proof follows from the first one and Lemma 5.2. In fact, for any term T (ξ) of the form (5.11), Lemma 5.2 yields the estimate
It is now evident that m(ξ) satisfies Mihlin's condition (5.10) with a constant M that merely depends on the dimension d.
In case ρ = 2 and m(ξ) = ψ δ (|ξ| 2 )[(1 * ℓ)(t)] δ the function m satisfies condition (5.10), and further the partial derivative of m 0 (ξ) := ψ δ (|ξ| 2 ) is a sum of finitely many terms of the forms
where c(β) > 0. See [19, Lemma 5.3] . Our lemma has extended this result for all ρ > 0. Now we consider m(ξ) as the function defined m(ξ) := |ξ| ρδ r(t, |ξ|
Our purpose is to establish that this function is uniformly bounded w.r.t. t ≥ 0, and satisfies the Mihlin's condition (5.10). The proof is very similar to the proof of Lemma 5.5 and we omit it for the sake of the brevity of the text.
Lemma 5.6. Let (k, ℓ) ∈ (PC), δ ∈ [0, 1], ρ > 0, and t ≥ 0 be fixed. Let
β k is a sum of finitely many terms of the forms
with i = 0, . . . , j, and 
is uniformly bounded w.r.t. t ≥ 0 and satisfies the Mihlin's condition (5.10). Now we are in conditions to prove our main results.
, where u 0 is described below.
, which is equivalent to δ ∈ (0, 1). With t > 0 being fixed we write
By the Hardy-Littlewood-Sobolev theorem on fractional integration, see e.g. [13, Theorem. 6.
in fact, the choice of δ and the assumption 1 +
Thanks to Lemma 5.5 we know that m(ξ) = ψ δ (|ξ| ρ )[(1 * ℓ)(t)] δ satisfies Mihlin's condition with a dimensional constant that is independent of t > 0. Thus we may apply Mihlin's multiplier theorem, see [13, Theorem 5.2.7] , thereby obtaining that
This proves (i).
(ii) We consider again the decomposition (5.14), now setting δ = 1. As before we see that the HardyLittlewood-Sobolev inequality implies (−∆)
The assertion follows then from Lemma 5.5 with δ = 1 and Mihlin's multiplier theorem.
Fourier multiplier for all r ∈ (1, ∞) with a constant that only depends on r and d, that is, the operator T defined by T f = F −1 (mF f ) (F denoting the Fourier transform) on a suitable dense subset of
The weak L r -spaces can be obtained from the strong ones by real interpolation. Assuming 1 < r < ∞ we may choose r 1 ∈ (1, r), r 2 ∈ (r, ∞), and θ ∈ (0, 1) such that
, with a norm bound that only depends on r and d. We choose r = 
and so we only get an estimate in a weak L r -space. The assertion now follows from (5.14) with δ = 1 and the fact that T ∈ B(L r,∞ (R d )), with a norm bound that is independent of t > 0.
16)
Proof. With t > 0 being fixed we note that
Using Minkowsky's inequality for integrals (see [12, Theorem 6 .19]), we have that
It follows from Lemma 5.6 that m(ξ) = r(t, |ξ| ρ )[ℓ(t)] −1 is an L q -Fourier multiplier for all q ∈ (1, ∞). Therefore, there exists a constant M (q, d) that depends on q and d such that
Using again Minkowsky's inequality for integrals, we have that
δ is an L r -Fourier multiplier for all r ∈ (1, ∞). Therefore, there exists a positive constant M (q, d) such that 
L r -estimates of gradient of the solution. Next we obtain L r -estimates of gradient of solutions to (3.1)- (3.2) . With this end, we denote
(5.17)
The following statements hold.
(ii) Let ρ ≥ 1, 1 ≤ p < σ 2 (ρ, d) and 1 < q, r < ∞, such that 1 +
(iii) Let d > ρ − 1 and 1 < q, r < ∞ such that
Proof. We note that there is a positive constant C(q, d) such that
Let j ∈ {1, 2, · · · , d} and t > 0 be fixed. In order to prove the statement (i), we note that
ρ . Since ρ ≥ 1, it follows from Lemma 5.5 that
is uniformly bounded w.r.t. t ≥ 0 and it satisfies the Mihlin's condition. Further, by a direct a computation, the function ξ → ξ j |ξ| −1 satisfies the Mihlin's condition. Using the Leibniz's formula for differentiation of product of two functions we conclude that m j satisfies the Mihlin's condition. Thus we may apply Mihlin's multiplier theorem to obtain
where C(q, d) is a constant depending only q and d. Since the last estimative is independent of j, in particular it is valid for max 1≤j≤d |∂ j u(t, x)|. Hence, we have
To prove (ii) we define δ = 
Using Hardy-Littlewood-Sobolev inequality on fractional integrals, we have that (−∆)
and |(−∆) 
This proves (ii).
To prove (iii) we note that the hypotheses imply that 1 ρ + δ = 1. As before we see that the HardyLittlewood-Sobolev inequality implies (−∆)
. From here, the proof follows the same lines of the proof of the statement (ii).
(iv) We know already that m j (ξ) = −iξ j |ξ|
Fourier multiplier for all r ∈ (1, ∞) with a constant that only depends on r and d., that is, the operator T defined by
, with a norm bound that only depends on r and d.
We choose r = 
and so we only get an estimate in a weak L r -space. The assertion now follows from (5) with 1 ρ +δ = 1 and the fact that T ∈ B(L r,∞ (R d )), with a norm bound that is independent of t > 0.
Assume that u is the solution of (3.1)-(3.2) with u 0 ≡ 0 given by (3.13). The following assertions hold.
Proof. As in Theorem 5.3, we note that there is a positive constant C(q, d) such that
Let j ∈ {1, 2, · · · , d} and t > 0 be fixed. To prove the statement (i) we note that
Since ρ ≥ 1, it follows from Lemma 5.5 that the function m j (t, ξ) satisfies the Mihlin's condition 5.10. Using Minkowsky's inequality for integrals we have that
By Mihlin's multiplier theorem we have that m j (t, ξ) is an L q -Fourier multiplier for all q ∈ (1, ∞). Thus there is a constant M such that
We point out that the last estimative is independent of j. Hence, in particular it is valid for max 1≤j≤d |∂ xj u(t, x)|. Therefore, we have
To prove (ii) we define δ = d ρ (1 − 1 p ). Since ρ ≥ 1 and 1 < p < σ 2 (d, ρ), we have that
. Using Minkowsky's inequality for integrals we have
ρ +δ r(t, |ξ| ρ ) satisfies Mihlin's condition with a dimensional constant that is independent of t > 0. Thus we may apply Mihlin's multiplier theorem, thereby obtaining that
By Hardy-Littlewood-Sobolev inequality on fractional integrals, we have that
Since this estimate is independent of j, in particular it is valid for max 
Examples
In this section we discuss in detail the asymptotic behavior of the solutions to (3.1)-(3.2), for several examples of pairs of kernels (k, ℓ) ∈ (PC). We will see that there are kernels that allow very different kinds of decay, e.g., exponential, algebraic, and logarithmic decay.
According to Theorem 5.1 and Theorem 5.3 the decay rate of the solutions and the gradient of the solutions to (3.1)-(3.2) with f ≡ 0, are determined by the behavior of powers of the function [(1 * ℓ)(t)] −1 , as t → ∞. In the Examples 4.4, 4.5 , 4.6 and 4.7 we have analized how is the behavior of these functions for several kernels ℓ. For this reason, we will focus our attention into the no-homogeneous problem, that is the problem (3.1)-(3.2) with u 0 ≡ 0. Corollary 6.1. Let 1 ≤ p ≤ σ 1 (d, ρ) and 1 < q, r < ∞ be such that 1 +
q . Assume further that |f (t, ·)| q g γ (t) for some γ ∈ (0, 1). The following assertions hold.
(
, for t > 0, with 0 < α < β < 1 and ω > 0, then
Proof. We begin proving (i). In this case, a direct calculation shows that
We point out that in this example we have obtained the same rate of decay of [20, Proposition 5.15 ]. However, we do not need to impose boundedness of |f (t, ·)| q near 0.
In the case (ii) we do not know explicitly an expression for ℓ. To find (6.2) we proceed as follows In what concerns to I 2 (t), we have that s → g γ (t − s) is increasing and non-singular in [0, t/2]. Thus, The proof of (iii) is very similar to the proof of (ii Regarding to I 1 (t), we have that s → g γ (t − s) is increasing and non-singular in [0, t/2]. Thus, 
for all t ≥ 0 and |f (t, ·)| q g γ (t), for some γ ∈ (0, 1), then |u(t, ·)| q t γ−1 log(t). Thus, we have that
where L(t) = (−1) n+1 t log n+1 (t) n! 1 − , as t → ∞.
Proof. The proof follows from a slight modification of the proof of Theorem 6.1 and the application of Theorem 5.4.
