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Chapter 1
Introduction
Supersymmetry (SUSY) [1] is one of the most promising theories providing a solution for
many of the current open questions in the StandardModel (SM) [2]. Among the several possible
scenarios that SUSY presents, there is a particularly interesting one due to its relation with
neutrino physics. In this model the spontaneous breaking of R-parity (see Section 1.1.2) gives
vacuum expectation values (vevs) to neutrinos, providing a “vev-seesaw”mechanism that leads
to neutrino masses (see Section 3.2.1). Below the scale of these vevs, R-parity breaking is explicit
through bilinear lepton number violating terms. The same parameters that induce neutrino
masses and mixings are responsible for the decay of the lightest supersymmetric particle (LSP).
In this thesis two studies have been developed in order to search for a proof on the existence
or not of SUSY with bilinear R-parity violation (bRPV) in Nature, within the accessible mass
range. The first part of the thesis is devoted to the determination of the discovery potential
of the bRPV model in the ATLAS detector at the Large Hadron Collider (LHC) [3, 4] and to
the possible measurement of the LSP mass, at three different working centre-of-mass energies
for the LHC of
√
s = 7, 10 and 14 TeV. Since one of the characteristics of this model is the
presence of muons in a large percentage of events (see Chapter 4) and by high jet multiplicity,
the optimal approach for its search is to consider one muon and several jets in the final state.
In this case, a search implying one muon and two jets is presented using Monte Carlo (MC)
simulated samples of bRPV-SUSY and SM background. This work is documented in the ATLAS
Internal Note in Ref. [91]. The second part of the thesis is an inclusive search for bRPV with real
ATLAS data taken from 2011 LHC collisions at 7 TeV, considering a grid of points in the bRPV
parameter space. In this analysis, final states containing one muon and at least three or four jets
are selected. After taking into account all possible sources of uncertainties, no significant excess
of events has been observed over the expected SM background. This has led to the first hadron
colliders exclusion limits set on bRPV models, which has been published in Physical Review
D [113] and documented in detail in the ATLAS Internal Note in Ref. [114]
1.1 The Standard Model
The StandardModel of High Energy Physics provides the current most accurate description
of the Elementary Particle Physics phenomenology. It has been tested up to the TeV scale with
remarkably successful results by experiments such as LEP [5], Tevatron [6], ATLAS [7–9] and
1
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CMS [10], with the Higgs boson being the only remaining piece to be discovered 1). These
experiments also give clear hints of additional structure, pointing to some New Physics (NP)
beyond the SM [13].
1.1.1 Limitations of the Standard Model
There is a 17 orders of magnitude gap between the highest physical scale tested, the sponta-
neous electroweak symmetry breaking scale (ΛEW ∼ O(100 GeV)) and the next known physical
scale, the Planck mass (MP ∼ O(1019 GeV)) [14]. There are several limitations which the SM is
unable to cover if it is to be valid up to the Planck mass. Some of them are outlined below.
1. Hierarchy problem. The Higgs boson is the only scalar field in the SM, which makes it
special in that loop corrections to scalar fields squaredmasses are quadratically divergent:
they are proportional to the squared cut-off of the theory,Λ2. This is known as the hierarchy
problem.
2. Matter-antimatter asymmetry. The observed asymmetry between matter and antimatter
in the Universe have not been explained so far within the framework of the SM. CP vi-
olation in the SM predicts matter and antimatter not to behave in the exact same way.
Still, some additional mechanism would be needed to explain the amazing dominance of
matter over antimatter in the Universe.
3. Neutrino masses. Neutrinos are massless particles in the SM. However, it is experimen-
tally known that this is not the case, and lower limits on their masses have been set [15,16].
4. Cosmological consideration. It is estimated that only ∼ 4% of the Universe density is
made of baryonic matter. The rest of the universe is composed of ∼ 24% Dark Matter
(DM) and ∼ 72% Dark Energy [17], for neither of which the SM provides any explanation
nor suitable candidates.
5. Grand Unification. Unification of all the fundamental interactions is an attractive con-
cept. In the SM, strong and electroweak interactions are described independently and
their running coupling constants do not get unified at any higher energy. A Grand Unify-
ing Theory (GUT) [18,19] would make these two interactions to converge in one universal
gauge coupling defined at the grand unification scale.
6. The fermion mass hierarchy problem. The existence of three fermion families has been
experimentally tested. Nevertheless, the SM gives no prediction on the number of fermion
generations. Furthermore, there is no explanation or prediction of their masses, which are
observed to have hierarchical pattern spanning over six orders of magnitude between
the top quark and the electron, or the difference even greater between these two and the
neutrinos, which are lighter still by many orders of magnitude.
7. Gravity. Even though it is one of the fundamental forces of Nature, it is not included in
the SM.
Thus, it seems clear that the SM is not the ultimate Theory, but an effective field theory which
is able to explain Nature with great accuracy up to a certain energy scale beyond which it will
need to be extended or included in a more complete theory. Several theories have been devel-
oped in this direction, such as Supersymmetry, theories involving extra dimensions like String
Theories [20] or technicolor [21]. Among them, Supersymmetry is one of the best motivated.
1)During the writing of this thesis, the ATLAS and CMS experiments announced the observation of a particle with
mass at 125 − 126 GeV compatible with the SM Higgs boson [11, 12]
1.1. THE STANDARDMODEL 3
1.1.2 Beyond the Standard Model theories
Several beyond the StandardModel theories have been developed involving higher symme-
tries of one form or another or new spatial dimensions. Some examples of the most ambitious
such theories are outlined in the following.
· Supersymmetry
Supersymmetry [1] is one of themost promising approaches providing a solution for some
of the current problems of the StandardModel. It is the maximal possible extension of the
Lorentz group. Through its generators Q, Q†, it relates particles with the same quantum
numbers, differing by ±1/2 unit of spin:
Q |boson〉 = |fermion〉, Q |fermion〉 = |boson〉.
This implies that every SM particle has a superpartner with the same quantum numbers
except for the spin. If SUSY is actually a symmetry of Nature, it must be a broken one so
that superpartners masses are higher than those of the SM particles.
An important characteristic of SUSY is that it predicts a Higgs mass free of quadrati-
cally divergent quantum corrections due to the cancellation —to all orders in pertur-
bation theory— of each of such divergent terms by the analogous term for the super-
partner. Another attractive aspect is that it predicts grand unification at a scale MGUT ≃
O(1016 GeV) [18] since the running of the couplings is affected by the inclusion of the su-
persymmetric particles. Most of the scenarios considered within SUSY assume the conser-
vation of both baryon and total lepton number in order to avoid a (relatively) fast proton
decay. This scenario is referred to as R-parity conserving SUSY. R-parity is a quantum
number defined as
PR = (−1)3(B−L)+2s (1.1)
where B stands for Baryon number, L for Lepton number and s for spin.
In the case of R-parity being conserved, the lightest supersymmetric particle is neutral
and stable, becoming an ideal Dark Matter candidate. Nevertheless this assumption can
be relaxed in several ways. In the case that R-parity is not conserved there are still some
possibilities for DM candidates such as the gravitino [22] or the axino [23]. Furthermore, in
the case of R-parity violation (RPV) through the bilinear term (see Section 3.2.1), neutrinos
acquire mass in a natural way. Hence, Supersymmetry is a very complete theory, able to
solve many of the above mentioned limitations of the SM. A detailed description of SUSY
is available in Chapter 3.
From the experimental point of view, the decays of supersymmetric particles, such as
squarks and gluinos, would involve cascades which, if R-parity is conserved, always con-
tain two stable LSPs. As the LSP would interact only weakly with the detector, the expe-
riment would measure a significant missing transverse energy, EmissT , in the final state. In
the case R-parity is not conserved, the LSP would decay into SM particles. The rest of the
cascade would result in a number of leptons and jets.
· Extra dimensions
Several new models propose the existence of extra dimensions [24] containing additional
space dimensions on top of the usual 4-dimensional manifold, while gravity can propa-
gate through all the dimensions. Then in these models, the observed weakness of the
4 CHAPTER 1. INTRODUCTION
gravitational interaction (compared to the others) is not fundamental but a mere conse-
quence of the existence of such extra dimensions. Moreover, these extra dimensions are
assumed to be curled up, such that their small size explains why they would be invisible
to us.
Extra dimensions may become detectable at very high energies. One possible experi-
mental signature could lead to the emission of gravitons which escape into extra dimen-
sions and therefore generate EmissT or miniature black-hole production with spectacular
decays involving democratic productions of fundamental final states such as jets, leptons,
photons, neutrinos and W and Z bosons [25]. Also Kaluza-Klein excitations may appear,
which manifest themselves as Z-like resonances with O(TeV) separations in mass.
· Little Higgs
Little Higgs models [26] are based on the idea that the Standard-Model-like Higgs boson
is a pseudo-Goldstone boson arising from some spontaneous global symmetry breaking
at the TeV energy scale. This idea arose from the observation that, if certain global sym-
metries are broken only by the interplay between two or more coupling constants, then
the Higgs-mass-squared is free from quadratic divergences at one loop. However, these
cancellations do not continue in higher orders, unlike the case of supersymmetry. This
“collective” symmetry breaking is the essential ingredient in little Higgs theories, which
are weakly-coupled extensions of the SM describing physics up at an energy scale ∼ 10
TeV. Such models necessarily predict the existence of additional particles. The spectrum
of new particles varies somewhat from one little Higgs model to another, but all of them
predict at least one vector-like quark at the TeV scale, along with extra gauge bosons and
scalars.
· Two-Higgs-doublets model
The minimal version of the Standard Model contains one complex Higgs doublet, result-
ing in one physical neutral CP-even Higgs boson after electroweak symmetry breaking.
However, the SM is not likely to be the ultimate theory and some theories (such as super-
symmetry) have been developed containing a scalar Higgs sector corresponding to that of
a two-Higgs-doublet model (2HDM) [27].
There are two possible cases for general 2HDM. In the first case, there is no energy range
for which the effective low-energy theory contains only one light Higgs boson. In the
second case, one CP-even neutral Higgs boson is significantly lighter than the other Higgs
bosons of the model. In particular, in the so-called decoupling limit [28] where the mass
scale of the heavier Higgs bosons is much higher than the mass of the lightest Higgs and
all dimensionless Higgs self-coupling parameters λi . O(1), the properties of the lightest
Higgs boson are nearly indistinguishable from those of the SM Higgs boson.
All these theories are subject of extensive searches in the LHC. Apart from the already men-
tioned ones, other signatures belonging to NP will be investigated with the ATLAS data from
LHC collisions. New heavy gauge bosons W’ and Z’ bosons could be accessible for masses up to
several TeV. Anomalous high-mass di-jet production and searches for flavour-changing neutral
currents and lepton flavour violation may also open a window onto New Physics. The LHC has
been constructed and is currently in operation at CERN, the European Laboratory for Particle
Physics near Geneva.
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1.2 The LHC and the ATLAS detector
The LargeHadronCollider is currently the largest ever built particle accelerator and collider.
It is situated at CERN near Geneva, in the existing 26.7 km round tunnel that was constructed
between 1984 and 1989 for the Large Electron-Positron Collider (LEP) [5].
The LHC aims to discover the Higgs boson, to perform precision measurements of the Stan-
dard Model parameters and to reveal the Physics beyond it, with proton-proton collisions with
centre-of-mass energies of up to
√
s = 14 TeV. In addition to the huge Physics program with
pp collisions, the LHC is also designed to study physics of strongly interacting matter and the
quark-gluon plasma by colliding heavy ions (Pb) with an energy of 2.8 TeV per nucleon.
Most of the interesting processes to be studied in the LHC are expected to have very small
cross sections and hence a huge number of collisions is needed in order to get enough statistics
in the physics analyses. This is the main reason for the formidable luminosity (L = 1034 cm−2s−1)
and resulting interaction rate the LHC is designed to obtain.
Installed at the LHC there are two general purpose experiments, ATLAS [7–9] and CMS [10],
both aiming to explore the above mentioned Physics. ATLAS is a general purpose experiment
whose design has been optimised to be sensitive to a wide range of physics signatures in order
to fully exploit the discovery potential of the hadron collider. It is composed of different subde-
tectors, each of them specialised in the identification of a specific type of particle. The Inner De-
tector ensures a robust pattern recognition, precise vertex measurements and, with the help of a
solenoid magnet, good momentum determination. The Electromagnetic Calorimeter is used for
the identification and energy measurements of electrons and photons. The Hadronic Calorime-
ter measures hadronic jets and missing energy. The Muon Spectrometer is designed for muon
detection and momentum identification. The whole detector is embedded in a toroidal magnet
which generates strong bending power to ensure a proper measure of all particle features.
The LHC started working in a stable mode at the end of 2010 and so far it has released
5.61 fb−1 of integrated luminosity for
√
s = 7 TeV collisions and over 19 fb−1of integrated lumi-
nosity for
√
s = 8 TeV collisions. The ATLAS detector is having a really good response and it has
collected 5.25 fb−1 of integrated luminosity for
√
s = 7 TeV data and about 18 fb−1 of integrated
luminosity for
√
s = 8 TeV data with excellent detector conditions.
A more detailed description of the LHC and its larger experiments follows in Chapter 2.
1.3 Searches for SUSY in the ATLAS detector
Supersymmetry is one of the best motivated extensions of the Standard Model, so its study
is one of the primary goals of the Large Hadron Collider. If SUSY exists at the TeV scale, there
are good perspectives for discovering SUSY particles at the LHC.
Standard searches for generic SUSY involve R-parity conservation, implying that sparticles
must be produced in pairs and that the lightest sparticle (LSP) must be stable. The LSP is a
supersymmetric candidate for dark matter, and should presumably have neither electric charge
nor color charge; otherwise, it would bind to regular matter and form anomalous heavy nuclei
that have never been observed [29]. It is the weakly-interacting nature of the LSP that provides
the classic supersymmetric signature of missing (transverse) energy, giving signatures involv-
ing EmissT , jets, and possibly leptons.
Different strategies are designed for the search of a wide spectrum of possible signatures
arising in different SUSY models. There is an endless list of analyses covering many configu-
rations of final states (e.g. different number of leptons, photons, including or not b-tagged jets,
etc. as well as specific searches for non-standard SUSY including electron-muon resonances,
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long-lived R-hadrons, displaced vertices, etc.) the results of which can be found in the ATLAS
SUSY Public Results Webpage [30].
All these searches are possible thanks to the simulation of the corresponding scenarios for
particular sets of points in the parameter space. Since large numbers of signal points must be
studied, these scans are in some cases based on fast, parameterised detector simulation which
will be discussed in Chapter 6.
1.4 Experimental constraints on RPV SUSY scenarios
Several exclusion results on RPV signatures from high-energy experiments are available,
leading to constraints fulfilled by sufficiently high LSP masses (see e.g. Ref. [31] for searches
at LEP or Ref. [32] discussing RPV searches at the Tevatron). Other RPV searches are based
on HERA results [33], results from Belle/Babar [34] or neutrino laboratories and astrophysics
data [35]. It should also be noted that there have been new constraints on sparticle masses as-
suming trilinear RPV couplings λ123 or λ122 by the ATLAS [36–38] and CMS [39] collaborations.
Since these results are based on different assumptions and lead to other decaymodes of the LSP,
there is no direct effect on the analyses performed for this thesis. Nevertheless and as it will be
commented in Chapter 4, some similarities between different RPV scenarios make it possible to
reinterpret results based on bRPV within a trilinear RPV context. The impact of bounds from
neutrinoless double beta decay or rare leptonic decays for bRPV is discussed in Ref. [?,101], and
an extensive discussion on the constraints on the size of RPV couplings from Cosmology and
Astrophysics including the proton decay can be found in Ref. [?]. All these constraints have
been taken into account for this work.
Chapter 2
Experimental framework
2.1 The Large Hadron Collider (LHC)
Figure 2.1: Drawing of the LHC and the experiments therein.
The Large Hadron Collider (LHC) [3,4] is currently the largest ever built particle accelerator
and collider. It is placed at the European Laboratory for Particle Physics (CERN) near Geneva, in
the existing 26.7 km round tunnel that was constructed for the Large Electron-Positron Collider
(LEP) [5].
The prime motivation of the LHC is to shed light on the mathematical consistency of the
StandardModel at energy scales above 1 TeV. It should perform precision measurements of the
already known phenomenology and elucidate the nature of electroweak symmetry breaking for
which the Higgs mechanism is presumed to be responsible. It also aims at revealing the Physics
beyond the SM, with proton-proton (pp) collisions with centre-of-mass energies of up to 14 TeV.
It will lead to the investigation of various alternatives to the SMwhich invoke new symmetries,
new forces or new constituents. Furthermore, there are high hopes for discoveries that could
pave the way toward a unified theory.
In addition to the huge Physics program with pp collisions, the LHC is also designed to
study physics of strongly interacting matter and the quark-gluon plasma by colliding heavy
ions (Pb) with an energy of 2.8 TeV per nucleon.
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Most of the interesting processes to be studied in the LHC are expected to have very small
cross sections and hence a huge number of collisions is needed in order to get enough statistics
in the physics analyses. This is the main reason for the formidable luminosity (L = 1034 cm−2s−1)
and resulting interaction rate the LHC is designed to obtain. In addition, the higher the LHC
energy reaches, the larger the spectrum of possible processes generated to be investigated is.
The exploration of rare events in the LHC collisions therefore requires both high beam energies
and high beam intensities.
The number of a certain physics process events generated in the LHC collisions is given by:
Nprocess = L σprocess , (2.1)
where σprocess is the cross section for the process under study and L the integrated luminosity
which is defined by
L =
∫
L dt, (2.2)
whereL is the machine instantaneous luminosity. Themachine luminosity depends only on the
beam parameters, such as the number of bunches per beam (each beam has an internal structure
as they are arranged in bunches), the number of particles per bunch, the revolution frequency
and the beam size at the interaction point (IP).
Theoretically, the luminosity can be increased by increasing both the number of particles
per bunch and the number of bunches, and by reducing the intersection area between them.
Nevertheless, this is hard to achieve in practice since the major limitation comes from beam-
to-beam effects when particles are close to the interaction point. The proton bunch creates a
hugely non-linear electromagnetic field which modifies the trajectory of particles from their
ideal orbits. The force on the particle is proportional to the number of protons on the bunch,
and limits the bunch intensity to O(1011) protons.
The considerable amount of Bremsstrahlung radiation for the required high energies, ex-
cludes the use of electrons in this collider. In addition, the high beam intensity required for a
luminosity of L = 1034 cm−2s−1 excludes the use of anti-proton beams, and hence excludes the
particle-anti-particle collider configuration of a common vacuum and magnet system for both
circulating beams, as used for example in the Tevatron.
The LHCmagnets have to accelerate two beams of equally charged particles but in opposite
directions and there are obvious room constraints. To bend the trajectory of the 7 TeV proton
beams along the LHC tunnel, a magnetic field of up to a 8.33 Tesla is generated by 1232 su-
perconducting dipole magnets. The tunnel has eight straight sections and eight arcs and lies
between 45 m and 170 m below the surface sloping towards the Le´man lake. In the arcs it
has an internal diameter of 3.7 m, which makes it extremely difficult to install two completely
separate proton rings. This hard limit on space led to the adoption of the twin-bore magnet
design, that consists of two sets of coils and beam channels within the same mechanical struc-
ture and cryostat. The disadvantage of the twin-bore design is that the rings are magnetically
coupled, which adversely affects flexibility. This is why the Superconducting Super Collider
(SSC) [40] was designed with separate rings with counter-rotating beams. The coils are made of
niobium-titanium (NbTi) which is a material that allows to reach the superconducting regime
when it is at 1.9 K [4]. In addition, 392 quadrupolar magnets are used to focus and correct the
beams. There are also sextupole, octupole and decapole magnets mainly for compensating the
systematic non-linearities.
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The LHC is therefore designed as a proton-proton collider with separate magnet fields and
vacuum chambers in the main arcs and with common sections only at the insertion regions (IR)
where the experimental detectors are located. Together with the large number of bunches (with
a nominal number of 2808 for each proton beam), and a nominal bunch spacing of 25 ns, the long
common beam pipe implies 34 parasitic collision points at each experimental insertion region.
For four experimental IRs, this implies a total of 136 unwanted collision points. Dedicated
crossing angle orbit bumps separate the two LHC beams left and right from the IP in order to
avoid collisions at these parasitic collision points.
Figure 2.2: Schematic layout of the CERN accelerator complex (not to scale).
The LHC is linked through two transfer tunnels to the CERN accelerator complex, which
is used as injector (see Figure 2.2). Protons are generated at the LINAC2 linear accelerator and
sent to the Proton Synchrotron Booster (PSB) where the energy is increased to 1.4 GeV. In the
Proton Synchrotron (PS) they are accelerated up to 25 GeV before the SPS accelerates the beam
to 450 GeV and injects it into the LHC.
In order to obtain the design instantaneous luminosity, the machine went through a series
of intermediate steps. At the first phase the machine ran with a luminosity ranging from 3 ×
1028 cm−2s−1 up to 2 × 1031 cm−2s−1. A second phase with a luminosity of 1032 cm−2s−1 followed
and at the end of the 2011 data-taking period a luminosity of 3.65 × 1033 cm−2s−1 was achieved
with an integrated luminosity of 5.61 fb−1 delivered at a centre-of-mass energy of
√
s = 7 TeV.
10 CHAPTER 2. EXPERIMENTAL FRAMEWORK
During 2012 the LHC is producing collisions at
√
s = 8 TeV with ∼ 19 fb−1 collected so far
with a peak luminosity of 7.7 × 1033 cm−2s−1. Starting from February 2013, a 20-month long
shutdown is scheduled, mainly for maintenance and technical consolidation of the machine
performance and some concerning experiment issues. After that, from 2014 on, operation is
expected with an increase of its energy from the current energy of 8 TeV to 13 TeV or 14 TeV
reaching the nominal luminosity of 1034 cm−2s−1, with few hundreds inverse femptobarns of
integrated luminosity, and a bunch-crossing time of 25 ns, i.e. at a rate of 40 MHz. In 2018 the
LHC phase I will end and a shutdown is scheduled with the goal of reaching a high luminosity
of 2×1034 cm−2s−1. In the period 2019 - 2021 the high luminosity LHC (HL-LHC) phase will take
place, collecting data at
√
s = 14 TeV. The last shutdown is scheduled for 2022-2023 at HL-LHC
with the goal of reaching 5 × 1034 cm−2s−1.
With respect to the LHC running with Pb-Pb nuclei collisions for the year 2011, a peak lumi-
nosity of L = 5.1 × 1026 cm−2s−1 was reached with collisions at √sNN = 2.76 TeV .
The data considered in the search performed in this thesis (see Chapter 5) were delivered
by the LHC and collected by the ATLAS detector during 2011 at
√
s = 7 TeV . The magnificent
behaviour of the LHC and the ATLAS experiment during that year can be seen in Figure 2.3,
where the total luminosity delivered by the LHC and collected by ATLAS during 2011 can be
seen for proton-proton collisions (left) and for heavy ions (right).
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Figure 2.3: Luminosity delivered by the LHC and collected by ATLAS during 2011 for proton-proton
(left) and Pb-Pb (right) collisions.
The LHC and the ATLAS detector have had a magnificent performance since they started
delivering and collecting data in 2010. To get a visual image of the spectacular improvement
of the LHC and the ATLAS experiment performances, the cumulative luminosity versus day
delivered to ATLAS during stable beams and for pp collisions is shown in Figure 2.4. This is
shown for 2010 (green), 2011 (red) and 2012 (blue) running.
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Figure 2.4: Delivered luminosity versus time for 2010, 2011, 2012 (pp data only).
2.2 The LHC experiments
Installed at the LHC there are two high-luminosity general-purpose experiments, ATLAS [7–
9] and CMS [10], both aiming at a peak luminosity of L = 1034 cm−2s−1 for proton-proton ope-
ration. There are also two low-luminosity experiments: LHCb [41] for B-physics, aiming at a
peak luminosity of L = 1032 cm−2s−1, and TOTEM [42] (integrated into CMS) for the detection of
protons from elastic scattering at small angles, aiming at a peak luminosity of L = 1029 cm−2s−1.
In addition to the proton beams, the LHC operates with ion beams. The LHC has one heavy-
ion dedicated experiment, ALICE [43], collecting data at a peak luminosity of L = 1027 cm−2s−1
with Pb-Pb nuclei collisions.
Placed at ±140 m away from the ATLAS interaction point, the LHCf experiment [44] is in-
stalled. Its purpose is to study forward production of neutral particles in proton-proton col-
lisions at extremely low angles, providing input to the many air-shower Monte Carlo codes
currently used for modelling cosmic rays interactions in the Earth atmosphere.
A seventh experiment is being developed to be installed at the LHC. The MoEDAL [45]
(Monopole and Exotics Detector at the LHC) project’s prime motivation is to directly search for
the Magnetic Monopole or Dyon and other highly ionising Stable (or pseudo-stable) Massive
Particles (SMPs) at the LHC.
In the following, a general description of the four main LHC experiments is presented.
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2.2.1 A Toroidal LHC ApparatuS (ATLAS)
ATLAS [7–9] is a general-purpose experiment for high luminosity (up to 1034 cm−2s−1). Its
design has been optimised to be sensitive to a wide range of physics signatures in order to fully
exploit the discovery potential of the hadron collider. The experiment will perform high preci-
sion measurements on SM parameters and the Higgs boson search. It has also been designed
to be able to account for several new physics processes that may be expected at the TeV scale.
The ATLAS detector is nominally forward-backward symmetric with respect to the interaction
point. It is the largest LHC detector, with 46 m length, 25 m diameter and weighting 7000 tons.
The overall ATLAS detector layout is shown in Figure 2.5.
Figure 2.5: Layout of the ATLAS experiment.
It comprises three main subsystems: tracking system, calorimeters and muon detectors, all
embedded in a magnetic field generated by a solenoidal and a toroidal magnet. They are ar-
ranged in a cylindrical barrel with two end-caps, following the usual particle detector scheme
that aims at an hermetic coverage. From the inside out:
· The Inner Detector (ID), together with the solenoidal magnet, ensures a robust pattern
recognition and momentum determination, precise vertex measurements, electron identi-
fication, and electron-pion separation.
· The ElectromagneticCalorimeter (ECAL) for the identification and energymeasurements
of electrons and photons. The high granularity of the detector elements allows to work
with excellent performance in terms of energy and position resolution.
· The Hadronic Calorimeter (HCAL) for the measurements of hadronic jets and missing
transverse energy (EmissT ).
· The Muon Spectrometer, a stand-alone tracking device for muon detection including
high precision tracking chambers and trigger chambers with very fast response.
· An air-core toroid magnet system, generating strong bending power in a large volume.
In order to select events of interest, a three-level trigger system is used achieving a total rate
reduction from approximately 4 × 1010 events per second to a rate of about 200 events/s.
The ATLAS detector will be described in more detail in Section 2.3.
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2.2.2 Compact Muon Solenoid (CMS)
CMS [10] is the other general-purpose experiment for high luminosity and it has the same
discovery potential as ATLAS although its hardware and software design are different. It is
smaller than ATLAS, with a length of 21.6 m, a diameter of 14.6 m, although heavier with a total
weight of 12500 tons. Themost important differencewith respect to the ATLAS detector is given
by the choice of the magnetic field configuration for the measurement of the momentum of
muons. It has the same general cylindrical structure as ATLAS, but differentmagnets geometry.
The 13 m long, 6 m inner diameter, 4 T superconducting solenoid, providing a large bending
power (12 T m), sits at the core of the CMS detector, and drives the final detector design and
layout, which is shown on Figure 2.6.
Figure 2.6: Layout of the CMS experiment.
The bore of the magnetic coil is large enough to accommodate inside:
· The inner tracker, with silicon microstrip detectors, which provide the required granu-
larity and precision and silicon pixel detectors placed close to the interaction region to
improve the measurement of the impact parameter of charged-particle tracks, as well as
the position of secondary vertices.
· The electromagnetic calorimeter (ECAL), with a coverage in pseudorapidity up to |η| <
3.0. A preshower system is installed in front of the ECAL endcap for π0 rejection.
· The hadron calorimeter (HCAL), surrounding the ECAL,with coverage a pseudorapidity
of up to |η| < 5.0. This central calorimetry is complemented by a tail-catcher in the barrel
region ensuring that hadronic showers are sampled with nearly 11 hadronic interaction
lengths.
The coil is surrounded by a massive iron return yoke with the inserted muon system, cov-
ering most of the 4π solid angle, composed of muon chambers, consisting of several layers of
aluminium drift tubes (DT) in the barrel region and cathode strip chambers (CSC) in the endcap
region where the muon rate and the neutron background are higher.
Forward sampling calorimeters extend the pseudorapidity coverage to high values (|η| < 5)
assuring very good hermeticity, full geometric coverage for the measurement of the transverse
energy in the event. An even higher forward coverage is obtained with additional dedicated
calorimeters and with the TOTEM [42] tracking detectors.
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2.2.3 LHCb
The LHC is a B-hadrons factory, thanks to the high b¯b cross section in pp collisions at high
energies. LHCb [41] is a low luminosity experiment (1032 cm−2s−1) aimed to make precision
studies of CP asymmetries and of rare decays in B-meson systems.
The LHCb detector is a single-arm spectrometer stretching for 20 metres along the beam
pipe and with a forward angular coverage from approximately 10 mrad to 300 (250) mrad in
the bending (non-bending) plane, defined by the magnetic field. Its subdetectors are stacked
behind each other like books on a shelf. The choice of the detector geometry is justified by the
fact that at high energies both the b− and ¯b−hadrons are predominantly produced in the same
forward or backward cone. The layout of the LHCb spectrometer can be seen in Figure 2.7.
Figure 2.7: Layout of the LHCb experiment.
The LHCb is composed of:
· The vertex locator (VELO), comprising a silicon detector providing precise information
on the production and decay vertices of b-hadrons, and a pile-up veto counter used as a
Level-0 trigger to suppress events containing multiple pp interactions in a single bunch-
crossing.
· The Tracker System, partially inside a dipole magnet, is upstream of the spectrometer
magnet, between the VELO and the calorimeters. It provides charged particles recon-
struction and momentum measurements in addition to Level-1 and higher-level triggers.
· Two Ring Imaging Cherencov counters, in charge of particle identification to achieve ex-
cellent π − K separation for low (RICH1) and high (RICH2) momentum charged particles,
and Hybrid Photon Detectors.
· The calorimeter system, whose main purpose is the identification of electrons and hadrons
and the measure of their position and energy. It is composed of a Preshower Detector
(SPD/PS) to reject the high backgrounds of charged pions, an electromagnetic calorime-
ter (ECAL) for efficient π0 reconstruction and a hadron calorimeter (HCAL).
· The muon detection system, composed of five stations (M1-M5) placed downstream of
the magnet along the beam axis.
· A spectrometer magnet providing an integrated field of 4 Tm.
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2.2.4 A Large Ion Collider Experiment (ALICE)
With heavy ions at a centre-of-mass energy of about 5.5 TeV, the LHC is the only machine
that can reach and even extend the energy range probed by cosmic ray nucleus-nucleus colli-
sions.
ALICE [43] is a heavy-ion detector which focuses on QCD, designed to address the physics
of strongly interacting matter and the quark-gluon plasma at extreme values of energy density
and temperature in nucleus-nucleus collisions. It works at a peak luminosity of 1027 cm−2s−1 for
nominal Pb-Pb ion operation. Its overall dimensions are 16 × 26 × 26 m3 with a weight of 10000
tons. It consists of a central barrel and a forward muon spectrometer as seen in Figure 2.8. The
central part is embedded in a large magnet with a weak solenoid field of 0.5 T.
Figure 2.8: Layout of the ALICE experiment.
From the inside out, it is composed of:
· The Inner Tracking System (ITS), aimed to the secondary vertex reconstruction of charm
and hyperon decays, particle identification and tracking of low-momentum particles. It is
formed by six layers of high-resolution detectors in the barrel, made of pixel and silicon
drift detectors in the inner layers and silicon micro-strips in the outer ones.
· A cylindrical Time-Projection Chamber (TPC), with a radius covering from r ≈ 90 cm to
r ≈ 250 cm. It gives an efficient and robust tracking and it serves for electron identification
with momenta up to ∼ 2.5 GeV.
· A large area for particle identification (PID). An array of Time-of-Flight (TOF) counters
measure a momentum range limited to a few times the average pT (more than 97% of all
charged particles are below pT = 2 GeV) and π, K, p separation better than 3 σ. A second
system is optimised for the detection of high-pT particles.
· The electromagnetic calorimeters (PHOS and EMCal), single-arm high-resolution elec-
tromagnetic calorimeters to measure prompt photons, π0 and ηmesons.
· The forward muon detector, consisting of a complex arrangement of absorbers, a large
dipole magnet (3 Tm) and fourteen planes of tracking and triggering chambers located
up to 14 m from the interaction point. It is designed to cover the complete spectrum of
heavy quark resonances, with a mass resolution sufficient to separate all states.
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2.3 ATLAS
The Large Hadron Collider (LHC) at CERN promises a major step forward in the under-
standing of the fundamental nature of matter. The ATLAS experiment is a general-purpose de-
tector for the LHC, whose design was steered by the need to accommodate the wide spectrum
of possible physics signatures covering the exploration of the TeV mass scale where ground-
breaking discoveries are expected. Main investigation interests focus on the electroweak sym-
metry breaking mechanism and the search for the Higgs boson as well as high-precision mea-
surements of the Standard Model parameters and the search for Physics beyond it.
Very small cross sections are expected for many of the interesting processes to be investi-
gated. As a result, the LHC is designed to achieve a huge luminosity and consequently a very
high interaction rate. The LHC will produce a total rate of 109 inelastic events per second at de-
sign luminosity. This leads to a number of formidable experimental challenges as it implies that,
at the design luminosity, about 23 inelastic collisions per bunch crossing on the average will be
superimposed on the event of interest. The total proton-proton cross section at
√
s = 14 TeV to
be collected by ATLAS is expected to be roughly 100 mb.
Viewed in this context, these benchmark physics goals can be turned into a set of general
requirements for the ATLAS detector.
· The detector requires fast, radiation-hard electronics and sensor elements. At nominal
operation, a collision is expected every 25 ns. High-granularity detectors with good time
resolution, resulting in low occupancy, can reduce the possible bunch crossings pile-up,
avoiding the products of an interaction to be confused with the products of another one.
The resulting millions of detector electronic channels require very good synchronisation.
· Large acceptance in pseudorapidity with almost full azimuthal angle coverage is required
to achieve the highest hermeticity.
· Good charged-particle momentum resolution and reconstruction efficiency in the inner
tracker are essential. Secondary vertices reconstruction in the vertex detectors is needed
for offline tagging of τ-leptons and b-jets and potential long-lived particles predicted by
some NP models.
· Very good electromagnetic calorimetry for electron and photon identification and mea-
surements, complemented by hadronic calorimetry for accurate jet andmissing transverse
energy measurements.
· Good muon identification and momentum resolution over a wide range of momenta as
well as charge determination.
· Highly efficient triggering is needed to achieve an acceptable event rate.
The ATLAS detector has been designed to be able to identify all kind of particles arising
from the proton-proton collisions at the LHC. It is composed of several subdetectors placed in
concentric cylinders each of which aims at detecting and reconstructing a particular feature of
the particles to be detected. In the following, a brief description of each of the subdetectors
is presented. A complete report on the design, construction and performance of the ATLAS
detector can be found in Ref. [9].
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2.3.1 Inner Detector
The ATLAS Inner Detector (ID) [46] is designed to provide pattern recognition and excellent
momentum resolution for charged tracks with pT > 0.5 GeV within the pseudorapidity1) range
|η| < 2.5. It is the main instrument for the reconstruction and measurement of fermions, b-
quark jets and tau-lepton tagging (complementary to that of the calorimeters) and primary and
secondary vertices from the pp collisions at the LHC.
The order of 1000 tracks every 25 ns within |η| < 2.5 will need to be reconstructed by the
ID at the LHC design luminosity. This induces a very high track and vertex density and hence
the necessity for a high-precision measurement in the ID to disentangle each of the tracks and
vertices. In order to reconstruct primary vertices, the ID needs to be as close to the interaction
point as possible. It surrounds the LHC beam pipe which has a radius of 36 mm.
The ID layout, as shown in Figure 2.9, reflects the performance requirements. The ID is
composed of four main parts: two precision tracker detectors made of silicon —the Pixel and
the Semi-Conductor Tracker—and the Transition-Radiation Trackermade of straw tubes. In the
outer part of the ID there is the central solenoid which immerses the ID in a 2T magnetic field.
Figure 2.9: Layout of the ATLAS Inner Detector.
Tomaintain an adequate noise performance in the high-radiation environment the IDworks
in, the silicon sensors must be kept at low temperature, approximately −10◦C. In contrast, the
TRT is designed to operate at room temperature. In order to monitor the position of the detector
elements, charged tracks are used and, for the SCT, laser interferometric monitoring. The AT-
LAS Inner Detector tracking system has been aligned for the analysis of the LHC
√
s = 7 TeV pp
collision data taken during 2010 and 2011. For details on the alignment procedure, see Ref. [47].
The effect of the detector material on object reconstruction is also well understood. For a study
on this effect, see Ref. [48].
1)In the right-handed ATLAS coordinate system, the pseudorapidity η is defined as η = −ln[tan(θ/2)], where the polar
angle θ is measured with respect to the LHC beamline. The azimuthal angle φ is measured with respect to the x-axis,
which points towards the centre of the LHC ring. The z-axis is parallel to the anti-clockwise beam viewed from above.
Transverse momentum and energy are defined as pT = p sin θ and ET = E sin θ, respectively.
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From the inside out, it is composed of the following subdetectors:
· Pixel Detector
The Pixel [49] is the inner-most subdetector. It is based on silicon sensors and aims at the
precision measurements of tracks and vertices at small radii. It has a structure formed by
three layers of concentric cylinders in the barrel and three end-cap disks per side perpen-
dicular to the beam axis. All pixel modules are identical, with the minimum pixel size on
a sensor being 50 × 400 µm2. Secondary vertex reconstruction and measurement perfor-
mance is enhanced by the inner-most layer of the pixel system, called ”vertexing layer”,
at a radius of about 5 cm.
· Semi-Conductor Tracker
The Semi-Conductor Tracker (SCT) surrounds the Pixel detector. As the pixels, it is based
on silicon sensors and aims at the precision measurements of tracks. It has a structure
formed by four layers of concentric cylinders in the barrel and nine end-cap disks per
side perpendicular to the beam axis. In the barrel region [50], small-angle stereo strips
measure R and φ coordinates. Each side of a detector module consists of two 6.4 cm long,
daisy-chained sensors with a strip pitch of 80 µm. In the end-cap region [51], the detectors
have a set of strips running radially and a set of stereo strips. The mean pitch of the strips
is also approximately 80 µm.
The radiation dose has important consequences for the sensors of both Pixel and SCT
detectors. The required operating voltage depends on that irradiation.
· Transition Radiation Tracker
The Transition Radiation Tracker (TRT) [52] is next to the SCT and it is devoted to larger
radii measurements. It is composed of 4 mm diameter straw tubes filled with a xenon-
based gas mixture. In the barrel region the tubes are placed in straw planes parallel to
the beam axis. In the end-caps the tubes are arranged radially in wheels in straw planes.
The straw hits contribute significantly to the momentum measurements, since the lower
precision per point compared to the silicon modules is compensated by the large number
of hit measurements and longer measured track length.
· Solenoid
The solenoid extends over a length of 5.3 m with a diameter of 2.5 m. and immerses the
ID in a 2T magnetic field with the function of making the measurement of particle charge
and momenta possible.
Details on the subdetectors characteristics can be found in Table 2.1.
Table 2.1: Sensitive extension and accuracies of the ID subdetectors.
Pixel SCT TRT
|η| coverage 2.5 2.5 2.0
Barrel End Caps Barrel End Caps Barrel End Caps
Radius (mm) 50.5 − 122.5 88.8 − 149.6 299 − 514 275 − 560 563 − 1066 644 − 1004
Length (mm) 0 − 400.5 495 − 650 0 − 749 839 − 2735 0 − 712 839 − 2710
(R - φ) accuracy (µm) 10 10 17 17 130 per straw tube
z accuracy (µm) 115 115 (in R) 580 580 (in R) –
Average hits/track 3 pixel layers 4 space points 30 hits
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2.3.2 Calorimeters
Calorimeters are the main instrument for EmissT measurements and for the reconstruction of
a large energy ranged jets, electrons and photons, for which different techniques are required.
They need to completely retain electromagnetic and hadronic showers and to prevent hadrons
from reaching the muon spectrometer (“punch-through”). A total thickness of 11 interaction
lengths (λ) has been shown to be sufficient to reduce punch-through well below the irreducible
level of prompt or decay muons. The layout of the Calorimeters is shown in Figure 2.10.
Figure 2.10: Layout of the ATLAS Calorimeters.
· Liquid Argon Electromagnetic Calorimeter
The Liquid Argon (LAr) [53] Electromagnetic Calorimeter is a lead-LAr detector with an
accordion structure with kapton electrodes and lead absorber plates. It is divided into
a barrel, covering |η| < 1.475 and two end-caps, covering 1.375 < |η| < 3.2 (although
precision measurements are restricted to the range |η| < 2.5), each of these parts located
in their own cryostat. It shares the vacuum vessel with the solenoid in order to save two
vacuum walls. The total thickness of the calorimeter is greater than 22 radiation lengths
(X0) in the barrel and greater than 24 X0 in the end-caps.
For |η| < 1.8, a presampler detector is used to correct for the energy lost by electrons and
photons upstream of the calorimeter.
· Hadronic Calorimeter
The Hadronic Calorimeter [54] is composed of three main parts:
· The Tile Calorimeter (TileCal), placed directly outside the EM calorimeter envelope,
is a sampling calorimeter using steel as the absorber and scintillating tiles as the
active material. It is composed of a barrel covering |η| < 1.0 and a thickness of 1.8
λ and two extended barrels with 0.8 < |η| < 1.7 and 3.3 λ thick. The total radial
extension of the TileCal ranges from an inner radius of 2.28 m to an outer radius of
4.25 m.
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· The LAr hadronic end-cap calorimeter (HEC) is located directly behind the Electro-
magnetic Calorimeter end-cap, covering the region 1.5 < |η| < 3.2. It is composed of
two independent wheels per end-cap, and it shares the same LAr cryostat as the EM
end-caps. Each wheel is divided into two segments in depth, for a total of four layers
per end-cap. It covers a radial extension from 0.475 m to 2.03 m.
· The LAr forward calorimeter (FCal) is integrated into the end-cap cryostats, provid-
ing uniformity of the calorimeter coverage and reduced background radiation level
in the muon spectrometer, covering the range 3.1 < |η| < 4.9. It is approximately 10 λ
deep and consists of three modules in each end-cap. The first one, made of cooper, is
optimised for electromagnetic measurements. The other two, made of tungsten, are
optimised to measure the energy of hadronic interactions.
The approximate 10 λ of active calorimeter combined with the large η coverage, provides
good resolution for high energy jets and a good measurement of the EmissT .
2.3.3 Muon system
Only a tiny fraction of the LHC collisions that the ATLAS experiment detects, correspond to
interesting Standard Model processes and an even smaller fraction may be associated to New
Physics. Muons, especially those with high-pT and those that are isolated from other activity in
the detector, are much more common in these interesting events than in the background, and
thus provide important means to identify such events.
Figure 2.11: Layout of the ATLAS Muon System.
The ATLAS detector has been designed to provide efficient muon identification and precise
momentum measurement over a wide range of momentum. The primary detector system built
to achieve this objective is the muon spectrometer [55], shown in Figure 2.11. It is based on
the magnetic deflection of muon tracks in the large superconducting air-core toroid magnets,
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instrumented with separate trigger and high-precision tracking chambers. Themuon spectrom-
eter comprises three subsystems:
· Superconducting coils
The magnets system [56] provides a toroidal magnetic field whose performance in terms
of bending power varies as a function of η and φ. Each of the three toroids consists of
eight coils assembled radially and symmetrically around the beam axis. Over the range
|η| < 1.4, magnetic bending is provided by the large barrel toroid, with a bending power of
1.5 to 5.5 Tm. For 1.6 < |η| < 2.7, two smaller end-cap magnets inserted into both ends of
the barrel toroid give a bending power of 1 to 7.5 Tm. Over 1.4 < |η| < 1.6, usually referred
to as the transition region, magnetic field is provided by a combination of barrel and end-
cap fields. This magnet configuration provides a field which is mostly orthogonal to the
muon trajectories and minimises the degradation of resolution due to multiple scattering.
· Precision detectors
These detectors are located in three widely-separated stations at increasing distance from
the collision region. In the barrel region, tracks are measured in chambers arranged in
three cylindrical layers around the beam axis; in the transition and end-cap regions, the
chambers are installed in planes perpendicular to the beam, also in three layers. Overmost
of the η-range, a precision measurement of the track coordinates in the principal bending
direction of the magnetic field is provided by Monitored Drift Tubes (MDT). In the in-
nermost plane over 2 < |η| < 2.7, Cathode Strip Chambers (CSC) with higher granularity
are used to withstand the demanding rate and background conditions. The measurement
precision in each layer is typically better than 100 µm. The cathode strip chambers addi-
tionally provide a rough (1 cm) measurement of the φ-coordinate.
· The trigger system
Resistive Plate Chambers (RPC) in the barrel and Thin Gap Chambers (TGP) in the end-
caps provide similarly roughmeasurements of η and φ. The trigger chambers for themuon
spectrometer provide bunch-crossing identification, well-defined pT thresholds and mea-
sure the muon coordinate in the direction orthogonal to that determined by the precision-
tracking chambers.
High-pT muons typically traverse all three stations obtaining good resolution and efficiency.
2.3.4 Forward detectors
Three smaller detector systems cover the ATLAS very forward region. At ±17 m from the
interaction point lies LUCID (LUminosity measurement using Cerenkov Integrating Detector),
detecting inelastic pp scattering in the forward direction, and acting as the main online relative-
luminosity monitor for ATLAS.
The second detector is the Zero-Degree Calorimeter (ZDC). Located at ±140 m from the
interaction point, where the LHC beam-pipe is divided into two separate pipes, plays a key role
in determining the centrality of heavy-ion collisions.
The third system is ALFA (Absolute Luminosity For ATLAS), located at ±240 m. It consists
of scintillating fibre trackers located inside Roman pots which are designed to approach as close
as 1 mm to the beam.
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2.3.5 Trigger system
At design luminosity the general-purpose detectors will observe a rate of approximately
1 bunch-crossing (BC) every 25 ns (40 MHz) with an average of 20 interactions per BC. The
online event selection process (trigger) must reduce this huge rate of 8 × 108 events per second
to a rate of about 4000 events/s for storage and subsequent analysis, rejecting QCD processes
while maintaining high efficiency for low cross section interesting physics processes that may
include new physics. Decisions must be taken every 25 ns during normal LHC operations at
the design luminosity of 1034cm−2s−1.
The ATLAS trigger is composed of three levels of event selection (Level 1 [57], Level 2 and
Event Filter, referred to as the High Level Trigger or HLT [58] together with the Level 2), each
of them refining the decisions made at the previous level.
· Level 1 (L1) is hardware-based. It receives data at the full LHC bunch crossing rate of
40 MHz and uses a limited amount of the total detector information in order to make a
decision within 2.5 µs to reduce the output rate to 75 kHz.
The L1 trigger decision is based on the multiplicities and energy thresholds of electromag-
netic clusters, jets and hadronic τ-leptons, missing transverse energy and total transverse
energy of L1 objects observed in the trigger towers of the LAr and TileCal sub-systems.
The measurement of trajectories in the muon trigger detectors are also used, where the
input to the trigger decision is the multiplicity for various muon pT thresholds.
Every L1 trigger configuration can be prescaled by a factor N, where only 1 in N events is
selected and passed to the HLT for further consideration.
· Level 2 (L2) is based on software algorithms. The L1 output is passed to L2 as input to
provide an additional rejection to reduce the output rate from 75 kHz down to 2 kHz.
A seed is constructed for each trigger accepted by L1 that consists of a pT threshold and
an η − φ position. The L2 algorithms use this seed to construct a region-of-interest (RoI)
window around it. The L2 algorithms then use the RoI to selectively analyse the associ-
ated fine-grained sub-detector data for that η − φ position, including reconstructed tracks
from the Inner Detector and more optimal calibrations to provide results with improved
resolution.
· Event Filter (EF) is also based on software algorithms. The EF receives events accepted by
L2 at a rate of 2 kHz and must provide the additional rejection to reduce the output rate
to ∼ 200 − 400 Hz with an event size of approximately 1.3 Mbyte, compatible with offline
computing power and storage capacity. An average processing time of 4 s per event is
available to achieve this rejection.
Each L2 trigger that has been accepted can be used to seed a sequence of EF algorithms
that provide a more refined and complete analysis.
Trigger selections must be adaptable to the changing beam conditions while preserving the
interesting physics and satisfying varying detector requirements. As the LHC ramps up to its
design luminosity, the use of higher pT thresholds, isolation criteria and tighter selections at
HLT become necessary to reduce the background rates while achieving selection of interesting
physics with high efficiency, maintaining the output Event Filter rates at about 200 Hz. How-
ever, many of the L1 thresholds are retained providing common points of comparison across
luminosity regimes.
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2.3.6 Object reconstruction in ATLAS
In order to recognise the processes originated in the pp collisions at the LHC and registered
by the ATLAS detector, reconstruction and identification is needed for all kinds of particles:
electrons and photons, high-pT and isolated muons, tau-leptons decaying to hadrons and jets
in a wide range of pT. High quality and highly efficient reconstruction of all these kinds of
particles is crucial in the searches for new phenomena. A very goodmeasurement of themissing
transverse energy, EmissT , is also essential for many physics studies in ATLAS.
In the following a basic explanation on how these objects are reconstructed and measured
in ATLAS is given for each kind of object. Further details can be found in Ref. [8].
2.3.6.1 Tracking and vertexing
The track and vertex reconstruction is performed mainly in the Inner Detector, where the
reconstruction algorithms [59] allow for several processes such as track extrapolation, track
fitting including material corrections and vertex fitting and are logically sub-divided into three
stages:
1. A pre-processing stage, in which the raw data from the pixel and SCT detectors are con-
verted into clusters, the SCT clusters are transformed into space-points and the TRT raw
timing information is translated into calibrated drift circles.
2. A track-finding stage, in which the high granularity of the pixel and SCT detectors is
exploited in order to find prompt tracks originating from the vicinity of the interaction
region. This is done in two steps:
First, the inside-out algorithm starts from 3-point seeds in the silicon detectors (in the
three pixel layers and the first SCT layer) and then extends throughout the SCT to form
track candidates. Next, these candidates are fitted and extended into the TRT to associate
drift-circle information in a road around the extrapolation. Finally, the extended tracks
are refitted with the full information of all three detectors. The inside-out algorithm is the
baseline algorithm designed for the efficient reconstruction of primary charged particles2)
In a second stage, a complementary track-finding strategy, called back-tracking, searches
for unused track segments in the TRT. Such segments are extended inwards by adding
silicon hits. Back-tracking is designed to improve the tracking efficiency for secondaries,
which are particles produced in the interactions of primaries, from conversions or decays
of long-lived particles.
Finally tracks with a TRT segment but no extension into the silicon detectors are referred
to as TRT-standalone tracks.
3. A post-processing stage, in which a dedicated vertex finder is used to reconstruct primary
vertices. These are reconstructed using an iterative vertex finding algorithm [60]. Vertex
seeds are obtained from the z-position at the beamline of reconstructed tracks. An iterative
χ2 fit is made using the seed and nearby tracks. Tracks displaced by more than 7σ from
the vertex are used to seed a new vertex and the procedure is repeated until no additional
vertices can be found. The beam spot position is used as a three-dimensional constraint.
During reconstruction, vertices are required to contain at least two tracks, but for the
studies in Section 5, vertices are required to have at least five tracks for robustness.
2)Primary particles are defined as particles with a mean lifetime greater than 3 × 10−11 s directly produced in a pp
interaction or from the subsequent decays or interactions of particles with a lifetime shorter than 3 × 10−11 s.
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After the track is fitted, corrections at later stages can be applied, like calibration corrections
of the pattern recognition, to correct for module deformations or to resolve hit-association am-
biguities. This is followed by algorithms dedicated to the reconstruction of photon conversions
and of secondary vertices.
2.3.6.2 Electrons and photons
The ATLAS detector must be able to identify efficiently electrons and photons within a large
energy range, and to measure their energies with a linearity better than 0.5%.
The standard reconstruction of an electromagnetic object is based on clusters reconstructed
in the electromagnetic calorimeter and then, the inner detector information determines whether
the object is a photon — either converted or unconverted — or an electron. The optimal cluster
size depends on the particle type being reconstructed: electrons need larger clusters than pho-
tons due to their larger interaction probability in the upstream material and also due to the fact
that they bend in the magnetic field.
For each of the reconstructed clusters, algorithms try to find a matching track with momen-
tum compatible with the cluster energy. In the case that more than one track matches the same
seed cluster, tracks with silicon hits have priority over tracks without silicon hits, the latter
tracks being viewed as more likely to belong to electrons originating from photon conversions.
For every cluster energy, the reconstruction looks for the presence of an associated conver-
sion. An electron candidate is created if a matched track is found and no conversion is flagged.
Otherwise, the candidate is classified as a photon. This early classification allows for applying
different corrections to electron and photon candidates. It is the starting point of a more refined
identification based largely on shower shapes [6,7].
The energy is computed as a weighted average between the cluster energy and the track
momentum. The φ and η directions are taken from the corresponding track parameters unless
the track contains no silicon hits, in which case the φ position is taken from the track and the η
is provided by cluster η-pointing.
Three levels of selection are defined for electrons:
1. Loose Electrons. This selection performs a simple electron identification based only on
limited information from the calorimeters. Cuts are applied on the hadronic leakage (ratio
of ET in the first layer of the hadronic calorimeter to ET of the EM cluster and the ratio of
ET in the hadronic calorimeter to ET of the EM cluster) and on shower-shape variables.
This set of cuts provides excellent identification efficiency, but low background rejection.
2. Medium Electrons. In addition to the loose requirements, this set of cuts improves the
quality by adding cuts on the strips in the first layer of the EM calorimeter (for the rejec-
tion of π0 → γγ decays) and on the tracking variables. The medium cuts increase the jet
rejection by a factor of 3-4 with respect to the loose cuts, while reducing the identification
efficiency by ∼ 10%.
3. Tight Electrons. In addition to the cuts used in the medium set, further or tighter cuts
are applied on the tracking variables. Furthermore, electron candidates matching to re-
constructed photon conversions are rejected. An additional energy isolation cut can be
applied to the cluster, using all cell energies within a cone of ∆R < 0.2 around the electron
candidate. This set of cuts provides, in general, the highest isolated electron identification
and the highest rejection against jets.
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2.3.6.3 Muons
The ATLAS detector is optimised for muon identification with an efficiency greater than
95% and a momentum resolution better than 3% over a wide transverse momentum. Muons
are independently reconstructed in the Inner Detector and the muon spectrometer (MS).
The current ATLAS base line reconstruction includes two families of algorithms, both aim-
ing at the association of tracks found in the MS with the corresponding ID track. The muon
spectrometer is the outermost subdetector of the ATLAS detector, beginning after the muon
has traversed 100 radiation lengths of material. Hence, a parameterisation of energy loss in the
calorimeters is used for the muon momenta determination. These families of algorithms are
referred to as:
· Staco: It involves three algorithms: Muonboy, Staco andMuTag. The track is built starting
with Muonboy identificating “regions of activity” (ROA) in the MS. Track segments are
reconstructed in the ROA for every muon station and they are combined to form muon
candidates, which are finally fitted through the full MS system. Then Staco applies a STA-
tistical COmbination of the two independent measurements, MS and ID. Only those com-
binations with a match χ2 lower than certain threshold are accepted as muon combined
tracks. The MuTag algorithm has been developed to tag low-pT muons. It starts from ID
tracks, extrapolates them to the MS and tries to match them with a segment reconstructed
in these stations not yet associated with a combined track [61].
· Muid: The corresponding algorithms areMoore, Muid Standalone andMuGirl. The track
reconstruction starts with Moore, which reconstructs tracks in the MS. It looks for ROA,
constructs a path by matching the segments in each plane and makes a global fit of hits
along the path. Then Muid Standalone extrapolates tracks from Moore back to the IP.
Tracks are matched according to the same χ2 as in Staco and finally, a new fit to all hits
along this combined path is performed [62]. MuGirl is the analogous algorithm toMuTag.
It performs a search for segments and tracks in the MS using an ID track as seed.
ATLAS employs a variety of strategies for identifying and reconstructing muons and each
strategy includes one algorithm of each family. Muon identification can be performed in several
ways:
1. Standalone muons. This is the most direct approach with MS information only. The
direction of flight and the impact parameter of the muon at the IP are determined by
extrapolating (taking into account the multiple scattering) the spectrometer track back to
the beam line. The Staco-family algorithm, Muonboy, assigns energy loss based on the
material crossed in the calorimeter. On the Muid side, Moore additionally makes use of
the calorimeter energy measurements if they are significantly larger than the most likely
value and the muon appears to be isolated.
Very low momentum muons (around a few GeV) may be difficult to reconstruct by stan-
dalone algorithms because they do not penetrate to the outermost stations. On the other
hand, muons produced in the calorimeter, e.g. from π and K decays, are likely to be found
in the standalone reconstruction.
* Inner detector muons. Space points identified in the pixel and microstrip detectors are
linked to form track seeds in the inner four layers. Tracks are found by extending these
seeds to add measurements from the outer layers.
2. Combinedmuons. Combined muons are found bymatching standalonemuons to nearby
inner detector tracks and then combining the measurements from the two systems. The
match χ2 is used to decide which pairs are retained.
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3. Segment-tagged muons. The spectrometer tagging algorithms propagate all ID tracks
with sufficient momentum out to the first station of the MS and search for nearby seg-
ments. If a segment is sufficiently close to the predicted track position, then the ID track
is tagged as corresponding to a muon.
There is an important difference in the way these algorithms are run in the standard re-
construction chain. MuGirl [63] considers all ID tracks and re-does segment finding in the
region around the track. MuTag [61] only makes use of ID tracks and MS segments not
used by the general Staco algorithm.
4. Calorimeter-tagged muons. A trajectory in the inner detector is identified as a muon if
the associated energy depositions in the calorimeters are compatible with the hypothesis
of a minimum ionising particle.
* Merging muons. The muon finding efficiency (and fake rate) may be increased by includ-
ing muons found by multiple algorithms. Special care is taken to remove overlaps, i.e.
cases where the same muon is identified by two or more algorithms.
2.3.6.4 Tau leptons
Tau leptons decay hadronically in 64.8% of all cases predominately to pions, while in 17.8%
(17.4%) of the cases they decay to an electron (muon) [14]. Because of their short lifetime, it is
very difficult to separate τ leptons decaying to electrons or muons from prompt electrons and
muons, and τ identification therefore focuses on reconstructing hadronically decaying τ leptons,
τh. These are categorised by the number of charged decay products, observed as the number of
tracks or prongs. Hadronic one-prong decays are the most common (BR = 49.5%) followed by
3-prong decays (BR = 15.2%) [14]. The small fraction (0.1%) of five-prong decays is usually too
hard to detect in a jet environment.
Their reconstruction at hadron colliders remains a very difficult task in terms of distinguish-
ing interesting events from background processes dominated by QCD multi-jet production. τh
leptons are distinguished from QCD jets on the basis of low track multiplicities contained in
a narrow cone, characteristics of the track system and the shapes of the calorimetric showers.
Isolation from the rest of the event is required both in the inner detector and the calorimeter.
Another related challenge is providing efficient triggering for these events while keeping trigger
rates at manageable levels.
τh leptons are reconstructed starting from either calorimeter or track seeds [9]. Track-seeded
candidates have a seeding track with pT > 6 GeV satisfying some quality criteria. Calorimeter-
seeded candidates consist of calorimeter jets reconstructed with the anti-kT algorithm [64] starting
from topological clusters (topoclusters) [65]. The candidate is required to have pT > 10 GeV.
The pT of the τ candidate is further adjusted by applying multiplicative factors derived from
MC studies, in order to reconstruct the pT of signal τ leptons accurately.
The reconstruction of τ candidates provides very little rejection against QCD jet backgrounds.
Rejection comes from a separate identification step and is usually based on several discrimi-
nating variables. Identification methods for τ candidates include selections based on simple
cuts, boosted decision trees, and projective likelihood methods [66].
Three alternative identification methods have been studied to discriminate tau leptons from
QCD jets and other two identification methods to reject electrons mis-identified as tau leptons.
For a signal identification efficiency of ≈ 50%, rejection factors in the range 50-200 for jets and
50-1000 for electrons are achieved [67].
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2.3.6.5 Jets
High quality jet reconstruction is an important feature for almost all physics analyses. Typ-
ically, an absolute systematic uncertainty of better than 1% on the jet energy scale is desirable
for precision physics.
All jets are composed of constituents. The obvious way to obtain a jet is to gather those
components and to calculate the jet pT by adding their four-momenta. There is no universal jet
finder for all topologies of interest. For example, the measurement of the inclusive QCD cross
sections requires wide jets to capture the hard scattered parton kinematics. On the other hand,
to find jets in very busy final states like possible SUSY signatures, narrow jets are preferred.
For this reason several jet reconstruction tools have been developed. The most commonly used
ones in ATLAS are seeded fixed cone finders, and sequential combination algorithms.
1. Fixed cone jet finder in ATLAS
This kind of algorithm aims at gathering energy in a geometric cone, whose radius Rcone is
a key parameter of the algorithm, together with the seed pT threshold. In the ATLAS cone
jet finder the seed threshold is pT > 1 GeV and a narrow (Rcone = 0.4) and a wide (Rcone =
0.7) cone jet options are available.
It starts by ordering all input objects in decreasing pT. If the object with the highest pT is
above the threshold it is considered a seed and all objects within ∆R =
√
∆η2 + ∆φ2 < Rcone
are combinedwith it. A new direction is calculated from the four-momenta inside the cone
and a new cone is centred around it. This process is repeated until the direction of the cone
is stable and the object is called a jet. Then the next seed is taken from the input list and
the same iterative procedure is repeated. This continues until no more seeds are available.
This algorithm is not infrared safe (soft particles between two particles belonging to the
same jet could affect the recombination of these two particles into a jet) and thus cannot
be used in NLO QCD calculations. This can be partly recovered by introducing a split
and merge step after the jet formation is done. A Seedless Infrared Safe Cone (SISCone)
algorithm is also available for ATLAS.
2. Sequential recombination algorithms
These algorithms are based upon pair-wise clustering of the initial constituents. For every
pair of objects i, j, the quantities di j and diB are defined for a given value of n [9]:
di j = min(p2nTi , p2nT j)
(∆R)2i j
R2
, (2.3)
diB = p2nTi .
The di j is the distance between two objects, and diB is the distance between the object and
the beam. Thus, the variable R is a parameter of the algorithm setting the resolution at
which jets are resolved from each other as compared to the beam. A list of all di j and diB
is compiled and its minimum, dmin, is found. If dmin is a di j, the corresponding objects i
and j are combined into a new object using four-momentum recombination and the list is
remade. If dmin is a diB, the object i is considered to be a complete jet by itself and removed
from the list. This procedure is repeated until the list is empty. This means that all original
input objects end up to be either part of a jet or to be jets by themselves and, contrary to
the cone algorithms described earlier, no objects are shared between jets. For large values
of R, the di j are smaller and thus more merging takes place before jets are complete, and
viceversa. Default configurations in ATLAS are R = 0.4 for narrow and R = 0.6 for wide
jets. This procedure is infrared safe.
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The variable n takes different values for different algorithms:
· kT algorithm: n = 1.
Objects with low-pT are merged first, like inverting the splitting in the parton shower
which tends to be ordered in pT. The final merge for a jet is the hardest component,
and information about the jet substructure can be extracted in the merging process.
· Anti-kT algorithm: n = −1 [64].
This means that in the vicinity ∆R < R of a hard object, all softer objects will be
merged with the harder one in order of their closeness in ∆R. For hard objects within
∆R < R of each other, a single jet will be formed containing all objects within their
vicinity.
ATLAS has developed several jet calibration schemes [8], all of them starting from the mea-
sured calorimeter energy (the most important system for jet reconstruction) at the electromag-
netic (EM) energy scale, which measures the energy deposited by electromagnetic showers. In
the simplest scheme (EM+JES) the jet calibration is derived as a simple correction relating the
calorimeters response to the true jet energy. More sophisticated schemes exploit the topology
of the calorimeter energy depositions to correct for calorimeter non-compensation and other jet
reconstruction effects.
2.3.6.6 b-tagged jets
The ability to identify jets containing b-hadrons is important for the high-pT physics program
of ATLASdetector. Exploiting the relatively long lifetime and highmass of b-flavoured hadrons,
offers the best performance to identify (tag) such jets. This can be done using differentmethods:
1. Impact-parameter-based algorithms.
The IP3D [68, 69] algorithm uses a likelihood ratio technique in which input variables are
compared to predefined distributions for both the b- and light jets, obtained from MC
simulation. The distributions in this case are two-dimensional histograms of the signed
transverse impact parameter (i.e. the distance between the IP and the point of closest
approach to it) significance and longitudinal impact parameter significance of tracks.
2. Secondary-vertex-based algorithms.
Lifetime-based b-tagger algorithms reconstruct a secondary vertex (SV) from all the tracks
associated to the jet which are displaced from the primary vertex (PV). In the SV0 algo-
rithm [70], a jet is considered as tagged if the decay length significance of the reconstructed
SV with respect to the PV is above a certain value. For further discrimination, the high-
performance tagging algorithm SV1 [69] takes advantage of some vertex properties.
3. Decay chain reconstruction with the JetFitter algorithm.
The JetFitter algorithm exploits the topology of weak b- and c-hadron decays inside the
jet. A Kalman filter is used to give an approximated flight path for the b-hadron. The
discrimination between b-, c- and light jets is usually based on a likelihood using simi-
lar variables as in the SV1 tagging algorithm. Alternatively, a Neural Networks based
discriminator can be used to separate b-, c- from light jets.
These algorithms can be easily combined: the weights of the individual tagging algorithms
are simply summed up. The combination JetFitter+IP3D is based on artificial neural network
techniques giving rise to a complex algorithm called JetFitterCombNN. These algorithms and
their performance are described in detail in Ref. [9, 71].
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2.3.6.7 Missing Transverse Energy (EmissT )
A very good measurement of the missing transverse energy, EmissT , is essential for many
physics studies in ATLAS. Events with large EmissT are expected to be the key signature for new
physics such as Supersymmetry and extra dimensions.
The EmissT in ATLAS is primarily reconstructed from energy deposits in the calorimeter and
muon tracks. Apart from the hard scattering process of interest, many other sources, such as
the underlying event, multiple interactions and pile-up, lead to energy deposits and/or muon
tracks. Classifying the energy deposits into various types and calibrating them accordingly
is the essential key for an optimal EmissT measurement. Other important requirement on the
measurement of EmissT is to minimise the impact of limited detector coverage, finite detector
resolution, presence of dead or inactive transition regions and different sources of noise that
produce fake missing transverse energy , EmissT,Fake.
Two algorithms for reconstruction and calibration are implemented in the ATLAS software
(see Ref. [9] for details). The first one is Cell-based, where the EmissT reconstruction and calibra-
tion is done starting from the energy deposited in calorimeter cells. The other one is Object-
based, where the EmissT reconstruction is done from the reconstructed, classified and calibrated
objects and from the energy outside of them. The performance of the two of them is similar.
1. Cell-based EmissT reconstruction
The Cell-based EmissT reconstruction includes contributions from transverse energy de-
posits in the calorimeters, corrections for energy loss in the cryostat andmeasuredmuons:
Emissx,y,Final = −(Ex,y,Muon + Ex,y,Cryo + Ex,y,Calo) . (2.4)
The EmissT muon term
The ET,Muon term is calculated from the momenta of measured muons. The EmissT resolution
is only marginally affected by the muon term, due to the good resolution of the MS.
The EmissT cryostat term
The thickness of the cryostat between the LAr electromagnetic calorimeter and the tile
hadronic calorimeter is about half an interaction length where hadronic showers can lose
energy. The EmissT reconstruction recovers this loss of energy in the cryostat using the
correlation of energies between the last layer of the LAr and the first layer of the TileCal.
The EmissT calorimeter term
The total transverse energy in the calorimeters, ET,Calo, is calculated from the scalar sum
of ET of all TopoCells3). The straightforward result obtained, gives a large shift in the EmissT
scale of about 30% with respect to the True EmissT . This systematic shift is reduced after
a dedicated calibration according to the cell classification, and a global calibration of all
calorimeter cells using the H1-like or Local-Hadronic calibration schemes.
Refined calibration of the EmissT calorimeter term
Calorimeter cells are associated with a parent reconstructed and identified high-pT object,
in a chosen order: electrons, photons, muons, hadronically decaying τ-leptons, b-jets and
light jets. Refined calibration of the object is then used in EmissT to replace the initial global
calibration cells. Throughout this process, the sharing of energy of cells owned by two
different TopoClusters is taken into account and the overlap removal is done at cell level
in order to avoid double counting of cells in the EmissT calculation.
3)TopoCells are the cells that constitute a TopoCluster, which is a 3-dimensional topological calorimeter cluster
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Once the cells are associated with categories of objects, the refined contribution to EmissT is
calculated as:
Emissx,y,RefCalo = −(Ex,y,RefElec + Ex,y,RefTau + Ex,y,Refbjets + Ex,y,RefJets + Ex,y,RefMuon + Ex,y,RefOut) , (2.5)
where each term is calculated from the negative of the sum of calibrated cells inside a
specific object and Ex,y,RefOut is calculated from the cells in TopoClusters which are not
included in the reconstructed objects.
The final EmissT calculatedwith this refined term for the calorimeter is referred to as E
miss
T,RefFinal.
2. Object-based EmissT reconstruction
The Object-based algorithm starts from the reconstructed, calibrated and classified high
pT objects (e/γ, µ, τ, jets) in the event. Each TopoCluster is allowed to be included only
once by the first object that it is associatedwith it. Once the clusters belonging to electrons,
photons, muons and taus are removed from the event record, hadronic jets above a certain
threshold are identified. TopoCells not forming part of any of the above high pT objects are
classified as low pT deposits from charged and neutral pions and calibrated accordingly.
A EmissT algorithm for the ATLAS triggers is also available. The E
miss
T L1 calorimeter triggers
look for “jet elements”, formed by summing over trigger towers. If the L1 EmissT components pass
certain thresholds, the event is saved as a given RoI. Then, the L2 algorithm uses the calorimeter
information in the RoI and applies a correction for L2 muon objects. The EF algorithm sums all
calorimeter cells, applies a hadronic calibration and takes the muon contribution into account.
2.4 LHC Computing GRID
In addition to the experiments, there is another key element in the LHC that makes the data
storage and analysis possible: the Grid computing system.
The LHC produces roughly 15 PB of raw data annually, around 3.2 PB/year of which are
produced by the ATLAS experiment. Moreover, processed data and Monte Carlo (MC) produc-
tion need to be stored and analysed as well. This amount of data to be storaged, together with
the fact that over 6000 scientists spread over the World need to access them for analysis almost
simultaneously, implies a great challenge. This goal has been resolved using the grid techno-
logy, a distributed data storage and computing infrastructure for the entire community which
behaves in a stable and efficient way. The project is split into three Grid Flavours: LHC Com-
puting Grid (LCG) [72] in Europe, NorduGrid/ARC [73] in the European Nordic countries and
Open Science Grid (OSG) [74] in the US. The LHC distributed computing model is based on a
hierarchy of sites called Tiers. CERN acts as the unique Tier 0 centre, recording on tape all data
provided by the experiments in the LHC. After the initial processing, these data are distributed
to a series of eleven Tier 1 centres located all over the World, keeping a double copy of all data.
Tier 2 sites consist of one or several collaborating computing facilities, which can store sufficient
data and provide adequate computing power for specific analysis tasks. They are designed to
fulfil two main tasks: on one hand they are used for the Monte Carlo production and data pro-
cessing and on the other hand they serve as storage elements for both MC and LHC data, which
they receive Tier 1 centres. The current computing model is evolving to a mesh model where
different Tier 2 sites can transfer data among themselves. Physics analyses are performed in the
Tier 3 facilities, thought of as computing resources that can be composed of from a single laptop
to huge local clusters. The defining philosophy of this model is the idea that jobs should be run
in the site where the requested data are, avoiding this way long data transmissions.
Chapter 3
Theoretical framework
3.1 Supersymmetry
3.1.1 Introduction
The Standard Model of Particle Physics [75] provides the current most accurate description
of the Elementary Particle Physics phenomenology. It has been experimentally tested up to
the TeV scale with remarkably successful results. Nevertheless, there are pieces of evidence
pointing to some New Physics (NP) beyond the SM such as the existence of Dark Matter, the
matter-antimatter asymmetry, the neutrino masses, or the hierarchy problem. Thus, the SM
needs to be extended or included in a more complete theory. Several theories have been deve-
loped in this direction among which Supersymmetry (SUSY) [1] is one of the most favoured.
SUSY was defined in the early 70’s as the invariance of the theory under the interchange
of fermions and bosons. Since it involves spin operators, if it holds in Nature, it is part of the
quantum structure of Space and Time. In fact, according to the Haag-Lopuszanski-Sohnius
extension of the Coleman-Mandula theorem [76,77], it is the only allowed transformation of the
Lorentz group which is not already included in the SM.
During the first few years of its development (Wess-Zumino, 1974 [78]) it was a purely in-
tellectual theory with no physical applications until people began to realise that SUSY might
indeed solve many of the abovementioned problems:
· It provides a way to understand how the EW SU(2) × U(1) symmetry is broken, including
the Higgs mechanism [79].
· In the case of R-parity conservation (to be explained later on), it provides a natural candi-
date to Dark Matter (DM) [29]: the lightest supersymmetric particle (LSP), which would
need to be neutral, weakly interacting, massive and stable (a WIMP). Even in the case
R-parity is violated there is still the possibility for a DM candidate such as the gravi-
tino [22, 23].
· It is a Grand Unification Theory. Including sparticles in the Renormalisation Group
Equations (RGEs) for the gauge couplings of the Standard Model would permit them to
unify at a very high energy scale [18, 19], whereas unification does not occur if only the
Standard Model particles are included in the RGEs. Figure 3.1 (from [1]) shows a com-
parison of the inverse gauge couplings RG evolution in the SM and in a certain SUSY
scenario.
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Figure 3.1: RG evolution of the inverse gauge couplings α−1i (Q) in the Standard Model (dashed lines) and
the MSSM (solid lines). In the MSSM case, the sparticle mass thresholds are varied between 250 GeV and
1 TeV, and α3(mZ) between 0.113 and 0.123. Two-loop effects are included.
· It stabilises the Higgs mass. The Higgs boson is in charge of giving mass to all mas-
sive particles in the SM after the EW symmetry is spontaneously broken. If the Higgs
boson is light, i.e. of the order of the electro-weak scale, the present electro-weak vacuum
would be destabilised by divergent radiative corrections, that can be cancelled if the SM
is supplemented by additional scalar particles [80]. This is automatic in SUSY.
The SM Higgs field is a complex scalar, φ, with a classical potential:
V = −µ2φ†φ + λH
4
(φ†φ)2 , (3.1)
φ =
(
φ+
φ0
)
,
where λH is the Higgs self-interaction coupling and µ
2 > 0, otherwise spontaneous EW-
symmetry breaking would not be possible.
This potential has its minimum at:
|φ| =
√
2µ√
λH
≡ v√
2
, (3.2)
where v ≡ 2µ/√λH is interpreted as the expectation value of the quantum field φ0 in the
quantum vacuum (vacuum expectation value, vev) at least at tree level, and it is related
to the W± and Z0 boson masses through the relations:
mW± =
vg
2
∼ 80 ≈ GeV , (3.3)
mZ0 =
v
2
√
g2 + g′2 =
mW±
cos θW
∼ 91 ≈ GeV ,
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where g and g′ are the EW gauge couplings and θW is the Weinberg angle.
The first term in the Higgs potential Eq. (3.1) can be taken as the Higgs mass term:
mH =
√
2µ = v
√
λH
2
. (3.4)
If the Higgs potential is to be treated perturbatively (λH . O(1)) and taking into account
the experimental value of v = 246 GeV [1], the Higgs mass needs to be of the order of
O(100 GeV).
The second term in the Higgs potential is quartic in the Higgs field and gives a quadrati-
cally divergent correction to the Higgs-squared-mass, as shown in Figure 3.2:
Figure 3.2: Scalar one-loop quantum correction to the Higgs squared-mass.
∼ λH
∫
Λuv
0
d4k 1
k2 − m2H
∼ λHΛ2uv (3.5)
The parameter Λuv is the cut-off of the theory, an upper limit up to which the SM would
be valid and beyond which the existence of NP is hypothesised. Adding this contribution
to the Higgs “bare mass”, the physical µ parameter turns out to be:
µ2physical = µ
2 − λHΛ2uv . (3.6)
There are several solutions to this equation:
· O(µ2) ∼ O(λHΛ2uv): the “bare mass” is of the same order as the cut-off of the theory.
This is the so-called Fine Tuning problem, meaning that the value of the bare mass
needs to be set to the same scale as the new physics scale.
· Solutions like the Little Higgs theory [26], where theHiggs boson is a pseudo-Goldstone
boson arising from some global symmetry breaking at the TeV scale, or technicolor [21],
where SUSY breaking occurs “dynamically” as a result of a new strong interact-
ing sector with a mass scale in the TeV region and scalar states formed as fermion-
antifermion bound states.
· The divergent term λHΛ
2
uv is somehow cancelled.
Concerning the last option, consider the interaction of the Higgs with a SM fermion
through the Yukawa coupling λf , displayed in Figure 3.3:
Figure 3.3: Fermionic one-loop quantum correction to the Higgs squared-mass.
∼ −|λf |2Λ2uv (3.7)
This diagram would give a contribution to the Higgs squared-mass which would exactly
cancel the divergent term in Eq. (3.5), provided that λH = |λf |2. This condition is naturally
given by Supersymmetry, as it will be seen in the following. It is worth noting that this
kind of quadratic divergences affect only the scalar sector. The rest of masses in the SM
get logarithmic corrections in Λuv, thus avoiding the fine-tuning problem.
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3.1.2 Formal description of SUSY
The conservation of basic symmetries in Physics has been proven to be very successful. The
Haag-Lopuszanski-Sohnius extension of the Coleman-Mandula theorem [76, 77] states that no
further transformations of the Lorentz group can exist besides the four-momentum space-time
translations (generated by Pµ) and the angular momentum transformations (generated by the
antisymmetric tensor Mµν), except for objects transforming as spinors. This is exactly the kind
of symmetry that SUSY proposes.
SUSY is defined as a symmetry relating fermions and bosons in such a way that every parti-
cle in the SM gets a supersymmetric partner (sparticle) with exactly the same quantum numbers
and couplings except for the spin, that varies in ±1/2. This way, the relation λH = |λf |2 automa-
tically holds, not only at tree-level but also at any order in perturbation theory, and the Higgs
mass is free of quadratic divergences.
The generator of such transformations must be a spinor, Q, fulfilling the equations:
Q |Boson〉 = |Fermion〉; Q |Fermion〉 = |Boson〉 , (3.8)
{Q, Q†} = σµPµ , (3.9)
{Q, Q} = {Q†, Q†} = 0 ,
[σµPµ, Q] = [σµPµ, Q†] = 0 .
As usual, σµ are the 2 × 2 Pauli matrices.
In theories involving CP violation, like the SM, Eq. (3.9) properly define the SUSY algebra.
The single-particle states of a supersymmetric theory fall into irreducible representations
of the supersymmetric algebra, called supermultiplets. Each supermultiplet contains the same
number of fermionic and bosonic degrees of freedom (d.o.f.), called superpartners of each other.
Because of the commutation of Q with the gauge transformations generators, particles inhabit-
ing the same irreducible supermultiplet must have the same electric charge, weak isospin and
color d.o.f. They must also have the same mass since Q commutes with Pµ as well.
There are several supermultiplet composition possibilities but in this thesis only two of them
will be used:
· Chiral or matter or scalar supermultiplet, where all fermions in the SM and the Higgs
boson live. It contains one Weyl fermion (ψ) and one complex scalar field (φ).
· Gauge or vector supermultiplet, where all gauge vector bosons of the SM live. It contains
one massless spin-1 vector (A) and one massless Weyl fermion (λ).
In a supersymmetric field theory, the interactions and masses of all particles are determined
by their gauge transformation properties and by the superpotential W. By construction, W has
to be an analytic function of the superfields, single objects that contain all of the bosonic and
fermionic fields within the corresponding supermultiplet: Φi ⊃ (φi, ψi)1). The only renormalis-
able terms allowed are of the form [2]:
W = LiΦi + 12 M
i j
ΦiΦ j + 16 y
i jk
ΦiΦ jΦk (3.10)
1)From now on, superfields will be denoted with a hat and supersymmetric particles, with a tilde. For example, Hu
denotes the spin-0 higgs doublet, ˜Hu denotes its supersymmetric partner and Ĥu denotes the Higgs superfield contain-
ing the two previous ones.
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· Li is only allowed if Φi is a gauge singlet. The scenario used in this work is based on the
Minimal Supersymmetric Model (MSSM) containing the minimum field and interaction
content that is able to reproduce the known phenomenology, described in Section 3.1.3.
There are no such terms in the MSSM, so Li terms will not be taken into account.
· Mi j is the symmetric mass matrix. Its entries can only be non-zero for supermultiplets
Φi,Φ j that transform under the gauge group in representations that are conjugate of each
other.
· yi jk are the dimensionless Yukawa couplings of a scalar and two fermions. They can only
be non-zero when Φi,Φ j,Φk transform in representations that can combine to form a sin-
glet. yi jk must be symmetric under the interchange of any of its indices. Hence, for each
term of the form yi jkφiψ jψk there must also exist yi jkφ jψiψk and yi jkφkψiψ j.
In a given theory, only a subset of the parameters Li, Mi j, yi jk is allowed to be non-zero. This
condition is determined by the requirements of gauge invariance for the given supermultiplet
content of the theory.
Because of the structure of supersymmetric theories — only terms analytic in the complex
scalar fields allowed — up-type (down-type) quarks can only interact and get masses through
a Y = +1/2 (−1/2) Higgs supermultiplet. As a result, two Higgs doublets are needed in SUSY:
Hu = (H+u ,H0u) and Hd = (H0d,H−d ) . A second reason for this need of two Higgs doublet can be
found in the gauge anomaly cancellation. In the SM the gauge anomaly is cancelled due to the
null sum of all left-handed Weyl fermionic d.o.f. third component of the hypercharge.
Tr[T 23 Y] = Tr[Y3] = 0 (3.11)
This cancellation would be spoiled if only a Higgs supermultiplet with Y = +1/2 or Y = −1/2
was considered.
Once the superpotential is defined, its derivatives W i = δW/δΦi and W i j = δ2W/δΦiδΦ j can be
used to write a lagrangian containing the chiral and gauge supermultiplets necessary to repro-
duce the SM phenomenology and which is invariant under supersymmetric transformations:
Linv = −Dµφ∗iDµφi + iψ†iσ¯µDµψi − 12(W
i jψiψ j +W∗i jψ
†iψ† j) − W∗i W i (3.12)
−1
4
FaµνFµνa + iλ†aσ¯µDµλa −
√
2g(φ∗T aψ)λa −
√
2gλ†a(ψ†T aφ) − 1
2
∑
a
g2a(φ∗T aφ)2 .
The gauge supermultiplets are formed by the massless Weyl fermion gauginos λa and the
massless gauge boson fields Aaµ that are included in the Faµν currents, defined as in the SM in
terms of the gauge coupling g and the totally antisymmetric structure constants f abc, that define
the gauge symmetry group together with its generators, the hermitian matrices (T a)ij satisfying
[T a, T b] = i f abcT c:
Faµν = ∂µAaν − ∂νAaµ + g f abcAbµAcν (3.13)
Covariant derivatives have been included in the lagrangian instead of regular derivatives
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for the complete lagrangian to be invariant under supersymmetry transformations:
X → X + δX; (X = φi, ψi,Wi, Aaµ, λaα, Da) , (3.14)
δφi = ǫψi ,
δ(ψi)α = −i(σµǫ†)αDµφi − ǫαWi ,
δWi = iǫ†σ¯µDµψi −
√
2g(T aφ)iǫ†λ†a ,
δAaµ = −
1√
2
(ǫ†σ¯µλa + λ†aσ¯µǫ) ,
δλaα =
i
2
√
2
(σµσ¯νǫ)αFaµν +
1√
2
ǫαDa ,
δDa =
i√
2
(−ǫ†σ¯µDµλa + Dµλ†aσ¯µǫ) ,
where ǫ is an infinitesimal, anticommuting, two-component Weyl fermion object parameteris-
ing the supersymmetry transformation. In general, global supersymmetry is considered (∂µǫ
µ
=
0) unless gravity is included. In that case, as it is in the mSUGRA model that will be presented
later, local supersymmetry takes places.
Da is an auxiliary field fulfilling the equation of motion Da = −g(φ∗T aφ), once the gauge
supermultiplets are coupled to chiral supermultiplets.
And the covariant derivatives are defined as:
Dµφi = ∂µφi − igAaµ(T aφ)i , (3.15)
Dµφ∗i = ∂µφ∗i + igAaµ(φ∗T a)i ,
Dµψi = ∂µψi − igAaµ(T aψ)i ,
Dµλa = ∂µλa + g f abcAbµλc .
In Eq. (3.12), the superpotential W and its derivatives give rise to interaction terms between
the scalar φi and fermionic ψi members of chiral supermultiplets. Discarding the singlet terms,
it is defined as:
W =
1
2
Mi jΦiΦ j +
1
6y
i jk
ΦiΦ jΦk , (3.16)
W i =
δW
δΦi
= Mi jΦ j +
1
2
yi jkΦ jΦk ,
W i j =
δ2W
δΦiδΦ j
= Mi j + yi jkΦk .
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When developing the lagrangian Linv the following terms arise:
Linv = −Dµφ∗iDµφi + iψ†iσ¯µDµψi (3.17)
−1
2
(Mi jψiψ j + M∗i jψ†iψ† j) (3.18)
−1
2
(yi jkΦiψ jψk + y∗i jkΦ∗iψ† jψ†k) (3.19)
−(Mi jM∗ilΦ jΦ∗l (3.20)
+
1
2
Mi jy∗ilmΦ jΦ
∗l
Φ
∗m
+
1
2
M∗i jy
ilm
Φ
∗ j
ΦlΦm (3.21)
+
1
4
yi jky∗ilmΦ jΦkΦ
∗l
Φ
∗m) (3.22)
−1
4
FaµνFµνa − iλ†aσ¯µDµλa (3.23)
−
√
2g(φ∗T aψ)λa −
√
2gλ†a(ψ†T aφ) (3.24)
−1
2
∑
a
g2a(φ∗T aφ)2 . (3.25)
Listed below is the information each of these terms provide:
· (3.17): kinematic terms for fermions and scalars in chiral supermultiplets (see Figure 3.4).
Figure 3.4: Standard interactions between gauge bosons and fermion or scalar fields that must occur in
any gauge theory because of the form of the covariant derivative; they come from Eqs. (3.15) inserted in
the kinetic part of the Lagrangian Eq. (3.17).
· (3.18): mass terms for fermions in chiral supermultiplets.
· (3.19): interaction terms for two fermions and one scalar from chiral supermultiplets (see
Figure 3.5).
Figure 3.5: The dimensionless non-gauge interaction vertices in a supersymmetric theory: scalar-
fermion-fermion Yukawa interaction yi jk and its complex conjugate interaction.
· (3.20): mass terms for scalars in chiral supermultiplets. Note that the mass matrix is the
same as for fermions, so that scalars and fermions in the same supermultiplets get the
same masses, as they must when SUSY is an exact symmetry.
· (3.21): interaction terms for three scalars in chiral supermultiplets (see Figure 3.6).
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Figure 3.6: Supersymmetric dimensionful couplings: (scalar)3 interaction vertex Mi jy∗ilm and its conjugate
interaction.
· (3.22): interaction terms for four scalars in chiral supermultiplets. The relation between
yi jk and y∗i jk is exactly of the type needed to cancel the quadratic divergences in scalar
masses quantum corrections (see Figure 3.7).
Figure 3.7: The dimensionless non-gauge interaction vertices in a supersymmetric theory: quartic scalar
interaction yi jky∗ilm.
· (3.23): kinematic terms for gauge supermultiplets fields (see Figure 3.8).
Figure 3.8: Interactions of gauge bosons, which derive from the first term in Eq. (3.23), when the gauge
group is non-Abelian, for example for SU(3)C color and SU(2)L weak isospin.
· (3.24): interaction terms for scalar-fermion-gaugino (see Figure 3.9).
Figure 3.9: Coupling of a gaugino to a chiral fermion and a complex scalar.
· (3.25): 4-scalar interaction terms (see Figure 3.10).
Figure 3.10: (scalar)4 interaction.
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If SUSY was an exact symmetry, supersymmetric partners of SM components would have
already been discovered. The fact that this is not the case indicates that, if SUSY exists, it has to
be broken in a way such that the relation λH = |λf |2 holds in the broken theory.
Various scenarios have been proposed to explain how SUSY breaking is realised. Sponta-
neous symmetry breaking is the most elegant mechanism to obtain such a result, however, it is
not known how spontaneous breaking occurs in SUSY. One alternative to obtain phenomeno-
logical observables for SUSY searches is to keep a part of the lagrangian invariant under super-
symmetric transformations (Linv) and parameterise our ignorance by adding a new part, Lsoft,
that explicitly breaks SUSY through soft (of positive mass dimension) terms, and which do not
compromise the cancellations in the scalar mass divergences:
LSUSY = Linv + Lsoft . (3.26)
The most general lagrangian that explicitly breaks SUSY at low energy scale with soft terms
(excluding negligible terms and tadpoles for single fields) is [2]:
Lsoft = −
(
1
2
Maλaλa +
1
6 a
i jkφiφ jφk +
1
2
bi jφiφ j
)
+ c.c. − (m2)ijφ∗ jφi . (3.27)
This soft lagrangian respects all SM gauge symmetries, which forbid mass terms for SM
non-scalar particles. However, mass-terms for gauginos (Ma) and scalar fields ((m2)ij) are gauge-
invariant so they are always allowed by symmetries (while ai jk and bi j may be not) and give
mass to all sparticles. Hence, the soft lagrangian explicitly breaks SUSY when including such
mass terms.
As a conclusion, masses for all known massive particles (SM) are protected by gauge sym-
metries and can only come from EW-symmetry breaking (EWSB). On the opposite, their super-
partners’mass terms are gauge invariant and can be included in the theory (explicitly breaking
SUSY), allowing them to be heavier.
The terms in Lsoft have been proven to be free of quadratic divergences in the scalar mass
quantum corrections to all orders in perturbation theory.
Using an argument analogue to the one used to estimate the upper value of the SM Higgs
mass in Eq. (3.4), the largest mass scale associated with the soft terms, msoft, can be derived:
msoft ∼ 1 TeV . (3.28)
3.1.3 MSSM
As it was stated previously, SUSY theories interactions and masses are determined by their
gauge transformation properties and by the superpotential W, in which only a subset of the
parameters Li, Mi j, yi jk in Eq. (3.10) can be non-zero. In the Minimal Supersymmetric Model
(MSSM) [?], this subset is chosen to include the minimal content to produce a phenomenologi-
cally viable, gauge invariant model. The superpotential that gives these conditions is:
W invMSSM = ˆ¯uyuQ̂Ĥu − ˆ¯dydQ̂Ĥd − ˆ¯eyeL̂Ĥd + µĤuĤd . (3.29)
At this point, the need to include two types of Higgs doublets becomes very clear, besides the
anomaly cancellation: the u¯QHu Yukawa term will end up giving mass to the up-type quarks.
In order to give mass to the down-type quarks, a ¯dQH∗u term would be necessary, but since the
superpotential must be analytic in the scalar fields, such term is forbidden by the structure of
supersymmetry. Hence, a second type of Higgs boson is needed to give masses to the down-
type quarks through the terms ¯dQHd.
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The MSSM particle content can be found in Tables 3.1 and 3.2 and it defines the scalar,
fermionic, gauge and gaugino fields to be taken into account in the lagrangian defined by
Eq. (3.12):
φ = ˜Q, ˜u¯, ˜¯d, ˜L, ˜e¯, Hu, Hd , (3.30)
ψ = Q, u¯, ¯d, L, e¯, ˜Hu, ˜Hd ,
A = g,W±,0, B0 ,
λ = g˜, W˜±,0, ˜B0 .
Table 3.1: Chiral supermultiplets in the MSSM.
Names Superfield spin 0 spin 1/2 SU(3)C, SU(2)L, U(1)Y
squarks, quarks Q̂ (u˜L ˜dL) (uL dL) (3, 2, 16 )
(× 3 families) ˆ¯u u˜∗R u†R (¯3, 1, − 23 )
ˆ¯d ˜d∗R d
†
R (
¯3, 1, 13 )
sleptons, leptons L̂ (ν˜ e˜L) (ν eL) (1, 2, − 12 )
(× 3 families) ˆ¯e e˜∗R e†R (1, 1, 1)
Higgs, higgsinos Ĥu (H+u H0u) ( ˜H+u ˜H0u) (1, 2, + 12 )
Ĥd (H0d H
−
d ) (
˜H0d ˜H
−
d ) (1, 2, − 12 )
Table 3.2: Gauge supermultiplets in the MSSM.
Names spin 1/2 spin 1 SU(3)C, SU(2)L, U(1)Y
gluino, gluon g˜ g (8, 1, 0)
winos, W bosons W˜± W˜0 W± W0 (1, 3, 0)
bino, B boson ˜B0 B0 (1, 1, 1)
Besides the Linv
MSSM
, determined by the superpotential Eq. (3.29), the MSSM contains a la-
grangian explicitly breaking SUSY. The corresponding version of Eq. (3.27) for the MSSM is:
LsoftMSSM = −
1
2
(M3g˜ag˜a + M2W˜aW˜a + M1 ˜B ˜B) (3.31)
−( ˜u¯au ˜QHu + ˜¯dad ˜QHd + ˜e¯ae ˜LHd)
− ˜Q†m2
˜Q ˜Q − ˜L†m2˜L ˜L − ˜u¯m2˜u¯ ˜u¯† − ˜¯dm2˜¯d
˜
¯d† − ˜e¯m2
˜e¯
˜e¯†
−m2Hu H∗uHu − m2Hd H∗d Hd
−(bHuHd + c.c.) .
This Lsoft
MSSM
introduces 105 new free parameters including masses, phases and mixing an-
gles [81], although many of them are very restricted and experimentally constrained [82]. This
huge number of parameters gets very much reduced if one accepts some way to spontaneously
break SUSY at a high energy scale.
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3.1.3.1 Mass spectrum
In the SM, masses of all particles are determined by the Higgs vev and the corresponding
gauge or Yukawa couplings. In SUSY there are two Higgs doublets that get vevs after EWSB
and masses of all particles are given by a combination of these two vevs: Let vu be the H0u vev
and vd be the H0d vev. Then:
v2u + v
2
d = v
2
=
4m2Z
g′2 + g2
≈ (246 GeV)2 . (3.32)
A useful parameter can be defined whose value is not fixed by present experiments:
tan β =
vu
vd
. (3.33)
The discussion of the sparticle masses is complicated by the mixing phenomena: after sym-
metry breaking, mixing will in general occur between any fields which have the same color,
charge and spin.
1. Higgs.
Two doublets of complex scalar fields give a number of eight d.o.f. in the Higgs sector. Af-
ter EWSB, three of these d.o.f. are absorbed into the pseudo-goldstone Z0 and W± bosons.
The remaining five d.o.f. form five Higgs fields: two CP-even neutral fields (h0 and H0,
with mh0 < mH0), one CP-odd neutral field (A0) and two charged fields (H±).
The masses of H0, A0 and H± can be arbitrarily large, but h0 mass is limited by the experi-
mental value of mZ0 . At leading order, the inequality mh0 < mZ0 | cos(2β)| holds although the
squared mass of h0 is subject to important quantum corrections. After including several
contributions such as those from top and stop loops, top-squarks mixing and others, a
bound is obtained [1]:
mh0 ≤ 135 GeV . (3.34)
2. Neutralinos and charginos.
After SUSY breaking, higgsinos and gauginos mix to form mass eigenstates:
· ˜H0u , ˜H0d , ˜B
0 and W˜0 mix to form four neutralinos, χ˜0i , by convention defined so that:
mχ˜01
< mχ˜02
< mχ˜03
< mχ˜04
;
χ˜01 usually appears to be the Lightest Supersymmetric Particle (LSP), unless there is
a lighter gravitino.
· ˜H+u , ˜H−d , W˜
+ and W˜− mix to form four charginos, χ˜±i , by convention defined as:
mχ˜±1 < mχ˜
±
2
.
In the gauge-eigenstate basis (ϕ0)T = ( ˜B0, W˜0, ˜H0d , ˜H0u) the neutralino mass term can be
written as:
Lχ˜0mass = −
1
2
(ϕ0)T Mχ˜0ϕ0 + c.c. , (3.35)
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where
Mχ˜0 =

M1 0 −g′vd/
√
2 g′vu/
√
2
0 M2 gvd/
√
2 −gvu/
√
2
−g′vd/
√
2 gvd/
√
2 0 −µ
g′vu/
√
2 −gvu/
√
2 −µ 0
 . (3.36)
Analogously, the chargino mass term can be written in the gauge-eigenstate basis ϕ± =
(W˜+, ˜H+u , W˜−, ˜H−d ) as:
Lχ˜±mass = −
1
2
(ϕ±)T Mχ˜±ϕ± + c.c. , (3.37)
where
Mχ˜± =
(
0 XT
X 0
)
, (3.38)
with
X =
(
M2 gvu
gvd µ
)
=
(
M2
√
2 sin βmW√
2 cos βmW µ
)
. (3.39)
Mass eigenstates are related to gauge eigenstates by two unitary 2 × 2 matrices U and V
according to: (
χ˜+1
χ˜+2
)
= V
(
W˜+
˜H+u
)
,
(
χ˜−1
χ˜−2
)
= U
(
W˜−
˜H−d
)
. (3.40)
Note that the mixing matrix for the positively charged left-handed fermions is different
from that for the negatively charged left-handed fermions. They are chosen so that:
U∗XV−1 =
(
mχ˜±1 0
0 mχ˜±2
)
(3.41)
After diagonalising these matrices, masses for neutralino and chargino mass eigenstates
are obtained as a function of M1, M2, vu, vd, g and g′. Important corrections to this LO
masses are derived by 1-loop corrections.
3. Squarks and sleptons.
Any scalars with the same quantum numbers can mix. In principle, three 6 × 6 matrices
of squaredmasses should be diagonalised for (u˜L, c˜L, t˜L, u˜R, c˜R, t˜R), ( ˜dL, s˜L, ˜bL, ˜dR, s˜R, ˜bR) and
(e˜L, µ˜L, τ˜L, e˜R, µ˜R, τ˜R) and a 3 × 3 matrix for (ν˜e, ν˜µ, ν˜τ).
Nevertheless, a general hypothesis is usually assumed: because of the large Yukawa cou-
plings (yt, yb, yτ) compared to the others, the mixing angles between the first two families
are taken to be negligible and their masses are taken to be degenerated in pairs: (u˜L, c˜L),
(u˜R, c˜R), ( ˜dL, s˜L), ( ˜dR, s˜R), (e˜L, µ˜L), (e˜R, µ˜R), (ν˜e, ν˜µ).
Only mixing in the third family is considered for (t˜L, t˜R), (˜bL, ˜bR) and (τ˜L, τ˜R) giving rise to
mass eigenstates (t˜1, t˜2), (˜b1, ˜b2) and (τ˜1, τ˜2).
4. Gluinos.
Gluinos are the only color octet fermions in the theory since SU(3)C is unbroken. As a
result, gluinos do not mix with any other field. Their mass term is simply:
Lg˜amass = −12 M3g˜
ag˜a + c.c. (3.42)
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Table 3.3: The undiscovered particles in the Minimal SupersymmetricModel (with sfermionsmixings for
the first two families assumed to be negligible).
Names Spin PR Gauge Eigenstate Mass Eigenstate
Higgs Bosons 0 +1 H0u H0d H
+
u H−d h
0 H0 A0 H±
u˜L u˜R ˜dL ˜dR (same)
squarks 0 -1 s˜L s˜R c˜L c˜R (same)
t˜L t˜R ˜bL ˜bR t˜1 t˜2 ˜b1 ˜b2
e˜L e˜R ν˜e (same)
sleptons 0 -1 µ˜L µ˜R ν˜µ (same)
τ˜L τ˜R ν˜τ τ˜1 τ˜2 ν˜τ
Neutralinos 1/2 -1 ˜B0 W˜0 ˜Hu ˜Hd χ˜01 χ˜
0
2 χ˜
0
3 χ˜
0
4
Charginos 1/2 -1 W˜± ˜H+u ˜H−d χ˜
±
1 χ˜
±
2
gluino 1/2 -1 g˜ (same)
goldstino 1/2 -1 ˜G (same)
(gravitino) (3/2) -1 ˜G (same)
In Table 3.3, the list of particles predicted by the Minimal Supersymmetric Model which
have not been observed so far, is shown.
3.1.4 mSUGRA
The Super Gravity (SUGRA) model [83] adopts a conventional ansatz assuming the trans-
mission of supersymmetry breaking via gravity. In this model, spontaneous SUSY breaking
sector connects with the MSSM dominantly through gravitational-strength interactions. This
means that the supergravity effective lagrangian contains non-renormalisable terms — like all
known theories that include general relativity — that communicate between the two sectors.
Fortunately, non-renormalisable interactions can be neglected for most phenomenological pur-
poses because their effects at energies E ordinarily accessible to experiments are typically sup-
pressed by powers of E/MP.
Still there are some interests for non-renormalisable terms:
1. Several very rare processes can only be described using an effective lagrangian that in-
cludes non-renormalisable terms.
2. They are important to study physics at very high energies, for instance the early universe.
3. Non-renormalisable terms can be important in understanding how SUSYbreaking is trans-
mitted to the MSSM.
In a “minimal” form of the normalisation of kinetic terms and gauge interactions in the full
non-renormalisable supergravity lagrangian, a dramatic simplification occurs: one common
coupling appears for the three gauginos, one for all scalars, one for all three-field interactions
and one for all two-field interactions, in a way that makes all gauginos to be degenerated and
all squark, sleptons and higgsinos to be degenerated at the Planck mass scale:
M1 = M2 = M3 = m1/2 , (3.43)
m2Q = m
2
u¯ = m
2
¯d = m
2
L = m
2
e¯ = m
2
0 · 1; m
2
Hu = m
2
Hd = m
2
0 ,
au = A0yu; ad = A0yd; ae = A0ye ,
b = B0µ .
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The strength of the two-field interaction, B0 and the parameter of the Higgs mass term, µ,
can be substituted by tan β and the sign of the µ term, sgn(µ). Hence, the minimal Super Gravity
(mSUGRA) [84] model can be determined by only five parameters: the fermions mass at the
Planck scale, m1/2; the scalars mass at the Planck scale, m0; the coupling strength for three-field
interactions, A0; the ratio of the vevs of the two neutral Higgses, tan β; and the sign of the Higgs
mass term, sgn(µ).
Following the boundary conditions of mSUGRA, the RGEs for the running masses will give
different masses for all different particles at energies E where experiments work. From these
RGEs, it turns out that masses of squarks should be larger than those of sleptons. In Figure 3.11
a picture of this situation is represented (see Ref. [1] for details).
Figure 3.11: RG evolution of scalar and gaugino mass parameters in the MSSM with typical minimal
supergravity-inspired boundary conditions imposed at Q0 = 2.5 × 1016 GeV. The parameter µ2 + m2Hu runs
negative, provoking electroweak symmetry breaking.
3.2 R-parity violation (RPV)
In the previous section, the minimal supersymmetric model able to reproduce the known
phenomenology was introduced. However, there are many additional terms that one can write
which are gauge invariant and analytic in the superfields. Among them, terms violating either
baryon (B) or total lepton (L) numbers are in principle allowed to enter in the SUSY superpo-
tential in the form:
W inv
∆L=1 =
1
2
λi jk L̂iL̂ j ˆ¯ek + λ′i jk L̂iQ̂ j ˆ¯dk + ǫi L̂iĤu , (3.44)
W inv
∆B=1 =
1
2
λ′′i jk ˆ¯ui ˆ¯d j ˆ¯dk , (3.45)
where ǫ and λ, λ′, λ′′ are couplings of the type of Mi j and yi jk in Eq. (3.10), respectively.
There does not exist any theoretical reason for these quantum numbers to be conserved. In
fact in the SM, although no renormalisable terms exist that violate B or L, they are both violated
by non-renormalisable electroweak effects.
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For the sake of simplicity, most of the SUSYmodels choose to deliberately exclude this kind
of terms. To do so, one can simply assume B and L conservation, but that would clearly be a
step backwards since this assumption is absent in the SM, where only the conservation of B− L
is present.
One option is to impose the conservation of B− L through the conservation of Matter Parity,
a discrete multiplicative quantum number defined as:
PM = (−1)3(B−L) . (3.46)
The main feature of this operator is that it commutes with SUSY, so particles in the same
supermultiplet have the same PM. Quark and lepton supermultiplets have PM = −1; Higgs
supermultiplets have PM = +1; gauge bosons and gauginos do not carry any baryon or lepton
number, so they are assigned PM = +1.
One advantage of this operator is that it could be an exact symmetry, which B and L them-
selves could not since they are known to be violated by non-perturbative EW effects. So even if
PM is conserved, B and L could be violated in the same tiny amount. Nevertheless, no renormal-
isable terms exist that violate B or L in a way such that B − L is preserved. Thus, conserving PM
would imply conserving both B and L, and terms in Eq. (3.44) and (Eq. 3.45) would be excluded.
A more phenomenologically useful way to preserve B and L is through the conservation of
R-parity. It is also a discrete multiplicative quantum number defined as:
PR = (−1)3(B−L)+2s , (3.47)
where s stands for the spin.
The operator PR does not commute with SUSY, so particles in the same supermultiplet do
not share the same value for PR. Instead, all of the SM particles have the same PR = +1 and all
of their superpartners have PR = −1.
The assumption of R-parity conservation (RPC), as it is taken in the MSSM, leads to four
main consequences:
1. The lightest supersymmetric particle (LSP) must be stable and neutral. Otherwise, if they
participated in electromagnetic and/or strong interactions, LSPs surviving the Big Bang
era would have bound with nuclei, forming objects with unusually large charge to mass
ratios [85] [86].
2. Being neutral and stable weakly interacting massive particles, LSPs become viable Dark
Matter (DM) candidates in the case of RPC.
3. Each sparticle must decay into an odd number of sparticles.
4. In collider experiments, sparticles are produced in even numbers.
As a result, RPC SUSY events in collider experiments will end up having two massive stable
neutral LSPs, that will escape their detection. Hence, these events are characterised by large
unbalanced energy signals. At the LHC, where the parton z-direction energy is not well defined
and the energy balance is measured in the x − y plane only, this is translated into large missing
transverse energy (EmissT ).
There is no fundamental motivation for R-parity to be an exact symmetry. In the case it is
not, its breaking should be through feeble interactions since B or L violating processes have
never been observed experimentally. The most obvious experimental constraint to R-parity
violation comes from the non-observation of the proton decay, which would violate both B and
L, through the diagram in Figure 3.12.
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Figure 3.12: Example of proton decay through both B and L violation.
Γp→e+π0 = m
5
p
∑
i=2,3 |λ′11iλ′′11i|2
m4
˜di
(3.48)
If |λ′11iλ′′11i| ∼ O(1) and m
˜di ∼ O(1 TeV), then the proton would decay in a tiny fraction of a
second, whilst experimental limits for the proton lifetime are τp > 1031 to 1033 years, depending
on the decay mode (τp→e+π0 > 8.2 × 1033 years) [14].
If R-parity is finally broken, the RPC consequences enumerated above are no longer valid.
The LSP would not be stable (the LSP looses validity as a DM candidate, still axion-like graviti-
nos or majoron could occupy this place [22,23]) and it could be strongly interacting or charged.
In this case, mSUGRA parameters leading to τ˜−LSP are also viable [38].
3.2.1 Bilinear R-parity violation (bRPV)
Among the differentways to break R-parity, there are several reasons to focus on the bilinear
term in Eq. (3.44). As it was already mentioned, the preferred mechanism to break a symmetry
is spontaneously. This also applies to PR, which can be spontaneously broken at high energy
scales through the violation of L while B is conserved. Hence, breaking L seems more natu-
ral than breaking B. In Eq. (3.44) there are one kind of bilinear and two kinds of trilinear terms
which break lepton number. If RPV is induced by any of the trilinear terms, it is unavoidable for
the theory to contain bilinear terms, since they arise from the Renormalisation Group Evolution
(RGE) of the trilinears. In contrast, it is perfectly consistent to have an R-parity breaking through
bilinear terms without the presence of trilinear ones [?]. In addition, after the symmetry break-
ing through the bilinear terms, neutrinos naturally acquire masses as it will be shown later. At
low energy scale, these same effects are explicit through bilinear terms and the corresponding
soft SUSY breaking terms.
Hence, bRPV-mSUGRA is the simplest effective model, showing the most important fea-
tures of spontaneous R-parity symmetry breaking at the weak scale and moreover naturally
providing neutrino masses accounting for the current oscillation data [16].
In order to include bRPV, the following terms are added to the superpotential (for details on
this model see Ref. [87–89]):
W invbRPV = ǫiL̂iĤu and W
soft
bRPV = −Biǫi ˜Li ˜Hu (3.49)
In general, there is no basis where both sets of bilinear RPV terms (ǫiL̂iĤu and Biǫi ˜Li ˜Hu) can be
eliminated at the same time.
EW symmetry is broken when the two Higgs doublets and neutral component of the slepton
doublets, ˜Li, acquire vevs. Then:
m2W =
1
4
g2v2; v2 = v2u + v
2
d + v
2
1 + v
2
2 + v
2
3 ∼ (246 GeV)2 , (3.50)
where v1, v2, v3 are vevs for the three sneutrinos. In the following, the definition of tan β = vu/vd
is preserved.
In addition to the mSUGRA parameters, bRPV introduces a new set of parameters: ǫi, Bi and
vi, with i = 1, 2, 3.
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· vi are determined by the tadpole equations, which give the minimum of the potential. Re-
quiring the null derivative of the potential with respect to every field, results in a relation
between the vevs vi and the parameters ǫi and Bi.
· Bi and ǫi are constrained by the observed neutrino masses and mixing angles.
· universality of Bi = B is usually assumed.
Finally, only three constrained free parameters are left, ǫi, in addition to the five mSUGRA
parameters. Parameters Bi are usually traded by the alignment parameters, Λi = µvi + vdǫi,
which are more directly related to the neutrino - neutralino properties.
It has been confirmed that current neutrino oscillation parameters [16] can be well repro-
duced provided |ǫi| ≪ |µ|, where µ denotes the SUSY bilinear mass parameter [90]. A proper
value of ∆m2atm can be easily obtained by an appropriate choice of |
−→
Λ|.
The bRPV terms give rise to mixing between SM and SUSY particles. After EWSB, gauginos,
higgsinos and neutralinos mix in a 7×7 massmatrix to givemass eigenstates. General Eqs. (3.35)
and (3.36) in the MSSM, become:
Lχ˜0mass = −
1
2
(ϕ0)TMNϕ0 + c.c. , (3.51)
(ϕ0)T = ( ˜B0, W˜0, ˜H0d , ˜H0u , νe, νµ, ντ) ,
MN =
(
Mχ˜0 mT
m 0
)
, (3.52)
where Mχ˜0 is the same as in the MSSM, Eq. (3.36), and
m =
 −
1
2 g
′v1 12 gv1 0 ǫ1
− 12 g′v2 12 gv2 0 ǫ2
− 12 g′v3 12 gv3 0 ǫ3
 . (3.53)
By diagonalising MN, mass eigenvalues for the mass eigenstates are obtained:
N∗MNN = diag(mχ˜01 ,mχ˜02 ,mχ˜03 ,mχ˜04 ,mν1 ,mν2 ,mν3) . (3.54)
If RPV parameters are small, then one can find an approximate solution for the mixing matrix
N such that at leading order (LO):
mν1 = mν2 = 0 ; (3.55)
mν3 =
M1g2 + M2g′2
4det(MN) |
−→
Λ|2 , (3.56)
and the following relations between the alignment parameters and the neutrino mixing angles
arise:
tan θ13 =
Λe√
(Λ2µ + Λ2τ)
, (3.57)
tan θ23 =
Λµ
Λτ
. (3.58)
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bRPV naturally predicts a hierarchical neutrino mass spectrum where one neutrino acquires
mass by mixing with neutralinos at LOwhile the other two acquire mass only through radiative
corrections, which have been calculated to 1-loop in this model. Tree level scale correspond to
the atmospheric scale where solar neutrino oscillations do not take place. This only happens
when loops are included [88].
The main phenomenological consequence of RPV is the instability of the LSP and its decay
to SM particles. In the case of bRPV, the allowed decays are given by the bilinear terms in
Eq. (3.44). In in scenarios where the lightest neutralino is the LSP, its main decays are:
· leptonic decays : · semi − leptonic decays :
χ˜01 → νℓ+ℓ−; with ℓ = e, µ χ˜01 → νqq¯
χ˜01 → ντ+τ− χ˜01 → τq′q¯
χ˜01 → νℓτ χ˜01 → ℓq′q¯
· invisible decays : χ˜01 → νb¯b
χ˜01 → ννν
(3.59)
It should be mentioned that many intermediate states contribute to the above decays, like
gauge bosons or scalars. Depending on the spectrum, some of these final states can be domi-
nated by 2–body decays. For instance, the decay χ˜01 → lq′q¯ can be dominated by the 2–body
decay χ˜01 → lW followed by W → q′q¯. In other RPV scenarios, similar decay modes are allowed
as for example in the case λ′ , 0, where the decay χ˜01 → lq′q¯ is also significant. This fact can be
used to interpret various scenarios in an analysis based on the search for final states involving
one lepton and two jets, requiring an invariant mass of the pair of jets to be close to the W mass
in the case of bRPV and with no constraints on this variable for the trilinear RPV case.
In terms of branching ratios (BR), the relation Eq. (3.58) can be written as:
tan θ23 =
Λµ
Λτ
∼ BR(χ˜
0
1 → Wµ)
BR(χ˜01 → Wτ)
∼ BR(χ˜
0
1 → qqµ)
BR(χ˜01 → qqτ)
(3.60)
The smallness of the neutrino masses ensure very small parameters ǫi, so that all the predic-
tions of superparticle productions and decays down to the LSP remain essentially the same as
in mSUGRA with the only difference being that the LSP is predicted to decay with its lifetime
and BRs determined in terms of the abovementioned bRPV parameters and the gaugino mass
parameters. It has been shown that, despite the smallness of bRPV indicated by the neutrino
data, its effects can be tested and the model falsified at the LHC.
Although bRPV parameters are very much constrained by neutrino experiment data and
cosmology observations (solar angle relatively well determined; atmospheric angle and mass
squared splittings relatively large uncertainties [16]) there is still some range allowed. For a
given mSUGRA parameter space point, there is a variation range in the bRPV parameters ǫi and
Λi. This variation does not have a noticeable effect in the production cross section of supersym-
metric states, but it affects the LSP decay length by not more than ≃ 30% for a fixed value of
m1/2 over the allowed range of the bRPV parameters (except at small m0 where light scalars play
an important part in the LSP decay) [88]. Within a large range of bRPV-mSUGRA parameters,
the LSP can live enough to give rise to displaced vertices (DVs), giving thus an extra possible
variable for the searches. The decay length of the neutralino LSP in its rest frame is about 180
mm for mχ˜01 ∼ 80 GeV and goes down inversely as its mass thereafter. Figure 3.13 [?] shows the
χ˜01 LSP decay length distribution for a range of m0 and m1/2 values.
Eq. (3.60) is experimentally interesting for several reasons. Both χ˜01 → µW and χ˜01 → τW are
observable channels whose measurement could shed some light into neutrino physics. Further-
more, since no neutrino is present in any of these decay modes, they are useful instruments to
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try and reconstruct the neutralino mass. Among them two, χ˜01 → µW turns out to be simpler
from an experimental point of view since reconstruction of taus is more complicated than that
of muons. The Branching Ratio for this decay mode is quite considerable, falling in the range
(10% − 40%) depending on the parameter space point. In Figure 3.14 [?] the distribution of this
BR is shown for a range of m0, m1/2.
For these reasons, the aim of this thesis will be the analysis of the χ˜01 → µW decay mode with
two main goals:
1. Discovery / exclusion of the bRPV model in a certain range of the parameter space,
accessible by ATLAS at the LHC.
2. Reconstruction of the χ˜01 LSP mass.
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Figure 3.13: Distribution of the χ˜01 LSP decay length in the χ˜
0
1 rest frame for bRPV-mSUGRA as a function
of m0 and m1/2 for A0 = 0; tan β = 10; sgn(µ) = +. Contour lines in units of mm.
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Figure 3.14: Distribution of the branching ratio BR(χ˜01 → µ±W∓) as a function of m0 and m1/2 for A0 =
0; tan β = 10; sgn(µ) = +.
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Chapter 4
Monte Carlo analysis
4.1 Introduction
Supersymmetry (SUSY) (see Chapter 3) is a theoretically favoured candidate for physics
beyond the Standard Model. If strongly interacting supersymmetric particles are present at the
TeV scale, then such particles should be copiously produced in the pp collisions at the Large
Hadron Collider (see Chapter 2).
In this chapter aMonte Carlo (MC) analysis is performed to search for SUSYwith bilinear R-
parity violation. The aim of the analysis is to test the feasibility of discovering / excluding this
model and that of reconstructing the neutralino LSP mass, looking for its decay χ˜01 → µW. An
example of an event in the bRPVmodel under study, including a χ˜01 decay of the type of interest,
is shown in Figure 4.1. Since one of the objectives of this work is to reconstruct the χ˜01 mass, the
focus will be on the hadronic decay of the W rather than on the leptonic decay. The latter would
only allow an (indirect) mass reconstruction if the observed EmissT could be attributed to the
resulting neutrino. However being the LSP, the χ˜01 will appear twice in every event. Taking
into account that the BR of the neutralino decay channels involving neutrinos is about 95%
(see Section 4.3.1), some LSP-induced EmissT is expected in most of the events. Furthermore, the
hadronic channel of the W is the one with the highest branching ratio, which is around 68%. So
we are looking for a signal containing two jets coming from a W and a muon. Thus, the basic
requirement is for the events to contain at least one muon and at least two jets. In the following,
the whole SUSY production sample will be referred to as “SUSY inclusive” and the sample with
at least one neutralino-LSP decaying in the targeted decay mode as “signal decay”.
−
−
Figure 4.1: Example of a bRPV SUSY signal decay event with χ˜01 → µW(→ qq¯′).
In the context of these requirements, a study is presented for a single bRPV-mSUGRA pa-
rameter space point for three different LHC energies: the LHC nominal energy (14 TeV), an
intermediate energy (10 TeV) and the energy at which the LHC started to work at the end of
2010, and during 2011 (7 TeV). The LHC working-energy plan has gone through a series of
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intermediate steps during its preparation for collision data. At the time of the beginning of this
work all the MC analyses were performed at the LHC nominal energy: 14 TeV. The plan, how-
ever, was for the LHC to start working at 10 TeV, with 5 TeV per beam. The LHC was switched
on for the first time on 10th September 2008. Unfortunately, the 19th September 2008 incident
forced the LHC beams to stop for about one year and the energy for the first collisions was
planned to be diminished down to 7 TeV. On November 12th 2009 beams were back to the LHC
with 450 GeV per beam. After some tests, the energy was raised up to 3.5 TeV per beam, giving
the LHC a total energy of 7 TeV. In each of these steps MC samples have been fully simulated
and analyses have been performed in order to have deep knowledge of what to expect when
data were finally available in any of the LHC scenarios.
One of the main tasks in these analyses with MC samples is to distinguish a sample of bRPV-
mSUGRA signal from the SM background containing common features in their final states,
namely muons and jets. In the case of the LHC, that set is formed mainly by QCD di-jets, t¯t
events, events containing W or Z bosons plus jets, single top events and WW, WZ and ZZ events.
The QCD sample also includes b¯b events, which constitute a considerable source of muons.
In the following subsections these analyses are presented. The work explained in this chap-
ter have been documented, in the 10 TeV case, in the ATLAS Internal Note ATL-PHYS-INT-
2010-042 [91].
4.2 Analysis strategy
This analysis aims at the discrimination of the SM background from the interesting SUSY
events (more specifically, events inwhich the χ˜01-LSP decays in themode χ˜
0
1 → µ±W∓(→ q ¯q′)) and
at the reconstruction of the neutralino-LSP mass through the search for a peak in the invariant
mass distribution of one muon and two jets.
Three main steps are carried out:
• Trigger and preselection:
Since the final objective is the reconstruction of the invariant mass of a muon and two
jets, the high number of potential data events (mainly QCD) can be very much reduced
by requiring every event to contain at least one muon and two jets. This is done by the
application of a relatively high-pT muon trigger and an event preselection in which the
muon that fired the trigger is required to be isolated and high-pT jets are demanded in
every event. This preselection helps selecting interesting events with very high efficiency
for the signal. Trigger and preselection studies are presented in Section 4.4.
• SM background study:
In this second step the bulk of the SM background is expected to be eliminated. This
is done using mainly three event global variables in order to reject the highest number
of SM events while keeping most of the interesting SUSY events. This is developed in
Section 4.5.
• Combinatorial background study:
The final step of the analysis consists of the attenuation of the combinatorial SUSY back-
ground, understood as the combination of jets andmuons which do not come from an LSP.
These combinations are reduced by applying a set of extra cuts on specific discriminating
variables which will be defined in Section 4.6.
After these three steps, the invariant mass of the selectedmuon and pair of jets is constructed
and presented in Section 4.7.
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4.3 Simulated samples
In order to develop this analysis, both the bRPV-mSUGRA signal and all of the possible
background sources coming from SM processes are taken into account. MC samples have been
simulated for the signal and backgrounds in the three-energy configurations using the ATLAS
software framework named Athena [92]. For all of the three-energy configurations, a full simu-
lation process has been followed up, involving four main steps:
1. Generation
It refers to the production of particle four vectors from specified physics processes. There
are many event generators available, each of them specifically developed for a particu-
lar physics process. In the case of the model studied in this work, the generator used
is PYTHIA [93]. This generator includes the option of breaking R-parity through trilin-
ear terms, but bilinear RPV is not implemented. To generate events within bRPV, the
necessary parameters for the generation (masses, branching ratios, decay lifetimes, etc.)
within the model are calculated with SPheno [94] . SPheno uses as input the mSUGRA
parameters and the neutrino physics constraints, and delivers as output the bRPV para-
meters (together with the mass spectra and the decay modes) compatible with these con-
straints. Once those quantities are calculated for a given set of bRPV parameters within
an mSUGRA benchmark point, they are passed to PYTHIA through a SUSY Les Houches
Accord file (SLHA2) [95, 96]. The total cross section for the bRPV signal is calculated by
PYTHIA at Leading Order (LO) and, for the 7 TeV sample, with Prospino [97, 98] at Next-
to-Leading Order (NLO).
2. Simulation
It is the process whereby generated events are passed through a GEANT4 [99] simulation
of the ATLAS detector to produce GEANT4 Hits, i.e. a record of where each particle
traversed the detector and how much energy was deposited.
3. Digitisation
In this step, the GEANT4 Hits from the simulation are subjected to the response of the
detector to produce Digits as produced in the Raw Data from the real detector.
4. Reconstruction
In this last part of the process, the raw data Digits, such as times and voltages, are re-
constructed into tracks and energy deposits. After this step, the shape of the MC data is
exactly the same as that of the real data got from the detector.
4.3.1 Signal samples
Although the channel of interest is χ˜01 → µ±W∓, all possible χ˜01 decay modes were en-
abled during the bRPV-SUSY event generation, since they contribute to the combinatorial back-
ground. All possible SUSY production processes in a proton-proton collider were generated,
dominated by q˜g˜ and q˜q˜ production. For an example on the full list of possible SUSY subpro-
cesses generated for the 7 TeV sample, see in Appendix A, Section A.1. It is worth noting that
the bRPV couplings only affect the SUSY phenomenology in allowing the LSP to decay. Other
than that, the cascade decay from heavier to lighter sparticles proceeds mainly as in the RPC
case. Any observed difference in the branching fraction of the other decays is of the same order
as the discrepancy between the predictions by various spectrum calculators.
54 CHAPTER 4. MONTE CARLO ANALYSIS
It is necessary to mention that the comparison of the three-energy configurations is not
straight-forward since the bRPV-mSUGRA points studied in each of them are slightly different.
The reason for this is based in the continuous improvement of the generation and simulation
tools, which result in a better bRPV parameter determination and in a better description of the
ATLAS detector effects on the generated particles, and in the ATLAS SUSY Working Group
needs and preferences during the time of the development of this thesis.
Despite this fact, the three points share the most important features such as similar branch-
ing ratios for the decay channels of interest and the distributions of missing transverse energy
(EmissT ), effective mass (Meff), number and pT of objects, etc. As an example, distribution of E
miss
T
and number of muons and jets are shown in Figures 4.2 for the three simulated points.
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Figure 4.2: Comparison of the EmissT (top), number of muons with pT > 10 GeV per event (bottom left) and
number of jets with pT > 20 GeV per event (bottom right) distributions for the SUSY inclusive signal in the
three-energy scenarios studied, normalised to unit area. The purple continuous line corresponds to the 7
TeV sample, the green dashed line to the 10 TeV sample and the orange discontinuous line to the 14 TeV
sample.
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The mSUGRA model is defined by five parameters: the common boson mass at the Grand
Unification (GUT) scale m0, the common fermion mass at the GUT scale m1/2, the ratio of the
Higgs vacuum expectation values tan β, the common GUT scale trilinear coupling A0 and the
sign of the Higgs potential parameter µ. Neutrino physics experimental constraints are taken
into account for the bRPV parameters (the three sneutrinos vevs, v1, v2, v3 and the three bi-
linear coupling parameters, ǫ1, ǫ2, ǫ3) to be determined. It has been shown that requiring a fit
of the bilinear RPV parameters to neutrino oscillation data leads to a set of bRPV parameters
consistent with all experimental constraints from rare processes. More specifically, it has been
demonstrated that imposing the constraints from neutrino oscillation data, both experimental
bounds due to neutrinoless double beta decay and charged lepton flavour violating decays, are
generically fulfilled (see Ref. [100] and [101]).
For the 7 TeV study, a point close to the ATLAS benchmark point SU3 in mSUGRA is se-
lected. In the 10 TeV case, the study is performed over the SU3 ATLAS benchmark point
in mSUGRA and the 14 TeV sample corresponds to the SPS1a ATLAS benchmark point in
mSUGRA. The generation and simulation details for these points can be found in Table A.2.
The mSUGRA parameters values in the selected points and the neutralino-LSP (χ˜01) characteris-
tics are listed in Table 4.1 for the three-energy scenarios. The full list of parameters, including
neutrino physics experimental constraints and bRPV parameters can be found in Table A.3.
The cross section for each of the generation processes in each of the three energies has been
calculated by PYTHIA at LO (and by Prospino at NLO for the 7 TeV sample. In this case, the
total cross section has then been calculated taking into account the differentNLO corrections for
each of the generation subprocesses). As an example, details on the subprocesses cross sections
for the 7 TeV sample are given in Table A.1 in Appendix A.
Table 4.1: Parameters for the mSUGRA point and χ˜01 LSP characteristics for the signal sample in the
three-energy scenarios.
mSUGRA point LSP mass LSP lifetime cross section
7 TeV sample
m0 = 100 GeV mχ˜01 = 109.8 GeV cτ(χ˜01) = 677 µm 3.3 pb
m1/2 = 280 GeV
tan β = 10
A0 = 0 GeV
sgnµ = +1
10 TeV sample
m0 = 100 GeV mχ˜01 = 118.0 GeV cτ(χ˜01) = 290 µm 4.8 pb
m1/2 = 300 GeV
tan β = 6
A0 = −300 GeV
sgnµ = +1
14 TeV sample
m0 = 100 GeV mχ˜01 = 97.1 GeV cτ(χ˜01) = 1.6 mm 41 pb
m1/2 = 250 GeV
tan β = 10
A0 = −100 GeV
sgnµ = +1
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As mentioned previously, one important fact about RPV is that it does not contain as much
EmissT as the RPC case, due to the LSP decay. Nevertheless, in the particular scenario studied
here, some amount of EmissT is still expected due to the presence of neutrinos throughout the
decay chain and (mainly) in most of the neutralino-LSP decay channels. The χ˜01 main decay
modes are shown below for the 7 TeV sample, for the 10 TeV sample (in parentheses) and for
the 14 TeV sample [in square brackets]:
BR(χ˜01 → e±W∓) = 0.01% (0.05%) [0.05%] BR(χ˜01 → νb¯b) = 6.4% (9.2%) [14.0%]
BR(χ˜01 → µ±W∓) = 10.1% (10.3%) [8.1%] BR(χ˜01 → νττ) = 34.1% (30.0%) [34.0%]
BR(χ˜01 → τ±W∓) = 8.9% (11.0%) [8.9%] BR(χ˜01 → ντµ) = 19.9% (14.8%) [16.6%]
BR(χ˜01 → νZ) = 6.1% (8.3%) [1.8%] BR(χ˜01 → ντe) = 14.5% (14.8%) [16.7%]
Including neutrino oscillation data (θ13 ∼ 0◦, θ23 ∼ 45◦) [15, 16] in Eqs. (3.57,3.58) and taking
into account that the Branching Ratio BR(χ˜01 → W±ℓ∓i ) is proportional to the squared aligment
parameters |Λi|2, it turns out that BR(χ˜01 → W±µ∓) ∼ BR(χ˜01 → W±τ∓) ≫ BR(χ˜01 → W±e∓), as seen
above.
In Table 4.2 the percentage of events in which there exist zero, one or two neutrinos (muons)
coming from a neutralino decay is listed for the three-energy samples. It is noticeable that, in the
three samples, about 95% of the events will contain some EmissT due to a neutralino-LSP decay
involving neutrinos, thus making the EmissT distribution more similar to that of the RPC case. In
Figure 4.3 the distributions of EmissT for events containing zero, one or two neutralinos decaying
through a neutrino-containing decay channel are shown. It can be appreciated that for events in
which both neutralino decays do not contain neutrinos (orange discontinuous line), the amount
of EmissT is clearly lower than in the rest of cases, showing that an important part of this quantity
comes effectively from neutralinos decaying to neutrinos, in accordance with data in Table 4.2.
Table 4.2: Percentage of events containing 0, 1 or 2 muons or neutrinos coming from the two-neutralinos
decays for the signal samples in the three-energy scenarios.
# objects/ev coming from χ˜01 decays
object 0 1 2
7 TeV sample
µ 49.0% 42.0% 9.0%
ν 3.6% 30.8% 65.6%
10 TeV sample
µ 53.8% 36.8% 6.3%
ν 4.5% 32.8% 59.4%
14 TeV sample
µ 56.7% 37.2% 6.1%
ν 2.9% 28.2% 68.9%
Another important point for the development of the analysis is the presence of muons com-
ing from neutralino decays. Its percentages are also shown in Table 4.2, showing that about
50%− 40% of the events (depending on the point) will contain at least one muon coming from a
neutralino decay. By inspecting the truth (at generation level) information of the SUSY sample
and comparing it with the reconstructed objects (after all simulaiton steps defined previously
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in this section), it was found that the muons originating from the lightest neutralino are recon-
structed with an efficiency of 94%. This fact leads to the performance of an inclusive analysis,
requiring each event to contain at least one muon, in contrast with an exclusive analysis requir-
ing an exact number of muons, as it will be the case in the Chapter 5.
In this area of the parameter space, the decay length of the LSP ranges from 0.1 up to 100
mm [88,102], so there are some points where the LSP decay takes place inside the inner detector
and a study on displaced vertices may be performed at a later stage.
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Figure 4.3: EmissT distributions for the SUSY inclusive signal at 7 TeV (top left), 10 TeV (top right) and
14 TeV (bottom) before any object definitions or cuts applied, for events containing zero, one or two χ˜01 with
neutrinos in their decays, normalised to unit area. The purple continuous line corresponds to events where
both neutralino-LSP decays involve neutrinos, the green dashed line to events where one neutralino-LSP
decay involve neutrinos and the orange discontinuous line to events where none of the neutralino-LSP
decay involve neutrinos.
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4.3.2 SM samples
The complete list of SM background sets used in each of the three analyses, is shown in
Table 4.3, along with the total cross sections and number of generated events. The samples
were produced in release 12 of the ATLAS software for the 14 TeV sample, release 14 for the
10 TeV sample and release 16 for the 7 TeV sample. The MC@NLO [?] generator was used
for t¯t, single top and di-bosons samples; W+jets, Z+jets were generated with Alpgen [?] and
the QCD di-jets samples used PYTHIA [93]. This lastest sample is divided into eigth different
sub-samples according to the pT of the generated di-jets, also shown in the table.
Table 4.3: Data sets, cross sections and number of generated events for signal and background samples
at Ecm = 14, 10 and 7 TeV. Single top sample includes the s-, t- and Wt-channel; t¯t includes semi- and
di-leptonic channels; W + jets includes W(→ µν) and W(→ τν) with (0–5) jets; Z + jets includes Z(→ µµ) and
Z(→ ττ) with (0–5) jets.
Ecm = 14 TeV Ecm = 10 TeV Ecm = 7 TeV
Process σ [pb] # events σ [pb] # events σ [pb] # events
SUSY inclusive 41 10 k 4.79 10 k 3.3 10 k
t¯t 461 115 k 373.6 500 k 145.0 760 k
single top – – 45.7 50 k 37.31 1.4 M
W + (0,1) jets – – – – 2.4 × 104 10.0 M
W + (2–5) jets – – 1727.4 360 k 1539 11.1 M
Z + (0,1) jets – – – – 2370 15.4 M
Z + (2–5) jets – – 176.6 340 k 163.9 1.6 M
WW – – 42 1 k 29 2.5 M
WZ – – 16 1 k 11 230 k
ZZ – – 6.5 1 k 4.6 230 k
QCD dijets
J0 (pT < 17 GeV) 1.76 ·1010 – 1.1 × 1010 100 k 9.8 ·109 14 M
J1 (pT ∈ [17, 35] GeV) 1.38 ·109 – 8 · 108 800 k 6.8 ·108 7.5 M
J2 (pT ∈ [35, 70] GeV) 9.33 ·107 – 5.6 ·107 560 k 4.0 ·107 2.8 M
J3 (pT ∈ [70, 140] GeV) 5.88 ·106 350 k 3 · 106 300 k 2.2 ·106 2.8 M
J4 (pT ∈ [140, 280] GeV) 3.08 ·105 400 k 1.5 ·105 150 k 8.8 ·104 2.8 M
J5 (pT ∈ [280, 560] GeV) 1.25 ·104 200 k 5 · 103 70 k 2.3 ·103 2.8 M
J6 (pT ∈ [560, 1120] GeV) 360 90k 112 215 k 33.9 2.8 M
J7 (pT ∈ [1.12, 2.24] TeV) 5.71 22k 1.1 1 k 0.14 1.4 M
4.4 Trigger and preselection
As mentioned before, the main objective of the analysis is to distinguish a sample of bRPV-
mSUGRA signal from a set of SM backgrounds containing common features in their final states.
Given the final state being searched for, the first step in this analysis is to select events involving
at least onemuon. All the events are required to fire the lowest unprescaled single muon trigger.
Within the plans for 14 TeV and 10 TeV this trigger was EF mu10, that requires the event to
contain at least one muon with transverse momentum pT > 10 GeV passing the Event Filter
trigger (for a definition of the different trigger levels see Section 2.3.5). After the luminosity
was increased in the 2011 data taking, the lowest unprescaled muon trigger became EF mu18,
requiring the event to contain at least one muon with transverse momentum pT > 18 GeV
passing the Event Filter trigger, which is the one used for the 7 TeV analysis.
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4.4.1 Analysis at 7 TeV
As shown in Section 4.3.1, about 50% of the SUSY inclusive events contain at least one muon
coming from a neutralino decay. Furthermore, other muons can be present during the event
decay chain in SUSY. Hence, the application of a muon trigger should have a good efficiency
for SUSY events while it is expected to be much lower for certain SM backgrounds. The most
important case is QCD, the dominant background in the LHC, with huge cross sections but
very few muons per event, especially for low values of jet pT (see Table 4.3). In Figure 4.4 the
number of muons with pT > 10 GeV is shown for the SUSY inclusive signal and for all the SM
backgrounds before applying any trigger or cut. It is clear that most QCD events do no contain
any such muon. It is also visible how the distribution for SUSY is smoother than the others,
with a soft peak in one instead of zero.
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Figure 4.4: Number of muons with pT > 10 GeV per event for the SUSY inclusive signal and for all SM
backgrounds at 7 TeV before any trigger or preselection, normalised to 2 fb−1. Notice that MC sum refers
to the normalised sum of all SM background sources.
The trigger EF mu18 efficiencies for the SUSY events and the background sources are listed
in Table 4.4. Although the selection of the trigger is chosen as the lowest unprescaled single
muon trigger available, efficiencies for the trigger EF mu10 and EF mu20 are also presented to
allow for a comparison with the 10 TeV and 14 TeV analyses. The inclusive SUSY events are
selected with high efficiency of 60 − 70%, whilst an efficiency of 95 − 85% is given for the signal
decay subsample.
In a second stage and after passing the EF mu18 trigger, a set of preselection requirements is
applied to the event: it is demanded to contain at least two jets with pT > 20 GeV (2j20 cut) and
the muon firing the trigger to be isolated (mu18i cut). The muon is considered to be isolated
when the total transverse energy in a cone with a radius ∆R = 0.21) around the muon is below
a certain threshold, X (E[∆Rµ < 0.2] < X GeV). The selected threshold for this requirement
1)R is a Lorentz invariant variable under longitudinal boosts, defined in terms of the pseudorapidity (η) and the polar
angle (φ) such that ∆R =
√
∆η2 + ∆φ2
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is the one recommended by the ATLAS Muon Combined Performance working group [103]:
E[∆Rµ < 0.2] < 40 GeV, a soft requirement which will be denoted as “i loose”. In Table 4.4, the
efficiencies of the preselection cut mu18i loose 2j20 are also listed for the SUSY events and for
each of the backgrounds considered. The ratio between the SUSY inclusive signal and all of the
SM backgrounds after passing the EF mu18 trigger is improved mainly due to the requirement
of an isolated muon although many low-pT QCD events are rejected after the 2j20 cut. In the
analysis at 7 TeV that follows, a first selection of events by the trigger plus cuts mu18i loose 2j20
is always assumed, i.e. at least one isolated muon with pT > 18 GeV and at least two jets with
pT > 20 GeV in each event.
Table 4.4: SUSY and SMbackground efficiencies at 7 TeV before event selection for three trigger signatures
and for one preselection cut.
Process Efficiencies (%)
EF mu10 EF mu18 EF mu20 mu18i loose 2j20
SUSY inclusive 70.6 62.6 60.4 59.6
Signal decay 94.8 88.9 86.7 91.3
t¯t 45.7 37.4 35.5 36.7
single top 14.8 10.1 9.3 9.5
W + jets 31.4 27.8 26.2 4.3
Z + jets 13.0 9.7 9.1 3.0
WW + WZ + ZZ 51.6 44.2 42.3 32.0
QCD dijets 0.036 6.8 × 10−3 5.6 × 10−3 2.2 × 10−3
Total background 0.036 6.8 ×10−3 5.6 ×10−3 2.2 ×10−3
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Figure 4.5: EmissT distributions for the SUSY inclusive signal and for all SM backgrounds at 7 TeV before
any trigger or preselection (left) and after preselection mu18i loose 2j20 (right) , normalised to 2 fb−1. MC
sum refers to the normalised sum of all SM background sources.
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In Figure 4.5, EmissT distributions for SUSY inclusive signal and for all SM backgrounds
are shown before any trigger or preselection (left) and after the mu18i loose 2j20 preselection
(right). Whilst the bRPV-SUSY inclusive signal remains practically undistorted, the total SM
background distribution is very much reduced at low values of EmissT , mainly due to the QCD
reduction but also to a lesser extent to a reduction in all the SM contributions.
4.4.2 Analysis at 10 TeV
The lowest unprescaled trigger EF mu10 efficiencies for the SUSY events and for the back-
ground sources are listed in Table 4.5. For comparison with the 7 TeV analysis where EF mu18 is
applied, efficiencies for EF mu20 are also presented, since the selection EF mu18was not avail-
able in the 10 TeV trigger menu. Same as in the 7 TeV case, the SUSY events are selected with
high efficiency of 60 − 70%, whilst an efficiency of 97 − 90% is given for the signal decay.
As preselection cuts the event is demanded to contain at least two jets with pT > 20 GeV
(2j20 cut) and the muon firing the trigger to be isolated (mu10i cut).
Since no recommendation on the isolation requirement was set at this energy, several thres-
holds were tested being 20 GeV and 40 GeV the ones giving the best (inclusive) signal to back-
ground ratio, not removing a significative amount of signal decay events. In Table 4.5, the
efficiencies of two preselection cuts are also listed for the SUSY events and for each of the back-
grounds considered, with mu10i loose corresponding to a cut on E[∆Rµ < 0.2] < 40 GeV and
mu10i tight to E[∆Rµ < 0.2] < 20 GeV. Choosing a looser cut on this variable would accept
considerably more high-pT QCD events, whilst a tighter cut would reject too much signal. As
seen in the last column of the table, the mu10i tight preselection already eliminates a noticeable
fraction of SUSY signal decay events whereas the background is barely affected by the tighter
isolation requirement. Hence, the loose muon isolation is considered for this analysis. The ratio
S SUSY/B after passing the trigger mu10 is improvedmainly due to the requirement of an isolated
muon although many low-pT QCD events are rejected after the 2j20 cut. In the 10 TeV analy-
sis that follows, a first selection of events by the trigger plus cuts mu10i loose 2j20 is always
assumed, i.e. at least one loosely isolated muon with pT > 10 GeV and at least two jets with
pT > 20 GeV in each event. A similar preselection cut is assumed for the 14 TeV analysis.
Table 4.5: SUSY and SMbackground efficiencies at 10 TeV before event selection for two trigger signatures
and for two different preselection cuts.
Process Efficiencies (%)
mu10 mu20 mu10i loose 2j20 mu10i tight 2j20
SUSY inclusive 69.9 58.9 66.7 65.1
Signal decay 97.9 90.7 97.4 90.2
t¯t 55.5 34.7 44.5 43.5
single top 50.0 36.9 36.2 36.0
W + jets 42.8 36.4 33.0 32.9
Z + jets 53.6 48.2 42.2 42.1
WW + WZ + ZZ 44.4 43.7 22.7 22.6
QCD dijets 0.119 0.118 0.047 0.046
Total background 0.119 0.118 0.047 0.046
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4.4.3 Analysis at 14 TeV
The 14 TeV trigger menu was very similar to the 10 TeV menu. Also in this case the EF mu10
was the lowest unprescaled trigger and also the EF mu18 was absent from the trigger menu.
The EF mu10 efficiencies for the SUSY events and the background sources are listed in Table 4.6
together with efficiencies for EF mu20 for comparison with the 7 TeV analysis. Only W(→ µν) +
(2,3) jets and Z(→ µµ) + (2,3) jets are considered and hence this type of background is underes-
timated. The contribution from WW, ZZ, WZ and single top is expected to be small, as in the 7
and 10 TeV. Similar efficiencies as in the 7 TeV and 10 TeV cases are observed for SUSY inclusive
events (55 − 70%) and for the signal decay (80 − 95%).
Considering that the 14 TeV analysis is only meant to be a tentative study on the feasibility
of distinguishing a bRPV sample from the SM one, no isolation was applied on the muon for
simplification. Therefore, the preselection mu10 2j20 will be applied in the 14 TeV analysis that
follows. In Figure 4.6, EmissT distributions for SUSY inclusive signal and for the SM backgrounds
considered are shown before any trigger or preselection (left) and after the preselection (right).
Table 4.6: SUSY and SM background efficiencies at 14 TeV before event selection for two trigger signa-
tures.
Process Efficiencies (%)
mu10 mu20
SUSY inclusive 67.5 54.7
Signal decay 92.3 79.3
t¯t 55.8 37.3
W +jets + Z +jets 49.6 41.5
QCD dijets 0.10 0.09
Total background 0.10 0.09
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Figure 4.6: EmissT distributions for the SUSY inclusive signal and for all SM backgrounds at 14 TeV before
any trigger or preselection (left) and after preselection mu10 2j20 (right) , normalised to 2 fb−1. MC sum
refers to the normalised sum of the indicated SM background sources.
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4.5 SM background suppression
In order to discriminate the SUSY inclusive signal from the SM background, the following
variables are considered, also employed in RPC SUSY analyses:
Missing Transverse Energy (EmissT ): It is the vectorial sum of leptons pT, jets pT and other
calorimeter activity.
Among the background processes, t¯t and W + jets have a relatively high EmissT due to the
neutrino(s) occurring in the leptonic decay of the W. The SUSY inclusive signal is also
characterised by high EmissT , although lower than that of the SU3 RPC sample (which peaks
at around 250 GeV; a comparison of RPC vs. bRPV EmissT distributions can be found in
Appendix D for several mSUGRA points). This is due to the presence of at least one
neutrino from the LSP decay in ∼ 95% of the events. Since the decay channel we are
considering does not involve a neutrino only a conservative cut on EmissT will be applied to
reduce the SM background.
Effective Mass (Meff): It is defined as the scalar sum of all electrons and muons pT in the
event and the four highest-pT jets (HT) and the EmissT :
HT =
∑
1...4
pjetT +
∑
pelectronsT +
∑
pmuonsT , (4.1)
Meff = EmissT + HT .
(4.2)
This definition for Meff provides a satisfactory discrimination between signal and back-
ground for the three-energy scenarios. As an example, the left panel of Figure 4.7 shows
this variable distribution for all the SM backgrounds and the inclusive SUSY sample at
7 TeV, before any cut or trigger applied.
Transverse Sphericity (S T): The transverse sphericity tensor is defined as:
S αβT =
∑
i pαi p
β
i∑
i ||pi||2
, (4.3)
where α and β run over the x and y axis and i runs over all the jets, electrons, muons and
taus in the event.
By standard diagonalisation of S αβT one may find two eigenvalues λ1 ≥ λ2, with λ1+λ2 = 1.
The transverse sphericity (S T) of the event is then defined as
S T =
2λ2
λ1 + λ2
, (4.4)
so that 0 ≥ S T ≥ 1. Transverse sphericity is essentially ameasure of the summed transverse
momenta with respect to the event axis, p2⊥; a (back-to-back) 2-jet event corresponds to
S T ≈ 0 and a transversely isotropic event to S T ≈ 1.
The event shape as parameterised in the S T is different between the SM processes and
the SUSY inclusive signal. The right panel of Figure 4.7 shows the S T distribution for all
the SM backgrounds and the inclusive SUSY sample at 7 TeV, before any cut or trigger
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applied. Zooming into the low S T region, it is clear how most of the SM background pro-
cesses have very low values for this variable, while the distributions for t¯t, single top and
SUSY are smoother. Requiring high event sphericity helps in the suppression of the QCD
background, while it does not considerably affect the t¯t, W + jets and Z + jets background.
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Figure 4.7: Meff and S T distribution for the SUSY inclusive signal and for all SM backgrounds at 7 TeV
before any trigger or preselections, normalised to 2 fb−1. MC sum refers to the normalised sum of all SM
background sources.
In order to find the optimal S SUSY/B ratio, a systematic study has been performed for each
of the three energy scenarios, testing several thresholds in the variables defined above and the
relations among them. A significant reduction of the SM background was required, together
with a high signal efficiency and a considerable final number of SUSY signal decay events.
This relatively high number of surviving SUSY signal decay events is necessary in view of the
subsequent Combinatorial cuts, which will be defined in Section 4.6, needed to disentangle the
SUSY signal decay from the combinatorial SUSY background. A small number of surviving
SUSY signal decay events would lead to a low statistics invariant mass plot in which a fit to the
neutralino mass would not be feasible.
Slightly different sets of cuts were found optimal for each of those scenarios, although they
gave rise to similar optimised S SUSY/B ratios fulfilling the mentioned conditions. Due to this
similarity in the results and for a better comparison between different energy configurations,
it was decided to apply the same set of cuts to the three cases. This set of cuts, from now on
referred to as SM cuts, will be defined and justified in the next subsection.
4.5.1 Analysis at 7 TeV
The reconstruction algorithms considered to define objects areAntiKt4TopoNew EM (defined
in Section 2.3.6.5) for jets and Staco (defined in Section 2.3.6.3) for muons. Only jets and leptons
(electrons and muons) with pT > 20 GeV are considered for the rest of the analysis. The variable
EmissT,RefFinal as defined in Section 2.3.6.7 is used for the missing transverse energy throughout the
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analysis. The transverse momentum of all leptons and jets with pT > 20 GeV reconstructed in
each event are taken into account in the calculation of the S T.
In Figures 4.8 correlation plots are shown for Meff , EmissT and S T for the SUSY inclusive signal
and for the normalised sum of all SM backgrounds, after the preselection mu18i loose 2j20 is
applied. As no significant correlation appears among none of these variables, the cuts on each
of them are applied independently.
A systematic study applying various thresholds on these variables has been performed.
When combining and optimising them, the following set of cuts is selected:
Meff > 1.2 TeV ,
EmissT > 40 GeV , (4.5)
S T > 0.2 .
This selection gives a good S SUSY/B ratio. Eliminating a considerable part of the SM back-
ground, it still leaves behind a significant amount of signal so that the requirements to reduce
the combinatorial background, to be set in the next section, can provide a meaningful invariant
mass distribution.
The efficiencies and cut flow for this combination of cuts (“SM cuts”) are shown in Table 4.7.
As in previous sections, SUSY signal decay events refer to those with at least one χ˜01 decaying
to a muon and a hadronically decaying W. The SUSY background subsample consists of all the
other events in the SUSY sample in which none of the χ˜01 decay in the targeted decay mode. The
sample SUSY inclusive refers to the sum of the previous two.
The Meff distributions for signal and background for EmissT > 40 GeV and S T > 0.2 are shown
in Figure 4.9. The 1.2 TeV cut on the effective mass cannot eliminate all the top-pair and QCD
background which largely dominate because of the very conservative cut on the EmissT . How-
ever, as we shall see later, further selection criteria, aiming at discriminating the targeted decay
channel from the SUSY combinatorics, also reject a large fraction of SM background.
After applying all SM cuts, the EmissT is distributed as shown in Figure 4.10. A significant
excess of SUSY inclusive events over the background can be seen in the high-EmissT region, due
to the presence of neutrinos in the LSP decay products, resembling thus a signal of R-parity
conserving SUSY. This became evident in Figure 4.3, where the truth EmissT distributions were
shown for various SUSY “sub-samples”, classified according to the χ˜01 decaymode. As expected,
the signal decay is characterised by much lower EmissT than the rest of SUSY events. Therefore, a
low EmissT threshold (40 GeV) is retained, although a higher one would be more efficient against
the QCD background.
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Table 4.7: Efficiencies and cut flow for the SM cuts after the preselection mu18i loose 2j20 with respect
to the initial number of events (before the trigger) for the 7 TeV samples. The numbers of events are
normalised to 2 fb−1.
Meff > 1.2 TeV Meff > 1.2 TeV Meff > 1.2 TeV
S T > 0.2 S T > 0.2
EmissT > 40 GeV
# events eff (%) # events eff (%) # events eff (%)
SUSY signal decay 706.3 62.8 468.8 41.7 437.1 38.6
SUSY background 1880.3 34.3 1222.2 22.3 1178.0 21.5
SUSY inclusive 2586.6 37.0 1691.0 24.2 1615.1 23.1
t¯t 1192.5 0.41 431.7 0.15 375.8 0.1295
single top 60.5 0.08 20.9 0.028 17.5 0.0235
W + jets 2109.2 0.0034 363.7 0.00058 305.4 0.000487
Z + jets 380.6 0.0059 77.8 0.0012 37.4 0.000584
WW + WZ + ZZ 14.1 0.030 1.1 0.0024 0.94 0.00196
QCD dijets 32880.4 3.0 × 10−7 2674.2 7.0 × 10−8 1463.9 1.3 × 10−8
Total SM bkg 36637.3 3.0 × 10−7 3569.4 7.0 × 10−8 2200.9 1.3 × 10−8
S SUSY/B 0.071 – 0.47 – 0.74 –
S SUSY/
√
B 13.5 – 28.3 – 34.4 –
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Figure 4.8: Meff vs. EmissT (top), S T vs. Meff (centre) and S T vs. EmissT (bottom) distributions for the SUSY
inclusive signal (left) and for the normalised sum of all SM backgrounds, MC sum, (right) at 7 TeV after
the mu18i loose 2j20 selection, normalised to 2 fb−1. The arrows show the cut values to be applied.
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Figure 4.10: EmissT distributions for the SUSY inclusive signal and for all SM backgrounds at 7 TeV after
the preselection mu18i loose 2j20 and after applying the final set of SM cuts (Eq. 4.5), normalised to 2 fb−1.
MC sum refers to the normalised sum of all SM background sources.
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4.5.2 Analysis at 10 TeV
In this case the reconstruction algorithms considered to define objects areCone4H1TowerJets
(defined in Section 2.3.6.5) for jets and Staco for muons, with no further requirements. The
missing transverse energy corresponds to the variable EmissT,RefFinal. In Figures 4.11, Meff and E
miss
T
distributions are shown for all SM backgrounds and for the SUSY inclusive signal after passing
the preselection mu10i loose 2j20.
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Figure 4.11: Meff and EmissT distributions for the SUSY inclusive signal and for all SM backgrounds at
10 TeV after the mu10i loose 2j20 selection, normalised to 2 fb−1. MC sum refers to the normalised sum of
all SM background sources.
Analogous checks to the 7 TeV analysis have been performed in correlation plots for Meff ,
EmissT and S T. Also in this case no noticeable correlation appears between none of these variables
and therefore the cuts on each of them are applied independently. These correlation plots can
be found in Section B.1 of Appendix B.
The same systematic study as in the 7 TeV case, applying various thresholds on these vari-
ables, has been carried out showing that the same set of cuts applied there, the SM cuts defined
in Eq. (4.5), is also suitable for this energy. The efficiencies and cut flow for this combination of
cuts are shown in Table 4.8.
The Meff distribution for signal and background for EmissT > 40 GeV and S T > 0.2 is shown
in the left panel of Figure 4.12. As in the 7 TeV case, the 1.2 TeV cut on the effective mass
cannot eliminate the top-pair and QCD background which dominate largely because of the
very conservative cut on the EmissT . However, after applying all SM cuts a significant excess of
events over the background can be seen in the high-EmissT region for the SUSY sample due to the
presence of neutrinos in the LSP decay products, as shown in Figure 4.12 right panel.
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Table 4.8: Efficiencies and cut flow for the SM cuts after the preselection mu10i loose 2j20 with respect
to the initial number of events (before the trigger) for the 10 TeV samples. The numbers of events are
normalised to 2 fb−1.
Meff > 1.2 TeV Meff > 1.2 TeV Meff > 1.2 TeV
S T > 0.2 S T > 0.2
EmissT > 40 GeV
# events eff (%) # events eff (%) # events eff (%)
SUSY signal decay 760 81.5 534 57.2 486 50.1
SUSY background 4187 44.1 2784 29.3 2705 28.4
SUSY inclusive 4947 52.1 3318 34.9 3191 33.6
t¯t 3942 0.53 1324 0.18 1107 0.15
single top 46 0.051 7 0.008 7 0.008
W + jets 2150 0.062 285 0.008 171 0.005
Z + jets 512 0.15 122 0.036 52 0.015
WW + WZ + ZZ 4 0.12 0 0.0 0 0.0
QCD dijets 136904 3.3 × 10−6 39449 9.6 × 10−7 5965 1.5 × 10−7
Total SM bkg 142556 3.5 × 10−6 41188 1.0 × 10−6 7302 1.8 × 10−7
S SUSY/B 0.03 – 0.08 – 0.44 –
S SUSY/
√
B 13.1 – 16.4 – 37.3 –
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Figure 4.12: Left: Meff distributions for the SUSY inclusive signal and for all SM backgrounds at 10 TeV
after the preselection mu10i loose 2j20 and after applying the EmissT > 40 GeV and S T > 0.2 cuts, normalised
to 2 fb−1. The arrow shows the Meff cut value to be applied. Right: EmissT distributions for the SUSY inclusive
signal and for all SM backgrounds at 10 TeV after the preselection mu10i loose 2j20 and after applying
the final set of SM cuts (Eq. 4.5), normalised to 2 fb−1. MC sum refers to the normalised sum of all SM
background sources.
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4.5.3 Analysis at 14 TeV
The reconstruction algorithms considered to define objects areKt4 (defined in Section 2.3.6.5)
for jets and Staco for muons, with no further requirements. The missing transverse energy cor-
responds to the variable EmissT,RefFinal.
The same systematic study done for the 7 TeV and 10 TeV analyses, applying various thresh-
olds on these variables, has been performed, showing that the same set of SM cuts, defined in
Eq. (4.5), applied there is also suitable for this energy. After the application of the SM cuts, distri-
butions shown in Figure 4.13 are obtained. The Meff and S T plots analogous to Figures 4.7 in the
7 TeV analysis can be found in Section B.2 of Appendix B. The efficiencies for the preselection
cut and for the SM cuts are shown in Table 4.9.
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Figure 4.13: EmissT distribution for the SUSY inclusive signal and for all SM backgrounds at 14 TeV after
the mu10 2j20 preselection and the final set of SM cuts (Eq. 4.5), normalised to 2 fb−1. MC sum refers to the
normalised sum of all SM background sources taken into account.
4.5.4 Conclusions on the SM background suppression
As shown in the signal definition Section 4.3, the behaviour of the bRPV samples is not
identical in the three energy scenarios. There are some differences mainly due to the mSUGRA
selected point but also due to the distinct centre-of-mass energy and to the continuous improve-
ment in the generation and simulation tools used to obtain the samples. Also some differences
are found in the SM background distributions when comparing them among the three scenar-
ios.
In Figure 4.2 it was seen how the EmissT distribution in the 10 and 14 TeV samples is slightly
shifted towards higher values with respect to the 7 TeV sample. A similar response is observed
in the SM background samples. The Meff distributions acts in a similar way, drifting towards
higher values with the energy both in the SUSY samples and in the SM background. This has
an effect on the SM cuts applied. For example in the Meff cut it is seen how lower efficiencies
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Table 4.9: Efficiencies for the preselection mu10 2j20 and for the selected set of cuts after the preselection
with respect to the initial number of events (before the trigger) for the 14 TeV samples.
mu10 2j20 Meff > 1.2 TeV
S T > 0.2
EmissT > 40 GeV
eff (%) eff (%)
SUSY signal decay 89.9 41.2
SUSY background 60.1 25.7
SUSY inclusive 64.7 28.0
t¯t 53.4 0.5
W + jets 41.7 0.08
QCD dijets 0.08 1.3 × 10−7
Total SM bkg 0.08 1.5 × 10−7
S SUSY/B 1.7 × 10−6 0.40
S SUSY/
√
B 0.3 95.3
are obtained in the 7 TeV sample with 62% (3 × 10−7%) for signal (SM background) than in the
10 TeV sample, with efficiency of 81.5% (3.3 × 10−6). Distributions for S T are similar in the three
energy cases.
Combining these effects results in a slightly better S SUSY/B for the lowest energy, decreasing
as the energy grows, oppositely to S SUSY/
√
B. The SM cuts give a similar number of surviving
SUSY signal decay events (> 400) in the three cases and a signal efficiency better than 40%.
It is worth reminding that no RPV-model-specific selection criteria have been applied so far.
Henceforth any mention to SM cutswill imply the set of cuts in Eq. (4.5) applied on events that
already have passed the preselection.
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4.6 Combinatorial background study
In this section the attempt is to establish additional selection criteria allowing the extraction
of the LSP decay channel under study, χ˜01 → µW(→ q¯q′), from the SUSY combinatorial back-
ground in terms of the invariant mass Mµjj. In a hadronically produced SUSY event, several
muons and W-bosons can be produced during the cascade decay of supersymmetric particles.
Moreover, in every event there are two lightest neutralinos produced at the end of the decay
chain. Since the channel we are interested in has a branching ratio of approximately 10%, most
of the times the LSP decays through different channels, in some cases also involving a muon
or a W. In Figure 4.14 (left) the number of muons per event is represented as a function of the
number of signal decays in that event. In a considerable fraction of events there is a number of
muons besides those coming from a χ˜01 → µW decay, being this number of extra muons up to
four or five even in events not containing any signal decay.
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Figure 4.14: Left: Number of muons per event as a function of the number of signal decays in that event
for the three-energy scenarios. Right: Number of W bosons per event with respect to the number of χ˜01
decays containing a W in that event for the three-energy scenarios. The size of the boxes is proportional
to the number of entries in each bin. Size unity corresponds to the greatest number of entries (among the
three samples).
The same comparison is done for the number of W-bosons with respect to the number of
χ˜01 decays containing a W in Figure 4.14 (right). In this case up to three or four extra W may
be present, besides those coming from a χ˜01 decay. This situation is equally important in the
three-energy configurations, so the need of a second stage in the analysis in order to reconstruct
the invariant mass of the neutralino is the same in the three cases. The aim is thereby to se-
lect the actual muon and jets originating from the LSP decay for the invariant mass calculation,
which should provide the χ˜01 mass. The rest of combinations of jet pairs to form a W-candidate
and pairs of a muon and a W-candidate to form a χ˜01-candidate are referred to as Combinato-
rial background. To accomplish this selection, the separation angle between two reconstructed
objects, defined as ∆R =
√
∆φ2 + ∆η2, is used as discriminating variable. Considering that the
lightest neutralino is sufficiently boosted, the separation angle between the muon and the W,
∆RµW , is expected to be rather small. The same is expected for the separation angle between the
two quarks originating from the W-boson, ∆Rjj although to a lesser extent due to the lower pT
expected for the W compared to that of the χ˜01 .
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4.6.1 Analysis at 7 TeV
In Figure 4.15, truth (left) and reconstructed (right) muon momenta are presented for inclu-
sive SUSY events passing the SM cuts. pT distribution for all muons in the event and for muons
originating from a neutralino decay are compared for both cases. In the reconstructed pT dis-
tribution (right) the determination of muons from χ˜01 has been carried out by matching them in
(η, φ) with true muons coming from a χ˜01. Although the muon-pT is not a decisive discriminant
for χ˜01-candidates, it is seen that muons coming from LSPs have slightly higher-pT than the rest
of muons. A study in this direction has been done and a final cut on the muon-pT > 25 GeV has
been applied. A short discussion on this study can be found in Appendix C.
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Figure 4.15: Distributions of muons in the SUSY inclusive sample at 7 TeV after applying the SM cuts.
Left: Truth pT of all muons (black dashed line) and muons coming from a χ˜01 (red continuous line). Right:
Reconstructed pT of all muons (black dashed line) and muons coming from a χ˜01 (red continuous line). All
distributions have been normalised to unit area.
SUSY events are in general characterized by high jet multiplicity. This is also the case in the
bRPV model, as it can be seen in Figure 4.16, where the number of truth and reconstructed jets
(recall that only jets with pT > 20 GeV are considered for this analysis) is plotted.
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Figure 4.16: Distributions of number of truth (blue continuous line) and reconstructed (black dashed
line) jets in the SUSY inclusive sample at 7 TeV after applying the SM cuts. All distributions have been
normalised to unit area.
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This fact, together with the high W bosons multiplicity already shown, makes it necessary
to impose several conditions for the selection of jet pairs to form W-candidates. As a first ap-
proximation, a W-candidate is defined as a pair of jets with an invariant mass close the MW
within a certain threshold. In the left plot of Figure 4.17 the number of W-candidates with
mjj ⊂ {MW ± 10 GeV} are shown. This definition yields a high number of fake reconstructed W
and the tighter definition of mjj ⊂ {MW ± 5 GeV} is finally applied. As seen in the right hand side
plot, this definition still leads to a high number of fake W, where the excess of W-candidates
over the truth distribution can not be attributed only to the higher number of reconstructed jets
with respect to truth jets. Therefore, stronger requirements on the W-candidates definition are
needed.
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Figure 4.17: Distributions of number of W bosons in the SUSY inclusive sample at 7 TeV after applying
the SM cuts. Left: Number of truth W bosons (red continuous line) and W candidates (black dashed line),
defined as the jet pairs whose reconstructed invariant mass is within MW ± 10 GeV. Right: Number of
truth W bosons (red continuous line) and W candidates (black dashed line), defined as the jet pairs whose
reconstructed invariant mass is within MW ± 5 GeV. All distributions have been normalised to unit area.
Finally, even if the pair of jets selected are indeed generated from the same W, further selec-
tion criteria have to be employed to choose the correct one, due to the high W multiplicity. As
stated before, the separation angles between the two quarks originating from the W-boson, ∆Rjj
and between the muon and the W, ∆RµW , are expected to be rather small. This is supported by
the top panels of Figure 4.18, where the correlation for the W (left) and χ˜01 (right) momentum
and the separation angle between their decay products is plotted for truth particles in the signal
decay. As expected, higher momenta of the decaying particle imply smaller separation angles
for the decay products. The same quantities are represented for the SUSY inclusive sample on
the bottom plots, where all possible combinations of jets with mjj ⊂ {MW ± 5 GeV} (left) and of
W-candidates and muons (right) are included.
In the bottom panels of Figure 4.18, the clear correlation between the pT(W) and the angular
distance of its decay products, seen both in the truth particle plot (top) and in the reconstructed
particles plot (bottom), lead to a study on a combined cut on pT(W) – ∆R j j. Nevertheless, since
the shape of the correlation is exactly the same in both plots, an individual cut on ∆R j j was
found to be more effective. A similar test was done for the pT(χ˜01) – ∆RµW correlation, with a
more different behaviour in the truth and reconstructed versions. Several triangular cuts, for
example in the line pT(χ˜01) < −300 ∆RµW + 600 were tested, always leaving a higher efficiency
for the reconstructed events than the individual cut on ∆RµW , keeping the same number of truth
events. Therefore, no combined cut on any of these variables is finally applied.
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Figure 4.18: pT – ∆R correlations for the SUSY sample at 7 TeV. Top left: pT of truth W bosons coming from
LSPs vs. the angle between their decay products: two jets. Top right: pT of truth χ˜01 vs. the angle between
its decay products: a muon and a W. Bottom left: pT of all W candidates (with mjj ⊂ {MW ± 5 GeV}) vs. the
angle between the pair of reconstructed jets used to form it. Bottom right: χ˜
0
1-candidate pT vs. the angle
between the reconstructed muon and the W-candidate (with mjj ⊂ {MW ± 5 GeV}) used to identify it. All
distributions have been normalised to unit area. The arrows show the cut values.
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In Figure 4.19, two separation angle distributions are compared between the signal decay
only and all other possible combinations. In the former case, ∆Rjj (∆RµW ) peaks around 1.0 (0.5,
a lower value as expected, due to the higher boost in the χ˜01 ), while in the latter they are evenly
distributed towards higher values.
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Figure 4.19: Distributions of separation angles in the SUSY sample at 7 TeV after applying the SM cuts.
Left: Angle between truth jets coming from a W that comes from an LSP (red continuous line) and for all
reconstructed jets with an invariant mass mjj ⊂ {MW ± 5 GeV} (black dashed line). Right: Angle between a
truth muon and a truth W both coming from an LSP (red continuous line) and between all reconstructed
muons and all W-candidates (with mjj ⊂ {MW ± 5 GeV}) (black dashed line). The distributions have been
normalised to unit area. The arrows show the cut values.
As seen in Figure 4.20, no correlation between these two variables is observed neither among
the signal decay events (left) nor in the sample of all possible combinations (right). In order to
select the pertinent cuts on this variables, a systematic study similar to that performed for the
SM background study was carried out, with the final cuts set at ∆RµW < 1.5 and ∆Rjj < 2.5.
In Figure 4.21, the relation between the muon and the W momenta coming from a χ˜01 is
presented for truth particles on the left and for reconstructed χ˜01-candidates on the right. In the
left panel a correlation between these two variables is observed for the truth SUSY decay signal,
so the cut pµT < 5/7 pWT + 50 GeV may be applied. Nevertheless it has been confirmed that the
effect of this cut is negligible after the application of the abovementioned cuts, so it will not be
taken into account in the final list of cuts applied for the determination of the invariant mass
Minv
µjj . A cut on the W-candidate pT was also tried with a similar result, so it is not included in
the final list of cuts.
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Figure 4.20: Correlation of angular distances for the SUSY sample at 7 TeV. Left: Angle between true jets
coming from an LSP-originating W vs. angle between a true muon and a true W both coming from an LSP.
Right: Angle between all reconstructed jets to form a Wcandidate (with mjj ⊂ {MW ± 5 GeV}) as a function
of the angle of all reconstructed muons and all W-candidates. The distribution for all combinations have
been normalised to unit area. The arrows show the cut values.
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Figure 4.21: Transverse momenta correlations for the SUSY sample at 7 TeV. Left: True-W pT coming
from an LSP vs. true-muon pT coming from the same LSP. Right: W-candidate (with mjj ⊂ {MW ± 5 GeV})
pT vs. reconstructed-muon pT to be combined with it to form a χ˜01-candidate. The distribution for all
combinations have been normalised to unit area. The arrows show the studied cut values.
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The final set of cuts applied in order to discriminate the combinatorial background from the
muon and pair of jets originating from a χ˜01 , in the following called Combinatorial cuts, are:
pT(µ) > 25 GeV , (4.6)
∆RµW < 1.5 ,
∆Rjj < 2.5 .
The cut flow for the Combinatorial cuts is shown in Table 4.10. In this table, the number of
χ˜01-candidates (χ˜
0
1-cands), within the definition given by each of the Combinatorial cuts, in events
passing the SM cuts, is shown for every SM background process and for SUSY events. The
effect of the cuts on suppressing the background due to the SUSY combinatorics is observed
in the first two rows of the table. The efficiencies are calculated with respect to the number of
χ˜01-candidates in the first column, before applying any Combinatorial cut.
Table 4.10: Cut flow for the number of χ˜01-candidates (χ˜
0
1-cands) fulfilling the requirements in each step,
for the SUSY sample and all SM backgrounds at 7 TeV for the Combinatorial cuts after the SM cuts. The
efficiencies are calculated with respect to the number of χ˜01-candidates before applying any Combinatorial
cut (first column). The numbers of events are normalised to 2 fb−1.
SM cuts SM cuts SM cuts SM cuts
∆Rjj < 2.5 ∆Rjj < 2.5 ∆Rjj < 2.5
pµT > 25 GeV p
µ
T > 25 GeV
∆RµW < 1.5
# χ˜01 - cands # χ˜
0
1 - cands eff (%) # χ˜01 - cands eff (%) # χ˜01 - cands eff (%)
SUSY signal decay 998.1 781.1 78.3 709.7 71.1 289.6 29.0
SUSY background 2036.3 1569.4 77.1 1392.9 68.4 465.0 22.8
SUSY inclusive 3034.5 2350.5 77.5 2102.6 69.3 754.6 24.7
S decay/BSUSY 0.49 0.50 – 0.51 – 0.62 –
t¯t 650.0 424.8 65.4 388.1 59.7 97.5 15.0
single top 23.0 15.7 68.1 14.2 61.8 2.8 12.1
W + jets 1007.5 301.8 30.0 283.6 28.1 57.5 5.7
Z + jets 207.7 74.0 35.6 68.2 32.8 14.2 6.8
WW + WZ + ZZ 0.37 0.28 75.0 0.28 75.0 0.02 6.0
QCD dijets 219.8 168.3 76.6 114.4 52.1 46.4 21.1
Total SM bkg 2108.4 984.7 46.7 868.7 41.2 218.3 10.4
S SUSY inclusive/BSM 1.44 2.39 – 2.42 – 3.46 –
S SUSY inclusive/
√
BSM 66.1 74.9 – 71.3 – 51.1 –
In Table 4.11 the number of events passing the SM cuts and containing at least one χ˜01-
candidate (χ˜01-cands), within the definition given by the Combinatorial cuts, is shown. Hence,
the first column corresponds to the number of events in the last column of Table 4.7 that con-
tain at least one neutralino candidate with mjj ⊂ {MW ± 5 GeV} and no further requirements.
The second column corresponds to the number of events which contain at least one neutralino
candidate whose ∆Rjj < 2.5 and so on. The efficiencies are calculated with respect to the initial
number of events. The overall SM background is reduced by an order of magnitude requiring
at least one neutralino-LSP candidate.
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Table 4.11: Cut flow for the SUSY sample and all SM backgrounds at 7 TeV for the Combinatorial cuts after the SM cuts. The cut flow is shown for
events passing these cuts and containing at least one χ˜01-candidate (χ˜
0
1-cand) fulfilling the requirements given by the Combinatorial cuts applied in each
step. The efficiencies are calculated with respect to the initial number of events (before the trigger). The numbers of events are normalised to 2 fb−1.
SM cuts SM cuts SM cuts SM cuts
# χ˜01 − cand ≥ 1 # χ˜01 − cand ≥ 1 # χ˜01 − cand ≥ 1 # χ˜01 − cand ≥ 1
∆Rjj < 2.5 ∆Rjj < 2.5 ∆Rjj < 2.5
pµT > 25 GeV p
µ
T > 25 GeV
∆RµW < 1.5
# events eff (%) # events eff (%) # events eff (%) # events eff (%)
SUSY signal decay 263.9 23.3 245.8 21.8 229.5 20.4 158.2 14.2
SUSY background 626.3 11.4 566.5 10.3 523.2 9.5 291.7 5.3
SUSY inclusive 888.3 12.1 811.5 11.6 752.7 10.8 449.7 6.4
S decay/BSUSY 0.42 – 0.43 – 0.44 – 0.54 –
t¯t 204.9 0.07 188.1 0.07 167.9 0.06 66.1 0.02
single top 8.0 0.01 7.4 0.01 6.90 0.009 2.3 0.003
W + jets 119.0 1.9 × 10−4 103.1 1.7 × 10−4 95.5 1.5 × 10−4 34.2 6 × 10−5
Z + jets 10.8 1.7 × 10−4 8.5 1.3 × 10−4 7.8 1.1 × 10−4 4.4 6.8 × 10−5
WW + WZ + ZZ 0.18 3.4 × 10−4 0.13 2.8 × 10−4 0.13 2.8 × 10−4 0.01 2.4 × 10−4
QCD dijets 102.3 9.3 × 10−10 92.1 8.4 × 10−10 62.8 5.7 × 10−10 33.4 3.4 × 10−10
Total SM bkg 445.2 3.7 × 10−9 399.4 3.3 × 10−9 340.9 2.8 × 10−9 140.4 1.2 × 10−9
S SUSY inclusive/BSM 2.0 – 2.0 – 2.2 – 3.2 –
S SUSY inclusive/
√
BSM 42.1 – 40.6 – 40.8 – 38.0 –
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4.6.2 Analysis at 10 TeV
Analogously to the 7 TeV case, muon multiplicity and momenta are presented in Figure 4.22
for events passing the SM cuts.
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Figure 4.22: Distributions of muons in the SUSY inclusive sample at 10 TeV after applying the SM cuts.
Left: Total number of truth (blue continuous line) and reconstructed (black dashed line) muons. Centre:
Truth pT of all muons (black dashed line) and muons coming from a χ˜01 (red continuous line). Right:
Reconstructed pT of all muons (black dashed line) and muons coming from a χ˜01 (red continuous line). All
distributions have been normalised to unit area.
The high multiplicity of jets and W bosons is shown in Figure 4.23, where a W-candidate is
defined as a pair of jets with an invariant mass mjj ⊂ {MW ± 5 GeV}.
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Figure 4.23: Distributions of number of jets and W bosons in the SUSY sample at 10 TeV after applying
the SM cuts. Left: Number of truth (blue continuous line) and reconstructed (black dashed line) jets. Right:
Number of truth W bosons (red continuous line) and W candidates (black dashed line), defined as the jet
pairs whose reconstructed invariant mass is within MW ± 5 GeV. All distributions have been normalised
to unit area.
An analogous analysis to that of 7 TeV samples has been performed for this energy. All of
the plots shown for the 7 TeV case have exactly the same shapes and correlations for the 10 TeV
sample. Hence, the Combinatorial cuts applied in order to discriminate the SUSY decay signal
from the SUSY background in the 7 TeV sample are also adequate for the 10 TeV sample. In
Figure 4.24 the separation angle distributions are shown for ∆R j j and ∆Rµ j j compared between
the signal decay only and all other possible combinations, showing the values where the cuts
are applied. All the 10 TeV sample correlation plots analogue to those of the 7 TeV sample can
be found in Appendix B, Section B.3.
The cut flow of the Combinatorial cuts is shown in Table 4.12. In this table, the number of
events passing the SM cuts and containing at least one χ˜01 - candidate, within the definition given
by the Combinatorial cuts, is presented. The efficiencies are calculated with respect to the initial
number of events. The overall SM background is further reduced by an order of magnitude.
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Figure 4.24: Distributions of separation angles in the SUSY sample at 10 TeV after applying the SM cuts.
Left: Angle between truth jets coming from a W that comes from an LSP (red continuous line) and for all
reconstructed jets (black dashed line). Right: Angle between a truth muon and a truth W both coming from
an LSP (red continuous line) and between all reconstructed muons and all W-candidates (black dashed
line). The distribution have been normalised to unit area. The arrows show the cut values.
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Table 4.12: Cut flow for the SUSY sample and all SM backgrounds at 10 TeV for the Combinatorial cuts after the SM cuts. The events passing these cuts
contain at least one χ˜
0
1-candidate (χ˜01 − cand) fulfilling the requirements given by the combinatorial cuts applied. The efficiencies are calculated with
respect to the initial number of events (before the trigger). The numbers of events are normalised to 2 fb−1.
SM cuts SM cuts SM cuts SM cuts
# χ˜01 − cand ≥ 1 # χ˜01 − cand ≥ 1 # χ˜01 − cand ≥ 1 # χ˜01 − cand ≥ 1
∆Rjj < 2.5 ∆Rjj < 2.5 ∆Rjj < 2.5
pµT > 25 GeV p
µ
T > 25 GeV
∆RµW < 1.5
# events eff (%) # events eff (%) # events eff (%) # events eff (%)
SUSY signal decay 430 46.1 380 40.7 314 33.6
SUSY background 1774 18.7 1361 14.3 616 6.5
SUSY inclusive 2204 23.2 1741 18.3 930 9.8
S decay/BSUSY 0.24 – 0.28 – 0.51 –
t¯t 613 0.082 453 0.06 137 0.018
single top 4 0.004 4 0.004 0 0.0
W + jets 57 0.002 38 0.001 0 0.0
Z + jets 15 0.004 11 0.003 4 0.001
WW + WZ + ZZ 0 0.0 0 0.0 0 0.0
QCD dijets 3541 8.6 × 10−8 808 2.0 × 10−8 183 4.4 × 10−9
Total SM bkg 4229 1.0 × 10−7 1313 3.2 × 10−8 324 7.9 × 10−9
S SUSY inclusive/BSM 0.52 – 1.33 – 2.89 –
S SUSY/
√
B 33.9 – 48.1 – 51.7 –
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4.7 Invariant mass of muon+jets
Finally, the distribution of the invariant mass Mµjj is plotted, where all possible combinations
of muons and jets forming a W-candidate after applying all the selection criteria are included.
Summary of selection criteria:
· Preselection:
- at least one isolated muon with pµT > 18 GeV (p
µ
T > 10 GeV) and at least two jets with
pjetT > 20 GeV, for the 7 TeV (10 TeV) analysis;
· SM cuts:
- effective mass Meff > 1200 GeV;
- missing transverse energy EmissT > 40 GeV;
- transverse sphericity S T > 0.2;
· Combinatorial cuts:
- mjj ⊂ {MW ± 5 GeV};
- all muons with pT > 25 GeV are selected;
- separation angle between the muon and the W-candidate ∆RµW < 1.5;
- separation angle between jets forming a W-candidate ∆Rjj < 2.5;
The Mµjj for every SM background process and for the SUSY signal is shown in Figure 4.25
(left for the 7 TeV case, right for the 10 TeV sample). Most of the SM background has been elimi-
nated after the application of cuts, only QCD and to a lesser extent t¯t and W+jets remain visible.
The red line represents their normalised sum. The dashed line, bRPV inclusive, corresponds to
all possible combinations of muons and W-candidates in the SUSY sample, fulfilling all the re-
quirements; the grey area, bRPV background, corresponds to the bulk of the SUSY combinatorial
background: they are χ˜01-candidates belonging to events where none of the truth χ˜
0
1 decay in the
signal decay mode.
The LSP mass peak standing out over the SM background is clearly seen in both figures and
the fit of the peak to a gaussian in the mass window 90 to 140 GeV gives a value for the χ˜01
mass of (114.8 ± 1.1) GeV for the 7 TeV case and (115.9 ± 0.8) GeV for the 10 TeV case. Only the
statistical error has been considered on this fit and the small discrepancy between this value
and the neutralino mass (109 GeV in the 7 TeV sample; 118 GeV in the 10 TeV sample) could be
due to systematic errors that will be commented in the next subsection. Looking at the signal
decay peak, i.e. the difference between bRPV inclusive and bRPV background, the value of the fit
in the same range would be (112.9 ± 0.9) GeV for the 7 TeV case and (118.3 ± 1.3) GeV for the
10 TeV case, much closer to their truth value.
The SM model background may be estimated and subtracted from the measured distribu-
tion by a combination of dedicated measurements and MC techniques. Since the SM back-
ground is lepton flavour-symmetric, another possibility is to subtract the measured invariant
mass distribution of an electron and two jets, after correcting for the differences in efficiency,
acceptance, etc. between muons and electrons. In general, for the first ATLAS runs, data-driven
background estimation methods will be necessarily developed and applied. Although many
techniques have been developed for RPC SUSY —mainly for QCD and top-pairs—, the RPV
topologies are distinct from the RPC ones and dedicated studies have to be performed. In par-
ticular, the signal and control regions have to be redefined and the SUSY contamination in the
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Figure 4.25: Invariant mass distributions Mµjj for the SUSY sample and all SM backgrounds at 7 TeV
(left) and at 10 TeV (right) after applying SM cuts and the final set of Combinatorial cuts, normalised to an
integrated luminosity of 2 fb−1. MC sum refers to the normalised sum of all SM background sources.
control sample has to be studied. Some of these methods are based on the independence of EmissT
to a specific variable; in RPV another variable should be used instead. The trigger efficiency can
be measured, on the other hand, by applying the tag&probe method for Z → µµ, comparing
with Monte Carlo data and derive differential trigger efficiency dependencies.
When inspecting the number of SUSY inclusive signal and SM background events surviving
the SM cuts applied, a significance of Zn = 1.28 (Zn = 0.60) is obtained for the 7 TeV sample
(10 TeV sample) a luminosity of 2 fb−1, with Zn defined as in Ref. [9]. In this definition of
Zn an uncertainty of 50% is assumed for the background from QCD multijet events and 20%
for the background from t¯t, W + jets, Z + jets and W/Z pairs. Nevertheless, looking at the
number of neutralino-candidates after the Combinatorial cuts are applied (Figure 4.25), we obtain
a significance of Zn = 7.22 (Zn = 3.55) and even better significance of Zn = 7.74 (Zn = 5.37) in the
mass window 90 to 140 GeV for a luminosity of 2 fb−1.
Taking into account the systematic uncertainties described in the next section, the determina-
tion of the LSP mass is expected to be less precise than quoted above. An integrated luminosity
of around 200 pb−1 would be enough to obtain a significance of Zn = 5 in the invariant mass
distribution.
4.8 Systematic uncertainties
Major sources of systematic errors for this analysis can become the following uncertainties:
Jet absolute energy scale. This should be the most important uncertainty affecting various as-
pects of the analysis: from the jet selection, the Meff and EmissT values to the measured value
of the neutralino mass. The error on the momentum of the reconstructed jets is expected
to be of the order of 10%.
SUSY combinatorics. The objective of this study is to probe the LSP decay channel χ˜01 → µW →
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µq′q¯ through the possible observation of an excess of events in the µjj invariant mass.
Nonetheless, the underlying SUSYmodel and parameters affect the shape of the distribu-
tion, introducing an uncertainty difficult to quantify in terms of error in the measuredmχ˜01 .
This could be tackled by studying the shape of the Mµjj distribution on events generated in
a grid of (a large number of) SUSY-model points. Alternatively, template morphing [104]
could be applied on a limited number of SUSY points, with some of the SUSY-model pa-
rameters, e.g. m0 and m1/2 for mSUGRA, as morph parameters.
SM background. The background due to SM processes introduces another uncertainty what-
ever is its estimation based on: Monte Carlo, real data or a combination of both. The
influence of this uncertainty on the measured excess of events has already been incorpo-
rated in the significance calculation, as inferred from data-driven background estimation
methods [9]. Moreover, this uncertainty affects the shape of the Mµjj distribution, thus
having an impact on the neutralino mass measurement.
Fit range. The choice of the fit interval is expected to affect the measured value of the LSPmass.
4.9 Conclusion
A study has been performed, analysing the possibility to observe bilinear R-parity violation
in supersymmetry in ATLAS for three different energy configurations of the LHC, in events
containing at least one muon and two jets. All possible sources of SM background have been
properly taken into account, together with the combinatorial background arising from the high
lepton and jet multiplicity environment characterising SUSY events.
After the event selection, when inspecting the number of SUSY inclusive signal and SM
background events surviving the SM cuts applied, a signal of S SUSY/
√
B > 30 can be seen for
both the 7 TeV and 10 TeV samples, giving rise to a significance of Zn = 1.28 (Zn = 0.60) for
the 7 TeV sample (10 TeV sample) with a luminosity of 2 fb−1(Zn defined as in Ref. [9]). In this
definition of Zn an uncertainty of 50% is assumed for the background fromQCDmultijet events
and 20% for the background from t¯t, W + jets, Z + jets and W/Z pairs. In the 14 TeV sample
and for the same selection S SUSY/
√
B > 95 is seen, although not all sources of background were
included in this case, so it should be understood only as an approximation.
Looking at the invariant mass distribution of one muon and two jets and after applying an
extra selection in the object combination resembling that expected for the neutralino decay to a
muon and a hadronic W, a signal of S SUSY/
√
B > 30 (S SUSY/
√
B > 50) is observed for the 7 TeV
sample (10 TeV sample). From this distribution it is possible to reconstruct the neutralino mass,
obtaining a mass peak on 114.8 ± 1.1 GeV (115.9 ± 0.8 GeV), where the theoretical value for the
χ˜01 mass is 109.8 GeV (118 GeV), only statistical errors taken into account. This distribution leads
to a significance of Zn = 7.22 (Zn = 3.55) and even better significance of Zn = 7.74 (Zn = 5.37) in
the mass window 90 to 140 GeV for a luminosity of 2 fb−1.
This feasibility study was performed assuming a bRPV-mSUGRA point (SU3) with rather
low m0 and m1/2 parameter values (100 GeV and 300 GeV, respectively) characterised by a high
SUSY cross section (σ ≃ 5 pb) and a low neutralino mass (Mχ˜01 ≃ 120 GeV). In higher values of
m1/2, although the production cross section is lower, the LSP mass peak should be more promi-
nent over the background, migrating to higher values of Mµjj. The branching ratio BR(χ˜01 → µW),
on the other hand, as evident from Figure 2 of Ref. [88], is expected to increase with m0 from
∼ 10% in SU3 up to & 25% for m0 & 500 GeV, depending also on the other mSUGRA param-
eters, in particular m1/2, and the atmospheric neutrino mixing angle. In order to generalise
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the results, a systematic study involving the production of fast simulation (ATLFAST II) sam-
ples in a grid of mSUGRA parameters may be performed in the future to determine the exclu-
sion and discovery reach for this model. Moreover, the assumed R-parity violating couplings
may be embedded in other supersymmetric frameworks, distinct from mSUGRA, such as the
phenomenological MSSM (pMSSM [105]) or the minimal Anomaly Mediated Supersymmetry
Breaking (mAMSB) [106].
Even though this analysis is performed and the selection criteria are chosen and optimised
for a specific RPV model where the breaking occurs through bilinear terms, it may be gener-
alised to investigate trilinear RPV, such as when λ′2 jk , 0. By relaxing, for instance, the W-mass
constraint on the two jets, the decay χ˜01 → µq¯q′ may be probed.
RPV SUSY signals may be characterised, in certain models, by a fairly high missing energy
though lower than the corresponding RPC case. This means that if evidence of SUSY should be
observed in a similar conventional EmissT -based inclusive search at the LHC, the case of R-parity
violation should not be excluded.
The significance can be increased if the delayed decay of the neutralino, having a decay
length of ∼ 300 µm, is exploited. This is a generic feature not only of the specific scenario (bRPV)
we studied, where the LSP decay length ranges from 0.1 to 100 mm [88,102], but of other trilin-
ear RPV scenarios with λ′ ∼ 10−3 [107]. Such an analysis, however, addresses the issue of dis-
tinguishing the LSP from B-mesons —since they have comparable lifetimes— which requires
dedicated studies.
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Chapter 5
Searches for bRPV SUSY with 2011
ATLAS data
The ATLAS experiment has a complete program for the search of Supersymmetry in a wide
model spectrum, already cited in Section 1.3. To be able to cope with such amount of possi-
ble scenarios, searches on different final states common to several models are developed. In
R-parity conserving models, strongly interacting supersymmetric particles decay directly or in
cascades into jets, leptons, and the neutral lightest supersymmetric particle (LSP), which es-
capes detection and leads to missing transverse energy, EmissT . If R-parity is violated a very
similar decay process takes place, at the end of which the LSP decays through several modes
involving muons, neutrinos and other SM particles. Thus, the final state in both cases is charac-
terised by jets, EmissT and the eventual presence of leptons.
After considering all the analyses being carried out by the ATLAS SUSY Working Group, it
was decided that a bRPV search could very much fit into an analysis requiring the final state to
contain exactly one isolated muon, at least three or four high-pT jets and certain amount of EmissT ,
the so-called “one-lepton analysis in the muon channel”, from now on, “one-muon analysis”.
The existence of muons in the bRPV events is enhanced by the fact that an appreciable percent-
age of LSP decays involve muons (see Section 4.3.1). This point makes bRPV to be efficient for
the selection of events containing muons.
There are many features bRPV-mSUGRA model shares with RPC-mSUGRA models that
makes the one-muon analysis suitable also for bRPV:
· They both are developed assuming the mSUGRA scenario.
· The analysis is based on single muon triggers and events are required to contain certain
number of high pT jets.
· The same object definitions, good-run lists (GRLs, to be defined in Section 5.2.1) and pile-
up treatment can be applied to them both.
· Events are characterised by long cascade decays. Actually, the bulk of bRPV events de-
velop a cascade which is the same as in RPC with the only difference of the LSPs decay at
the end of it.
· Both models contain a considerable distribution of EmissT . In the RPC case it is due to the
(two) neutral, weak interacting LSP at the end of the cascade. In the bRPV case, due to the
high percentage of LSP decays containing neutrinos.
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Although the optimal analysis to search for bRPV would be the one presented in the pre-
vious chapter, it has been proven that the acceptance of bRPV within the one-muon analysis
(about 10 times lower than that of RPC) can lead to an exclusion limit setting, as it will be
shown in the following.
This chapter presents the first search for signals involving jets and missing transverse mo-
mentum and exactly one isolated muon in the bilinear R-parity violating (bRPV) scenario, using
1.04 fb−1 of ATLAS 2011 data at 7 TeV. It should be noted that the selection is sensitive not only
to R-parity conserving and bRPV-SUSY particle production, but also to any model in which one
or more strongly-interacting particles decay semi-invisibly producing leptons and jets.
It is also worth to mention that this analysis is carried out for the very first time in the bRPV
case and for the first time at hadron colliders for the RPC case (Tevatron experiments investi-
gated only zero lepton and three leptons final states [108–110]). In the RPC case, two previous
very similar analyses were performed with luminosities of 35 pb−1 [111] and 165 pb−1 [112].
The results of this work have been published in Physical Review D [113] and documented in
detail in an ATLAS Internal note [114]. The interpretation in terms of RPC can be also found in
these papers, as an update of the ones for 35 pb−1and 165 pb−1mentioned above. Searches with
zero, two andmore leptons in the final state are described elsewhere for the RPC case [115,116],
as well as similar one lepton analysis with b-jets also for the RPC case [117] and other analyses
involving alternative RPV models [36–38].
5.1 Analysis overview
This section briefly introduces the main concepts of the one-lepton SUSY analysis involving
two channels:
· Exactly 1 isolated muon + ≥ 3 jets + missing transverse energy + 0 electrons
· Exactly 1 isolated muon + ≥ 4 jets + missing transverse energy + 0 electrons
For every channel, a so-called “loose” and “tight” selection is applied. As the names suggest,
the “loose” selection only applies moderate requirements on discriminating kinematic vari-
ables, resulting in larger signal efficiencies but also higher background rates, while the “tight”
selection reduces the backgrounds to a few events in every channel.
This analysis is a counting experiment where the signal-over-background ratio is enhanced
by using a combination of three discriminating variables in the beam transverse plane (after
lepton and jet kinematic selection, defined in Section 5.3):
· the missing transverse energy (EmissT ), vectorial sum in the transverse plane of lepton and
jets energy and other calorimeter activity,
· the transverse mass, mT =
√
2 · pℓT · E
miss
T · (1 − cos(∆φ[ℓ, EmissT ])), where pℓT is the pT of the
selected lepton,
· the transverse scalar sum, HT = pℓT+
∑3(4)
i=1 p
jeti
T , where p
jeti
T are the pT of the 3 (4) leading jets.
The sum of the transverse scalar sum HT and the missing transverse energy EmissT is called
“effective mass”, Meff :
Meff = HT + EmissT = p
ℓ
T +
3(4)∑
i=1
pjetiT + E
miss
T (5.1)
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The analysis strategy consists of defining, in terms of the simple discriminating kinematic
variables presented above, a number of Signal Regions (SRs, Section 5.5.1), where the SUSY
signal clearly dominates over the SM background and determining the probability of the real
data lying in those SRs to be generated from SUSY events. To reduce systematic uncertainties
on background estimation in this regions, enriched background control regions are also defined
(CRs, Section 5.1.2). Extrapolation factors from the control regions to the signal regions are
furthermore checked using validation regions in between the control and signal regions.
5.1.1 Signal regions
This analysis is designed to be applied not only over a bRPVmodel signal grid, but also over
an RPCmodel grid and over simplifiedmodels grids. To cover such a broad range of signals, the
analysis includes searches in four different signal regions, two of them involving 3-jet inclusive
selections and the other two involving 4-jet inclusive selections. For every kind of background,
dedicated control regions have been defined related to these signal regions.
The definition of the signal regions can be found in Section 5.5.1.
5.1.2 Control regions
The main background processes in the SRs are top quark production (mostly semi- and
fully-leptonic t¯t pairs, but also single top to a lesser extent) and the production of W-bosons in
association with jets (where the W-boson decays leptonically, W → ℓν). In addition, an estimate
on the QCD jet production is required in the SR, since large uncertainties affect both the theory
and the lepton fake rates.
To perform this background determination, different control regions (CRs) orthogonal to the
SRs and with their same object requirements are defined. The CRs are defined as follows:
· W +jets control region (WR) probes a part of the (EmissT , mT) plane enriched in W+jets in
an intermediate missing transverse energy range (30 < EmissT < 80 GeV), an intermediate
transverse mass range (40 < mT < 80 GeV) and the requirement that no jet among the three
(four) hardest jets is tagged as a b-jet.
· Top control region (TR) uses the same box (EmissT , mT) as the WR, but requires at least one
b-tagged jet among the three (four) hardest jets in order to separate the top production
from W region.
· QCD control region (QR) is defined by low missing transverse energy (EmissT < 30 GeV)
and is used to measure lepton fake rates that are later used to get a QCD estimation using
the matrix method, outlined in Section 5.5.2.
A visual representation of the CRs definition in the (EmissT , mT) plane is shown in Figure 5.1.
This definitions permit a large number of events in the CRs. Thus, it is possible to apply a cut on
the effective mass similar to the ones that will be applied in the signal regions. This brings the
selection in the control regions even closer to the signal regions, so that the uncertainties on the
extrapolation factors can be reduced. Although different Meff cuts are applied in the loose and
tight SRs definitions (see Table 5.5), only one cut on Meff is applied for each the 3-jet and the 4-jet
control regions to minimise the number of CRs. This is always the lowest value of the two Meff
requirements, say Meff > 500 GeV for the 3-jet selection and Meff > 300 GeV for the 4-jet control
region. A possible enrichment of the signal in the control regions caused by this additional Meff
selection is studied in Ref. [114]. It is found that the signal contamination is well below 1% and
thus negligible.
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Figure 5.1: Position of the signal region SR3JL (3-jet loose, defined in Section 5.5.1) and the main control
regions (CR) in the (EmissT , mT) plane. The top enriched control region TR and the W+jets enriched control
region WR are separated by the existence of a b-tagged jet candidate among the three (four) leading jets.
The XR regions correspond to extra validation regions. It should be noted that the QCD region (QR) is
only used to determine the lepton fake rate.
5.1.3 Background determination in the signal regions
A normalisation of the backgrounds to the data can be performed in the control regions.
Assuming that the shape of the distributions for the background samples is described correctly
by the Monte Carlo simulation, one can define transfer factors from control region iR(i = W, T )
to the signal region C jiR→SR for the background type j ( j = W+jets, top):
C jiR→SR =
N(MC j, SR)
N(MC j, iR) , (5.2)
where N(MC j, SR) is the estimated number of events in the signal region for process j from the
Monte Carlo. Thus the predicted background contribution in the signal region is given by
NSRMC pred. j = N
iR
data ×
N(MC j, SR)
N(MC j, iR) = N
iR
data × C
j
iR→SR . (5.3)
However, the cross contamination of the various background processes in the CRs is non
negligible. As a consequence, the determination of the backgrounds needs to be performed
simultaneously, performing a likelihood fit of the different CRs. The QCD background is ex-
tracted using a loose and tight selection and applying the matrix method (see Section 5.5.2). It
should be noted that no absolute normalisation from simulation is used in this approach.
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The total uncertainty on the number of background events in the SR is a combination of
the statistical uncertainties in the CRs and the systematic uncertainties of the extrapolation
(both theoretical and experimental errors are considered). As the SR and all CRs are mutu-
ally exclusive, the events are statistically independent and Poisson statistics is used. On the
other hand, the systematic uncertainties are modelled using nuisance parameters where the
constraints are taken to be Gaussian. Correlation within several uncertainties is properly taken
into account [118].
As already mentioned, in the extrapolation from CRs to SR, the background variable shapes
are assumed to be correctly predicted. To validate this assumption, extra validation regions
(XR) are defined in the (EmissT , mT) plane (Figure 5.1). They are used in two ways:
1. The combined background is obtained without signal contamination and without taking
into account the SRs. It is then extrapolated to the XRs and compared to the corresponding
observed number of events.
2. The background is determined using all three CRs and the additional XRs (again without
signal contamination and without taking into account the SR). This is an over-constrained
system which is used to extract a goodness-of-fit probability (using toys to gauge the
probability).
5.1.4 Results interpretation
The total number of background events in the SR, as obtained from the simultaneous de-
termination in the CRs and properly extrapolated to the SR, can be compared to the observed
number of events. This is the so-called background-only hypothesis test, which would be used
to claim a discovery in case of a significant excess. In order to exclude a given SUSY model,
the observed number of events in the SR is tested against the combined background and signal
expectation. Uncertainties on the number of signal events are theoretical and experimental (e.g.
luminosity, trigger, jet energy scale, etc.). An exclusion is claimed if the number of observed
events is significantly lower than the signal + background expected number of events. Note
that global uncertainties as for instance on the luminosity enter only for the signal, because
the background is normalised using the CRs. Some signal models can contaminate the CRs
at the few percent level. In order to be conservative, this contamination is taken into account
when setting exclusion limits. Both the discovery and exclusion significances are calculated us-
ing pseudo-experiments (toys). A full description of this approach together with a validation
against toys and other statistical methods can be found in Ref. [118].
5.1.5 Motivation of analysis setup
The motivation for the described analysis setup, i.e. a simultaneous determination of back-
grounds and signal using CRs and SRs, is as follows:
· The background estimation largely relies on data. Simulation is used only in terms of
shapes (in the relevant variables) which are used for the extrapolation from the CRs into
the SRs.
· Large systematic uncertainties related to global background-level scales such as the jet
energy scale as well as the cross sections completely or partially cancel in the final result.
· Statistical uncertainties in the CRs and SRs are correctly accounted for using Poisson
statistics.
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· Most backgrounds enter all CRs. This contamination as well as possible signal in the CRs
is taken into account.
· Correlated systematic uncertainties (between the SRs and CRs, or various background
processes), are properly and coherently treated through the use of common nuisance pa-
rameters.
As already mentioned, the extrapolation from the CRs into the SRs relies on the shapes as
predicted by simulation. It is thus subject to theoretical uncertainties. The use of the simulated
shapes is motivated by:
· The main processes t¯t and W+jets benefit from several years of theory developments to
predict both higher orderQCD corrections [119–121] and highmultiplicity final states [122,
123].
· The MC generators used in the present study have been heavily used and constrained in
past experiments. Using the full ATLAS 2010 data set, data distributions are in excellent
agreement with simulation in all relevant variables. This very good agreement has also
been found in the first ATLAS W+jets [124] and top results [125] based on few pb−1of
ATLAS 2010 data.
5.2 Samples: data, bRPV and backgrounds
This section briefly describes the data sets and Monte Carlo samples used in this analysis.
5.2.1 Data
All data used in this analysis were collected with the ATLAS detector in pp collisions at a
centre-of-mass energy of 7 TeV. Data taken between March 22, 2011 and June 28, 2011 (the so-
called periods B2 - H4), are used for analysis, yielding a total integrated luminosity of
∫
Ldt =
(1238 ± 46) pb−1, corresponding to the requirement of ATLAS being ready for data taking.
Since electrons, muons, jets and EmissT are required in the analysis, it is mandatory that basi-
cally all subsystem of the ATLAS detector are in good condition so that object identification
as well as energy and momentum computations do not deviate significantly from their ex-
pected behaviour. This is reflected in the SUSY specific good-run list (GRL), which ensures
good data quality in all relevant sub-systems. This GRL is taken from the official Data Prepa-
ration Group [126]. Applying the good run list results in a loss of approximately 16% of data,
leaving an integrated luminosity of
∫
Ldt = (1035± 38) pb−1 for analysis. The uncertainty on the
luminosity is 3.7% [127].
5.2.2 MC background
All Monte Carlo samples used in this analysis have been produced using the standard full
Geant-4 ATLAS simulation tool [128]. The average number of interactions per bunch crossing
corresponds to 〈µ〉 = 8, defined in Section 5.3.5 and MC samples are reweighted to the pile-
up in data. The cross sections for W+jets and t¯t production at
√
s = 7 TeV are now known at
(approximate) NNLO and read 31.4 ± 1.5 nb [?, ?] for W → ℓν and 165+11−16 pb [125] for t¯t. Other
backgrounds are also considered: Z → ℓℓ with a NNLO cross section of 1.07 ± 0.05 nb [?] and
WW, WZ and ZZ with a NLO cross section of 44.9 ± 2.2 pb, 18.0 ± 1.3 pb and 6.0 ± 0.3 pb [?]. All
these numbers are used for Monte Carlo normalisation. The Alpgen [122] generator is used for
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W, Z +jets and top simulation. Diboson samples are generated using Herwig [?]. Cross sections
for every background subsample considered in this analysis are contained in Tables A.4–A.6 of
Appendix A. The QCD background is determined completely from data.
A CMSSM benchmark point (m0 = 500 GeV, m1/2 = 330 GeV, A0 = 0 GeV, tan β= 10, µ > 0), at
the edge of the exclusion reachable with this analysis, is used throughout this note to illustrate
a typical RPC SUSY signal.
5.2.3 bRPV grid
In order to extend the search for prompt RPV in the bilinear model, a set of mSUGRA input
parameters is defined. The mSUGRA model is defined by five parameters: the common boson
mass at the Grand Unification (GUT) scale m0, the common fermion mass at the GUT scale
m1/2, the ratio of the Higgs vacuum expectation values tan β, the common GUT scale trilinear
coupling A0 and the sign of the Higgs potential parameter µ. For this signal grid, 88 points were
generated, spanning a range in m0 ⊂ (100, 800) GeV and in m1/2 ⊂ (200, 600) GeV with equally
spaced signal points, while keeping the other parameters fixed at tan β= 10, A0 = 0 GeV and
sgn(µ)= +1, as seen in Figure 5.2.
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Figure 5.2: Position of the 88 simulated bRPV points in the (m0, m1/2) plane. Fixed values A0 = 0 GeV,
sgn(µ)= +1 and tan β= 10 are selected.
The definition of these bRPV-mSUGRA grid points has been motivated by the analysis in
Ref. [129]. Using the SPheno version 3.1.0 [94], masses, branching ratios and decay widths for
the signal particle spectrum were calculated and given in the SLHA format [95,96]. This format
is used as input for the PYTHIA event generator [93] which in turn is used as input for the
full detector simulation. For each point, 10000 supersymmetric events have been generated,
allowing for all possible production subprocesses and decays.
As already mentioned in Section 4.3.1, a fit of the bilinear RPV parameters to neutrino oscil-
lation data leads to a set of bRPV parameters consistent with all experimental constraints from
rare processes.
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In the bRPV model, the lightest neutralino-LSP is not stable anymore and its decay length
varies as a function of the different mSUGRA parameters. An overview of the decay lengths
in the χ˜01 rest frame can be seen in Figure 3.13 for the signal grid region. The branching ratios
for the different LSP decay modes are also dependent on the mSUGRA parameters. Branching
ratios for the signal decay mode χ˜01 → µ±W∓ are displayed in Figure 3.14 thus providing a
phenomenological overview of the signal parameter space under study.
Note that the χ˜01 decay length (without boost) covers a range from tens of micrometers to
several centimetres at low m1/2 values around m1/2 ≃ 200 GeV. See also Ref. [88] for a more
general discussion of possible LSP decay length ranges in the bilinear RPV model.
A specific muon selection is performed during the analysis in order to eliminate the cosmic
muon background. This selection (specified in Section 5.5.5) eliminates a large fraction of the
muons coming from long decaying χ˜01, thus decreasing sensitivity in the low m1/2 region. Hence,
this analysis is not focusing on points leading to significant decay lengths. Implications from
searches for displaced vertices (see e.g. Ref. [37]) and search results based on pure leptonic
decay modes of the LSP with higher sensitivity in this region are studied elsewhere [36].
It should be noted that assuming only trilinear RPV coupling of the type λ′2i j with i, j =
1, . . . , 3 would also allow LSP decays of the type χ˜01 → µqq′. These decays would however
not involve an intermediate on-shell W which can serve as a measure of discriminating the
different RPV models in the future. Moreover, trilinear RPV based LSP decays would not obey
the characteristic ratios of branching fractions as for example the ones displayed in Section 4.3.1.
Here we do not focus on one specific LSP decay channel.
5.3 Definition of objects
In this section, all objects used in the analysis are introduced: jets, electrons and muons
as well as the transverse missing energy. In the three first cases, preselection cuts are applied
before performing the overlap removal between objects. These objects are tagged as baseline
objects and, in the case of electrons and muons, will be used during the event selection. After
overlap removal, the object definitions are tightened to form signal objects, used in the event
selection as well (see Section 5.5).
5.3.1 Jets and b-jets
Jets are reconstructed using the anti-kt jet clustering algorithm (defined in Section 2.3.6.5)
with distance parameter R = 0.4. The energy is measured at electromagnetic scale (EM-scale) on
which Monte-Carlo based jet energy scale corrections (JES) are applied as a function of pT and η.
Only jets with pT > 25 GeV and within |η| < 2.8 are considered in this analysis. If a jet candidate
overlaps with an electron, i.e. if ∆R(jet, e) < 0.2, the object is classified as an electron.
Events can occasionally contain very localised high-energy calorimeter deposits not origi-
nating from proton-proton collisions but from the calorimeter malfunction. This subsequently
gives rise to the reconstruction of a jet which actually is not. Dedicated cuts have been optimised
to tag these “bad” jets [130]. Given the very low frequency of bad jets appearance, every event
containing at least one bad jet with pT > 20 GeV is removed from the analysis, eliminating all
the fake jets but less than one per mill signal jets in a typical SUSY signal as well as in data. The
jet selection criteria are summarised in Table 5.1.
To define the t¯t control region, at least one jet must be identified as a b-jet (b-tagged). On the
contrary, in the W+jets control region, none of the selected jets must be tagged as a b-jet.
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Table 5.1: Summary of the jet and b-jet selection criteria. The signal selection requirements are applied on
top of the preselection. The b-tagger definition is given in the text.
Cut Value/description
Jet Type no b-jet b-jet
Baseline jet
Algorithm AntiKt4Topo
Acceptance pT > 20 GeV, |η| < 2.8
Overlap ∆R(jet, e) > 0.2
Quality reject events with loose bad jets
Other – ∆R( jet, track) < 0.4
Signal jet
Acceptance pT > 25 GeV, |η| < 2.8 pT > 25 GeV, |η| < 2.5
Other – JetFitterCombNN > 2.0
The b-tagging is performed using the JetFitterCombNN tagger, described in Section 2.3.6.6,
as suggested by the Heavy Flavour Tagging group. The operating point for 60% efficiency is
used, corresponding to a cut on the btag weight of w > 2.0. The cut provides a rejection factor
of ≈ 370 for light jets and ≈ 8 for charm jets. τ-leptons are suppressed by a factor of 30 [130].
The b-tagging efficiencies and mistag fractions for the JetFitterCombNN algorithms have
beenmeasured in data. Since the performance in the simulation is slightly different, scale factors
(SF) dependent on the pT of the jets, are provided by the Heavy Flavour Working Group. The
b-jet selection criteria are also summarised in Table 5.1.
5.3.2 Electrons
The electron candidate must fulfil the standard electron reconstruction and identification
algorithm (AuthorElectron) [131, 132] as described in Section 2.3.6.2, with medium quality. Its
transverse momentum must exceed 20 GeV and the electron must be in the region |ηclust| < 2.47
(for the η-position, unlike for the pT value, the information of the calorimeter cluster is used).
Electron candidates are removed if they overlap with a jet, i.e. if 0.2 < ∆R(e, jet) < 0.4.
Only baseline electrons are used in this analysis for the event selection. However, signal
electrons are also used in the matrix method defined for the QCD background estimation (see
Section 5.5.2). All electron selection criteria are summarised in Table 5.2.
On account of the electron identification efficiencies measurement on data using W and Z
“Tag & Probe” method [133], scale factors considering the ratio measured between data and
Monte Carlo are further applied to the Monte Carlo:
fscale = εdata
εMC
. (5.4)
These factors depend on the electron η and pT and are provided by the egamma combined
performance group [133]. Averaged over pT the scale factors are close to 1 with variations of
± 5%.
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Table 5.2: Summary of the electron selection criteria. The baseline selection requirements are applied on
top of the preselection.
Cut Value/description
Baseline Electron
Algorithm AuthorElectron
Acceptance pT > 20 GeV, |ηclust| < 2.47
Quality Medium
Overlap ∆R(e, jet) < 0.2 or ∆R(e, jet) > 0.4
Signal Electron
Quality Tight
Track with match
Acceptance pT > 25 GeV
Isolation ptcone20/pT < 0.10
5.3.3 Muons
Two types of muons are used: “combined muons” and “segment tagged muons”, as defined
in Section 2.3.6.3. The latter are necessary to recover efficiency losses in particular detector
regions with poorer MS coverage. The track quality cuts are designed to reject both cosmic
muons and decays in flight of π and K mesons, while the isolation requirement reduces these
and the contribution from heavy flavour (b, c) decays. Muon candidates are also removed if
they overlap with a jet: ∆R(µ, jet) < 0.4. All muon selection criteria are summarised in Table 5.3.
Table 5.3: Cuts defining a good-quality reconstructed muon. In this table, nTRT is the total number of
TRT hits, including outliers (hits not associated with any track).
Cut Value/description
Baseline muon
Algorithm STACO, combined or segment-tagged muon
Acceptance pT > 10 GeV, |η| < 2.4
Quality Loose
Inner detector ≥ 1 pixel hit, ≥ 6 SCT hits, pixel holes + SCT holes < 2
≥ 1 b-layer hit when it can be expected
Track quality If |η| < 1.9: nTRT ≥ 6 and noutliersTRT < 0.9nTRT
If |η| ≥ 1.9 and nTRT ≥ 6: noutliersTRT < 0.9nTRT
Overlap ∆R(µ, jet) > 0.4
Signal muon
Acceptance pT > 20 GeV
Track isolation
∑
pT ∆R cone of 0.2 < 1.8 GeV
(excluding muon track)
Efficiency correction factors are applied to the muons as well, similar to the electron case.
These scale factors are provided by the muon combined performance group [103]. In general
the Monte Carlo simulation describes the date very well and the scale factors only differ from 1
by ± 1 to 2%.
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5.3.4 Missing transverse energy (EmissT )
The missing transverse energy used in this analysis (EmissT,RefFinal as described in Section 2.3.6.7)
is the vectorial sum of reconstructed objects in the event, namely
1. the jets calibrated at the EM+JES scale (Section 5.3.1) with pT > 20 GeV
2. the signal muon∗
3. the topological calorimeter clusters not belonging to any defined objects (ET,RefOut term in
Section 2.3.6.7) calibrated at the EM scale
* no further lepton-pT are added since the main requirement is the existence of exactly one
baseline muon, which in addition needs to be signal muon, and no baseline electrons in
the event.
5.3.5 Pile-up treatment
Multiple interactions per LHC bunch crossing (pile-up) are given in data. The pile-up condi-
tions change as a function of the instantaneous luminosity of the LHCmachine. These differing
conditions cannot be modelled in Monte Carlo events. To deal with this, Monte Carlo events
are producedwith a nominal pile-up contribution in bins of the average number of interactions,
which are smeared to generate the number of minimum bias interactions in a given event. This
nominal distribution is brought in line with the real pile-up conditions in the data by reweight-
ing this to the average number of interactions per bunch crossing (〈µ〉) in data. The procedure
for applying this weights is summarised in Ref. [112] and [114]. The pile-up uncertainty is
1 − 10%.
5.3.6 Liquid Argon (LAr) hole veto
During a part of the data-taking period, an electronics failure in the LAr barrel electromag-
netic calorimeter created a dead region in the second and third layers (see a description of the
LAr calorimeter in Section 2.3.2), corresponding to approximately 1.4 × 0.2 in ∆η × ∆φ. Events
with an electron in this region are vetoed, leading to loss of signal efficiency of about 1%. Fur-
thermore, the energy measurement for jets in data in the problematic region is underestimated.
A correction to the jet energy is made using the energy depositions in the cells neighbouring
the dead region, and this is also propagated to EmissT . The correction to the jet energy amounts
to a few percent for jets just touching the dead region and reaches 40 percent for jets in the
centre of the dead region. The contribution of jets in the dead region to EmissT can be esti-
mated and is denoted as EmissT (hole). Projecting this quantity on the direction of E
miss
T gives
the quantity ∆EmissT (hole) = EmissT (hole) · cos∆φ(jet, ~EmissT ). Events with ∆EmissT (hole) > 10 GeV and
∆EmissT (hole)/EmissT > 0.1 are rejected. This requirement rejects less than 0.5% of the events in the
signal regions, and up to 2% of the events in the control regions. For the complete study on this
veto, see Ref. [114].
5.4 Trigger and preselection
This section presents the different stages of the selection from the trigger and event preselec-
tion. In each step, a comparison between data and Monte Carlo for the most relevant kinematic
variables is performed and discussed.
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5.4.1 Triggers
A single muon trigger is used to select all the events in this analysis. The events are required
to fire the lowest unprescaled single muon trigger, EF mu18. The same trigger is selected in both
data and Monte Carlo simulation.
In order to properly take into account the discrepancies in muon trigger efficiencies between
real data and Monte Carlo simulations, a set of scale factors for the muon signature EF mu18
have been measured by means of a suitable selected sample of Z → µµ decays, according to the
“Tag & Probe” method described in Ref. [112].
Efficiencies have been studied in both muon detector barrel (|η| < 1.05) and end cap (|η| >
1.05) regions as a function of pT, η and φ with suitable binning choice, using two independent
analyses based on different data formats and on slightly different selections and dimuon mass
windows around Z peak (10 and 15 GeV) in order to provide systematic uncertainties.
In the barrel, the scale factors are almost flat in pT while a strong dependence on the spatial
position can be observed. Therefore, a scale factor η - φmap has been provided as shown in Fi-
gure 5.3 (left). On the other hand, scale factors in the end cap regions show some dependence on
pT while they do not vary significantly in the η - φ plane. Hence, they have been parameterised
in pT only as shown in the right panel of the figure.
Figure 5.3: Muon scale factors as a function of η and φ in the barrel (left) and as a function of pT in the
end caps (right).
While the numbers obtained so far properly work for the signature of interest (EF mu18)
in the endcaps, to derive the final scale factors for EF mu18 in the barrel another correction is
needed to take into account some relevant discrepancies observed between real and simulated
data in the high pT range (pT > 50 GeV). These correction factors, to act as divisors to the
numbers shown in the left plot of Figure 5.3, are observed to be uniform in the whole η - φ plane,
so they are averaged in pT bins, as reported in Table 5.4 with systematic errors only (statistical
uncertainties are already included in the estimates of scale factors vs. η and φ ). Details on this
study can be found in Ref. [114].
5.4.2 Event preselection
Collision candidates are selected by requiring a primary vertex as defined in Section 2.3.6.1,
with at least five tracks, consistent with the beam spot position.
The kinematic selection starts by requiring the presence of exactly one signal muon, as de-
fined in Table 5.3, with pT > 20 GeV. If another baseline lepton (electron or muon), as defined
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Table 5.4: Correction factors to obtain EF mu18 scale factors in the barrel.
pT range Corrective factor Systematic error
20 − 30 GeV 0.999916 0.004128
30 − 40 GeV 0.998411 0.005629
40 − 50 GeV 1.000220 0.00359
50 − 70 GeV 0.979001 0.006605
70 − 100 GeV 0.943875 0.040586
100 GeV - inf 0.906951 0.042084
in Tables 5.2 and 5.3 is reconstructed, the event is rejected as there are dedicated analyses in the
RPC case for higher lepton multiplicities. Three/four or more good jets passing the selection
criteria defined in Table 5.1 are required depending on the signal or control region studied. The
leading jet must satisfy pT > 60 (80) GeV, while the subleading jets transverse momentum must
be pT > 25 (40) GeV, again depending on the region. Details on the preselection are given below
in Table 5.5. Finally, large mismeasurement of the jet transverse momenta are avoided by re-
quiring the EmissT not to be aligned with any of the three/four selected jets (∆φ( ~jeti, ~EmissT ) > 0.2).
This is done consistently among all regions.
In the following, the W and top background is separated by requiring a b-jet in the control
region. In this respect, it is important to check that a good agreement between data and Monte
Carlo exists for the b-tagged jets. Figure 5.4 shows the distribution of the number of b-tagged
jets with pT > 25 GeV in the combined W-plus-top control region for the three jet selection.
The yellow band in the following plots shows the Monte Carlo uncertainty due to the jet en-
ergy scale, limited statistics, lepton scale-factor uncertainties, and b-tagging uncertainty where
appropriate.
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Figure 5.4: Distribution of the number of b-tagged jets with pT > 25 GeV in the combined W-plus-top
control region.
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Figures 5.5 show EmissT , mT and Meff distributions for data and Monte Carlo simulation after
kinematic lepton and (three or four) jet selection, as well as ∆φ( ~jeti, ~EmissT ) > 0.2, are applied.
Figures 5.6 show the Meff distributions in the W and top control regions, for the three and
four jet inclusive selection. The W and top background simulation is normalised to the cross
section as predicted by MC generators. The QCD background estimates are obtained directly
from data using the QCD matrix method defined in Section 5.5.2.1.
The kinematic distributions show good agreement between data and simulation over the
full tested range. This very good agreement justifies the use of simulation shapes in order to
extrapolate the backgrounds from their CRs into the SR.
To ensure additional good data quality, it is required that the LAr error bit (called larError)
is not set (see Section 5.3.6 for details on the LAr error).
5.5 Event selection
5.5.1 Definition of signal regions
To remove most of the dominant t¯t and W+jets backgrounds, several further cuts are ap-
plied on the quantities discussed already in Section 5.1 and four signal regions are defined.
The optimisation of these signal regions was performed on 16 benchmark points for simplified
models [?] and three RPC-mSUGRA points. The cuts under examination for the optimisation
were:
· number of jets
· transverse momentum of leading jet (scanned in steps of 20 GeV)
· missing transverse energy (in steps of 20 GeV)
· effective mass (in steps of 100 GeV)
· EmissT / Meff (in steps of 0.05)
The figure of merit for the optimisation was the signal cross section needed for a three-sigma
observation of a given signal point assuming an integrated luminosity of 500 pb−1. By doing this,
one obtains an optimised selection for every signal point. It turned out that the best selections
clustered in two regions of phase space. Then the cut values were adjusted to reflect the two
regions in the best way to define a common selection for every class of clusters. At the end the
selections were split in the number of jets (3 or 4) and a loose and a tight selection, resulting in
four final signal regions: 3JL (three jets loose), 3JT (three jets tight), 4JL (four jets loose) and 4JT
(four jets tight). A summary of all the selection criteria for the four signal regions are given in
Table 5.5, together with the W+ jets and top control regions criteria.
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Table 5.5: Summary of all selection requirements used to isolate the SUSY signal from the standard model
background in the four signal regions 3JL, 3JT, 4JL and 4JT. Meff is the scalar sum of pT of selected objects
and EmissT . The definition of the control regions for W and top background is also given.
Signal Regions Control Regions
Selection 3JL 3JT 4JL 4JT 3J 4J
Number of muons = 1
Muon pT (GeV) > 20
Veto further leptons pT (GeV) > 20(10) for electrons (muons)
Number of jets ≥ 3 ≥ 4 ≥ 3 ≥ 4
Leading jet pT (GeV) 60 80 60 60 60 60
Subsequent jets pT (GeV) 25 25 25 40 25 25
∆φ( ~jeti, ~EmissT ) [> 0.2 (mod.π)] for all 3 (4) jets
mT (GeV) > 100 40 < mT < 80
EmissT (GeV) > 125 > 240 > 140 > 200 30 < E
miss
T < 80
EmissT / Meff > 0.25 > 0.15 > 0.30 > 0.15 – –
Meff (GeV) > 500 > 600 > 300 > 500 > 500 > 300
In the following, full definition of the four Signal Regions is provided:
· 3-jet Loose selection (3JL)
At least three jets are required, with pT higher than 60 GeV on the leading jet and pT higher
than 25 GeV for the second and third jets. To remove most of the W+jets background and
semileptonic t¯t decays, a cut on the transverse mass, mT > 100 GeV, is applied. This mT
requirement is applied in all three other signal regions as well. At this point of the selec-
tion, t¯t production is already the dominant background component and more specifically
dileptonic decays, where one of the leptons is missed or is a τ lepton. To account for the
presence of the two LSPs in RPC and for the neutrinos product of the LSP decays in bRPV,
which cannot be detected directly in the detector, a large missing transverse energy above
125 GeV is required. This cut rejects a large portion of multijet events, for which no EmissT
is expected, as well as W and top events, since only moderate EmissT is expected from the
W → ℓν decays. Further background suppression is obtained with two last cuts: EmissT /Meff
> 0.25 and Meff > 500 GeV.
· 3-jet Tight selection (3JT)
The requirement on the leading jet transverse momentum is raised to 80 GeV, while the
selection on the two subleading jets transverse momenta is kept at pT > 25 GeV, to be
sensitive to signals with smaller mass splittings ∆M(m0,m1/2). As mentioned above, a mT
> 100 GeV selection is used to reject t¯t and W+jets decays. Tighter requirements on EmissT
> 240 GeV and Meff > 600 GeV are applied whilst the ratio EmissT /Meff cut is loosened to
EmissT /Meff > 0.15.
· 4-jet Loose selection (4JL)
Signals with longer decay chains, in particular signals with gluino dominated production,
show an increase in the number of jets accompanied by smaller values of missing trans-
verse energy. Thus, four jets selection with the leading pT higher than 60 GeV and three
subsequent jets pT > 25 GeV are required. A moderate cut of 140 GeV on the missing
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transverse energy is applied. The final cuts to define the 4JL signal region are EmissT /Meff >
0.30 and Meff > 300 GeV.
· 4-jet Tight selection (4JT)
Similarly to the three jet case, an additional tight selection with at least four jets is defined.
The leading jet requirement is maintained at 60 GeV, while for the subleading jets the
requirements is increased to 40 GeV to get better sensitivity in regions where ∆M(m0,m1/2)
is smaller. A tighter cut on EmissT of 200 GeV is applied as well as Meff> 500 GeV while the
ratio cut EmissT /Meff > 0.30 is taken as in the 3-jet Tight selection.
Kinematic distributions in the signal regions
Figures 5.7 and 5.8 show the Meff distributions for the 3-jet and 4-jet signal regions after all
cuts but Meff applied. The number of expected and observed events are summarised in Ta-
ble 5.6 in the four signal regions after all selection criteria are applied. Again, a good agreement
between data and simulation over the full tested range is observed. No significant excess is
observed in any of the signal regions.
Table 5.6: Expected and observed events in the four signal regions and the two W+top control regions.
3JL 3JT 4JL 4JT 3J WT CR 4J WT CR
Data 58 11 50 7 579 3071
MC 58.3 13.4 50.5 5.7 604 3119
Even though the names “loose” and “tight” are very clear from the cuts point of view, they
can be misleading if one looks at the acceptances. These names might give the impression that
tighter cuts should imply lower acceptances. However, this is not the case in bRPV as shown
in Figures 5.9, where the number of events in the four signal regions selections are plotted for
RPC (left) and bRPV (right). By comparing RPC and RPV distributions, it is observed that the
regions selected by the cuts are optimal for RPC but not for RPV, as expected, due to the softer
EmissT distribution in the latter case. Moreover, in the loose selection the dominant cut is the one
relative to Meff (EmissT /Meff > 0.25 (0.30) for the 3J (4J) selection) while in the tight selection is
the absolute EmissT cut. The result is that almost the same fraction of events is rejected in bRPV
in both cases “loose” and “tight” for the 3J selection and thus acceptances in both regions are
comparable, while in the 4J selection there is a big difference in the final number of bRPV events
between the “loose” region, where the number of events is very reduced due to the tighter cut
on EmissT /Meff and the “tight” selection with a less restrictive E
miss
T cut compared to the 3J region.
As a result, the bRPV acceptance is very reduced in the 4JL region but quite high in the 4JT
region, as will be seen in the results chapter.
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Figure 5.5: EmissT , mT and Meff distributions in data and Monte Carlo after the lepton + jets kinematic
selection and ∆φ(( ~jeti), ~EmissT ) > 0.2 for three inclusive jets (left), and the same but for four inclusive jets
(right). The yellow band definition is given in the text. For each distribution data over Monte Carlo ratio
plots are also shown.
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Figure 5.6: Meff distribution in data and Monte Carlo after the lepton + jets kinematic selection and
∆φ(( ~jeti, ~EmissT ) > 0.2 for three inclusive jets (left) and four inclusive jets (right), shown for the W control
region (top) and the top control region (bottom). The yellow band definition is given in the text. For each
distribution data over Monte Carlo ratio plots are also shown.
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Figure 5.7: Meff distribution in data andMonte Carlo for the 3JL (left) and 3JT (right) signal regions, shown
after all selection cuts but Meff . The yellow band definition is given in the text. For each distribution data
over Monte Carlo ratio plots are also shown.
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Figure 5.8: Meff distribution in data andMonte Carlo for the 4JL (left) and 4JT (right) signal regions, shown
after all selection cuts but Meff . The yellow band definition is given in the text. For each distribution data
over Monte Carlo ratio plots are also shown.
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Figure 5.9: EmissT versus Meff distributions for mSUGRA SUSY point (100, 360) in the R-parity conserving
case (left) and in the bRPV case (right) after 3JL (first raw), 3JT (second raw), 4JL (third raw) and 4JT
(bottom raw) selections. The distributions are normalised to unity.
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5.5.2 QCD background estimation
In order to estimate the fake-lepton1) background, mainly from QCD physics processes, a
matrix method is used given the limitations of simulation both in terms of statistics and under-
standing of the amount of fake-lepton events.
5.5.2.1 The Matrix Method
The method chosen to estimate the fake-lepton background in one-lepton channels has been
successfully applied to previous Supersymmetry analyses [111, 112] and has been further de-
veloped for this analysis. It relies on the assumption that the fake-lepton background can be
estimated from the number of events obtained when relaxing some of the lepton selection cri-
teria via a system of two equations with two unknowns:
Npass = ǫfake(Ω) ·Nfake + ǫreal(Ω) ·Nreal , (5.5)
Nfail = (1 − ǫfake(Ω)) ·Nfake + (1 − ǫreal(Ω)) ·Nreal ,
where Npass, Nfail are the number of events satisfying or not extra lepton selection criteria. Nfake
is the total number of fake-lepton events whereas Nreal is the total number of prompt-lepton
events. ǫfake and ǫreal are the probabilities for a fake or prompt lepton respectively to pass extra
lepton selection criteria. These probabilities can be parameterised as a function of phase space
variables Ω.
Solving Eq. (5.5) for a bin in Ω leads to:
Nfakepass(Ω) = ǫfake(Ω) ·Nfake =
Nfail − (1/ǫreal(Ω) − 1) ·Npass
1/ǫfake(Ω) − 1/ǫreal(Ω) . (5.6)
The estimation of the fake-lepton background in practise can be summarised by three steps:
1. Define a fake-lepton enhanced control region CRfake and measure the loose2) to tight3)
efficiency for fake-leptons as:
ǫfake =
Npass − bpass
Npass + Nfail − bpass − bfail
, (5.7)
where Npass,fail are the observed number of events passing or failing the extra lepton selection
criteria in CRfake and bpass,fail are the Monte Carlo estimated non QCD background numbers
mainly from Z → ℓℓ and W → ℓν processes. The uncertainty on ǫfake is derived from the er-
ror propagation formula and involves statistical uncertainties and the uncertainty on the back-
ground subtraction fromMonte Carlo assuming a fully correlated uncertainty between bfail and
bpass.
2. Define a prompt-lepton enhanced control region CRreal. It can be done either with data
using Z → ℓℓ events and a “Tag & Probe” method or directly from Monte Carlo. This is useful
for obtaining ǫreal.
3. Run over all events with exactly one lepton satisfying the baseline lepton cuts. Eq. (5.6)
can be used to derive for each individual event a weight with two possible values
1) In this section, a fake-lepton refers to a non-prompt lepton. Possible sources of fake leptons are heavy flavour
decays, conversions or misidentified hadrons
2)Here the loose definition refers to the baseline lepton definition in Tables 5.2 and 5.3
3)The tight selection corresponds to the signal lepton selection in Tables 5.2 and 5.3
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wfail(Ω) = 1/(1/ǫfake(Ω) − 1/ǫreal(Ω)), (5.8)
wpass(Ω) = −(1/ǫreal(Ω) − 1)/(1/ǫfake(Ω) − 1/ǫreal(Ω)),
depending on whether the lepton satisfies or not the extra lepton selection criteria. The event
weights are then used to reconstruct the fake-lepton contribution in terms of shape and normal-
isation for any distribution. It should be noted that wpass is negative and thus the fake-lepton
estimate can be negative in regions of phase space where this background is small.
QCD events with heavy flavour decays can show a similar signature as signal events. A
preselected control sample enriched in such QCD events is defined by relaxing the common
muon object definitions by not applying the isolation cut for the selected muon. As explained
above, the efficiency ǫfake for such a preselected muon to pass also the tight signal muon defini-
tions, must be determined from a control region enriched with QCD events. This control region
should show a similar topology as the signal region concerning the QCD events, but it should
also show sufficient statistics in order to minimise the errors on ǫfake. Therefore, the control
region for ǫfake is defined as follows:
· exactly 1 muon with pT > 20 GeV;
· ≥ 1 jet with pT > 60 GeV;
· EmissT < 30 GeV.
Events with mostly isolated muons as t¯t, W+jets events, have a large efficiency close to one
for the muon to pass the preselection as well as the signal object definitions. Therefore, such
events in the control region would increase the value of ǫfake estimated. For this reason, these
events need to be subtracted from the observed events in the control region so that the control
region is pure in QCD events. The contamination of other StandardModel backgrounds (mainly
t¯t, Z +jets and W+jets events) in the control region is less than 9%. As ǫfake depends on the
pseudo-rapidity, ǫfake is obtained per each bin in η in 10 bins from -2.5 to 2.5. There is some
dependence of ǫfake on the number of jets in the event and on pµT, both taken into account as
systematic uncertainty on ǫfake.
The efficiency for a non-QCD event to pass the preselection as well as the tight object defi-
nitions, ǫreal, is obtained from MC. A control region enriched in t¯t and W+jets events is used as
follows:
· exactly 1 muon with pT > 20 GeV;
· ≥ 3 jet with pfirst jetT > 60 GeV and p
third jet
T > 25 GeV;
· 30 < EmissT < 80 GeV and 40 < mT < 80 GeV.
ǫreal is obtained in this control region as function of η with its mean value being 0.98 ± 0.02.
5.5.3 W and top background estimation
W+jets and top pair production are the main backgrounds in the signal regions. Hence, a
robust estimate of these processes is a crucial part of the analysis. To this end, semi-data-driven
approaches are used where the W and top estimates are rescaled to data in control regions. The
constrained results from these approaches are then extrapolated to the signal regions via Monte
Carlo simulation. To keep the extrapolation error small, the control regions are defined using
very close cuts to the SR, orthogonal to them:
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1. Single muon trigger
2. One signal muon with pT > 20 GeV.
3. No additional baseline muons with pT > 10 GeV nor electrons with pT > 20 GeV.
4. Three (four) jets with pT > 25 GeV
5. Leading jet with pT > 60 GeV
6. ∆φ( ~jeti, ~EmissT ) > 0.2
7. Box cuts in (EmissT , mT) plane:
40 GeV < EmissT < 80 GeV
30 GeV < mT < 80 GeV
8. b-tagging requirements:
WR: No b-tagged jet with JetFitterCombNN > 2.0 among the three (four) selected jets
TR: At least one b-tagged jet with JetFitterCombNN > 2.0 among the three (four) selected
jets
The first cuts 1-6 are similar to the signal regions. In the 3JL and 3JT control regions, identical
cuts are used to reduce the number of control regions. The same is valid for the 4JL and 4JT
control regions. The cuts listed under 7 ensure that the CRs are orthogonal to the SRs, while
requirement 8 is used to separate the top control region from the W control region.
5.5.3.1 W+jets background
The W+jets background is estimated in the WR region, defined in Section 5.1.2, where the
W+jets contribution is normalised to data, resulting in k-factors for this background contribu-
tion. The normalisation is performed in the profile likelihood fit which is explained in more
detail in Section 5.6. Individual k-factors are fitted using the different light parton samples of
the Alpgen W+jets production (see Table A.5, where the final k-factors are also shown for every
light parton sample). The extrapolation factors from the control region to the signal regions are
extracted from the Monte Carlo simulation.
Different systematic uncertainties are taken into account: jet energy scale and resolution,
lepton resolution, btagging, luminosity and theory uncertainties such as variations of the renor-
malisation and factorisation scale or the cut off for the transition from matrix element to parton
shower as well as the hadronisation. The theory error is 50%.
5.5.3.2 t¯t background
Similar to the W+jets contribution, the t¯t contribution is extracted from TR region. Again, the
normalisation is performed in the profile likelihood fit and the transfer factors from control to
signal region are taken from the simulation. The same systematic uncertainties as for the W+jets
background are considered for the transfer factors. The total theory uncertainty is estimated to
25%. Further details both in W+jets and t¯t backgrounds can be found in Ref. [112].
In the following, everything labelled top is always the combination of top pair production
and single top events.
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5.5.4 Initial and final state radiation
The expected contribution for a given background can be altered by the modelling of initial
state radiation (ISR) and final state radiation (FSR). ISR is expected to have a larger impact,
since a hard jet in the initial state can lead to a large boost of the objects in the final state, thus
increasing for example the missing transverse energy of the event. To estimate the impact of
ISR, different t¯t samples generated using different PYTHIA tunes dealing with soft and hard
radiation are compared. Relative differences in the transfer factors are found to be at the level
of 10% for 3JL, 4JL and 4JT signal regions and a bit larger for the 3JT region, which has the
harshest cuts on jets, EmissT and Meff , leading to poorer statistics and thus greater errors. Details
on this study can be found in Ref. [114].
5.5.5 Contamination from cosmic events
Muons from cosmic radiation are a potential source of background. They are distributed
along the beam line in any direction so there is a chance for them to be reconstructed as a muon
from the proton-proton collision if they cross the primary vertex.
Studies performedwith previous data [112] show that muons fromhard scattering processes
are concentrated at very low values of the transverse and longitudinal impact parameters with
respect to the primary vertex (PV), |zPV0 | and |dPV0 |, but muons corresponding to cosmic rays are
distributed towards higher |zPV0 | and |dPV0 | values. Thus a cut on these variables would help
reducing the cosmic muon background. A veto is applied such that if one muon is found above
the cuts, the whole event is discarded.
Two sets of cuts have been considered in this analysis. In the tight cosmic-muon selection a
muon is tagged as cosmic if any of the following requirements is fulfilled :
|zPV0 | > 1 mm AND/OR (5.9)
|dPV0 | > 0.2 mm .
In the soft cosmic muon selection a muon is tagged as cosmic if:
|zPV0 | > 5 mm AND/OR (5.10)
|dPV0 | > 1 mm .
In RPC SUSY all muons are generated practically at the primary vertex, so any of these
selections lead to efficiencies close to 100% with respect to the previous requirement. In the
bRPV case, where relatively long-lived neutralinos can decay to muons, any of the cosmic muon
selections affect the efficiency at some level.
The impact of the cut depends on two factors: the neutralino decay length, whose distribu-
tion for the signal grid can be seen in Figures 3.13, and the branching ratio of all possible decay
modes giving rise to muons. As already mentioned in Section 4.3.1, there are mainly two such
decay modes: χ˜01 → µ±W∓ (whose branching ratios can be seen in Figure 3.14 as a function of m0
and m1/2) and χ˜
0
1 → ντµ with a significative lower BR throughout the grid (from 0.12 at low m0
to 0.005 at high m0 and small dependency on m1/2).
In Figure 5.10, bRPV efficiencies with respect to the primary vertex selection are shown for
the tight cosmic muon selection (left) and for the soft cosmic muon selection (right). In both
figures, the shape of the efficiencies very well match the neutralino decay length distribution,
making it evident that the tight selection is too restrictive and eliminates a big amount of bRPV
events.
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Hence, the soft selection is chosen. It should be noted that even in the soft selection, a
reduction in the efficiency is appreciated at low m1/2 values. This fact has to be kept in mind in
the exclusion result (see Section 5.6.5.1), where a decrease in the sensitivity in this region will
appear.
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Figure 5.10: Cosmic veto efficiency with respect to the previous cut (good primary vertex requirement)
for the tight cut selection (left) and soft cut selection (right). The black areas at low m1/2 values are signal
points with non-prompt LSP decay.
The effect of the BR(χ˜01 → µ+ X) distribution in combination with the soft cosmic muon veto
can be appreciated in Figure 5.11, where the percentage of muons selected in SR3JL, coming
from a neutralino decay is shown. According to the dominant BR(χ˜01 → µ±W±) distribution
shown in Figure 3.14, there should be a suppression of events in the ver low-m0 region which
is appreciable in the plot, but a higher number of χ˜01-decaying muons should be selected in the
low m1/2 region, where the three-body decays become more important. On the contrary, the
percentage of events in which the selected muon comes from a neutralino is decreased in this
region due to the application of the soft cosmic veto.
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Figure 5.11: Fraction (in %) of the selectedmuons coming from a lightest neutralino in the bRPV samples,
in the SR3JL. The black areas at low m1/2 values are signal points with non-prompt LSP decay.
In order to study the contribution of cosmic muons background in the signal regions, a
cosmics-enhanced control sample can be obtained by reversing the |zPV0 | < 5 mm cut used in the
selection of the signal muons. The contribution of cosmic muons to the signal-like muons can
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be estimated using the |zPV0 | distribution for the cosmics-enhanced sample, which can be fitted
as a Gaussian. Using the fit parameters, the contribution from cosmic muons can be computed
at |zPV0 | < 5 mm.
Since the analysis signal regions used in this note rely on additional cuts on top of the one-
lepton requirement, the effect of those cuts have to be addressed also in the cosmics-enhanced
sample. Very few cosmic events have high EmissT or mT and only one event out of an estimation
of 821 ± 11(stat) ± 9(syst) cosmics in the control sample can pass the mT > 100 GeV cut used to
define the signal region. With the scale factor used above to estimate the contribution of cosmic
muons at |zPV0 | < 5 mm, one can estimate the number of these muons after jets and mT cuts to
be NSR
cosmics = 0.05 ± 0.05 events. Of course this number will be further reduced once the cuts
on EmissT , ∆φ, E
miss
T /Meff and Meff are applied. From this control region, the contribution can be
estimated by extrapolating in the signal region |zPV0 | < 5 mm. This contribution is found to be
negligible. More details are given in Ref. [112].
5.5.6 SUSY signal
In this section, bRPV is studied in the four signal regions previously defined. The bRPV-
mSUGRA signal point (m0 = 100 GeV, m1/2 = 280 GeV) is shown as a representative example
through all the steps of the analysis.
The final list of cuts to be applied over both the SM background and over the SUSY signal is
as follows (numbers in parentheses indicate requirements on different SRs):
1. Good Run List (GRL)
2. Muon trigger EF mu18
3. Event cleaning: Jet/MET cleaning, LAr hole veto, PV selection, cosmic muon veto
4. Lepton cut: exactly one signal muon, exactly one baseline muon, no baseline electrons
5. Leading jet pT > 60 (80) GeV
6. Subleading jets pT > 25 (40) GeV
7. ∆φ(jet,EmissT )>0.2
8. EmissT > 125 (240, 140, 200) GeV
9. mT > 100 GeV
10. EmissT /Meff > 0.25 (0.15, 0.30)
11. Meff > 500 (600, 300) GeV
The efficiencies and cut flow for this combination of cuts for the bRPV SUSY inclusive signal
point (m0 = 100 GeV, m1/2 = 280 GeV) are shown in Table 5.7 for the 3JL and 3JT signal regions.
The efficiencies have been estimated likewise for all bRPV grid signal points. In this table, all
numbers of selected events are reweighted for the trigger efficiency, as explained in Section 5.4.1
and for the pile-up effect. The first column shows the number of events passing each of the listed
cuts. Up to the lepton cut, requirements are identical in both regions, 3JL and 3JT. The second
column shows the isolated effect of each of the cuts, showing their efficiency with respect to
the previous one. As it was already mentioned, the effect of the trigger selection has a good
efficiency in bRPV. In this point it is around 50% and it is in general above the RPC efficiency
for this trigger (see Ref. [114] for trigger efficiencies in the RPC case). This behaviour is similar
throughout the bRPV grid.
All the “event cleaning” requirements such as jet/MET cleaning, LAr hole veto, good pri-
mary vertex requirement or cosmic muon veto, have very high efficiencies as desired. The
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lepton cut introduces a drastic reduction of the efficiency depending on the specific signal point
under consideration. It is mainly due to the veto of a second muon in the event (as it was shown
in Section 4.3.1, a large fraction of the bRPV events contains a number of muons higher than one)
and to a lesser extent, vetoing on additional electrons leads to a signal loss of 20 − 30%. This
drop in the efficiency could be recovered by a dilepton selection, which is outside the scope of
this work. The EmissT cut has a considerable effect in the 3JL region and a drastic effect on the 3JT
selection, in agreement with what was outlined in Figures 5.9. The mT cut removes around half
of the signal and the Meff cut is of little importance.
Table 5.7: Efficiencies and cut flows for the bRPV SUSY inclusive signal point (m0 = 100 GeV, m1/2 =
280 GeV) after the 3JL and 3JT selections. The 3JT thresholds are given in parentheses. The number of
events have been reweighted for the trigger efficiency and for the pile-up effect.
bRPV 100 280 Events Eff. (%) wrt previous cut Eff. (%) wrt initial
trigger + PU reweighting 3JL 3JT 3JL 3JT 3JL 3JT
No cut 9953.21
GRL 9953.21 100.00 100.00
Trigger (EF mu18) 5055.07 50.79 50.79
Jet/MET cleaning 5055.07 100.00 50.79
LAr hole veto 4909.21 97.11 49.32
Primary vertex cut 4828.76 98.36 48.51
Cosmic muon veto 4670.86 96.73 46.93
Lepton cut 1263.08 27.04 12.69
≥ 1 jet pT ≥ 60 GeV (80 GeV) 1215.75 1144.65 96.25 90.62 12.21 11.50
≥ 3 jets pT ≥ 25 GeV 1164.41 1113.70 95.78 97.30 11.70 11.19
∆φ(jet,EmissT )>0.2 920.18 885.39 79.03 79.50 9.25 8.90
EmissT > 125 GeV (240 GeV) 574.60 242.15 62.44 27.35 5.77 2.43
mT > 100 GeV 250.99 116.12 43.68 47.95 2.52 1.17
EmissT /Meff > 0.25 (0.15) 122.31 115.99 48.73 99.89 1.23 1.17
Meff > 500 GeV (600 GeV) 115.98 115.99 94.82 100.00 1.17 1.17
In Figure 5.12, EmissT , mT and Meff distributions are shown for the three most significant stages
of the analysis for this point and for an integrated luminosity of
∫
Lint = 1.04 fb−1. On the top
plots, distributions before any cuts applied are shown. Distributions after the 1-muon selection
(trigger EF mu18, 1 PV, jet/EmissT cleaning, cosmic muon veto, 1 signal muon, 1 baseline muon,
0 baseline electrons, 3 jets (60, 25, 25), ∆φ(jet,EmissT )>0.2) can be seen in the middle raw. The
EmissT distribution extends from 0 to several hundreds of GeV due to the presence of neutrinos,
as explained earlier. The mT distribution peaks around the cut value (mT > 100 GeV) and has
an important effect on the cut flow leading to a reduction of signal of around 50%. The Meff
distribution is shifted towards higher values compared to the RPC case (see Section 5.5.7 for a
comparison RPC vs. bRPV) and thus the effect of the cut Meff > 500 GeV is of minor importance
as it can be seen in Figure 5.13 where all cuts in the 3JL region are applied except for the Meff
cut itself. The effect of all cuts in the 3JL signal region, i.e. 1-muon selection and mT > 100 GeV,
EmissT > 125 GeV, EmissT > 0.25Meff and Meff > 500 GeV (SR3JL), over this bRPV point is seen in
the bottom plots. Further EmissT distributions, comparison with R-parity conserving SUSY and
an explanation of the origin of high EmissT can be found in Section 5.5.7.
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Figure 5.12: EmissT (left), mT (middle) and Meff (right) distributions for the SUSY bRPV signal point (m0 =
100 GeV, m1/2 = 280 GeV) for an integrated luminosity of
∫
Lint = 1.04 fb−1 in three stages of the analysis. Top
row: before any cut or selection is applied. mT is not included in this case since the selection of one lepton is
necessary for its calculation. Middle row: after 1-muon selection (trigger EF mu18, 1 PV, jet/EmissT cleaning,
cosmicmuon veto, 1 signalmuon, 1 baseline muon, 0 baseline electrons, 3 jets (60, 25, 25), ∆φ(jet,EmissT )>0.2).
Bottom row: after the 3JL selection (1-muon selection plus mT > 100 GeV, EmissT > 125 GeV, EmissT > 0.25Meff
and Meff > 500 GeV)
In order to obtain the expected number of bRPV events in the four signal regions under
consideration, some quantities need to be defined.
· The acceptance gives the number of events passing all the selections at truth level, nor-
malised to the initial number of events. Since various production mechanisms contribute
to the total production rate with different K-factors and since the acceptance for distinct
processes can be different, the various production processes are treated independently.
For low-m0, low-m1/2, squark-gluino and squark-(anti)squark productions are dominant,
while gaugino-gaugino production is the dominant process for the rest of the plane. For
every bRPV grid point, the acceptance is first calculated for each of the 67 production sub-
processes independently (a complete list of subprocesses can be found in Table A.1), as the
effects of the cuts strongly depend on the sparticles initially produced in the event. Every
event is then weighted using the corresponding NLO cross section of the subprocess i it
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Figure 5.13: Meff distribution for the SUSY bRPV signal point (m0 = 100 GeV, m1/2 = 280 GeV) after the
3JL selection except for the Meff cut (mT > 100 GeV, EmissT > 125 GeV and EmissT > 0.25Meff) for an integrated
luminosity of
∫
Lint = 1.04 fb−1.
was originated from. For a given mSUGRA point, the acceptance in the signal region SR
is defined as follows:
Acc(SR) = 1
σ
∑
i
σi ·
ntruthi (SR)
ninitiali
(5.11)
where,
σi is the NLO cross section for the production subprocess i.
σ is the total NLO cross section for the given bRPV-mSUGRA point: σ =
∑
i σi
ntruthi (SR) is the number of events generated for the production subprocess i, passing all
the selections in the signal region SR, at truth level.
ninitiali is the initial number of events generated for the production subprocess i.
· The efficiency is a measure of how well the reconstructed objects are identified. It gives
the number of events passing all the selections at reconstruction level, normalised to the
number of events passing all the selections at truth level. Same as in the acceptance calcu-
lation, for every bRPV grid point, the efficiency is first calculated for each of the 67 produc-
tion subprocesses independently. Every event is then weighted using the corresponding
NLO cross section of the subprocess i it was originated from. For a given mSUGRA point,
the efficiency in the signal region SR is defined as follows:
Eff(SR) = 1
σ
∑
i
σi ·
nrecoi (SR)
ntruthi (SR)
(5.12)
where nrecoi (SR) is the number of events generated for the production subprocess i, passing
all the selections in the signal region SR, at reconstruction level.
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When combining all the processes and applying all the cuts, one gets a final acceptance
and efficiency which can be used to predict an expected number of events as a function of
m0 and m1/2. Figures 5.14 show the acceptance (right) and the product acceptance × effi-
ciency (left) (number of reconstructed events normalised to the initial number of events)
for every bRPV signal grid point and for the four signal regions being analysed. The
acceptance drops at low m1/2, both at truth and reconstruction level, mainly due to the
cosmic veto and the enlargement of the neutralino decay length in that area mentioned in
Section 5.5.5.
The acceptance is in the range 0.1%−3% and mainly depends on m1/2. In the RPC case, for
which this analysis is optimised, the acceptance ranges between 0.1%−11%with a similar
dependence on m1/2. The corresponding efficiencies can be found in Figure 5.15.
· The expected number of events and its error in a given signal region are then defined in
terms of these two variables:
Nexp(SR) = σ · L ·Acc(SR) × Eff(SR) = L ·
∑
i
σi ·
nrecoi (S R)
ninitiali
(5.13)
ε(Nexp(SR)) = 1Nexp(SR) · L ·
√∑
i
σ2i · n
reco
i (SR)
(ninitial)2i
·
1 − nrecoi (SR)
ninitiali
 (5.14)
The number of expected events for an integrated luminosity of
∫
Lint = 1035 pb−1 is pre-
sented in Figure 5.16 (left) for every bRPV signal grid point and for the four signal regions
under consideration together with the corresponding uncertainty in the number of events
(right).
· The uncertainty on the cross section has been calculated taking into account several fac-
tors such as uncertainties on the value of αS and on the factorisation/renormalisation scale
Q. Also the acceptance and efficiency enter in the cross section error and consequently, the
uncertainty on the cross section depends on the SR under consideration:
ε(σ)(SR) = 1
σ ·Acc(SR)
√∑
i
σ2i ·
nrecoi (SR)
ninitiali
 · (ε(αS )2 + ε(Q)2) (5.15)
The total NLO cross section, calculated with Prospino 2.1 [97, 98] is shown in Figures 5.17
as a function of m0 and m1/2. Cross sections span over several orders of magnitude for a fixed
value of m0 and m1/2 ⊂ (200, 600) GeV. All cross sections are in the range ≈ 0.01 − 20 pb. The
total cross section relative total uncertainty in the four signal regions under consideration can
be found in Figure 5.18.
The contributions from the dominant subprocesses are shown in Figure 5.19. It should
be noted that, unlike in the RPC interpretation, the production processes related to gaugino-
gaugino and slepton-slepton (both charged and neutral) have been simulated with PYTHIA
and taken into account in the final results.
The uncertainties due to the variation of αS and the PDFs are summarised in Figure 5.20.
Also the effect of the variation of the QCD factorisation scale has been studied for all bRPV
signal points and the results for reducing or increasing it by a factor of two can be seen in
Figures 5.21 and 5.22, respectively.
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Figure 5.14: Acceptance (left) and reconstruction efficiency times acceptance (right) of the SUSY bRPV
signal points for the 3JL (first row), 3JT (second row), 4JL (third row) and 4JT (bottom row) signal regions
as a function of m0 and m1/2.
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Figure 5.15: Reconstruction efficiency of the SUSY bRPV signal points for the 3JL (top left), 3JT (top right),
4JL (bottom left) and 4JT (bottom right) signal regions as a function of m0 and m1/2.
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Figure 5.16: Expected number of events at reconstruction level (left) and corresponding uncertainties
(right) of the SUSY bRPV signal points for the 3JL (first row), 3JT (second row), 4JL (third row) and 4JT
(bottom row) signal regions as a function of m0 and m1/2.
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Figure 5.17: Total NLO cross sections in pb for bRPV signal points.
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Figure 5.18: Total NLO cross sections relative uncertainties for the bRPV signal points in the 3JL (top left),
3JT (top right), 4JL (bottom left) and 4JT (bottom right) signal regions.
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Figure 5.19: Dominant contributions to NLO cross sections for all bRPV signal points.
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Figure 5.20: Uncertainties due to the increase of QCD factorisation scale by a factor of two for the dom-
inant processes in all bRPV signal points for squark-gluino (top left), gluino-gluino (top right), squark-
squark (bottom left) and squark-antisquark (bottom right) production.
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Figure 5.21: Uncertainties due to the reduction of QCD factorisation scale by a factor of two for the
dominant processes in all bRPV signal points for squark-gluino (top left), gluino-gluino (top right), squark-
squark (bottom left) and squark-antisquark (bottom right) production.
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Figure 5.22: Uncertainties due to the variation of αS and PDFs for the dominant processes in all bRPV sig-
nal points for squark-gluino (top left), gluino-gluino (top right), squark-squark (bottom left) and squark-
antisquark (bottom right) production.
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5.5.7 Comparison between bilinear RPV and RPC SUSY
In this section some comparisons between RPC-mSUGRA and bRPV-mSUGRA in the rele-
vant quantities for the analysis are presented. Four nearby grid points are compared.
In Figure 5.23 the EmissT distribution is compared for RPC and bRPV after the 4-jet tight 1-
muon selection and after the mT cut (but before applying the EmissT and Meff cuts). It is evident
that the EmissT spectrum for bRPV is softer than the RPC one, in particular at high m0,m1/2, yet
remaining significantly higher than the expected from SM processes.
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Figure 5.23: EmissT distributions for various mSUGRA signal points for bRPV SUSY (black continuous
line) and nearby RPC SUSY (red dashed line) after 1-muon 4JT selection and mT cut. The distributions are
normalised to unity.
The origin of the high EmissT in the bRPV SUSY model, where the neutralino LSP decays
in the detector, can be attributed to the neutrino-producing LSP decay modes. As shown in
Section 4.3.1, these channels account for ∼ 90% of all possible decays. To a smaller extent, EmissT
can be originated from neutrinos produced in the cascade decay of particles and in LSP invisible
decays such as χ˜01 → ννν.
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In Figure 5.24 the Meff distribution is compared for RPC and bRPV after the 3-jet tight 1-
muon selection. The distribution of this variable is more similar in the RPC and bRPV cases
than that of EmissT , making the effect on the Meff cut itself to be of similar importance in both
cases.
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Figure 5.24: Meff distributions for various mSUGRA signal points for bRPV SUSY (black continuous line)
and nearby RPC SUSY (red dashed line) after 1-muon 3JT selection and mT cut. The distributions are
normalised to unity.
The mT distributions in RPC and bRPV are very similar throughout the grid, as can be seen
in Appendix D, where more details on the comparison between RPC and bRPV can be found
for five mSUGRA points.
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5.6 Results
This section presents the main results of the one-muon analysis, obtained by a profile log
likelihood ratio (LLR) test. The profile LLR is obtained from a fit to measurements in a signal
region and a set of background control regions. The results are obtained in three steps, called
“background fit”, “discovery fit” and “exclusion fit” described below.
The profile LLR approach described here allows the simultaneous fit for the background and
(if desired) the signal. Cross-contamination of backgrounds across control region boundaries
and the propagation of statistical and systematic uncertainties is taken into account [118]. The
method allows for a simultaneous fit to several channels.
5.6.1 Fit setup
Three different tests are used in practice, each with a different fit configuration.
· In the background fit configuration the signal region is excluded from the fitted data
samples, and no signal contamination is assumed to be present in the background control
samples. The nuisance parameters related to the signal strength, namely the signal cross
section uncertainty, luminosity uncertainty, and signal Monte Carlo statistics uncertainty,
are all fixed to zero. All nuisance parameters describing theoretical uncertainties applied
when extrapolating the fitted background processes to the signal region, e.g. cross section
uncertainties on e.g. the background processes in the SR, and the Monte Carlo statistics
uncertainties on these background processes in the SR, are also turned off in the fit.
· The discovery fit tests for a (positive) excess of events above the total background-only
expectation in the signal region. In different words, it tests the StandardModel hypothesis
in the signal region. In this configuration all signal contamination in the background CRs
is taken to be zero. (Note that, if the contamination is actually non zero, this assumption
leads to a conservative p-value for discovery, since the background in the SR is overesti-
mated.) The signal strength parameter µ is fixed to one, and the fit is for the number of
signal event in the SR. As nomodel-specific interpretation of the signal excess is made, the
nuisance parameters for the signal cross section uncertainty, the luminosity uncertainty,
and signal Monte Carlo statistics uncertainty, are fixed to zero in the fit. The discovery
fit gives the same prediction for the background in the signal region as the background
fit; the difference is that the discovery fit quantifies the level of agreement between the
number of events observed in the signal region and the number of events expected from
known sources.
· The exclusion fit tests for a specific new physics model. Signal predictions are used for
both the SR and CRs. A common signal strength parameter µ is left free in the fit, which si-
multaneously describes the signal expectation in the SR and each CR. As a model-specific
interpretation of the signal excess is made, the nuisance parameters for the signal cross
section uncertainty, the luminosity uncertainty, and signal Monte Carlo statistics uncer-
tainty are turned on in the fit and left free.
Note that a discovery plane typically shows the reach in discovery sensitivity for a two-
dimensional grid of related specific new physics models. An example is the discovery reach
in the mSUGRA m0 − m1/2 plane, with fixed values of tan β and A0. Since here one tests the
discovery against a set of specific models with detailed predictions for the signal expectation in
the SR and CRs with associated uncertainties, the fit configuration used to make such figures is
the “exclusion fit”, and not the “discovery fit” configuration.
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5.6.2 Summary of transfer function values
Table 5.8 lists the transfer function central values from the combined TR and WR control
regions (TWR) into the various signal regions for the processes WZ and top. In practice, the
transfer functions for signal vary as a function of the bRPV-mSUGRA grid point. Uncertainties
on the central value have been calculated on several contributions: b-tagging fraction, jet/MET
energy scale and resolution, lepton scale and resolution, Monte Carlo statistics, theory extrapo-
lation and pile-up. The values in this table and the uncertainties found in Ref. [114] are used as
main input to the fit discussed in the next section.
Table 5.8: Transfer function central values between the combined TR and WR control regions (T WR) and
the four signal regions considered.
Region CWZTWR→SR C
tt
TWR→SR
3JL 0.048 0.222
3JT 0.015 0.042
4JL 0.011 0.023
4JT 0.001 0.003
5.6.3 Fit results
Tables 5.9 and 5.10 present the fit results per signal region. The results are obtained using the
discovery fit, where the fitted signal excess in the signal region is allowed to become negative.
The errors shown are the full uncertainties (statistical plus systematics) except for the error on
the background estimate in each signal region, which is the systematic uncertainty only.
Some notes on the interpretation of the numbers in these tables: in the rows “Fitted bkg
events”, the uncertainties quoted for the TR, WR, and TR+WR equal the square-root of the
numbers of observed events in these regions, i.e. they are only statistical in nature. This is by
construction as, in each of these regions, the total expected number of events is constrained by a
Poisson distribution, and this expected number consists of only top, W/Z , and QCD events (i.e.
no signal events). Essentially, these numbers are to be interpreted as a null-check: the fit to the
TR and WR exactly reproduces the numbers of observed events. The systematic uncertainties
are visible on the individual fitted components, given in the rows underneath the Fitted bkg
events entries. Due to negative correlations between the three background components, the
uncertainties on the individual background components can be larger than the uncertainty on
the total background sum. The individual top and W/Z background estimates obtained from
the TR and WR—including systematic uncertainties— are then extrapolated to signal region. In
the signal region, the discovery fit also contains a signal component, which is allowed to become
negative. For the SR, the “Fitted bkg events” element shows the systematic uncertainties on the
total background estimate, including the propagated statistical uncertainties from the control
regions, but does not reflect the statistical uncertainty of the signal region.
Going to the actual interpretation of the results, no significant signal excess is observed in
any of the signal regions. This is reflected in the fitted number of background events in the
signal regions, which is always compatible with the observed number of events. The 3JL, 3JT
and 4JL regions show downward fluctuations in the number of observed events compared with
the background expectations. The 4JT region shows a minor excess of events. The Monte Carlo
QCD estimates are provided for illustration purposes only —they are not used in the fit. When
comparing the fitted numbers to the nominal simulation predictions (bottom part of the tables),
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one should bear in mind that global scale-level uncertainties (e.g. from the luminosity) do not
enter the fit results. When making such a comparison, however, these uncertainties need to be
considered for the simulation predictions (non-global uncertainties are part of the fit result er-
rors). Therefore, the predicted simulation numbers have a global uncertainty of at least ± 3.7%
(luminosity). The fitted number of WZ events are in good agreement with expectations. The
estimated number of top events is about 10 to 20% higher in both the WR and TR than the
MC expectation. Note that these absolute MC predictions do not contain any theory or lumi-
nosity uncertainty. The number of top events is consistent though with the latest ATLAS ttbar
cross section measurement of 176 ± 5 (stat.) +14−11(syst.) +8−7(lumi.) pb [134]. This increase is consis-
tent with the small discrepancy seen between data and Monte Carlo in the Meff distributions in
Figures 5.6, corresponding to the inclusive 3 and 4 jet channels. The fitted increase in the top
contribution is propagated to the signal regions where, within the background uncertainty, the
fit prediction is always compatible with (though higher than) the corresponding Monte Carlo
estimate. The fitted number of top and WZ events are strongly anti-correlated due to the al-
lowed migration between the WR and TR as introduced by the b-tagging uncertainty. This
anti-correlation can be seen from the uncertainties of the combined top+WZ events (in parti-
cular in the TR and WR) in comparison to the individual top and WZ uncertainties. Note that
the b-tagging uncertainty is also present in the SR, as the ratio of top to WZ events is different
in the SR than in the combined TR+WR. In the SR, however, the corresponding top and WZ
uncertainties are dominated by uncorrelated extrapolation uncertainties (e.g. the theory uncer-
tainties). Only upper limits are set for the number of QCD events in each signal region. The
fit results clearly indicate that the QCD estimates from Monte Carlo are typically insufficient
and/or affected by limited Monte Carlo statistics when compared with the the data-driven es-
timates. Finally, a similar under-estimate of the Monte Carlo prediction for the top background
is observed as in the tight regions.
5.6.4 Impact of systematic uncertainties
Table 5.11 shows the breakdown of the uncertainties on the background estimates of each
signal region into various statistical and systematic components. For all SRs, the full uncertainty
is dominated by the systematic uncertainty on the number of events (expected) in the signal
region. The dominant systematic uncertainties, similar between the various signal regions, are:
· Jet energy scale and resolution.
· Limited MC statistics, in particular for the W and top sample in the signal region. This
uncertainty shows up in the extrapolation of the fitted number of W and top events into
the SR.
· Theory uncertainties on the W and top extrapolation into the SR.
5.6.5 Limits on visible cross sections and discovery p-values
The model-independent CLS upper limits [135] on the observed and expected number of
signal events at 95% confidence level (CL) in the various signal regions have been derived using
the technique described in Ref. [118]. To test the Standard Model null hypothesis, pseudo-
experiments are generated using the background-only expectation. Each pseudo-experiment is
fit twice: once with the signal strength parameter fixed to zero (µ = 0) and once with the signal
parameter left free, but constrained to be greater than zero. The second fit tests for background
fluctuations faking a potential signal. Each pseudo-experiment gets assigned a test statistic
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Table 5.9: Signal regions: 3-jets loose and tight. Fit results for an integrated luminosity of 1035 pb−1.
The results are obtained from the control regions using the discovery fit (see text for details). Nominal
MC expectations (normalised to MC cross sections) are given for comparison. The Monte Carlo QCD
estimates are provided for illustrational purposes only, and are not used in the fit. The errors shown are
the statistical plus systematic uncertainties, except for the error on the background estimate in the signal
region, which is the systematic uncertainty only.
3-jets channels 3JL SR 3JT SR TR WR
Observed events 58 11 166 413
Fitted bkg events 64 ± 19 13.9 ± 4.3 166 ± 13 413 ± 20
Fitted top events 47 ± 16 8.9 ± 3.2 142 ± 14 69.7 ± 7.1
Fitted WZ events 16.6 ± 9.4 5.0 ± 3.2 19.0 ± 4.8 322 ± 23
Fitted top+WZ events 64 ± 19 22.8 ± 5.4 161 ± 13 392 ± 21
Fitted QCD events 0.0 ± 0.0 0.0+0.6−0.0 5.4 ± 2.2 21.6 ± 5.7
MC exp. SM events 58 13.4 139.1 465
MC exp. top events 38 7.3 115 56.8
MC exp. WZ events 20.1 6.1 23.2 393
MC exp. top+WZ events 58 13.4 138.2 450
MC exp. QCD events 0.0 ± 0.0 0.0 ± 0.0 0.9 ± 0.8 15.1 ± 13.1
Table 5.10: Signal regions: 4-jets loose and tight. Fit results for an integrated luminosity of 1035 pb−1.
The results are obtained from the control regions using the discovery fit (see text for details). Nominal
MC expectations (normalised to MC cross sections) are given for comparison. The Monte Carlo QCD
estimates are provided for illustrational purposes only, and are not used in the fit. The errors shown are
the statistical plus systematic uncertainties, except for the error on the background estimate in the signal
region, which is the systematic uncertainty only.
4-jets channels 4JL SR 4JT SR TR WR
Observed events 50 7 1448 1623
Fitted bkg events 53 ± 16 6.0 ± 2.7 1448 ± 38 1623 ± 40
Fitted top events 39 ± 13 4.7 ± 2.2 1319 ± 45 382 ± 13
Fitted WZ events 14.1 ± 8.5 1.4 ± 1.1 91 ± 19 1169 ± 46
Fitted top+WZ events 53 ± 16 6.1 ± 2.5 1410 ± 40 1552 ± 44
Fitted QCD events 0.0 ± 0.0 0.0+0.6−0.0 38 ± 10 72 ± 16
MC exp. SM events 51 5.7 1341 1778
MC exp. top events 36 4.3 1231 357
MC exp. WZ events 14.2 1.4 92 1185
MC exp. top+WZ events 51 5.7 1323 1542
MC exp. QCD events 0.0 ± 0.0 0.0 ± 0.0 18 ± 13 236 ± 170
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Table 5.11: Breakdown of the dominant systematic uncertainties on background estimates in the various
signal regions. Note that the individual uncertainties can be correlated, and do not necessarily add up
quadratically to the total background uncertainty.
Muon channel SR3jL SR3jT SR4jL SR4jT
Total statistical (√Nobs) ±7.62 ±3.32 ±7.07 ±2.65
Total background systematic +19.27−19.27
+4.35
−4.31
+15.79
−15.80
+2.71
−2.66
Jet/MET energy resolution ±8.99 ±1.06 ±0.92 ±0.52
Jet/MET energy scale ±6.99 ±0.18 ±9.06 ±1.61
Lepton energy resolution ±0.00 ±0.00 ±0.00 ±0.00
Lepton energy scale ±0.75 ±0.26 ±1.42 ±0.54
b-tagging ±1.00 ±0.19 ±0.87 ±0.12
MC stat top ±5.39 ±2.12 ±4.01 ±1.40
MC stat W ±2.52 ±1.37 ±2.57 ±0.65
QCD fake rate < 0.1 < 0.1 < 0.1 < 0.1
QCD real rate ±0.53 ±0.14 ±0.44 < 0.1
Theory top ±12.87 ±2.44 ±9.99 ±1.19
Theory W ±8.80 ±2.66 ±7.28 ±0.70
Pile-up ±3.45 ±0.75 ±2.73 ±0.31
defined from the difference in likelihoods between the two fits. This fit procedure is also applied
to the data sample. The discovery p-value is defined as the fraction of pseudo-experiments with
a test statistic value greater than the one found in data.
The CLS upper limit on the observed (S 95obs) and expected (S
95
exp) number of events are given
in Table 5.12. The same table also shows the 95% CL upper limits on the visible cross section,
〈ǫσ〉95, which equal the limits on the observed number of signal events divided by the lumino-
sity. The last two columns of this table indicate theCLB values and discovery p-values (p(µ = 0)).
TheCLB values indicate the amount of (possible) downward fluctuation of the background, and
are needed for the calculation of CLS limits. See Ref. [114] for CLS limits on mSUGRA/CMSSM
models.
The signal regions are all consistent with the Standard Model-only hypothesis.
5.6.5.1 Limits on MSUGRA/CMSSM
The procedure used here follows the ATLAS Statistics Forum recommendations to set lim-
its [136], and is explained in detail in Ref. [118].
Summary of signal systematics
When computing exclusion limits, systematic uncertainties on the cross section and accep-
tance are taken into account. Bear in mind that global scale-level uncertainties (e.g. from the
luminosity and the trigger) do not affect the background evaluation, which is data-driven, but
do affect the signal interpretation, which requires an explicit signal event prediction obtained
from Monte Carlo. Theoretical uncertainties on the NLO cross section are determined by fluc-
tuating the renormalisation/factorisation scale up and down by a factor of 2, and by varying
the αS and PDF choice. The effects of detector systematics are studied by scaling the jet four-
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Table 5.12: First three columns: CLS upper limits on the visible cross section (〈ǫσ〉95) and on the observed
(S 95
obs) and expected (S 95exp) number of events. The last two columns indicate the CLB value, needed for a
CLS calculation, and discovery p-value (p(µ = 0)).
Signal Region 〈ǫσ〉95 [fb] S 95
obs S
95
exp CLB p(µ = 0)
SR3jL 36.3 37.6 41.1+16.1−7.2 0.39 0.60
SR3jT 9.6 9.9 11.4+4.5−2.0 0.31 0.70
SR4jL 31.3 32.4 34.4+13.8−6.5 0.42 0.58
SR4jT 8.6 8.9 8.0+3.0−1.6 0.63 0.39
momenta coherently by the uncertainty on the JES, as well as smearing the jets independently
by the JER, as is done on StandardModel MC samples. Typical magnitudes of the signal uncer-
tainties are 10 − 20%. Due to large variation in signal efficiency across the MSUGRA (m0 − m1/2)
plane, the uncertainty due to limited MC statistics for each grid point varies between 15 − 50%.
Finally, a flat 1% systematic uncertainty is applied to account for the effect of jet cleaning cuts on
the signal events. These cuts are not applied to Monte Carlo data sets. It is estimated that such
cuts applied to 20 GeV fail 0.1% of simulated jets, hence for signal points that typically have 10
such jets, the difference will be no greater than 1%. Trigger uncertainties of 3% are assigned. A
common 3.7% uncertainty is assigned for the luminosity estimate.
Exclusion limits on bilinear RPV model
By applying the four selections, exclusion regions for the bRPV-mSUGRA model are ob-
tained in all but one SR, the 4JL. Figures 5.25, 5.26 and 5.27 show the observed and expected
95% CL limits in the (m0 − m1/2) plane for the 3JL, 3JT and 4JT selection. For the 4JL selection
no exclusion was obtained due to the low sensitivity for the signal in this region. The plots
also show the evolution of the LSP decay length, cτ, in the (m0,m1/2) plane. With increasing cτ
the efficiency of this analysis decreases rapidly due to the drop in the acceptance mainly of the
cosmic veto and to a lesser extend of the EmissT cut. The focus is instead on signal points with suf-
ficiently prompt LSP decays. We thus do not consider low m1/2 values around m1/2 ≃ 200 GeV if
they lead to significant decay lengths. The exclusion limits set by the tight cuts aremuch stricter
than the ones obtained by the loose selection, as is the case for the bounds acquired for R-parity
conserving CMSSM (see Ref. [114]). The exclusion limits set here are relevant for other RPV
supersymmetric models with bilinear R-parity breaking terms in the superpotential such as the
µνSSM [?], where similar neutralino LSP decay modes are predicted [?].
5.7 Conclusions
In this chapter, a search for bilinear R-parity violating supersymmetry is presented in final
states containing one isolated muon, jets and missing transverse momentum from
√
s = 7 TeV
proton-proton collisions at the LHC, with a luminosity of 1.04 fb−1 recorded by ATLAS in 2011.
Good agreement is obtained between the observed number of events in the signal regions
and the Standard Model expectations. Hence, limits are set on contributions of new physics to
the signal regions. The result is interpreted in the bilinear RPV scenario, for which limits have
not been shown before at hadron colliders. The expected and observed exclusion limits set in
the bRPV-mSUGRA/CMSSM m0−m1/2 plane can be found in Figure 5.27, discarding this model
at 95% confidence level for squark masses lower than 760 GeV (mg˜ = mq˜; cτLSP < 15 mm, remind
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Figure 5.25: Exclusion plots for the bilinear RPV model in mSUGRA parameter space applying the 3-jets
loose (3JL) selection. The contours for the LSP decay length of 3 mm and 10 mm are also shown.
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Figure 5.26: Exclusion plots for the bilinear RPV model in mSUGRA parameter space applying the 3-jets
tight (3JT) selection. The contours for the LSP decay length of 3 mm and 10 mm are also shown.
that this analysis does not explore the m1/2 < 200 GeV area).
In addition to the bRPV interpretation, two further models are used to interpret the results.
In the R-parity conservingMSUGRA/CMSSMmodel, the exclusion limits significantly improve
with respect to the previous result [112]. The results are also used to set cross section limits in
the simplified models for gluino-gluino and squark-squark production with subsequent one
cascade decays. The limits are also used to present exclusion planes in the gluino (squark) LSP
mass plane. More information about these exclusion limits can be found in Ref. [113, 114].
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Figure 5.27: Exclusion plot for the bilinear RPV model in mSUGRA parameter space applying the 4-jets
tight (4JT) selection. The expectation for the m1/2 = 240 GeV points that were not simulated is based on
efficiency interpolation. The relative uncertainty for these points is assumed to be 30%. The contours for
the LSP decay length of 3, 7 and 15 mm are also shown.
Chapter 6
AtlFast-II validation for SUSY
6.1 Introduction
ATLAS searched for supersymmetric signatures in severalmodels with the 2010 data set [115,
116, 137] finding no evidence for physics beyond the SM and extending significantly the cons-
traints to different types of SUSYmodels. This situation imposed new challenges, giving rise to
a large number of Monte Carlo (MC) sample production requests by the SUSYWorking Group.
First, there is the need of pursuing the analyses available at that time with more data to become
more sensitive to higher mass scales. Second, there is also the need of extending those analyses
to increase the sensitivity to more challenging topologies predicted by different SUSY models.
Finally, negative results are interpreted in terms of exclusion limits on particular theoretical
scenarios. This is usually presented in 2-dimensional grids, where each point is a combination
of parameters in a particular model and where relatively large statistics and granularity are
needed for precise estimations.
The simulation of the effect that the ATLAS detector has on such MC generated events re-
quires a huge amount of computing resources in terms of CPU time and storage capabilities. In
order to accelerate the simulation process and to save resources as much as possible, an alter-
native to the standard full simulation of events by the ATLAS framework has been developed:
AtlFast-II (AF-II) [138] simulation. When simulating events with AF-II, a not-so-detailed de-
scription of the ATLAS detector is implemented in Geant-4, introducing a simplified version
of the particles behaviour in their pass through the calorimeter, thus making the simulation
process faster although less precise.
Since the SUSY processes have relatively large theoretical uncertainties (typically of the or-
der of 20 − 25%) mainly due to the limited knowledge of the proton PDFs as well as renor-
malisation and factorisation scales, SUSY analysers considered the usage of the AF-II package,
provided that the accuracy in describing the objects and the event yields are significantly better.
The usage of AF-II reduces the simulation time and allows for more flexibility to the analysers.
A dedicated effort was made in order to evaluate the performance of the new AF-II package
in the context of the SUSY needs. In this chapter these results are given, after which a summary
and a proposal, which ended up in the usage of AF-II for actual analyses, is outlined. This
results where presented in several meetings with the simulation and performance groups [139–
142] and resumed in an ATLAS Communication Physics Note [143].
135
136 CHAPTER 6. ATLFAST-II VALIDATION FOR SUSY
6.2 AtlFast-II description
ATLAS has implemented a detector simulation within the Athena software framework [92]
based on Geant-4 [99], the standard simulation “full Geant-4 ”. However, due to the complexity
of the ATLAS detector geometry, the full Geant-4 simulation can take very long times to simu-
late single physics events. Almost 80% of the full simulation time is spent simulating particles
traversing the calorimetry, and about 75% of the full simulation time is spent simulating electro-
magnetic particles. The Fast G4 Simulation aims to speed up this slowest part of the full simula-
tion by removing low energy electromagnetic particles from the calorimeter and replacing them
with pre-simulated showers stored in memory. AtlFast-I [144] was developed for physics pa-
rameter space scans and studies that require very large statistics but do not require the level of
detail contained in the full simulation. It only provides momenta for the reconstructed objects,
without any detailed simulation of efficiencies and fakes. AtlFast-II aims at simulating events
as fast as possible while still being able to run the standard ATLAS reconstruction. Hence, its
output includes all the properties associated with a reconstructed object.
AF-II is a combination of full simulation and fast simulation:
· The simulation of the Inner Detector uses the full Geant-4 simulation, but only with the
Inner Detector enabled.
· The calorimeter is simulated using FastCaloSim [145], replacing the calorimeter simula-
tion with per-particle average shower-shapes. FastCaloSim uses the truth information of
all interacting particles at the end of the inner detector volume as input to the calorimeter
simulation. Instead of simulating the particle interactions with the detector material, the
energy of single particle showers is calculated by FastCaloSim directly using parametriza-
tions of the longitudinal and lateral energy profile. The parametrizations are based on a 30
million event sample of fully-simulated (i.e. simulated with Geant-4) single photons and
charged pions in an energy range between 200MeV and 500 GeV. All electron and photon
showers are approximated by the photon parametrization and all hadronic showers are
approximated by the charged pion parametrization.
· TheMuon System uses full simulation, together with the inner detector. All particles run
through Inner Detector full simulation, at the end of which all particles but muons are
killed. Muons are simulated as in full simulation in the calorimeter and muon system.
· All necessary information for the trigger simulation is available in digitization, so the
normal trigger simulation is applied.
For details on the full Geant-4 and AF-II descriptions see Ref. [128].
6.3 Validation setup
For this study, 18 different mSUGRA points were used. Both sets of samples, with AF-II
and full Geant-4 simulations, were officially requested. The full Geant-4 samples are part of the
central mc10b production and add up a total of 329505 events. The AF-II samples amount to a
total of 340000 events. Each of the full Geant-4 samples were normalised such that the number
of events was the same as in the corresponding AF-II sample.
Both AF-II and full Geant-4 samples were generated using the same generator. They only
differ in the simulation process, in which either AF-II or full Geant-4 simulation was used in
order to produce the files. Then, these files were digitised and reconstructed identically in both
cases.
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Table 6.1: Description of the software used to produce the full Geant-4 and AF-II samples used for this
study.
Production tag Release full/fast sim Comment
e598 15.6.12.5 both event generation with Herwig++
e757 15.6.14.4 both event generation with Herwig++
s1213 15.6.12.9 fast EVNT→HITS
s933 15.6.12.9 full EVNT→HITS (50 evts/job)
s946 15.6.12.9 full merging of HITS files
d544 16.6.4.3 fast HITS→RDO
r2366 16.6.4.3 fast RDO→AOD
r2302 16.6.4.3 full HITS→RDO→AOD
r2300 16.6.4.2 full AODmerging
p543 16.6.4.2 both AOD→NTUP SUSY
The specific data sets used for this study are listed below:
AtlFast-II:
mc10_valid.106484.SU4_herwigpp_susy.merge.NTUP_SUSY.e598_s1213_d544_r2366_p543/
mc10_valid.123301.SU_100_60_0_10_P_herwigpp_susy.merge.NTUP_SUSY.e757_s1213_d544_r2366_p543/
mc10_valid.123302.SU_100_90_0_10_P_herwigpp_susy.merge.NTUP_SUSY.e757_s1213_d544_r2366_p543/
mc10_valid.123320.SU_180_60_0_10_P_herwigpp_susy.merge.NTUP_SUSY.e757_s1213_d544_r2366_p543/
mc10_valid.123321.SU_180_90_0_10_P_herwigpp_susy.merge.NTUP_SUSY.e757_s1213_d544_r2366_p543/
mc10_valid.123605.SU_1380_60_0_10_P_herwigpp_susy.merge.NTUP_SUSY.e757_s1213_d544_r2366_p543/
mc10_valid.123606.SU_1380_90_0_10_P_herwigpp_susy.merge.NTUP_SUSY.e757_s1213_d544_r2366_p543/
mc10_valid.123624.SU_1460_60_0_10_P_herwigpp_susy.merge.NTUP_SUSY.e757_s1213_d544_r2366_p543/
mc10_valid.123625.SU_1460_90_0_10_P_herwigpp_susy.merge.NTUP_SUSY.e757_s1213_d544_r2366_p543/
mc10_valid.123337.SU_180_570_0_10_P_herwigpp_susy.merge.NTUP_SUSY.e757_s1213_d544_r2366_p543/
mc10_valid.123338.SU_180_600_0_10_P_herwigpp_susy.merge.NTUP_SUSY.e757_s1213_d544_r2366_p543/
mc10_valid.123423.SU_580_300_0_10_P_herwigpp_susy.merge.NTUP_SUSY.e757_s1213_d544_r2366_p543/
mc10_valid.123424.SU_580_330_0_10_P_herwigpp_susy.merge.NTUP_SUSY.e757_s1213_d544_r2366_p543/
mc10_valid.123622.SU_1380_570_0_10_P_herwigpp_susy.merge.NTUP_SUSY.e757_s1213_d544_r2366_p543/
mc10_valid.123623.SU_1380_600_0_10_P_herwigpp_susy.merge.NTUP_SUSY.e757_s1213_d544_r2366_p543/
mc10_valid.123641.SU_1460_570_0_10_P_herwigpp_susy.merge.NTUP_SUSY.e757_s1213_d544_r2366_p543/
mc10_valid.123642.SU_1460_600_0_10_P_herwigpp_susy.merge.NTUP_SUSY.e757_s1213_d544_r2366_p543/
mc10_valid.123443.SU_660_330_0_10_P_herwigpp_susy.merge.NTUP_SUSY.e757_s1213_d544_r2366_p543/
full sim MC10b:
mc10_7TeV.106484.SU4_herwigpp_susy.merge.NTUP_SUSY.e598_s933_s946_r2302_r2300_p543/
mc10_7TeV.123301.SU_100_60_0_10_P_herwigpp_susy.merge.NTUP_SUSY.e757_s933_s946_r2302_r2300_p543/
mc10_7TeV.123302.SU_100_90_0_10_P_herwigpp_susy.merge.NTUP_SUSY.e757_s933_s946_r2302_r2300_p543/
mc10_7TeV.123320.SU_180_60_0_10_P_herwigpp_susy.merge.NTUP_SUSY.e757_s933_s946_r2302_r2300_p543/
mc10_7TeV.123321.SU_180_90_0_10_P_herwigpp_susy.merge.NTUP_SUSY.e757_s933_s946_r2302_r2300_p543/
mc10_7TeV.123605.SU_1380_60_0_10_P_herwigpp_susy.merge.NTUP_SUSY.e757_s933_s946_r2302_r2300_p543/
mc10_7TeV.123606.SU_1380_90_0_10_P_herwigpp_susy.merge.NTUP_SUSY.e757_s933_s946_r2302_r2300_p543/
mc10_7TeV.123624.SU_1460_60_0_10_P_herwigpp_susy.merge.NTUP_SUSY.e757_s933_s946_r2302_r2300_p543/
mc10_7TeV.123625.SU_1460_90_0_10_P_herwigpp_susy.merge.NTUP_SUSY.e757_s933_s946_r2302_r2300_p543/
mc10_7TeV.123337.SU_180_570_0_10_P_herwigpp_susy.merge.NTUP_SUSY.e757_s933_s946_r2302_r2300_p543/
mc10_7TeV.123338.SU_180_600_0_10_P_herwigpp_susy.merge.NTUP_SUSY.e757_s933_s946_r2302_r2300_p543/
mc10_7TeV.123423.SU_580_300_0_10_P_herwigpp_susy.merge.NTUP_SUSY.e757_s933_s946_r2302_r2300_p543/
mc10_7TeV.123424.SU_580_330_0_10_P_herwigpp_susy.merge.NTUP_SUSY.e757_s933_s946_r2302_r2300_p543/
mc10_7TeV.123622.SU_1380_570_0_10_P_herwigpp_susy.merge.NTUP_SUSY.e757_s933_s946_r2302_r2300_p543/
mc10_7TeV.123623.SU_1380_600_0_10_P_herwigpp_susy.merge.NTUP_SUSY.e757_s933_s946_r2302_r2300_p543/
mc10_7TeV.123641.SU_1460_570_0_10_P_herwigpp_susy.merge.NTUP_SUSY.e757_s933_s946_r2302_r2300_p543/
mc10_7TeV.123642.SU_1460_600_0_10_P_herwigpp_susy.merge.NTUP_SUSY.e757_s933_s946_r2302_r2300_p543/
mc10_7TeV.123443.SU_660_330_0_10_P_herwigpp_susy.merge.NTUP_SUSY.e757_s933_s946_r2302_r2300_p543/
Details of the software releases used for the entire processing chain are given in Table 6.1.
Physics-wise, the samples were all generated within the mSUGRA SUSY framework. The
first sample, SU4, is one of the main reference samples for the EmissT -based searches. The other
samples were picked from one of the existing SUSY signal grids. The mSUGRA parameters of
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each sample can be found from the actual name. For instance, the sample SU 660 330 0 10 P
was generated with mSUGRA parameters m0=660, m1/2=330, A0=0, tan β=10 and µ >0, where P
stands for a positive value of µ.
The different samples were all used together in the comparisons, hence mixing different
SUSY final state configurations. In this way, a larger statistic sample was obtained and, in
addition, a wide variety of SUSY signatures could be explored at the same time: at largem0, they
are dominated by gluino-gluino production, which gives longer decay chains with more jets,
whereas at large m1/2, the squark-gluino and squark-squark production processes dominate,
which tend to produce shorter decay chains with more energetic objects.
In order to estimate the gain that AF-II offers in simulation time with respect to full Geant-4
for these complex final states, two of the samples were examined. Table 6.2 shows a summary of
the results. These were obtained averaging only the execution times (pilot Timing) of different
jobs and they are subject to possible different machine performances on the grid. This is the
reason of the differences between times in processes that should be approximately the same
(for example, the reconstruction time). Thus, it could be interpreted as an estimation of the
uncertainty. Overall, AF-II provides a gain of 8-9 in simulation time, which is reduced to 4-6
when considering the whole process. In addition, in this summary it is not taken into account
the fact that the fast simulation jobs can skip the merging steps since they contain more events
per job already. This is another factor that reduces the total time it takes from the submission of
the job until it is converted to a SUSY ntuple.
Table 6.2: Time spent in each of the different steps followed in full Geant-4 and AF-II for two different
SUSY samples. Last two rows show the factor in speed gain by using AF-II considering only the simulation
time (sim) or considering the total amount of time (tot). The numbers take only into account the execution
time (pilot Timing) and have been approximately averaged for the different jobs.
Step m0 = 1460 m1/2 = 90 [GeV ] m0 = 180 m1/2 = 570 [GeV ]
full Geant-4 AF-II full Geant-4 AF-II
(min/ev) (min/ev) (min/ev) (min/ev)
evgen 0.004 0.004 0.004 0.004
simulation 11.1 1.4 12.2 1.4
merging 0.03 – 0.03 –
digit – 0.34 – 1.1
recon 0.67 0.31 0.73 0.49
merging 0.01 – 0.01 –
D3PD 0.03 0.03 0.03 0.03
AF-II/full (sim) 7.9 8.9
AF-II/full (tot) 5.7 4.4
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6.4 Object definition
The different object definitions follow the Combined Performance group recommendations
and are the ones used in the current SUSY analyses:
jets
• AntiKt4 Topo
• pT > 20 GeV
• |η| < 2.8
b-jets
• AntiKt4 Topo
• pT > 20 GeV
• |η| < 2.8
• SV0 > 5.85 (def. in Section 2.3.6.6)
electrons
• pT > 20 GeV
• |η| < 2.47
• author = 1 or 3
• “IsEM” & ElectronMedium = 0
• “el OQ” & BADCLUSELECTRON = 0
signal electrons
• To be used by the 1 electron channel se-
lection
• pT > 25 GeV
• |η| < 2.47
• author = 1 or 3
• “IsEM”& ElectronTight WithTrackMatch =
0
• “el OQ” & BADCLUSELECTRON = 0
• IsoPtCone02/pT < 0.1 GeV
muons
• pT > 10 GeV
• |η| < 2.4
• IsCombined OR
IsLowPtReconstructed = 1
• mu staco tight = 1
signal muons
• To be used by the 1 muon channel selec-
tion
• pT > 10 GeV
• |η| < 2.4
• IsCombined OR
IsLowPtReconstructed = 1
• mu staco tight = 1
• IsoPtCone02 < 1.8 GeV
• z0 exPV < 10
photons
• pT > 20 GeV
• |η| < 2.5
• PhotonTight
taus 1)
• pT > 15 GeV
• |η| < 2.5
HT
• HT =
∑
i, j,k pT (jeti) + pT (muon j) + pT (electronk)
i = 3 leading jets,
j = all selected muons,
k = all selected electrons;
missing transverse energy
• EmissT = E
miss
T,RefFinal (def. in Section 2.3.6.7)
transverse mass
• mT =
√
2 · plT · E
miss
T · (1 − cos(∆φ(l, EmissT )))
effective mass
• Meff = EmissT + HT
1)Due to a bug in producing the files, the neural network discriminator for taus was always set to dummy values and
a check on this variable was not possible. Thus, all the taus in the tau container have been considered here and further
checks will be performed in the future.
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6.5 Results
The comparison between AF-II and full Geant-4 is performed over the samples listed in Sec-
tion 6.3 at two different levels: description of the objects and quantities used in SUSY analyses
and the performance in baseline event selections.
6.5.1 Description of objects
In SUSY searches, many different physical objects and quantities are used covering different
range in pT and η. Comparisons between full Geant-4 and AF-II simulations are performed on
each of them, leading to the following results:
Jets Kinematic distributions for AF-II jets are in good agreement with respect to those genera-
ted using full Geant-4, except for a small deficit of AF-II jets, specially at lower pT (∼ 3%
when selecting jets with pT > 20 GeV, dropping to ∼ 1.5% at pT > 30 GeV). Other dis-
tributions such as LArQuality, jet timing, electromagnetic fraction and EMJES show good
agreement. Figure 6.1, shows the comparison of the inclusive jet pT distributions for full
Geant-4 and AF-II simulations with the corresponding jet energy scale (JES) uncertainties.
The differences between the simulations account for approximately half the uncertainty
from JES in the first bin, dropping rapidly to a negligible difference in the rest of the dis-
tribution.
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Figure 6.1: Comparison of the inclusive jet pT distribution for full Geant-4 and AF-II, the yellow
band corresponding to the jet energy scale uncertainty variations.
b-tagging Since the inner detector is simulated using full Geant-4, no significant differences are
observed when b-tagging is applied to the jets. Comparisons were made after requiring
SV0 tagger (see Section 2.3.6.6) to be above 5.85 and showing separately the jets matched
to a b-quark (labelled with a pdgId of 5 or -5, using the standard tool from the b-tagging
group) and those which do not match. Deviations are below 1%.
Electrons The number of AF-II electrons after applying the selection cuts except for the iso-
lation is ∼ 1.4% lower than in full Geant-4. The agreement is at the 1% level when the
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electron is found by the cluster based egamma algorithm (author= 1). Thus, the main dif-
ferences come from the electrons found by both the cluster based and track based egamma
algorithms (author= 3). These differences are lower for electrons associated to true elec-
trons. The matching is performed using the egamma standard truth matching tool, after
removing hadrons and conversions2) . The difference is higher for fake electrons, ∼ 10%,
but depends on the pT. These deviations are most probably due to inaccuracies in shower
description, which are currently being corrected. However, they are well below the theo-
retical uncertainties in SUSY signals and the impact in 0-lepton or 1-lepton final states
should be small. In Figure 6.2 the pT of electrons is shown for truth matched and fake
electrons. Deviations in the kinematic region of pT between 20 and 25 GeV have been
investigated since they affect some of the 2-lepton final states as will be discussed in Ap-
pendix E.
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Figure 6.2: Comparison of electron pT distributions for full Geant-4 andAF-II, for truthmatched
electrons (left) and fakes (right). No isolation criteria to the electrons have been imposed and
details of the matching are given in the text.
Muons Good agreement is expected in muons because they are simulated using full Geant-4.
Differences could only arise from energy depositions in the calorimeter, affecting the iso-
lation condition and punch-throughmuons. Distributions of the isolation energy in a cone
of 0.2, pT, η, φ, charge and number of TRT hits show that deviations are lower than 0.1%.
Figure 6.3 shows the muon pT and isolation variable distributions for the two simulations.
Taus Good agreement is observed for taus in pT, η and φ distributions. There is also a good
agreement for all the tau reconstruction algorithms and also for the electron and muon
veto terms. In complex distributions such as the Boosted Decision Tree (BDT) output a
small shift towards higher values of the AF-II distribution with respect to full Geant-4
is observed (∼ 7% shift in the mean value of the distribution). The difference is smaller
(∼ 3%) in the interesting regionwhere the cut above 0.2 is implemented, which is the loose
2)el truth matched && el truth barcode < 200000 && abs(el truth type) == 11 && el truth status == 1
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Figure 6.3: Comparison of muon pT and isolation distributions for full Geant-4 and AF-II.
identification cut. This translates into a good description on the number of taus passing
the loose or medium criteria. After applying the medium BDT requirement, deviations
in the number of reconstructed taus above 20 (25) GeV matched to true taus are of the
order of 4% (1.5%). Figure 6.4 shows the comparison of the different tau pT distribution
for reconstructed taus matched to true taus (left), using the official matching criteria from
the Tau Working Group, and the fakes (right).
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Figure 6.4: Comparison of tau pT distributions for full Geant-4 and AF-II in the case of recons-
tructed taus matched to true taus (left) and fake taus (right), as described in the text.
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Photons Kinematic distributions for photons and the different author definitions from egamma
algorithms show excellent agreement with no appreciable differences. When considering
photons passing the tight egamma criteria the difference goes to ∼ 2%. Photon pT distri-
bution for both simulations is shown in Figure 6.5 after applying the selection criteria.
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Figure 6.5: Comparison of tight photon pT distribution for full Geant-4 and AF-II.
mT The transverse mass between the EmissT and the electron or the muon can be observed in
Figures 6.6. There is an overall good agreement, slightly better for the muon case, as
expected.
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Figure 6.6: Comparisons of the distributions of the transverse mass between the EmissT and the
electron (left) and muon (right) for full Geant-4 and AF-II, as well as the ratio between the two.
HT The HT distribution, as defined in Section 6.4, predicted by AF-II is slightly shifted to lower
values (1.5%). This small shift can be attributed the description of the three leading jet pT.
The scalar pT sum of only electrons or muons show excellent agreement.
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EmissT The E
miss
T distribution predicted by AF-II presents a deviation of less than 5% to the full
Geant-4 prediction, as shown in Figure 6.7. The overall mean shift is ∼ 2% but when
electrons or muons are present in the event, the differences are reduced to 1%. The dis-
tribution is well described, being the lowest EmissT region the one with larger differences.
This region is more sensitive to lower pT jet modelling and the unclustered energy (cell-
out term). In fact, as shown in Figure 6.8, the AF-II prediction of this term is significantly
shifted towards lower values (the mean of the distribution has a 5% shift). However, the
effect of this term in the SUSY phase space is usually negligible and the shift represents
only half the uncertainty associated to this term.
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Figure 6.7: Comparison of the EmissT resolution defined as (E
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T [truth])/E
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T [truth]
for full Geant-4 and AF-II, as well as the ratio between the two.
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Meff The Meff quantity is generally the most powerful discriminator in SUSY analyses since
it is a complex variable which accounts for most of the calibrated cluster energy in the
event as well as the EmissT . Figure 6.9 shows the differences between AF-II and full Geant-4
simulations, which are well within 5%, basically due to the accumulated differences in the
EmissT and HT terms already discussed. The highest deviations are observed at the low Meff
region (Meff < 400 GeV).
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Figure 6.9: Comparison of the Meff distribution for full Geant-4 and AF-II, as well as the ratio
between the two.
6.5.2 Description of event selection efficiencies
In order to estimate inmore detail the effect of the AF-II usage in SUSY analyses, the different
baseline selections adopted by 0-, 1- and 2-lepton analyses have been examined. After each cut,
the relative difference of the efficiencies between AF-II and full Geant-4 are quoted with respect
to the initial number of events and with respect to the number of events before the cut under
investigation. The details of this comparison can be found in the talks [139–142] and here just
a summary of the most relevant information is given. Table 6.3 shows the total difference in
efficiencies before the last cut is applied (|∆ǫBefLastT |)3), after the last cut is applied (|∆ǫLastT |), the
maximum relative difference in the event selection (|∆ǫmaxR |) and the corresponding cut. As it can
be seen, in most of the cases differences are below 2%. However, differences are larger in some
of the cases where 2 leptons are required. These event selections are particularly challenging
due to the small pT window imposed to the electrons in order to avoid overlapping with other
channels4). A detailed comparison of the cause of the differences at the event-by-event level
was performed and can be found in the Appendix E. The conclusion was that the effect is due
3)The last cut applied is the tightest one and it corresponds to Meff > 1000 GeV for 0-lepton final states, Meff > 500 GeV
for 1-lepton final states and EmissT > 250 GeV for 2-lepton final states.4)The event selections named “1-muon and 1-elec (low pT) opp. sign” correspond to selections where a muon is
required to fulfil the trigger requirement and an electron should also be present. In order to avoid the overlapping with
the opposite situation, in which the electron is required to pass the trigger (hence, it should be with a pT above 25 GeV)
and an extra muon should also be present in the event, in this case the electron is imposed to be between 20 and 25 GeV.
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to a small bias in the pT description of the electrons at low pT that become important when the
acceptance is extremely small (at the per mill level).
Table 6.3: Event selections for different final states and the difference in efficiency between full Geant-4
and AF-II predictions. |∆ǫBefLastT | is the total difference in efficiencies before the last cut is applied, |∆ǫLastT | is
the same quantity but calculated after the last cut is applied, |∆ǫmaxR | is the maximum relative difference in
efficiencies throughout the event selection and last column is the cut producing this maximum difference.
Event selection |∆ǫBefLastT | |∆ǫLastT | |∆ǫmaxR | Cut with |∆ǫmaxR |
0-lepton, ≥ 2 jets 0.97% 1.27% 0.30% Meff > 1000 GeV
0-lepton, ≥ 3 jets 1.50% 0.45% 1.06% Meff > 1000 GeV
1-electron 0.54% 0.50% 1.20% mT > 100 GeV
1-muon 0.11% 0.06% 1.88% Lepton cut
2-electron opposite sign 1.65% 1.09% 2.78% EmissT > 250 GeV
2-muon opposite sign 1.52% 2.87% 1.65% EmissT > 80 GeV
1-elec and 1-muon opp. sign 2.84% 4.97% 2.19% EmissT > 250 GeV
1-muon and 1-elec (low pT) opp. sign 5.33% 25.9% 19.6% EmissT > 250 GeV
2-electron same sign 6.68% 2.58% 6.23% Tight iso electrons
2-muon same sign 4.18% 8.49% 4.14% EmissT > 250 GeV
1-elec and 1-muon same sign 5.14% 5.37% 3.03% Tight iso electrons
1-muon and 1-elec (low pT) same sign 0% 13.0% 13.0% EmissT > 250 GeV
6.6 Summary and proposal
The performance of AF-II was evaluated in different SUSY signal scenarios of a mSUGRA
model with different final state topologies and jet pT spectra. The description of the different
objects was found to be very accurate (deviations well below 5%). Distributions of basic quanti-
ties for SUSY searches have been also examined and a similar level of agreement was observed.
This maximum 5% deviation in some cases was also found to be well within the JES uncer-
tainties. In addition, the baseline event selections performed in different SUSY searches, such
as 0-lepton search (with two jets and three jets), one lepton search (both electron and muon
separately) and two lepton searches (both opposite sign and same sign with different flavour
combinations), were tested. Deviations in the total signal efficiencies or individual cuts were
found to be ∼ 1 − 2%, except in cases where an electron with pT < 25 GeV is required.
Given this excellent performance of the AF-II package for SUSY signal studies, the following
proposal was given:
• New signal grids for SUSY analyses could be simulated using the current AF-II package,
when appropriate.
• As a cross check and continuous monitoring of the AF-II performances in the different
SUSY models, some full Geant-4 points could be interleaved. These could be in the form
of coarser grids and represent around 10 − 20% of the overall phase space covered by the
grid.
• Due to the excellent agreement between full Geant-4 and AF-II compared to the current
theoretical uncertainties in the signal estimation, the application of the current recommen-
dations from the Combined Performance Groups to define the different physical objects
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and to estimate the uncertainties for the full Geant-4 simulated samples could also be ap-
plied in the sameway to the AF-II SUSY signal samples. As soon as new recommendations
are provided, these would be applied to cover the possible cases in which the full Geant-4
recommendations are not accurate enough for AF-II. In addition, longer term tunings of
AF-II to data would also minimise the differences and will be beneficial to improve this
approach.
In this way, the SusyWG could benefit from the long-standing dedicated efforts of ATLAS
to develop and validate fast detector simulations. The factor of 8-9 gain in simulation time
would allow more detailed studies of the SUSY parameter space and more accurate results. In
addition, the group would also benefit from a faster turn-on in the availability of the samples,
which is an important feature to improve the quality of the results when time constraints are
present.
This proposal was accepted by the SusyWG and after this work SUSY MC requests used
AF-II whenever possible. In several of the SUSY analysis papers published during the summer
2011 and 2012, AF-II has been used for the production of the (total or partial) SUSY signal grids
involved. Also other ATLAS groups different from SUSY are using AF-II to simulate different
types of processes. All the results from these analyses can be found in Ref. [146].
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Chapter 7
Conclusions
This thesis has been devoted to the search for Supersymmetry in an mSUGRA scenario
where the R-parity is broken through the bilinear term (bRPV). The bulk of the work carried
out has been divided into two main analyses, both of them inclusive, based in the selection of
final states containing onemuon and several jets. This final state has been proved to be favoured
by the bRPV scenario thanks to the lightest supersymmetric particle decay channels involving
muons and jets.
In the first part of the thesis, presented in Chapter 4, a Monte Carlo (MC) study has been
performed, analysing the possibility to observe bilinear R-parity violation in supersymmetry in
ATLAS at the LHC for three different energy configurations: the LHC nominal energy (14 TeV),
an intermediate energy (10 TeV) and the energy at which the LHC started to work at the end
of 2010, and during 2011 (7 TeV). All possible sources of SM background have been properly
taken into account, together with the combinatorial background arising from the high lepton
and jet multiplicity environment characterising SUSY events.
The requirements applied in this analysis select events containing at least one high-pT muon,
two high-pT jets and a set of thresholds on global variables such as EmissT , Meff or S T, defined in
Chapter 4. Another set of requirements is applied in order to disentangle the signal decay
channel (χ˜01 → µq¯q′) from the combinatorial background coming from the SUSY sample itself.
After the event selection, when inspecting the number of SUSY inclusive signal and SM
background events surviving the SM cuts applied, a ratio S SUSY/
√
B > 30 is expected for both
the 7 TeV and 10 TeV samples, giving rise to a significance of Zn = 1.28 (Zn = 0.60) for the 7 TeV
sample (10 TeV sample) for a luminosity of 2 fb−1, with Zn defined as in Ref. [9]. In this definition
of Zn an uncertainty of 50% is assumed for the background from QCD multijet events and 20%
for the background from t¯t, W + jets, Z + jets and W/Z pairs. In the 14 TeV sample and for the
same selection S SUSY/
√
B > 95 is seen, although not all sources of background were included in
this case, so it should be understood only as an approximation.
Looking at the invariant mass distribution of one muon and two jets and after applying an
extra selection in the object combination resembling that expected for the neutralino decay to a
muon and a hadronic W, a signal of S SUSY/
√
B > 30 (S SUSY/
√
B > 50) can be observed for the
7 TeV sample (10 TeV sample). From this distribution it is possible to reconstruct the neutralino
mass, obtaining a mass peak on 114.8±1.1 GeV (115.9±0.8 GeV), where the theoretical value for
the χ˜01 mass is 109.8 GeV (118 GeV), only statistical errors taken into account. This distribution
leads to a significance of Zn = 7.22 (Zn = 3.55) and even better significance of Zn = 7.74 (Zn = 5.37)
in the mass window 90 to 140 GeV for a luminosity of 2 fb−1.
This feasibility study was performed assuming a bRPV-mSUGRA point (SU3-like) with a
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rather low m0 and m1/2 parameter values (100 GeV and ∼ 300 GeV, respectively) characterised by
a high SUSY cross section (σ ∼ O(10 pb)) and a low neutralino mass (Mχ˜01 ≃ 120 GeV). In higher
values of m1/2, although the production cross section is lower, the LSP mass migrates to higher
values of Mµjj and hence the mass peak should become more prominent over the background.
The branching ratio BR(χ˜01 → µW), on the other hand, as evident from Figure 2 of Ref. [88], is
expected to increase with m0 from ∼ 10% in SU3 up to & 25% for m0 & 500 GeV, depending also
on the other mSUGRA parameters and the atmospheric neutrino mixing angle. In order to gen-
eralise the results, a systematic study involving the production of fast simulation (ATLFAST II)
samples in a grid of mSUGRA parameters may be performed in the future to determine the ex-
clusion and discovery reach for this model. Moreover, the assumed R-parity violating couplings
may be embedded in other supersymmetric frameworks, distinct from mSUGRA, such as the
phenomenological MSSM (pMSSM) [105] or the minimal Anomaly Mediated Supersymmetry
Breaking (mAMSB) [106].
Even though this analysis is performed and the selection criteria are chosen and optimised
for a specific RPV model where the breaking occurs through bilinear terms, it may be gener-
alised to investigate trilinear RPV, such as when λ′2 jk , 0. By relaxing, for instance, the W-mass
constraint on the two jets, the decay χ˜01 → µq¯q′ may be probed.
The significance can be increased if the delayed decay of the neutralino, having a decay
length of ∼ 300 µm, is exploited. This is a generic feature not only of the specific scenario (bilin-
ear RPV) we studied, where the LSP decay length ranges from 0.1 to 100 mm [88, 102], but of
other trilinear RPV scenarios with λ′ ∼ 10−3 [107]. Such an analysis, however, addresses the is-
sue of distinguishing the LSP from B-mesons — since they have comparable lifetimes — which
requires dedicated studies.
RPV SUSY signals may be characterised, in certain models, by a fairly high missing energy
though lower than the corresponding RPC case. This means that if evidence of SUSY should be
observed in a similar conventional EmissT -based inclusive search at the LHC, the case of R-parity
violation should not be excluded.
This motivates the second part of the thesis, in which an analysis with real ATLAS data taken
from LHC collisions at
√
s = 7 TeV has been performed, searching for a final state containing
one high-pT muon and at least 3 high-pT jets. This analysis was originally designed for the
search of standard SUSY (conserving R-parity, RPC) and thus a rather strong EmissT requirement
is applied. Nevertheless, as stated above, bRPV can have similar features as those of RPC and
an interpretation of the analysis in terms of bRPV is feasible.
The analysis, presented in Chapter 5, considers four different signal regions (SR) in which
the SUSY signal is expected to dominate over the SM background. The SRs are defined in terms
of the minimal jet multiplicity per event, the minimal EmissT and Meff content and its ratio, while
all of them share the defining requirement of the analysis: the content of exactly onemuon. A set
of control regions (CR) are also defined in terms of the same variables, in which a particular type
of SM background is expected to dominate over the others. These CRs are meant to clarify the
SM background behaviour, verifying its understanding and ensuring the correct interpretation
of data in the SRs.
After performing a combined fit of every CRs and extrapolating the results to each of the
SRs, no excess of events is observed in data with respect to the expected SM content. These
leads to an interpretation in terms of the bRPV model, giving rise to the first exclusion limits
for the bRPV-mSUGRA model ever set. In three out of the four SRs defined, the bRPV model is
sensitive enough to derive in exclusion limit plots, which can be found in Figures 5.25 to 5.27.
The SR selecting at least 4 high-pT jets and tighter cuts on the global variables is the one with
the highest sensitivity for the bRPV model. It leads to the exclusion plot shown in Figure 5.27,
the most stringent one, discarding this model at 95% confidence level for squark masses lower
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than 760 GeV (mg˜ = mq˜; cτLSP < 15 mm).
As a complement to the physics analyses that have been the main objective of this thesis, a
simulation performance study has been carried out. After the first 2010 ATLAS searches found
no evidence for physics beyond the SM and significantly extended the constraints to different
types of SUSY models, new challenges rose up requiring a large number of new Monte Carlo
(MC) samples. The final analyses are followed up with more data to reach higher mass scales
and more challenging topologies predicted by different SUSY models needed to be included
in the analysis menu. These analyses are usually performed by studying 2-dimensional grids,
where each point is a combination of SUSY parameters in a particular model and where rela-
tively large statistics and granularity are needed for precise estimations.
The simulation of the effect that the ATLAS detector has on such MC generated events re-
quires a huge amount of computing resources in terms of CPU time and storage capabilities.
In order to accelerate the simulation process and to minimise the required resources, the faster
although not-so-precise ATLFAST-II (AF-II) [138] simulation has been developed. A dedicated
effort has been done in order to evaluate the performance of the new AF-II package in the con-
text of the SUSY needs.
The work done here consists of the validation of the ATLAS fast simulation framework
ATLFAST-II by the comparison of its efficiencies with the standard ATLAS full simulation (full
Geant-4) of events. The performance of AF-II has been evaluated in different SUSY signal sce-
narios in an mSUGRA model with different final state topologies and jet pT spectra. The de-
scription of the different objects has been found to be very accurate (deviations well below 5%).
Distributions of basic quantities for SUSY searches have also been examined and a similar level
of agreement has been observed. This maximum 5% deviation in some cases was also found to
be well within the jet energy scale (JES) uncertainties. In addition, the baseline event selections
performed in different SUSY searches, such as 0-lepton search (with two jets and three jets), one
lepton search (both electron and muon separately) and two lepton searches (both opposite sign
and same sign with different flavour combinations), have been tested. Deviations in the total
signal efficiencies or individual cuts are found to be ∼ 1 − 2%, except in cases where an electron
with pT < 25 GeV is required in which deviations are slightly larger.
After the AF-II validation accomplished here, the ATLAS SUSY Working Group decided to
request the SUSY MC production using AF-II whenever possible. This production was used as
a key ingredient in several published analysis papers in different SUSY searches [117, 147–149],
based in AF-II.
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Chapter 8
Epilogue
8.1 Analysis follow up.
Following the results presented in Chapter 5 one further analysis has been performed using
higher ATLAS luminosity from
√
s = 7 TeV pp collisions at the LHC. This analysis has been
carried out in SRs involving multijets final states, with an important increase of the analysed
luminosity (4.7 fb−1) and an update in the pile-up treatment optimised for higher beam inten-
sities. In addition to the muon channel, an electron channel has been added with the signal
lepton definition as specified in [150]. The lepton pT requirements are exactly the same as in the
previous case, the difference being the minimum number of jets in the event, which in this case
is seven. Also the cuts on the global variables such as EmissT , Meff or mT applied in the SRs are up-
dated to the higher luminosity condition. Full description of the SRs can be found in Table 8.1.
Similar CRs as in the analysis in Chapter 5 are used and, in addition, extra CRs are adapted to
the SRs jet multiplicity required and in the global variables (details in the same table).
Table 8.1: Overview of the selection criteria for the signal and control regions (CR) in this analysis. The
pT selections for leptons are given for electrons (muons). All mass and momentum requirements are in
units of GeV.
Signal 3-jet 3-jet 7-jet 7-jet Z+jets dileptonic
region W CR t¯t CR W CR t¯t CR CR t¯t CR
Trigger Single electron or muon (+jet)
Nlep 1 1 1 1 1 ≥ 2 ≥ 2
pℓT > 25 (20) > 25 (20) > 25 (20) > 25 (20) > 25 (20) > 25 (20) > 25 (20)
pℓ2T < 10 < 10 < 10 < 10 < 10 > 10 > 10
Njet ≥ 7 ≥ 3 ≥ 3 ≥ 7 ≥ 7 ≥ 2 ≥ 2
pjetT > 80. . . 25 > 80, 25, 25 > 80, 25, 25 > 80. . . 25 > 80. . . 25 > 80,50 or > 80,50 or
50,50,50,50 50,50,50,50
Nb−jet — 0 ≥ 1 0 ≥ 1 — ≥ 1
EmissT > 180 40 to 150 40 to 150 40 to 120 40 to 120 < 50 30 to 80
mT > 120 40 to 80 40 to 80 40 to 80 40 to 80 — —
minc
eff
> 750 > 500 > 500 > 400 > 400 — —
mℓℓ — — — — — [81,101] < 81 or > 101
A complete description of this analysis can be found in [150] and [151].
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In a first approximation to this new setup it was observed that the sensitivity within higher
luminosity covered a wider area in the bRPV-mSUGRA (m1/2, m0) plane than in the previous
setup. Therefore, an extension of the bRPV-mSUGRA signal grid has been simulated covering
the range m0 < 2000 GeV and m1/2 < 1000 GeV and the same fixed values A0 = 0 GeV, sgn(µ)=
+1 and tan β= 10. The simulation of new points where the χ˜01 decay length is short enough not
to generate displaced vertices has been done using AF-II.
For this analysis, information is combined into a global likelihood simultaneous fit in all
CRs, performed taking into account the background shape. After taking into account all possi-
ble sources of systematic uncertainties, no significant discrepancy is seen between the expected
number of SM events in the SRs and the observed data. Final numbers for the electron and
muon channels are shown in Table 8.2. The deviation in the muon (electron) channel has a
p-value of 0.019 (0.13), amounting to approximately a 2.1σ (1.1σ) effect. Combining the two
channels, the deviation has again a p-value of 0.019.
Table 8.2: The observed numbers of events in the electron and muon signal regions, and the background
expectations from the fit. The inputs to the fit are also shown; these consist of the data-driven multijet
background estimate and the nominal expectations from simulation (MC), normalised to theoretical cross
sections. The errors shown are the statistical plus systematic uncertainties on the mean background.
Number of events Electron Muon
Observed 7 7
Fitted background 4.3 ± 1.2 2.2 ± 1.1
Fitted top 3.1 ± 0.7 1.9 ± 1.0
Fitted W/Z+jets 0.3 ± 0.5 0.3 ± 0.5
Fitted other background 0.2 ± 0.2 < 0.05
Fitted multijet 0.6 ± 0.7 < 0.05
MC expectation SM 6.0 ± 2.4 3.7 ± 2.4
MC expectation top 4.5 ± 1.8 3.4 ± 2.2
MC expectation W/Z+jets 0.3 ± 0.4 0.3 ± 0.4
MC expectation other bkg 0.5 ± 0.7 0.0 ± 0.2
Data-driven multijet 0.6 ± 0.7 < 0.05
The statistically independent electron and muon channels are combined to set limits in the
bRPV-mSUGRA model, using the CLs [135] prescription. The limit in the plane (m1/2, m0) is
shown in Figure 8.1. The uncertainty band around the expected limit includes all uncertainties
except theoretical uncertainties on the signal while the band on the observed limit indicates the
sensitivity to the theoretical uncertainties on the signal. A significant improvement in the limit
can be seen over the previous ATLAS result [113] also presented in Chapter 5 and shown as a
blue line. For m1/2 / 250 GeV the increasing LSP lifetime results in a loss of acceptance from the
requirements on the muon impact parameter. This region is not considered in the analysis.
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Figure 8.1: Expected and observed 95% CL exclusion limits in the bRPV model. The results are obtained
by combining the electron and muon channels. The band around the median expected limit shows the
±1σ variations on the median expected limit, including all uncertainties except theoretical uncertainties
on the signal. The dotted lines around the observed limit indicate the sensitivity to ±1σ variations on
these theoretical uncertainties. The thin solid black contours show the LSP lifetime. The result from the
previous ATLAS measurement presented in Chapter 5 for this model is also shown.
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Chapter 9
Resumen en castellano
9.1 Introduccio´n
Supersimetrı´a (SUSY) [1] es una de las teorı´as ma´s prometedoras que da solucio´n a muchas
de las cuestiones abiertas del Model Esta´ndar (SM, por sus siglas en ingle´s) de fı´sica de Altas
Energı´as. E´ste proporciona la descripcio´n ma´s precisa de la fenomenologı´a conocida en Fı´sica
de Partı´culas Elementales. Aunque ha sido probado experimentalmente hasta la escala del TeV
con excelentes resultados (LEP [5], Tevatron [6]), hay evidencias claras que apuntan hacia la
existencia de Nueva Fı´sica ma´s alla´ del SM.
Entre todos los posibles escenarios que se pueden dar en SUSY, hay uno particularmente
interesante en el que, gracias a la rotura de la paridad-R mediante el te´rmino bilineal (bRPV,ver
Seccio´n 9.1.2), los neutrinos adquieren masa de manera natural a la vez que la partı´cula super-
sime´trica ma´s ligera (LSP) deja de ser estable.
En esta tesis se presentan ba´sicamente dos ana´lisis para la bu´squeda bRPV-SUSY en la Na-
turaleza. La primera parte de la tesis esta´ dedicada a la determinacio´n del potencial de des-
cubrimiento del modelo bRPV y a la medida de la masa del neutralino-LSP a trave´s del canal de
desintegracio´n χ˜01 → µW, en el detector ATLAS instalado en el Gran Colisionador de Hadrones
(LHC, por sus siglas en ingle´s) [3, 4] del CERN. El estudio se ha realizado para tres energı´as de
funcionamiento del LHC:
√
s = 7, 10 y 14 TeV. En la segunda parte de la tesis se lleva a cabo una
bu´squeda inclusiva de bRPV utilizando ∼ 1 fb−1 de datos de ATLAS tomados en colisiones del
LHC durante 2011. Para ello se considera estados finales que contengan un muo´n y tres o ma´s
jets. En este ana´lisis no se observa ningu´n exceso significativo de datos en relacio´n al nu´mero
esperado de fondo del SM. Este resultado se interpreta como una prueba negativa de la existen-
cia de bRPV-mSUGRA en la regio´n del espacio de para´metros estudiada y consecuentemente,
se fijan lı´mites de exclusio´n para este modelo por primera vez.
9.1.1 El LHC y el detector ATLAS
El Gran Colisionador de Hadrones (LHC) [3,4] es un acelerador y colisionador de partı´culas
situado en el CERN. Sus objetivos principales son el descubrimiento del boso´n de Higgs, medi-
das de precisio´n de los para´metros del SM y la clarificacio´n de la fı´sica ma´s alla´ del SM, a trave´s
del estudio de colisiones proto´n-proto´n (pp) a energı´as de hasta 14 TeV. Adema´s cuenta con un
programa para el estudio del plasma quark-gluo´n a trave´s de interacciones con iones pesados
(Pb) a energı´as de hasta 2.8 TeV por nucleo´n.
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Instalados en el LHC hay varios experimentos. ATLAS [7–9] y CMS [10] son detectores de
propo´sito general, disen˜ados para explorar la fı´sica mencionada arriba. TOTEM [42], integrado
en CMS, y LHCf [44], situado a ±140 m del punto de interaccio´n de ATLAS, estudian suce-
sos a a´ngulos muy pequen˜os. LHCb [41] esta´ disen˜ado para estudiar la fı´sica del quark-b y
ALICE [43] esta´ especializado en el estudio de colisiones con iones pesados. Finalmente, se esta´
desarrollando el experimento MoEDAL [45], cuya motivacio´n principal es la bu´squeda directa
de monopolos magne´ticos.
ATLAS es el experimento ma´s grande del LHC. Estructurado en capas cilı´ndricas con tapas
a ambos lados y de propo´sito general, su disen˜o ha sido optimizado para ser sensible a un
amplio rango de procesos fı´sicos. Comprende varios subdetectores, cada uno de ellos espe-
cializado en la identificacio´n de un tipo especı´fico de partı´cula. El Detector Interno asegura
un reconocimiento robusto de trazas, del ve´rtice primario y, con ayuda de un ima´n solenoide,
la medida de momentos. El Calorı´metro Electromagne´tico permite la identificacio´n de elec-
trones y fotones y la medida de sus energı´as. El Calorı´metro Hadro´nico sirve para la medida
de la energı´a de jets ası´ como la energı´a faltante. Finalmente, el Espectro´metro de Muones esta´
disen˜ado para la identificacio´n de muones y su momento. El detector completo esta´ embe-
bido en un ima´n toroidal que asegura una medida adecuada de todas las caracterı´sticas de las
partı´culas. Todos los detalles sobre el disen˜o y funcionamiento del detector ATLAS se pueden
encontrar en Ref. [8].
El LHC empezo´ a funcionar de manera estable a finales de 2010 y hasta ahora ha propor-
cionado una luminosidad integrada de 5.61 fb−1 a una energı´a de
√
s = 7 TeV y alrededor de
19 fb−1 en colisiones a
√
s = 8 TeV. El detector ATLAS esta´ teniendo una respuestamagnı´fica, ha-
biendo recolectado ma´s del 90% de la luminosidad proporcionada por el LHC con condiciones
excelentes del detector.
9.1.2 Supersimetrı´a
Supersimetrı´a (SUSY) [1] predice una masa del Higgs libre de correcciones cuadra´ticamente
divergentes, es una teorı´a de gran unificacio´n (GUT) e incluye candidatos a materia oscura [29].
Adema´s en el caso que se estudia en esta tesis, confiere masa a los neutrinos de forma natural.
SUSY se define como la invariancia de la teorı´a bajo intercambio de fermiones y bosones de
forma que a cada partı´cula del SM se le asigna un compan˜ero supersime´trico (spartı´cula) con
exactamente los mismos nu´meros cua´nticos excepto por el spin, que varı´a en ±1/2.
En caso de existir, SUSY debe ser una simetrı´a rota. Actualmente no se sabe con certeza
cua´l es el mecanismo de rotura de SUSY por lo cual y con el objetivo de obtener observables
fenomenolo´gicos, se an˜ade al lagrangiano supersime´trico, Linv, una parte que rompa SUSY
explı´citamente a bajas energı´as, Lsoft.
LSUSY = Linv + Lsoft . (9.1)
El Lsoft ma´s simple que reproduce toda la fenomenologı´a conocida es el Modelo Super-
sime´trico Mı´nimo (MSSM). Este lagrangiano introduce 105 para´metros nuevos [81] aunque mu-
chos de ellos esta´n acotados experimentalmente [82]. Este nu´mero se reduce notablemente si se
acepta algu´n modo de rotura esponta´nea de la simetrı´a a altas escalas de energı´a. En el modelo
considerado en esta tesis, SupergravedadMı´nima (mSUGRA) [83], el nu´mero de para´metros se
simplifica dra´sticamente, quedando reducido a cinco: la masa de los bosones a escala GUT, m0;
la masa de los fermiones a escala GUT, m1/2; el cociente entre valores esperados en el vacı´o de
los dos bosones de Higgs neutros, tan β = vu/vd; el acoplo trilinear a escala GUT, A0 y el signo
del para´metro del potencial de Higgs, sgn(µ).
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En el MSSM se asume conservacio´n de la paridad-R (RPC), un nu´mero cua´ntico definido a
partir del nu´mero lepto´nico, el nu´mero bario´nico y el spin en la forma PR = (−1)3(B−L)+2s. Sin
embargo, dicha conservacio´n no se apoya en ninguna motivacio´n fundamental. La rotura de
la paridad-R mediante el te´rmino bilineal [87–89], construye el modelo efectivo ma´s simple que
contiene las caracterı´sticas ma´s importantes de la rotura esponta´nea de la paridad-R a bajas
energı´as y que adema´s proporciona masa a los neutrinos demanera natural y acorde a los datos
de oscilaciones de neutrinos [16].
La desintegracio´n de la partı´cula supersime´tricama´s ligera (LSP) en el canal χ˜01 → µW(→ qq¯′)
es especialmente interesante para bu´squeda de bRPV ya que permite la reconstruccio´n completa
del χ˜01 y por tanto la medida de su masa. Por este motivo, el trabajo realizado en esta tesis se
centra en el ana´lisis de este modo de desintegracio´n con dos objetivos principales. Primero,
el descubrimiento / exclusio´n del modelo bRPV-mSUGRA en un cierto rango del espacio de
para´metros y segundo, la reconstruccio´n de la masa del χ˜01-LSP .
La bu´squeda de Supersimetrı´a es uno de los objetivos principales del experimento ATLAS.
Las bu´squedas esta´ndar implican conservacio´n de la paridad-R caracterizadaspor una alta ener-
gı´a transversa perdida (EmissT ). Con el objetivo de simplificar la estrategia de bu´squedas, los
ana´lisis realizados en ATLAS se clasifican segu´n el nu´mero de leptones (electrones y muones)
en el estado final:
· Ana´lisis con cero leptones, una multiplicidad mı´nima de jets y cierta cantidad de EmissT .
· Ana´lisis con exactamente un lepto´n ma´s cierta multiplicidad de jets y EmissT .
· Ana´lisis con dos leptones en las combinaciones: dos electrones, dos muones, un electro´n
y un muo´n, adema´s subdivididos en dos clases (leptones con el mismo signo o con signo
opuesto de la carga ele´ctrica).
· Ana´lisis con tres leptones.
· Ana´lisis sin exigencias en el nu´mero de leptones: con dos fotones, con uno o ma´s b-jets o
con uno o ma´s leptones tau.
Complementando estas bu´squedas, existe un programa de bu´squedas no-esta´ndar de mo-
delos con violacio´n de la paridad-R (RPV) omodelos en los que existen partı´culas de vidamedia
larga.
Varios experimentos de altas energı´as anteriores al LHC han dado lugar a resultados de
exclusio´n en sen˜ales de SUSY con RPV, (LEP [31], Tevatron [32], HERA [33], Belle/Babar [34]).
Tambie´n laboratorios de neutrinos o datos de astrofı´sica [35] han dado lugar a restricciones
en SUSY con RPV. Los experimentos ATLAS [36–38] y CMS [39] tambie´n han dado ya varios
resultados en este sentido. Sin embargo, todos estos resultados esta´n basados en asunciones
diferentes a las tomadas en el modelo considerado en esta tesis y por tanto no tienen un impacto
directo en el ana´lisis aquı´ realizado.
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9.2 Ana´lisis con muestras de Monte Carlo
El objetivo de este ana´lisis es probar si el descurimiento / exclusio´n del modelo bRPV-SUSY
es factible en ATLAS y la reconstruccio´n de la masa de la LSP mediante su modo de desinte-
gracio´n χ˜01 → µ±W∓(→ q ¯q′). Todas las posibles fuentes de fondo del SM han sido tenidas en
cuenta a lo largo del ana´lisis. Se presenta un estudio para tres energı´as de trabajo del LHC
diferentes: su energı´a nominal (14 TeV), una energı´a intermedia (10 TeV) y la energı´a a la cual el
LHC empezo´ a funcionar a finales de 2010 y durante todo 2011 (7 TeV). Este ana´lisis esta´ conce-
bido como un experimento de contaje pretendiendo la distincio´n de la sen˜al de SUSY, sucesos
en los que se da la desintegracio´n χ˜01 → µ±W∓(→ q ¯q′), sobre el fondo, en tres pasos:
• Aplicacio´n de un trigger de muones y preseleccio´n, exigiendo que el muo´n este´ aislado
y que el suceso contenga dos o ma´s jets.
• Estudio del fondo del SM para la eliminacio´n de la mayor parte de fondo del SM conser-
vando gran parte de la sen˜al. Se utilizan variables globales con distinto comportamiento
en bRPV-mSUGRA y en el SM.
• Estudio del fondo combinatorio. Reduccio´n del fondo combinatorio de SUSY, entendido
como las combinaciones de jets y muones que no proceden originalmente de una desinte-
gracio´n de la LSP.
Despue´s de estos tres pasos, se construye la masa invariante del muon y par de jets selecciona-
dos para la obtencio´n de la masa de la LSP.
9.2.1 Definicio´n de la sen˜al
Para el desarrollo del ana´lisis se ha simulado tanto la sen˜al de bRPV-mSUGRA como el
SM a las tres energı´as estudiadas, utilizando el software de ATLAS, Athena [92]. Todos los
modos posibles de desintegracio´n del χ˜01 ası´ como todos los subprocesos que contribuyen a la
produccio´n de SUSY se permiten durante la generacio´n.
La comparacio´n entre las tres energı´as no es directa, ya que los puntos en el espacio de
para´metros de bRPV-mSUGRA son ligeramente diferentes. Una caracterı´stica importante de
RPV es que su distribucio´n de EmissT esta´ desplazada hacia valores ma´s bajos comparada con el
caso de RPC. Sin embargo, en el caso particular aquı´ estudiado, se espera una cierta cantidad
de EmissT debido a la presencia de neutrinos en la mayorı´a de modos de desintegracio´n de la LSP.
Como ejemplo se puede ver en la Figura 9.1 co´mo la distribucio´n de EmissT se desplaza hacia
valores ma´s altos en los casos en los que una o las dos LSPs de desintegran mediante canales
que contienen neutrinos, para la muestra a 7 TeV.
Otro punto importante para el desarrollo del ana´lisis es la presencia de muones procedentes
de desintegraciones de la LSP. En las Tablas 4.1 y 4.2 se detallan los valores seleccionados para
los para´metros de bRPV-mSUGRA ası´ como los porcentajes de sucesos que contienen neutri-
nos (sobre un 95%) y muones (sobre un 50%) procedentes de la desintegracio´n de la LSP. En
adelante, nos referiremos a la produccio´n completa de SUSY como “SUSY-inclusiva” y a la sub-
muestra en la que al menos un χ˜01 se desintegra en el modo χ˜
0
1 → µq¯q′, como “canal-de-sen˜al”.
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Figure 9.1: Distribucio´n de EmissT para la sen˜al de SUSY inclusiva a 7 TeV para sucesos que contienen
ninguna, una o dos LSPs con neutrinos en su modo de desintegracio´n, normalizadas a area 1.
9.2.2 Trigger y preseleccio´n
Dado el estado final que se busca (χ˜01 → µW(→ qq¯′)), el primer paso en el ana´lisis correspon-
de a la aplicacio´n de un trigger que implique un muo´n de alto pT, el cual reduce significativa-
mente el fondo del SM.
En un segundo paso se requiere que el muo´n que disparo´ el trigger este´ aislado y que el
suceso contenga al menos dos jets con pT > 20 GeV. El muo´n se considera aislado cuando
la energı´a transversa en un cono de radio ∆R = 0.21) alrededor del muo´n, esta´ por debajo de
cierto lı´mite. En estos ana´lsis las dos opciones que dieron mejor resultado fueron E[∆Rµ <
0.2] < 40 GeV, seleccio´n denominada como “loose” y E[∆Rµ < 0.2] < 20 GeV, denominada
como “tight”. Los resultados de la aplicacio´n del trigger ası´ como la de las distintas opciones
de preseleccio´n se muestran en la Tabla 9.1 para las tres energı´as estudiadas.
En lo sucesivo, se asumira´ la aplicacio´n de la preseleccio´nmu18i loose 2j20 al ana´lisis a 7 TeV,
mu10i loose 2j20 al ana´lisis a 10 TeV y mu10 2j20 al de 14 TeV.
1) R es una invariante Lorentz definida en te´rminos de la pseudorapidez (η) y del a´ngulo polar (φ) en la forma
∆R =
√
∆η2 + ∆φ2
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Table 9.1: Eficiencias en SUSY y el fondo del SM a 7, 10 y 14 TeV para diversas opciones de trigger
preseleccio´n.
Proceso Eficiencia (%)
muestra 7 TeV EF mu10 EF mu18 EF mu20 mu18i loose 2j20
SUSY-canal-de-sen˜al 94.8 88.9 86.7 91.3
SUSY-inclusivo 70.6 62.6 60.4 59.6
Fondo total SM 0.036 6.8 ×10−3 5.6 ×10−3 2.2 ×10−3
muestra 10 TeV mu10 mu20 mu10i loose 2j20 mu10i tight 2j20
SUSY-canal-de-sen˜al 97.9 90.7 97.4 90.2
SUSY-inclusivo 69.9 58.9 66.7 65.1
Fondo total SM 0.119 0.118 0.047 0.046
muestra 14 TeV mu10 mu20 mu10 2j20
SUSY-canal-de-sen˜al 92.3 79.3 89.9
SUSY-inclusivo 67.5 54.7 64.7
Fondo total SM 0.10 0.09 0.08
9.2.3 Supresio´n del fondo del SM
Para poder discriminar la sen˜al inclusiva de SUSY del fondo del SM, se consideran las si-
guientes variables:
Energı´a transversa faltante (EmissT ): Suma vectorial del pT de leptones y jets.
Masa efectiva (Meff): Suma escalar de la EmissT , del pT de todos los electrones y muones y
del pT de los cuatro jets ma´s energe´ticos:
Meff = EmissT +
∑
pelectronsT +
∑
pmuonsT +
∑
1...4
pjetT (9.2)
Esfericidad transversa (S T): El tensor de esfericidad transversa se define como:
S αβT =
∑
i pαi p
β
i∑
i ||pi||2
(9.3)
donde α y β corren sobre los ejes x e y para todos los jets, electrones, muones y taus en el
suceso. Por diagonalizacio´n de S αβT se encuentran dos autovalores λ1 ≥ λ2, con λ1 + λ2 = 1.
La esfericidad transversa (S T) se define entonces como:
S T =
2λ2
λ1 + λ2
(9.4)
tomando valores 0 ≥ S T ≥ 1.
Con el objetivo de obtener una fraccio´n o´ptima de sen˜al sobre fondo (S SUSY/B), se ha rea-
lizado un estudio sistema´tico para cada una de las tres energı´as, probando varios umbrales
en las variables anteriormente definidas y relaciones entre ellas. Se requiere que un nu´mero
de sucesos de sen˜al relativamente alto pase la seleccio´n, de forma que se pueda construir una
distribucio´n de masa invariante de un muo´n y dos jets, despue´s de aplicar la seleccio´n contra el
fondo combinatorio, con suficiente estadı´stica como para poder hacer un ajuste sobre la masa
del χ˜01. Las posibles correlaciones entre variables se han tenido en cuenta en este estudio.
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Aunque para cada energı´a se encontro´ conjuntos de cortes ligeramente diferentes, se ha
decidido tomar el siguiente conjunto para los tres escenarios, al que nos referiremos como cortes-
SM:
Meff > 1.2 TeV ,
EmissT > 40 GeV , (9.5)
S T > 0.2 .
Las eficiencias y flujo de cortes para esta combinacio´n de cortes-SM se puede ver en la
Tabla 9.2. Los sucesos en SUSY-canal-de-sen˜al se refieren a aquellos en los que al menos unos de
los χ˜01 se desintegra a un muo´n y un W hadro´nico. La submuestra fondo-de-SUSY corresponde a
todos los dema´s sucesos de SUSY.
Table 9.2: Eficiencias y flujo de cortes para los cortes-SM despue´s de la preseleccio´n con respecto al nu´mero
inicial de sucesos para la muestra de 7, 10 y 14 TeV. Los nu´meros de sucesos esta´n normalizados a 2 fb−1.
Meff > 1.2 TeV Meff > 1.2 TeV Meff > 1.2 TeV
S T > 0.2 S T > 0.2
EmissT > 40 GeV
# sucesos ef (%) # sucesos ef (%) # sucesos ef (%)
muestra 7 TeV
SUSY-canal-sen˜al 706.3 62.8 468.8 41.7 437.1 38.6
SUSY-inclusivo 2586.6 37.0 1691.0 24.2 1615.1 23.1
Fondo total SM 36637.3 3.0 × 10−7 3569.4 7.0 × 10−8 2200.9 1.3 × 10−8
S SUSY/B 0.071 – 0.47 – 0.74 –
S SUSY/
√
B 13.5 – 28.3 – 34.4 –
muestra 10 TeV
SUSY-canal-sen˜al 760 81.5 534 57.2 486 50.1
SUSY-inclusivo 4947 52.1 3318 34.9 3191 33.6
Fondo total SM 142556 3.5 × 10−6 41188 1.0 × 10−6 7302 1.8 × 10−7
S SUSY/B 0.03 – 0.08 – 0.44 –
S SUSY/
√
B 13.1 – 16.4 – 37.3 –
muestra 14 TeV
SUSY-canal-sen˜al 41.2
SUSY-inclusivo 28.0
Fondo total SM 1.5 × 10−7
S SUSY/B 0.40 –
S SUSY/
√
B 95.3 –
La distribucio´n final de EmissT despue´s de aplicar los cortes-SM se puede ver en las Figuras 9.2.
Estos cortes no pueden eliminar completamente la contaminacio´n por el fondo del SM aunque
la sen˜al de SUSY aparece muy por encima del fondo de SM para valores altos de EmissT . Como
se vera´ ma´s adelante, esta situacio´n mejora significativamente despue´s de aplicar cortes adi-
cionales dedicados a reducir el fondo combinatorial.
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Figure 9.2: Distribuciones de EmissT para la sen˜al SUSY inclusiva y para los fondos del SM a 7 TeV (arriba
izquierda), a 10 TeV (arriba derecha) y a 14 TeV (abajo), despue´s de los cortes-SM, normalizada a 2 fb−1.
MC sum se refiere a la suma normalizada de todas las fuentes de fondo del SM.
9.2.4 Estudio sobre el fondo combinatorio
En esta seccio´n se establecen criterios de seleccio´n adicionales para la extraccio´n del modo
de desintegracio´n χ˜01 → µW(→ q¯q′) de entre el fondo combinatorio de SUSY. En sucesos de
SUSY se generan varios bosones W y muones durante la cascada de desintegracio´n. Esto se ve
en la Figura 9.3, donde se representa el nu´mero de muones por suceso (izquierda) en funcio´n
del nu´mero de canales-de-sen˜al, y el nu´mero de bosones W por suceso (derecha) en funcio´n de
cua´ntos χ˜01 se desintegran en canales que contienen bosones W. El reto es seleccionar aquellos
jets procedentes de un W, que adema´s procede de un χ˜01, junto con el muo´n que procede del
mismo χ˜01. El resto de combinaciones son denominadas fondo-de-SUSY.
Se define un candidato-a-W como un par de jets con masa invariante mjj ⊂ {MW ± 5 GeV}.
Teniendo en cuenta que el χ˜01 es un objeto “boostado”, se espera que la distancia angular entre
los dos jets que forman el W, ∆Rjj y entre el candidato-a-W y el muo´n, ∆RµW , sean pequen˜as
para las canales-de-sen˜al. Esto se demuestra en los paneles superiores de las Figuras 4.18, en
la que se presenta la correlacio´n entre el momento del W (izquierda) y el χ˜01 (derecha) con la
distancia angular entre sus productos de desintegracio´n para las canales-de-sen˜al. Las mismas
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Figure 9.3: Izquierda: Nu´mero de muones por suceso en funcio´n del nu´mero de canales-de-sen˜al en ese
suceso. Derecha: Nu´mero de bosones W por suceso en funcio´n del nu´mero de χ˜01 que se desintegran a W.
cantidades se representan en los paneles inferiores para la sen˜al inclusiva de SUSY. Tras estudiar
la correlacio´n observada, ası´ como la existente entre ∆Rjj y ∆RµW , se concluye que la aplicacio´n
de cortes correlacionados es menos efectiva que los siguientes cortes independientes, denomi-
nados cortes-combinatoriales:
pT(µ) > 25 GeV (9.6)
∆RµW < 1.5
∆Rjj < 2.5
El flujo de cortes para los cortes-combinatoriales se muestra en la Tabla 9.3 para la muestra de
7 y 10 TeV. En estas tablas se muestra el nu´mero de sucesos que, despue´s de pasa los cortes-SM,
contienen al menos un candidato-a-χ˜01 con la definicio´n dada por los cortes-combinatoriales apli-
cados en cada paso. El fondo de SM en su conjunto global se reduce en un orden de magnitud.
9.2.5 Masa invariante muo´n+jets y conclusio´n
Finalmente se presenta la distribucio´n de la masa invariante de un muo´n y dos jets, tras
pasar todos los criterios de seleccio´n en la Figura 9.4 (izquierda para 7 TeV, derecha para
10 TeV). La mayorı´a del fondo del SM ha sido eliminado. La lı´nea discontı´nua, bRPV inclu-
sive, corresponde a todas la combinaciones posibles de muones y candidatos-a-W que cumplen
los requisitos en la muestra de SUSY. El area gris, bRPV background, muestra el fondo combina-
torio de SUSY. El pico en la masa de la LSP destaca claramente sobre el fondo del SM y su ajuste
a una gausiana en el rango 90 - 140 GeV da un valor de (114.8 ± 1.1) GeV para el caso de 7 TeV
y (115.9 ± 0.8) GeV para el de 10 TeV, donde el error es so´lo estadı´stico. La discrepancia entre
los valores obtenidos y los generados (109.8 GeV para 7 TeV; 118.0 GeV para 10 TeV) se podrı´a
deber a errores sistema´ticos. Si se mira al nu´mero de sucesos de sen˜al inclusiva de SUSY y del
SM que pasan los cortes-SM, se obtiene una significancia de Zn = 1.28 (Zn = 0.60) para el caso de
7 TeV (10 TeV) para una luminosidad de 2 fb−1, con Zn definido como en Ref. [9].
166 CHAPTER 9. RESUMEN EN CASTELLANO
Table 9.3: Flujo de cortes para la muestra de SUSY a 7 y 10 TeV y para el fondo del SM para los cortes-
combinatoriales despue´s de haber aplicado los cortes-SM. Las eficiencias esta´n calculadas respecto al nu´mero
inicial de sucesos. Los nu´meros de sucesos esta´n normalizados a 2 fb−1.
∆Rjj < 2.5 ∆Rjj < 2.5 ∆Rjj < 2.5
pµT > 25 GeV p
µ
T > 25 GeV
∆RµW < 1.5
# sucesos ef (%) # sucesos ef (%) # sucesos ef (%)
muestra 7 TeV
SUSY-canal-de-sen˜al 245.8 21.8 229.5 20.4 158.2 14.2
fondo-de-SUSY 566.5 10.3 523.2 9.5 291.7 5.3
Fondo total SM 399.4 3.3 × 10−9 340.9 2.8 × 10−9 140.4 1.2 × 10−9
S SUSY inclusive/BSM 2.0 – 2.2 – 3.2 –
muestra 10 TeV
SUSY-canal-de-sen˜al 430 46.1 380 40.7 314 33.6
fondo-de-SUSY 1774 18.7 1361 14.3 616 6.5
Fondo total SM 4229 1.0 × 10−7 1313 3.2 × 10−8 324 7.9 × 10−9
S SUSY inclusive/BSM 0.52 – 1.33 – 2.89 –
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Figure 9.4: Distribucio´n de la masa invariante Mµjj para el fondo del SM y para la muestra de SUSY a
7 TeV (izquierda) y a 10 TeV (derecha), despue´s de aplicar los cortes-SM y cortes-combinatoriales, para una
luminosidad integrada de 2 fb−1. MC sum es la suma normalizada de todas las fuentes de fondo del SM.
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9.3 Bu´squeda de bRPV-SUSY con datos de ATLAS de 2011
El experimentoATLAS tiene un programamuy completo para la bu´squeda de Supersimetrı´a.
Tras considerar todos los ana´lisis llevados a cabo en el ATLAS SUSYWorking Group, se ha com-
probado que una bu´squeda en bRPV con estados finales que contengan exactamente un muo´n,
al menos tres jets y cierta cantidad de EmissT , el llamado “ana´lisis de 1-muo´n”, es eficiente.
bRPV-mSUGRA comparte varias caracterı´sticas con RPC-mSUGRA, haciendo este ana´lisis
aplicable a ambos casos. Por ejemplo, el ana´lisis basado en trigger de muones es eficiente para
ambos casos, en los dos escenarios hay alta multiplicidad de jets y cascadas de desintegracio´n
largas y ambos modelos contienen alta EmissT .
E´sta es la primera vez que se aplica un ana´lisis de este tipo al caso de bRPV, proporcionando
por primera vez lı´mites de exclusio´n en el espacio de para´metros de bRPV-mSUGRA que acotan
este modelo. Este resultado ha sido publicado en la revista Physical Review D [113]. Una des-
cripcio´n ma´s detallada se puede encontrar en la Nota Interna de ALTAS [114].
9.3.1 Regiones de sen˜al y de control
Este ana´lisis se aplica a un extenso conjunto de sen˜ales de SUSY incluyendo cuadrı´culas de
puntos del espacio de para´metros de RPC, bRPV y de los llamados modelos simplificados (ver
Ref. [113] para detalles). Para cubrir este amplio rango de sen˜ales, el ana´lisis incluye cuatro
regiones de sen˜al en las que e´sta domina sobre el fondo del SM. Estas regiones incluyen la
presencia de EmissT , un muo´n y al menos tres jets en un canal o cuatro jets en el otro. Para cada
uno de estos canales se define a su vez una regio´n llamada “loose”, con restricciones suaves y
otra llamada “tight” con restricciones ma´s severas, basadas en tres variables globales:
· EmissT , como ya se definio´ en 9.2.3,
· masa transversa mT =
√
2 · pℓT · E
miss
T · (1 − cos(∆φ[ℓ, EmissT ])), donde pℓT es el pT del lepto´n
seleccionado,
· masa efectiva: Meff = pℓT +
∑3(4)
i=1 p
jeti
T + E
miss
T .
Todos los objetos utilizados en el ana´lisis deben cumplir unos requisitos de calidad:
Jets. So´lo los jets con pT > 25 GeV y |η| < 2.8 son considerados. Si un jet se solapa con
un electro´n (∆R(jet, e) < 0.2) el objeto se clasifica como electro´n. Adema´s se descartan los
“bad jets”, objetos mal clasificados como jets.
Electrones. Se selecciona u´nicamente los electrones con pT > 20 GeV y |ηclust| < 2.47. Los
electrones que se solapen con un jet en la regio´n 0.2 < ∆R(e, jet) < 0.4, se eliminan.
Muones. So´lo los que tengan pT > 10 GeV, |η| < 2.4, ∆R(µ, jet) > 0.4 y ∆R(µ, jet) < 0.4 son
seleccionados. Para el ana´lisis tambie´n se utiliza una seleccio´n ma´s estricta de muones,
llamados muones de sen˜al, los cuales deben cumplir adema´s pT > 20 GeV y estar aislados:
pT[∆Rµ < 0.2] < 1.8 GeV.
Emiss
T
. Suma vectorial del momento transverso de todos los objetos seleccionados, ma´s
cualquier otra actividad en el calorı´metro.
Para reducir las incertidumbres asociadas a la estimacio´n del fondo del SM en las regiones de
sen˜al, se define una regio´n de control (CRs, Seccio´n 5.1.2) para cada tipo de fondo, otrogonales
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a las de sen˜al. En cada una de las regiones de control se realiza una normalizacio´n del fondo
de MC sobre los datos reales. Asumiendo que la forma de las distribuciones esta´ correctamente
descrita por las simulaciones de MC se definen factores de extrapolacio´n desde las regiones de
control a las regiones de sen˜al.
Ası´, se define una regio´n de control para W+jets (WR), una para sucesos con quarks top
(TR), y una para QCD (QR), utilizada u´nicamente para el ca´lculo del lepton fake rate (objetos
mal reconstruı´dos como leptones) ya que este fondo se estudia principalmente por un me´todo
derivado de los datos (ver Seccio´n 5.5.2).
9.3.2 Muestras: datos, fondos del SM y bRPV
Todos los datos utilizados en este ana´lisis fueron recogidos por el detector ATLAS en coli-
siones pp a una energı´a de centro de masas de 7 TeV en el LHC, resultando en una luminosidad
integrada de
∫
Ldt = (1035 ± 38) pb−1.
Todas las muestras de Monte Carlo han sido pesadas de acuerdo con el nu´mero de inte-
racciones esperadas por choque de paquetes de protones (pile-up) en cada periodo de toma de
datos.
Este ana´lisis incluye la bu´squeda de bRPV-mSUGRA en una cuadrı´cula de 88 puntos en el
espacio de para´metros, motivada por el ana´lisis en Ref. [129]. Para tres de los para´metros de
mSUGRA se toma un valor constante (tan β = 10, A0 = 0 GeV y sgn(µ) = +1) mientras que los
otros dos toman distintos valores en los rangos m0 ⊂ (100, 800) GeV y m1/2 ⊂ (200, 600) GeV.
Teniendo en cuenta los datos experimentales de fı´sica de neutrinos, se calculan las masas y
fracciones de desintegracio´n (BR) utilizando SPheno [94] y son posteriormente incluı´das en el
generador de sucesos PYTHIA [93] a trave´s del formato de datos SLHA [95, 96].
En el modelo bRPV el neutralino-LSP no es estable sino que se desintegra a partı´culas del
SM. En las Figuras 9.5 se puede ver la distancia de desintegracio´n (izquierda) para el neutralino
en reposo ası´ como el BR del modo de desintegracio´n que nos ocupa, χ˜01 → µ±W∓ (derecha) en
funcio´n de m0 y m1/2.
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Figure 9.5: Izquierda: Distancia de desintegracio´n del χ˜01 en reposo. Las lı´neas de contorno esta´n en
unidades de mm. Derecha: Distribucio´n del BR(χ˜01 → µ±W∓) como funcio´n de m0 y m1/2.
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9.3.3 Trigger y preseleccio´n
El primer paso del ana´lisis consiste en la aplicacio´n del trigger de muones ma´s bajo no-
preescalado, tanto para las muestras de MC como para los datos. Despue´s se seleccionan
los sucesos que tengan un ve´rtice primario y exactamente un muo´n de sen˜al cumpliendo la
definicio´n dada en la Seccio´n 9.3.1. Tambie´n se requiere que el suceso tenga tres (cuatro) jets con
las condiciones descritas en 9.3.1, segu´n la regio´n de sen˜al. El jet ma´s energe´tico debe cumplir
pT > 60 (80) GeV y los siguientes jets pT > 25 (40) GeV. Por u´ltimo se requiere la condicio´n
de que ningu´n jet este´ alineado con la EmissT : ∆φ( ~jeti, ~EmissT ) > 0.2. En la Figura 9.6 se mues-
tra la distribucio´n de Meff para datos y MC tras aplicar la preseleccio´n en varias regiones. La
banda amarilla muestra la suma del error estadı´stico y el sistema´tico. Todas las distribuciones
muestran muy buen acuerdo entre datos y simulaciones de MC .
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Figure 9.6: Distribucio´n de Meff para datos y muestras de MC tras aplicar la preseleccio´n en la regio´n
de sen˜al de 3-jets (arriba izquierda), la de 4-jets (arriba derecha), la regio´n de control WR con 3-jets (abajo
izquierda) y regio´n de control TR con 3-jets (abajo derecha).
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9.3.4 Seleccio´n de sucesos
Para eliminar el fondo del SM se seleccionan cortes en las variables discutidas anteriormente,
definiendo cuatro regiones o´ptimas que cubren toda la cuadrı´cula de sen˜al. Estas regiones se
dividen en funcio´n del nu´mero de jets mı´nimo exigido (3 o´ 4) y la severidad de los cortes: 3JL
(tres jets loose), 3JT (tres jets tight), 4JL (cuatro jets loose) y 4JT (cuatro jets tight). Se pueden
encontrar las definiciones de estas cuatro regiones en la Tabla 9.4, junto con las de las regiones
de control.
Table 9.4: Definicio´n de las cuatro regiones de sen˜al seleccionadas 3JL, 3JT, 4JL y 4JT junto con las regiones
de control W y top.
Regiones de Sen˜al Regions de Control
Seleccio´n 3JL 3JT 4JL 4JT 3J 4J
Nu´mero de muones = 1
pT Muo´n (GeV) > 20
pT veto leptones adicionales (GeV) > 20(10) para electrones (muones)
Nu´mero de jets ≥ 3 ≥ 4 ≥ 3 ≥ 4
pT jet dominante (GeV) 60 80 60 60 60 60
pT jets subdominantes (GeV) 25 25 25 40 25 25
∆φ( ~jeti, ~EmissT ) [> 0.2 (mod.π)] for all 3 (4) jets
mT (GeV) > 100 40 < mT < 80
EmissT (GeV) > 125 > 240 > 140 > 200 30 < E
miss
T < 80
EmissT / Meff > 0.25 > 0.15 > 0.30 > 0.15 – –
Meff (GeV) > 500 > 600 > 300 > 500 > 500 > 300
Contaminacio´n debida a rayos co´smicos
Los muones procedentes de la radiacio´n co´smica son una fuente potencial de fondo. Los
procesos de colisiones de protones se concentran en valores bajos del para´metro de impacto
transversal y longitudinal respecto del PV, |zPV0 | y |dPV0 |, mientras que los muones co´smicos toman
valores ma´s altos [112]. Para acotarlos se ha estudiado una opcio´n con cortes severos (tight):
|zPV0 | > 1 mm y/o |dPV0 | > 0.2 mm (9.7)
y otra con cortes ma´s suaves (soft):
|zPV0 | > 5 mm y/o |dPV0 | > 1 mm (9.8)
En el caso de RPC ambas opciones tienen una eficiencia similar. En bRPV hay que tener
en cuenta que el neutralino-LSP puede tener una vida media larga dando lugar a muones de-
splazados respecto del PV. Aplicando la opcio´n tight estos sucesos son eliminados de forma
dra´stica, como se puede apreciar en la Figura 9.7, donde se muestra la eficiencia de los dos
cortes. En ambas figuras se reconoce la forma de la distribucio´n de la distancia de desinte-
gracio´n, hacie´ndose evidente que la seleccio´n tight elimina una cantidad inasumible de sen˜al.
Por tanto se selecciona la opcio´n soft. La contribucio´n del fondo de muones co´smicos sobre el
ana´lisis es despreciable [112].
En la Tabla 9.5 se muestra el nu´mero de sucesos esperado para el MC y el observado en los
datos para las cuatro regiones de sen˜al y las regiones de control W+top, despue´s de todos los
criterios de seleccio´n. No se observa ningu´n exceso de sucesos en ninguna de las regiones de
sen˜al.
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Figure 9.7: Eficiencia del veto a co´smicos con respecto al corte anterior para la seleccio´n tight (izquierda)
y para la soft (derecha). Las a´reas negras corresponden a puntos donde la LSP tiene vida media larga.
Table 9.5: Nu´mero de sucesos esperado para el MC y el observado en los datos para las cuatro regiones
de sen˜al y las regiones de control W+top.
3JL 3JT 4JL 4JT 3J WT CR 4J WT CR
Datos 58 11 50 7 579 3071
MC 58.3 13.4 50.5 5.7 604 3119
Sen˜al de bRPV
En esta seccio´n se estudia el efecto de la seleccio´n sobre bRPV. La eficiencias y flujo de cortes
para la combinacio´n final de cortes en el punto (m0 = 100 GeV, m1/2 = 280 GeV) de bRPV se
muestran como ejemplo en la Tabla 9.6 para las regiones 3JL y 3JT.
Para la obtencio´n del nu´mero esperado de sucesos de bRPV en cada una de las regiones de
sen˜al, se necesita definir alguna cantidades.
· La aceptancia da el nu´mero de sucesos que pasan todos los criterios de seleccio´n a nivel
de generacio´n (truth), normalizados por el nu´mero inicial de sucesos. Esta cantidad se
calcula independientemente para cada subproceso de generacio´n i, pesado por su seccio´n
eficaz. Se define la aceptancia en la regio´n SR como:
Acc(SR) = 1
σ
∑
i
σi ·
ntruthi (SR)
ninitiali
(9.9)
donde σi es la seccio´n eficaz a NLO del subproceso i y σ la total: σ =
∑
i σi
ninitiali es el nu´mero inicial de sucesos generados por el subproceso i y n
truth
i (SR) el nu´mero
de los que pasan la seleccio´n SR a nivel de generacio´n (truth).
· La eficiencia es una medida de lo bien que se reconstruyen los objetos. Da el nu´mero de
sucesos reconstruı´dos que pasan la seleccio´n, normalizado por el nu´mero de sucesos que
pasan todos los criterios de seleccio´n a nivel truth. Se define la eficiencia en la regio´n SR
como:
Eff(SR) = 1
σ
∑
i
σi ·
nrecoi (SR)
ntruthi (SR)
(9.10)
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Table 9.6: Eficiencia y flujo de cortes para el punto (m0 = 100 GeV, m1/2 = 280 GeV) de bRPV para las
regiones 3JL y 3JT. Los umbrales de 3JT se dan entre pare´ntesis. El nu´mero de sucesos ha sido pesado por
la eficiencia del trigger y por el efecto del pile-up.
bRPV 100 280 Events Eff. (%) wrt previous cut Eff. (%) wrt initial
trigger + PU reweighting 3JL 3JT 3JL 3JT 3JL 3JT
GRL 9953.21 100.00 100.00
Trigger (EF mu18) 5055.07 50.79 50.79
Event cleaning 4828.76 95.52 48.51
Cosmic muon veto 4670.86 96.73 46.93
Lepton cut 1263.08 27.04 12.69
≥ 1 jet pT ≥ 60 GeV (80 GeV) 1215.75 1144.65 96.25 90.62 12.21 11.50
≥ 3 jets pT ≥ 25 GeV 1164.41 1113.70 95.78 97.30 11.70 11.19
∆φ(jet,EmissT )>0.2 920.18 885.39 79.03 79.50 9.25 8.90
EmissT > 125 GeV (240 GeV) 574.60 242.15 62.44 27.35 5.77 2.43
mT > 100 GeV 250.99 116.12 43.68 47.95 2.52 1.17
EmissT /Meff > 0.25 (0.15) 122.31 115.99 48.73 99.89 1.23 1.17
Meff > 500 GeV (600 GeV) 115.98 115.99 94.82 100.00 1.17 1.17
donde nrecoi (SR) es el nu´mero de sucesos generados por el subproceso i, que pasan la se-
leccio´n SR a nivel de reconstruccio´n (reco).
Como se observa en las Figuras 5.14 y 5.15, tanto aceptancia como eficiencia se reducen
en la zona de bajo m1/2 debido ba´sicamente al veto en muones co´smicos y la mayor vida
media del χ˜01 en esta zona.
· El nu´mero esperado de sucesos y su error se definen en te´rminos de estas dos variables:
Nexp(SR) = σ · L · Acc(SR) × E f f (SR) = L ·
∑
i
σi ·
nrecoi (S R)
ninitiali
(9.11)
ε(Nexp(SR)) = 1Nexp(SR) · L ·
√∑
i
σ2i · n
reco
i (SR)
n
initial,2
i
·
1 − nrecoi (SR)
ninitiali
 (9.12)
Este nu´mero se presenta en la Figura 5.16 (derecha) para una luminosidad de 1.035 fb−1
para la cuadrı´cula de bRPV junto con su incertidumbre para las cuatro SRs.
La seccio´n eficaz total, calculada con Prospino 2.1 [97, 98] se muestra en la Figura 5.17 y sus
incertidumbres en las Figuras 5.18.
9.3.5 Resultados
En esta seccio´n se presentan los principales resultados del ana´lisis de 1-muo´n sobre bRPV.
Los resultados se obtienen en los siguientes tres pasos:
· Ajuste al fondo (background fit): Se ajusta simulta´neamente todos los fondos en todas las
regiones de control sin tener en cuenta la sen˜al.
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· Ajuste de descubrimiento (discovery fit): El nu´mero de sucesos de fondo en las SRs,
determinado mediante el ajuste simulta´neo en las CRs adecuadamente extrapolado, se
compara con el nu´mero de sucesos observado. E´sta es la llamada hipo´tesis de “so´lo Mo-
delo Esta´ndar”, que se utilizarı´a para proclamar un descubrimiento en caso de un exceso
significativo.
· Ajuste de exclusio´n (exclusion fit): Se proclama una exclusio´n en un modelo de SUSY en
caso de que el nu´mero de sucesos observado sea significativamente menor que el nu´mero
esperado de fondo ma´s sen˜al.
En las Tablas 5.9 y 5.10 se encuentran los resultados del ajuste de descubrimento por regio´n
de sen˜al. En ninguna de las regiones de sen˜al se observa un exceso significativo de sucesos. Se
ha utilizado la te´cnica descrita en Ref. [118] para extraer los lı´mites superiores CLS [135] al 95%
de nivel de confianza en las cuatro regiones de sen˜al estudiadas. Los resultados en todas las
regiones de sen˜al (ver Tabla 5.12) son consistentes con la hipo´tesis de “so´lo Modelo Esta´ndar”.
Con esto se obtiene regiones de exclusio´n para el modelo bRPV-mSUGRA. La Figura 9.8 mues-
tra los lı´mites observado y esperado al 95% CL en el plano (m0, m1/2) para la seleccio´n 4JT,
que proporciona la exclusio´n ma´s extensa. En el gra´fico tambie´n se puede ver la distancia de
desintegracio´n de la LSP, cτ. Como se aprecia, la eficiencia de ana´lisis decrece ra´pidamente con-
forme cτ aumenta, debido principalmente a la caı´da de la aceptancia por el veto a los muones
co´smicos.
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Figure 9.8: Gra´fico de exclusio´n para el modelo bRPV-mSUGRA en la regio´n de sen˜al 4JT.
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9.3.6 Conclusiones
En este capı´tulo se presenta una bu´squeda de supersimetrı´a con violacio´n de la paridad-R
mediante el te´rmino bilineal (bRPV) en estados finales que contengan exactamente un muo´n y
al menos tres jets, con datos de colisiones proto´n-ptroto´n en 2011 a una energı´a de centro de
masas de
√
s = 7 TeV, para una luminosidad integrada de 1.04 fb−1.
En todas las regiones estudiadas se observa un buen acuerdo entre datos y nu´meros espe-
rados para el fondo del Modelo Esta´ndar (SM). Este resultado se ha interpretado en te´rminos
del modelo bRPV, procediendo al establecimiento de lı´mites de exclusio´n de este modelo como
se puede ver en la Figura 9.8. La existencia de este modelo se ha descartado con un nivel de
confianza del 95% para masas de squarks por debajo de 760 GeV (mg˜ = mq˜; cτLSP < 15 mm). Es
importante mencionar que esta es la primera vez que se pone lı´mites de exclusio´n experimen-
tales a este modelo concreto de supersimetrı´a con violacio´n de la paridad-Rmediante el te´rmino
bilineal.
La informacio´n detallada referente a este ana´lisis se puede encontrar en Ref. [113, 114].
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9.4 Validacio´n de AF-II para SUSY
La simulacio´n del efecto que tiene el detector ATLAS sobre sucesos generados con MC re-
quiere gran cantidad de recursos computacionales. Para acelerar el proceso de simulacio´n se ha
desarrollado una herramienta alternativa a la simulacio´n completa (full Geant-4): la simulacio´n
AtlFast-II (AF-II) [138]. E´sta combina la simulacio´n completa del detector interno y sistema
de muones con una simplificacio´n del calorı´metro, en la que el depo´sito de energı´a de cascadas
electromagne´ticas se parametriza en funcio´n del perfil de energı´a de la partı´cula que la provoca.
Teniendo en cuenta las incertidumbres teo´ricas en sucesos de SUSY (20− 25%), se considera
el paquete AF-II adecuado para la simulacio´n en estos modelos. En este capı´tulo se presenta la
evaluacio´n del buen funcionamiento de AF-II en el contexto de SUSY. Se compara el compor-
tamiento de todo tipo de objetos ası´ como la eficiencia en la seleccio´n de sucesos para diferentes
muestras de mSUGRA simuladas tanto en full Geant-4 como en AF-II. Como parte del estudio
se ha estimado un factor 4–6 de ganancia en tiempo de AF-II sobre la simulacio´n completa.
9.4.1 Resultados
Despue´s de hacer una seleccio´n de objetos acorde con la utilizada en los principales ana´lisis
de SUSY se obtiene los siguientes resultados en la comparacio´n de AF-II con full Geant-4:
Jets Todas las distribuciones muestran buen acuerdo entre AF-II y full Geant-4. So´lo en el caso
de pT hay una ligera discrepancia en todo caso menor que la mitad de la incertidumbre
asociada a la escala de energı´a de los jets. El tagging de los jets se hace en el detector
interno, que se simula completamente en AF-II y las desviaciones son menores que el 1%.
Electrones El nu´mero de electrones en AF-II es un ∼ 1.4%menor que en full Geant-4, errormuy
por debajo de las incertidumbres teo´ricas de SUSY.
Muones Las desviaciones son menores que el 0.1%. Esto era de esperar ya que los muones se
reconstruyen en el detector interno.
Taus Se observa un buen acuerdo en variables como pT, η y φ en todos los algoritmos de re-
construccio´n. Las diferencias en taus que pasan el criterio de seleccio´n loose o medium son
de alrededor del 1.5% para taus con pT > 25 GeV.
Fotones Las distribuciones cinema´ticas para fotones no muestran diferencias apreciables. Para
fotones que pasan el criterio ma´s severo de seleccio´n hay una pequen˜a diferencia de ∼ 2%.
mT Hay buen acuerdo en todos los casos con resultados ligeramente mejores cuando el lepto´n
seleccionado es un muo´n, como se esperaba.
HT Esta distribucio´n esta´ ligeramente (1.5%) desplazada hacia valores ma´s bajos en el caso de
AF-II debido ı´ntegramente a la descripcio´n de los jets que entran en su definicio´n.
EmissT Se observa una desviacio´n de ∼ 2% entre AF-II y full Geant-4, sobre todo en la regio´n de
valores ma´s bajos. Esta desviacio´n se reduce al 1% en sucesos en los que hay electrones o
muones presentes.
Meff La desviacio´n entre AF-II y full Geant-4 para este te´rmino es de ∼ 5%, ba´sicamente debida
a las diferencias acumuladas en EmissT y HT.
Para una estimacio´n ma´s detallada del efecto de la utilizacio´n de AF-II en SUSY, se ha exa-
minado la seleccio´n ba´sica de ana´lisis basados en bu´squedas con 0, 1 o´ 2 leptones. La ma´xima
diferencia entre eficiencias relativas entre cada paso de las selecciones esta´ por debajo del 2%.
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9.4.2 Propuesta
Dado el comportamiento extraordinario de AF-II (desviaciones menores del 5% en la des-
cripcio´n de objetos y del orden del ∼ 1 − 2% de las eficiencias de seleccio´n), se propone lo
siguiente:
• La simulacio´n de nuevas sen˜ales de SUSY con AF-II, siempre que sea apropiado.
• Una comprobacio´n contı´nua del funcionamiento de AF-II en diferentes ana´lisis de SUSY,
simulando algunos puntos con full Geant-4 y compara´dolos con AF-II.
• Se recomienda que se apliquen las mismas prescripciones en cuanto a descripcio´n de ob-
jetos en AF-II que en full Geant-4.
Esta propuesta fue aceptada por el SUSYWorking Group y, tras la realizacio´n de este trabajo,
AF-II se utilizo´ en diferentes ana´lisis que dieron lugar a varias publicaciones [117,147–149]. Los
detalles de esta comparacio´n se pueden encontrar en la nota de ATLAS [143] y en las char-
las [139–142].
9.5 Conclusiones
Esta tesis se ha dedicado a la bu´squeda de Supersimetrı´a en un escenario de mSUGRA en
el cual la paridad-R se rompre mediante el te´rmino bilineal (bRPV-mSUGRA). El grueso del
trabajo se divide en dos ana´lisis inclusivos, basados en la seleccio´n de estados finales con un
muo´n y varios jets, favorecido en el caso de bRPV gracias a la desintegracio´n de la partı´cula
supersime´trica ma´s ligera (LSP) a estas partı´culas en varios de sus canales.
En la primera parte de la tesis, expuesta en el Capı´tulo 4, se presenta un estudio conmuestras
deMonte Carlo (MC) sobre la posibilidad de observar bRPV en el experimento ATLAS para tres
energı´as de funcionamiento del LHC: 14 TeV, 10 TeV y 7 TeV. Se han tenido en cuenta todas
las posibles fuentes de fondo del Modelo Esta´ndar (SM) y tambie´n el fondo combinatorial de
SUSY. Tras la seleccio´n de sucesos, se obtiene una fraccio´n S SUSY/
√
B > 30 que da lugar a una
significancia de Zn = 1.28 (Zn = 0.60) para la muestra de 7 TeV (10 TeV) y una luminosidad
de 2 fb−1, con Zn definido como en Ref. [9]. En la muestra de 14 TeV se obtiene un cociente
S SUSY/
√
B > 95, aunque no se han tenido en cuenta todas las fuentes de fondo y por tanto este
ana´lisis debe tomarse como una aproximacio´n. A partir de la distribucio´n de la masa invariante
de un muo´n y dos jets se puede reconstruir la masa del neutralino, el ajuste de la cual da un
valor de 114.8 ± 1.1 GeV (115.9 ± 0.8 GeV), cuando el valor teo´rico es 109.8 GeV (118.0 GeV).
U´nicamente se ha tenido en cuenta el error estadı´stico, con lo cual la discrepancia observada se
puede deber a errores sistema´ticos.
Las sen˜ales de SUSY con violacio´n de la paridad-R (RPV) suelen contener cierta cantidad
EmissT . Por ello, si se observase una evidencia de la existencia de SUSY en una bu´squeda inclusiva
basada en EmissT , no se podrı´a descartar el caso de RPV directamente. E´sta es la razo´n para el
desarrollo de la segunda parte de la tesis, la cual esta´ dedicada a la interpretacio´n en el modelo
bRPV de una bu´squeda con datos reales de ATLAS procedentes de colisiones a
√
s = 7 TeV en
el LHC. La bu´squeda, basada en estados finales con exactamente un muo´n, varios jets y una
cantidad mı´nima de EmissT , da lugar a los primeros lı´mites de exclusio´n que se ha puesto a bRPV.
Tras realizar un fit combinado de las muestras de MC a los datos no se observa ningu´n
exceso significativo de datos sobre las predicciones del SM. Este resultado se interpreta como
una evidencia negativa de la existencia de bRPV-SUSY y, consecuentemente, se definen lı´mites
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de exclusio´n que se pueden ver en la Figura 5.27. Este modelo se puede descartar a un 95% de
nivel de confianza para masas de los squarks mayores que 760 GeV (mg˜ = mq˜; cτLSP < 15 mm).
Como complemento a estos dos ana´lisis de fı´sica, se ha realizado un estudio sobre el buen
funcionamiento de la herramienta de simulacio´n AF-II. El trabajo, presentado en el Capı´tulo 6,
consiste en la validacio´n de esta herramienta para varios ana´lisis en SUSY, comparando su
funcionamiento con el de la herramienta usual, full Geant-4. Tras la obtencio´n de resultados
muy positivos, el ATLAS SUSY Working Group decidio´ adoptar el uso de AF-II para la simu-
lacio´n de varias muestras de SUSY, que dieron lugar a varias publicaciones sobre bu´squedas de
SUSY [117, 147–149]
9.6 Seguimiento del ana´lisis
Viendo los resultados presentados en el Capı´tulo 5 se ha realizado un seguimiento del
ana´lisis para una luminosidad de 4.7 fb−1 con datos de ATLAS de colisiones pp a
√
s = 7 TeV en
el LHC. El ana´lisis considera estados finales con exactamente un lepto´n (electro´n o muo´n) de
alto-pT y al menos 7 jets. Teniendo en cuenta todas las fuentes de fondo del SM, no se observa
una discrepancia significativa entre el nu´mero esperado de sucesos en el SM (6.0±2.4 en el canal
de 1-electro´n, 3.7±2.4 en el de 1-muo´n) y el nu´mero observado de sucesos (7 en ambos canales).
Los canales de electro´n y muo´n, estadı´sticamente independientes, se combinan para dar
lugar a los lı´mites de exclusio´n para el modelo bRPV-mSUGRA mostrados en la Figura 9.9. La
banda de incertidumbre alrededor del lı´mite incluye todas las incertidumbres posibles excepto
la teo´rica de SUSY, la cual esta´ representada por las bandas en el lı´mite observado. Se puede
ver una mejora significativa en la sensibilidad con respecto a la presentada en la tesis, que se
muestra en la lı´nea azul. La regio´n de bajo m1/2 corresponde a LSP con largas vidas medias y no
esta´ considerada en este ana´lisis.
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Figure 9.9: Lı´mites de exclusio´n al 95% CL esperados y observados para el modelo bRPV. La banda
alrededor del valor medio muestra las variaciones ±1σ incluyendo todas las incertidumbres excepto la
teo´rica de la sen˜al. E´sta esta´ representada por las lı´neas punteadas La fina lı´nea negra contı´nua muestra
la longitud de desintegracio´n de la LSP. El resultado del ana´lisis anterior de ATLAS presentado en el
Capı´tulo 5 para este modelo se muestra como una lı´nea azul.
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Appendix A
Monte Carlo sample details
A.1 SUSY production processes
Table A.1: NLO Cross sections for all possible SUSY production processes in a proton-proton collider at
7 TeV for bRPV-mSUGRA point defined in Table 4.1 with m0 = 100 GeV, m1/2 = 280 GeV. The cross sections
have been calculated by PYTHIA at LO and by Prospino at NLO.
subProcess σ [pb]
q q → q˜ g˜ 1.107
q q → q˜ q˜ 0.825
q q → χ˜ χ˜ 0.434
q q → q˜ ¯q˜ 0.343
q q → g˜ g˜ 0.169
q q → ˜ℓ ˜ℓ 0.146
q q → t˜ ¯t˜ 0.088
q q → q˜ χ˜± 0.059
q q → q˜ χ˜0 0.052
q q → ˜b ¯˜b 0.029
q q → g˜ χ˜± 0.025
q q → g˜ χ˜0 0.020
Total 3.296
q˜ g˜ = q˜ g˜ + ¯q˜ g˜
q˜ q˜ = q˜ q˜ + ¯q˜ ¯q˜
˜b ¯˜b = ˜b1 ¯˜b1 + ˜b2 ¯˜b2 + ˜b1 χ˜01 + ˜b2 χ˜
0
1
t˜ ¯t˜ = t˜1 ¯t˜1 + t˜2 ¯t˜2 + t˜1 χ˜01 + t˜2 χ˜
0
1
χ˜0 = χ˜01, χ˜
0
2, χ˜
0
3, χ˜
0
4
χ˜± = χ˜±1 , χ˜
±
2
χ˜ = χ˜0 + χ˜±
˜ℓ ˜ℓ = e˜L e˜L + e˜R e˜R + ν˜eL ν˜eL + e˜
+ ν˜eL + e˜
− ν˜eL +
µ˜L µ˜L + µ˜R µ˜R + ν˜µL ν˜µL + µ˜
+ ν˜µL + µ˜
− ν˜µL +
τ˜1 τ˜1 + τ˜2 τ˜2 + τ˜1 τ˜2 + ν˜τ ν˜τ + τ˜
+
1 ν˜τ + τ˜
−
1 ν˜τ + τ˜
+
2 ν˜τ + τ˜
−
2 ν˜τ
A.2 Monte Carlo signal samples for the 1muon+2jets analyses
Full details on the generation and simulation conditions are provided in Table A.2 for the
three-energy scenarios.
Table A.2: Simulation details for the signal samples in the three-energy scenarios.
LHC c.m.s. energy Athena release PYTHIA version SPheno version # of simulated events
7 TeV 16.0.3 6.4.20 3.1.0 10000
10 TeV 14.2.20 6.4.20 v3beta20 10000
14 TeV 12.0.7 6.4.20 v3beta20 10000
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The parameter values taken in each case, including the mSUGRA point, neutrino physics
experimental constraints and bRPV parameters can be found in TableA.3 for the 7, 10 and 14 TeV
signal samples.
Table A.3: Parameters for the mSUGRA point, neutrino physics experimental constraints, bRPV parame-
ters and χ˜01-LSP characteristics for the signal samples in the three-energy scenarios.
mSUGRA point neutrino mixing parameters bRPV parameters
7 TeV sample
m0 = 100 GeV ∆m2atm = 2.35 × 10−3eV2 ǫ1 = 198 MeV;
m1/2 = 280 GeV ∆m2sol = 7.58 × 10−5eV2 ǫ2 = −373 MeV;
tan β = 10 tan2 θatm = 1.26 ǫ3 = 383 MeV
A0 = 0 GeV tan2 θsol = 0.47 v1 = −17.5 MeV
sgnµ = +1 v2 = 33.0 MeV
v3 = 33.8 MeV
LSP mass LSP lifetime cross section
mχ˜01
= 109.8 GeV cτ(χ˜01) = 677 µm 3.3 pb
10 TeV sample
m0 = 100 GeV; m1/2 = 300 GeV ∆m2atm = 2.2 × 10−3eV2 ǫ1 = −ǫ2 = ǫ3 = 102 MeV
tan β = 6 ∆m2
sol = 2.8 × 10−5eV2 v1 = −8.8 MeV
A0 = −300 GeV tan2 θatm = 0.96 v2 = 9.0 MeV
sgnµ = +1 tan2 θsol = 0.64 v3 = −8.6 MeV
LSP mass LSP lifetime cross section
mχ˜01
= 118.0 GeV cτ(χ˜01) = 290 µm 4.8 pb
14 TeV sample
m0 = 100 GeV; m1/2 = 250 GeV ∆m2atm = 2.2 × 10−3eV2 ǫ1 = −ǫ2 = ǫ3 = 40 MeV
tan β = 10 ∆m2
sol = 3.4 × 10−5eV2 v1 = −2.7 MeV
A0 = −100 GeV tan2 θatm = 0.97 v2 = 2.9 MeV
sgnµ = +1 tan2 θsol = 0.64 v3 = −2.6 MeV
LSP mass LSP lifetime cross section
mχ˜01
= 97.1 GeV cτ(χ˜01) = 1.6 mm 41 pb
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A.3 Monte Carlo SM samples for the one-lepton analysis
AllMonte Carlo samples used in the one-lepton analysis defined in Chapter 5 are taken from
the official mc10a Monte Carlo production. Table A.4 lists all top, multijet and diboson samples
used in this analysis together with the data set number, the generator, the corresponding cross
sections. Similar numbers, as well as the k-factor applied, are summarised in Tables A.5 and A.6
for W- and Z-samples.
Table A.4: top and diboson-Monte Carlo samples with sample ID, generator and cross section.
Sample ID Name Generator σ× BR [pb]
105200 T1 MC@NLO Jimmy 8.9
105204 TTbar FullHad MC@NLO Jimmy 7.1
105860 TTbar PowHeg Jimmy 7.9
105861 TTbar PowHeg PYTHIA 7.9
108340 st tchan enu MC@NLO Jimmy 7.0
108341 st tchan munu MC@NLO Jimmy 7.0
108342 st tchan taunu MC@NLO Jimmy 7.0
108343 st schan enu MC@NLO Jimmy 4.7
108344 st schan munu MC@NLO Jimmy 4.7
108345 st schan taunu MC@NLO Jimmy 4.7
108346 st Wt MC@NLO Jimmy 1.3
105985 WW Herwig 1.7
105986 ZZ Herwig 1.3
105987 WZ Herwig 5.5
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Table A.5: W-Monte Carlo samples with sample ID, generator, cross section and k-factor.
Sample ID Name Generator σ× BR [pb] k-factor
107680 WenuNp0 pt20 AlpgenJimmy 6.9 · 103 1.20
107681 WenuNp1 pt20 AlpgenJimmy 1.3 · 103 1.20
107682 WenuNp2 pt20 AlpgenJimmy 3.8 · 102 1.20
107683 WenuNp3 pt20 AlpgenJimmy 1.0 · 102 1.20
107684 WenuNp4 pt20 AlpgenJimmy 2.5 · 101 1.20
107685 WenuNp5 pt20 AlpgenJimmy 6.9 1.20
107690 WmunuNp0 pt20 AlpgenJimmy 6.9 · 103 1.20
107691 WmunuNp1 pt20 AlpgenJimmy 1.3 · 103 1.20
107692 WmunuNp2 pt20 AlpgenJimmy 3.8 · 102 1.20
107693 WmunuNp3 pt20 AlpgenJimmy 1.0 · 102 1.20
107694 WmunuNp4 pt20 AlpgenJimmy 2.5 · 101 1.20
107695 WmunuNp5 pt20 AlpgenJimmy 6.9 1.20
107700 WtaunuNp0 pt20 AlpgenJimmy 6.9 · 103 1.20
107701 WtaunuNp1 pt20 AlpgenJimmy 1.3 · 103 1.20
107702 WtaunuNp2 pt20 AlpgenJimmy 3.8 · 102 1.20
107703 WtaunuNp3 pt20 AlpgenJimmy 1.0 · 102 1.20
107704 WtaunuNp4 pt20 AlpgenJimmy 2.5 · 101 1.20
107705 WtaunuNp5 pt20 AlpgenJimmy 6.9 1.20
106280 WbbNp0 pt20 AlpgenJimmy 3.2 1.20
106281 WbbNp1 pt20 AlpgenJimmy 2.6 1.20
106282 WbbNp2 pt20 AlpgenJimmy 1.4 1.20
106283 WbbNp3 pt20 AlpgenJimmy 0.6 1.20
Table A.6: Z- and Drell Yan Monte Carlo samples with sample ID, generator, cross section and k-factor.
Sample ID Name Generator σ× BR [pb] k-factor
107650 ZeeNp0 pt20 AlpgenJimmy 6.6 · 102 1.25
107651 ZeeNp1 pt20 AlpgenJimmy 1.3 · 102 1.25
107652 ZeeNp2 pt20 AlpgenJimmy 4.0 · 101 1.25
107653 ZeeNp3 pt20 AlpgenJimmy 1.1 · 101 1.25
107654 ZeeNp4 pt20 AlpgenJimmy 2.9 1.25
107655 ZeeNp5 pt20 AlpgenJimmy 7.5 · 10−1 1.25
107660 ZmumuNp0 pt20 AlpgenJimmy 6.6 · 102 1.25
107661 ZmumuNp1 pt20 AlpgenJimmy 1.3 · 102 1.25
107662 ZmumuNp2 pt20 AlpgenJimmy 4.0 · 101 1.25
107663 ZmumuNp3 pt20 AlpgenJimmy 1.1 · 101 1.25
107664 ZmumuNp4 pt20 AlpgenJimmy 2.9 1.25
107665 ZmumuNp5 pt20 AlpgenJimmy 7.5 · 10−1 1.25
107670 ZtautauNp0 pt20 AlpgenJimmy 6.6 · 102 1.25
107671 ZtautauNp1 pt20 AlpgenJimmy 1.3 · 102 1.25
107672 ZtautauNp2 pt20 AlpgenJimmy 4.0 · 101 1.25
107673 ZtautauNp3 pt20 AlpgenJimmy 1.1 · 101 1.25
107674 ZtautauNp4 pt20 AlpgenJimmy 2.9 1.25
107675 ZtautauNp5 pt20 AlpgenJimmy 7.5 · 10−1 1.25
Appendix B
Backup plots for the 10 TeV and 14
TeV analyses
B.1 Event selection: SM background for the 10 TeV analysis
As a part of the SM background study for the 10 TeV sample, correlations between the varia-
bles EmissT , Meff and S T have been checked. In Figure B.1 an example of these plots is presented,
showing that no significant correlation between them is observed.
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Figure B.1: Meff vs. EmissT (top) and Meff vs. S T (bottom) distributions for the SUSY inclusive signal (left)
and for all SM backgrounds (right) at 10 TeV after the mu10i loose 2j20 selection, normalised to 2 fb−1. The
arrows show the cut values.
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B.2 Event selection: SM background for the 14 TeV analysis
Analogous to the 7 TeV analysis, S T plots for the bRPV signal and for all SM background
sources under consideration in the 14 TeV analysis are shown in Figures B.2 before any selection
or cuts applied (left) and after the preselection mu10 2j20 (right). Similar to the 7 TeV case, the
QCD distribution peaks at very low S T values (< 0.01). W+jets distribution is also dominant
at low S T values while top backgrounds and bRPV signal have a flatter distribution. The right
panel of the figure shows how the preselection strongly reduces the QCD background in three
orders of magnitude. The spikes seen in the low S T region are caused by large normalisation
factors applied to these samples, due to the huge QCD cross section.
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Figure B.2: S T distributions for the SUSY inclusive signal and for all SM backgrounds under conside-
ration at 14 TeV before applying any object definition (left) and after the preselection mu10 2j20 (right),
normalised to 2 fb−1.
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B.3 Combinatorial background study for the 10 TeV analysis
Analogous plots to those shown in the 7 TeV analysis for the correlations over several varia-
bles in the combinatorial background study are shown here for the 10 TeV analysis.
In Figure B.3, 2-dimensional plots are shown for pT– ∆R correlations for the SUSY sample:
the correlation for the W (left) and χ˜01 (right) momentum and the separation angle between their
decay products is plotted for truth particles (top) and for reconstructed candidates (bottom). In
the truth (top) plots and as expected, higher momenta of the decaying particle imply smaller
separation angles for the decay products. On the contrary, reconstructed (bottom) plots are
more evenly spread over the pT– ∆R plane. Bear in mind that the reconstructed W-candidate is
selected only if mjj ⊂ {MW ± 5 GeV}.
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Figure B.3: pT – ∆R correlations for the SUSY sample at 10 TeV. Top left: pT of truth W bosons coming from
LSPs vs. the angle between their decay products: two jets. Top right: pT of truth χ˜01 vs. the angle between
its decay products: a muon and a W. Bottom left: pT of all W candidates (with m j j ⊂ {MW ± 5 GeV}) vs. the
angle between the pair of reconstructed jets used to form it. Bottom right: Neutralino-candidate pT vs. the
angle between the reconstructed muon and the W-candidate (with m j j ⊂ {MW ± 5 GeV}) used to identify it.
The arrows show the cut values.
Several combined cuts on the variables pT (W) – ∆R j j and pT (χ˜01) – ∆RµW have been checked
following the study in the 7 TeV sample. Similar results as in that case are found so no combined
cut on any of these variables is finally applied.
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Correlation between ∆R j j and ∆RµW is checked in Figure B.4 for both the truth signal decay
(left) and the inclusive reconstructed sample (right), with negative result.
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Figure B.4: Correlation of angular distances for the SUSY sample at 10 TeV. Left: Angle between true
jets coming from an LSP-originating W vs. the angle between a true muon and a true W both coming from
an LSP. Right: Angle between all reconstructed jets to form a Wcandidate as a function of the angle of all
reconstructed muons and all W-candidates. The arrows show the cut values.
Finally, correlation between pT (W) and pT (χ˜01) has been studied similar as in the 7 TeV case,
with the same result.
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Figure B.5: Transverse momenta correlations for the SUSY sample at 10 TeV. Left: True-muon pT coming
from an LSP vs. true-W pT coming from the same LSP. Right: Reconstructed-muon pT vs. W-candidate pT
to be combined with it to form a χ˜01-candidate. The arrows show the cut values.
After all these checks, it has been decided that only independent cuts on pT (µ), ∆R j j and
∆RµW will be applied in order to discriminate the combinatorial background from the muon
and pair of jets originating from a χ˜01.
Appendix C
Combinatorial background study for
different pµT thresholds
In Figure 4.25, the Mµjj distribution was shown for the whole SUSY sample applying, among
other selection criteria, the cut pµT > 25 GeV. In this appendix, the shape of this distribution for
the signal decay and for the SUSY combinatorial background applying various thresholds on
the muon transverse momentum is studied for the 10 TeV sample. Analogous tests have been
performed for the 7 TeV case.
A subsample of the SUSY inclusive signal containing at least one true neutralino decaying
to a muon and a hadronic W is identified, henceforth called “signal-subsample”. The preselec-
tion and SM cuts are now applied to this signal-subsample, obtaining the contribution to the µjj
invariant mass of events involving at least one such neutralino. This distribution is drawn in
Figure C.1, the four panels corresponding to different pµT thresholds: 10, 25, 60 and 100 GeV. In
this figure the signal-subsample peak (black area) remains clearly visible and fixed around the
lightest neutralino mass independently of the pµT selection, with only a decrease in the accep-
tance as the cut becomes tighter. Unlike signal, the distribution shape of the rest of events not
included in the signal-subsample (green dashed line) is strongly dependent on the pµT cut value.
This can be seen in the successive plots of Figure C.1, where a displacement of the combinatorial
background peak can be seen as the pµT cut increases. The edge at ∼ 90 GeV seen at the combina-
torial background for pµT > 10 GeV disappears at thresholds higher than 20 GeV . Even though
a tighter cut would act as a better discriminant for the signal-subsample, the pµT > 25 GeV is
selected so that a considerable statistics remains available.
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Figure C.1: Invariant mass Mµjj for various pT cuts on the selected muons after applying the preselection
and SM cuts. The whole SUSY inclusive sample (red-continuous line), the signal subsample (black area)
and their difference (green-dashed line), corresponding to the combinatorial background, are shown. The
pµT thresholds from top-left to bottom-right are 10, 25, 60 and 100 GeV, respectively.
Appendix D
Further details on the comparison
RPC versus bRPV
In Figures D.1 to D.5, a comparison between RPC and bRPV distributions on the variables
involved in the 1-muon analysis is shown for 5 different mSUGRA points:
(m0 = 100 GeV, m1/2 = 200 GeV), (m0 = 100 GeV, m1/2 = 280 GeV), (m0 = 100 GeV, m1/2 =
360 GeV), (m0 = 200 GeV, m1/2 = 280 GeV), (m0 = 400 GeV, m1/2 = 320 GeV).
In every case nearby grid points are compared. Comparison is shown after the 1-muon
selection and after the mT cut (but before applying the EmissT and Meff cuts) for the four signal
regions selections considered in the analysis, for the following variables:
· EmissT : The E
miss
T spectrum for bRPV is softer than that of RPC in all of the signal region
selections throughout the grid. The difference between RPC and bRPV becomes more
important at high m0, having an effect on the final acceptance of this mSUGRA area to
be decreased with respect to the low m0 area, yet remaining significantly higher than the
expected from SM processes.
· Meff : The Meff distribution is similar in both RPC and bRPV cases, with its shape slightly
shifted towards higher values in bRPV in the low m0 - low m1/2 region. This cut does not
have a major impact on the final selection and thus the acceptances are not very much
affected by it.
· mT: This distributions is also similar in both cases, giving rise to slightly lower values for
bRPV at high m0. Since the cut value on mT is maintained in the four signal regions, no
differences on acceptances are appreciated due to this cut.
· EmissT - Meff plane: As already mentioned in Section 5.5.1, the cut on this combination of
variables becomes the dominant selection in the loose regions, leading to higher number
of surviving events in the tight selections better than in the loose ones. This effect is more
important in the high m0, giving a better acceptance for this points in the tight regions.
This can be seen in the exclusion plots shown in Figures 5.26 and 5.27, where a larger area
is excluded in the tight selections.
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Figure D.1: EmissT (first row), Meff (second row) and mT (third row) distributions comparison in the signal
point (100, 200) for bRPV SUSY (black continuous line) and nearby point (100, 210) R-parity conserving
SUSY (red dashed line) after 1-muon 3JL (first column), 3JT (second column), 4JL (third column) and
4JT (last column) selections and after the mT cut common to all SRs. Bottom plots show a comparison
between RPC and bRPV in the EmissT vs. Meff plane for the four signal region selections after applying the
mT > 100 GeV cut. The distributions are normalised to unity.
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Figure D.2: EmissT (first row), Meff (second row) and mT (third row) distributions comparison in the signal
point (100, 280) for bRPV SUSY (black continuous line) and nearby point (100, 270) R-parity conserving
SUSY (red dashed line) after 1-muon 3JL (first column), 3JT (second column), 4JL (third column) and
4JT (last column) selections and after the mT cut common to all SRs. Bottom plots show a comparison
between RPC and bRPV in the EmissT vs. Meff plane for the four signal region selections after applying the
mT > 100 GeV cut. The distributions are normalised to unity.
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Figure D.3: EmissT (first row), Meff (second row) and mT (third row) distributions comparison in the signal
point (100, 360) for bRPV SUSY (black continuous line) and same point (100, 360) R-parity conserving SUSY
(red dashed line) after 1-muon 3JL (first column), 3JT (second column), 4JL (third column) and 4JT (last
column) selections and after the mT cut common to all SRs. Bottom plots show a comparison between RPC
and bRPV in the EmissT vs. Meff plane for the four signal region selections after applying the mT > 100 GeV
cut. The distributions are normalised to unity.
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Figure D.4: EmissT (first row), Meff (second row) and mT (third row) distributions comparison in the signal
point (200, 280) for bRPV SUSY (black continuous line) and nearby point (180, 270) R-parity conserving
SUSY (red dashed line) after 1-muon 3JL (first column), 3JT (second column), 4JL (third column) and
4JT (last column) selections and after the mT cut common to all SRs. Bottom plots show a comparison
between RPC and bRPV in the EmissT vs. Meff plane for the four signal region selections after applying the
mT > 100 GeV cut. The distributions are normalised to unity.
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Figure D.5: EmissT (first row), Meff (second row) and mT (third row) distributions comparison in the signal
point (400, 320) for bRPV SUSY (black continuous line) and nearby point (420, 300) R-parity conserving
SUSY (red dashed line) after 1-muon 3JL (first column), 3JT (second column), 4JL (third column) and
4JT (last column) selections and after the mT cut common to all SRs. Bottom plots show a comparison
between RPC and bRPV in the EmissT vs. Meff plane for the four signal region selections after applying the
mT > 100 GeV cut. The distributions are normalised to unity.
Appendix E
OS muon + electron cut flow details
This channel is challenging since the pT window for the electrons in order to pass the cuts,
avoiding the overlapping with the other channel is very small. The preselection cuts for this
channel are the following:
1. GRL.
2. Muon Trigger EF mu18.
3. Jet/MET Cleaning.
4. Primary vertex cut.
5. Electron crack removal.
6. Cosmic muon veto.
7. Dilepton requirement:
7.1 1 signal muon
7.2 1 good electron
7.3 electron pT > 25 GeV OR not EF e20 medium
Event by event comparison for this cut flow was performed for sample 106484. Among
49449 full Geant-4 and 50000 AF-II initial events, 54 full Geant-4 events and 61 AF-II events
(difference of less than 2 per mill) pass the preselection cuts and are named “signal events” in
the following. Studying the events in detail, it was found that 22 of them are common for the
two simulations and the rest of them are classified in Table E.1 according to the reason of the
difference. In addition, a breakdown of these events and the cause of the difference is shown in
Table E.2.
Table E.1: Source of differences between events present in full Geant-4 or in AF-II, only
Reason for the Events in full Geant-4 Events in AF-II % of events
cut failure not in AF-II not in full Geant-4 in category
EF mu18 = 0 10 3 18%
Num µ signal = 0 4 5 13%
Num electron medium = 0 13 6 27%
signal electron pT < 20 GeV 8 10 27%
signal electron pT > 25 GeV 3 5 13%
EF e20 medium = 1 1 3 6%
Total 39 32 –
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In around 18% of cases, the cause of difference is due to events failing the trigger cut, being
AF-II the one failing more often this cut. This can be most probably due to small differences in
low pT muons. A similar number of events in both simulations fail the muon signal cuts and
the medium electron trigger veto. There are also more events simulated using AF-II that fail the
medium electron criteria but the main source of discrepancies are due to fluctuations in the pT
description of the electrons. As expected, the differences are larger, the lower the pT cut. As it
can be observed in Table E.2, the individual pT difference from the electron candidates that fail
the pT window cut 7.3 for only one of the simulation types is relatively small (less than 20%)
with some tails predominantly at the region in which AF-II is higher than full Geant-4. Thus,
it is concluded that the main reason for the differences observed in this event selection is the
individual fluctuations of the pT of the electrons in acceptances that are at the per mill level.
Table E.2: Details on the electron conditions for events passing up to the cut 7.1 on the OSmuon + electron
cut flow either for full Geant-4 or for AF-II but not for both. In cases where a good electron is not found
in the event, the reason is specified in the last column: ElectronMedium meaning the fourth requirement
detailed in the Object Definition Section 6.4 for electrons, is not fulfilled or pT outside the window between
20 and 25 GeV.
Event Number signal electron pT [GeV] Reason of failure
227 full Geant-4 – ElectronMedium
AF-II 20.8 –
3433 full Geant-4 23.3 –
AF-II – ElectronMedium
4009 full Geant-4 – ElectronMedium
AF-II 22.4 –
5032 full Geant-4 – ElectronMedium
AF-II 21.6 –
7753 full Geant-4 – ElectronMedium
AF-II 23.5 –
8973 full Geant-4 22.0 –
AF-II – 19.1
9476 full Geant-4 – ElectronMedium
AF-II 23.0 –
9801 full Geant-4 20.3 –
AF-II – 18.5
9877 full Geant-4 21.8 –
AF-II – 14.9
10443 full Geant-4 20.0 –
AF-II – 19.8
11473 full Geant-4 – ElectronMedium
AF-II 21.0 –
13197 full Geant-4 42.0 –
AF-II – ElectronMedium
13920 full Geant-4 24.2 –
AF-II – ElectronMedium
15081 full Geant-4 – 19.4
AF-II 21.6 –
197
Event Number signal electron pT [GeV] Reason of failure
15958 full Geant-4 39.0 –
AF-II – ElectronMedium
16259 full Geant-4 – ElectronMedium
AF-II 23.8 –
18400 full Geant-4 – 14.8
AF-II 22.5 –
18895 full Geant-4 20.7 –
AF-II – 19.3
20080 full Geant-4 – 14.5
AF-II 21.9 –
20670 full Geant-4 – ElectronMedium
AF-II 22.7 –
20850 full Geant-4 22.0 –
AF-II – 26.0
21594 full Geant-4 21.6 –
AF-II – ElectronMedium
21676 full Geant-4 24.7 –
AF-II – 25.5
22040 full Geant-4 22.5 –
AF-II – 19.3
24323 full Geant-4 – ElectronMedium
AF-II 49.1 –
25337 full Geant-4 – ElectronMedium
AF-II 21.9 –
26997 full Geant-4 23.9 –
AF-II – 15.1
27507 full Geant-4 20.9 –
AF-II – 16.2
28148 full Geant-4 – 15.5
AF-II 20.3 –
30857 full Geant-4 23.1 –
AF-II – 16.7
30965 full Geant-4 24.6 –
AF-II – 25.5
31170 full Geant-4 – 12.2
AF-II 20.3 –
33344 full Geant-4 – 18.8
AF-II 20.8 –
34793 full Geant-4 – 25.8
AF-II 24.3 –
37173 full Geant-4 – 19.7
AF-II 20.2 –
198 APPENDIX E. OS MUON + ELECTRON CUT FLOW DETAILS
Event Number signal electron pT [GeV] Reason of failure
37300 full Geant-4 24.6 –
AF-II – 25.4
39421 full Geant-4 – ElectronMedium
AF-II 23.7 –
41808 full Geant-4 – ElectronMedium
AF-II 46.2 –
44170 full Geant-4 24.1 –
AF-II – 25.4
44344 full Geant-4 – 25.4
AF-II 25.0 –
44403 full Geant-4 23.4 –
AF-II – 25.1
44737 full Geant-4 23.9 –
AF-II – 19.7
45495 full Geant-4 24.9 –
AF-II – 26.6
46784 full Geant-4 24.7 –
AF-II – ElectronMedium
47428 full Geant-4 – ElectronMedium
AF-II 20.8 –
48237 full Geant-4 – 10.2
AF-II 26.6 –
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