where P is a nonsingular matrix. Speci cally, we show that the short-step path following algorithm based on the Frobenius norm neighborhood and the semilong-step path following algorithm based on the operator 2-norm neighborhood have O( p nL) and O(nL) iterationcomplexity bounds, respectively. When P = I, this yields the rst polynomially convergent semilong-step algorithm based on a pure Newton direction. Restricting the scaling matrix P at each iteration to a certain subset of nonsingular matrices, we are able to establish an O(n 3=2 L) iteration-complexity for the long-step path following method. The resulting subclass of search directions contains both the Nesterov-Todd direction and the Helmberg-Rendl-VanderbeiWolkowicz/Kojima-Shindoh-Hara/Monteiro direction.
Introduction
Several authors have discussed generalizations of interior-point algorithms for linear programming (LP) to the context of semide nite programming (SDP). The landmark work in this direction is due to Nesterov which contains the NT and HRVW/KSH/M directions but not the AHO direction. In particular, it is shown that the corresponding algorithms based on the NT and the HRVW/KSH/M directions perform O(nL) and O(n 3=2 L) iterations, respectively, to reduce the duality gap by a factor of at least 2 ?O(L) . (The O(n 3=2 L) iteration-complexity bound for the HRVW/KSH/M directions was in fact obtained earlier by Monteiro 16] .) More recently, Monteiro 15] proves the polynomiality of the short-step primal-dual path following algorithm and the Mizuno-Todd-Ye predictor-corrector type algorithm based on any member of the MZ-family, thus obtaining as a by-product the important result that Frobenius-norm type algorithms based on the AHO direction are polynomially convergent. Uni ed analysis for the KSH-family of directions are provided in Kojima, Shindoh and Hara 11] and Monteiro and Tsuchiya 19] . The paper 11] introduces the KSH-family and establishes: 1) the polynomiality of the short-step path-following (feasible) method based on the two KSH/HRVW/M directions (both members of the KSH-family), and; 2) the polynomiality of a potential reduction (feasible and infeasible) algorithm based on any direction of the KSH-family. Using techniques developed in Monteiro 15] , the paper 19] extends the result 1) above to any direction of the KSH-family. It also proves polynomial convergence of a Mizuno-Todd-Ye predictor-corrector type algorithm for SDLCP based on the whole KSH-family.
This paper considers primal-dual path following methods for SDP based on the Newton direction for the symmetric central path equation X 1=2 SX 1=2 ? I = 0: (2) This pure Newton direction is quite natural in view of the fact that the neighborhoods of the central path used to develop polynomially convergent algorithms are all based on the eigenvalues of the left hand side of (2) . (We use the quali er \pure Newton" for those directions that are Newton directions with respect to a central path equation of the form (X; S) = I where the map ( ; ) is independent of the current iterate or any parameter.) In contrast, these neighborhoods have no connection with the eigenvalues of the left hand side of the central path equation XS + SX ? I = 0 used to derive the AHO direction. Even though it is possible to de ne central path neighborhoods based on the eigenvalues of XS +SX, primal-dual path following methods based on these neighborhoods are not known to be polynomially convergent. The polynomial convergence result obtained in 15] for the short-step path following method using the AHO direction is based on the Frobenius norm neighborhood de ned in terms of the left hand side of (2) .
We consider two primal-dual SDP algorithms based on the above Newton direction: 1) a shortstep path following method based on the Frobenius norm neighborhood, and; 2) a semilong-step path following method based on the operator norm neighborhood, which in terms of the eigenvalues of X 1=2 SX 1=2 is equivalent to the the in nity norm neighborhood for LP. We establish that algorithms 1) and 2) have iteration-complexity bounds of O( p nL) and O(nL), respectively, to reduce the duality gap by a factor of 2 ?O(L) . It should be noted that nothing is known regarding the polynomial convergence of the semilong-step path following algorithm using the AHO direction.
We also introduce a family of search directions which consists of the Newton directions applied to all the central path equations of the form (PXP T ) 1=2 (P ?T SP ?1 )(PXP T ) 1=2 ? I = 0; where P is a nonsingular matrix. We argue that this new family, referred to as the MT-family, is related to the above Newton direction in the same way as the MZ-family is related to the AHO direction, and show that the iteration-complexity bounds of algorithms 1) and 2) above extend to any member of the MT-family. Finally, we show that the long-step path following method based on a subclass of the MT-family, called the MT subclass, has O(n 3=2 L) iteration-complexity bound, and hence does not depend on the choice of the sequence of scaling matrices fP k g. In contrast, the iteration-complexity bound obtained in Monteiro and Zhang 21] for the long-step path following algorithm based on the MZ subclass of the MZ-family depends on a certain condition number determined by the choice of fP k g. As the MZ subclass, the MT subclass also contains both the NT and HRVW/KSH/M directions. This paper is organized as follows. In Section 2, we introduce the SDP problem, the associated assumptions and derive the Newton direction for the central path equation (2) . We also give some existence results for this Newton direction and state a generic primal-dual algorithm based on it. In Section 3, we state and prove technical results which are used in the polynomial convergence analysis of Section 4. In Section 4, we establish the polynomiality of the short-step and the semilongstep path following algorithms based on the Newton direction for (2) . In Section 5, we introduce the MT-family of search directions and generalize the convergence analysis of the short-step and semilong-step algorithms of Section 4 to any member of this family. In Section 6, we introduce the MT subclass of directions and give the convergence analysis of the long-step path following algorithm based on these directions. Finally, we end the paper with some concluding remarks on Section 7.
Notation and terminology
The following notation is used throughout the paper. The superscript T denotes transpose. < p denotes the p-dimensional Euclidean space. The set of all p q matrices with real entries is denoted by < p q . The set of all symmetric p p matrices is denoted by S p . For Q 2 S p , Q 0 means Q is positive semide nite and Q 0 means Q is positive de nite. The trace of a matrix Q 2 < p p is denoted by Tr Q P n i=1 Q ii . For a matrix Q 2 < p p with all real eigenvalues, we denote its eigenvalues by i Q], i = 1; : : :; p, and its largest and smallest eigenvalue by max Q] and min Q], respectively. Given P and Q in < p q , the inner product between them in the vector space < p q is de ned as P Q Tr P T Q. The Euclidean norm and its associated operator norm are both denoted by k k; hence, kQk max kuk=1 kQuk for any Q 2 < p p . The Frobenius norm of Q 2 < p p is kQk F (Q Q) 1=2 . S p + and S p ++ denote the set of all matrices in S p which are positive semide nite and positive de nite, respectively.
2 The SDP problem and preliminary discussion
In this section, we describe the SDP problem considered in this paper, state our assumptions, and derive the Newton direction for the central path equation (2) . We also give some existence results for this Newton direction and state a generic primal-dual algorithm based on it.
The SDP problem
This subsection describes the SDP problem and the corresponding assumptions. It also contains some notation and terminology that are used throughout our presentation.
We consider the SDP problem (P) minfC X : A i X = b i ; i = 1; : : :; m; X 0g; respectively. Throughout this paper, we assume that F 0 (P) F 0 (D) 6 = ; and that the matrices A i , i = 1; : : :; m are linearly independent. Under the rst assumption, it is well-known that both (3) and (4) have optimal solutions X and (S ; y ) such that C X = b T y , i.e., the optimal values of (3) and (4) coincide. This last condition, called the strong duality, can be alternatively expressed as X S = 0 or X S = 0. Hence, the set of primal and dual optimal solutions consist of all the solutions (X; S; y) 2 S n + S n + < m to the following optimality system XS = 0; 
has a unique solution, denoted (X ; S ; y ), and that the limit lim !0 (X ; S ; y ) exists and is a solution of (5) (e.g., see Kojima, Shindoh and Hara 11]). The set of all solutions (X ; S ; y ) with > 0 is known as the central path.
It is known that for each V 2 S n + , there exists a unique U 2 S n + such that U 2 = V . The matrix U is called the square root of V and is denoted by V 1=2 . Using the square root X 1=2 , the equation (6a) can be alternatively expressed in the following symmetric form: X 1=2 SX 1=2 = I; (X; S; y) 2 F 0 (P) F 0 (D):
The path following algorithms studied in this paper are all based on one of the following three centrality measures of a point (X; S) 2 S n + S The short-step, semilong-step and long-step path following methods are based on the following central path neighborhoods, respectively:
where > 0 is a given constant.
The Newton direction and the generic algorithm
In this subsection, we derive the Newton direction for system (6b), (6c) and (7), and state a generic primal-dual method based on it. We end the subsection by giving some existence results for this Newton direction. We start with the following technical result.
Lemma 2.1 For every A 2 S n ++ and H 2 S n , the equation AU + UA = H (11) has a unique solution U 2 S n . Moreover, this solution satis es kAUk F kHk F = p 2:
Proof. The rst part of the lemma follows from the fact that the linear map A : S n ! S n de ned by A (U) = AU + UA is an isomorphism. Indeed, since A has the same domain and co-domain, it su ces to show that A is one-to-one, or equivalently that AU + UA = 0 implies U = 0. In turn, this last implication follows from the fact that any solution U of (11) satis es (12) (simply set H = 0 in (12) to conclude that U = 0). To show the last claim, we square both sides of (11) Hence, 0 (X)H = ?1 X 1=2 (H) = H X 1=2 . Using Lemma 2.2, it is now easy to see that the Newton direction ( X; S; y) for system (7) is the solution of the following system of linear equations: 
Let U X X 1=2 . Then, in terms of U, we can write (13a) as two equivalent equations:
USX 1=2 + X 1=2 SU + X 1=2 SX 1=2 = I ? X 1=2 SX 1=2 ; (15) UX 1=2 + X 1=2 U = X: (16) We next state the generic primal-dual feasible algorithm that will be studied in this paper.
Algorithm-I:
Let (X 0 ; S 0 ; y 0 ) 2 F 0 (P) F 0 (D), 0 (X 0 S 0 )=n and set k = 0. Repeat until k 2 ?L 0 do
(1) Let (X; S; y) = (X k ; S k ; y k ) and (X S)=n; (2) Choose a centrality parameter = k 2 0; 1]; (3) Compute the solution ( X k ; S k ; y k ) of system (13) with H I ? X 1=2 SX 1=2 and (R; r) = (0; 0); (4) Choose a stepsize k > 0 such that (X k+1 ; S k+1 ; y k+1 ) = (X k ; S k ; y k ) + k ( X k ; X k ; y k ) 2 S n ++ ;
(5) Set k+1 (X k+1 S k+1 )=n and increment k by 1.
End
The complete speci cation of the Algorithm-I depends on the choices of the initial point (X 0 ; S 0 ; y 0 ) and the sequences f k g and f k g. These elements will be speci ed later when we discuss speci c instances of the above algorithm. In general, the initial iterate (X 0 ; S 0 ; y 0 ) is chosen within one of the neighborhoods (10a)-(10b), and the sequences f k g and f k g are chosen so
that the subsequent iterates lie in the same neighborhood and converge to an optimal solution of (3) and (4).
The following lemma establishes some important bounds on the Newton direction (13), and yields as a consequence Theorem 2.4 which establishes the nonsingularity of system (13) Lemma 2.3 Suppose that 2 0; 1= p 2) and that (X; S; y) 2 S n ++ S n ++ < m is such that d 1 (X; S)
. If ( X; S; y) is a solution of (13) (17) Proof. Multiplying (16) on the left and on the right by X ?1=2 and using inequality (12) 
Since (R; r) = (0; 0), it follows from (13b) and (13c) that X S = 0:
By (13a) and (16) Taking the Frobenius norm of both sides of this equality and using (18) and (19) :
Using this last inequality to bound the right hand side of (20), we obtain (17).
Theorem 2.4 If (X; S; y) 2 S n ++ S n ++ < m is such that d 1 (X; S) < = p 2 then, for every (H; R; r) 2 S n S n < m , system (13) has a unique solution. Proof. In terms of ( X; S; y), the left hand side of system (13) is a linear function from the space S n S n < m into itself. The lemma easily follows from the fact that this linear map is an isomorphism. To prove this fact, it is su cient to show that this map is one-to-one, or equivalently that ( X; S; y) = (0; 0; 0) is the only solution of system (13) with (H; R; r) = (0; 0; 0). Indeed, it follows from Lemma 2.3 that ( X; S) = (0; 0). Using the linear independence of the matrices A i , i = 1; : : :; m, we conclude that y = 0.
Note that the above result holds for both feasible and infeasible points. In particular, it implies the well-de nedness of the Newton direction (13) for any point in N 1 ( ), where < 1= p 2. By slightly modifying Lemma 2.3, it is possible to establish the nonsingularity of system (13) for any point (X; S; y) 2 S n ++ S n ++ < m such that kX 1=2 SX 1=2 ? Ik for some 2 < and < 1= p 2. This yields a larger region of points since is not constrained to be equal to .
Technical results
In this section, we develop technical results which will be used in Section 4 to establish the polynomial convergence of two speci c instances of Algorithm-I, namely: the short-step and the semilongstep path following algorithms. The main novelty of the analysis of this paper is the use of second or third order Taylor expansions to analyze the behavior of the centrality measure when a Newton step is taken (see Lemma 3.3).
Let (X; S; y) 2 S n ++ S n ++ < m denote the current iterate and let ( X; S; y) denote the Newton direction for system (7) at the point (X; S; y), that is the solution of (13) Proof. By (21) and the fact that X S = 0, we have X S = X S + (S X + X S):
Using (15), (16) and the fact that = , we obtain S X + X S = Tr S X + X S] = Tr S(UX 1=2 + X 1=2 U) + X S] = Tr X 1=2 SU + USX 1=2 + X 1=2 SX 1=2 ] = Tr I ? X 1=2 SX 1=2 ] = n ? X S: (25) The lemma now follows by substituting this equality into (24) and using the relations (22) and X S = n . To study how the centrality measures for the points (X ; S ; y ) varies, we will use either the second or the third order Taylor expansions of the function ( ). The following lemma gives expressions for the derivatives of this function.
Lemma 3.2 For every 2 < such that (X ; S ) 2 S n ++ S n ++ , we have:
00 ( ) = U (2) S X 1=2 + X 1=2 S U (2) + 2U (1) SX 1=2 + 2X 1=2 SU (1) + 2U (1) S U (1) ; (27) 000 ( ) = U (3) S X 1=2 + X 1=2 S U (3) + 3U (2) SX 1=2 + 3X 1=2 SU (2) + 3U (2) S U (1) + 3U (1) S U (2) + 6U (1) SU (1) ; (28) where
; and, U (1) , U (2) and U (3) satisfy X 1=2 U (1) + U (1) X 1=2 = X; (29) X 1=2 U (2) + U (2) X 1=2 = ?2U (1) U (1) ; (30) 
Also,
Proof. Expressions (26), (27) and (28) (34) where k k represents one of the norms k k F or k k, or the seminorm k k ?1 .
Proof. By (26) with = 0, (32), (15) and (23) 
The lemma now follows from this last equality, relations (8) and (9), and the two higher-order Taylor integral formulae
The analysis of Section 4 is based on the inequality (33) . Hence, in the remaining part of the section, we derive bounds for the second derivative 00 ( ). The other inequality (34) will be used in the analysis of Section 6 to establish the polynomiality of the long-step path following method based on new family of directions introduced in Section 5.
To simplify notation, we let d X X ?1=2 XX ?1=2 ; d S S ?1=2 SS ?1=2 ; (36) D X X 1=2 X ?1=2 ; D S S 1=2 S ?1=2 : (37) Observe that D X and D S are only well-de ned when X 2 S n ++ and S 2 S n ++ , respectively. The following result gives the desired bound on the second derivative 00 ( ). Proof. It is easy to see that (47) and the fact that (X; S; y) 2 F 0 (P) F 0 (D) imply that (X ; S ) 2 F 0 (P) F 0 (D). It follows from (27) 4 Path following algorithms based on the pure Newton direction
Based on the results developed in Section 3, we now prove polynomiality of the short-step and the semilong-step path following algorithms based on the pure Newton direction (13). 
Suppose that (X; S; y) 2 N F ( ) and let ( X; S; y) denote the solution of system (13) with (H; R; r) given by (14) , , 1 ? = p n and (X S)=n. Then, (a) (X 1 ; S 1 ; y 1 ) (X + X; S + S; y + y) 2 N F ( ); (b) X 1 S 1 = (1 ? = p n)(X S). Proof. Statement Hence, (X 1 ; S 1 ; y 1 ) 2 N F ( ).
As an immediate consequence of Theorem 4.1, we have the following polynomial convergence result for the short-step path following algorithm obtained from Algorithm-I by letting (X 0 ; S 0 ; y 0 ) 2 N F ( ), k = 1 ? = p n and k = 1 for every k 0. Corollary 4.2 (Polynomiality of Short-Step Path Following Algorithm) Suppose that 2 (0; 1= p 2) and 2 (0; 1) are constants satisfying (51). For Algorithm-I, assume that (X 0 ; S 0 ; y 0 ) 2 N F ( ), k = 1 ? = p n and k = 1 for every k 0. Then, every iterate (X k ; S k ; y k ) generated by Algorithm-I is in the neighborhood N F ( ) and satis es X k S k = (1 ? = p n) k (X 0 S 0 ). Moreover, Algorithm-I terminates in at most O( p nL) iterations.
We now consider the semilong-step path following algorithm based on the neighborhood N 1 ( ). It is the special case of Algorithm-I for which (X 0 ; S 0 ; y 0 ) is selected in N 1 ( ), and the sequences f k g and f k g are de ned as 
for every k 0, where is a prespeci ed constant in (0; 1).
Theorem 4.3 Suppose that (X; S; y) 2 N 1 ( ) for some given constant 2 (0; 1= p 2) , and that ( X; S; y) denote the solution of (13) Hence, (X ; S ; y ) 2 N 1 ( ) for every 2 0;~ ], that is (a) holds.
As an immediate consequence of Theorem 4.3, we have the following polynomial convergence result for the semilong-step path following algorithm based on the pure Newton direction (13 
A family of \scaled" Newton directions
In this section we introduce a new family of search directions which arises by computing the Newton direction (13) with respect to a scaled problem and mapping the direction back to the original space. Each direction of the family is then associated with the scaling matrix chosen to construct the scaled problem.
For the purpose of simplifying the notation in this and the next section, we assume that the variables for the original primal and dual problems are now e X and ( e S; e y) and that their associated data are e C 2 S n , e A i 2 S n , i = which is the equation corresponding to the Nesterov-Todd direction. Needless to say, we observe that if e P = I then system (58) reduces to system (13) , and hence it corresponds to the (pure)
Newton direction considered in Section 2. Another possible choice is to take e P to be the Nesterov-Todd scaling matrix satisfying e P e X e P T = e P ?T e S e P ?1 , so that X = S holds. As the NT and HRVW/KSH/M directions, the resulting direction can be shown to have the scaling invariance property discussed in 34]. This direction is referred to as the MTW direction in the paper by Todd 33] which came out after the rst version of this paper.
The results obtained in Section 2 for the pure Newton direction (13)- (14) can be extended to the whole MT-family due to the fact that any member of this family reduces to the Newton direction (13)- (14) in the scaled space and the fact that the duality gap and the centrality measures remain invariant. In what follows, we summarize these results. Proof. Due to the invariance of the duality gap and the centrality measure d 1 ( ; ), the assumption implies that d 1 (X; S) < = p 2. Since the direction ( X; S; y) ( e P e X e P T ; e P ?T e S e P ?1 ; ỹ)
is a solution of (13), the corollary follows immediately from Theorem 2.4. The generic primal-dual feasible algorithm based on the MT-family of directions is stated next.
Algorithm-II:
Let ( e X 0 ; e S 0 ; e y 0 ) 2 F 0 ( e P) F 0 ( e D), e 0 ( e X 0 e S 0 )=n and set k = 0.
Repeat until e k 2 ?L e 0 , do 
End
The following two results follow immediately from Theorems 4.1 and 4.3, the equivalences in (56) and the invariance of the duality gap and the centrality measures. 6 Long-step method based on a subclass of the MT-family
In this section we consider a subclass of the MT-family whose members are well-de ned at every point ( e X; e S; e y) 2 S n ++ S n ++ < m . Moreover, we establish an O(n 3=2 L) iteration-complexity bound for a long-step path following feasible algorithm based on this subclass of the MT-family. The analysis of this section is based on the third-order derivative inequality (34) , and hence is more involved than the one presented in Sections 3 and 4. It is possible to derive polynomial convergence for the long-step path following algorithm using second-order derivative inequality (33) but the iteration-complexity bound obtained is worse than the O(n 3=2 L) bound obtained using (34) .
We rst describe the subclass of the MT-family, which we refer to as the MT -family. The members of the MT -family at a point ( e X; e S; e y) 2 S n ++ S n ++ < m consists of all the members of the MT-family corresponding to those scaling matrices e P satisfying X 1=2 S + SX 1=2 = ( e P e X e P T ) 1=2 ( e P ?T e S e P ?1 ) + ( e P ?T e S e P ?1 )( e P e X e P T ) 1=2 0:
The next two results imply that any member of the MT -family is well-de ned for any point ( e X; e S; e y) 2 S n ++ S n ++ < m . Lemma 6.1 Suppose that (X; S; y) 2 S n ++ S n ++ < m is such that X 1=2 S + SX 1=2 0. If ( X; S; y) is a solution of system (13) Proof. It follows from (R; r) = (0; 0), (13b) and (13c) that X S = Tr ( X S) = 0, which together with (16) imply that Tr (UX 1=2 S) = 0:
Multiplying (15) Theorem 6.2 If (X; S; y) 2 S n ++ S n ++ < m is such that X 1=2 S + SX 1=2 0 then, for every (H; R; r) 2 S n S n < m , system (13) has exactly one solution. In particular, for any ( e X; e S; e y) 2 S n ++ S n ++ < m and any nonsingular matrix e P 2 < n n satisfying (59), system (58) has exactly one solution.
Proof. The proof of the rst part is analogous to that of Theorem 2.4. The only di erence is that Lemma 6.1 should be invoked in place of Lemma 2.3. The second part follows from the fact that ( e X; e S; ỹ) is a solution of (58) if and only if ( X; S; y) ( e P e X e P T ; e P ?T e S e P ?1 ; ỹ) is a solution of (13) with (H; R; r) given by (14 Proof. One step of the algorithm in the scaled space is analyzed by Theorem 6.6. By translating the result into the terms of the original space using the invariance of and d ?1 and (56c), the result readily follows.
We have thus established an O(n 3=2 L) iteration-complexity for the long-step path following feasible algorithm based on any member of the MT -family. A natural question is whether our approach yields better iteration-complexities for the special cases in which X = I (the HRVW/KSH/M dual direction), S = I (the NT direction), and X = S (the MTW direction). Unfortunately, our approach does not seem to yield the O(nL) iteration-complexity bound that have been obtained in Monteiro and Zhang 21] for the NT direction, nor improve the O(n 3=2 L) iteration-complexity bound for the HRVW/KSH/M dual direction obtained in Monteiro 16] . For the MTW direction, we can show that the long-step algorithm has an O(n 11=8 L) iteration-complexity bound, slightly improving the general O(n 3=2 L) bound. We omit the proof of this claim here.
Concluding Remark
We proposed a new family of primal-dual interior point methods for SDP. The method is based on the application of Newton method to the equation ( e P e X e P T ) 1=2 ( e P ?T e S e P ?1 )( e P e X e P T ) 1=2 ? I = 0 for some > 0 and scaling nonsingular matrix e P. We proved existence of the Newton direction for any ( e X; e S; e y) 2 f N 1 ( ) with 2 (0; 1= p 2), and established an O( p nL) iteration-complexity bound for the short-step path following algorithm, and an O(nL) iteration-complexity bound for the semilong-step path following algorithm. Furthermore, we showed that for any interior feasible point ( e X; e S; e y), the Newton direction corresponding to those scaling matrices e P satisfying ( e P ?T e S e P ?1 )( e P e X e P T ) 1=2 + ( e P e X e P T ) 1=2 ( e P ?T e S e P ?1 ) 0;
always exists, and we established an O(n 3=2 L) iteration-complexity bound for the long-step path following algorithm based on this subclass of scaling matrices. This subclass yields two well-known search directions, namely the HRVW/KSH/M dual direction when e P = e X ?1=2 , and Nesterov-Todd Based on the theoretical results obtained so far, the pure Newton direction of Section 2 has clear advantages over the AHO direction in the sense that polynomial convergence of the semilong-step path following algorithm is only known for the former direction. So far this is the only pure Newton path following algorithm which is polynomially convergent and is based on a wide neighborhood of the central path.
The MT -family also has theoretical advantages over the MZ -family based on the results so far. While for MZ -family the iteration-complexity bound depends on a certain condition number associated with the sequence fP k g of scaling matrices, the corresponding bound for the MT -family does not depend on this sequence.
After the release of this paper, Monteiro and Zanj acomo 20] have reported promising computational results for algorithms based on the pure Newton direction (13) Finally, we mention that an interesting topic for future study would be to develop algorithms based on the pure Newton direction (13) which are superlinearly or quadratically convergent. We refer the reader to 10, 13, 28, 29] , where quadratically convergent SDP algorithms based on other primal-dual directions are developed under the presence of strict complementarity and/or nondegeneracy assumptions.
