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Ferroic domain walls are known to display the characteristic scaling properties of self-affine rough interfaces.
Different methods have been used to extract roughness information in ferroelectric and ferromagnetic materi-
als. Here, we review these different approaches, comparing roughness scaling analysis based on displacement
autocorrelation functions in real space, both locally and globally, to reciprocal space methods. This allows
us to address important practical issues such as the necessity of a sufficient statistical averaging. As an ideal,
artifact-free reference case and particularly targeting finite-size systems, we consider two cases of numerically
simulated interfaces, one in equilibrium with a disordered energy landscape and one corresponding to the crit-
ical depinning state when a sufficiently strong driving force is applied. We find that the use of the reciprocal
space methods based on the structure factor allows the most robust extraction of the roughness exponent when
enough statistics is available, while real space analysis based on the roughness function allows the most efficient
exploitation of a dataset containing only a limited number of interfaces of variable length. This information is
thus important for properly quantifying roughness exponents in ferroic materials.
I. INTRODUCTION
Ferroic materials are characterized by a spontaneous order
parameter that can be reversibly switched between at least two
energetically-equivalent ground states by an appropriate con-
jugated field. For example, in ferroelectrics and ferromagnets
these order parameters are the polarization and the magnetiza-
tion, respectively, switchable by applying an electric or mag-
netic field. Regions of homogeneous order parameter state in
the sample are called domains, separated by nanoscale bound-
aries known as domain walls. The ability to controllably engi-
neer ferroic domains in increasingly miniaturised devices has
played a significant role in the integration of these materials
into the electronics industry [1–7]. At the most fundamental
level, such engineering is built on the understanding and con-
trol of the static and dynamical behavior of the domain walls,
which determine the switching, growth, stability, and shape of
ferroic domains [8–12].
One extremely useful theoretical approach is to model do-
main walls as fluctuating elastic manifolds subject to the
spatial inhomogeneities of an underlying disordered poten-
tial [13]. A remarkable feature of this reductionist picture is
that, because the underlying microscopic details of the sys-
tem are only considered through a few effective parameters,
it can be applied to systems as diverse as surface growth phe-
nomena [14], fracture surfaces [15], burning [16] and wet-
ting [17] fronts, edges of bacterial colonies [18], cell mi-
gration [19], cell membranes [20], as well as ferroic domain
walls [8, 21, 22]. In this approach, the complex static and dy-
namical properties of the interface emerge from a seemingly
simple competition between elasticity and disorder pinning.
In particular, such disordered elastic systems present a rough
morphology with characteristic self-affine scaling properties,
which depend on the dimensionality of the system, the range
of the elastic interactions, and the nature of the disorder [23].
The quantitative characterization of this roughness, including
the value of the associated scaling roughness exponent ζ, can
rely on several methods either in real or in reciprocal space,
and choosing among them is thus a key issue of roughness
analyses.
Experimental roughness studies in ferroic materials [8, 24–
28] have generally used real-space analysis of such domain
walls, built on images covering a finite number of pixels, typi-
cally of the order of a few hundreds, and thus always requiring
a detailed assessment of finite-size effects. More importantly,
real-space methods are mainly used to extract the value of the
roughness exponent ζ from the power-law growth of the corre-
lation function of relative displacements, with the correspond-
ing uncertainty resulting from statistical averaging. However,
as shown in a comparative study of analysis methods on nu-
merical – and thus exactly defined – self-affine profiles, the
accuracy of ζ estimation can in fact vary significantly depend-
ing on the method used [29]. Furthermore, adequate statisti-
cal averaging is an absolutely critical issue, with trustworthy
ζ estimates obtained only when considering at least a few tens
of independent mono-affine interfaces [30]. Finally, we note
that while static pinned interfaces in equilibrium are very well
understood, much less is known both theoretically and ex-
perimentally about the configurations of a moving interface,
in the creep, depinning, or linear flow regimes, which may
be characterized by more complex behavior, such as super-
roughening [31, 32]. In such cases, analyses based on real-
space displacement field correlations can lead to erroneous
results [33]. In ferroelectrics for example, unusual roughen-
ing has actually been observed in high-velocity driven domain
walls, with local curvature acting as a precursor for the ejec-
tion of nanodomains [34], possibly skyrmion-like in charac-
ter [35].
A quantitative evaluation of the different roughness analysis
methods, taking into account not only ideal numerical systems
but also the frequent experimental limitations on the size and
number of interfaces available for study, and the possibility
of more complex roughness scaling, would therefore be evi-
dently very useful in resolving many of these open questions.
ar
X
iv
:1
90
4.
11
72
6v
1 
 [c
on
d-
ma
t.d
is-
nn
]  
26
 A
pr
 20
19
2Such an evaluation would also allow the establishment of a
well-defined analysis protocol, which could be applied over
all the different ferroic systems under investigation and more-
over to the general class of interfaces described as disordered
elastic systems [13, 14, 23, 36].
In this paper, we present such an evaluation, beginning in
Sec. II with a definition of the different roughness analyses
methods, and a discussion of some of the unresolved issues
associated with more complex behavior. We then compare
these different analysis methods in Sec. III using a numeri-
cal one-dimensional model system with an exactly known in-
terface position and no experimental artifacts as a test, and
focusing on small system sizes. We first focus on the ideal
case of pinned equilibrated interfaces in a random-bond dis-
order, characterized by a mono-affine roughness scaling and
a known value of ζ. Subsequently, we turn to the more com-
plex case of driven interfaces at the critical depinning tran-
sition, which exhibits super-roughening behavior. Finally, a
summary of the results is presented in Sec. IV.
II. ROUGHNESS SCALING ANALYSIS
Since the seminal work of Mandelbrot et al. revealing the
self-affine nature of cracks in metals [15], a significant num-
ber of different methods have been established and used to
quantify the roughness of self-affine interfaces, focusing in
particular on fracture surfaces [37, 38]. The key quantity
to be determined is the roughness exponent ζ, which char-
acterizes the geometrical properties of interfaces through the
power-law growth of their transverse fluctuations w with re-
spect to the longitudinal size of the interface `, i.e. w ∼ `ζ .
In all the proposed methods for the determination of ζ, a com-
plete knowledge of the interface position is assumed, in which
case the analysis of the roughness can be carried out via either
reciprocal-space or real-space autocorrelation functions.
In this section, we briefly recall the different definitions of
the roughness, and discuss some important issues regarding
their analysis and comparison. We restrict ourselves to effec-
tive one-dimensional (1D) interfaces, as they are particularly
relevant for many experimental ferroic domain walls, but the
following definitions can be generalized to higher dimensions.
A. Measuring the roughness exponent ζ
In a general sense, the roughness of an interface character-
izes its geometrical fluctuations [14]. Here we specify alter-
native definitions of the roughness, all relying on the displace-
ment field u(z, t) which parameterizes a given configuration
of an interface at time t with respect to an arbitrary reference
configuration, as illustrated in Fig. 1(a). A usual assumption
in the theoretical framework of disordered elastic systems is
that the interface has no overhangs, so that u(z, t) is unival-
ued [23].
1. Global widthW (L, t)
The geometrical roughness of an interface may first be
quantified by the system-size dependence of the perpendicular
fluctuations of the interface position around its mean value,
more specifically by their variance, a quantity referred to as
the global width:
W (L, t) = 〈[u(z, t)− 〈u(z, t)〉L]2〉L
1/2
, (1)
where L is the system size, z is the longitudinal spatial coordi-
nate, 〈· · · 〉L denotes the spatial averaging over the entire inter-
face, e.g. the mean position 〈u(z, t)〉L = L−1
∫ L
0
dz u(z, t),
and · · · denotes disorder averaging obtained in practice by av-
eraging over multiple interfaces.
For most surface growth phenomena evolving from a flat
initial configuration, there exists a longitudinal correlation
length ξ(t) that increases with time. In the absence of charac-
teristic length scales other than L and ξ, a power-law behavior
in space and time can be expected and W (L, t) satisfies the
Family-Vicsek scaling ansatz [39]
W (L, t) ∼
{
tζ/zd for ξ(t) L
Lζ for ξ(t) L, (2)
where zd is the dynamical exponent characterizing the growth
of the longitudinal correlation length ξ(t) ∼ t1/zd , and ζ is
referred to as the roughness exponent and characterizes the
stationary regime, in which the longitudinal correlation length
ξ(t) has reached a value larger than the system size L and
W (L, t) becomes time-independent. For stationary systems
such as interfaces in equilibrium, the time dependence may
thus be dropped, simplifying the formalism.
In practice, a direct measurement of ζ through W (L, t) re-
quires precise control of the system size L over several or-
ders of magnitude, many interfaces for sufficient averaging,
as well as the knowledge of their position over their entire
length, which can be very difficult to achieve in experiments.
2. Local width w(r, t)
It has been found that in many cases, local quantities mea-
suring the interface fluctuations over a smaller window r < L
also exhibit a power-law behavior as a function of r, charac-
terized by the same scaling exponents. One of these quantities
is the local width:
w(r, t) = 〈[u(z, t)− 〈u(z, t)〉r]2〉r
1/2
, (3)
where 〈· · · 〉r is a spatial average over windows z ∈ Dr of size
r, e.g. 〈u(z, t)〉r = r−1
∫
z∈Dr dz u(z, t). This gives essen-
tially the average of the width of the portions of the interface
in a window of size r, and the disorder average is provided
here by averaging over the Nr such windows available on a
given interface, as illustrated in Fig. 1. The local width is the
natural generalization of its global counterpart, and allows us
3to probe the geometrical fluctuations as a function of length
scale, exploiting more of the information that is provided by
the displacement field u(z, t). The global width is then the
limiting case w(r = L, t) = W (L, t).
Due to scale invariance, it is expected that when there is
only one characteristic length scale, the local width grows
with the window size as
w(r, t) ∼
{
tζ/zd for ξ(t) r
rζ for ξ(t) r. (4)
The Family-Vicsek scaling property of the global width does
not necessarily imply this scaling behavior for the local
width [40–42] (see Sec. II B 2).
Figure 1. (a) Profile of a 1D interface, parameterized by the dis-
placement field u(z, t). The variance of its relative displacements
{∆u(r, t)} is given by the displacement-displacement correlation
function B(r). (b) Schematic illustration of the local width w(r, t)
for r1 < r2. In each box, the dotted line indicates the mean position
〈u(z, t)〉r of the corresponding segment (which fluctuates with re-
spect to the global mean 〈u(z, t)〉L), and the dashed area its standard
deviation whose average gives w(r, t).
3. Displacement-displacement correlation function B(r, t)
Another local quantity containing geometrical information
on interfaces is the displacement-displacement correlation
function, sometimes referred to as the height-height correla-
tion function, the height-difference correlation function, or
simply the roughness function:
B(r, t) = 〈[u(z + r, t)− u(z, t)]2〉L, (5)
where ∆uz(r, t) = u(z + r, t)− u(z, t) is the relative trans-
verse displacement between pairs of sites a distance r apart, as
illustrated in Fig. 1, and B(r, t) is simply the variance of the
probability distribution function (PDF) of relative displace-
ments P(∆u(r, t)).
For self-affine interfaces with a single characteristic
scale ξ(t), we have:
B(r, t) ∼
{
t2ζ/zd for ξ(t) r
r2ζ for ξ(t) r. (6)
This displacement-displacement correlation function provides
a convenient way to experimentally measure the roughness
exponent, and has thus been used as a primary analysis tool in
ferroic systems [8, 24, 26, 43, 44].
Dimensionally, we have B(r, t) ∼ w(r, t)2, but the physi-
cal content of these two quantities is fundamentally different,
as emphasized side by side in Fig. 1: w(r, t) characterizes
the fluctuations around the mean position over a segment of
size r, whereas B(r, t) measures the correlation between two
points separated by a distance r.
4. Structure factor S(q, t)
An alternative option to real-space correlation functions is
to compute them in reciprocal space. A particularly useful
quantity is the displacement power spectrum, referred to as
the structure factor:
S(q, t) = u˜(q, t)u˜(−q, t), (7)
where
u˜(q, t) =
1
L
∫
dz u(z, t) e−iqz (8)
is the Fourier transform of the displacement field u(z, t) defin-
ing the interface position. Formally, the structure factor S(q)
and the displacement-displacement correlation function B(r)
contain the same geometrical information and are related
through
B(r, t) =
∫
dq
pi
[1− cos (qr)] S(q, t). (9)
For a self-affine interface, the structure factor scales as
S(q, t) ∼
{
t(1+2ζ)/zd for q  ξ(t)−1
q−(1+2ζ) for q  ξ(t)−1. (10)
From a practical point of view, when sufficient statistics
can be obtained (with a high resolution, and/or large systems,
and/or many systems to average over), fitting S(q) has been
shown to be a generally more reliable method to estimate ζ
than the real-space autocorrelation functions [29], essentially
because different scaling regimes depending on the length
scale are clearly separated in reciprocal space, whereas they
are mixed in real space functions. Moreover, as we discuss
in Sec. II B 2, it can be used to determine roughness expo-
nents ζ > 1 for super-rough interfaces. More fundamentally,
the structure factor is a very important quantity for theoretical
developments, and has in particular been shown to be pivotal
in the formalism of anomalous scaling [42].
4B. Specific issues of roughness scaling analyses
1. Time and length scales
Up to now we have given a general discussion of the dif-
ferent quantities of interest and of their scaling properties for
both space and time variables. Such a roughness analysis per-
mits us to analyze the important out-of-equilibrium and dy-
namical regimes where the time evolution of the interface is
a primary target. However, this is not always the case, as for
example when analyzing equilibrium static properties, since
the system is not evolving and the time scale is dropped as
meaningless. When extracting the roughness exponent in ex-
periments, for instance in ferroelectric or ferromagnetic [8]
domain walls, such a static situation has been generally as-
sumed. This physically corresponds to assuming that the time-
dependent longitudinal correlation length scale has become
larger than the actual system size, ξ(t) L. In the different
situations analyzed in the rest of the present work we shall
assume that the time scale is large enough to guarantee this
condition. This is strictly true for the two numerical models
analyzed in Sec. III but it has to be carefully considered for
systems where time stability is an issue, as for small ferro-
electric domains [45, 46]. Therefore, when ξ(t)  L, the
time variable is dropped and the roughness exponent can in
principle be extracted alternatively from the following rela-
tions
W (L) ∼ Lζ , (11a)
w(r) ∼ rζ , (11b)
B(r) ∼ r2ζ , (11c)
S(q) ∼ q−(1+2ζ). (11d)
Both in numerical and experimental approaches there is
usually an intrinsic small length cutoff associated with either
discretization of the z direction in the numerical approach or
with resolution issues (pixel size) of images in experiments.
This sets on the one hand the lower length scale limit a and
the corresponding large wave vector q = 2pi/a. On the other
hand the large scale cutoff is given by the system size L and
its corresponding small wave vector q = 2pi/L.
Finally, since in the present work we will be considering
discretization of the z direction, as is usually the case both in
numerical and experimental situations, it is convenient to use
a discreteness correction to the wave vector when dealing with
the Fourier modes. Consider for instance the discretization as
z = j∆z, with j = 0, 1, 2, ..., L − 1. Without loss of gen-
erality we take ∆z = 1. Then the interface profile becomes
uj and its Fourier transform is u˜n = L−1
∑L−1
j=0 uje
−iqnj ,
with qn = 2pin/L. The large wave vector correction due to
the discreteness of z is achieved through the discretization of
the Laplacian, ∇2u(z) → uj+1 − 2uj + uj−1, which after
Fourier transformation becomes−q2u˜(q)→ u˜ne−iqn−2u˜n+
u˜ne
iqn = −4 sin2(qn/2)u˜n. Therefore q˜n = 2 sin(qn/2) can
be identified as the discretization-corrected wave vector prop-
erly controlling small length scale behavior, as it has been ex-
plicitly used [47–49].
2. Scaling of B(r) for super-rough interfaces
Following earlier reports of roughness scaling analyses [41,
42, 50], a generalized formalism distinguishes the global, lo-
cal, and reciprocal scaling behaviors of the self-affine inter-
face, with W (L), w(r) and B(r), and S(q) scaling according
to their corresponding global, local, and reciprocal scaling ex-
ponents. In this picture, standard Family-Vicsek scaling is
given by all three exponents being equal. Any other case falls
in one of three categories of anomalous scaling (cf. Ref. [42]
for details). In particular, super-rough interfaces are globally
characterized by ζ > 1, as found using W (L) and S(q), and
locally (where Family-Vicsek relations are no longer valid) by
ζloc = 1 when using w(r) or B(r).
Phenomenologically, ζ > 1 corresponds to the seemingly
unphysical case where the transverse fluctuations become un-
bounded at very large length scales. In such a case, a crossover
to a bounded regime may therefore be expected. Numerically,
1D driven interfaces at the depinning threshold were shown
to possess a roughness exponent ζ1Ddep,harm = 1.25 when only
short-range harmonic contributions to the elastic energy were
considered [51], and ζ1Ddep,anharm = 0.635 when an anhar-
monic correction was taken into account [31]. Thus, the
depinning phase of 1D interfaces should exhibit a crossover
from a super-rough regime at small enough length scales to a
bounded regime with ζ < 1. Experimentally, driven magnetic
domain walls were recently shown to exhibit a roughening be-
havior consistent with this interpretation [32, 52]. 1D static in-
terfaces are also predicted to exhibit such a crossover at small
length scales, at least in a ‘low-temperature’ regime [53, 54].
To understand the discrepancy between the global and lo-
cal roughness scaling behavior for super-rough interfaces, the
analytical expression of B(r) can be considered. The usual
derivation starts from the relation between B(r) and S(q)
given in Eq. (9). Assuming a long-time Family-Vicsek scaling
for S(q) (Eq. (10)), the scaling behavior of B(r) is then given
in all generality by
B(r) ∼
∫ 2pi/a
2pi/L
dq
pi
[1− cos (qr)] q−(1+2ζ), (12)
When 0 < ζ ≤ 1 and taking the limits a → 0 and L → ∞
the integral converges and the Family-Vicsek scaling relation
is recovered, with a single ζ value describing both the local
and global correlation functions. In the case ζ > 1, taking
a → 0 and for large but finite values of L, the roughness
function B(r) obeys the general scaling behavior for ‘super-
rough’ interfaces
BSR(r) ≈ r2
[
−A1r2(ζ−1) +A2L2(ζ−1)
]
, (13)
where ζ is the global roughness exponent, A1 and A2 are
positive constants, and C(L) = A2L2(ζ−1) is an L-dependent
constant. The presence of the r2 prefactor indicates that, when
taking the limit L→∞ first and then the large r limit, the lo-
5cal roughness exponent saturates to ζloc = 1. We note that
this expression is slightly more general than the one reported
in Ref. [41], which holds only for large values of L. Such a
super-rough behavior will be illustrated in Sec. III B on nu-
merical simulations.
3. The necessity of statistical averaging
As the scaling relations in Eqs. (11) only hold with the
appropriate statistical averaging, a crucial step in roughness
analysis of experimental interfaces is to assess the minimal
number of independent configurations necessary to achieve a
meaningful estimation of the roughness exponent ζ. Further-
more, one may ask how representative of the actual roughness
exponent is the value obtained from a single measurement.
In both cases, we can expect the answer to be both size and
method-dependent.
For numerical simulations where a large number of inde-
pendent realizations can be available, a meaningful estimation
of ζ can readily be obtained by computing the desired corre-
lation functions averaged over the number of realizations, and
subsequently fitting a single ζ value from the power-law be-
havior. In contrast, for experimentally imaged interfaces the
amount of different realizations typically ranges in the order
of a few tens and may in addition suffer from differences in
size and resolution. Therefore, a common practice is to com-
pute the appropriate function for each interface and extract an
average value using
ζ =
1
N
N∑
i=1
ζi, (14)
whereN is the number of independent measurements and ζi is
the roughness exponent of a single interface ui(z) as obtained
for example using
Bi(r) = 〈[ui(z + r)− ui(z)]2〉 ∼ r2ζi . (15)
It is important to note that ζ is not necessarily equivalent to ζ
unless the underlying distribution for the roughness exponent
happens to be symmetric. Therefore, the skewness of the ζi
histogram is indicative of the validity of this method and the
accuracy of ζ [30].
We want to emphasize that the exponent ζ obtained first
by averaging the Bi(r) and secondly fitting it with a power
law is the actual ‘physical’ roughness exponent, in the sense
that it corresponds to the quantity defined and computed the-
oretically. Nevertheless, considering the histogram of the ζi
fitted on individual interfaces is particularly relevant in exper-
imental systems, in order to assess the composition and the
quality of a given batch of measurements. For example, a
two-peak histogram would suggest that two groups of mea-
surements should be distinguished in the batch; and a one-
peak histogram with a small variance would indicate that in-
dividual measurements have already enough statistics or are
sufficiently large to reproduce the predicted overall ζ of finite
size and with a limited statistics. Following Ref. [30], we will
show in Sec. III A that the value of ζ¯ can actually coincide
with ζ, suggesting that both values can be computed in ex-
periments, and their comparison used as a necessary but not
sufficient criterion of the validity of a given batch.
III. NUMERICAL SIMULATIONS
In this section we study the effects of system size, statisti-
cal averaging, and roughness analysis methods to estimate the
roughness exponent of numerically simulated 1D interfaces,
either in equilibrium or in a critical depinning state. In both
cases, we start by showing that the interfaces are character-
ized by Gaussian displacements PDF, and are therefore mono-
affine. We then show that equilibrium simulations are well de-
scribed by Family-Vicsek scaling with ζ = 2/3, a well-known
result [55]. In contrast, critical depinning configurations are
characterized by ζ = 1.26, consistently obtained through the
global width, structure factor, and appropriate displacements
autocorrelation function for super-rough interfaces. Finally,
for the equilibrium case, we show that the average roughness
exponent ζ converges towards ζ for a number of configura-
tions close to 50, with faster convergence for the structure
factor S(q) than for the displacement-displacement correla-
tion method B(r).
A. Interfaces in equilibrium
Interfaces in equilibrium can be generated by allowing an
interface living in a disordered energy landscape to relax to its
minimum energy configuration. 1D equilibrated interfaces in
weak collective random-bond disorder were simulated from
a directed polymer model [56] on a discretized square lat-
tice with an uncorrelated Gaussian random potential distri-
bution on each lattice site, and using the solid-on-solid re-
striction |u(z + 1)− u(z)| = ±1. The equilibrium zero tem-
perature configuration was obtained using the transfer-matrix
method [57] with a droplet geometry, i.e. with one end pinned
at the origin while the other end is free. In this canonical case,
the value of the roughness exponent ζ1DRB = 2/3 is already
well known [55], allowing the accuracy of the roughness ex-
ponent estimation methods to be quantitatively assessed, and
in particular the sensitivity to the finite size of the system to
be tested. To this end, system sizes L = 512, 1024 and 2048
sites were used, with 104 different disorder realizations for
each size.
If they are mono-affine systems, these equilibrated inter-
faces should exhibit a displacements PDF well described by
a Gaussian function. As can be observed in Fig. 2, show-
ing the displacements PDF for different length scales r with
system size L = 2048, this is very well verified for intermedi-
ate length scales, i.e. for 100 . r . L/2. For small r, slight
finite-size effects, signaled by a weak finite-size dependence
of the tail of the distribution, can be observed for all system
sizes (r = 50 in Fig. 3(a)). As r approaches the system size
L, lack of statistics prevents sufficient averaging, as can be
noticed in the tails of the distribution for r = 375 in Fig. 3(b).
6Figure 2. PDF of the relative displacements in Gaussian units for
numerical interfaces in equilibrium, taken over 104 numerical disor-
der configurations. The system size is L = 2048 and different length
scales r are indicated in the key. σ stands for the standard deviation
of the PDFs and the solid line corresponds to the Gaussian function.
The same data is plotted in (a) linear and (b) lin-log scale in order to
emphasize deviations from the Gaussian function.
Figure 3. PDF of the relative displacements in Gaussian units for
numerical interfaces in equilibrium, taken over 104 numerical disor-
der configurations, for fixed values of the length scale r: (a) r = 50
and (b) r = 375. Different system sizes are indicated in the keys.
We note that these observations are similar to the behavior of
the autocorrelation functions defined in Ref. [30, 58].
L 512 1048 2048
ζW (L) 0.658± 0.005
ζw(r) 0.633± 0.001 0.641± 0.001 0.646± 0.001
ζB(r) 0.655± 0.006 0.660± 0.002 0.660± 0.001
ζS(q) 0.659± 0.001 0.659± 0.001 0.658± 0.001
Table I. Roughness exponent for 1D interfaces in equilibrium, ob-
tained by fitting the graphs in Fig. 4 over restricted length scale
ranges. Error bars come from the linear fits of the log-log plots in
Fig. 4.
For the roughness exponent, the values obtained using the
different roughness definitions are listed in Table I, with their
corresponding error bars, and they are all in excellent agree-
ment with the expected value of ζ1DRB = 2/3. Although only
three different sizes are considered, we obtain ζW (L) = 0.658
from the global width averaged over all disorder realizations,
Figure 4. Roughness analysis for numerical interfaces in equilibrium,
averaged over 104 disorder configurations: (a) global width W (L),
(b) local widthw(r), (c) displacement autocorrelation functionB(r)
and (d) structure factor S(q). In (b), (c), and (d) blue , red # and
cyan 3 correspond to L = 512, 1024 and 2048, respectively. The
corresponding roughness exponents are listed in Table I; the solid
vertical lines in (b)-(c)-(d) indicate the common lower bound of the
fitting regions for the three sizes, while the upper bounds depend on
the system size and are indicated by the vertical dashed lines.
Fig. 4(a). A value close to ζ1DRB is also recovered for L = 2048
from the local width analysis, with ζw(r) = 0.646, and the
displacements autocorrelation functions in real and reciprocal
space, with ζB(r) = 0.660 and ζS(q) = 0.658 (Fig. 4(b–d)).
When fitting the latter three quantities, similar size effects can
be observed for very small and large length scales when con-
sidering 1 ≤ r ≤ L− 1, thus affecting the choice of adequate
fitting ranges. For the local width, this manifests as lower
width values, resulting in loss of power-law behaviors on ei-
ther ends of the length scale range: based on the best corre-
lation coefficients, the best fits are obtained between r = 16
and r ≈ L/8, indicated by the vertical solid and dashed lines
in Fig. 4(b). In the local width approach, systematic errors
due to finite system size therefore appear to lead to slightly
underestimated values of the roughness exponent. We note
here that for real systems presenting both experimental arti-
facts and fewer realizations for averaging, we expect this ef-
fect to be significantly greater.
As can be reasonably expected in the real space displace-
ments autocorrelation functionsB(r), the power-law behavior
observed at intermediate length scales breaks down from the
loss of statistics around r = L/2, corresponding to the local
maximum of B(r) observed in Fig. 4(c). However, the most
adequate fitting ranges are found to extend between r = 10
and r ≈ L/16, again indicated by the vertical solid and
dashed lines in Fig. 4(c). Although the power-law behavior
degrades faster as L increases than it does for the local width,
resulting in narrower fitting ranges, scaling exponents are con-
sistently found to be ζB(r) = 0.66 for all system sizes. We
note that if the same narrower ranges are considered for the
local width, no change in the values of the roughness expo-
7Figure 5. Histograms of the roughness exponent obtained usingB(r)
and S(q) for individual numerical interfaces in equilibrium. Com-
paring B(r) and S(q) at equivalent system sizes, (a) L = 2048 and
(b) L = 512; wider histograms are obtained with B(r). Moreover,
comparing finite-size effects for both (c) S(q) and (d)B(r), it can be
observed that the histograms obtained with the structure factor con-
verge more rapidly. Dashed lines indicate average values for each
histogram.
nents is observed, thus indicating that the slight better accu-
racy of the B(r) method is not a direct consequence of differ-
ent power-law fitting ranges.
Finally, the structure factor functions represented in
Fig. 4(d) show the least visible amount of finite-size effects of
all three methods, with the slight increase at small q mirroring
the lowering trend at large r in real space methods. Best fitting
ranges were again chosen as a function of the regression cor-
relation coefficient and found to lie between q˜ = 2 sin(8pi/L)
and q˜ = 1, yielding size-independent values of ζS(q) = 0.66.
At this point, it is therefore not clear which, if any, of the
real-space or reciprocal-space autocorrelation function meth-
ods should be preferred. However, their different sensitivities
to size effects, only marginally observable on quantities aver-
aged over 104 different disorder realizations, can be expected
to become much more prominent in studies where disorder
averaging is significantly reduced. This is immediately ver-
ified, as can be seen from the distributions of individual re-
alization exponents extracted from B(r) and S(q), shown in
Fig. 5(a,b), as introduced in Sec. II B 3. In both cases, scal-
ing exponents are obtained from power-law fits for each sin-
gle interface, with the same fitting regions as the ones defined
for the averaged quantities. For L = 2048, the histogram of
the individual exponent values constructed fromB(r) appears
significantly wider than the one from S(q), with full-width-
at-half-maximum (FWHM) of 0.17 and 0.10 respectively. In
contrast, both methods yield histograms of comparable widths
for L = 512, suggesting the convergence of the distribution
with increasing system size happens faster for the structure
factor method, as shown in Table II. It is worth noting here
that the error bars of the mean values are small, reflecting the
fact that a large number of interfaces (104) is available for
Figure 6. Comparison of the roughness exponents ζ (fit of the aver-
aged quantities) and ζ¯ (average of the individual fits) for small num-
bers of independent disorder realizations, obtained either from B(r)
in (a,c), or from S(q) in (b,d). Interfaces with L = 2048 are used.
Horizontal lines corresponds to the average values obtained for 104
interfaces, as reported in Tables I and II. Vertical lines indicate the
number of interfaces needed to obtained a converged roughness ex-
ponent value, which is around 40 for all cases.
statistical analysis. However, the large values of the FWHM
indicate that the distributions are rather wide, and values of
the roughness exponent for independent interfaces may dif-
fer considerably beyond the error bar of the mean. This fact
should be taken into account when studying a small number
of interface realizations, as is typically the case in experi-
ments. Another notable feature of the distributions presented
in Fig. 5 is the slight negative skewness of all histograms, also
decreasing with increasing system size, but significantly more
pronounced for B(r). This can be attributed to the inherent
ζ < 1 cutoff of the method, as discussed in Sec. II B 2, effec-
tively compressing the histogram to the right. For S(q), where
this limitation is not present, the smaller skewness could orig-
inate from an intrinsic cutoff, namely the local solid-on-solid
restriction of the model. Nevertheless, histograms computed
from S(q) are sufficiently symmetric to be well approximated
by a Gaussian distribution (Fig. 5(c)), which is reflected in the
fact that the mean of all individual scaling exponents, denoted
by ζ, agrees with the value of 0.66 obtained previously from
standard disorder averaging for all system sizes. For B(r)
histograms, the small but non-negligible skewness is respon-
sible for a slight underestimation of the roughness exponent
(Fig. 5(d)).
L 512 1024 2048
ζ¯B(r) 0.632± 0.001 0.636± 0.001 0.6475± 0.0007
ζ¯S(q) 0.661± 0.001 0.6605± 0.0007 0.6590± 0.0004
Table II. System size dependence of the roughness exponent for 1D
interfaces in equilibrium. Notice that error bars of mean values are
significantly smaller than FWHM values of the PDFs in Fig. 5.
8We address as a last issue regarding the distribution of
roughness exponents the convergence of statistical averaging
with the number of independent realizations. In order to do
so, we simultaneously compute ζB(r), ζS(q), ζB(r) and ζS(q),
with a small number of realizations ranging between 1 and
140, and no overlap between the averaging sets. As can be
observed in Fig. 6 from the evolution of the roughness expo-
nent values with the number of considered interfaces, the con-
vergence to the average value (from Tables I and II) is always
obtained above of the order of 40 realizations, indicated by
dashed vertical lines in the figure. Fluctuations appear large
to the left of the vertical line and seems to be converged to its
right.
In conclusion, the reciprocal-space autocorrelation method
appears more accurate for the determination of the rough-
ness exponent, with a particularly convenient equivalence be-
tween fitting the averaged correlation function and averag-
ing individual exponents. However, the real-space method
based on the roughness function B(r) could still be used to
obtain a meaningful estimation of the roughness exponent
for very short interfaces, as it might be the case for experi-
mental realizations of ferroelectric or ferromagnetic domain
walls. Furthermore, the local width and the displacement
auto-correlation function lead to a slight underestimation of
the roughness exponents. Finally, the averaging convergence
results indicate that a minimum of a few tens of independent
realizations should be considered in order to provide a mean-
ingful roughness exponent analysis, regardless of the method
which is chosen.
B. Interfaces in critical depinning
When an interface living in a disordered energy landscape
is driven by an external force, its zero temperature critical de-
pinning state corresponds to the configuration encountered ex-
actly at the depinning force, separating zero velocity from fi-
nite velocity steady states [49]. This critical depinning state
then results from the interplay between the elasticity of the
interface, the disordered energy landscape and the external
force. 1D interfaces in a critical depinning state were mod-
eled using the algorithm developed in Ref. [31], where the
interface is forced to its last zero-velocity state under a finite
driving force and the roughness exponent is ζ1Ddep,harm = 1.25
(see Ref. [51]). The simulation box longitudinal and trans-
verse sizes L and M were chosen such that L/M ∼ 3− 10
in order to avoid spurious effects due to periodic bound-
ary conditions [59–61], and simulations were performed with
L = 64, 128, 256, 512, and 1024, with 103 independent dis-
order configurations for each size. In this model, the inter-
nal coordinate of the interface position is a discrete variable
z = 1, 2, . . . , L and the transverse coordinate by a continuous
variable u(z) ∈ R.
Here, we observe that the displacements PDFs at different
length scales r, shown in Fig. 7 for L = 1024, are in excel-
lent agreement with a Gaussian function at all length scales.
Notably, there is no visible size effect for small r, in contrast
with the equilibrium simulations in which small deviations are
Figure 7. PDF of the relative displacements in Gaussian units for
numerical interfaces in a critical depinning state, taken over 103 nu-
merical disorder configurations. The system size is L = 1024 and
different length scales r are indicated in the key. σ stands for the
standard deviation and the solid line is the Gaussian function. The
same data is plotted in (a) linear and (b) lin-log scales.
Figure 8. Roughness analysis for numerical interfaces in a critical de-
pinning state, averaged over 103 disorder configurations: (a) global
widthW (L), (b) structure factor S(q). The solid and dashed vertical
lines in (b) indicate the lower and upper length scale bounds used to
fit the power-law behavior. The corresponding roughness exponents
are listed in Table III.
caused by the discretization of u(z). Thus, the interfaces in
critical depinning are geometrically mono-affine, and as we
will see, they have a well-defined roughness exponent.
From the average global width as a function of L
(see Fig. 8(a)), we obtain ζW (L) = 1.25, in good agree-
ment with the expected value for the roughness exponent
ζ1Ddep,harm = 1.25 (see Ref.[51]). This value is also recovered
from the structure factor method, with the fitting range deter-
mined from the regression quality to be between q˜ = 1 and
q˜ ≈ 0.39 for all system sizes (see Fig. 8(b)). The obtained
values are listed in Table III.
These values contrast noticeably with those obtained from
the local width and real-space displacements autocorrelation
function, with respectively ζw(r) = 0.945 and ζB(r) = 0.949
for the largest system size L = 1024, see Fig. 9. As reported
in Ref. [33], this is a direct consequence of the fact that these
methods are limited to ζ ≤ 1 by construction, or, following
the approach in Ref. [42], that the local roughness exponent
ζloc never exceeds the value of 1. In fact, ζW (L) = ζS(q) > 1
obtained from the global width and structure factor should re-
sult in ζloc = 1, which is in good agreement with our findings
9L 256 512 1024
ζW (L) 1.25± 0.01
ζS(q) 1.261± 0.04 1.263± 0.05 1.27± 0.01
ζw(r) 0.923± 0.003 0.932± 0.001 0.945± 0.001
ζB(r) 0.935± 0.003 0.942± 0.002 0.949± 0.002
ζB(r),SR 1.2683± 0.0007 1.2713± 0.0004 1.2650± 0.0003
Table III. Roughness exponent for 1D interfaces in a critical de-
pinning state, obtained by fitting the graphs in Figs. 8, 9 and 10:
ζW (L) and ζS(q) are global roughness exponents while ζw(r) and
ζB(r) gives the local value. Once the system-size dependent factor
C(L) is considered, the global value ζB(r),SR can be obtained from
the B(r) function. Error bars come from the linear fits of the corre-
sponding log-log plots.
Figure 9. (a) Local widths and (b) displacement autocorrelation
functions computed for numerical interfaces in a critical depinning
state, averaged over 103 disorder configurations, showing power-law
trends characterized by scaling exponents close to 1. The vertical
offsets separating curves from different system size L are a signature
of the anomalous behavior due to ζ > 1. The solid and dashed verti-
cal lines indicate the lower and system size-dependent upper bounds
used to fit the power-law behavior. The obtained local roughness
exponents for different system size are listed in Table.III.
for ζw(r) and ζB(r). We note, however, that the same finite-
size effects previously mentioned for the equilibrium simula-
tions, i.e. underestimating the exponent, affect the behavior of
the local width, thus yielding a measured exponent lower than
1.
As discussed in Sec. II B 2 for super-rough interfaces with
an exponent ζ > 1, there are three independent parameters
in the mathematical expression of BSR(r) given by Eq. (13):
{C(L), A1, A2}. The determination of the value of the rough-
ness exponent cannot therefore be performed by a simple
lest-square-fitting procedure. However, this difficulty can in
practice be overcome by estimating the C(L) constant from
the y-intercept extrapolated from r2BSR(r) at small length
scales r. The scaling of BSR(r) is shown in Fig. 10 for
L = 256, 512, and 1024. Fig. 10(a) shows the estimation of
theC(L) constants, where the r2BSR(r) quantity is fitted over
the first six points in order to extrapolate the y-intercept. Us-
ing these estimations, the roughness exponent can be extracted
from the power-law behavior of C(L)− r2BSR(r) plotted in
Figure 10. Scaling of the displacement autocorrelation functions
of super-rough numerical interfaces at critical depinning. (a) Es-
timation of the size-dependent constant C(L), see Eq. (13), from
the y-intercept extrapolation of r2BSR(r) at small r, denoted by
dashed lines. (b) Extraction of the roughness exponent, yielding
ζB(r),SR(L = 1024) = 1.2650, in excellent agreement with ζW (L)
and ζS(q). Other values are reported in Table III. Inset in (b) shows
the scaling of the size-dependent constantC(L), verified a posteriori,
confirming ζB(r),SR = 1.26.
Fig. 10(b). Listed in Table III, the values of ζB(r),SR are as
expected in good agreement with the results from the global
width and structure factor. The consistency of this result and
Eq. (13) can be checked by verifying that the estimated C(L)
constants indeed obey C(L) ∼ L2(ζ−1), as shown in the inset
of Fig. 10(b).
Thus, our results convincingly show that the real-space dis-
placements autocorrelation function can be used to determine
the global roughness exponent of super-rough interfaces, via
the artifice of ζB(r),SR. As demonstrated for surface fractures,
super-roughening has a significant impact on the morphology
of the interface [41]. In fact, two interfaces presenting an iden-
tical local roughness exponent (lower than 1 by definition of
B(r) andw(r)) but different global roughness exponents (one
of them being equal to the local roughness exponent, and the
other greater than 1) appear strikingly different. However, a
roughness scaling analysis assuming solely a Family-Vicsek
behavior at all length scales would not allow this distinction
to be made. Since B(r) is the easiest quantity to compute in
experiments, Eq. (13) provides a convenient way to assess the
possibility of super-roughening (or more generally, with the
appropriate B(r) expression, of anomalous scaling) without
having to compute the global width or structure factor.
IV. SUMMARY
In summary, we have compared different definitions of
the roughness when applied to numerical 1D interfaces,
showing that they correspond essentially to complementary
approaches. In the simplest case, they provide a cross-
confirmation of the roughness exponent determination; in the
most complex cases, discrepancies between the ζ values ob-
tained by either the real-space or the reciprocal-space ap-
proaches could signal anomalous behavior, such as super-
roughening of the interface. Moreover, such roughness analy-
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ses should be combined with a test of the mono-affinity of the
interfaces, implemented via a ‘multiscaling’ analysis, which
can point out a possible breakdown of mono-affinity due to
the presence of strong disorder pinning centers.
Our results reveal an important but often overlooked prop-
erty of roughness characterization: The roughness exponent
originates in wide size-dependent distributions. This should
always be taken into account when evaluating the roughness
exponent for a given problem. For instance, when reporting
the roughness exponent, a number of the order of 50 indepen-
dent realization of domain walls should be considered to guar-
antee statistical convergence to a meaningful average value.
This result should prompt a reevaluation and development of
detailed experimental protocols to assure statistical indepen-
dence of domain wall configurations. Such protocols would
be particularly relevant for ferromagnetic and ferroelectric do-
main walls, since these experimental interfaces usually com-
bine the issues of finite resolution, finite size, and limited
number of experimental interfaces. However, our results are
more broadly of interest for any experimental or numerical in-
terfaces that could be described within the frame of disordered
elastic systems.
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