A very simple remote sensing-based model for water use monitoring is presented. The model acronym DATTUTDUT (Deriving Atmosphere Turbulent Transport Useful To Dummies Using Temperature) is a Dutch word which loosely translates as "it's unbelievable that it works". DATTUTDUT is fully automated and only requires a surface temperature map, making it simple to use and providing a rapid estimate of spatially-distributed fluxes. The algorithm is first tested over a range of environmental and land-cover conditions using data from four short-term field experiments and then evaluated over a growing season in an agricultural region. Flux model output is in satisfactory agreement with observations and established remote sensing-based models, except under dry and partial canopy cover conditions. This suggests that DATTUTDUT has utility in identifying relative water use and as an operational tool providing initial estimates of ET anomalies in data-poor regions that would be confirmed using more robust modeling techniques.
INTRODUCTION
Knowledge of the surface energy balance is of prime interest to the fields of meteorology, hydrology, and agronomy. Examples range from General Circulation Models (GCMs) for weather prediction and climate change to impacts of water use in threatened ecosystems, as well as the determination of crop water use, stress, and yield in agro-ecosystems. Numerous Soil-Vegetation-Atmosphere Transfer (SVAT) schemes have been developed in recent years with varying complexity. However, complex model parameterization is rarely possible at appropriate spatial or temporal resolution to adequately represent regional or global scale turbulent heat exchange (Goetz et al. 1999) . Moreover, operational models for evapotranspiration (ET) estimation, using ground-based observations, have shown varying degrees of success (Parlange et al. 1995) .
Satellite remote sensing potentially offers the possibility of collecting input data at a suitable temporal and spatial scale for regional applications. However, satellite observations cannot provide spatially distributed atmospheric variables, often required by SVAT schemes. These inputs include solar radiation, wind speed, air temperature, and vapor pressure over large heterogeneous areas (Jiang and Islam 2001) . Consequently, several studies have proposed the combined use of remotely sensed with SVAT approaches that require minimal ground data (Anderson et al. 1997 , Bastiaanssen et al. 1998 , Norman et al. 1995 , Roerink et al. 2000 , Senay et al. 2013 , Su 2002 or derive key meteorological data from the remotely sensed observations (Prihodko and Goward 1997, Prince et al. 1998) . Generally, the surface energy balance equation is used to estimate actual evapotranspiration as a residual term (Jiang and Islam 2001) . However, reliable estimation of surface energy balance components from remotely sensed observations typically requires land cover information about surface properties (i.e., land use/vegetation type, surface roughness, fractional vegetation cover) and a physicallybased SVAT scheme having land surface parameterization of the turbulent energy exchange. For operational use of these models, generally a fair degree of model expertise by the operator is needed as well. Table 1 lists the input parameters and model user expertise on decisions that are necessary to apply the Two-Source Energy Balance (TSEB) model (Norman et al. 1995) and related Atmosphere Land Exchange Inverse (ALEXI) approach (Anderson et al. 1997 (Anderson et al. , 2005 , the Surface Energy Balance System (SEBS) model (Su 2002) , the Surface Energy Balance Algorithm for Land (SEBAL) model (Bastiaanssen et al. 1998 ) and the Simplified Surface Energy Balance for operational applications (SSEBop) model (Senay et al. 2013 ) as compared to the current algorithm, DATTUTDUT. The table lists the main model inputs required by the differ-ent models, although sensitivity to these inputs significantly varies. For example, only nominal estimates of the meteorological input (wind speed, air temperature, and relative humidity) listed under the SEBAL algorithm are needed; the algorithm's internal calibration process circumvents the need for accurate values. Similarly for the NDVI end-member selection for the TSEB and SEBS models is one of a number of possible methodologies used in determining fractional vegetation cover (Carlson and Ripley 1997, Choudhury et al. 1994) . In general, the more complex the model formulations of the land surfaceatmosphere exchange, the more information/input variables are required. With reliable inputs, often the more sophisticated models provide more reliable estimates under a wider range of environmental conditions. However, when monitoring over regions having little ground information or ancillary observations of meteorological conditions, the inputs required by more sophisticated models are not available or unreliable, causing significant uncertainty in model output. Under such conditions, a simple modeling approach requiring minimal ancillary inputs could prove to be fairly robust, particularly for long-term water use monitoring where errors in short-term (daily) ET are often modulated, for example when evaluated as cumulative ET over a growing season. This is the rationale for developing a very simple model for routine monitoring of the surface energy balance, with emphasis on an operational system requiring no user expertise. The "Deriving Atmosphere Turbulent Transport Useful To Dummies Using Temperature (DATTUTDUT)" algorithm does not need any ancillary data and only requires a surface temperature image. Furthermore, the algorithm in theory does not need any user inference and is fully automated, provided a cloud-free and atmospherically corrected radiometric surface temperature image is available.
The main objective of this paper is to present an operational and automated remote sensing-based system requiring no calibration and suitable for monitoring spatially distributed water and heat fluxes and demonstrate advantages and limitations of using a very simple temperature-based approach. In Section 2, the formulations and their physical basis are presented and justification for simplifications is discussed. Then, in Section 3, the performance of the proposed model is analyzed. Three different comparison protocols are followed to demonstrate different aspects of the models utility. First the ability of reproducing local energy fluxes in relation to results from wellestablished and more complex remote sensing-based modeling schemes over a range of environmental and climatologic conditions is presented. Secondly, a spatial model inter-comparison over a very heterogeneous area is carried out to evaluate extreme conditions and performance across a landscape. A third, temporal, evaluation then concerns the performance in estimating actual evapotranspiration over a growing season. In Section 4 a discussion of the results of the different evaluations follows, after which the concluding remarks are provided in Section 5. The validation data for the evaluations come from large scale interdisciplinary experiments conducted in a semi-arid rangeland region -Monsoon'90 (Kustas et al. 1994a ), a winter wheat/ grazing-lands site í Southern Great Plains'97 (Jackson et al. 1999) , a corn and soybean production region í SMEX/SMACEX'02 , an agricultural test site í REFLEX'12 (Timmermans et al. 2014) , and an irri-gated agricultural site within an arid region -Gediz'98 (Kite and Droogers 2000) .
MODEL FORMULATION

Instantaneous fluxes
Generally, remote sensing-based SVAT schemes use instantaneous observations of the land surface to provide estimates of instantaneous net radiation, R N , soil, G, sensible, H, and latent, ȜE, heat fluxes (all in W m -2 ) by solving the energy balance equation
where Ȝ represents the latent heat of vaporization [J kg -1 ] and E is the amount of evaporated water [kg] . The net radiation is usually estimated by dividing it into its components:
where R stands for radiation, and the subscripts N, S, and L refer to net, shortwave, and longwave, and the superscripted arrows indicate incoming (downward) and outgoing (upward) flux directions. Temperature (K) is represented by T, whereas the Greek symbols U, H, and V represent albedo (-), emissivity (-), and the Stefan-Boltzmann constant (5.6697 × 10 -8 W m -2 K -4 ), respectively. Subscripts 0 and a refer to surface and atmospheric level. Typically in these SVAT schemes the soil heat flux is estimated as a semiempirical ratio to net radiation, using a constant ratio or a function of vegetation indices (Bateni et al. 2014) . The available energy, R N -G, is then distributed over the turbulent fluxes, H and ȜE, by either using the radiometric surface temperature to calculate H and then obtain ȜE as a residual of the energy balance equation (Bastiaanssen et al. 1998 , Norman et al. 1995 , Su 2002 , or by incorporating the effect of vapor pressure deficit to estimate crop water use or a stress index (Jackson et al. 1981, Menenti and Choudhury 1993) .
In the current approach we attempt to solve Eqs. 1 and 2 in an automated manner by parameterizing all variables using only T 0 and its end-members, T min and T max as an input. These temperature extremes are derived from the image itself, which should be cloud free and have constant atmospheric conditions.
The surface albedo has been reported to vary with surface temperature depending on moisture conditions by several authors (Bastiaanssen et al. 1998 , Jacob et al. 2002 . Other approaches assume nominal values for soil and vegetation reflective properties (French et al. 2003, Kustas and . Here, the surface albedo is thought to vary linearly with radiometric surface temperature between 0.05 and 0.25, following
These somewhat arbitrary values are taken from Brutsaert (1982) and Garratt (1992) ; the basic assumption is that dark densely vegetated objects appear cooler and bright bare objects such as soils and rock outcrops generally appear hot.
The shortwave incoming radiation follows from exo ,
where W represents the shortwave atmospheric transmissivity [-] and S exo [W m -2 ] is the exo-atmospheric shortwave radiation which depends only on the sun-earth geometry (Campbell and Norman 1998, Monteith and Unsworth 1990) .
To facilitate a fully automatic and fast operational scheme, nominal values are taken for transmissivity and emissivity values. For clear sky conditions, Burridge and Gadd (1974) presented a very simple parameterization for instantaneous shortwave atmospheric transmissivity [-] , following 0.6 0.2 sin( ) ,
where D represents the solar elevation angle [rad] , useful when dealing with large image scenes where solar angles are not constant. However, for simplicity here a constant value of 0.7 is taken for the atmospheric transmissivity. Numerous empirical relations are reported for apparent atmospheric emissivity (Brutsaert 1982) . If the following, approximation of Bastiaanssen et al. (1998) is adopted 0.265
and, in combination with an atmospheric transmissivity of 0.7, an apparent atmospheric emissivity of about 0.8 is obtained. Since most natural objects emit radiation at least at an efficiency of 96% (Garratt 1992 ) the surface emissivity [-] is taken equal to unity. Taking the air temperature equal to T min in combination with these nominal values for emissivity, all radiation components can now be determined following Eq. 2. The ratio between soil heat flux and net radiation, G [-] , is reported to vary from 0.05 for fully vegetated areas (Choudhury 1987, Monteith and Unsworth 1990) to 0.45 for bare soil (Brutsaert 1982 , Choudhury 1987 . In a similar fashion as for the surface albedo, a linear relation with radiometric surface temperature is assumed:
The underlying assumption is again that dark densely vegetated areas appear cooler (Bastiaanssen et al. 1998 , Menenti and Choudhury 1993 , Roerink et al. 2000 and over densely vegetated areas a smaller part of the net radiation is reaching the surface. Bare soil generally appears hotter and over these areas a larger part of the net radiation will be available to heat the soil surface.
A common feature of thermal-based methods is that radiometric surface temperature is the key remotely-sensed parameter partitioning the available energy between sensible and latent heat. This is also reflected in several sensitivity studies (Anderson et al. 1997 , Bastiaanssen 1995 , Kustas and Norman 1999 ) and especially in model inter-comparisons (Zhan et al. 1996) where surface temperature clearly is the input variable that has the largest impact on model output. It is also important to note that surface layer air temperature is also a critical variable for many of the models that require a surface-air temperature gradient unless there is a built-in procedure that removes or minimizes this requirement , Timmermans et al. 2007 . A modeling framework that minimizes the effect of errors in surface and surface layer air temperatures on the calculation of the turbulent fluxes was proposed by Bastiaanssen et al. (1998) . Their methodology, SEBAL, basically assumes linearity between surface-air temperature differences and surface temperature whose slope is defined by dry and wet areas (hydrologic extremes or end-members) within the scene having maximum and minimum surface temperatures and heat fluxes, H and LE, determined from the energy balance equation (Eq. 1). When evaluating such a technique, along with other traditional remote sensing-based SVAT models, French et al. (2005b) and Timmermans et al. (2007) found that the linearity assumption in the SEBAL scheme is not universally valid, a phenomenon also recognized by Bastiaanssen et al. (1998) in their original paper. However, this relation has utility in providing an internal calibration for effectively partitioning the available energy between H and LE over the scene as long as there is no significant land cover differences (i.e., agricultural versus forested areas) within the scene which would have a major impact of aerodynamic properties (Norman et al. 2006) . In SEBAL the assumption is made that at a certain maximum radiometric surface temperature the latent heat flux is zero, whereas sensible heat flux is at its minimum rate at a certain minimum radiometric surface temperature. However, instead of using flux inversion at the extremes which requires iterative processes to determine the resistance-heat flux relation, here a simple linear relation between evaporative fraction (ȁ) and surface temperature extremes is assumed:
There needs to be hydrological contrast in the image, meaning that both the wet and dry conditions are present in the image scene; a necessary condition for methods that are trying to derive the turbulent fluxes from hydrological contrast (Bastiaanssen et al. 1998 , Menenti and Choudhury 1993 , Pelgrum and Bastiaanssen 1996 , Roerink et al. 2000 . The maximum temperature, T max , is taken as the hottest pixel in the image, whereas the minimum temperature, T min [K] , is taken as the 0.5% lowest temperature in the image. The reason for not taking the lowest temperature in the image is to avoid extreme conditions (open water) and to take that part of the image that is transpiring at a potential rate. Following Tasumi et al. (2000) , the hottest location in the image is used to determine T max in Eq. 8. Similar approaches based on the same physical principle have been proposed since the early days of operational thermal infrared remote sensing (Jackson et al. 1981 , Jiang and Islam 2001 , Roerink et al. 2000 . However, the main differences with the current approach are that DATTUTDUT is tuning-free, fully automated, and only requires an LST image as input.
Daily estimates
Extending essentially instantaneous fluxes from a satellite "snapshot" observation to daily values either involves multi-temporal observations such as from geostationary satellite observations (Anderson et al. 1997 , Mecikalski et al. 1999 or assuming a constant energy partitioning over the daytime period. By assuming self-preservation (conservative relative partition of the energy flux among its components) in the diurnal evolution of the energy balance, ȁ can be taken as constant throughout the day. It has been demonstrated that this assumption holds for environmental conditions where soil moisture does not change significantly (Crago 1996 , Kustas et al. 1994b , Nichols and Cuenca 1993 , Shuttleworth et al. 1989 ). This assumption is also used in other models, such as SEBAL (Bastiaanssen et al. 1998 ) and S-SEBI (Roerink et al. 2000) .
Since geostationary satellites only provide useful data for mid-latitudes at a rather low spatial resolution (~ 5-10 km) and also because of a need for a simplified approach, hence minimum computational requirements, here the assumption of constant evaporative fraction over the daytime period is adopted. However, the recent work has shown that this assumption might be violated under certain conditions (Chehbouni et al. 2008 , Delogu et al. 2012 , Gentine et al. 2007 ) and a recent study suggests using at-surface solar radiation is the most robust for up-scaling instantaneous ET over a range of environmental conditions (Cammalleri et al. 2014) . Nevertheless, this approach provides reasonable estimation of daily amounts of evapotranspiration from the instantaneous estimates during the daytime (Brutsaert and Chen 1996) .
Since the evaporative fraction is estimated from Eq. 8 and the soil heat flux is assumed to cancel on a daily basis, one only needs an estimate of the daily amount of net radiation to obtain the daily amount of latent heat, OE 24 .
The daily amount of net radiation R n,24 ] is calculated following:
,24 ,24
where S and L represent shortwave and longwave radiation, whereas the subscripts n and 24 stand for net and 24 hours, respectively. Several methods exist for estimating both components. Here the daily shortwave radiation [MJ] is estimated following:
,24 0,24 24 exo,24 1 ,
where the daily exo-atmospheric radiation [MJ m -2 ], S exo,24 , depends only on trigonometric astronomic relations, readily available from handbooks (Campbell and Norman 1998 , Duffie and Beckman 1991 , Monteith and Unsworth 1990 or by integrating the exo-atmospheric radiation from sunrise to sunset. Daily average surface albedo, U 0,24 , is obtained from multiplying the instantaneous value with a constant c [-] . According to Menenti et al. (1989) c may be taken equal to 1.1 when compared to typical daytime surface albedo values. Daily average transmissivity values [-] , W 24 , may be obtained from several sources. Here we adopted the instantaneous value under the assumption of a cloud free day.
For the longwave components a semi-empirical relation developed by de Bruin (1987) for daily average net longwave radiation, L n,24-avg [W m -2 ], is used:
To convert this quantity to daily net longwave radiation, in MJ m -2 , it needs to be multiplied with the daylength (s). The daily net longwave radiation is assumed constant over the scene. 
Although we developed the scheme to be fully automated and also such that no ancillary data is needed, it is obvious that if additional data are available these may be applied accordingly. Since the algorithm is physically based, use of these ancillary data should potentially further improve the algorithm performance.
MODEL PERFORMANCE
To demonstrate different aspects of the models' utility, three different comparison protocols are followed. First, the ability of estimating local energy fluxes is presented. In order to ensure both a range of environmental and climatic conditions as well as sufficient ground truth data, four study areas having extensive field observations were selected for evaluating DATTUTDUT output and to compare results with published results using more established and more complex remote sensing-based energy balance models (French et al. 2005b , Timmermans et al. 2007 . The other remote sensing energy balance modeling approaches applied to these data sets are SEBAL as originally formulated in Bastiaanssen et al. (1998) and two versions of the TSEB (Norman et al. 1995) . One version uses local meteorological observations (French et al. 2003, Kustas and and was applied to the Monsoon'90, SGP'97, and REFLEX'12 experiments. The other version, ALEXI, is a time-integrated approach with TSEB coupled to an atmospheric boundary layer growth model and requiring thermal-IR observations at two instances in the early and mid-morning period (Anderson et al. 1997 , French et al. 2005b ) and was applied to the SMACEX'02 experimental site.
Secondly, a spatial model inter-comparison between DATTUTDUT and the SEBAL and TSEB algorithms over a very heterogeneous area is carried out to evaluate extreme conditions and model performance across a landscape. Data from the REFLEX'12 experiment (Timmermans et al. 2014) over an agricultural test-site near Barrax, Spain, is used here since the area is characterized by the co-existence of dry and hot bare soil and a variety of well-watered crops.
Thirdly, with a fully automated algorithm using midday surface temperature that does not require ancillary data on land use, fractional vegetation cover or meteorological inputs, just hydrological extremes (wet and dry pix-el) within the scene for estimating surface energy balance, the challenge remains to demonstrate its utility for operational monitoring of longer-term water use. This is done by applying the scheme to data collected at two sites during the joint International Water Management Institute (IWMI)/General Directorate of Rural Services, Government of Turkey (GDRS) study of the Gediz River Basin, as described in Kite and Droogers (2000) . The DATTUTDUT algorithm is evaluated against published results from other methodologies. However, in this case the purpose is to evaluate its utility for operational water use monitoring purposes.
Data description
Monsoon'90
The Monsoon'90 field experiment is described in Kustas et al. (1994a) , and covers a semiarid rangeland in the Walnut Gulch Experimental Watershed near Tucson, Arizona. The remote sensing data used in this analysis were acquired with the NS001 sensor mounted in a NASA C-130 aircraft. The NS001 instrument has eight bands, of which seven correspond to the Landsat Thematic Mapper instrument. This provided aircraft-based VIS, NIR, and TIR measurements from three days during early August 1990 are used, representing dry (DOY 213), intermediate (DOY 221) , and wet (DOY 216) conditions. Land cover data, necessary for the TSEB algorithm, was taken from classifying Landsat TM data of September 1990. A detailed description of the dataset used is provided in Humes et al. (1994) , with the note that here data from DOY 213 is used instead of the data from DOY 209 used in that particular study. There were eight flux tower sites distributed over the watershed covering the main land cover types. Details of the tower measurements are given in Kustas et al. (1994a) .
SGP'97
The Southern Great Plains'97 (SGP'97) experiment is summarized by Jackson et al. (1999) . The data set included VIS, NIR, and TIR remote measurements over the EL Reno, Oklahoma, site and comprised fallow and tilled winter wheat and grassland/pasture fields. Data collected were from the Thermal Infrared Multi-spectral Scanner (TIMS) and the Thematic Mapper Simulator (TMS) airborne instruments. Data from two days during the summer of 1997, representing wet (DOY 180) and dry (DOY 183) conditions, are used at a spatial resolution of 15 m, covering agricultural fields (both bare and vegetated) and natural riparian areas. The land use data originates from 30 m resolution imagery, based on the combination of known ground conditions and Landsat TM imagery from DOY 205 that same year. Details of the processing of the remote sensing imagery can be found in French et al. (2003) . There were four flux towers covering the main land cover types. Details of the tower measurements are given in Twine et al. (2000) .
SMACEX'02
The Soil Moisture Atmosphere Coupling Experiment 2002 (SMACEX'02) data set described by Kustas et al. (2005) was collected over an experimental watershed in central Iowa, USA, an upper Midwest corn and soybean production region. The experiment took place during the 2002 growing season. An ASTER image collected on DOY 182 (1 July 2002) was used. The landcover map was derived from a supervised classification of Landsat imagery and ground truth observations carried out in June and July. Flux tower measurements were available from 10 locations distributed over the study area to obtain representative areal sampling .
REFLEX'12
The REFLEX'12 campaign was an airborne campaign to support the understanding of land-atmosphere interaction processes (Timmermans et al. 2014) . The experiment was carried out over the Las Tiesas Experimental Farm test site near Barrax in the La Mancha region in Spain, maintained by the Provincial Technical Agronomical Institute (ITAP). The campaign took place during 10 days in the end of July 2012, when the non-irrigated parts of the area are characterized by extremely dry conditions. Airborne imagery from the Airborne Hyperspectral Sensor (AHS) obtained during DOY 207 was used in this analysis. Flux tower observations and a Large Aperture Scintillometer (LAS) covering four sites with distinctly different landcover provided the ground truth (van der Tol et al. 2014) .
GEDIZ'98
The intercomparison study over an irrigated area in the Gediz River Basin in Western Turkey is described in detail in Kite and Droogers (2000) . For the analysis used here a total of 73 level-1B NOAA-AVHRR images were downloaded from the internet and pre-processed into surface reflectance and surface temperature images. The procedures followed are described in detail in Gieske and Meijninger (2005) . Flux observations were available from two locations within the study region. A Large Aperture Scintillometer (LAS) was deployed over a valley in the Gediz River Basin in Western Turkey. The pathlength of the scintillometer was 2.7 km and provided surface fluxes at a scale comparable to the AVHRR imagery. The land use in the valley was heterogeneous, consisting of 60% of raison grape, 15% cotton, 15% of fruit trees, 5% pasture, and 5% of mixed tree species. The second location con-sisted of an irrigated cotton field, located west of Menemen, in a cotton production region, homogeneous at the AVHRR pixel scale. Fluxes at this location were obtained from a fast-response temperature sensor using the temperature variance method (de Bruin 1994) . In addition, net radiation, soil heat flux, and additional meteorological measurements were obtained at this location (Meijninger and de Bruin 2000) .
Local model evaluation versus ground observations
The main assumption in the current algorithm concerns the linearity between "instantaneous" scaled temperature and half-hourly evaporative fraction via Eq. 8. The datasets described above provided the opportunity to validate that assumption. In Figure 1 the observed evaporative fraction (ȁ) is plotted versus the scaled temperature, as defined in Eq. 8 for all four experiments. The RMSD-value (see Table 2 for definition) between the observations and model estimates for the four experiments is approximately 0.13. A linear regression with an R 2 equal to 0.65 (0.81 and 0.62 for TSEB and SEBAL, respectively) was found with a slope of 0.71 (0.98 and 0.79 for TSEB and SEBAL, respectively) and an intercept of 0.22 (0.02 and 0.10 for TSEB and SEBAL, respectively). A slope close to unity with a small intercept provides support for the use of Eq. 8 for these landscapes. Note that there was no model tuning in applying the DATTUTDUT algorithm. The scatter between DATTUTDUT-derived ȁ and observations increases significantly with increasing dry or stressed conditions (i.e., lower ȁ values). On the other hand, the trend for SEBAL is a relatively large dispersion around intermediate values of ȁ, whereas this is less so with the TSEB approach. The extremely stressed cases (ȁ < 0.3) originate from sites in the REFLEX'12 dataset which were sparsely vegetated. Removing these observations from the analysis for the DATTUTDUT model resulted in a minor increase in R 2 from 0.65 to 0.68. However, more importantly, the slope and intercept changed from 0.71 and 0.22 to 0.94 and 0.06, respectively. While the REFLEX'12 conditions may be considered rather extreme in terms of vegetation stress and heterogeneity in canopy cover, reliable estimates under such conditions are necessary for accurately monitoring the spatial and temporal variations in fluxes across many landscapes.
The results for the four energy balance components for the three models are illustrated in Fig. 2 and performance of the models is evaluated using difference statistics by Willmott (1984) . Table 2 lists the definitions and the quantities of the various difference statistics for the surface energy balance components as well as for the evaporative fraction. These include the RMSD, the mean absolute difference (MAD), and the mean absolute percent difference (MAPD). There is no distinction made between the four experimental datasets, and the figure indicates that the scatter with the measurements is generally greater with DATTUTDUT and SEBAL than with TSEB. In particular, the net radiation estimates of the DATTUTDUT algorithm tend to have greater discrepancies with the observations, which are more prominent at the lower values. The mean difference between observation and prediction for R N were about 10 and 30 W m -2 for TSEB and SEBAL, respectively, and around 45 W m -2 for DATTUTDUT. With respect to the predicted soil heat fluxes, also the largest discrepancies with observations Table 2 Description of statistics and quantitative measures of model performance for SEBAL (S), TSEB (T), and DATTUTDUT (D) are noted for the DATTUTDUT scheme, an under-estimation of around 40 W m -2 , partly because of its direct linkage with R N . However, the main objective here is to demonstrate the utility of the current scheme for determining spatially distributed water and heat fluxes, which are governed by the amount of available energy, R N -G. Since over-and under-estimations of R N and G are generally paired, there is reasonable agreement in modeled and observed available energy.
Mean biases between observation and prediction for sensible heat flux were negligible for TSEB and SEBAL and nearly 20 W m -2 for the DATTUTDUT scheme. Biases in latent heat flux were lowest for TSEB (~15 W m -2 ), 20 W m -2 for DATTUTDUT, and highest for SEBAL at ~30 W m -2 . The RMSD-values for the three models range from 35 to 55 W m -2 for H and from 55 to 80 W m -2 for ȜE. A point worth mentioning here is that significant energy balance closure gaps (~100 W m -2 ) were sometimes evident in the flux tower data , Twine et al. 2000 , van der Tol et al. 2014 . Although the measurements were corrected for lack of energy balance closure, following French et al. (2005a, b) , the model-measurement differences do include the scatter attributed to uncertainty/energy balance closure errors in the flux observations. The described predictions of H and ȜE translate directly into ȁ, and because of its relevance for the current approach the performance statistics for ȁ are shown in Table 2 as well. All three models show an almost perfect match between the mean observed and mean predicted value, where the discrepancy of DATTUTDUT is largest but still minimal at 4%. This is mainly caused by the aforementioned deviations between observations and predictions of the turbulent fluxes at dry and sparsely vegetated locations. RMSDvalues for TSEB are 0.10, whereas SEBAL and DATTUTDUT show values of 0.14 and 0.13, respectively.
Spatial model evaluation
The Barrax area is characterized by rather extreme conditions covering the full range in fractional vegetation cover as well as in moisture conditions, rendering sensible heat fluxes ranging from stable conditions to values as high as 400 W m -2 (Timmermans et al. 2008) . Therefore, the REFLEX campaign offered an excellent opportunity to analyze spatial differences in model output.
Maps of model output for evaporative fraction are shown in the upper panels of Fig. 3 for TSEB, SEBAL, and DATTUTDUT. The patterns in evaporative fraction are similar for all three models. Spatial correlation between DAUTTUTDUT and TSEB is 0.92, between DATTUTDUT and SEBAL it is 0.40, and between TSEB and SEBAL this equals 0.38. The rela- tively low correlation between SEBAL and TSEB is mainly caused by the difference in estimation of surface roughness length for momentum, as noted by Timmermans et al. (2007) , and will not be discussed further here. The relatively high correlation between TSEB and DATTUTDUT is encouraging, given the simplicity of the latter. However, despite the rather good spatial agreement of evaporative fraction between the three models, especially between TSEB and DATTUTDUT, there are absolute differences of up to 0.50 [-] for some areas (see Table 3 ). How these translate into absolute values of latent heat flux is shown in the lower panels of Fig. 3 ; over certain areas differences of up to 150 W m -2 are noted. These are significant differences, similar to those reported by Timmermans et al. (2007) between SEBAL and TSEB model output of sensible heat flux.
For the relatively wet, thus irrigated, areas the three schemes show a rather similar response, which is also reflected in Table 3 . For the drier, nonirrigated, parts of the area the DATTUTDUT scheme shows considerably higher values for ȁ as compared to SEBAL and TSEB. This is also reflected in Fig. 1 , where the 4 driest observations originate from the REFLEX'12 campaign, over a vineyard, a wheat stubble field, a forest nursery, and a camelina field . SEBAL and TSEB show reasonable to good performance for these sites versus observations, whereas the simple scheme has clear problems producing the proper output under these circumstances. Apart from the earlier-mentioned issue of not parameterizing the aerodynamic roughness effects by DATTUTDUT, which is especially noticed in dry and aerodynamically rough areas, another issue here is the high spatial resolution of the REFLEX'12 imagery in combination with the auto- mated end-member selection, T min and T max . The latter issue causes an increase in the sensitivity of DATTUTDUT to variability in the heat fluxes under dry conditions. The spatial resolution equals 4.0 m and therefore a high within-field variation of land surface temperature is observed (Table 3 ). In addition, there is a large number of fields of different landcover that were dry and hot at the time of image acquisition. Consequently, the histogram distribution of LST, middle panel of Fig. 4 , has an exceptionally long tail on the high end. Selecting the hottest pixel in the image to represent T max in Eq. 8, under these conditions, results in a significant portion of the image yielding too high evaporative fraction estimates from DATTUTDUT.
It is beyond the scope of the current contribution to perform a detailed sensitivity analysis on the selection of the end-members in the line of Timmermans et al. (2007) . However, in the LST histogram in Fig. 4 the absolute minimum (0.0%) and maximum (100.0%) are indicated as well as the 0.5 and 99.5% -minimum and maximum values of LST. The DATTUTDUT model uses the 0.5 and 100.0% values for T min and T max , which are 297.6 and 333.7 K, respectively. To demonstrate the effect of end-member selection on spatial model results T min and T max are selected based on the minimum and maximum LST averaged per landcover unit (Table 3 ). In the left and right panel of Fig. 4 the model output for ȁ is shown for the original model run and for the adjusted end-members, respectively, whereas the average results grouped per landcover type are shown in the right-most column of Table 3 . A considerable improvement in spatial agreement is seen after this adjustment. With the exception of built-up areas (buildings) and poppy landcover units, the DATTUTDUT model results are comparable to the more physically-based approaches (see Table 3 ). This indicates that over problematic, i.e., dry and sparsely vegetated, areas model results may improve considerably after adjusting the end-member values based on landcover. A procedure could be developed based on landcover information to ensure proper linking between T min and T max and the hydrological extremes (wet and dry conditions), a technique also used in other index-type of models (Kalma et al. 2008) . However, in this paper the objective is to demonstrate the utility of a completely automated approach without user adjustments for monitoring evapotranspiration.
Temporal model evaluation
The daily average net radiation from the SEBAL and DATTUTDUT schemes is compared with the ground observations in Fig. 5 . Although the procedure used in Gieske and Meijninger (2005) to derive daily average net radiation is not exclusively related to the SEBAL algorithm, for simplicity the results are referred to as SEBAL estimates. For both schemes the R N estimates shown are taken from the pixel at the cotton site, where the weather station is situated. Both models seem to follow the temporal trend and magnitudes of the observations rather well, although SEBAL shows slightly higher estimates at the beginning of the season whereas DATTUDUT shows slightly higher values towards the end of the season. The overall general agreement is supported by the relatively low RMSD value between modeled and measured daily R n which is ~20 W m -2 (MAPD ~10%), for both the SEBAL and DATTUTDUT algorithms.
Following irrigation, indicated by arrows in Fig. 5 , the ground observations show an increase in net radiation, due to a decrease in both albedo and surface temperature. However, this effect is not clearly seen in the satellite approaches where only a minor increase is computed which is slightly more pronounced for the DATTUTDUT estimates.
The turbulent flux observations are areal averages which depend on windspeed, wind direction, and aerodynamic properties of the upwind landscape and can be determined using the so-called footprint calculations (Schmid 1994 , Timmermans et al. 2009 ). Due to the absence of detailed wind direction and wind speed information in the current study the average of a four-pixel window is taken over the cotton site. A similar four-pixel window is taken in the center of the heterogeneous valley in the middle of the scintillometer transect since this is the area contributing the most to the observed signal. In Figure 6 , the estimated evaporative fractions from both remote sensing techniques are compared for the homogeneous cotton site and the heterogeneous valley site, Fig. 6a and b, respectively. In addition, an inter-comparison of model output of the time evolution of evaporative fraction over the growing season is shown in Fig. 6c and d . It is clearly seen that correlation in model output for the cotton site is much higher than for the valley site (R 2 is 0.915 and 0.054, respectively). For the valley site there is actually a negative correlation-although it is statistically not significantly different from zero. Over this site, evaporative fraction estimates from SEBAL increase slightly over the season, whereas DATTUTDUT output has a decreasing trend over the season. A comparison of model output with observations of daily ET, for both methods estimated using Eq. 9, is illustrated for both sites in Fig. 7 . In Figure 7a-c results are displayed for the cotton site and in Fig. 7d-f , results are shown for the valley location. Following Gieske and Meijninger (2005) the LAS data is combined with the AVHRR-derived daily R N estimates to derive daily amounts of ET from Eq. 9.
In the model-measurement comparisons of daily ET displayed in Fig. 7 , both models tend to underestimate the ground observations for both sites, with SEBAL output showing significantly greater bias. This effect is particularly evident in the beginning of the season, as seen in Fig. 7c and f and even more clear in Fig. 6b and d where DATTUTDUT estimates of evaporative fraction are higher than those of SEBAL. The better performance of the DATTUTDAT scheme over the growing season is supported by the difference statistics for the cotton site, which yielded RMSD values of 1.7 and 1.3 mm day -1 (MAPD values of 35 and 28%) for SEBAL and DATTUTDUT, respectively. Over the valley site, the RMSD values for SEBAL and DATTUTDUT are rather similar, namely ~1.5 mm day -1 with MAPD value of ~35%. In Figure 7f , the DATTUTDUT and the ground observations follow a similar temporal trend, but DATTUTDUT slightly underestimates the daily amounts in the second half of the growing season with respect to ground observations. On the other hand, SEBAL estimates show little temporal variation over the season. Since the net radiation estimation from both models is rather similar over the growing season for this site (correlation coefficient r 2 is equal to 0.8), the difference in ET estimates has to originate from the different estimates of the evaporative fraction. Generally, in the second half of the growing season the two methods are in better agreement with the observations, although there is a slight underestimation by both remote sensing-based approaches with respect to the measurements over the valley site.
Cumulative ET values are shown in Fig. 8 for the cotton site as presented by Gieske and Meijninger (2005) using the ground observations and SEBAL output for the monitoring period spanning a rain free period from DOY 150 to 270 (30 May until 28 September 1998). Using a simple water budget, by differencing the total irrigation and percolation provides an independent indication of the cumulative ET in this period. Droogers and Bastiaanssen (2002) reported a total of 545 mm supplied for irrigation in this period and a Cumulative ET values derived from the temperature variance observations and from DATTUTDUT and SEBAL over the irrigated cotton site. The figure also displays the totals resulting from a simple water budget calculation where "In" represents the total amount of irrigation and "Out" is the total outgoing bottom flux or percolation for the monitoring period and the "Evapotranspiration" = In-Out.
yearly percolation of 284 mm, continuously downward throughout the year. Assuming equally distributed percolation over the year yields a total water use for the monitoring period of 452 mm. However, since figures for grape landcover indicated less percolation, and at times even capillary rise during the growing season, this figure might be slightly higher. The components of the simple water budget are also shown in Fig. 8 , where "In" represents the total amount of irrigation and "Out" stands for the total outgoing bottom flux or percolation for the monitoring period.
Plotting cumulative ET modulates some of the scatter and errors in daily ET, and makes clearer the systematic bias between the models and observations (Gieske and Meijninger 2005) . Comparing the two remote sensing models, and the simple water balance method with the ground measurements, yields underestimates of 44, 155 and 38 mm with DATTUTDUT, SEBAL and simple water balance methods, respectively. Relative to cumulative ET for the monitoring period this yields MAPD values between ET observations and DATTUTDUT, SEBAL, and simple water balance estimates of 9, 32, and 8%, respectively.
The underestimation of ET during the growing season by the remote sensing methods is a concern and needs to be investigated in greater detail. With regard to the trends, it appears that both remote sensing based methods respond fairly well to the start of the growing season (irrigation days are indicated by arrows). However, the DATTUTDUT method yields the greatest rise (slope) during the main irrigation period (roughly from DOY 210 to 250), possibly indicating a better performance under these conditions. 
DISCUSSION
In a remote sensing model intercomparison study, Timmermans et al. (2007) documented the poor performance in estimating heat fluxes when applying a version of SEBAL over dry and sparsely vegetated conditions. Similarly, an intercomparison study by Choi et al. (2009) over the SMEX/SMACEX'02 study region found significant discrepancies in modeled turbulent heat flux patterns between TSEB and the Mapping EvapoTranspiration at high Resolution using Internalized Calibration (METRIC) approach, a derivative of SEBAL, that were largely correlated with vegetation density. Generally, the largest discrepancies, primarily a bias in H, between these two models occurred in areas with partial vegetation cover. A similar result is noted in the current study. The reported disagreement in R N for DATTUTDUT has several reasons which are counter-acting in both the shortwave and the longwave radiation components. Unfortunately, only a limited number of radiation component observations are available for the datasets used. Mainly net radiometers and pyranometers were used to measure R N and R S Ļ whereas only at a few sites albedo measurements were carried out. Concerning the incoming radiation components, the SEBAL and TSEB algorithms use observations of R S Ļ , whereas DATTUTDUT assumes a constant transmissivity of 0.7 [-] in combination with the exo-atmospheric radiation. The average observed transmissivity for the dataset used was 0.79 [-] , yielding an average underestimation around 70 W m -2 at the average observed R S Ļ (i.e., 800 W m -2 ). On the other hand, using the set transmissivity to derive an atmospheric emissivity using Eq. 6 yields an over-estimation of some 40 W m -2 at an average air temperature of around 300 K for R L Ļ . With respect to the outgoing radiation components, the DATTUTDUT assumptions also generally result in compensating errors. At the few sites where albedo was measured, 6 in total, the TSEB and SEBAL algorithms showed a near-perfect fit with the observations, whereas the DATTUTDUT scheme showed an under-estimation of around 50%. With average values of R S Ļ and albedo (i.e., 0.2 [-]) this yields an over-estimation of R N around 80 W m -2 . Using a surface emissivity equal to unity with an average high-end surface temperature of around 315 K, an over-estimation of R L Ĺ of about 30 W m -2 is noted as compared to using typical bare soil emissivities of 0.95 [-] . Although the average net effect is rather limited, around 20 W m -2 , largest deviations are noted over hot and dry, sparsely vegetated areas. The incoming radiation components are spatially rather homogeneous but at these dry and sparsely vegetated locations the outgoing radiation components are largest. Therefore, under these circumstances, the DATTUTDUT assumptions of unity surface emissivity and linearity between albedo and temperature produce the largest discrepan-cies, i.e., an under-estimation, with both the SEBAL and TSEB output as well as with the observations of R N .
As mentioned before, a large part of the discrepancy between the modelled and observed values for G is caused by the direct linkage of G with R N . A second reason might be an over-simplification of the relation between G and R N used here; see Eq. 7. Assuming the surface temperature is the only indicator that determines how much radiation is penetrating through the vegetation and reaching the soil is not only an oversimplified metric for determining vegetation density but also gives erroneous results under wet surface soil moisture conditions. Consequently, the standard deviation of the predicted G values is considerably lower than that of the observations, although to a lesser extent this is also noted for TSEB and SEBAL. A relatively flat response and under-estimation for soil heat fluxes is a phenomenon seen more often in remote sensing-based SVAT models (Jacob et al. 2002 , Timmermans et al. 2007 ). This, despite attempts to incorporate the dynamic behavior of the G ratio by either introducing a time-dependence (Kustas et al. 1998, Santanello and Freidl 2003) , or by incorporating the surface temperature in a semi-empirical manner (Bastiaanssen et al. 1998) .
Concerning the turbulent fluxes, in past studies, for midday convective conditions, typically an RMSD-value between modeled and measured turbulent heat fluxes of approximately 50 W m -2 or less and/or MAPD-value of less than 20% is considered acceptable agreement (Hanna and Chang 1992 , Kalma et al. 2008 , Twine et al. 2000 . This level of agreement considers the fact that energy closure problems (Oncley et al. 2002) and uncertainties in footprint analysis (Foken and Leclerc 2004 , Hoedjes et al. 2007 , Timmermans et al. 2009 ) cause uncertainties in H and ȜE tower measurements that are often similar in magnitude to modelmeasurement differences of ~50 W m -2 . In Table 2 , the difference statistics for the TSEB scheme meet these error criteria, while the errors using DATTUTDUT and SEBAL do not. Nevertheless, the simpler schemes requiring less input data and expertise to run (particularly DATTUTDUT) still give useful H and ȜE estimates except under dry and sparsely vegetated conditions.
The DATTUTDUT approach uses the evaporative fraction concept in combination with daily R N estimates to produce daily ET values. Therefore the absolute discrepancies in H and ȜE become less critical, which was also noted in the temporal evaluation of the model. The general trend of observed daily ET values over a growing season for two sites in Turkey is reproduced reasonably well, with DATTUTDUT outperforming the SEBAL scheme.
Root Mean Squared Differences between both satellite-based model estimates and observed daily R N over the growing season were mainly caused by the difference in the scale of observations. The net radiation, measured at 2.5 m, was representative at the local or patch scale which are on the order of 150 m 2 . Although the observation site, which was located in a 300 × 500 m 2 cotton field surrounded by other cotton fields, was homogeneous at the AVHRR resolution with respect to land use, the irrigation pattern varied for each farm (Kite and Droogers 2000) . This may explain the more smooth response of the satellite-based approaches for net radiation as compared to the ground observations, which were more strongly influenced by irrigation activity. Despite the simplification of using a constant atmospheric transmissivity over the growing season, the RMSD values for daily R N were only around 20 W m -2 . Substituting a variable transmissivity over the season, using Eq. 5, did not significantly improve the DATTUTDUT results. An average increase over the season of 3% in R N was noted, which was mainly caused by deviations toward the end of the season, which were up to a maximum of 8.5%. Over the cotton site this caused a deterioration in RMSD for daily ET from 1.31 to 1.38 mm day -1 and for the valley site a slight improvement from 1.45 to 1.41 mm day -1 . A potentially larger source of error in both SEBAL and DATTUTDUT is the selection of the extreme pixels, as also noted in the spatial intercomparison. According to Meijninger (2003) , the selection of the dry pixels in the initial, non-irrigated period, may be tenuous due to the difficulty in finding representative dry pixels under regionally humid and wet surface conditions that typically exist in the early period of the growing season here. Under such circumstances, selecting dry pixels that in reality do not represent the true dry extreme, and hence the "dry pixel" ET > 0, causes a bias (underestimation of ET) for other pixels in the scene as these techniques force more of the available energy to be partitioned into H instead of LE. There is slightly less of a bias issue or underestimation for the DATTUTDUT scheme because the selection of the dry pixel is automated and always is the highest temperature value in the image.
An example of the issue in assigning wet and dry pixel temperatures is provided in Fig. 9 , where two-dimensional scatterplots of surface temperature versus albedo are shown for a day early in the season (DOY 167) and one later in the growing season (DOY 196) accompanied by the frequency distribution of the surface temperature. The solid lines indicate the wet and dry pixel temperature automatically selected by the DATTUTDUT algorithm, where the shaded area in the frequency distribution represents 0.5% of the total area determining the wet pixel selection. The dotted lines indicate the area where the dry pixel is most likely to be selected following the standard SEBAL procedure. Note that selecting a proper dry pixel for the SEBAL procedure from the scatterplot in Fig. 9b is more straightforward than in the case of Fig. 9a . Fig. 9 . Two-dimensional scatterplots of surface temperature versus surface albedo for an early season day (DOY 167) and a mid-season day (DOY 196) image. The solid lines indicate the wet a (T min ) and dry (T max ) pixel temperature automatically selected by the DATTUTDUT algorithm, where the shaded area in the frequency distribution represents 0.5% of the total area determining the wet pixel selection. The dotted lines indicate the likely T max values for the dry pixel following the standard SEBAL procedure.
Although this procedure is automated in the case of DATTUTDUT, this does point out a limitation of these types of schemes, namely that a wet and a dry pixel are required within the scene. The existence of wet and dry pixels may not be present, and also will be pixel-resolution dependent, as also illustrated in Section 3.3.
With respect to daily ET, for the cotton site both satellite methods and the observations showed a similar behavior over the study period; see Apart from the temperature selection procedure this may be caused by a fairly large negative soil heat flux observed during the first days after irrigation. Since the satellite based methods assume a negligible daily soil heat flux, both turbulent fluxes will be under-estimated, since daily available energy (Rn 24 -G 24 ) is under-estimated. From roughly DOY 225 to 245 DATTUTDUT is overestimating and SEBAL is underestimating the observed ET by similar magnitudes. There is no obvious explanation for this result. From DOY 245 until 270, which is the end of the growing season, DATTUTDUT is in close agreement with the observation, whereas SEBAL slightly underestimates the daily ET.
The reported RMSD values for daily ET seem rather large, but Kite and Droogers (2000) showed similar discrepancies for two selected days (DOY 177 and 241) using 9 different methods of estimating daily ET. Average ET values over the cotton site for the two days were 3.5 and 4.6 mm day -1 , respectively, whereas standard deviations among the different methods were as high as 1.6 and 1.1 mm day -1 . The ET values from SEBAL and DATTUTDUT for the two days were 0.1 and 0.8 for DOY 177 and 6.3 and 4.1 for DOY 241, respectively. For DOY 241, the two model estimates fall within the variation of other methods, but for the start of the season (DOY 177) both models showed an under-estimation, which is attributed to the assumption of negligible soil heat flux described above. The average ET value computed by Kite and Droogers (2000) for the valley site was ~4.0 mm day -1 with standard deviation of 1.0 mm day -1 for both DOY 177 and 241. Daily ET from SEBAL and DATTUTDUT for these days are 1.8 and 4.4 mm for DOY 177 and 3.0 and 2.8 mm for DOY 241. Again for DOY 241 both models fall within the variation of other methods while there is a slight underestimation for DOY 177.
Model validation is usually performed using a handful of tower-based flux observations which are usually situated in homogeneous sites and as such typically are not representative of extreme or unique conditions. As such, assessing model performance with measurements at several selected sites does not guarantee that a model will provide reliable flux estimates over the whole scene, particularly in heterogeneous landscapes (Timmermans et al. 2007 ). Therefore, a spatial model evaluation was carried out over the Barrax site. Sensitivity to the selection of proper temperature endmembers was demonstrated and results suggested a procedure might be developed to ensure proper linking between T min and T max and the hydrologic extremes. However, forested areas can have high sensible heat fluxes and low surface-air temperature difference due to a very low aerodynamic resistance. This situation will not be properly accommodated by a model that does not parameterize aerodynamic roughness effects on the flux-gradient relationship. To investigate model performance and assumptions under such conditions requires a study described in Norman et al. (2006) that involves an inter-comparison and analysis of fluxes generated by different remote sensing-based modeling approaches in comparison to detailed simulations for a full range in hydrologic and aerodynamic conditions using a complex multi-source soil-plant-environment model. Simulations from a detailed SVAT from a study evaluating the effects of sub-pixel variability by Kustas and Norman (2000) could serve as a test case. However, this is beyond the scope of the current contribution, which is focused demonstrating the model utility covering a wide range in fractional vegetation cover, soil moisture, and meteorological conditions. In summary, the simple schemes requiring less input data and expertise to run (particularly DATTUTDUT) still give useful H and ȜE estimates except under very dry and sparsely vegetated conditions. The difference in model performance between TSEB, SEBAL, and DATTUTDUT over such locations may have different reasons, such as the explicit use of climatic data in TSEB and SEBAL and not in DATTUTDUT, or the way aerodynamic properties are prescribed, one-source for SEBAL, two-source for TSEB, and not for DATTUTDUT, effects which have been examined by many others (Choi et al. 2009 , French et al. 2005b , Timmermans et al. 2007 . However, since the discrepancies with local flux observations for DATTUTDUT mainly occur over dry and sparsely vegetated areas, we firmly believe the underestimation of R N combined with the selection of T max using high resolution imagery, at these locations are the main reasons. At these locations the latent heat flux is set to zero. Would the estimate of available energy have been higher at these locations, the majority of the available energy would have been attributed to the sensible heat flux, which would reduce the evaporative fraction.
CONCLUDING REMARKS
In this study a remote sensing-based framework (DATTUTDUT) is developed for the automated estimation of surface energy balance components from remotely sensed radiometric surface temperature only. The method can be used to derive a spatially distributed map of actual evapotranspiration over large heterogeneous areas, provided that hydrologic extremes or wet and dry conditions are present.
Maps of surface energy balance components using the current approach were compared to ground observations and two other more complex remote sensing-based land surface models that have been validated numerous times in the literature. The inter-comparisons were made using large scale field experimental data collected over heterogeneous landscapes under a wide range of environmental conditions. This simple and fully automated scheme was shown to provide estimates of the available energy (net radiation less soil heat flux) and turbulent (sensible and latent heat) fluxes comparable to these established and more complex remote sensing-based schemes, but only under less extreme and heterogeneous environmental conditions. Discrepancies with observations were significant using either SEBAL, version of Bastiaanssen et al. (1998) , or DATTUTDUT approaches under dry sparsely vegetated areas.
The DATTUTDUT scheme was also applied to an irrigated site for the purposes of evaluating its utility for seasonal monitoring of crop water use. The scheme provided estimates of daily ET that generally underestimate the observations with significant scatter. Clearly there are environmental conditions (both hydrometeorological and land cover/land use) that limit the utility of both the DATTUTDUT and SEBAL schemes. For example, early in the growing season wet and dry pixels are difficult to identify and when the region is under water stressed conditions, this procedure is also less reliable unless land use is considered in defining T max (see Table 3 ). Moreover, the DATTUTDUT scheme cannot account for the effect of significant variation of aerodynamic properties of the landscape, which can have a dramatic impact on the flux-gradient relationship (Norman et al. 2006) . However, given the simplicity of the algorithm and its ease of use, the proposed model has utility in identifying areas of high and low water use even if the ET magnitudes are error-prone (see Fig. 3 ) and therefore could be an operational tool for rapid monitoring of relative water use or plant stress conditions in regions having little ground information. Once such areas of relatively low and high ET are identified, more physically-based models such as ALEXI/ DisALEXI (Anderson et al. 2011) could be run to more reliably quantify the ET/stress conditions.
To gain a greater sense of the level of uncertainty in ET mapping and monitoring using the current approach, model inter-comparison studies of the type conducted by Timmermans et al. (2007) between the DATTUTDUT scheme and more established remote-sensing based approaches, such as ALEXI/DisALEXI and SEBAL but also for other simple index methods such as S-SEBI and SSEBop, are planned for a variety of landscapes containing a wide range in land use/vegetation cover and environmental conditions.
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