This paper discusses the least-squares linear filtering and fixed-lag smoothing problems of discrete-time signals from uncertain observations when the random interruptions in the observation process are modelled by a sequence of not necessarily independent Bernoulli variables. It is assumed that the observations are perturbed by white noise and the autocovariance function of the signal is factorizable. Using an innovation approach we obtain the filtering and fixed-lag smoothing recursive algorithms, which do not require the knowledge of the state-space model generating the signal. Besides the observed values, they use only the matrix functions defining the factorizable autocovariance function of the signal, the noise autocovariance function, the marginal probabilities and the (2, 2)-element of the conditional probability matrices of the Bernoulli variables. The algorithms are applied to estimate a scalar signal which may be transmitted through one of two channels.
Introduction
Stochastic systems with multiplicative noise, as well as additive noise, in the measurement equation have attracted considerable attention. Such systems constitute good models for many practical situations; for example, the fading or reflection of signals transmitted from the ionosphere can be modelled by including a multiplicative component in the observation equation. In particular, situations with intermittent failures in the observation mechanism, accidental loss of some measurements or inaccessibility of the data at certain times, such as during target tracking, can be described by systems with uncertain observations. In these systems, the multiplicative noise component is modelled by scalar binary-valued variables which, at each instant, take the value zero when the observation is only noise and the value one when the signal is received.
Filtering and smoothing problems for linear systems with uncertain observations in the case of white multiplicative noise have been discussed in several papers, for example [1] - [3] , and recursive algorithms have been obtained for linear estimation of the signal. However, there exist many practical situations, such as transmission of data in multichannel or remote reception situations, in which the independence Manuscript received September 10, 2004 . Manuscript revised December 6, 2004 . Final manuscript received January 11, 2005 . † The author is with the Faculty of Education, Kagoshima University, Kagoshima-shi, 890-0065 Japan.
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a) E-mail: nakamori@edu.kagoshima-u.ac.jp DOI: 10.1093/ietfec/e88-a. 4 .988 assumption concerning observation multiplicative noise is not realistic. In [4] and [5] the multiplicative noise is considered to be a two-state Markov chain, and non-linear filtering and smoothing algorithms, respectively, are derived. However, difficulties arise in the implementation of these algorithms since they involve an exponentially increasing number of hypotheses as the number of observations increases. In fact, even suboptimal estimators, such as linear ones, may be non-recursive in the case of non-independent uncertainty. In [6] , a necessary and sufficient condition on multiplicative noise for the existence of recursive optimal linear filters is established. Under this condition, the optimal linear smoother is also obtained in [7] from a recursive algorithm; this algorithm has a similar structure to that applied in systems without multiplicative noise. In all the above, the estimation algorithms are derived assuming full knowledge of the state-space model for the discrete-time signal process. However, in many situations, this model is not available and the estimation problem must be approached by using another type of information. Recently, recursive algorithms for the least-squares linear filtering, fixed-point and fixed-interval smoothing problems for systems with uncertain observations have been obtained using only covariance information, in the case of a multiplicative noise described by independent Bernoulli variables ( [8] - [11] ). Furthermore, when the multiplicative noise is modelled by not necessarily independent Bernoulli variables satisfying the condition given in [6] , the filtering and fixed-point smoothing problems from covariance information have been addressed in [12] , [13] .
The advantage of fixed-lag smoothing estimation over filtering estimation has been proven for different kinds of stochastic systems (see [14] - [18] , and references therein). Note that in some linear systems without uncertainty even a small lag produces performance almost as good as that due to fixed-interval smoothing [19] . Moreover, an advantage of fixed-lag over fixed-interval smoothing is that the former can be implemented in real time, with a fixed delay, whereas the latter needs the entire measurement data.
Taking these advantages into account, our aim in this paper is to complete the study described in [13] , by proposing a recursive algorithm for the least-squares linear fixedlag smoother. Here, the smoother is expressed as the sum of the filter and a term which is recursively obtained with a fixed delay. A derivation of the filtering algorithm based on innovations and, hence, different from that described in [13] is also included.
The proposed fixed-lag algorithm can be applied to estimate a discrete signal with factorizable autocovariance function from uncertain observations (perturbed by additive white noise), satisfying the condition for recursivity established in [6] . It only requires knowledge of the autocovariance functions of the signal and additive noise, the probability that the signal exists in the observed values and the (2,2)-element of the conditional probability matrices of the variables describing the uncertainty.
The layout of the paper is as follows: In Section 2, the hypotheses underlying the model are specified and the leastsquares linear estimation problem is described in terms of innovations. The signal filter, the fixed-lag smoothing algorithm and the formulas to obtain the estimation error covariance matrices are given in Section 3. In Section 4, the algorithms are applied to estimate a signal which can be transmitted through one of two channels. Some concluding remarks are made in Section 5 and, finally, Appendix contains the proof, based on innovations, of the filtering algorithm.
System Model and Problem Formulation
We assume that the observations of the signal are taken at discrete time and, at each instant of time, the probability that the observation is only noise is not necessarily equal to zero. Concretely, if y(k) represents the observation at time k, it is related to the signal, z(k), as specified in the following equation
where v(k) is the observation noise and γ(k) is a random variable which takes the value 0 or 1; thus, γ(k) describes the possible absence of signal at the observation y(k). The least-squares (LS) linear estimation problem of the signal from the observations given by Eq. (1) is approached by assuming the following hypotheses:
(I) The n × 1 signal process {z(k); k ≥ 1} has zero mean and factorizable autocovariance function; that is,
where A and B are known n × M matrix functions. (II) The noise process {v(k); k ≥ 1} is a zero-mean white sequence with known autocovariance function
by a sequence of Bernoulli random variables with P γ(k) = 1 0, satisfying that P γ(k) = 1/γ( j) = 1 is independent of j for j < k; these probabilities are assumed to be known and are denoted by p(k) and p 22 (k), respectively. (IV) The signal process {z(k); k ≥ 1} and the noises {γ(k); k ≥ 1} and {v(k); k ≥ 1} are mutually independent.
Note that the condition imposed in (III) on the conditional probabilities of the variables modelling the uncertainty is the necessary and sufficient condition for the existence of recursive linear estimators of the signal when those variables are non-independent [6] .
Clearly, this condition covers the case of independent variables {γ(k); k ≥ 1}; therefore, the system model under consideration is more general than that considered in [10] and the filtering algorithm proposed in this paper is an extension of that in [10] where the variables modelling the uncertainty are assumed to be independent.
Our aim is to obtain the LS linear smoothers of the signal by means of a fixed-lag recursive algorithm; that is, for each k, the estimator of z(k) is based on the observations y(1), . . . , y(k + λ), where λ ≥ 1 is a fixed quantity; hence, the signal is estimated with a fixed-lag of λ units of time.
As shown previously [20] , the LS linear estimation problem can be addressed by replacing the observation process by the innovation one. This procedure makes it considerably simpler to obtain the estimation algorithms, since the innovations constitute a white process. The innovation at time k is defined by
is the LS linear estimator of y(k) based on all the previous observations.
Firstly, we obtain the expression of y(k, k − 1), the onestage predictor of the observation y(k), in terms of z(k, k − 1), the LS linear one-stage predictor of the corresponding signal, z(k).
From the Orthogonal Projection Lemma (OPL), y(k, k− 1) is the only linear combination of the observations y(1), . . . , y(k−1) such that the estimation error, y(k)− y(k, k− 1), is orthogonal to them; that is,
The first expectation in (3) is calculated by using hypothesis (II) for E v(k)v T (s) =0 and hypothesis (III) to express E γ(k)γ(s) = p 22 (k)E γ(s) for s < k; then, the independence hypothesis (IV) leads to
From the OPL, the LS one-stage predictor of
and then (4) is rewritten as
is a linear combination of the observations y(1), . . . , y(k − 1) satisfying (3), it is concluded that
Consequently, the innovation process for the problem under consideration is given by
Since each set of observations can be replaced by the corresponding innovations for the LS linear estimation [20] , the LS linear estimator of z(k) based on y(1), . . . , y( j) is equal to the LS linear estimator based on ν(1), . . . , ν( j). Thus, this estimator can be expressed as
and the impulse response function, g(k, i, j), i = 1, . . . , j, can be determined from the Wiener-Hopf equation:
As we have already indicated, the innovations {ν(k); k ≥ 1} constitute a white process; then
, and the Wiener-Hopf equation leads to
Therefore the impulse response function g(k, i, j) is independent of j and, hence, by denoting
, the estimator can be expressed as follows
In particular, the smoother z(k, k + λ), for λ ≥ 1, can be obtained from the filter, z(k, k), by the following relation
In view of (7), recursive formulas for the filter and the second term of the right member are required for the fixed-lag smoothing algorithm; these are presented in the next section.
Filtering and Fixed-Lag Smoothing Algorithms
The following theorem presents the formulas for the filtering estimators of the signal.
Theorem 1:
Let us consider the observation equation (1) satisfying hypotheses (I)-(IV) specified in the previous section. Then, the filter z(k, k) of the signal z(k) can be obtained by the relation
where
and the innovation, ν(k), satisfies
The M × n matrix function J is given by
with r being obtained from
The covariance matrix of the innovation, Π(k), is given by
Proof. The proof of Theorem 1 is given in the Appendix.
Filtering error covariance matrices. The performance of the LS filters, z(k, k), is measured by the covariance matrices of the filtering errors, denoted by Σ(k, k). Since the error of a LS linear estimator is orthogonal to the estimator, these matrices are given by
Then, by using (2) for K z (k, k), expression (8) for z(k, k), and taking into account (A· 6), we obtain
In the following theorem, we propose a recursive algorithm to obtain the smoothers of the signal with a fixed lag of λ units of time, by starting at an arbitrary time k 0 ≥ 1. For convenience, the following notations are used:
where C 1 | C 2 is a partitioned matrix into sub-matrices C 1 and C 2 , I a denotes the a × a identity matrix and 0 a the null matrix of order a × a.
Theorem 2:
Let us consider Eq. (1) satisfying hypotheses (I)-(IV) described in Section 2. Then, from any time k 0 ≥ 1, the estimators z(k, k + λ) of z(k) can be calculated by the following relation
where Ψ(k) is the n × 2M matrix
and the 2M × 1 vectors q(k, k + λ) are obtained recursively as follows
where the matrix functions P and F are as given in (15) and (17), respectively. The 2M × M matrices δ appearing in (20) are also recursively calculated from
with H given in (16) . The initial conditions for (20) and (21) are obtained as follows:
Proof. In order to prove (18) for z(k, k+λ) we start from (7) and the following term must be determined
To do this, we begin by calculating the coefficients S (k, i) for i ≥ k + 1. By reasoning similar to that used in the proof of Theorem 1 to obtain S (k, i) for i ≤ k, we derive the following expression
which, from (A· 2) and (A· 6), using (15) and (19) , can be rewritten as
Hence, the coefficients S (k, i) can be expressed as
where ∆ is a matrix function verifying
From (24), expression (18) for the smoother is proven, by defining
to obtain
Next, the recursive expression in k for q(k, k + λ) is derived from definition (26), by performing the required differences:
Now, from (25) we obtain, on the one hand,
and, on the other,
Then, substituting (28) and (29) in (27), and after some manipulations, we obtain expression (20) for q(k, k + λ).
The recursive formula (21) for δ(k, k + λ) is obtained taking into account that, since the innovation is a white process,
therefore, by using (20) for q(k, k + λ), (9) for O(k + λ) and since ν(k + λ) and q(k − 1, k − 1 + λ) are uncorrelated, (21) is easily derived.
Finally, the initial conditions (22) and (23) are immediate from (26) and (30), respectively, by using the following expression for ∆(k 0 , k 0 + λ), which is obtained from (25) and (30):
Fixed-lag smoothing error covariance matrices. The error covariance matrices of the fixed-lag smoother,
, provide a measure of the estimation accuracy. From (18) , they are related to the filtering error covariances Σ(k, k), given in (14), by
The initial condition is similarly derived from (22):
Computer Simulation Results
To compare the performance of the filtering and fixed-lag smoothing algorithms proposed in theorems 1 and 2, we present an example of estimation of a signal randomly transmitted through one of several channels; we assume that the observations contain signal plus noise or only noise. This is a typical situation in which the observations may be modelled by including a multiplicative noise constituted of nonindependent variables.
Specifically, we assume that the signal can be transmitted through one of two channels (the results are easily generalized to an arbitrary number of channels) randomly chosen and, from the noisy measurements, we wish to reconstruct the original signal.
For this example, we have considered a scalar signal generated by the following first-order autoregressive model:
where {w(k); k ≥ 0} is a zero-mean white Gaussian noise with Var [w(k)] = 0.1, for all k. The autocovariance function of this signal is given by
and, according to hypothesis (I), it is factorizable and we can take A(k) = 1.025641 × 0.95 k and B(k) = 0.95 −k . We assume each channel transmitting the signal in a similar form but the probabilities of the measurements containing a signal or not are different; thus, the observations for each channel are modelled as follows:
The common additive noise, {v(k); k ≥ 0}, is considered to be a sequence of independent random variables with
and {u i (k); k ≥ 0}, i = 1, 2, are sequences of independent Bernoulli random variables with
By using θ to denote the probability that the signal is transmitted by channel I, the available observations for the estimation become:
where γ(k) = Θu 1 (k) + (1 − Θ)u 2 (k), and Θ is a Bernoulli random variable with P [Θ = 1] = θ, which is independent of the sequences {u i (k); k ≥ 0}, i = 1, 2. This sequence satisfies the hypothesis (III) in Section 2, such that
Note that if p 1 = p 2 the observation equation is the same in the two channels and the situation is that of the case of uncertain observations with uncertainty modelled by independent random variables; in this case, p 22 = p. If, on the contrary, p 1 p 2 , the conditional probability p 22 increases with the difference between the two channels, that is, with |p 1 − p 2 |; in particular, the value p 22 = 1 is achieved when all the observations from one of the channels are only noise and those of the other channel always contain signal; this situation, corresponding to the case in which all the variables γ(k) are identical, reflects a total dependence between them.
For the simulation example, we have assumed that the signal is transmitted indifferently by each channel; that is, θ = 0.5. Moreover, to illustrate how the dependence between the variables γ(k) (measured by the value p 22 ) affects the estimation, several values of p 1 and p 2 yielding a common value p = 0.5 and different values of p 22 have been considered; specifically: 
In order to compare the performance of the filtering and the fixed-lag smoother estimators, the error variances Σ(k, k) and Σ(k, k + λ), λ = 10 were calculated for p = 0.5 and all the above specified values of p 22 . The results provided in Fig. 1 show that, for all the values of the conditional probability p 22 , the error variances corresponding to the fixed-lag smoother are lower than those of the filter; hence, a substantial improvement on the filtering estimations is obtained by using fixed-lag smoothing estimations. Although fixedlag smoothing has the disadvantage of the delay incurred in obtaining the estimates, its key advantage is the greater estimation accuracy achieved. Fig. 1 also shows, as was to be expected, that both the smoothers and the filters perform better (i.e. the error variances are smaller), when the conditional probability p 22 is smaller; that is, when the probabilities that the observations from two channels contain signal are more similar. Figure 2 shows the simulated signal together with the filtering and the fixed-lag smoothing estimates, for a lag of λ = 10 units of time and the values p = 0.5 and p 22 = 0.68. By inspection of the plots in this figure, it is clear that the smoothing estimate follows the signal evolution better, according to the results illustrated in Fig. 1 .
We have also compared the performance of the fixedlag smother for different lags, λ = 2, λ = 5 and λ = 10 units of time. Figure 3 shows the error variances of the fixedlag smoothers again considering the probabilities p = 0.5 and p 22 = 0.68; as expected, the fixed-lag smoothing error variances are smaller (and, consequently, the performance of the smoothers is better) as the lag λ increases.
Finally, Fig. 4 shows the variation of the smoother performance (measured with the fixed-lag smoothing error variances) with the lag. With probabilities p = 0.5 and p 22 = 0.5, 0.68 and 1, we calculated the smoothing error variances at k = 40, a time period over which stabilization is observed in Fig. 3 for the lags considered. For the three situations in question, the error variances decrease from the case of a zero-lag (corresponding to the filter) as the lag is increased; nevertheless, the rate of decrease (although monotonous) falls gradually and becomes negligible from a given lag. So, once that lag is reached, there is little benefit gained from using a larger one.
On the other hand, in agreement with the results given in Fig. 1, Fig. 4 also shows that, for any value of the lag, the smoothers perform better as p 22 decreases or, equivalently, when the observation equations are more similar in the two channels. 
Concluding Remark
For the case of white observation noise, the linear filter and fixed-lag smoother from uncertain observations, when this uncertainty is not necessarily independent, are obtained by recursive algorithms.
These results complement the study described in [13] , by dealing with the fixed-lag smoothing problem. As in [13] , the proposed filter and fixed-lag smoother use the covariance information of the signal and the observation noise, the probability that the signal exists in the observed values and the (2, 2)-element of the conditional probability matrices of the sequence which describes the uncertainty in the observations, without requiring other information from the state-space model for the signal.
The recursive filtering and fixed-lag smoothing algorithms are derived by employing the innovation technique, assuming that the covariance function of the signal is factorizable. Thus, the proposed estimators provide estimations of stationary or non-stationary signal processes.
A numerical simulation example, in which a scalar signal is transmitted through one of two channels, shows that the estimators proposed in this paper are feasible in practice.
z(k, k) =
