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SUMMARY
The identification of specific structures in three-dimensional (3D) data is an impor-
tant task in a wide variety of fields such as cell detection in microscopic images[1], tumor
segmentation in magnetic resonance images [2], and geological structure interpretation in
migrated seismic data [3]. Understanding geological structures beneath the surfaces of
the Earth, the Moon, or even Mars helps reveal underground hazards, protect groundwa-
ter aquifers, design man-made structures such as dams and tunnels, and explore mineral
deposits. Hydrocarbon depositing beneath the Earth’s surface is the world’s most impor-
tant source of energy. Products extracted or refined from hydrocarbon maintain the quality
of our lives and the normal operations of modern society by supplying electric power to
pubic and industry, heating homes, and providing fuel for vehicles and airplanes. Hydro-
carbon exploration starts from seismic surveys, which fall into two categories, onshore and
offshore. To acquire more geological information from data collected in seismic surveys,
a series of processing steps are conducted to remove noise and artifacts and create the
detailed images of various rock types and local geology in the subsurface. In processed
seismic data, interpreters identify important geological structures such as faults, fractures,
and salt domes, which are the implications of hydrocarbon reservoirs. The interpretation
of these structures infers the geology in the subsurface and helps estimate the positions and
sizes of hydrocarbon reservoirs. However, with the dramatic increase in data size, manual
interpretation is becoming more time consuming and more labor intensive. Computational
interpretation tools with high efficiency have been an urgent need in recent years.
In this dissertation, we design a framework that interactively delineates important ge-
ological structures such as faults and salt domes in seismic volumes. Within the seismic
volume, we divide seismic sections into two classes, reference and predicted ones. In ref-
erence sections, we implement interpreter-assisted workflows that delineate faults and salt
domes using their geometric representations and texture features. Then, we introduce au-
xvii
tomated tracking workflows that label target structures in predicted sections by tracking
corresponding delineated structures in reference sections through the seismic volume. To
ensure accurate tracking, we extract features along geological structures using tensor-based
subspace learning methods. Experimental results on real seismic data sets show that our





Hydrocarbon exploration is an expensive and risky process. Drilling a well nowadays costs
several millions of dollars [4], but no one can guarantee its hydrocarbon production. In
addition, hydraulic fracturing involved in well drilling may lead to various environmental
problems such as air and water pollution, soil and oil spill contamination, and even earth-
quakes. To reduce these risks, before drilling the potential profitability of a well and its
damage to environment need to be evaluated as accurate as possible . Therefore, collecting
information from Earth’s subsurface is of great importance for hydrocarbon exploration.
Subsurface imaging by seismic surveys produces the detailed images of various rock types
and local geology. In a seismic survey, sound waves from seismic sources such as vibrator
trucks (onshore) or air-guns (offshore) travel through the earth and bounce off subsurface
layers. After reflected back to the surface, these waves are captured by receivers that are
recording sensors such as geophones (onshore) or hydrophones (offshore).
Recorded data in the seismic survey, referred to as raw seismic data, can be manipulated
into a new format that infers subsurface rocks and structures after a series of processing
steps [5] such as deconvolution [6, 7], velocity analysis [8], stacking [9], and migration [10,
11]. Since migration is the last step in the seismic data processing pipeline, the processed
data in the new format are commonly referred to as migrated data. Figure 1.1 shows the
examples of raw seismic traces and one migrated seismic section. We notice that in Fig-
ure 1.1(a) raw seismic traces construct a slope since traces collected by receivers located
near the seismic source have shorter travel time. Meanwhile, these collected traces de-
scribe only a tiny region in the subsurface, which cannot provide the intuitive illustrations
of geological structures. In contrast, Figure 1.1(b) shows one migrated section, where we
can distinguish the difference among various geological structures even without any geo-
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(a) Raw seismic traces (b) Migrated seismic section
Figure 1.1: Examples of raw seismic traces and a migrated seismic section.
logical knowledge. In migrated seismic data, a trained interpreter can delineate important
geological structures that are closely related to hydrocarbon traps such as faults and salt
domes and further estimate the locations and sizes of hydrocarbon reservoirs. A successful
manual seismic interpretation requires not only geological knowledge, but also substantial
experience. With the dramatically growing sizes of seismic data collected in today’s hy-
drocarbon exploration, manual interpretation has become more time consuming and more
labor intensive. For example, a single seismic survey can generate up to one terabyte of
data daily, and seismic exploration data sets can easily reach several petabytes [12]. If
manual interpretation is the only available tool for an interpretation team, interpreters may
have to spend months and possibly years on labeling and locating all important structures
in such a dataset.
To improve efficiency and effectiveness, interpreters have begun utilizing computer pro-
grams to facilitate the interpretation process over the last decade [3]. However, imitating an
experienced interpreter possessing sufficient geological knowledge is almost impossible for
a computer because of complicated details in the subsurface. Although the implementation
of fully automatic interpretation is difficult, computer programs can extract the quantitative
features of various geological structures and assist manual seismic interpretation. Some
2
software platforms [13, 14] have successfully demonstrated their capability of reducing
both time and labor cost involved in interpretation tasks. Moreover, to increase interpre-
tation accuracy and robustness, computational interpretation methods commonly need to
involve interactivity with interpreters. In most cases, a user-friendly interactive process
may help avoid spending extensive time on tuning parameters. Therefore, computational
interpretation with limited human intervention has been gaining more space in practice
compared to the classical manual interpretation. Recently, modern seismic interpretation
tools and research directions have moved towards image processing and machine learning
algorithms.
For years, image processing theories and algorithms have been employed to assist struc-
tural interpretation and made essential contributions to the field. Structural interpretation
commonly involves two main steps, attribute extraction and structure identification. At-
tributes that capture the key components of seismic data are implicitly or explicitly derived
from signal and image processing techniques. For examples, instantaneous attributes [15]
are derived using the Hilbert transform, and spectral attributes [16, 17] are the results of
multi-resolution analysis such as continuous wavelet [18] and curvelet transforms [19]. To
identify geological structures, edge, texture, and shape information, which are important
for describing objects in natural images, are also applicable in seismic images. Edge de-
tectors [20, 21], texture descriptors [22, 23], and the Hough transform [24, 25, 26] initially
designed for nature images have showed their strong capability of identifying geological
structures in seismic images. In addition, interpretation as a complex and subjective task
relies on the human visual system (HVS). Recently, algorithms involving the HVS model
such as saliency detection [27] and color space analysis [28] have been proposed to mimic
the interpretation process by extracting the most perceptually representative features of
seismic data. As we introduced above, the richness and fast progress in image processing
and computer vision have taken the automation of structural interpretation to a higher level.
Meanwhile, we believe that seismic interpretation as a challenging problem will continue
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to impact the advancement of image processing in the future.
In recent years, the development of machine learning has shed a new light on its role
in seismic interpretation by helping geologists understand the relationships between the
large amounts of geological data or information. Machine learning models trained on input
data facilitate seismic interpretation by producing repeatable and reliable results and alle-
viate two significant issues that interpreters may encounter, interpreting large volumes of
data and understanding the relationship of various types of data simultaneously. Machine-
learning-based interpretation methods have two main schemes. One extracts multiple seis-
mic attributes based on the domain knowledge and experience of interpreters and then trains
them on machine learning models, which could be either supervised or unsupervised, such
as k-means clustering [29], the Gaussian mixture model [30], the multi-layer perceptron
(MLP) [29, 31], and the support vector machine (SVM) [29]. The other conducts attribute
extraction and structure classification on machine learning models with the input of local
patches [32, 33], which has proven to be effective on analyzing visual imagery. Instead
of extracting predefined multiple attributes, patch-based learning models are capable of
building the mapping relationships between post-stack amplitude and structure spaces and
automatically generating a group of features by taking local seismic reflection patterns into
account. Therefore, the random or coherent seismic noise and processing artifacts involved
in local patterns can be effectively identified and excluded. Without intervention by inter-
preters, patch-based learning models rely only on the appearance of geological structures
in the dataset and mimic the behaviors of interpreters to a certain extent.
Computer-assisted interpretation on seismic volumes commonly has two strategies.
One is to apply interpretation algorithms on two dimensional (2D) seismic sections. How-
ever, to achieve high interpretation accuracy, interpreters inevitably need to tune parameters
on each section, which increases time and label costs on interpretation and reduces inter-
pretation efficiency. The other is to extend interpretation algorithms designed for seismic
sections to the 3D space and then apply them on seismic volumes. Although 3D interpre-
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tation methods save time cost on tuning parameters, the time and space complexities of
these algorithms are commonly higher than or at least equal to O(n3), where n represents
the edge length of a seismic volume regarded as a cube. Methods with such high compu-
tational complexities are time consuming. In addition, 3D interpretation methods aim to
achieve accurate interpretation from a global viewpoint, which may ignore the details of
local regions. In this dissertation, we make a trade-off between 2D and 3D seismic inter-
pretation methods and design a novel framework for interactive interpretation on seismic
volumes containing important geological structures such as faults and salt domes.
The rest of this dissertation is organized as follows. Chapter 2 conducts a literature sur-
vey of computational seismic interpretation and summarizes literature related to the com-
putational interpretation of faults and salt domes. Chapter 3 presents a novel interactive
interpretation framework that delineates faults in seismic volumes using geometric features
extracted by the Hough transform. Chapter 4 extends the framework to the salt-dome in-
terpretation and labels salt-dome boundaries using texture analysis and the tensor-based
incremental learning method. Chapter 5 introduces a novel tensor-based subspace learning
method and applies it to improve salt-dome tracking, which is a vital part in the interac-





2.1 Computational Seismic Interpretation
The goal of computational seismic interpretation is to mimic the visual perception of expe-
rienced interpreters. Techniques that characterize the visual cues of migrated seismic data
can be classified into three main directions, data representation, texture analysis, and the
utilization of geological constraints.
2.1.1 Data Representation
A good representation of migrated seismic data is effective in revealing important geo-
logic features that are not apparent for interpreters. In the 1970s, geophysicists defined
subsurface regions with high reflection strength as “bright spots” [34], which indicate the
possible locations of hydrocarbon reservoirs. Reflection strength that is independent of
polarity and phase can not be simply represented by seismic traces. In [15], Taner et al.
introduce an efficient measure of reflection strength, the trace envelop, which is the instan-
taneous amplitude of the complex seismic trace. The complex seismic trace has real and
imaginary parts corresponding to seismic trace x(t) and its Hilbert transform y(t), respec-
tively, in which t represents the travel time in the subsurface. Therefore, the instantaneous
amplitude is calculated as a(t) =
√
x(t)2 + y(t)2. In addition, the instantaneous phase,
φ(t) = arctan [y(t)/x(t)], is the angle required to rotate x(t) to a(t). The instantaneous
amplitude and phase together define more instantaneous attributes [35, 36] and form the
foundation of several seismic attributes such as dip [37, 38] and coherence [39].
In addition to the complex trace representation, the time-frequency representation, which
analyzes the seismic trace in both time and frequency domains simultaneously, has also
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been widely used in computational seismic interpretation. Some geologic structures that
are not apparent in the time domain can be identified in the frequency domain. For exam-
ple, anomalies that are attributed to abnormally high attenuation in hydrocarbon reservoirs
can be recognized in the low-frequency component [40]. Typical methods used for the
time-frequency representation are the short-time Fourier transform (STFT) and the wavelet
transform (WT). However, the main shortcoming in these methods is that they do not pro-
vide time resolutions in the frequency domain as high as interpreters expect. In recent
years, more complicated methods have been proposed for time-frequency analysis such as
the synchrosqueezing wavelet transform (SSWT) [41, 42] and multiple signal classification
with empirical wavelet transform (MUSIC-EWT) [43].
2.1.2 Texture Analysis
If we analyze a seismic section as an image rather than traces, we notice that different
geological structures have different textures. For example, salt bodies have homogeneous
textures. In contrast, the textures of horizons in two-dimensional (2D) seismic sections look
like stripes with strong directionality. Textures, as a representative feature of geological
structures, can be characterized by image analysis techniques. The gray level co-occurrence
matrix (GLCM) [22] reflects the distribution of co-occurring grayscale values at a given
offset. Statistics derived from the GLCM such as contrast, energy, and homogeneity can
effectively describe textures from different perspectives. For example, the GLCM contrast
describes the intensity difference between a pixel and its neighbors. Therefore, the contrast
value of the pixel inside the salt body is close to 0. In addition, the GLCM homogeneity
shows the homogeneous property of structures along the offset direction. Horizons have
high homogeneity values if its dip is close to the offset direction.
The main disadvantage of GLCM-based attributes is their high computational complex-
ity. In addition to the GLCM, semblance is also an important attribute for structures with
strong discontinuity such as faults and fractures [44]. Semblance describes discontinuity
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using the dip and amplitude information of the local neighborhood in seismic volumes.
Recently, Shafiq et al. [45] have proposed an efficient texture attribute, the 3D gradient of
texture (GoT), which quantitatively evaluates the texture dissimilarity of local neighboring
volumes in a multi-scale manner. To imitate manual interpretation, the texture dissimilar-
ity is analyzed based on human visual perception [46]. Similar to the semblance, the 3D
GoT is sensitive to discontinuous structures and has shown its superior performance on
salt-dome interpretation [45, 46, 47].
2.1.3 Geological Constraint
Geological structures formed under complicated conditions in the subsurface commonly
have irregular shapes, which are hard to predict. However, geological constraints involved
in the formation of subsurface structures may facilitate interpretation. For example, hori-
zons formed by the deposition of rocks over different periods have strong continuity along
dips. Considering such a constraint, interpreters identify horizons using the gradient struc-
ture tensor (GST) [48], which contains gradient information in all directions. The gradient
normal to the horizon plane should be greater than those with directions parallel to the
horizon plan. Therefore, the GST of horizons has one eigenvalue that are much greater
than others, and its corresponding eigenvector determines the horizon dip [49]. In addition
to horizons, faults formed under some geological constrains have the line-like or curved
shapes in 2D seismic sections. Capturing the geometric features of faults is a main ten-
dency in fault interpretation. More computational interpretation methods on faults and salt
domes will be introduced in the following section.
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(a) (b)
Figure 2.1: (a) A normal fault near Kingman, Arizona [50], and (b) the illustration of a
fault trap [51].
2.2 Literature Survey of Computational Interpretation on Fault and Salt-dome Struc-
tures
2.2.1 Fault Interpretation
A fault is defined as a lineament or planar surface across which apparent relative displace-
ment occurs in the rocks layers. The movement of impermeable rocks and sediments along
the fault surface creates membranes that hinder the migration of hydrocarbons from source
rocks and form structural hydrocarbon traps. Therefore, faults are important geological
implications for hydrocarbon exploration, and the understanding and analysis of the com-
plicated relationships between fault networks and fractures is crucial for potential field
development. Figure 2.1a shows a normal fault near Kingman, Arizona, and Figure 2.1b
illustrates the structure of a fault trap. The formation process determines that faults have
two distinct features. One is the geological feature, which is the discontinuity along hori-
zons. The other is the geometric feature, i.e., line-like or curved shapes in 2D seismic
sections, which appear as curved surfaces in 3D seismic volumes. Fault detection meth-
ods are commonly developed based on these two features. Figures 2.2a and 2.2b contain
single and multiple faults, respectively. The discontinuity of faults can be characterized
by several seismic attributes such as coherence [39], variance [52], curvature [53], similar-
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(a) Single fault (b) Multiple faults
Figure 2.2: Examples of seismic sections containing single and multiple faults.
ity [54], entropy [55], and flexure [56]. Among them, coherence is the most popular one
for highlighting faults. Similarly, Marfurt et al. [57] calculated semblance by comparing
the dissimilarity of local regions on the two sides of a fault. Later, Gersztenkorn and Mar-
furt [58] proposed the eigenstructure-based coherence, referred to as C3 coherence, which
analyzes the eigenstructure of covariance matrices of windowed seismic traces. Instead
of calculating the eigenvalues of the covariance matrix, Yang et al. [59] proposed a com-
putationally efficient coherence algorithm based on a normalized information divergence
criterion. In addition, Li and Lu [60] combined spectral decomposition and complex coher-
ence computation to map discontinuities at different scales. To avoid false low-coherence
values in steeply dipping structures, Sui et al. [61] proposed a coherence algorithm that
analyses the eigenstructure of the spectral amplitudes of seismic traces. More recently,
Alaudah and AlRegib [62] have proposed a generalized-tensor-based coherence (GTC) at-
tribute that derives covariance matrices from the unfolding matrices of a seismic analysis
tensor along different modes corresponding to time, inline, and crossline directions, respec-
tively. In contrast to C3 coherence, GTC enhances the details of discontinuity in seismic
data. On the basis of GTC, Alaudah and AlRegib [63] implemented directional selectiv-
ity by involving a directional Gaussian preprocessing kernel and applying a 3D rotational
matrix to the corresponding covariance matrix.
Although likely fault regions can be highlighted in attribute maps, under the influence of
10
noise, the labeling of faults may not achieve reasonable accuracy. Therefore, enhancement
operations such as non-linear mapping [64] and structure-oriented filtering [65, 66] have
applied to increase the contrast between faults and surrounding structures. In addition, to
improve accuracy and reliability, since 2000, researchers have proposed various interactive
fault detection methods based on seismic attributes to delineate fault surfaces in seismic
volumes or faults in 2D sections. By assuming that a fault is continuous and barely curved,
Peterson et al. [67] proposed to utilize ant tracking or ant colony optimization algorithm
to delineate fault surfaces. Similarly, Silva et al. [68] applied the ant-tracking algorithm
on two seismic attributes, variance and chaos [69], to detects fault surfaces. In [70], Al-
BinHassan et al. applied a smoothing operator on coherence cubes in order to remove noise
and enhance faults. In the work of Cohen et al. [55], the proposed directional filters en-
hance the contrast of normalized differential entropy, and the skeletonization process [71]
extracts one-pixel-width fault surfaces from likely fault regions. In [25], Jacquemin and
Mallet proposed the cascaded Hough transform to roughly detect fault surfaces in seismic
volumes. Different from the global detection of fault surfaces discussed above, Gibson et
al. [72] designed a multi-stage approach that first highlights fault points in modified sem-
blance cubes, generates local planar patches from grouped fault points, and finally merges
small patches into large fault surfaces. In the work of Wang and AlRegib [73], the 3D
Hough transform is utilized to detect small patches from the clouds of likely fault points,
which are then merged to delineate the entire fault surface. Recently, Wu and Hale [74]
proposed to use a simple linked data structure that includes the fault likelihood, dip, and
strike to construct complete fault surfaces.
Because of the employment of 3D information, fault surfaces detected in seismic vol-
umes reveal more accurate global structures of faults than those detected from 2D sections.
However, fault interpretation methods applied on the entire seismic volume commonly
have high time and space complexity, which requires powerful computational resources.
To alleviate the limitation on computational power and simplify the detection process,
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researchers have applied image processing and computer vision techniques on detecting
faults from either seismic or time sections. Hale and Emanuel [75] proposed detecting
faults on meshed time sections by involving typical image segmentation methods such as
normalized cuts [76] and stochastic clusters [77]. In another work of Hale [66], he ap-
plied directional Gaussian filters to enhance semblance maps, selected fault points with the
largest semblance values, and connected these points to label faults. Although this method
is robust and highly automatic, false features involved in detected faults reduce labeling ac-
curacy. Recently, Zhang et al. [78] have borrowed a biometric algorithm to detect faults in
time sections under the assumption of a high resemblance between faults and the capillary
veins of human fingers. In [28], using the semblance maps of every three neighboring time
sections, Wang et al. synthesized RGB color images. By investigating the influence of the
human vision system on seismic interpretation, the proposed method converts RGB color
images to other color spaces, extracts likely faults from corresponding luminance compo-
nents, and combines likely faults under geological and connectivity constraints. Because of
the line shapes of faults in 2D seismic sections, in [26] AlBinHassan and Marfurt used the
Hough transform to detect all lines in coherence maps computed from seismic amplitude
maps. However, without noise rejection, this method labels only the rough shapes of faults.
Therefore, to overcome this drawback, Wang and AlRegib [64] proposed a fault detection
method that extracts the line features of faults using the Hough transform and removes
noisy features with geological constraints.
All fault detection methods introduced above were proposed based on typical image
processing techniques, which commonly involve some necessary parameters. The selec-
tion of parameters determines interpretation performance. Because of the existence of pa-
rameters, it is difficult for these algorithms to simultaneously achieve both high recall and
high precision when extracting faults. The common result is either an aggressive case with
higher recall (most/all true faults extracted) but lower precision (many artifacts introduced),
or a conservative one with higher precision (few artifacts introduced) but lower recall (few
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true faults extracted) [79]. To alleviate this trade-off and increase robustness and generality,
machine learning techniques have been involved in fault detection methods [80, 81] and be-
come more popular in recent years. Di et al. [82] presented an innovative workflow based
on the support vector machine (SVM) [83] to detect faults. First, three groups of seismic
attributes including edge-based, geometric, and texture ones are extracted from the ampli-
tude volume to highlight faults moderately. Second, the samples of faults and non-faulting
zones are manually picked from the amplitude volume. Third, training the SVM model on
the attributes of selected samples leads to an optimal binary classifier for volumetric pro-
cessing. Finally, applying the trained SVM model on the entire seismic volume generates
a binary volume, in which the presence of a fault is labelled as one. The accuracy of the
multi-attribute-based classification workflow depends highly on the selection of seismic at-
tributes, which should be capable of distinguishing faults and other geologic structures [84].
Because of the complexities of subsurface geology and the presence of seismic noise, most
seismic attributes fail to have robust performance on highlighting faults. Without manu-
ally choosing seismic attributes, the convolutional neural network (CNN) [85] provides a
way to learn certain seismic attributes characterizing faults from the appearance of faults
in seismic data. Di et al. [86] proposed an attribute-free fault detection method using the
CNN. Instead of using attributes as the input, the CNN-based method defines the input as
local seismic reflection patches, which have been labelled as fault or non-faulting zones,
respectively, according to the location of the central seed. Training the pre-defined CNN
on local patches builds the mapping relationship between seismic signals and fault struc-
tures. The accurate detection of faults in [86] not only verifies the capability of the CNN
in assisting fault interpretation, but also indicates greater potentials for the applications of
more advanced networks (e.g., fully convolutional networks (FCN) [87] on structure inter-
pretation. In addition, except for the labelling of training data, this whole scheme does not
require the intervention of interpreters and is applicable to vast data sets without repeated
efforts in attribute selection
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(a) (b)
Figure 2.3: (a) Jashak salt dome, known as Dashti salt dome, is located in Dashti region of












Figure 2.4: Examples of salt domes in seismic sections.
2.2.2 Salt-dome Interpretation
A salt dome is defined as a dome-shaped structure formed by the evaporation of a large
mass of salt in sedimentary rocks. Salt domes are impermeable structures that prevent the
migration of hydrocarbons and provide entrapment for oil and gas reservoirs. Figure 2.3a
shows Jashak salt dome located in Southern Iran, and Figure 2.3b illustrates the structure
of a salt-dome trap. In migrated seismic data, salt domes containing chaotic reflections
have different texture from surrounding structures formed by other types of rocks. Fig-
ures 2.4a and 2.4b illustrate two examples of salt domes in seismic sections. Therefore,
salt-dome interpretation can be treated as a structure segmentation problem in the field of
image processing and computer vision. However, the boundaries of salt domes are not eas-
ily to be identified in most geological scenarios because of the underlying physics as well
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as noisy and low-resolution data. To characterize the boundaries of salt domes, in addition
to typical seismic attributes introduced in the previous section, researchers have proposed
various novel seismic attributes in recent years. Hegazy and AlRegib [90] derived a direc-
tional attribute from the moment of the inertia tensor for gradient components to describe
the textures of salt bodies. Shafiq et al. [27] proposed a seismic attribute, referred to as
SalSi, which highlights the salient areas of a seismic image by comparing local spectral
features based on the 3D fast Fourier transform (FFT). Chopra and Marfurt [91] proposed
a seismic disorder attribute to assess randomness and the SNR of data to delineate seismic
structures such as faults and salt domes. In addition, Wu [92] proposed methods to compute
salt likelihoods highlighting salt boundaries, extract oriented salt samples on ridges of salt
likelihoods, and construct salt boundaries with selected salt samples by solving a screened
Poison surface reconstruction problem.
By defining salt-dome detection as a segmentation task, some automated workflows
have been proposed to involve image processing and computer vision techniques such as
graph cuts, edge detection, and texture analysis. Lomask et al. [93] defined seismic sections
as weighted undirected graphs, in which nodes are pixels while edges connect all pairs of
nodes. The weight of an edge is determined by the spatial distance of two corresponding
nodes and the similarity of their attribute intensity. Based on the normalized cut image
segmentation (NCIS) [76], the delineation of salt-dome boundaries can be globally opti-
mized. As an extension, Lomask et al. [94] added the local dip difference to the weight
function and involved bound constraints to remove boundary artifacts. Similarly, Halpert
et al. [95] applied the NCIS on multiple seismic attributes such as instantaneous amplitude,
dip, and instantaneous frequency and combined corresponding segmentation results using
adaptive weights. Although these NCIS-based methods can be implemented in parallel, the
high computational cost will limit their future application on high-resolution or 3D seis-
mic data. To improve the efficiency of global segmentation, Halpert et al. [96] modified
the pairwise region comparison algorithm (Felzenszwalb and Huttenlocher [97]) using the
15
refined graph structure and weight function. In contrast to NCIS-based methods with the
time complexity of O(n2), the method based on pairwise region comparison involves the
minimum spanning tree and reduces time complexity toO(n log n), where n is the number
of pixels.
Different from graph cuts, edge detection techniques are simple and have high compu-
tational efficiency. In recent years, methods based on edge detectors have been proposed to
delineate the boundaries of salt domes. Jing et al. [98] applied the 2D Sobel filter, a sim-
ple formulation of derivatives with weighted masks, on post-stack time sections to highlight
salt-dome boundaries. Without amplitude normalization, the scheme works well only when
seismic data exhibits small amplitude variations in two directions. To enhance salt-dome
boundaries in different directions, Aqrawi et al. [99] proposed a salt-body detection algo-
rithm based on the 3D Sobel detector, which involves both amplitude normalization and
dimension weighting. More recently, Amin and Deriche [21] proposed an approach that
highlights small variations in seismic data by detecting edges not only along the x, y, and
z directions but also slanted at 45◦and −45◦ using 3D Sobel filters.
As we introduced in the previous section, automated workflows based on image pro-
cessing techniques focus on describing the appearance of geological structures and are not
robust enough to complex geological scenarios. The inevitable parameter tuning requires
extra time and limits automation efficiency. Similar to fault detection, applying machine-
learning techniques on salt-dome detection has become a new trend in recent years. In the
work of Berthelot et al. [30], a feature vector is constructed for each pixel from various at-
tributes, including GLCM-based attributes [22], frequency-based attributes [100], and typ-
ical seismic attributes such as the coherence and dip [44, 101]. Based on extracted features,
the proposed method divides pixels into four classes (salt body, sub-horizontal, up-dipping,
and down-dipping reflectors) and applies a supervised Bayesian classification model to
extract salt domes. Similarly, Amin et al. [102] computed the GLCM- and GoT-based at-
tributes [22, 103] of patches centered at pixels and applied a dictionary-based classifier to
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distinguish salt-dome boundaries and surrounding non-boundary structures.
A workflow proposed by Guillen et al. [104] automatically detects salt domes from the
SEG-SEAM dataset using the extremely random trees ensemble [105] to classify attributes.
More recently, based on the k-means clustering [106] of multiple seismic attributes, Di et
al. [107] proposed an interpreter-assisted approach to highlight salt-dome boundaries in the
F3 block. To investigate the performance of various classification methods on salt-dome
detection, Di and AlRegib [108] trained six classification models including the logistic
regression, the decision tree, the random forest, the SVM, the artificial neural network,
and k-means clustering on multiple attributes including RMS amplitude, GLCM-based at-
tributes [22], the GoT [103, 109], seismic saliency [27], and Canny edge detector [110].
In [108], the good match between detected salt boundaries and original seismic images
indicates that with well-selected attributes all six classification techniques are capable of
providing reliable salt detection from 3D seismic data. To avoid the manual selection of
seismic attributes, which requires the domain knowledge and experience of interpreters,
Di et al. [111] proposed a CNN-based workflow to implement the salt-dome delineation




THE ROLE OF GEOMETRIC REPRESENTATION IN INTERACTIVE FAULT
INTERPRETATION
The movement of neighboring rock layers may lead to significant displacements along
fractures in the subsurface and form the important geological structure, faults. As effective
structural traps, faults may seal reservoir rocks and contribute to the formation of petroleum
reservoirs. As we introduced in the previous section, the formation process determines that
faults have two distinct features. One is the geological feature, which is the discontinuity
along horizons. The other is the geometric feature, i.e., line-like or curved shapes in 2D
seismic sections, which appear as curved surfaces in 3D seismic volumes. In [25, 26], the
Hough transform has been shown to be a powerful tool for detecting the geometric fea-
tures of fault detection. In this chapter, we develop a method that describes the geological
features of faults using the discontinuity attribute, extracts the geometric features of faults
using the Hough transform, and implement the interactive labelling of faults using tracking
vectors. This chapter consists of three sections. We firstly introduce 2D and 3D Hough
transforms as well as the concept of tracking vectors. Then we introduce the interactive
fault interpretation method in details. Finally we make a summary of this chapter.
3.1 Hough Transform and Motion Vectors
3.1.1 2D Hough Transform
In the field of image processing, the 2D Hough transform [24], a mapping procedure be-
tween image and the parameter spaces, has been widely used to detect the lines, circles,
and other parametric curves. Figure 3.1 illustrates a simple example of the 2D Hough
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Figure 3.1: The 2D Hough transform represents a mapping procedure between the image
space and the parameter space.
parametric equation as follows:
x · cos θ0 + y · sin θ0 = r0, (3.1)
where r0 represents the algebraic distance [112] between the line and the origin and θ0






, parameter pair (θ0, r0), which identifies a line in the image space, represents a
unique point in the parameter space as Figure 3.1b shows. Suppose that we have two
arbitrary points (x0, y0) and (x1, y1) in the image space and try to find a line fitting them.
To solve this problem, we transform two points to the parameter space, in which (x0, y0)
and (x1, y1) as parameter pairs define two sinusoidal curves. The corresponding equations
of sinusoidal curves are shown as follows:
x0 · cos θ + y0 · sin θ = r
x1 · cos θ + y1 · sin θ = r
. (3.2)
In Figure 3.1b, these two curves intersect at point (θ0, r0), which describes the blue line in
the image space passing through points (x0, y0) and (x1, y1) as Figure 3.1a shows. There-
fore, when we have a group of points in the image space, the problem of finding a set of
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Figure 3.2: The normal vector in 3D spherical coordinate system.
lines fitting them can be converted to the problem of identifying points in the parameter
space, where the largest number of sinusoidal curves intersect. We summarize the proper-
ties of the 2D Hough Transform for line detection as follows:
1. A point in the image space corresponds to a sinusoidal curve in the parameter space.
2. A point in the parameter space corresponds to a line in the image space.
3. Points on the same line in the image space corresponds to sinusoidal curves passing
through a common point in the parameter space.
4. Points on the same curve in the parameter space corresponds to lines passing through
a common point in the image space.
3.1.2 3D Hough Transform
As an extension of the 2D Hough transform, the 3D Hough transform is able to detect
planes and 3D parametric curves in 3D point clouds [113]. In the 3D space a plane is de-
fined by a normal vector and a known point on the plane. Figure 3.2 illustrates an example
of unit vector n in the spherical coordinate system, where θ represents the azimuthal angle





Figure 3.3: The mapping relationship between volume and parameter spaces in the 3D
Hough transform.
of n in the form of θ and φ is shown as follows:
n = (x, y, z) = (sinφ cos θ, sinφ sin θ, cosφ) . (3.3)
With unit normal vector n = (sinφ0 cos θ0, sinφ0 sin θ0, cosφ0) and known point r0 =
(x0, y0, z0) on the plane, we obtain the equation of the defined plane as follows:
sinφ0 cos θ0 · x+ sinφ0 sin θ0 · y + cosφ0 · z = ρ
ρ = n · r0 = sinφ0 cos θ0x0 + sinφ0 sin θ0y0 + cosφ0z0
, (3.4)
where ρ is the algebraic distance [112] from the original point to the plane.
Similar to the 2D Hough transform, the 3D Hough transform builds a mapping rela-
tionship between volume and parameter spaces. According to the parametric equation in
Eq. (3.4), one plane in the volume space is defined by θ0, φ0, and ρ0, which represents one
unique point in the parameter space. Suppose that we have three arbitrary non-collinear
points in the volume space and try to find a plane fitting them. To solve this problem,
in Figure 3.3 we transform all three points to the parameter space, in which (xi, yi, zi),
i = 1, 2, 3, as parameter pairs define three sinusoidal surfaces as the following equation
shows:
sinφ cos θ · xi + sinφ sin θ · yi + cosφ · zi = ρ, i = 1, 2, 3. (3.5)
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Surfaces in green, purple, and red pass through a common yellow point, which represents
the plane in the volume space determined by three non-collinear points. Therefore, to find
a set of planes fitting point clouds in the volume space, we need to search for points in
the parameter space, where the largest number of sinusoidal surfaces intersect. However,
searching complexity in the 3D space is much higher than that in the 2D space. Considering
the automation and efficiency of fault interpretation, we utilize the 2D Hough transform to
detect fault features.
3.1.3 Tracking Vectors
A video can be identified as a sequence of frames. In the same scene content, the successive
frames of a video are almost the same except for small differences. Such redundancy of in-
formation existing between successive frames is temporal redundancy. Reducing temporal
redundancy as a primary techniques in video coding standards is typically implemented by
defining three types of frames: I-, P-, and B-frames. We list the features of various frames
as follows:
1. I-frames as “key/reference frames” with low compression ratios have no reference to
other frames.
2. P-frames as “predicted frames” are predicted from previous reference frames, which
could be either I- or P-frames. P-frames have higher compression ratios than I-
frames, since only differences with reference frames are stored. Therefore, P-frames
cannot be reconstructed without reference frames.
3. B-frames as “bidirectional frames” are the bidirectional version of P-frames and in-
terpolated from previous and forward reference frames. B-frames have the highest
compression ratios and cannot be referenced by other P- or B-frames
Reference relationships between frames are commonly implemented by two processes,
motion estimation and compensation. Motion estimation acquires motion vectors from
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v
Figure 3.4: Motion vector v between two successive frames t− 1 and t.
successive frames by analyzing the movement of objects. With motion vectors, motion
compensation identifies matched regions in successive frames, which have strong similar-
ity. Pixel differences between matched regions as error residuals have a majority of zero or
close to zero values, which require less bits for coding and increases compression ratios.
Figure 3.4 illustrates an example of a motion vector in two successive frames. Motion vec-
tor v describes the movement of the car from frame t−1 to frame t. Although faults cannot
move in a seismic volume, strong correlations between neighboring seismic sections are
similar to those between the successive frames of videos. Therefore, we employ the con-
cept of motion vectors for fault tracking and define tracking vectors to describe the location
changes of faults. More details about tracking vectors will be introduced in the following
section.
3.2 Interactive Fault Interpretation Framework
In this section, we develop a method that interactively labels faults using the Hough trans-
form and tracking vectors. The diagram of the interactive interpretation method is shown in
Figure 3.5. In the preprocessing step, we calculate the coherence of seismic volumes, which


































Figure 3.5: The interactive fault interpretation method has two main parts, fault detection
in reference sections and fault tracking in predicted sections.
highlighted in coherence maps, we detect the feature of faults using the Hough transform,
which is a powerful tool for describing geometric shapes as we discussed above. However,
if interpreters depend only on such a detection method, they have to spend extra time on ad-
justing parameters when dealing with different seismic sections. To improve interpretation
efficiency, we attempt to utilize strong correlations between neighboring seismic sections
by borrowing the idea of I- and P-frames from video coding and processing techniques. We
divide seismic sections into two different groups, reference and predicted sections. Since
reference sections account only for a small proportion of the whole seismic volume, to en-
sure fault interpretation accuracy, we detect the faults of reference sections using the Hough
transform. In contrast, we synthesize tracked faults in predicted sections on the basis of es-
timated tracking vectors and the projections of detected faults from neighboring reference
sections. The involved fault information from reference sections simplifies the tracking
process and ensures it can be implemented almost automatically. Finally, by combining
detected and tracked faults, we yield fault surfaces in the 3D seismic volume.
3.2.1 Preprocessing
In the preprocessing step, in order to characterize faults more accurately and efficiently, we
acquire a prominent feature of faults, lateral discontinuity. This attribute is derived from
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(a) (b)
Figure 3.6: An example of a seismic section (Inline #268) and its corresponding disconti-
nuity map.
the coherence attribute proposed by Manfurt et al. [44], which outperforms other attributes
in the identification of faults by taking local dip information into account. In the pixel-wise
calculation of the coherence-based attribute, every point in seismic sections represents the
center of an analysis window that is oriented along the local horizon. By involving all
neighboring pixels in a (2rd+1)× (2rd+1) analysis window, we obtain the corresponding














S(x+ i, z + j)2

∣∣∣∣∣∣∣∣∣ , (3.6)
where x and z correspond to the crossline and depth direction, respectively, and S(x, z)
represents the intensity of seismic signals. In addition, the function |ln(·)| ensures the
nonnegativity of discontinuity values and increases the contrast between faults and coherent
features. Therefore, points with greater discontinuity values have the higher possibility of
being located in faults. In contrast, points, which have discontinuity values close to zeros,
correspond to coherent features. Figure 3.6 shows an example of a seismic section and its
corresponding discontinuity map. In Figure 3.6a, the intensity values of seismic images
have been normalized between −1 and 1. In Figure 3.6b, we notice that bright regions
correspond to likely fault regions, and dark regions indicate coherent features.
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(a) (b)
Figure 3.7: (a) Binary image B containing likely fault points; (b) sinusoid curves mapped
from fault points
3.2.2 Fault Detection in Reference Sections
Line Feature Extraction Using the Hough Transform
On the basis of calculated discontinuity maps, we attempt to label faults in a reference
section using the Hough transform. Since the shapes of faults are commonly lines and flat
curves in seismic sections, we can extract the line features of faults from likely fault regions
using the Hough transform. To identify likely fault regions, we apply threshold TH on the
discontinuity map and obtain binary image B as follows:
B(x, z) =

1, if D(x, z) ≥ TH
0, otherwise
. (3.7)
Figure 3.7a shows binary image B obtained based on the binarization of the discontinuity
map in Figure 3.6b. Furthermore, we transform every likely fault point to the correspond-
ing sinusoidal curve in parameter space θ-r and identify points where the largest number of
curves intersect. In Figure 3.7b, color values represent the number of intersecting curves.
Therefore, we select intersections from green areas labeled by white rectangles. Finally,
by mapping these selected intersections back onto the image space, we extract line features





































































































































Figure 3.8: The process of false feature removal: (a) types of false features, (b) a fitted
fault based on the midpoints of all lines, (c) the illustration of absolute distance, and (d)
the illustration of lateral distance.
adjust two important parameters. One is the number of selected intersections, which deter-
mines the number of detected lines in the image space. The other parameter is the slope
interval of detected lines, which is constrained by fault orientations. However, interpreters
can avoid spending time on optimally adjusting parameters since incoherent anomalies in
extracted line features will be removed in the following step.
False Feature Removal
Because of the limitation of the Hough transform, it is inevitable that detected results con-
tain some false features that violate geological constraints. According to the locations of
false features, we classify them into two types as shown in Figure 3.8a. The line inside the
dashed box, which is isolated from the others, is an outlier, since the line features of faults
should appear around fracture surfaces in natural scenarios. In addition, the lines labeled
by the solid box, located in close proximity, represent a neighboring group, which describe
the same fault region and should be merged into one. To filter out these false features, we
introduce a double-threshold method with a diagram shown at the top of Figure 3.5. Before
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 , i = 1, 2, · · · , NF , (3.8)
where (xs,i, zs,i) and (xe,i, ze,i) represent the coordinates of the starting and ending points
of Fi, respectively. The indices, i = 1, 2, · · · , NF , increase with the depth positions of
detected lines in seismic sections, and NF represents the total number of line features. In









, i = 1, 2, · · · , NF . (3.9)
In Figure 3.8b, stars indicate the midpoints of all lines.
Since one seismic section may contain several faults, first of all, we must classify the
detected lines into different groups and ensure that lines in each group belong to the same
fault. To solve this clustering problem, we apply the K-means clustering algorithm on the
midpoints of all lines and obtain the optimal partition by tweaking initial means. Further-
more, to remove outliers, in each group, we need to define the distance between one feature
and the others. Therefore, we conduct the linear regression analysis of all midpoints and
generate a fitted line that roughly describes the position of a real fault. As Figure 3.8b
depicts, the red line is fitted from all green midpoints.
After grouping features and synthesizing fitted faults, to determine whether one de-
tected line is a false feature or not, we define two distances, absolute distance (AD) and
lateral distance (LD). Absolute distance, representing the position relationship between




‖Fi−1 − Fi‖F , (3.10)
where ‖·‖F represents the Frobenius norm. The geometric definition of AD is derived
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from the quadratic mean of lines ls and le, which connect the starting and ending points of
Fi−1 and Fi, respectively, as Figure 3.8c illustrates. In contrast, lateral distance, labeled in
Figure 3.8d, describing the offset distance between one feature and the fitted fault, is geo-
metrically defined as the projection of the vector connecting mi and mf onto the direction
perpendicular to Fi, as the following equation shows
LD = |(mi −mf ) · vi,⊥| , (3.11)
where mf is the midpoint of the fitted fault and vi,⊥ represents the unit vector perpendic-
ular to Fi. Using the pre-defined AD and LD, the double-threshold method removes false
features, the details of which are provided in the following pseudo-code:
Algorithm 1 False feature removal
1: for i← 1 to NF do
2: if LD ≥ TL then
3: Fi ← Fi−1
4: else
5: if AD ≤ TA then






where function L(·) calculates the length of detected lines and TL and TA are two thresh-
olds employed for removing false features based on obtained LDs and ADs. If the LD of
Fi−1 is greater than TL, it indicates that Fi−1 is an outlier isolated from the other lines
and needs to be discarded. In addition, if the AD of Fi−1 is less than TA, it suggests that
Fi−1 and Fi belong to a neighboring group and need to be merged into a longer one. After
examining all detected lines from top to bottom and removing false ones, we obtain the
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Figure 3.9: The process of fault labeling: (a) the remaining lines after false feature removal,
(b) initial labeling, (c) the searching results based on the discontinuity map, (d) optimized
labeling, and (e) the labeled fault.
Fault Labeling
On the basis of the remaining lines, we attempt to label faults as accurately as possible.
Before introducing our labeling strategy, we first define matrix L0 = (x0, z0), in which x0
and z0 contain the x and z coordinates of all points in the remaining lines, respectively. The
most straightforward way to delineate faults is to use additional lines to connect these re-
maining lines in order. As illustrated in Figure 3.9b, the remaining lines connected by blue
lines depict the initial shape of the fault. However, since we connect the remaining lines
without involving any geological information, the initial labeling, denoted Lc = (xc, zc), is
not accurate.
To obtain a more accurate delineation of faults, we need to employ discontinuity maps
that characterize the geological features of faults. In point-wise labeling, we denote the
coordinates of points in Lc as (xc(j), zc(j)), j = 1, 2, · · · . Since faults in seismic sections
are near-vertical, to avoid damaging the structures of the labeling results, for each zc(j),
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we search along the crossline (horizontal) direction at radius rs and identify new fault point
(xm(j), zc(j)) with the greatest local discontinuity value. Eq. (3.12) demonstrates this
searching process as follows:
xm(j) = arg max
x∈[xc(j)−rs,xc(j)+rs]
D (x, zc(j)) . (3.12)
The green curve in Figure 3.9c represents searching result Lm = (xm, zc). Therefore, we
have two candidates for labeling faults. One is Lc from the initial labeling, and the other
is Lm from Eq. (3.12). Since both candidates have the same depth coordinates zc, for each
zc(j), we need to determine the position of the fault point between xc(j) and xm(j). To
measure the relative influence of xc and xm, we have an objective function as follows:
xs = arg min
x
λc‖x− xc‖22 + λm‖x− xm‖22, (3.13)
where λc and λm, which have a sum of one, determine the weights of xc and xm, respec-
tively. Since Lm has a jagged shape, which does not match the real geological structure of
faults, to achieve a balance between the accuracy and smoothness of faults, we commonly
set λc slightly greater than λm; for example, λc = 0.6, and λm = 0.4. In addition, to
filter out high-frequency components, we apply a smoothing filter on xs and obtain the op-
timized labeling, Ls = (x̂s, zc), depicted as the red curve in Fig. 3.9d. Finally, we connect
the remaining lines in Figure 3.9a with the curve in Figure 3.9d, which is more geologically
reasonable, and yield the labeled fault, as Figure 3.9e shows.
3.2.3 Fault Tracking Through Predicted Sections
Although the detection method introduced above shows accurate fault labeling results, it
requires the tuning of several parameters, such as thresholds TH , TL, and TA and weights λc
and λm. To further improve interpretation efficiency, we employ the detection method only
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Figure 3.10: The process of tracking-vector-based projection.
referred to as “predicted sections.” As Figure 3.5 shows, the tracking method contains two
main parts, tracking-vector-based projection and tracked fault synthesis.
Tracking-Vector-Based Projection
In the tracking process, w project detected faults onto the most suitable positions in pre-
dicted sections, which utilizes fault information in reference sections. These projected po-
sitions are indicated by tracking vectors, the concept of which is similar to motion vectors
in video coding. Figure 3.10 illustrates the process of the tracking-vector-based projection,
in which x, y, and z correspond to the crossline, inline, and depth directions, respectively.
In one reference section, we denote detected fault Lr = (xr, zr), in which xr and zr con-
tain the x and z coordinates of all points. Fault segments, denoted li,r, i = 1, 2, · · · , are
the subsets of Lr and identified by an analysis window with length rt moving along the
detected fault. In the piecemeal projection, we project segment li,r onto a target predicted
section along the inline direction and keep all coordinates of li,r unchanged in the predicted
section. In Figure 3.10, a fault segment in a dashed analysis window is projected onto the
predicted section as a dashed red curve. Since fault surfaces are commonly not parallel to
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Figure 3.11: (a) The illustration of overlaps in the crossline direction, (b) projected faults
Lp1 and Lp2 and line Lpm with the largest discontinuity values, and (c) the synthesized fault
based on fault tracking.
predicted section. Therefore, to identify the accurate positions of faults, we search for the
optimal tracking vector in different directions under the constraint of maximizing the total
discontinuity value of all points in li,r. The objective function, which determines tracking
vector vi, is




Dp(li,r(n) + v), (3.14)
where |li,r| defines the length of li,r, Dp corresponds to the discontinuity map of the pre-
dicted section, and li,r(n) = (xi,r(n), zi,r(n)) represents the coordinates of the n-th point in
li,r. Finally, obtained tracking vector vi moves all points in li,r to new positions, as shown
in Eq.(3.15):
li,p(n) = li,r(n) + vi, n = 1, 2, · · · , |li,r| . (3.15)
In Figure 3.10, projected fault segment li,p is labeled by the solid red line in the predicted
section. As we mentioned above, the moving of the analysis window identifies the fault
segments of the detected faults. Since the moving step is smaller than the length of these
segments, overlapping between neighboring fault segments in reference sections may prop-
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agate to the predicted section. As dashed lines in Figure 3.11a depict, the projections of
three neighboring fault segments overlap in the crossline direction. To synthesize more
reliable projected faults, we average the x-coordinates of these overlaps and connect the
averaged results with the remaining non-overlapped projections. In addition, since the pro-
jection is bi-directional, every fault in the predicted section can be delineated based on
projected faults from the two neighboring reference sections. In Figure 3.11b, we define
two projected faults as Lpi = (xpi , zpi), i = 1, 2, which will be involved in the synthesis of
tracked faults.
Tracked Fault Synthesis
Although projected faults, Lp1 and Lp2 , contain fault information propagated from refer-
ence sections, to synthesis tracked faults with high accuracy, we need to employ discon-
tinuity information by defining another line, Lpm = (xpm , zpm), in the predicted section.
Every point of Lpm has the largest discontinuity value in the crossline interval between Lp1
and Lp2 . As Figure 3.11b shows, the length of Lpm is determined by the overlapped region
of Lp1 and Lp2 in the depth direction, referred to as |zpm | = |zp1 ∩ zp2|, where |·| indicates
the number of points in the overlap of projected faults. For the n-th point in zpm , we obtain
its corresponding x-coordinate by searching between Lp1 and Lp2 as follows:
xpm(n) = arg max
x∈[xp1 ,xp2 ]
Dp (x, zpm(n)) , n = 1, 2, · · · , |zpm | , (3.16)
where xp1 and xp2 represent the x-coordinates of zpm(n) in Lp1 and Lp2 , respectively.
On the basis of lines Lp1 , Lp2 , and Lpm , we attempt to synthesize tracked faults in
predicted sections. Since Lp1 and Lp2 have different lengths in the depth direction, we
divide the tracked fault into two parts. One is synthesized from the overlapped regions of
Lp1 , Lp2 , and Lpm , as depicted in Figire 3.11b, and the other contains the remaining parts
of Lp1 and Lp2 . We define the first part of the tracked fault as Lt1=(xt1 , zpm), in which we
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obtain xt1 as follows:





∥∥x− x′p1∥∥22 + λp2 · ∥∥x− x′p2∥∥22)
+ µm ‖x− xpm‖
2




where x′p1 and x
′
p2
represent the x-coordinates of Lp1 and Lp2 in the overlapped regions,
respectively. ‖x‖22 is the normalization item, and
√
δ is the ratio of the minimum length
of tracking vectors and the largest x-coordinate. µp and µm, the sum of which equals one,
correspond to the weights of the projected faults and Lpm . Since we mainly depend on
the projected faults in the predicted sections, µp is slightly greater than µm; for example
µp = 0.6 and µm = 0.4. When the tracking process is applied on predicted sections, which
correspond to same reference sections, parameters µp, µm, and δ remain unchanged. λp1




, i = 1, 2 , (3.18)
where N1 and N2 represent the difference of inline coordinates between the predicted sec-
tion and the two reference sections. We notice that λpi negatively correlates to Ni, which
means that the reference section closer to the predicted section corresponds to a higher
weight, as the objective function in Eq. (3.17) shows. Synthesized part Lt1 is illustrated
in the overlapped region of Fig. 3.11c. Finally, we connect the remaining parts of Lp1 and
Lp2 , denoted Lt2 , with Lt1 , which yields the tracked fault, as shown in Figure 3.11c.
3.2.4 Fault Similarity Index Measurement
By employing the interactive fault interpretation method based on the 2D Hough transform
and tracking vectors, we can semi-automatically delineate faults in the seismic sections of
3D seismic data. To evaluate the performance of this method, we introduce a fault sim-
ilarity (FauSIM) index that measures the similarity between semi-automatically extracted
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results and faults picked by experienced interpreters. Figure 3.12a illustrates an example
of an extracted fault and its corresponding manually picked fault. The FauSIM index is
developed based on the Fréchet distance [114], which can more accurately measure the
similarity between two curves than the Haudorff distance [115] by taking the continuity
of curves and the ordering of sampling points into account. To intuitively understand the
Fréchet distance, we assume a situation, in which a man and his dog walking on two differ-
ent paths vary their speeds but do not walk backwards. Under these conditions, the Fréchet
distance between the two curves is the minimum length of a leash necessary when the man
and the dog move along two separate curves from the starting points to the end points.
Typically we calculate the Fréchet distance in Euclidean space S. Curves A and B in S
are defined by two continuous mappings, A : [0, J ] → S, and B : [0, K] → S, which
map walking distances to vectors in S. J and K represent the length of the two curves,
respectively. In addition, we define another two continuous and non-decreasing functions
within the interval of [0, 1], α(t) and β(t), where α(0) = 0, α(1) = J , β(0) = 0, and
β(1) = K. Both functions map normalized walking time t to the walking distance in each
path, respectively. Therefore, based on these pre-defined functions, the Fréchet distance






d (A (α(t)) , B(β(t)))
}
, (3.19)
where d(·) is the distance function defined in S, referred to as ‖·‖2. Figure 3.12b illustrates
an example of the Fréchet distance, where black lines connect matched points in curves A
and B, and the Fréchet distance is the length of the magenta line, which corresponds to the
longest connection.
According to the defined Fréchet distance, we attempt to numerically describe local
and global similarity between labeling results and the ground truth using local and global


























Figure 3.12: (a) the comparison of an extracted fault and its ground truth labeled by inter-
preters, and (b) The Fréchet distance between curves A and B can be represented by the
length of the magenta line.
lengths, we focus on comparing the local similarity of only overlapped regions in the depth
direction and evaluate the similarity of remaining parts in the global item of the FauSIM
index. To compare the local details of an extracted fault and a manually picked fault, for
any z-coordinate in the overlapped region, we define an analysis window with length rf that
identifies a pair of line segments, as Fig. 3.12a shows. Therefore, by moving the analysis
window along the overlapped region and calculating the Fréchet distance of every pair of
local segments, we can obtain a sequence of distances, d = (di)
Nd
i=1, whereNd is the number
of the pairs. To increase the reliability of the local item, we employ discontinuity values as
the weights of obtained distances in d. For each pair of local segments, the corresponding
weight, denoted D̄i, i = 1, 2, · · · , Nd, is defined as the average discontinuity value of
the segment extracted by the moving of the analysis window along the extracted fault.


















In Eq. (3.20), we use exp(−D̄i) instead of D̄i as weights in order to add penalties to the
local segments of extracted faults, which are not located around incoherent regions. For
two pairs of local segments with the same Fréchat distance, the one with smaller D̄i cor-
responds to a relatively greater weighted distance in Eq. (3.20). Therefore, greater µd and
σd represent lower similarity between extracted faults and manually picked faults. In the
FauSIM index, µd and σd constitute the main part of the local item.
In addition to the comparisons of local segments in overlapped regions, we also need
to consider the influences of remaining parts, denoted Lb and Le as Figure 3.12a shows,
on the similarity of extracted faults to manually picked faults. The appearance of Lb and
Le results from the different positions of the starting and ending points of two compared
curves. To employ the influences of Lb and Le in the FauSIM index, we define db and de
illustrated in Fig. 3.12a as the lengths of lines connecting the starting and ending points
of curves, respectively. From another perspective, db can also be regarded as the Fréchet
distance between Lb and the starting point with a smaller z-coordinate, denoted Pb in Fig-
ure 3.12a. Similarly, de represents the Fréchet distance between Le and the ending point
with a larger z-coordinate, denoted Pe in Figure 3.12a. In addition, we define dmax as the
Fréchet distance of two entire curves. Therefore, db, de, and dmax form the main part of the
global item in the FauSIM index.
Based on obtained parameters µd, σd, db, de, and dmax, we define the FauSIM index,
which numerically characterizes local and global similarity between labeling results and
manually picked faults using local and global items. The expression of the FauSIM index
is shown as follows:






dmax + cbdb + cede





where α and β are normalization items determined empirically for local and global items,
respectively, and cb and ce represent the weights of db and de, respectively. Since function
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exp(·) defined on negative real numbers has a range of 0 to 1, we apply it in the FauSIM
index for normalization. cb and ce are defined as the ratios of the lengths of Lb and Le and
the length of the extracted fault, respectively. Therefore, according to the expression of
FauSIM in Eq. (3.21), the greater FauSIM value represents higher similarity between the
semi-automatically labeled fault and the manually picked fault and vice versa.
3.3 Experimental Results
To verify the reliability and robustness of the interactive fault detection and tracking meth-
ods, in this section, we apply this interpretation method to detect faults in real seismic
datasets and involve the FauSIM index as an objective measure. The selected 3D seismic
dataset, acquired from the 16 × 24 km2 Netherland offshore F3 block in the North Sea,
contains typical geological structures such as faults and salt domes [116]. In this dataset,
the inline number ranges from #100 to #750, and the crossline number ranges from #300
to #1250. In addition, in the time direction, the dataset has a range of 0 ms to 1848 ms in
4ms steps. Therefore, the 3D dataset has a size of 651× 951× 463. In the following exam-
ples, we focus on two separate local volumes that contain different faults. One has a major
fault illustrated in Figure 3.6a. The other contains multiple small faults, and Figure 3.13
illustrates one of its seismic sections.
3.3.1 Fault Detection in Reference Sections
The first step of detecting faults in seismic sections is to apply threshold TH = 0.9 on the
discontinuity map of the seismic section. The obtained binary image, shown in Figure 3.6a,
highlights likely fault regions. Furthermore, we extract fault features from the highlighted
likely fault regions using the Hough transform and label them as yellow lines in the magni-
fied seismic section shown in Figure 3.14a. The red line in Figure 3.14a, which represents
a fitted line, helps define the lateral distance and identify outliers. By selecting thresholds
TL = TA = 5, we remove outliers and merge neighboring groups. In Figure 3.14b, the
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Figure 3.13: The seismic section of a local volume that contains multiple faults
remaining features, connected by blue lines, form the initial labeling of a fault, denoted as
Lc in the previous section. Since the connection of neighboring features does not involve
any geological constraint, to obtain more accurate detection result, we search horizontally
within radius rs = 2 and identify locations with the largest discontinuity values. Fig-
ure 3.14c illustrates the searching result, Lm. On the basis of Eq. (3.13), we combine Lc
and Lm with the corresponding weights λc = 0.6 and λm = 0.4, respectively. After ap-
plying a smoothing filter on the combined result, we obtain the optimized labeling shown
in Figure 3.14d. Finally, by connecting the remaining features with the optimized labeling,
we delineate the fault, shown in Figure 3.14e.
To evaluate the accuracy of the fault detection method based on the Hough transform,
we compare the detected fault in Figure 3.14f with a manually picked fault. From the
subjective point of view, we notice the strong similarity between the detected fault and the
manually picked fault. To compare the performance of the detection method, we implement
an efficient fault detection method proposed by D. Hale in [66] and include its detected re-
sults as a benchmark. Hale’s method first smooths along fault orientations and delineates
faults by identifying points with the largest discontinuity values on the horizontal direction.
However, without involving geological constraints in the labeling process, the appearance
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(a) (b) (c) (d) (e) (f) (g)
Figure 3.14: The process of fault labeling, (a) extracted fault features and the fitted line,
(b) remaining features after false feature removal form the initial labeling, (c) searching
results based on the discontinuity map, (d) the optimized labeling, (e) the detected fault,
(f) the fault (yellow) detected by our fault detection method and the manually picked fault
(green), and (g) the fault (yellow) labeled by Hale’s method [66] and the manually picked
fault (green).
of outliers in Figure 3.14g degrades the similarity between the detected fault and the manu-
ally picked fault. From the objective point of view, Table 3.1 shows the FauSIM indices of
detected faults. In the inline section containing only a single fault (#268), the fault detected
by our method has a FauSIM index greater than that detected by Hale’s method, which
complies with our subjective impression.
The example in Figure 3.14 shows that the detection method based on the Hough trans-
form has capability of detecting faults in seismic sections that contain simple faults. In






Figure 3.15: The detection of multiple faults, (a) the discontinuity map of Inline #244, (b)
highlighted likely fault regions, (c) detected features in different groups labeled by different
colors, (d) remaining features after removing false features, (e) the initial labeling of faults,
(f) detected faults with geological constraints involved, (g) the comparison between faults
detected by our detection method and the manually picked fault, and (h) the comparison
between faults detected by Hale’s method and the manually picked fault.
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Table 3.1: The FauSIM indices of faults detected by different detection methods in seismic
sections
Inline Section Our Method Hale’s Method [66]
#268 (Single Fault) 0.8487 0.7402
#244 (Multiple Faults) 0.8127 0.7719
only difference is to divide detected features into groups, the number of which is deter-
mined by interpreters and coincides with the number of faults. Figure 3.15a shows the
discontinuity map of Inline #244, and Figure 3.15b illustrates likely fault regions extracted
from Figure 3.15a. By observing the seismic section in Figure 3.13, we distinguish six
apparent faults. Therefore, on the basis of the positions and slopes of faults, we apply
k-means clustering method on the midpoints of detected fault features to classify detected
features in Figure 3.15c into six groups and label them by different colors. After removing
false features, we obtain the remaining features of each group, as Fig. 3.15d illustrates. In
Figure 3.15e, the line connection of neighboring features in each group forms the initial
labeling of faults. In the end, by involving the discontinuity information, we detect faults
with high accuracy as Figure 3.15f shows. In Figure 3.15g, we compare the detected faults
with manually picked faults in dashed lines and subjectively conclude that the detected
results closely resemble manually picked faults. In contrast, Figure 3.15h illustrates the
comparison between manually picked faults in dashed lines and faults detected by Hale’s
method, in which the main difference comes from the deviations of yellow and green faults.
To objectively compare the performance of our and Hale’s methods, in Table 3.1, we list
the FauSIM indices of faults detected in different seismic sections. For the seismic section
containing multiple faults, the corresponding FauSIM index is the mean of the similarity
indices of all detected faults. We notice that our method has greater FauSIM indices than
Hale’s method, which is consistent with our subjective assessment. Parameters involved in
the process of fault detection are TH , TL, TA, rs, λc, and λm, all of which are determined
empirically. However, because of the similar structures of faults in one dataset, users do
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(a) (b) (c) (d) (e) (f) (g)
Figure 3.16: The synthesis of the tracked fault in Inline #258, (a) the reference fault de-
tected in Inline #248, (b) the reference fault detected in Inline #268, (c) the projected fault,
Lp1 , in solid curve, (d) the projected fault, Lp2 , in solid curve, (e) Lp1 , Lp2 , and Lpm for the
synthesis of the tracked fault, (f) the comparison between the tracked fault (yellow) and the
manually picked fault (green), and (g) the comparison between the detected fault (yellow)
and the manually picked fault (green).
not need to change or only need to slightly change the values of certain parameters when
detecting faults in different seismic sections.
3.3.2 Fault Tracking Through Predicted Sections
If we depend only on the detection method, the tweaking of parameters in each section
may reduce interpretation efficiency. Therefore, on the basis of detected faults in reference
sections, we conduct the fault tracking method to label faults in predicted sections. In
the local volume containing the single fault, we detect faults using the detection method
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in two reference sections, Inline #248 and Inline #268. To synthesize the tracked fault in
Inline #258, we project faults detected in reference sections onto the target section and
keep the positions of faults unchanged. As Figures 3.16a and 3.16b illustrate, in magnified
Inline #258, dashed curves represent the detected faults of reference sections. By moving
an analysis window with length rt = 30 along each reference fault, we obtain a group
of fault segments, which overlap on the depth direction because of smaller moving step
rm = 5. According to the constraint in Eq. (3.14), for each fault segment, we search
in different directions to identify the corresponding tracking vector, which shifts the fault
segment to the most discontinuous position. After merging all shifted fault segments, we
obtain projected faults, Lp1 and Lp2 , as the solid curves shown in Figures 3.16c and 3.16d,
respectively. In the synthesis of tracked faults, we focus on the overlaps of projected faults
on the depth direction. To increase the accuracy of the tracked fault, we define line Lpm
between Lp1 and Lp2 , every point of which corresponds to the largest discontinuity value on
the crossline direction. The white curve in Figure 3.16e represents Lpm obtained in Inline
#258. On the basis of Lp1 , Lp2 , and Lpm , we can synthesize the tracked fault according to
the objective function in Eq. (3.17). In this function, parameters λpi , i = 1, 2, depend on
the distance between the predicted section (Inline # 258) and two reference sections (Inline
#248 and #268). Therefore, in this case, λp1 = λp2 = 0.5. On the other hand, parameters
µp and µm are determined empirically. To reduce the influence of the zig-zag shape of Lpm ,
we choose µp = 0.6 and µm = 0.4. In Figure 3.16f, we label the tracked fault in yellow and
compare it with the manually picked fault in green. Because of involving fault information
from two reference sections, the tracked fault in Figure 3.16f shows strong similarity to
the manually picked fault. In contrast, we extract the fault depending only on the detection
method and compare it with with the manually picked fault in Figure 3.16g. We notice that
the most parts of the detected fault are similar to the manually picked fault, except for the
major deviation in the upper area. To objectively compare faults labeled in Figures 3.16f
and 3.16g, we list the corresponding FauSIM indices in Table 3.2. For Inline #259, the
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Table 3.2: The comparison of FauSIM indices between tracked and detected faults in seis-
mic sections
Inline Section Tracked Faults Detected Faults
#258 (Single Fault) 0.8632 0.8321
#249 (Multiple Faults) 0.8094 0.7611
tracked fault has greater similarity index than the detected one, which complies with our
subjective observation. Since the detection method focuses only on one seismic section,
ignoring the coherency between neighboring sections leads to a limitation of similarity.
As we introduced above, Figure 3.16 illustrates the process of synthesizing tracked
faults. To show the robustness of the tracking method, we apply it on a local volume con-
taining multiple faults. In the synthesis of tracked faults, we first detect faults in selected
reference sections (Inline #244 and Inline #254) and label them by dashed curves depicted
in Figs. 3.17a and 3.17b, respectively. Different colors distinguish different faults. For
each detected fault, we define a group of fault segments and search in different directions
to determine the most discontinuous projected positions. After merging shifted fault seg-
ments, we yield projected faults, Lp1 and Lp2 , and label them by solid curves as Figs. 3.17c
and 3.17d illustrate. We notice that faults projected from Inline #244 are different from
those projected from Inline #254. The main reason is the termination of faults in predicted
sections. Therefore, in the tracking process, we focus only on faults appearing in both ref-
erence sections such as faults labeled by cyan, red, green, white, and blue in Figure 3.17.
For a fault detected in only one reference section such as the yellow fault projected from
Inline #244 and the magenta fault projected from Inline #254, interpreters need to decide
whether this fault exists in the target predicted section by previous experience. In Fig-
ures 3.17e and 3.17f, we compare the manually picked fault in orange with tracked faults
and detected faults, respectively. By only observing results shown in Figs. 3.17e and 3.17f,
we can not easily decide which one is better, since detected faults are also similar to the





Figure 3.17: The synthesis of tracked faults in Inline #258, (a) reference faults detected in
Inline #244, (b) reference faults detected in Inline #254, (c) projected faults, Lp1 , in solid
curves, (d) projected faults, Lp2 , in solid curves, (e) the comparison between tracked faults
in Inline #249 and the manually picked fault, and (d) the comparison between detected
faults in Inline #249 and the manually picked fault.
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FauSIM indices of tracked and detected faults, we can objectively evaluate the similarity to
the manually picked fault. According to FauSIM indices shown in Table 3.2, we conclude
that tracked faults have high similarity than detected faults, although in Fig. 3.17e the red
and green faults overlap at the beginning area.
3.3.3 Overall Comparison
According to our previous experiments, we can extract fault surfaces using three different
strategies. One is to apply Hale’s method to detect faults in each seismic section, and an-
other is to implement the fault detection of each seismic section using our detection method.
The third strategy is a combined method that first detects faults in selected reference seismic
sections and synthesizes tracked faults in predicted sections by involving fault information
obtained from reference sections. To compare the performance of different strategies on
labeling faults, we apply those methods to the local seismic volume containing the sim-
ple fault, the inline number of which ranges from 248 to 286 with step 2. In this volume,
we select three reference sections (Inline # 248, #268, and # 286) and regard remaining
ones as predicted sections. The 3D fault surface delineated by the combined method is
shown in Fig. 3.18. In addition, Fig. 3.19 shows the FauSIM indices of faults delineated
in each seismic section by different strategies, and Table 3.3 lists the corresponding means
and standard deviations. Although we notice that in some seismic sections, faults obtained
from our detection method are slightly more similar to manually picked faults than those
detected by the combined method, means in Table 3.3 show that for this local volume the
combined method has better performance. In contrast to the combined method, which
employs information from multiple reference sections, our detection method has a lower
standard deviation, which demonstrates its robustness on fault detection.
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Figure 3.18: 3D fault surfaced delineated by the combined method.
number Inline # Proposed Dete
Combined Method
(Detection + Tracking) Hale's Method
25 248 0.839 0.839 0.8058
26 250 0.8017 0.7729 0.6678
27 252 0.7796 0.8094 0.701
28 254 0.812 0.8176 0.723
29 256 0.8336 0.8941 0.8268
30 258 0.8321 0.8632 0.7606
31 260 0.731 0.754 0.7153
32 262 0.8557 0.8241 0.7015
33 264 0.7869 0.751 0.7558
34 266 0.8412 0.82528 0.7439
35 268 0.8487 0.8487 0.7402
36 270 0.8344 0.8842 0.7486
37 272 0.8382 0.8615 0.8275
38 274 0.8102 0.8325 0.7335
39 276 0.8706 0.8701 0.7958
40 278 0.8638 0.8633 0.807
41 280 0.8552 0.8437 0.7846
42 282 0.7945 0.8509 0.7162
43 284 0.7786 0.8225 0.7529
44 286 0.791 0.791 0.6308
mean 0.8199 0.830949 0.74693
















The FauSIM Indices of Faults in Seismic Sections 
Detected by Various Methods
Proposed Detection Method
Combined Method (Detection + Tracking)
Hale's Method
Figure 3.19: The FauSIM indices of faults in each seismic section (From Inline #248 to
Inline #286) delineated by different detection methods.
Table 3.3: The means and standard deviations of FauSIM indices in Fig. 3.19
Different Methods Mean Std. Dev.
Our Detection Method 0.8197 0.0355
Combined (Detection + Tracking) 0.8308 0.0400
Hale’s Method 0.7488 0.0512
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3.4 Summary
In this chapter, we introduced an interactive interpretation framework that delineated faults
in seismic volumes using their geological and geometric features. The geological feature of
faults is their discontinuity along horizons. The geometric feature of faults is their line-like
or curved shapes in seismic sections, which appear as curved surfaces in seismic volumes.
To improve the efficiency of fault interpretation, we classified seismic sections into ref-
erence and predicted ones by borrowing the concept of I- and B-frames in video-coding
techniques and applied different strategies on the two types of sections. In the reference
sections, we utilized discontinuity maps to highlight discontinuous regions along horizons,
referred to as likely fault regions, and employed the Hough transform to extract the line
features of faults. Because of the appearance of noise and the limitation of the Hough
transform, it was inevitable that detected results contain some false features that violate
geological constraints. To remove false features, we characterized geological constraints
using the spatial relationships of detected features. The connection of remaining features
determines the accuracy of fault labeling. Simply connecting features using lines depicts a
rough shape of a fault. However, such labeling is not accurate since lines connecting fea-
tures involve no geological information. To improve interpretation accuracy, we searched
horizontally along the initially labeled fault for the highest discontinuity value and obtained
another candidate. The combination of these two candidates forms the optimal labelling of
faults in reference sections. For predicted sections, we synthesized tracked faults using
ones detected from two reference sections for high accuracy. We utilized the discontinuity
attribute to estimate tracking vectors, which projected the local segments of faults labeled
in reference sections to the corresponding position in the target predicted section. The opti-
mal combination of fault segments projected from reference sections involves discontinuity
and spatial constraints. Faults labeled in reference and predicted sections form the fault sur-
face in the seismic volume. To evaluate the performance of the interactive framework on
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fault interpretation, we introduced the fault similarity (FauSIM) index that describes the
similarity between detected faults and manually picked faults. The FauSIM index based
on the Fréchet distance compares both the local and global structures of faults. Experi-
mental results showed that the interactive framework has the capability to accurately detect




TEXTURE ANALYSIS AND NOISE-ADJUSTED TENSOR-BASED
INCREMENTAL LEARNING IN INTERACTIVE SALT-DOME
INTERPRETATION
A salt dome as a dome-shaped structure is formed by the evaporation of a large mass of salt
in sedimentary rocks. Salt domes that are impermeable structures prevent the migration of
hydrocarbons and provide entrapment for oil and gas reservoirs. Figure 4.1 illustrates an
example of a salt dome in one seismic section. We notice that the top boundary of a salt
dome usually has a cap rock, which appears in migrated seismic data as areas with high
contrast and strong edges. In contrast, the lateral boundaries in most geological scenarios
lack such high contrast and are more difficult to detect because of physical constraints in the
underlying imaging process. As Figure 4.1 shows, the lateral boundaries of the salt dome
have no explicit edge existing between the salt region and the non-salt region containing
horizons. However, we notice that chaotic reflections in a salt dome are in a form of a
distinct texture, which is different from the non-salt region. Therefore, seismic interpreters
are able to delineate such boundaries by observing the change of texture between salt and
non-salt regions. To characterize the changes of textures, we will mainly focus on two
types of texture attributes, gray-level-co-occurrence-matrix (GLCM)-based attributes and
the gradient of texture (GoT) in this chapter.
As 3D geological structures in seismic volumes, salt domes can be interactively inter-
preted in a way similar to the labeling process of faults. We classify seismic sections into
reference and predicted ones, where we introduce different strategies for delineating salt
domes. We design the texture-attribute-based salt-dome detection workflow for reference
sections and noise-adjusted tensor-based incremental principal component analysis (PCA)
for tracking salt-dome boundaries through predicted sections. This chapter contains five
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Figure 4.1: A seismic section contains a salt-dome, along the boundary of which local
regions have different appearances.
sections. We first introduce texture attributes such as GLCM-based attributes and the GoT.
Then we introduce the concept of tensors and multilinear algebra. Furthermore, we intro-
duce the interactive salt-dome interpretation method and experimental results. Finally, we
make a summary for this chapter.
Notations in this chapter follow conventions in the multilinear algebra [117]. We denote
scalars using lowercase letters such as m and n, vectors using boldfaced lowercase letters
such as x and y, matrices using boldfaced uppercase letters such as U and W, and tensors
using boldfaced calligraphic letters such as X and Y . In addition, we follow such notations
when denoting the lower-order parts of a given structure. For example, the entry of matrix
A with row index i and column index j is denoted as aij , and the ith column vector of
matrix A is denoted as ai. To improve the overall readability, we make exceptions for the
notations of scalars and pixels. Lowercase letters such as i, j, and k refer to indices or
counters. In contrast, uppercase letters such as I, J, and K represent the upper bound of
corresponding indices. In image I, we denote the pixel located at i-th row and j-th column
as I[i, j] by following the conventional notation in the domain of image processing.
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4.1 Texture Attributes for Salt-dome Interpretation
4.1.1 Gray-level Co-occurrence Matrix (GLCM)
A GLCM [22] describes the distribution of co-occurring grayscale values at a given offset
over an image. Given anM×N image with L grayscale levels, the entry of its correspond-









1, if I[x, y] = i and I [x+ ∆x, y + ∆y] = j,
0, otherwise,
(4.1)
where [x, y] indicates the spatial position in the image, I[x, y] represents the grayscale
value of pixel [x, y], and i and j as grayscale values range from 1 to L. Therefore, the
number of grayscale levels determines the size of the GLCM. In addition, offset [∆x,∆y]
describes the spatial relationship between a pixel with grayscale value i and a pixel with
grayscale value j. For an image, grayscale levels and one specific offset determine one of
its GLCMs. Using Eq. (4.1), we obtain the GLCM of the entire image, from which global
texture features can be extracted. However, in most cases we may need to analyze the
texture features of local regions. To solve this problem, we calculate the GLCMs of local
patches. Every pixel [i, j] corresponds to an Np ×Np analysis window, in which grayscale
values are quantized into discrete levels. Since textures may have complicated details,
features extracted from a GLCM with only one specific offset commonly fail to characterize
all texture information. Therefore, by varying the directions and pixel distances of offset
[∆x,∆y], we obtain a series of GLCMs, which describe texture from different perspectives.
The typical offset directions are {0◦, 45◦, 90◦, 135◦}, and the pixel distances of offsets are
determined by the size of images or patches.
Statistical properties derived from GLCMs as scalars are able to describe texture fea-
tures in different ways. Given Ng offsets, the popular statistical properties of GLCMs are
listed as follows.
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For a constant image, its contrast value is equal to 0. In contrast, chaotic texture has
a higher contrast value.

















In Eq. (4.3), µi and µj represent GLCM means, and σi and σj are GLCM standard
























(j − µi)2 ·G[∆x,∆y][i, j].
(4.4)
The correlation value ranges from −1 to 1, which correspond to perfectly negative
and positive correlation, respectively. For a constant image, its correlation value
approaches infinity.















The constant image has the highest energy value of 1.
4. Homogeneity measures the closeness of the distribution of GLCM entries to the












1 + |i− j|
)
. (4.6)
The diagonal GLCM has the highest homogeneity value of 1.
4.1.2 Gradient of Texture (GoT)
To describe texture changes between objects, Wang et al. [103] proposed the GoT attribute.
The GoT value of a given point measures perceptual dissimilarity between two square
neighboring windows that share a side centered around the given point. For simplicity, in
this chapter the point centered at the shared side is referred to as the center point. Figure 4.2
illustrates the changes of GoT values when the center point moves across two different tex-
ture regions separated by a purely vertical boundary. By sliding the center point and its two
neighboring windows along the horizontal direction, we obtain the GoT profile following
the curve shown at the bottom of the figure. The highest GoT value, which represents the
highest dissimilarity, is achieved when the center point falls exactly on the texture bound-
ary, where left window Wx− and right window Wx+ have completely different texture
content. When the center point is moved away from the texture boundary to the position
shown in Figure 4.2, the content of Wx+ is purely from the right texture region, while
Wx− contains both textures. The texture partially shared by two windows reduces the dis-
similarity and causes the decrease of the GoT value. If the center point keeps moving away
from the boundary, we reach a point where the contents of Wx− and Wx+ are from the
same texture region. The exactly same texture in two windows leads to the zero value of
the GoT.
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the texture 
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At current center point position, 
GoT drops as both windows 
have content from the right 
texture region. 
When both windows contain 
texture from the same texture 
region, GoT drops to zero. 
The curve below is 
obtained by sliding the 
center point along this 
line. 
Figure 4.2: The GoT value at the center point represents texture dissimilarity between two
square neighboring windows.
in the horizontal direction is sufficient. In general, the direction of the texture boundary is
random, and the GoT value needs to involve components in both horizontal and verti-
cal directions simultaneously. In addition, to capture scale variations in texture contents,
neighboring windows with different sizes are used to calculate GoT values across different
scales. Therefore, to improve robustness, we combine GoT values calculated along differ-





































n,y+ denote neighboring windows with a size of
(2n + 1) × (2n + 1) located on the left, right, bottom, and top of point [i, j], respectively,
and Gx[i, j] and Gy[i, j] define GoT values at point [i, j] along horizontal and vertical
directions, respectively. In addition, G[i, j] represents the GoT value combining horizontal
and vertical components, and function d(·) defines a dissimilarity measure. Finally, wn,
which denotes the weight function of the GoT value computed by (2n + 1) × (2n + 1)
neighboring windows, is inversely proportional to n, e.g., wn = 1/n in [103].
4.2 Tensors and Multilinear Algebra
In the multilinear algebra, N th-order tensor X ∈ RI1×I2×···×IN has N modes, and we
denote its entries as xi1i2···iN , where i1, i2, · · · , iN represent indices in all modes. By un-
folding tensor X along the nth mode, we obtain matrix X(n) ∈ RIn×(In+1In+2···IN I1···In−1).
Figure 4.3 illustrates the unfolding of a third-order tensor along three modes, where I1,
I2, and I3 represent the dimensions of three modes, respectively. The inverse operation of
n-mode unfolding is n-mode folding, which restores tensor X from matrix X(n). The inner









xi1i2···in · yi1i2···in . (4.8)
The inner product induces the Frobenius norm of a tensor, which is defined as ‖X‖F =√






































Figure 4.3: The unfolding of a third-order tensor along three modes.




xi1···in−1inin+1···iN · ujnin . (4.9)
An alternative way to implement the n-mode product is to fold U·X(n) along the nth mode.
The n-mode product satisfies the following properties:
1. Given tensor A ∈ RI1×I2×···×IN and matrices F ∈ RJn×In , G ∈ RJm×Im , we have
(A×n F)×m G = (A×m G)×n F = A×n F×m G. (4.10)
2. Given tensor A ∈ RI1×I2×···×IN and matrices F ∈ RJn×In , G ∈ RKn×Jn , we have
(A×n F)×n G = A×n (G · F) . (4.11)
To introduce the multilinear singular value decomposition (SVD) of N th-order tensors,
we start from the SVD of a matrix and rewrite its definition using notations in multilinear
algebra as follows:
X = U · S ·VT = U(1) · S ·U(2)T = S×1 U(1) ×2 U(2), (4.12)
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where X is a matrix with the dimension of I1×I2 and U(n) ∈ RIn×In , n = 1, 2, is a unitary
matrix. S as a diagonal I1 × I2 matrix can be written as S = diag
(
σ1, σ2, ..., σmin(I1,I2)
)
,
where σ1 ≥ σ2 ≥ · · · ≥ σmin(I1,I2) ≥ 0. Entry σi, i = 1, 2, · · · ,min (I1, I2), represent
non-negative singular values of X. As an extension of the SVD on matrices, the SVD of
N th-order tensor X ∈ RI1×I2×···×IN , referred to as high-order SVD (HOSVD), is defined
as
X = S ×1 U(1) ×2 U(2) · · · ×N U(N), (4.13)
where U(n) ∈ RIn×In , n = 1, 2, · · · , N , is a unitary matrix, the column vectors of which
span the column space of n-mode unfolding matrix X(n) [118] and S ∈ RI1×I2×···×IN is
the core tensor. We denote Sin=α as a subtensor of tensor S with its nth order fixed as α,
and tensor S has the following properties:
1. Two subtensors Sin=α and Sin=β are orthogonal for any n, α, and β subject to α 6= β,
the mathematical expression of which is shown as follows:
〈Sin=α,Sin=β〉 = 0,∀n ∈ {1, 2, · · · , N} ,∀α, β ∈ {1, 2, · · · , In} , and α 6= β
(4.14)
2. The Frobenius norms of nth order subtensors extracted from tensor X , denoted
‖Sin=i‖F , i = 1, 2, · · · , In, are n-mode singular values of X , which are in an or-
der of ‖Sin=1‖F ≥ ‖Sin=2‖F ≥ · · · ≥ ‖Sin=In‖F ≥ 0.
In addition, the matrix representation of the HOSVD can be obtained as follows:
X(n) = U
(n) · S(n) ·
(















































Figure 4.4: The diagram of the interactive salt-dome interpretation method.
4.3 Interactive Salt-dome Interpretation Framework
In this section, we focus on developing a framework that can label boundaries of salt domes
both effectively and efficiently. Similar to interactive fault interpretation in the previous
chapter, the salt-dome interpretation method also contains two main parts, salt-dome detec-
tion in reference sections and salt-dome tracking through predicted sections. We design a
texture-attribute-based workflow, which is capable of detecting salt-dome boundaries with
high accuracy and efficiency and robust to noise. Once salt-dome detection is performed
in reference sections, we track initially detected boundaries through predicted sections to
accomplish the labeling process. Without tweaking parameters for boundary detection in
every seismic section, the tracking process is more efficient. The tracking algorithm au-
tomatically constructs tensors along initially detected boundaries using the noise-adjusted
tensor-based incremental learning method. Features extracted from tensors capturing the
strong correlation between similar texture patches are utilized to estimate tracked positions
in predicted sections. An overall block diagram for the interactive salt-dome boundary
labeling is depicted in Figure 4.4.
4.3.1 Salt-dome Detection in Reference Sections
The upper part of Figure 4.4 shows an overview of the salt-dome detection method. To
capture the change in textures, we generate GoT map G. Then, we apply a threshold on
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G and obtain binary image Bt, where the boundary regions of the salt dome are high-
lighted. From an initialization point inside the salt dome, we perform region growing, and
regions indicating the salt dome keep growing and stop at boundary regions in Bt. Finally,
we perform binary morphological operations especially the closing operation to enhance
grown regions Br, and enhanced regions determine the boundary of the salt dome. In the
following sections, we will explain each module in detail.
Dissimilarity Measure in GoT
In the detection workflow, we calculate the multi-scale GoT maps [103] of seismic sec-
tions. In contrast to the salt body and other surrounding structures, the boundary regions
of the salt dome indicating texture changes in seismic sections have higher GoT values. As
we introduced in Sec. 4.1.2, the GoT value at a given point is determined by perceptual
dissimilarity between neighboring windows. Since manual interpretation depends highly
on interpreters’ experience and expertise, to mimic such a subjective process, the design of
the dissimilarity measure needs to involve the benefits of the human visual system (HVS).
Therefore, when acquiring the GoT attribute, we choose the dissimilarity measure with an
expression of
d (W−,W+) = E {|F {|F {|W− −W+|}|}|} , (4.16)
where F{·} denotes the 2D DFT, E is the expectation operator, and W− and W+ denote
two neighboring windows, respectively. This dissimilarity measure is a close variant of the
one introduced in [120], which has been shown to be consistent with human perception
while being computationally efficient. The dissimilarity measure characterizes the amount
of variation or chaos in the magnitude spectrum of the absolute difference of two neigh-
boring windows. The outer Fourier transform calculates the magnitude spectrum of the
magnitude spectrum. Since such a dissimilarity measure is highly consistent with human




On the obtained GoT map, we apply a threshold to highlight the boundary regions of the
salt dome. The threshold value can be determined interactively with a human interpreter or
automatically. To select a threshold value in an automatic way, we employ Otsu’s method
[121], which was designed based on the assumption that pixels in an image from two classes
form a bimodal histogram. Therefore, Otsu’s method determines the optimal threshold,
denoted Tg, by minimizing the intra-class variance, which sums the weighted variances of
two classes. The corresponding objective function is shown as follows:












where T is the threshold value, p(i) denotes the probability of grayscale value i in the his-
togram, and N represents the number of grayscale levels. In addition, σ21(T ) and σ
2
2(T )
are the variances of first and second classes, respectively. The optimal threshold value is
found by exhaustively searching between 0 and N − 1. For more efficient implementation,
Otsu [121] demonstrates that minimizing the intra-class variance is equivalent to maximiz-
ing the inter-class variance. Therefore, Eq. (4.17) can be simplified as











(µ1(T )− µ2(T ))
}
, (4.18)
where µ1(T ) and µ2(T ) are the means of first and second classes, respectively.
Initial Point Selection and Region Growing
After applying a threshod on the GoT map, we obtain binary image Bt, where the bound-
ary regions of the salt-dome can be highlighted. This process may inevitably involve other
structures containing texture changes, although they are irrelevant to the salt dome. To en-
sure that the detection method focus only on salt-dome boundaries, we identify an initial-
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ization point inside the salt dome and keep it growing until a highlighted boundary is met.
The grown region is denoted as Br. The initialization point can be interactively selected
with the help of interpreters. The interactive selection of the initialization point consider-
ably reduces the time spent by interpreters since the interpreter needs only to quickly click
on any arbitrary point within the salt region, in contrast to carefully traversing a long, tor-
tuous salt-dome boundary. In addition, the interactive detection method is not sensitive to
the position of the initialization point as long as it falls within the salt dome.
Morphological Operations
Dilation and erosion, as two basic morphological operations, can enlarge and shrink the
regions of salt-dome boundaries highlighted in a binary image with structural element H.






Erosion: M	H = {z|Hz ⊆M}
, (4.19)
where M and Hz represent the binary image and the structural element centered at pixel
z, respectively. The dilated region can be understood as the locus of the points covered
by H when the center of H moves inside M. In contrast, the eroded result represents the
locus of points reached by the center of H when H moves inside M. A dilation followed
by an erosion using the same structuring element defines the closing operation, which is
applied on Br to obtain the smoothness and continuity of detected salt-dome boundaries in
reference sections.
4.3.2 Salt-dome Tracking Through Predicted Sections
In the detection of salt-dome boundaries, the accuracy of labeled boundaries depends
greatly on the selection of certain parameters. Since salt-dome structures commonly vary
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across seismic sections, interpreters have to adjust parameters so that detected boundaries
in each section can accurately capture structural changes. However, extra labor and time in-
volved in the tuning of parameters may lower interpretation efficiency. Therefore, to avoid
the frequent adjustment of parameters, we track detected boundaries in reference sections
that constitute the minority of seismic sections through a seismic volume and synthesize
salt-dome boundaries in predicted sections with limited human intervention. The lower part
of Figure 4.4 illustrates the pipeline of the tracking method, each step of which is going to
be introduced in detail in the following subsections.
Noise-adjusted Incremental PCA of 3-order Tensors
By observing salt domes in seismic sections as Figure 4.1 shows, we notice that local ar-
eas along salt-dome boundaries commonly have similar textures. Therefore, by classifying
boundary textures in the reference section, we build texture tensors and employ learning
algorithms to acquire their texture features, which will act as important constraints to the
synthesis of salt-dome boundaries in predicted sections. Before we introduce the classifi-
cation method on boundary textures, we introduce the noise-adjusted incremental PCA and
its extension in the field of high-order tensors.
Since PCA is intimately related to the SVD, we can derive incremental PCA from the
incremental SVD. The incremental SVD is an efficient and stable algorithm to update the
SVD of an original matrix when new data arrives. We denote the original matrix with a
dimension of L ×M as A = [a1, a2, · · · , aM ], ai ∈ RL, i = 1, 2, · · · ,M , and the SVD
factorizes A into UA, SA, and VA as Eq. (4.12) shows. Similarly, we denote new data
or observations as matrix B = [b1,b2, · · · ,bN ], bj ∈ RL, j = 1, 2, · · · , N , which has a
dimension of L×N . We concatenate the column vectors of matrices A and B and obtain
updated matrix X in a form of [A|B] = [a1, a2, · · · , aM ,b1,b2, · · · ,bN ], which has a
dimension of L × (M + N). The incremental SVD algorithm [122] updates the SVD of
X, denoted UX · SX ·VX, with high efficiency on the basis of {UA,SA,VA} and B. The
65
details of the incremental updating process are listed as follows:








where µA and µB are column mean vectors of matrices A and B, respectively;
2. New matrix B̂ is derived from B by removing µB from new observations and ap-
pending the difference of µA and µB as follows:
B̂ =
[













represents the components of B̂ not already in subspace


















and its SVD is denoted as UR · SR ·VTR;








Therefore, by keeping the firstK column vectors in UX, which correspond to the largestK
singular values in SX, we obtain projection matrix ŨX = [u1,u2, · · · ,uK ] for incremental
PCA.
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In the salt-dome tracking method, we build 3-order tensors along detected boundaries
in reference sections. To acquire texture features from tensors with high efficiency, we ex-
tend the the incremental SVD of matrices to higher orders and implement the tensor-based
incremental SVD by unfolding tensors in each mode. Figure 4.5 illustrates the unfolding
matrices of a 3-order tensor containing original and newly arrived data. To distinguish
with original data, in Figure 4.5 we mark newly arrived data as meshed volumes or blocks.
Given that tensor A is built by stacking image patches along the third mode, when new data
arrive, we append them to original data in the same way. However, in unfolding matrices
along different modes the positions of new data are different. Therefore, we have a specific
strategy for each unfolding matrix to ensure that we can update its SVD result incremen-
tally. Unfolding matrix A(1) simply concatenates the matrices of original and new data,
and its SVD result can be directly updated by the incremental SVD method introduced
above. In contrast, unfolding matrix A(2) has a form of alternating original and new data
as Figure 4.5 shows. Using a permutation matrix, we append column vectors from new
data to those of A(2) without changing the column space. Rearranged A(2) has the same
structure with A(1), and its SVD result can be updated by the incremental SVD method
as well. However, as Figure 4.5 depicts, unfolding matrix A(3) fails to follow the layouts
of A(1) and rearranged A(2). Instead of appending column vectors, the appearance of new
data increases the number of row vectors in A(3), which leads to the change of the column
space. The SVD, which extracts the orthonormal basis of the column space, cannot be
incrementally updated in A(3). To solve this problem, we incrementally update the SVD
of AT(3) rather than A(3). Since tensor A is constructed by stacking image patches along
the third mode, each row vector in A(3) actually represents a vectorized image patch. Fea-
tures extracted from the row space of A(3) describe the patterns of entire image patches,
which are more representative than those extracted from the column space of A(3). There-
fore, when new data arrive, we incrementally update the SVDs of A(1), rearranged A(2),
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Figure 4.5: Unfolding matrices of a 3-order tensor containing original and newly arrived
data. In unfolding matrices along different modes, the positions of new data are different.
Ũ(1) ∈ RI1×P1 , Ũ(2) ∈ RI2×P2 , and Ũ(3) ∈ RI1I2×P3 , respectively. P1 < I1, P2 < I2, and
P3 < I1I2 correspond to the numbers of the largest singular values selected from unfolding
matrices, respectively.
Seismic interpretation is commonly conducted on migrated data, which are generated
by passing raw seismic data through a series of complicated processing steps. In seis-
mic data acquisition and processing systems, seismic data easily involve various types and
levels of noise. Low signal-to-noise ratios (SNRs) may influence features extracted from
tensors built from detected boundaries in reference sections and further reduce the accuracy
of tracked boundaries. To deal with this problem, on the basis of Roger’s work [123], we
introduce noise-adjusted tensor-based incremental PCA that ranks principal components
(PCs) along different modes by the SNR rather than the variation. Since noise is com-
monly assumed to be additive, we define image patches extracted from seismic sections as
X = A + N, where A is the image patch without noise and N represents noise that are
independent to A. We denote the covariance matrices of X, A, and N as ΣX, ΣA, and
ΣN, respectively. In this chapter, we estimate ΣN using the correlation method proposed
in [124]. To arrange PCs in the order of SNRs, we need to apply a noise-whitening process
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that transforms N to identity covariance matrix N̂. Therefore, we define transform matrix




TP = I, (4.23)
where orthonormal matrix V contains the eigenvectors of ΣN. To satisfy the constraint in
Eq. (4.23), we yield transform matrix P = V∆−1/2N . In the tracking method, we will use the
noise-whitening process to remove the influence of different noise levels in the reference
and predicted sections and improve the accuracy of tracked salt-dome boundaries.
Adaptive Texture Tensor Classification
To extract texture features from salt-dome boundaries detected in a reference section, we
define pairs of patches centered at boundary points that are subimages containing the
boundary regions of the reference section and its corresponding multi-scale GoT map.
Since matrices are particular third-order tensors with a third-mode dimension equal to one,
we denote patch pairs in a form of tensor pairs as {Spi ,Gpi} ⊂ RI1×I2×1, i = 1, 2, · · · , Nb,
where Nb represents the number of all boundary points in the reference section and I1 and
I2 define the dimensions of patches along the depth and crossline directions, respectively.
Since textures have no bias on either the depth or crossline direction, we commonly as-
sume that I1 is equal to I2. In addition, to ensure that boundary textures can be captured
by square-shaped patches, we set the edge length of patches as one-tenth of the larger of
the vertical and horizontal resolutions. Furthermore, by evaluating the similarity between
patches using tensor-based incremental learning, we can classify boundary textures and
build a set of texture tensors, denoted {Sk,Gk}, k = 1, 2, · · · , Nt.
To clarify the iterative classification strategy, we depict its block diagram in Figure 4.6.
Because of the roughly semi-circular shape of detected salt-dome boundaries in the refer-
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Figure 4.6: The block diagram of the adaptive classification of texture tensors.
in the bottom-left corner satisfying the dimension constraint of patches. After initializing
{S1,G1} with patch pair {Sp1 ,Gp1}, we search for p2 in the 3 × 3 neighborhood of p1 on
the basis of the point priority shown in Figure 4.7(a), where a smaller number represents a
higher priority. To determine whether the patch pair of p2, {Sp2 ,Gp2}, are similar to patches
in the initial tensor pair, {S1,G1}, we apply the tensor-based incremetal PCA introduced
above to {S1,G1} and obtain the projection matrix of each mode, denoted U(n)M1 ∈ R
In×Pn ,
(n = 1, 2), U(3)M1 ∈ R
(I1×I2)×P3 , M = {S,G}, respectively, in which [P1, P2, P3] are de-
termined empirically. Since projection matrices can extract texture features from tensors,
























Figure 4.7: (a) The priority of points in the 3 × 3 neighborhood of p1 and (b) The 1-mode
unfolding matrices of a tensor pair extracted from the local area of a seismic section and its
corresponding GoT map.




∥∥∥Mpi −Mpi ×n (U(n)Mk ·U(n)TMk )∥∥∥2F +∑
M={S,G}
∥∥∥M(3)pi −M(3)pi ·U(3)Mk ·U(3)TMk∥∥∥2F
, (4.24)
where pi and k represent the indices of the current boundary point and tensor pair, respec-
tively. If ec is less than threshold Te, the strong similarity allows us to extend {S1,G1}
by stacking {Sp2 ,Gp2} along the third mode. Otherwise, the great deviation requires us
to keep {S1,G1} unchanged and initialize another tensor pair {S2,G2} with {Sp2 ,Gp2}.
By repeating the step above, we obtain classified tensor pairs that contain the local texture
information of the detected boundary in the reference section. Figure 4.7(b) illustrates one
local area of a seismic section and its corresponding GoT map, in which the red curve
represents the labeled salt-dome boundary. In addition, Figure 4.7(b) shows the 1-mode
unfolding matrices of a tensor pair extracted from this local area, in which texture patches
have strong correlations. The entire algorithm of the adaptive texture-tensor classification is
shown in Algorithm 2, where function (·|·) describes an operation that concatenates tensors
along the third mode.
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Algorithm 2 Adaptive Classification of Texture Tensors
Input: a set of patch pairs {(Spi ,Gpi), i = 1, 2, · · · , Nb}
Output: texture tensor pairs {(Sk,Gk), k = 1, 2, · · · , Nt}, Nt < Nb
1: Initialization: S1 ← Sp1 , G1 ← Gp1 , and k = 1





Mk , n = 1, 2, 3, M = {S,G}
}
from {Sk,Gk}





∥∥∥Mpi −Mpi ×n (U(n)Mk ·U(n)TMk )∥∥∥2F +∑
M={S,G}
∥∥∥M(3)pi −M(3)pi ·U(3)Mk ·U(3)TMk∥∥∥2F
6: if e ≤ Te then
7: Sk ← (Sk|Spi), and Gk ← (Gk|Gpi), and i← i+ 1
8: else
9: k ← k + 1




On the basis of texture features extracted from classified texture tensors, we can localize
boundary points in predicted sections. We first project the detected boundary in the ref-
erence section onto the target section and keep the coordinates of all points unchanged.
Then, to identify the tracked point of every projected point p, we search among candi-
date points located along the normal direction of the projected boundary within radius Rs,
which is determined by the inline number difference between the reference and current
predicted sections. To define the textures of candidate points, we extract pairs of patches
centered at these points from the predicted section and its corresponding GoT map, denoted
{Sp,j,Gp,j} ⊂ RI1×I2×1, j = 1, 2, · · · , (2Rs+1), where j represents the index of the candi-
date point. Since in the reference section the patch pair of projected point p belongs to one
tensor pair {Sk,Gk}, k ∈ {1, 2, · · · , Nt}, by comparing the similarity between {Sp,j,Gp,j}
and {Sk,Gk}, we can determine tracked point p∗. The block diagram of identifying tracked
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∥∥∥Mp,j −Mp,j ×n (U(n)Mk · Ũ(n)TMk )∥∥∥2F +∑
M={S,G}
λM ·
∥∥∥M(3)p,j −M(3)p,j ·U(3)Mk ·U(3)TMk∥∥∥2F
, (4.25)
where λS = 1 and λG = | log (G[i, j]) | represent the weights of texture features extracted
from seismic sections and corresponding GoT maps, respectively. [i, j] denote the coor-
dinates of the candidate point. Since GoT maps have been normalized to a range of zero
to one, a larger G[i, j] indicates a smaller weight, which can move tracked points towards
the real salt-dome boundaries of predicted sections by lowering the reconstruction error.
Finally, the candidate point with the smallest reconstruction error is selected as the tracked
point. The algorithm of localizing tracked points is shown in Algorithm 3. We apply the
same process to all boundary points and obtain binary image B, which contains initial
tracked points.
Because of the complicated structures of salt domes, it is inevitable that tracked points
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Algorithm 3 The Localization of Tracked Points
Input: a set of patch pairs {(Sp,j,Gp,j), j = 1, 2, · · · , (2Rs + 1)}
Output: tracked point p∗ and updated tensors {Sk,Gk}, k ∈ {1, 2, · · · , Nt}
1: Initialization: emin = +∞





M, n = 1, 2, 3, M = {Sk,Gk}
}
from {Sk,Gk}






∥∥∥Mp,j −Mp,j ×n (U(n)Mk ·U(n)TMk )∥∥∥2F +∑
M={S,G}
λM ·
∥∥∥M(3)p,j −M(3)p,j ·U(3)Mk ·U(3)TMk∥∥∥2F
6: if e ≤ emin? then
7: emin ← e, Sp∗ ← Sp,j , and Gp∗ ← Gp,j
8: end if
9: end for
10: Sk ← (Sk|Sp∗), and Gk ← (Gk|Gp∗)
involve some outliers that may harm the smoothness and continuity of tracked boundaries.













applies the median filter to the Rm × Rm analysis window of
point [i, j]. Without involving new points generated by median filtering, Eq. (4.26) re-
moves outliers and ensures the accuracy of the remaining tracked points. Furthermore, we
connect the remaining tracked points clockwise with straight lines and obtain the initial
labeling of the salt dome boundary. Since the connection based on lines may result in a
jagged shape of the labeled boundary, which is geologically unreasonable, to delineate the
salt-dome boundary more accurately, we employ two post-processing steps, dilation and
skeletonization. We dilate initially labeled result L using a disk-shaped structural element.
By applying skeletonization [125] to the dilated region, we can extract the tracked bound-
74
ary.
4.3.3 Similarity Index Measurement of Salt-dome Boundaries
By employing the salt-dome detection and tracking method introduced above, we can de-
lineate salt-dome boundaries in seismic sections semi-automatically. To evaluate the per-
formance of the interpretation method, we introduce a salt-dome similarity (SalSIM) index
that measures the distances between semi-automatically labeled results and the ground truth
provided by experienced interpreters. To explain the definition of the SalSIM index, in Fig-
ure 4.9 we draw two types of curves for illustration. The SalSIM index is developed based
on the Fréchet distance [114], which can more accurately measure the deviation between
two curves than the Haudorff distance [115] by taking the continuity of curves into ac-
count. On the basis of the Fréchet distance, we attempt to numerically describe local and
global deviations between labeled results and the ground truth using local and global items
in the SalSIM index, respectively. To compare the local details of labeled boundaries and
the ground truth, we define an analysis window that identifies a pair of curve segments, as
the rectangular shown in Figure 4.9. Therefore, by moving the analysis window along the
ground truth and calculating the Fréchet distance of every pair of local segments, we can
obtain a sequence of distances, d = [di], i = 1, 2, · · · , Nd, where Nd is the total number of
pairs. The mean and standard deviation of d, denoted µd and σd, respectively, constitute the





Figure 4.9: Local comparisons between the salt-dome boundary labeled by the interactive
interpretation method and the ground truth labeled manually
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of two entire curves, denoted dmax, which equals the largest distance in d. Therefore, on
the basis of obtained statistics, we introduce the SalSIM index as
SalSIM = e−α·(µd+σd)︸ ︷︷ ︸
Local Item
· e−β·dmax︸ ︷︷ ︸
Global Item
, (4.27)
where α and β are normalization factors determined empirically. Since the exponen-
tial function defined on negative real numbers has a range of zero to one, we apply it
in the SalSIM index for normalization. Therefore, according to the expression of Sal-
SIM in Eq. (4.27), a greater SalSIM value represents smaller deviation between the semi-
automatically labeled salt-dome boundary and the ground truth and vice versa.
4.4 Experimental Results
In this section, we evaluate the performance of our detection and tracking method on a
real seismic volume acquired from the Netherlands offshore F3 block with the size of 24×
16 km2 in the North Sea [116]. We focus on a local volume containing a distinguishable
salt dome that has the inline number ranging from #389 to #409, the crossline number
ranging from #401 to #701, and the time interval between 1,300ms and 1,848ms sampled
every 4ms. Figure 4.10 illustrates a seismic section, Inline #400, extracted from the local
volume.
4.4.1 Salt-dome Detection
The salt-dome detection method delineates the boundaries of salt domes based on the GoT
maps of seismic sections, in which the point value represents the dissimilarity of neigh-
boring square windows. To capture the multi-scale texture contrast of neighborhoods, we
calculate GoT values by varying the window size from 3× 3 to 11× 11 and averaging the
corresponding dissimilarity measures, denoted G in Eq. (4.7). Figure 4.11(a) shows the








Figure 4.10: A seismic section (Inline #400) of the local volume contains the cross-section
of a salt dome.
the basis of GoT maps, we utilize the detection workflow based on region growing to iden-
tify salt-dome areas and their corresponding boundaries. In the growing process, we tweak
threshold Tg for each seismic section to yield the best growing result. In Figure 4.11(b),
we compare the green detected boundary with the manually labeled red ground truth and
notice that the former overlaps the most part of the latter except the bottom-left and -right
corners.
Subjective Comparison of Detected Boundaries
Since GoT maps mainly characterize the texture variations of local neighborhoods in seis-
mic sections, to demonstrate the benefit of the GoT attribute, we compare it with two
conventional seismic attributes, the GLCM contrast attribute [22] and the gradient at-
tribute [126], both of which have been introduced to detect salt-dome boundaries [30, 99].
To ensure fair comparison, we apply the same detection workflow to extract salt-dome
boundaries from different attribute maps. In the detection workflow based on the GLCM
contrast, for each point [i, j], within its (2Rd + 1) × (2Rd + 1) analysis window, we can
obtain a series of GLCMs by varying the directions and pixel distances of the offset. In
the tested local volume, we obtain the GLCM contrast maps of seismic sections by setting





Figure 4.11: (a), (c), and (e) illustrate the GoT, GLCM contrast, and gradient maps of Inline
#400, respectively; (b), (d), and (f) compare the manually labeled red ground truth with the
green salt dome boundaries detected from attribute maps, (a), (c), and (e), respectively.
higher contrast values indicate likely boundary areas. By applying the region-growing-
based detection workflow to Figure 4.11(c) , we can label the salt dome boundary as Fig-
ure 4.11(d) shows. Similar to the GLCM contrast attribute, the gradient attribute estimated
based on 3D Sobel filter can also identify the boundaries of salt domes. To approximate
the partial derivatives of different directions, we convolute three 3 × 3 × 3 kernels of the
Sobel filter with the local volume. For each point, the magnitude of the gradient attribute
is calculated as follows:
F =
√


















































(c) Local boundaries extracted from the gradient map
Figure 4.12: Local salt-dome boundaries extracted from the GoT, GLCM contrast, and
gradient maps are labeled in green. The ground truth labeled manually is labeled in red.
where Fx, Fy, and Fz represent the partial derivatives of the crossline, depth, and inline
directions, respectively. Figure 4.11(e) illustrates the gradient map of Inline #400, from
which we extract the green salt dome boundary as Figure 4.11(f) depicts.
By comparing the GoT and GLCM contrast of Inline #400 in Figure 4.11, we notice
that it is not easy to determine which one leads to the more accurate detection of salt
dome boundaries because of their comparable performance on highlighting boundary ar-
eas. However, without multiscale-based description, the gradient map depending only on
3 × 3 local regions shows noisy and discontinuous stripes around boundary areas, which
limits the accuracy of detected boundaries. Figure 4.12 illustrates the local regions of
Figures 4.11(b), (d), and (f), in which every column contains the same local regions of salt-


















Detection method with GoT maps
Detection method with GLCM contrast maps
Detection method with gradient maps
Figure 4.13: The SalSIM indices of salt-dome boundaries detected from the GoT, GLCM
contrast, and gradient maps.
local regions of a detected salt-dome boundary. The first column illustrates the bottom-
left corner of detected boundaries, in which the second one is slightly more similar to the
ground truth than the other two local boundaries. However, in second to fourth columns,
boundaries detected from the multi-scale GoT map show the highest accuracy.
Objective Comparison of Detected Boundaries
To quantize subjective perception, we employ the SalSIM index to evaluate the similar-
ity between the ground truth and the detected boundary. Figure 4.13 shows the SalSIM
indices of the salt-dome boundaries of Inline #389 to #409 detected by various methods.
Boundaries extracted from gradient maps have the lowest accuracy because of noise around
boundary areas. In most of the tested seismic sections, boundaries detected from GoT maps
have SalSIM indices higher than or equal to those obtained from GLCM contrast maps.
Since the computation of GLCMs is time consuming, the GoT-based detection method out-
performs the GLCM-based one on both efficiency and accuracy. Table 4.1 lists several
statistical measures of SalSIM indices, in which the averaged maximum distance (AMD)
in pixels represents the mean of the dmax of all detected boundaries. The SalSIM indices of
boundaries detected from GoT maps have the largest mean, the smallest standard deviation,
and the shortest AMD, which proves the superiority of the GoT-based detection method.
80
Table 4.1: The statistical measures of SalSIM indices in Figure 4.13 obtained from various
detection methods.
Detection Methods Mean Standard AMD (pixels)Deviation
Detection method 0.9348 0.0104 11.64based on GoT Maps
Detection method based 0.9290 0.0104 13.92on GLCM Contrast Maps [30]







Figure 4.14: The SalSIM indices of salt-dome boundaries detected from the GoT, GLCM
contrast, and gradient maps.
To further verify the robustness of the GoT-based detection method, we apply it on
the ten sections of the F3 block with crossline number ranging from #834 to #843, inline
number ranging from #279 to #600, and the time interval between 1,300ms and 1,848ms
sampled every 4ms. Figure 4.14 illustrates one section of this local dataset, and Table 4.2
shows the performance of various detection methods, in which the GoT-based detection
method still achieves the highest accuracy.
Robustness to Noise
To verify the robustness of the GoT-based detection method, we add Gaussian noise to
seismic sections and compare the accuracy of salt-dome boundaries detected from the cor-
responding GoT and GLCM contrast maps. The added zero-mean Gaussian noise has
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Table 4.2: The statistical measures of the SalSIM indices of boundaries delineated by vari-
ous detection methods in the crossline dataset.
Detection Methods Mean Standard AMD (pixels)Deviation
Detection method 0.9684 0.00280 4.67based on GoT Maps
Detection method based 0.9645 0.00379 5.68on GLCM Contrast Maps [30]
Detection method based on 0.9396 0.00860 9.98Gradient Maps [99]
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(b)The GLCM-based detection method
Figure 4.15: The averaged SalSIM indices of salt-dome boundaries detected from noisy
seismic sections using GoT- and GLCM-based detection methods.
standard deviations ranging from 0.01 to 0.05, and Figure 4.15 illustrates the change of
SalSIM indices according to the increasing of standard deviations. For one noise level,
we extract the salt-dome boundaries from noisy seismic sections using either the GoT- or
GLCM-based detection method, and the mean of corresponding SalSIM indices is shown
in Figure 4.15. The error bars of means correspond to an uncertainty equal to one stan-
dard deviation, and the dashed curve represents the trend of means. Although the averaged
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accuracy of salt-dome boundaries detected by the GoT-based detection method decreases
slowly with the increasing of standard deviations, it is still greater than those of bound-
aries detected by the GLCM-based method at the most of noisy levels. We notice that
with the increasing of noise the latter fluctuates around a certain SalSIM index rather than
keep decreasing, the reason for which is that the quantization step in the calculation of
the GLCM, functioning as a built-in noise filter, can weaken the influence of noise on the
GLCM contrast maps. To fairly compare the robustness of these two methods, we apply
an edge-preserving smoothing filter, the bilateral filter [127], to noisy seismic sections. We
notice that with the extra denoising operation, the GoT-based method shows higher accu-
racy than the GLCM-based one. If the noise level keeps increasing, depending only on the
denoising operation we may not be able to label satisfied boundaries from migrated seis-
mic sections. In such cases, geophysicists commonly prefer to regenerate migrated seismic
sections with higher quality from raw seismic data by reducing noise that appears in every
preprocessing step [128].
Analysis of Computational Complexity
To analyze computational complexity of seismic attributes mentioned above, we denote the
size of images, the size of the largest neighborhoods, and the number of quantized levels
in the computation of GLCMs as M ×M , N ×N , and L, respectively. In the GoT-based
detection method, every point corresponds to a group of neighborhoods, the size of which
ranges from 3 × 3 to N × N with edge length increased by 2. Therefore, the number of
different types of neighborhoods is (N − 3)/2 + 1 = (N − 1)/2. Based on functions in




























According to Eq. (4.29), we obtain the total computational complexity asO (M2 ·N3 logN).
The computational complexity of deriving GLCM contrast maps depends mainly on
the complexity required to obtain the elements of GLCMs. To identify the value of point
(i, j) in GLCMs, we need to search point pairs at a predefined offset, the average com-
plexity of which is O(N2). Since we commonly define 4 · bN
2
c offsets, for one point, the
computational complexity of calculating its GLCM contrast value is shown as follows:













Therefore, by traversing all points in a seismic section, we obtain a GLCM contrast map
with the total computational complexity, O (M2 ·N3 · L2). If the dimensions of L and N
are similar, the complexity can be approximated by O (M2 ·N5). The gradient maps are
the convolution of seismic sections and 3D Sobel filters, the separability of which reduces
computational complexity to O(M2).
4.4.2 Salt-dome Tracking
In the local seismic volume we define Inline #400 as a reference section, the salt-dome
boundary of which has been labeled by experienced interpreters or computer-aided de-
tection methods. We can track the reference boundaries through the seismic volume and
synthesize salt-dome boundaries in the neighboring twenty predicted sections ranging from
Inline #389 to #409. Each point at the reference boundary corresponds to a pair of 31× 31
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image patches extracted from the reference section and its corresponding GoT map. To ac-
quire texture features from the local regions of the reference boundary, we group all these
patch pairs into tensor pairs on the basis of the block diagram shown in Figure 4.6. The
dimensions of texture features in three modes are [15, 15, 5], and threshold Te on the re-
construction error is 2.3. Furthermore, in predicted sections the tracking method searches
along the normal direction of the projected point and identifies the position of the tracked
point by comparing the similarity between the patch pairs of candidate points and tensor
pairs built from the reference section. The localization of tracked points is implemented
automatically, which improves interpretation efficiency. Finally, we remove noisy points
in predicted sections with 2 × 2 median filters and connect remaining points to label the
salt-dome boundary under the shape constraint of salt domes. Figure 4.16 (a) compares
the green tracked salt-dome boundary in Inline #391, synthesized based on the manually
labeled reference boundary in Inline #400, with the red ground truth. We notice that these
two curves almost overlap except for several local regions.
Subjective Comparison of Tracking Methods
To prove that tracking accuracy can be increased by involving the GoT attribute and the
texture features of all modes, we need to compare the tensor-based tracking method based
on GoT maps with three other tracking strategies. The first one is to implement the track-
ing process depending only on texture features extracted from vectorized patches rather
than those from third-order tensors. The second one is to synthesize tracked boundaries
within the framework of the tensor-based tracking method, but without involving the GoT
attribute. The third strategy is to utilize the tensor-based tracking method, but replace GoT
maps with GLCM contrast ones. We rename these three tracking strategies as the track-
ing method based on vectorization, the tensor-based tracking method without GoT maps,
and the tensor-based tracking method with GLCM contrast maps. Figures 4.16 (b) to (d)
compare the red ground truth labeled manually with green salt-dome boundaries labeled
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(a) tensor-based tracking method with GoT maps (b) tracking method based on vectorization
(c) tensor-based tracking method without GoT maps (d) tensor-based tracking method with GLCM contrast maps
Figure 4.16: (a), (b), (c), and (d) show the comparison between the red ground truth and the
green tracked salt dome boundaries of Inline #391 synthesized by the tensor-based track-
ing method with GoT maps, the tracking method based on vectorization, the tensor-based
tracking method without GoT maps, and the tensor-based tracking method with GLCM
contrast maps , respectively.
by the three tracking strategies mentioned above, and the tracked boundary in Figure 4.16
(c) shows the greatest deviation from the ground truth. Figure 4.17 illustrates the local re-
gions of Figures 4.16 (a) to (d), in which every column contains the same local regions of
salt-dome boundaries synthesized based on various tracking methods and every row con-
tains the different local regions of a tracked salt-dome boundary. By comparing the local
regions of tracked boundaries with the ground truth, we notice the boundary in the first row
synthesized by the tensor-based tracking method with GoT maps is the most similar to the
ground truth.
Objective Comparison of Tracking Methods
To objectively verify our conclusion, we synthesize tracked boundaries in seismic sections
ranging from Inline #389 to #409 using various tracking strategies and plot their SalSIM














Figure 4.17: (a), (b), (c), and (d) contain four local regions extracted from Figures 4.16(a)
to (d), respectively. The red and green curves represent tracked salt-dome boundaries and
the ground truth, respectively.
SalSIM index, respectively. Although tracking method based on vectorization can achieve
comparable accuracy with the tensor-based tracking method based on GoT maps in Inline
#401 to #409, the SalSIM indices of salt-dome boundaries in Inline #395 to #389 synthe-
sized by the former one decrease more quickly than those obtained by the latter one. In
addition, dashed curves in Figure 4.18 shows the distribution trends of SalSIM indices. Al-




















Tracking method based on vectorization
Tensor-based tracking method without GoT maps
Tensor-based tracking method only with GLCM contrast maps
Figure 4.18: The SalSIM indices of tracked boundaries in predicted sections synthesized
based on different tracking strategies.
increasing offsets between predicted sections and the reference section, the tensor-based
tracking method with GoT maps outperforms other tracking strategies particularly in In-
line #389 to #399. Table 4.3 contains several statistical measures of SalSIM indices in
Figure 4.18. The mean of SalSIM indices and the AMD evaluate the accuracy of the track-
ing method, and the standard deviation determines robustness. The tensor-based tracking
method with GoT maps has the greatest mean, the smallest standard deviation, and the
shortest AMD, which proves its superiority on salt-dome tracking.
Table 4.3: The statistical measures of SalSIM indices in Figure 4.18.
Tracking Methods Mean Standard AMDDeviation (pixels)
Tensor-based tracking method 0.9531 0.0111 8.32with GoT maps
Tracking method based 0.9496 0.0148 9.30on vectorization
Tensor-based tracking method 0.9364 0.0295 11.26without GoT maps
Tensor-based tracking method 0.9422 0.0189 10.53with GLCM contrast maps
88
(c) (d)
Figure 4.19: (a) tracked boundary of Inline #408 and (d) detected boundary of Inline #408.
Combination of Detection and Tracking Methods
In the previous sections, tracked boundaries are synthesized based on the boundary labeled
by interpreters in the reference section. To further reduce human intervention in the track-
ing process, in the local seismic volume, we can synthesize the tracked boundaries of Inline
#389 to #409 on the basis of the reference boundary in Inline #400 labeled by the detec-
tion method. Figure 4.19 compares the tracked and detected green boundaries with the red
ground truth. In Figures 4.19 (c) and (d), since the bottom-left corner of the tracked bound-
ary has great deviation to the ground truth, the detected boundary in Inline #408 seems to
be more accurate. However, the appearance of the great deviation is caused by the devia-
tion in the reference boundary shown in Figure 4.11 (b) rather than our tracking method.
To objectively compare the tracked and detected boundaries, we illustrate the correspond-
ing SalSIM indices in Figure 4.20. Since we employ λC as an important weight that helps
move tracked points to the boundary area, the tracked boundaries may have higher SalSIM
indices than the detected ones, particularly in Inline #395 to #399. The mean of the SalSIM
indices of the tracked boundaries is 0.9362, which is almost the same as those of the de-
tected boundaries, 0.9348. It shows that the tensor-based tracking method with GoT maps



















Proposed tracking method based on detected boundary in Inline #400
Figure 4.20: The SalSIM indices of tracked boundaries in predicted sections synthesized
















Tracking method without noise adjustment
Figure 4.21: The comparison of boundaries in predicted sections synthesized by the tensor-
based tracking method with or without noise adjusted.
Influence of Noise on Tracking Method
Since in some cases the noise level in the reference section may be different from those
of predicted sections, to eliminate the influence of noise on the tracked process, we intro-
duce the noise-adjusted tracking method, which selects PCs corresponding to the greatest
SNR other than the greatest variation. In the local volume, we manually add gaussian noise
with different variances to seismic sections. In the reference section Inline #400, the added
zero-mean gaussian noise has a variance of 0.01. In contrast, the noise level increases to
0.05 in predicted sections. We utilize the manually labeled reference boundary to synthe-
size tracked boundaries in Inline #389 to #409. In Figure 4.21, We compare boundaries
synthesized by the tensor-based tracking method with or without noise adjusted. With the
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increasing offset between the reference and predicted sections, the appearance of noise
magnifies the error in the localization of tracked points. Since the noise-adjusted track-
ing method is robust to noise, the difference of two curves in Figure 4.21 grows with the
increasing offset. The tracked boundaries obtained by the former one have a mean of Sal-
SIM indices, 0.9468, which is greater than that of the boundaries synthesized by the latter
one, 0.9396. It shows that the noise-adjusted tracking method can alleviate the influence of
noise and enhance the robustness of the tracking process.
4.5 Summary
In the chapter, we extended the concept of the interactive interpretation framework in-
troduced in Chapter 3 to the labeling of salt domes. In a seismic volume, we classified
its seismic sections containing salt domes into reference and predicted ones, and applied
different strategies for these two types of sections. Since salt domes containing chaotic
reflections have different texture from surrounding structures formed by other types of
rocks, to capture the change of texture between salt and non-salt regions, we calculated the
GoT attribute of all sections by involving a perceptual dissimilarity measure. In reference
sections, we highlighted salt-dome boundaries with higher GoT values using a threshold
automatically generated from Ostu’s method. From an interactively selected initialization
point inside the salt dome, we performed region growing, and regions indicating the salt
dome keep growing and stop at boundary regions. After the closing operation, grown re-
gions determine the boundaries of the salt dome in reference sections. By tracking detected
boundaries in reference sections that constitute the minority of seismic sections through a
seismic volume, we further improve the efficiency of salt-dome interpretation. Since local
areas along salt-dome boundaries commonly have similar textures, we built texture tensors
by stacking texture patches around salt-dome boundaries in the reference section along the
third mode. While building tensors, we introduced the incremental tensor-based PCA to
implement tensor classification. Although seismic data commonly contain noise, noise-
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adjusted tensor-based PCA generated a set of transform matrices by selecting PCs with
the highest SNR. To localized boundary points in predicted sections, we first projected the
detected boundary in the reference section onto the target predicted section and kept the
coordinates of all points unchanged. Then, to identify the tracked position of every pro-
jected point, we searched among candidate points located along the normal direction of
the projected boundary. Every candidate point corresponded to a patch pair, which could
be reconstructed by obtained transform matrices. The candidate point with the smallest
reconstruction error is selected as the tracked point. To evaluate the performance of the
interactive framework on salt-dome interpretation, we introduced the salt-dome similarity
(SalSIM) index that described the similarity between detected and manually picked salt-
dome boundaries. The SalSIM index based on the Fréchet distance compares both the local
and global structures of salt-dome boundaries. Experimental results showed that the inter-
active framework has the capability to accurately detect salt-domes in the seismic volume,
and the objective SalSIM indices complied with the subjective observation of interpreters.
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CHAPTER 5
TENSOR-BASED SUBSPACE LEARNING AND ITS APPLICATION IN
SALT-DOME TRACKING
According to our discussion in Chapter 4, an effective texture descriptor or texture feature
extraction method can help improve the efficiency and accuracy of salt-dome interpretation.
However, in Chapter 4, both the GoT attribute and the texture tensor are generated from 2D
sections, which fails to capture texture correlations between neighboring sections. Such a
shortcoming in most salt-dome interpretation methods has become a limit on interpretation
performance. To solve this problem, in this chapter we introduce a tensor-based subspace
learning method that extracts features from multidimensional data and apply it on the inter-
active interpretation framework for extracting texture features in salt-dome tracking. In the
field of signal processing, tensors represent multidimensional arrays and subspace learn-
ing is an important approach for dimensionality reduction. Therefore, before we introduce
the novel tensor-based subspace learning algorithm, we will first introduce the background
of multilinear dimensionality reduction and a conventional tensor-based subspace learning
method.
5.1 Multilinear Dimensionality Reduction
5.1.1 Multilinear Dimensionality Reduction Model
Suppose that
{
Xm ∈ RI1×I2×···×IN ,m = 1, 2, · · · ,M
}
represents a data set containing M
tensor samples residing in tensor space RI1 ⊗ RI2 ⊗ · · · ⊗ RIn . The general purpose of
multilinear dimensionality reduction is to find a multilinear transformation U(n) ∈ RIn×Pn ,
Pn < In, n = 1, 2, · · · , N , that maps samples in space RI1 ⊗ RI2 ⊗ · · · ⊗ RIN to space










consists of a set of basis vectors
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in the Pn-dimensional space, the mapping process related to multilinear dimensionality
reduction can be expressed as follows:
Ym = Xm ×1 U(1)
T ×2 U(2)
T · · · ×N U(N)
T
,m = 1, 2, · · · ,M. (5.1)
Mapped samples
{
Ym ∈ RP1×P2×···×PN ,m = 1, 2, · · · ,M} in a space with fewer dimen-
sions represent features extracted from {Xm,m = 1, 2, · · · ,M} under certain optimal cri-
teria. To identify transformation matrices
{
U(1),U2, · · · ,U(N)
}
, different criteria were
involved in different algorithms.
5.1.2 Tensor Linearity Projection Preserving (TLPP)
Tensor linearity projection preserving (TLPP) as an effective multilinear dimensionality
reduction method keeps the local structure of tensor samples. To reveal local neighborhood
relationships between samples, TLPP constructs adjacent graph G = {V , E}, where nodes
V are tensor samples and edges E are associated with adjacent samples. In the process that
maps tensor samples to a lower dimensional space, TLPP preserves the graph structure by







(yi − yj)2 Wij, (5.2)
where
{
u(n) ∈ RIn×1, n = 1, 2, · · · , N
}
are a set of transformation vectors for N modes.
yi = Xi×1u(1)
T×2u(2)
T · · ·×Nu(N)
T , i = 1, 2, · · · ,M , mapped from sample Xi represents
a tensor, each mode of which has only one dimension. In addition, Wij represents the
weight of the edge associated with samples Xi and Xj and has the value defined as follows:
Wij =





where N (·) denotes the adjacency list of one sample. In unsupervised learning, the adja-
cency list of sample Xi may contain its k-nearest neighbors or neighbors within radius ε. In
supervised learning, the adjacency list of sample Xi commonly contains all samples having
the same label with Xi. In Eq. (5.3), weight function K(Xi,Xj) measures the similarity
between Xi and Xj , and one common choice for the weight function is the Gaussian kernel,




, where σ is set empirically. Therefore, weights in
W are nonzero only for adjacent nodes.
To obtain the matrix representation of the objective function in Eq. (5.2), we denote yi











where Xi(n) is the n-mode unfolding matrix of Xi. With the expression of yi, we derive the












































































X1(n),X2(n), · · · ,XM(n)
]
contains the n-mode unfolding matrices of all
samples. D is a diagonal matrix, the entries of which are the row sums of W, Dii =
n∑
j=1
Wij . In addition, we define U
IM
Φ(n)
= IM ⊗ uΦ(n) , where matrix IM represents an
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Eq. (5.5) is minimized subject to constraint yDyT = 1, where y = [y1, y2, · · · , yM ] and D










(n) = 1. (5.6)
With the assumption that
{
u(1), · · · ,u(n−1),u(n+1), · · · ,u(N)
}
are known, by finding op-
























Transformation vector u(n) that minimizes the objective function is given by the minimum





















where L = D −W is the Laplacian matrix. The eigenvectors of Eq. (5.8) corresponding
to the Pn smallest eigenvalues constitute transformation matrix U(n). In a similar iterative
manner, we can obtain transform matrices
{
U(1),U(2), · · · ,U(N)
}
by solving correspond-
ing generalized eigenvalue problems.
From Eq. (5.2), we summary the two drawbacks of TLPP:
(1) Since TLPP preserves the topology structure of tensor samples using the adjacent
graph, neighboring samples will be embedded as closely as possible in the tensor sub-
space. The mapping process of TLPP involves only the similarity between neighboring
samples, but ignores their variability. It means that the relative location relationships
of samples may be lost in the embedded tensor subspace. To illustrate this drawback














Figure 5.1: The projection of neighboring samples on the transformation vector.
the direction of the corresponding transformation vector. We notice that sample pair
{4,©} having the largest distance in the 2D space become the nearest one in the em-
bedded one-dimensional (1D) space compared to other embedded sample pairs. The
missing of relative location relationships may degrade the performance of TLPP on
classification and retrieval.
(2) TLPP is able to embed neighboring tensor samples together in the subspace by pre-
serving their topology structures. However, the preserving of local structures in TLPP
does not fully utilize the discriminant structures of all samples. For example, in super-
vised learning, TLPP preserves the local structures of samples in the same class, but
fails to encode discriminant information between different classes. Therefore, classes
containing similar samples may not be well distinguished in TLPP. The lack of global
discriminant information may degrade the recognition performance of TLPP.
5.2 Tensor Orthogonal Locality Discriminant Projection with Maximum Margin
Criterion (TOLDP-MMC)
To overcomes the drawbacks of TLPP, we introduce a novel tensor-based subspace learning
method, tensor orthogonal locality discriminant projection with maximum margin criterion
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TLPP TOLDP-MMC
: sample in Class 1
: sample in Class 2
: sample in Class 1
: sample in Class 2
(a) TLPPTLPP TOLDP-MMC
: sample in Class 1
: sample in Class 2
: sample in Class 1
: sample in Class 2
(b) OLDPMMC
Figure 5.2: Comparison between TLPP and TOLDP-MMC.
(TOLDP-MMC). Figure 5.2 illustrates the difference between TLPP and TOLDP-MMC.
TLPP embeds neighboring samples in the subspace as closely as possible, which is in-
dicated by green arrows in Figure 5.2(a). In contrast, the TOLDP-MMC preserves both
the similarity and variability of neighboring samples, which are illustrated by green and
small red arrows in Figure 5.2(a), respectively. In addition, the TOLDP-MMC can also
keep the global structure of all samples with discriminant information involved, as the red
large arrow in Figure 5.2(b) shows. TOLDP-MMC contains three main parts, the tensor
locality-preserved diversity projection, the maximum margin criterion, and orthogonality.
5.2.1 Tensor Locality-preserved Diversity Projection
Similar to TLPP, the tensor locality-preserved diversity projection (TLDP) first defines
adjacent graph GS = {VS , ES}, which describes the neighboring relationships of samples.
In graph GS , edges ES associated with adjacent samples have weights in matrix WS, which
is same to W in Eq. (5.3). To keep the similarity of tensor samples in the embedded











u(1), · · · ,u(n−1),u(n+1), · · · ,u(N)
}
are known, we can obtain the sim-














where Laplacian matrix LS = DS −WS. Eq. (5.10) ensures that neighboring samples in
the same class will be embedded as closely as possible in the subspace.
The diversity of samples, as another criterion, indicates samples’ relative position in-
formation. A pair of samples with a large distance will still has larger distance in the
embedded subspace compared to other mapped sample pairs. To describe the diversity of
samples, we define another adjacent graph GR = {VR, ER}. GR is same to GS except for
weight matrix WR, the entries of which are calculated as follows:
WRij =

1−K(Xi,Xj), Xi ∈ N (Xj) or Xj ∈ N (Xi),
0, Otherwise.
(5.11)
We assign larger weights to sample pairs with larger distances and preserve relative position







(yi − yj)2 WRij. (5.12)
Under the assumption that
{
u(1), · · · ,u(n−1),u(n+1), · · · , u(N)
}
are known, we can obtain














where LR = DR −WR. To balance between the similarity and diversity of samples, we
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α emphasizes the importance of the compactness of samples in the embedded subspace and
commonly ranges between 0.5 and 1. In our experiments, we set α = 0.9. In contrast, the
small weight on Eq. (5.13) helps preserve relative position relationships and avoid over-
fitting that may be caused by Eq. (5.10). To understand Eq. (5.14), we re-write αLS −




K(Xi,Xj) + α− 1, Xi ∈ N (Xj) or Xj ∈ N (Xi),
0, Otherwise.
(5.15)
The nature of the TLDP is that slightly decreased distances between samples can help avoid
the over-fitting of TLPP.
5.2.2 Tensor Maximum Margin Criterion
In addition to criteria that preserves the similarity and diversity of neighboring samples,
the TOLDP-MMC involves the tensor maximum margin criterion to encode global dis-
criminant information. Similar to MMC, in the embedded subspace TMMC separates
samples from different classes as far as possible by maximizing the difference between
the within- and between-class variances of embedded samples. We commonly describe
the within-class variance using the within-class scatter matrix. In supervised learning,
we assume that M tensor samples belong to C classes and modify the notation of sam-
ples as Xc,i, where c = 1, 2, · · · , C, indicates the class label and i = 1, 2, · · · , Nc, rep-
resents the sample index in class c. The n-th mode unfolding matrix of Xc,i is Xc,i(n).
Xc(n) =
[
Xc,1(n),Xc,2(n), · · · ,Xc,Nc(n)
]
concatenates all n-th mode unfolding matrices in
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class c. In addition, we need to define three constant items, identity matrices INc and IΠ(n)
with the sizes of Nc and
∏
k 6=n Ik, respectively, and vector eNc with all Nc entries equal to
one. On the basis of the definition of the within-class variance, we simplify the within-class



























X(n) · diag (L1,L2, · · · ,LC) ·XT(n)u(n)
= u(n)
T
X(n) · LW ·XT(n)u(n),
(5.16)




















The detailed proof of Eq. (5.16) can be found in Appendix A.1. Since the total variance
of samples is equal to the summation of within- and between-class variances, the between-
class variance can represented by the difference of total scatter matrix St and within-class
scatter matrix Sw. According to the definition of the total variance, we simplify the total










































X(n) · LT ·XT(n)u(n).
(5.18)
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Therefore, the between-class scatter matrix of tensor samples, denoted Sb, can be repre-
sented as:
Sb = St − Sc = u(n)
T
X(n) (LT − LW) XT(n)u(n). (5.19)
Under the assumption that
{
u(1), · · · ,u(n−1),u(n+1), · · · , u(N)
}
are know, we can encode










X(n) (LT − λLW) XT(n)u(n), λ ≥ 1,
(5.20)
where λ balances the importance of the between- and within-class variances.
5.2.3 Orthogonal Multilinear Transformation
To preserve the similarity and diversity of neighboring samples and encode discriminant
information, we combine objective functions in Eqs. (5.14) and (5.20) and derive the ob-





X(n) [LC − (LT − λLW)] XT(n)u(n),












To obtain the optimal solution u(n) to Eq. (5.21), we solve the generalized eigenvalue prob-
lem as follows:









The eigenvectors of Eq. (5.22) corresponding to the Pn smallest eigenvalues, as the basis
vectors of the Pn-dimensional subspace, constitute transformation matrix U(n) along the n-












is not symmetry. As introduced in [129], the orthogonality of basis vectors can enhance
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0, if i 6= j,
1, if i = j.
(5.23)
We utilize an iterative way to acquire basis vectors by assuring that new transformation








in U(n). The first transformation vector, u(n)1 , calculated from Eq. (5.22), is the eigenvector















X(n) [LC − (LT − λLW)] XT(n)
}
. (5.24)
Based on u(n)1 , basis vector u
(n)
k , k > 1, can be iteratively calculated as the eigenvector of



























































On the basis of Eqs. (5.24) and (5.25), we can obtain orthogonal projection matrix U(n)
along the n-th mode. In an iterative manner, we can obtain the multilinear transformation
under the criteria of TOLDP-MMC. The details are shown in Algorithm 4.
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Algorithm 4 Pseudo-code of the TOLDP-MMC
Input: a set of tensor samples {X1,1, · · · ,X1,N1 |X2,1, · · · ,X2,N2| · · · |XC,1, · · · ,XC,N1}
⊂ RI1×I2×···×IN , belong to C classes
Output: Lower dimensional features of input tensor samples,{
Yc,i ∈ RP1×P2×···×PN , c = 1, 2, · · · , C, i = 1, 2, · · · , Nc
}
, extracted by transfor-
mation matrices
{
U(n) ∈ RIn×Pn , Pn < Rn, n = 1, 2, · · · , N}
Initialization:
1: for n← 1 to N do
2: Initialize projection matrix U(n) using the eigenvectors of matrix X(n)XT(n) associ-
ated with the largest Pn eigenvalues
3: end for








6: for t← 1 to T do
7: for n← 1 to N do
8: With
{
U(1), · · · ,U(n−1),U(n+1), · · · ,U(N)
}
are fixed, iteratively construct Ũ(n)
using the orthonormal eigenvectors of Equations (5.24) and (5.25) associated with the
smallest eigenvalues
9: U(n) ← Ũ(n)
10: end for
11: Calculate mapped samples and Ψt
12: if (Ψt −Ψt−1) ≤ ζ? then Break
13: end if
14: end for
5.3 TOLDP-MMC in Gait Recognition and Salt-dome Tracking
5.3.1 Gait Recognition
To evaluate the performance of the TOLDP-MMC on feature extraction, we apply this
method on gait recognition. In the experiments, we use a subset of the USF HumanID “gait
challenge” data sets [130], which contain the binary tensor samples of gait silhouette from
71 subjects walking along elliptical paths. Each tensor sample has a size of 128× 88× 10,
and one tensor example is illustrated in Figure 5.3. The gait silhouettes of each subject are
captured under various conditions, which are decided by three variants: the viewpoint (left
or right), shoes (type A or B), and the surface (grass or concrete). In gait recognition, we
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Figure 5.3: A binary tensor sample contains gait silhouette.
Table 5.1: The capturing conditions of training and testing data sets.
Data Sets Training Testing SetsSet A B C D E F G
Capturing Conditions GAR GAL GBR GBL CAR CBR CAL CBL
Subject Number 71 71 41 41 70 44 70 44
first obtain projection matrices along all modes by applying tensor-based subspace learning
methods to a training data set. To determine the labels of samples in testing data sets, we
compare the features of samples in testing data sets with those in the training data set.
Different data sets are captured under different conditions, and subjects in all data sets are
unique. Therefore, every tensor sample is unique. We list the number of subjects and the
capturing conditions of training and testing data sets in Table 5.1, where C, G, A, B, L, and
R stand for the concrete surface, the grass surface, shoes with type A, shoes with type B,
the left view, and the right view, respectively. In the training data set, the gait silhouettes of
all 71 subjects are captured under the condition of GAR. In contrast, the number of subjects
In testing data sets may be less than 71.
In the experiments, we compare the performance of the TOLDP-MMC with typical
tensor-based subspace learning methods, such as MPCA [130], TOLPP [131], and TMMC [131].
To evaluate their performance on gait recognition, we use two metrics, rank-1 and rank-5.
Rank-1 and rank-5 represent the frequency of training samples that truly match testing sam-
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Table 5.2: Compare the performance of different subspace learning methods on gait recog-
nition.
Metrics Methods Dimensions A B C D E F G Average
Rank-1(%)
TPCA 90% Energy 61.76 51.30 37.62 21.75 17.92 14.20 14.68 31.32
TMMC [20, 13, 5] 60.52 46.34 32.38 12.83 12.59 12.32 10.70 27.86
TOLPP [22, 14, 5] 60.39 51.30 38.81 20.97 15.74 14.04 10.70 30.28
TOLDP-MMC [22, 14, 6] 62.04 51.06 36.67 21.13 19.61 13.10 12.44 30.86
Rank-5(%)
TPCA 90% Energy 41.98 34.33 24.48 14.77 14.38 10.83 11.34 21.73
TOMMC [22, 15, 5] 47.15 36.36 24.43 12.27 10.46 9.55 8.86 21.30
TOLPP [22, 14, 5] 44.02 34.56 24.05 14.52 14.38 11.64 11.24 22.06
TOLDP-MMC [21, 14, 6] 45.06 34.75 24.19 14.71 14.82 11.89 11.39 22.40
ples in the top one and five matches. In Table 5.2, we list the all metric values of different
methods and the corresponding dimensions when these values achieve the maximum. For
TPCA, we list the energy kept instead of the optimal dimensions. We notice that the rank-1
value of TPCA is higher than the TOLDP-MMC. However, in contrast, the rank-5 value of
the TOLDP-MMC is better, which shows the robustness of the TOLDP-MMC.
5.3.2 Salt-dome Tracking
In this section, we utilize the TOLDP-MMC to implement the salt-dome tracking. The
block diagram of the salt-dome tracking method based on the TOLDP-MMC is shown in
Figure 5.4.
Extracting Texture Features
On the basis of salt-dome boundaries labeled by interpreters in reference sections, we
attempt to obtain texture features that involve spatial information on all directions. In
the tracking method using the TOLDP-MMC, we build texture tensors from the labeled
boundaries of reference sections. We define Nr neighboring seismic sections as reference
sections, in which the corresponding boundaries, denoted lb, b = 1, 2, · · · , Nr, are man-
ually labeled. Points on these reference boundaries have the coordinate vectors of lb,k,
k = 1, 2, · · · , Kb, where Kb is the length of lb. To fully capture texture information along
all reference boundaries, we focus on texture patches centered at boundary points with a























































Figure 5.5: The texture tensor built from the boundaries of reference sections
To ensure the equality on both tracking directions, we first define the centers of texture
tensors as points on the centric reference boundary lNc , where Nc = dNr/2e. Then, to con-
struct texture tensors, we need to identify the corresponding patch centers in neighboring
reference sections. The localization of patch centers on lb, b 6= Nc, is shown as follows:
l̃b,k = arg min
lb,t
‖lb,t − lNc,k‖2 , t = 1, 2, · · · , Kb. (5.27)
Based on the definitions of lNc and Eq. (5.27), l̃Nc,k is equal to lNc,k. Therefore, boundary
points on the centric section identify groups of patch centers, denoted
{
l̃b,k, b = 1, 2, · · · , Nr
}
,
k = 1, 2, · · · , KNc . By stacking texture patches belonging to the same group along the third
direction as Figure 5.5 shows, we can construct third-order texture tensors from reference
sections, which are denoted as
{
Ak ∈ RNp×Np×Nr , k = 1, 2, · · · , KNc
}
.
Although current texture tensors contain texture information from all reference sec-
tions, only one tensor may not be enough to reflect the changes of textures along reference



























Figure 5.6: Neighboring cubes defined around p in three directions
tensor group centered at tensor Ak, denoted Gk = {Ak−Ns , · · · ,Ak, · · · ,Ak+Ns} , where
Ns determines the window size along boundaries. Therefore, all tensors extracted from
reference boundaries can be classified into tensor groups according to their proximity. By
applying the OLDP-MMC on classifed tensor groups, we can obtain projection matrices on
each mode, denoted U(1)k ∈ RJ1,k×Np , U
(2)
k ∈ RJ2,k×Np , and U
(3)
k ∈ RJ3,k×Nr , where Jn,k,
n = 1, 2, 3, are the dimensions of projected column subspace. By projecting Gk onto these
matrices, we can obtain texture features in the form of tensors, denoted G̃k, which has the
element calculated as follows:




k , m ∈ {k −Ns, · · · , k +Ns} . (5.28)
Acquiring GoT Maps
Using texture features extracted from reference boundaries, we can estimate the position
of boundary points in predicted sections. However, migrated seismic data commonly in-
volve noise, which may effect the accuracy of tracked boundary. Therefore, to increase
the robustness of the tracking method, we select the 3D multi-scale GoT attribute [109]
as a constraint because of its capability of describing the texture difference between the
salt dome and its neighboring rock strata. For each point p in the predicted section, we
define three pairs of cubes surrounding it as Figure 5.6 shows. The texture difference be-
tween neighboring cubes represents the texture gradient along one direction, denoted Gi,
i ∈ {x, y, t}. By combining these texture gradients, we can obtain the GoT value, which is
108
(a) Reference image (b) GoT map
Figure 5.7: The reference image (inline 399) and its corresponding GoT map






t . According to the work of [109], texture gradients are
consistent with the perception of interpreters and can be represented as follows:
Gi = E (|F {|F {abs (Wi− −Wi+)}|}|) , i ∈ {x, y, t} , (5.29)
where |F {·}| represents the magnitude of 3D Fourier transform, {Wi−,Wi+} defines the
pair of neighboring cubes along one direction, and mean operatorE (·) pools the difference
cube into a single value. Figure 5.7 shows one seismic section with the manually labeled
salt-dome boundary in green and its corresponding GoT map. We notice that the blue area
at the bottom of the GoT map roughly illustrates the salt body. In contrast, yellow and red
regions indicate surrounding rock strata.
Estimating Tracked Positions
Using the GoT map and texture features extracted from reference boundaries, we can es-
timate the initial positions of tracked points. To ensure the computational efficiency of
the tracking process, we project the labeled boundary of only the centric reference section
onto the predicted section and keep the coordinates of all boundary points unchanged. To
identify the optimal tracked position, we search along the normal direction of the projected
point within a radius of (2Rs + 1), where Rs is determined by the distance between the
predicted section and the centric reference section. However, if the shape of the salt dome
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drastically changes among neighboring seismic sections, we may not be able to have access
to the boundary area by searching around the current predicted point. Therefore, we need
to shift projected points under the constraint of the GoT map. The shifting strategy with




















the averaged GoT value of the 3 × 3 neighborhood of point l̃Nc,k. TH and TL defines two
thresholds. If the averaged GoT value of l̃Nc,k is greater than TH , it means that the initially
projected point is located in surrounding rock strata and needs to be shifted towards the
salt body. In contrast, if the averaged GoT value of l̃Nc,k is less than TL, it means that the
initially projected belongs to the salt body and needs to be shifted towards the boundary
area.
On the basis of projected point l̂Nc,k, we define a group of potential tracked points,
denoted l̂(s)Nc,k, s = 1, 2, · · · , (2Rs + 1). For each potential tracked point, we randomly




Nre neighborhood, which represent the centers of
texture patches with a size of Np×Np. By stacking these patches along the third direction,
we can obtain texture tensor P (s)Nc,k. As Eq. (5.28) shows, we extract the texture features of
P (s)Nc,k, denoted P̃
(s)
Nc,k
















∥∥∥G̃k − P̃ (s)Nc,k∥∥∥F =
(∑∥∥∥Ãm − P̃ (s)Nc,k∥∥∥2F
)1/2
. (5.31)
The potential position with the smallest difference is the tracked position. Fig 5.8(a) illus-
trates the tracked points of the predicted section inline 389, which are estimated from the
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(a) Tracked points (b) Remaining points after filtering
(c) Highlighted salt body (d) Tracked boundary
Figure 5.8: The post-processing steps to synthesize the tracked boundary
green labeled boundary of inline 399.
Post-processing
On the basis of tracked points, to synthesize the tracked boundary, we need to apply neces-
sary post-processing steps. We first use the median filter to remove noisy points. By con-
nection these remaining points shown in Figure 5.8(d), we can highlight the salt body. To
prevent from synthesizing the jagged boundary, we apply the closing operation on the high-
lighted salt body with a disk structuring element as Figure 5.8(c) illustrates. The boundary
extracted from Figure 5.8(c) is shown in Figure 5.8(d) as the tracked boundary in red.
Experimental Results
In this section, we apply the salt-dome tracking method on a 3D real seismic dataset ac-
quired from the Netherlands offshore F3 block with the size of 24 × 16 km2 in the North
Sea [116]. To illustrate the performance of the tracking method based on the TOLDP-
MMC, we focus on a local volume of the dataset containing discernible salt-dome struc-
tures. The tested volume has an inline number ranging from 389 to 409, a crossline number
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(a) (b)
Figure 5.9: The comparison between the green ground truth and the red tracked boundaries
of inline 389 synthesized by (a) the tracking method based on the TOLDP-MMC and (b)
the tracking method in Chapter 4







































(b) Details of the tracked boundary in Figure 5.9(b)
Figure 5.10: The details of the green ground truth and the red tracked boundaries in Fig-
ure 5.9
ranging from 401 to 701, and a time direction ranging from 1,300ms to 1,848ms with a step
of 4ms. Figures. 5.7(a) and 5.8(d) illustrate seismic sections extracted from the local vol-
ume.
As we mentioned in previous sections, we first select seven reference sections with the
inline number ranging from 396 to 402, the salt-dome boundaries in which are labeled
by interpreters. Then we build texture tensors with a size of 20 × 20 × 7 along labeled
boundaries and extract texture features on the basis of Eq. (5.28). In the calculation of
the GoT map, we define the size of cubes as 7 × 7 × 7. In the tracking process, we


















Tracked boundary by the TOLDP-MMC-based tracking
method
Tracked boundary by the tracking method in Chapter 4
Figure 5.11: The SalSIM indices of tracked boundaries ranging from 389 to 395 and 403
to 409
to the offset between the predicted and the centric reference sections. In Figure 5.9, we
compare the green manually labeled ground truth with red tracked boundaries in inline
389 synthesized by the salt-dome tracking method based on the TOLDP-MMC and one
introduced in Chapter 4, respectively. Figure 5.10 shows the more details of the comparison
in Figure 5.9. We notice that the tracked boundary synthesized by the tracking method
based on the TOLDP-MMC is more similar to the ground truth, in contrast to the one
obtained in Chapter 4, especially around the left- and right-bottom. To objectively evaluate
the similarity between tracked boundaries and the ground truth, we use the SalSIM index
introduced in Chapter 4, which is derived from the Frèchet distance. In our experiment, we
synthesize tracked boundaries in inline 389 to 395 and 403 to 409 using the tracking method
based on the TOLDP-MMC and the method in Chapter 4. We noticed that the salSIM index
of boundaries synthesized by the memthod in Chapter 4 has a decreasing trend with the
Table 5.3: The objective comparison between the salt-dome tracking method based on the
TOLDP-MMC and the tracking method in Chapter 4
Tracking Method Mean
Standard AMD Elapsed
Deviation (pixel) CPU Time (s)
Tracking Method based on the TOLDP-MMC 0.9559 0.0054 8.57 14.71
Tracking Method in Chapter 4 0.9508 0.0115 9.32 70.82
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increasing offset to the centric reference section. However, salt boundaries obtained by the
tracking method based on the TOLDP-MMC yield more stable salSIM indices. Table 5.3
shows the statistics of the salSIM indices in Figure 5.11, in which the averaged maximum
distance (AMD) represents the mean of the Frèchet distance of the tracked boundaries to
the ground truth. We implement both methods on a computer with Core i7-3720QM CPU
at 2.60GHz and 12GB RAM and list the corresponding run-time in Table 5.3. We noticed
that the tracking method based on the TOLDP-MMC has higher mean value, lower standard
deviation, AMD, and computational complexity. In addition, the tracking method based on
the TOLDP-MMC also has higher potential of being implemented in parallel, which can
further increases interpretation efficiency.
5.4 Summary
In this chapter, we introduced a tensor-based subspace learning method, TOLDP-MMC, to
extract features from multidimensional data. Different from the TLPP, this algorithm con-
sists of three parts, the tensor locality-preserved diversity projection, the maximum margin
criterion, and orthogonality. The locality-preserved diversity projection maintains the rel-
ative position information of neighboring samples, while embedding neighboring samples
in the subspace as closely as possible. The maximum margin criterion encodes global dis-
criminant information and separates samples from different classes as far as possible by
maximizing the difference between the within- and between-class variances of embedded
samples. To increase the discriminating power, we orthogonalized the bases of embed-
ding spaces. We applied the TOLDP-MMC on gait recognition and salt-dome tracking.





In Chapter 3, we introduced an interactive interpretation framework that delineated faults
in seismic volumes using their geological and geometric features. The geological feature of
faults is their discontinuity along horizons. The geometric feature of faults is their line-like
or curved shapes in seismic sections, which appear as curved surfaces in seismic volumes.
To improve the efficiency of fault interpretation, we classified seismic sections into ref-
erence and predicted ones by borrowing the concept of I- and B-frames in video-coding
techniques and applied different strategies on the two types of sections. In the reference
sections, we utilized discontinuity maps to highlight discontinuous regions along horizons,
referred to as likely fault regions, and employed the Hough transform to extract the line
features of faults. Because of the appearance of noise and the limitation of the Hough
transform, it was inevitable that detected results contain some false features that violate
geological constraints. To remove false features, we characterized geological constraints
using the spatial relationships of detected features. The connection of remaining features
determines the accuracy of fault labeling. Simply connecting features using lines depicts a
rough shape of a fault. However, such labeling is not accurate since lines connecting fea-
tures involve no geological information. To improve interpretation accuracy, we searched
horizontally along the initially labeled fault for the highest discontinuity value and obtained
another candidate. The combination of these two candidates forms the optimal labelling of
faults in reference sections. For predicted sections, we synthesized tracked faults using
ones detected from two reference sections for high accuracy. We utilized the discontinuity
attribute to estimate tracking vectors, which projected the local segments of faults labeled
in reference sections to the corresponding position in the target predicted section. The opti-
mal combination of fault segments projected from reference sections involves discontinuity
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and spatial constraints. Faults labeled in reference and predicted sections form the fault sur-
face in the seismic volume. To evaluate the performance of the interactive framework on
fault interpretation, we introduced the fault similarity (FauSIM) index that describes the
similarity between detected faults and manually picked faults. The FauSIM index based
on the Fréchet distance compares both the local and global structures of faults. Experi-
mental results showed that the interactive framework has the capability to accurately detect
faults in seismic sections, and the objective FauSIM indices complied with the subjective
observation of interpreters.
In Chapter 4, we extended the concept of the interactive interpretation framework in-
troduced in Chapter 3 to the labeling of salt domes. In a seismic volume, we classified
its seismic sections containing salt domes into reference and predicted ones, and applied
different strategies for these two types of sections. Since salt domes containing chaotic
reflections have different texture from surrounding structures formed by other types of
rocks, to capture the change of texture between salt and non-salt regions, we calculated the
GoT attribute of all sections by involving a perceptual dissimilarity measure. In reference
sections, we highlighted salt-dome boundaries with higher GoT values using a threshold
automatically generated from Ostu’s method. From an interactively selected initialization
point inside the salt dome, we performed region growing, and regions indicating the salt
dome keep growing and stop at boundary regions. After the closing operation, grown re-
gions determine the boundaries of the salt dome in reference sections. By tracking detected
boundaries in reference sections that constitute the minority of seismic sections through a
seismic volume, we further improve the efficiency of salt-dome interpretation. Since local
areas along salt-dome boundaries commonly have similar textures, we built texture tensors
by stacking texture patches around salt-dome boundaries in the reference section along the
third mode. While building tensors, we introduced the incremental tensor-based PCA to
implement tensor classification. Although seismic data commonly contain noise, noise-
adjusted tensor-based PCA generated a set of transform matrices by selecting PCs with
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the highest SNR. To localized boundary points in predicted sections, we first projected the
detected boundary in the reference section onto the target predicted section and kept the
coordinates of all points unchanged. Then, to identify the tracked position of every pro-
jected point, we searched among candidate points located along the normal direction of
the projected boundary. Every candidate point corresponded to a patch pair, which could
be reconstructed by obtained transform matrices. The candidate point with the smallest
reconstruction error is selected as the tracked point. To evaluate the performance of the
interactive framework on salt-dome interpretation, we introduced the salt-dome similarity
(SalSIM) index that described the similarity between detected and manually picked salt-
dome boundaries. The SalSIM index based on the Fréchet distance compares both the local
and global structures of salt-dome boundaries. Experimental results showed that the inter-
active framework has the capability to accurately detect salt-domes in the seismic volume,
and the objective SalSIM indices complied with the subjective observation of interpreters.
In Chapter 5, we introduced a tensor-based subspace learning method, TOLDP-MMC,
to extract features from multidimensional data. Different from the TLPP, this algorithm
consists of three parts, the tensor locality-preserved diversity projection, the maximum
margin criterion, and orthogonality. The locality-preserved diversity projection maintains
the relative position information of neighboring samples, while embedding neighboring
samples in the subspace as closely as possible. The maximum margin criterion encodes
global discriminant information and separates samples from different classes as far as pos-
sible by maximizing the difference between the within- and between-class variances of
embedded samples. To increase the discriminating power, we orthogonalized the bases of
embedding spaces. We applied the TOLDP-MMC on gait recognition and salt-dome track-






DERIVATIONS OF TOTAL AND WITHIN-CLASS SCATTER MATRICES OF
TENSOR SAMPLES.
In supervised learning, we assume that M tensor samples belong to C classes and modify
the notation of samples as Xc,i, where c = 1, 2, · · · , C, indicates the class label and i =
1, 2, · · · , Nc, represents the sample index in class c. The n-th mode unfolding matrix of Xc,i
is Xc,i(n). Xc(n) =
[
Xc,1(n),Xc,2(n), · · · ,Xc,Nc(n)
]
concatenates all n-th mode unfolding
matrices in class c, and Xc(n) is the mean of all n-th mode unfolding matrices in class c.
yi = Xi ×1 u(1)
T ×2 u(2)
T · · · ×N u(N)
T , i = 1, 2, · · · ,M , is mapped from sample Xi,
where
{
u(n) ∈ RIn×1, n = 1, 2, · · · , N
}
are a set of transformation vectors for N modes.
Here, yi still represents a tensor, although each mode has only one dimension. The mean
of yi, i = 1, 2, · · · , Nc, in class c is denoted as ȳc. Similar to the matrix representation of











For simplicity, we define UIMΦ(n) = IM ⊗ uΦ(n) , where matrix IM represents an identity





when deriving total- and within-class variance of tensor samples, we need to define three
constant items, identity matrices INc and IΠ(n) with the sizes of Nc and
∏
k 6=n Ik, respec-
tively, and vector eNc with allNc entries equal to one. The following sections will introduce
the derivation process in detail.
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A.1 Within-class Scatter Matrix of Tensor Samples































































































































X(n) · diag (L1,L2, · · · ,LC) ·XT(n)u(n)
(A.2)





















A.2 Total-class Scatter Matrix of Tensor Samples
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