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Inriktningen av denna rapport har praglats av forfattarens 
erfarenheter fran arbetet med urvalsplaner for delundersok-
ningarna avseende medborgare, politiker och tjansteman inom 
forskningsprogrammet 1979-1981 for utvardering av kommunsam-
manslagningsreformen, av allmanna diskussioner om analyspro-
blem under planeringsstadiet av forskningsprogrammet samt av 
studium av de olika projektens slutrapporter. I forsknings-
programmet deltog for skare fran samtliga statsvetenskapliga 
institutioner i Sverige med undantag for Uppsala samt forska-
re fran kulturgeografiska institutionen i Lund. 
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Forfattaren har redovisat urvalsplaner och estimation av po-
pulationskarakteristikor samt diskuterat vissa allmanna metod-
fragor i tidigare rapporter (T 4 ], [26] bilagor samt [28] 
kap. 12). 
Den statistiska analysens betingelser 
Kommunforskningsprogrammets delundersokningar, liksom fler-
talet samhallsvetenskapliga undersokningar som genomfores i 
surveyform, praglas ur statistisk synpunkt framst av nedan-
staende forhallanden. 
a. Det finns dubbla syften, ett beskrivande och ett for-
klarande. Man onskar beskriva populationen och olika 
delgrupper med hjalp av enkla matt: relativa och ab-
soluta frekvenser av olika egenskaper och kombinationer 
av egenskaper samt medelvarden och totalvarden 
Man forklarar egenskaper, attityder, politiskt handlande 
och andra foreteelser med hjalp av individ- och miljo-
variabler (i detta fall kommunvariabler). Ofta ingar 
aven attitydvariabler bland forklaringsvariablerna. 
Hari finns en konflikt mellan olika onskemal inbyggd. 
Det deskriptiva syftet uppnas oftast bast med ett kom-
plext urvalsforfarande, i manga fall med kraftigt vari-
erande inklusionssannolikheter for olika element i popu-
lationen. 
Ur sambandsanalysens synpunkt ar det visserligen av in-
tresse att fa en representation.i urvalet garanterad for 
alIa viktigare delgrupper i populationen. Detta kan upp-
nasmed hjalpav ettkomplext urvalsforfarande. 
Mot ett sadant urvalsforfarande talar emellertid myc-
ket starkt det faktum att det till allFa storsta delen 
saknas statistisk teori for sambandsanalys baserad pa 
komplexa urval. 
Kommunforskningsprogrammet bygger pa komplexa urvals-
forfaranden. Skalen harfor redovisas i den ovan givna 
referensen [4]. 
b. De verkliga sambanden ar av komplicerad art och det 
finns i allmanhet ett stort antal presumptiva forkla-
ringsvariabler till en viss responsvariabel. ~ven om 
det finns kunskaper om sakforhallandena saknas i de 
flesta fall etablerad saklogisk teori som stod vid kon-
struktion av statistiska modeller. 
c. De variabler som observeras ar i manga fall av kvali-
tativ typo I kommunforskningsprogrammet dominerar denna 
variabeltyp totalt i flertalet delundersokningar. 
d. Urvalsplanerna ar ofta komplexa med urvalssannolikhe-
ter som varierar kraftigt mellan olika element i po-
pulationen. 
Genomforandet av den statistiska analysen 
Den deskriptiva delen av kommunforskningsprogrammet ger upp-
hov till vissa komplicerade estimationsproblem. Det ar emel-
lertid analysen av samband mellan kvalitativa variabler som 
varit stotestenen for for skare in om de olika projekten. 
I vissa projekt bygger analysen nastan uteslutande pa olika 
tabelleringar av materialet. I andra fall kompletteras denna 
med berakningar av enkla korrelationer och regressionslinjer. 
Vissa forfattare, framst westerstahl och Johansson [29] gar 
langre och utnyttjar variansanalys med flera faktorer, och 
multipel linjar regressionsanalys samt i enstaka fall diskri-
minantanalys och faktoranalys. Ingen av de anvanda metoderna 
ar emellertid utvecklade for analys av kvalitativa respons-
variabler. 
Skalet till att man valt ovan angivna metoder ar naturligtvis 
att den multivariata teorin och metodiken for att studera sam-
variation och samband mellan kvantitativa variabler sedan lan-
ge ar valutvecklad. Den ar ocksa allmant kand och utnyttjad 
bland empiriskt inriktade forskare. 
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Tidigare har det daremot endast funnits en knapphandig och 
foga kraftfull metodik for multivariat analys av kvalitativa 
variabler. Under senare ar har det emellertid forsiggatt en 
stark utveckling inom det sen are omradet. Den torde dock 
vara ganska okand utanfor fackstatistikernas krets. 
Modellbegreppet 
Genomgaende har de statistiska metoderna vid analysen av kom-
munundersokningarna anvants utan att man specifkerar en sta-
tistisk modell. Statistisk analys utan modellspecifikation 
leder latt till att en standardmodell regelmassigt utnyttjas 
och att resultaten tolkas utan att modellens validitet under-
sokts. Det foreligger ocksa en uppenbar risk for val av min-
dre lampliga eller felaktiga metoder. 
Disposition 
Mot denna bakgrund ar det angelaget att inledningsvis kort-
fattat berora 
modellbegreppets roll i statistisk analys 
statistiska inferensens begransningar i explora-
tiva undersokningar 
olika undersokningstyper (experiment, urval, tids-
serieobservation) som i allmanhet leder till olika 
modellspecifikationer 
ett komplext urvalsforfarandes inverkan pa analys 
av statistiska modeller 
Darefter behandlas 
specifikation och skattning av linjara regressions-
modeller 
anvandning av sadana modeller for analys av binara 
responsvariabler inom kommunforskningsprogrammet 
icke-linjara regressionsmodeller for binara res-
ponsvariabler 
Senare delen av framstallningen agnas sedan at 
presentation av nvare modeller och metoder for ana-
lys av samvariation mellan kategoriska (kvalitativa 
och klassindelade kvantitativa) variabler i flerdi-
mensionella kontingenstabeller 
analys av olika fragestallningar in om kommunforsk-
ningsprogrammet pa basis av sadana modeller. 
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1. STATISTISKT ANALYSARBETE 
1.1 Modellbegreppets betydelse 
En statistisk modell utgor en forenklad och matematisk 
formaliserad bild av ett visst fenomen. Modellen be-
skriver dels regelbundenheten eller den systematiska 
strukturen hos detta fenomen dels de slumpmassiga va-
riationerna. Modellkonstruktion ar en fraga om balans-
gang. Det maste goras en avvagning mellan modellens en-
kelhet och dess formaga av vid okad matematisk komplex-
itet pa ett adekvat satt aterge mer eller mindre marke-
rade sardrag som det aktuella fenomenet i verkligheten 
uppvisar. 
Modellen utgor en lank mellan verklighet och data. 
Utan denna lank skulle det vara mycket svart att vinna 
nagot storre matt av kunskap om det fenomen som analy-
seras. Pa basis av datamaterialet uppskattas olika 
storheter (parametrar) i den modell som formularats. 
I nasta steg skall man pa basis av slutsatserna om mo-
dellen dra slutsatser om det fenomen i verkligheten som 
studeras. 
Slutsatserna i en studie star och faller med modellens 
giltighet. Det ar darfor nodvandigt att i alIt statis-
tiskt analysarbete stalla modellen i fokus. Modellen 
maste beskrivas noggrant (modellspecifikation). Det 
ar nodvandigt att prova modellens giltighet och att re-
dovisa resultatet av denna provning. 
1.2 Konfirmativa undersokningar visavi dataanalys 
Vid diskussion av anvandning och tolkning av statistis-
ka modeller ar det av intresse att skilja mellan tva 
huvudsituationer. I det ena fallet har man pa forhand 
goda kunskaper om vilka faktorer som paverkar en viss 
responsvariabel och kan stodja sig pa etablerad saklo-
gisk teori inom omradet. I det andra fallet saknas sa-
dan teori och man kan pa forhand kanske bara ange ett 
stort antal presumptiva forklaringsvariabler till en 
viss responsvariabel. Ofta finns forklaringsvariabler 




Anvandningen av statistiska modeller och framfor alit moj-
ligheterna att dra slutsatsen av undersokningsresultaten 
varierar starkt mellan dessa bada fall som kan karakteri-
seras som konfirmativa undersokningar och explorativa un-
dersokningar (dataanalys). Arbetsgangen i de bada under-
sokningstyperna kan sammanfattas i figur 1. 
Figur 1.1 Utformning av statistiska modeller i konfirma-
tiva undersokningar och vid dataanalys (explo-
rativa undersokningar). 
K f' on l.rma t' l.V un d "k ' erso n1.ng D t a 1 aana .ys 
Sakproblem formuleras och oversatts till statistiska problem 
Statistisk undersokningsplan utformas •. 
Statistisk modell specifi-
ceras pa basis av forhands-
kunskaper och etablerad 
teori inom sakomradet. 
Data insamlas enligt undersokningsplanen. 
Modellen skattas. Pa basis av forhandskun-
Modellrelevans kontrolle- skaper och monster i data-
ras med hjalp av residual- materialet specificeras, 
monster och test. provas och modifieras en 
svit av modeller. 
Parameterskattningar och Parameterskattningar och 
osakerhetsmatt presente- osakerhetsmatt presenteras 
ras. for en eller flera model-
ler som ger plausibla for-
klaringar mot bakgrund av 
forhandskunskaperna och 
som ger god anpassning 
till data. 
Slutsatser dras om sak- Vissa slutsatser kan dras 
problemet. om sakproblemet. 
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1.3 Dataanalys och statistiska test 
I den konfirmativa undersokningstypen ar den statistiska 
modellen specificerad pa forhand. Om den saklogiska teorin 
verkligen ar valetablerad kommer i normalfallet den sta-
tistiska modellen att betraktas som adekvat efter att den 
konfronterats med det observerade datamonstret. Den sta-
tistiska inferensens formella matt pa osakerhet vid test 
och konfidensintervall for modellparametrar kommer da att 
vara tillampbara. 
Vid dataanalys (explorativa undersokningar) specificeras 
och modifieras en rad modeller med ledning av det observe-
rade datamonstret. Som hjalpmedel vid denna modellbyggnads-
process anvands vanligen forutom grafer over residualmons-
ter olika statistiska test. Eftersom modellens utformning 
styrs av det observerade datamonstret svarar emellertid 
den formella testnivan inte mot samma reella niva. Ju fler 
modellvarianter som provas och ju fler presumptiva forkla-
ringsvariabler man har att valja sina forklaringsvariabler 
bland, desto storre ar naturligtvis mojligheten att finna 
en modell som star i god overensstammelse med de speciella 
sardrag som av en ren tillfallighet upptrader i det obser-
verade urvalet. 
Dataanalys leder darfor i de flesta fall till overanpassade 
modeller. Man far en skonmalning av hur vaL modellen, som 
stegvis har mejslats ut och filats av for att beskriva 
egenheterna i detta speciella urval, beskriver verkligheten. 
Det torde i samhallsvetenskapliga surveys vara ovanligt att 
man kan specificera sina modeller pa forhand. Det ar darfor 
inte heller mojligt att pa basis av resultatet fran en en-
staka undersokning etablera kausala modeller (av vissa for-
fattare kallade funktionella modeller). Det basta man kan 
hoppas pa ar en god prediktionsmodell. Man bor om mojligt 
anda stalla sadana krav i modellbyggnadsarbetet att ingen-
ting motsager att den slutliga modellen skulle kunna vara 
en god forklaringsmodell. Man far darfor inte lata den serie 
av test som i allmanhet forekommer under konstruktionsarbe-
tet for att na fram till en slutmodell bli det helt avgoran-
de for dennas utseende. 
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1.4 Undersokningsformer och modeller 
Det ar i denna framstallning av intresse att sarskilja 
de tva undersokningsformewna experiment och tvar-
snittsundersokningar av surveytyp. Experimentet utgor, 
den i de flesta samhallsvetenskapliga sammanhang ute-
slutna, idealformen som ger helt andra mojligheter att 
dra palitliga slutsatser om orsak/verkanrelationer an 
de bada andra undersokningsformerna. 
a. Vid ett experiment forfogar experimentatorn over 
ett antal forsoksenheter. Denne fordelar sjalv 
forsoksenheterna pa de olika behandlingarna en-
ligt en viss experimentplan. Med andra ord be-
starns vilka kombinationer av varden pa forkla-
ringsvariablerna man skall observera en viss re-
sponsvariabel. Vardena pa forklaringsvariablerna 
kan darfor betraktas som pa forhand givna konstan-
ter. Vanligen tillses att forklaringsvariablerna 
gores ortogonala (oberoende), vilket innebar att 
for varje "niva" pa en av variablerna varieras de 
ovriga enligt sarnrna monster. 
Randomiseringen, dvs. det slumpmassiga valet av 
forsoksenhet for varje enskild observation samt 
den slumpmassiga ordningsfoljden mellan observa-
tioner for olika kombinationer av nivaer pa de 
kontrollerade variablerna garanterar att de i ex-
perimentet ingaende kontrollerade variablerna 
inte pa ett systematiskt satt samvarierar med 
eventuella andra variabler som paverkar responsva-
riabeln. Dessas inflytande, om det existerar nagot 
sadant, kornrner darfor endast att ta sig uttryck i 
form av storre slumpvariation hos responsvariabeln. 
De stor darfor inte de kontrollerade variablernas 
systematiska inverkan pa responsvariabeln. Randomi-
seringen medfor ocksa, savitt det inte forekommer 
speciella forhallanden, att de olika observationer-
na kan betraktas somoberoende av varandra. 
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De ur analys- och modellsynpunkt intressantaste egen-
skaperna hos ett experiment ar att 
• man vet tack yare randomiseringen att det 
endast ar de experimentellt kontrollerade 
variablerna som kan ha haft en systematisk 
effekt (det ar ju inte sakert att alIa verk-
ligen har en effekt) pa responsvariabeln. 
Modellbyggnaden blir darfor, relativt sett, 
ett ganska enkelt problem. 
forklaringsvariablerna har i experimentplanen 
vanligen gjorts ortogonala. De olika forkla-
ringsvariablernas effekter blir darfor inte 
hopblandade med varandra. Man kan ocksa utan 
komplikationer studera interaktioner dvs. hur 
effekten av en forklaringsvariabel beror av 
de ovriga forklaringsvariablernas nivaer. 
observationerna kan, tack yare randomisering-
en, betraktas som statistiskt oberoende. Detta 
bidrar till att gora analysen av den statis-
tiska modellen enkel. 
• sannolikhetsmodellerna blir enkla. Observa-
tionernas variation for en viss kombination 
av nivaer pa forklaringsvariablerna beskrivs 
av endimensionella fordelningar eftersom en-
dast responsvariabeln ar slumpmassig. (For en 
konkretisering se kap. 2.2.) Detta medfor att 
det blir enkelt att harleda estimatorer enligt 
olikametoder. Det medfor ocksa att det inte 
ar meningsfullt att berakna matt pa samvaria-
tion (sasom korrelationskoefficienter) mellan 
responsvariabel och olika forklaringsvariabler, 
ett tyvarr ibland forekommande komplement till 
ovrig beskrivning av experimentutfall. 
b. Samhallsvetenskaperna arbetar ofta med slumpmassi-
ga urval av individer fran en andlig population. 
I vissa fall genomfores totalundersokningar men 
detta andrar inte problemen vid modellbyggnaden 
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pa annat satt an att man slipper ta hansyn till 
nagon urvalsplan. En modell som specificeras for 
att beskriva det aktuella sakproblemet inkluderar 
m variabler. De m matvarden som erhalles for en 
slumpmassigt vald individ betraktas som en obser-
vation pa en m-dimensionell stokastisk variabel. 
Modellen som beskriver foreteelsen kommer darfor 
att utgoras av en m-dimensionell sannolikhetsfor-
delning. 
Vid analys av surveydata har alIa ovan uppraknade 
fordelar med experiment bytts mot extra komplika-
tioner. 
Modellbyggnadsprocessen blir vansklig darfor 
att det vanligen inte ar mojligt att ange hur 
manga och vilka variabler som bor inga i den 
statistiska modellen. 
Variablerna i modellen samvarierar och dess-
utom foreligger en samvariation med variabler 
som ej ar inkluderade i modellen. am nagon ej 
inkluderad variabel paverkar den aktuella fo-
reteelsen uppstar of rank om I igen systematiska 
fel vid skattning av ingaende modellvariab-
lers effekter. Man far med andra ord en hop-
blandning av effekter ("confounding" enligt 
engelskspraklig terminologi). 
Det ar inte mojligt att experimentellt mani-
pulera forklaringsvariabler (oberoende av va-
randra) och avlasa effekten pa responsvaria-
beln. Man kan darfor principiellt sett aldrig 
avgora om en konstaterad samvariation ar ett 
uttryck for ett k2l.Usal t samband eller ej. 
• Med manga vanligt forekommande urvalsplaner 
(grupp- och flerstegsurval) blir observatio-
nerna statistiskt beroende. 
Ofta ges olika individer olika urvalssannolik-
heter i urvalsplanen. 
Sannolikhetsmodellerna blir komplicerade ef-
tersom de utgors av flerdimensionella fordel-
ningar for beroendevariabler. (Se kap. 2.2.) 
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Ofta foreligger en omsesidig paverkan mellan 
tva eller flera variabler vilket ytterligare 
okar modellens komplexitetsgrad. 
Undersokningar baserade pa tidsserier av observationer 
dras i alIt vasentligt med samma principiella problem 
som tvarsnittsundersokningar i urvalsform. Man maste 
darutover ta i beaktande att i tiden pa varandra nara 
foljande observationer mycket ofta maste betraktas som 
beroende. 
1.5 Surveyanalytikerns dilemma 
Surveys har som tidigare namnts i allmanhet tva syften: 
Beskrivning av populationen i termer av enkla matt och 
frekvenser samt analys av samband. 
A. Medlet for att astadkomma eneffektiv deskription 
ar ett effektivt utnyttjande av den forhandsinforma-
tion (de hjalpvariabler) som foreligger. Den sta-
tistiska teorin for deskriptiva undersokningar be-
handlar olika komplikationer sasom 
ett komplext urvalsforfarande med utnyttjande 
av hjalpinformation 
speciell estimation med utnyttjande av hjalpin-
formation 
svarsbortfall 
matfel vid observationerna. 
B. Medlet for att astadkomma en effektiv analys av sam-
band mellan variabler ar framfor alIt ett utnyttjan-
de av sannolikhetsmodeller. 
Den statistiska inferensteorin (allman inferensteori 
och multivariat teori) forutsatter emellertid i stort 
sett utan undantag en idealiserad situation 
• obundet slumpmassigt urval (oberoende observa-
tioner) 
inget bortfall av observationer 
inga matfel forekommer. 
Till stora delar ar det fraga om en normalfordelnings-
teori eftersom observationerna antas komma fran en-
eller flerdimensionella normalfordelningar. 
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1.6 Malet for den statistiska inferensen 
Inom den experimentella statistiken finns en valetablerad 
och principiellt sett enkel begreppsapparat. De vid expe-
rimentserien erhallna matvardena betraktas som genererade 
enligt en viss sannolikhetsmodell. Experimentet ar i prin-
cip upprepbart under oforandrade betingelser och onskat 
antal observationer kan erhallas. Nagon konkret population 
av enheter som ar barare av matvardena existerar ej utan 
det enskilda experimentet genererar matvardet. Forsoksen-
heterna i sig ar inte intressanta i annan mening an att de 
utgor ett medel att studera den bakornliggahde·.- mekanismen eller 
orsakssambandet vilket representeras av sannolikhetsmodel-
len. Den statistiska inferensen avser sannolikhetsmodel-
len och dess parametrar. 
I samhallsvetenskapliga undersokningar studeras ofta and-
liga populationer av enheter, exempelvis personer. Man 
onskar dra slutsatser om vilka faktorer som paverkar, och 
pa vilket satt dessa faktorer paverkar en viss foreteelse 
(exempelvis en viss form av politisk aktivitet). Fragan ar 
nu om dessa slutsatser primart avser enheterna i den and-
liga populationen med just den sammansattning den hade vid 
undersokningstillfallet eller om slutsatserna avser det 
bakomliggande "orsakssystemet". Den andliga populationen 
utgor i det senare fallet endast ett medel att studera or-
sakssystemet. Vilket av de bada synsatten som valjs har 
avgorande betydelse for tillvagagangssattet vid inferensen 
och kraver principiellt helt olika begreppsapparater. Om 
den andliga populationen i sig ar inferensens mal kan det 
for att ta ett enkelt exempel vara aktuellt att skatta en 
regressionskoefficient B definierad som 
N 
2:(x. - x) (Y. - Y) 
1 1 1 
B = N 
- 2 2:(x. - x) 
1 1 
Bortsett fran ett allmant vagt krav pa att samvariationen 
mellan x och Y bor beskrivas val med hjalp av en rat linje 
foreligger inga speciella antaganden for "regressionsana-
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lysen". Gangse krav pa att estimatorerna bor vara vante-
vardesriktiga (eller i varje fall konsistenta) leder till 
att man vid estimationen maste vaga de olika observationer-
na med sina urvalssannolikheter. 
Om daremot det bakomliggande orsakssystemet utgor malet for 
inferensen beskrivs detta system med hjalp av en superpopu-
lationsmodell vilken utgor en modell av samma typ som den 
experimentella statistikens sannolikhetsmodeller. Man tan-
ker sig nu att den andliga populationens matvarden genere-
rats enligt denna modell. I stallet for regressionskoeffi-
cienten B ovan skulle man nu vara intresserad av regres-
sionskoefficienten S i modellen 
Y. = a + Sx. + E. 
l l l 
dar slumptermerna E. i enklaste fallet ges den experimen-
l 
tella standardmodellens egenskaper (vantevarde 0, konstant 
varians, oberoende av varandra och normalfordelning). Den 
stora fragan ar nu om urvalets observationer vid estimatio-
nen skall vagas med urvalsenheternas urvalssannolikheter 
eller ej. Resultatet enligt det ena forfaringssattet kan 
skilja sig starkt fran resultatet enligt det andra forfa-
ringssattet. Problemet stalls pa sin spets da urvalssanno-
likheterna som i kommunforskningsprogrammet varierar starkt 
(kvoten mel Ian lagsta och hogsta urvalssannolikhet ar unge-
far 1: 200) . 
Sedan tid pagar inom statistiken en het debatt i denna fra-
gao Den begreppsapparat och teoribildning som finns inom 
den experimentella statistiken ar otillracklig for att be-
handla superpopulationsfallet. Den teoriutvidgning som fo-
rekommit ar begreppsmassigt och innehallsmassigt komplice-
rad och svartillganglig. Annu sa lange har det inte fram-
vuxit nagon consensus betraffande fragan om man skall vaga 
med urvalssannolikheter eller ej vid modellestimationen. 
Om man vager med urvalssannolikheter riskerar man inga sys-
tematiska fel vid parameterskattningen (savitt vantevardes-
strukturen ar riktigt specificerad) och ar mindre beroende 
av att alIa modellforutsattningar ar uppfyllda. 
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Om man inte vager med urvalssannolikheter kan man a andra 
sidan under vissa f6rutsattningar fa h6gre precision i 
parameterskattningarna om alIa modellantaganden ar uppfyll-
da. Den stora r~sken ar emellertid att urvalssannolikheter-
na (representerade av sag variabeln Z.) ar korrelerade med 
1 
den beroende variabeln). Om variabeln Z inte ingar som f6r-
klaringsvariabel (men modellen anda ar sann vad betraffar 
vantevardesstruktur) kan mycket allvarliga systematiska 
estimationsfel uppsta. Detta har bevisats f6r regressions-
modeller av Nathan and Holt [22]. 
En uppfattning som framhallits i litteraturen ar att man i 
modells6kningsfasen av en unders6kning far. en battre bild 
av populationens struktur om man vager med urvalssannolik-
heter. Darigenom skulle risken minska att man specificerar 
modeller som ar helt inadekvata. (se exempelvis Holt, _!p,mith 
and Winter [12]). 
Manga, kanske flertalet samhallsvetenskapliga studier torde 
karakteriseras av just denna osakerhet om orsakssammanhang 
vilken leder till att ett st6rre antal olika modeller pr6-
vas. Personligen ansluter jag mig darf6r till asikten att 
man b6r genomf6ra vagningar vid estimationen. 
1.7 Teori f6r analys av komplexa urval 
I stort sett all teori f6r sambandsanalys f6rutsatter obe-
roende observationer fran flerdimensionella f6rdelningar 
(i experimentella fallet ofta fran olika endimensionella 
f6rdelningar). Detta ar ekvivalent med obundet slumpmassigt 
urval fran en oandligt stor population. Det avsteg fran 
f6rutsattningarna som ligger i att man har ett obundet 
slumpmassigt urval utan aterlaggning (08U) fran en andlig 
population har i praktiken ingen betydelse. 
Om man kommer utanf6r denna urvalsform saknas i stort sett 
teori. Enstaka resultat finns f6r exempelvis analys av kva-
litativa variabler vid stratifierat urval med 08U av ele-
ment inom strata. 
Grupp- och flerstegsurval uppvisar ofta utpraglad homogeni-
tet inom grupper och delgrupper varf6r man i allmanhet maste 
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betrakta matvardena avseende en viss egenskap for olika 
element som observationer pa korrelerade stokastiska vari-
abler. (Denna korrelation ar av samma art men mycket mera 
komplicerad an den s.k. autokorrelation eller seriekorrela-
tion som ofta infores i modeller for tidsseriedata.) Nagon 
teori for sambandsanalys baserade pa sadana urvalsformer 
existerar inte bortsett fran nagon ens taka ytterst kompli-
cerad ansats avseende s.k. loglinjara modeller for analys 
av kvalitativa data. 
Nagra allmanna reflektioner avseende analys baserad pa 
andra urvalsformer an slumpmassigt urval kan dock goras 
under forutsattning att det ar relevant att beskriva sam-
bandet i hela populationen med en enda modell. 
a. Stratifierat elementurval med OSU inom strata och 
samma urvalsfraktion inom alIa strata kan oftast be-
traktas som ekvivalent med OSU fran hela populationen. 
Skillnaden ligger framst i att det stratifierade urva-
let garanterar en jamnare fordelning av urvalet over 
populationen. 
b.Sjalvvagande urval (samma urvalssannolikhet for varje 
element i populationen) i form av grupp eller fler-
stegsurval ger "flackvisa" observationer av populatio-
nen. De forvantas emellertid inte ge nagon systematisk 
overrepresentation for nagon del av populationen. Pa-
rameterskattningar avseende en modells vantevardes-
struktur borde darfor i de fIesta fall inte bli be-
kraftade med nagon storre systematisk snedvridning om 
analysteori for OSU anvandes. Daremot torde vanligen 
estimatorernas medelfel underskattas, i manga fall 
formodligen kraftigt. Konfidensintervall och signifi-
kanstest kommer da att starkt overdriva sakerheten i 
slutsatserna. De reella felriskerna blir med andra ord 
betydligt storre an de nominella. 
c. Med urval som icke ar sjalvvagande (varierande urvals-
sannolikheter) befaras en systematisk snedvridning av 
parameterskattningar om standardteorin for OSU anvan-
des. (Detta torde med sakerhet vara fallet om urvals-
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sannolikheten samvariera~ med den beroende variabeln.) 
Denna snedvridning kan formodligen elimineras medelst 
ett vagningsforfarande baserat pa inklusionssannolik-
heter for element. Sadant vagningsforfarande saknas 
ofta i standardprogrampaket. Sadana vagningar elimine-
rar emellertid inte de ofta ytterst allvarliga under-
skattningar av medelfelen som erhalles om standardpro-
grammen anvands. 
Vid analys av komplexa urval (bortsett fran de deskriptiva 
"samplingteoretiska" delarna) forbises eller nonchaleras 
vanligen de problem som orsakas av det komplexa urvalssche-
mat. 
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2. MODELLTYPER OCR METODER 
2.1 Syrnmetriska.och asymmetriska modGller 
Det finns tva huvudtyper av statistiska problemstallningar 
vilka med avseende pa de i modellen ingaende variablernas 
roll kan kallas asyrnmetriska resp. symmetriska. 
a. ~syrnmetriska 
Modellen beskriver hur en responsvariabel (ev. flera 
responsvariabler) paverkas av ett antal forklarings-
variabler. 
b. Syrnmetriska 
Modellen beskriver hur ett antal variabler samvarierar. 
Beroende pa typen av problemstallning och beroende pa om 
ingaende variabler ar kvantitativa och/eller kvalitativa 
kan sakproblemet analyseras med olika multivariata modeller 
och metoder. Det finns ett stort antal sadana metoder. Ta-
bell 2.1 tacker ett antal metoder dar sjalva modellen ar av 
primart intresse och inte bar a utgor ett medel for exempel-
vis en klassificering av objekt. 
Tabell 2.1 Vanliga multivariata analysmetoder. 
Typ av problem- Respons- Forklarings- Metod 
stallninq variabel variabler 
1 • Asyrnmetrisk Kvantitativ Kvantitativa Regres s ions-
analys 
2. Asyrrmetrisk Kvantitativ Kvantitativa Regress ions-
och kvalitativa analys ned dum-
myvariabler 
Kovariansanalys 
3. Symnetrisk Kvantitativa Korrelations-
analys 
4. Asyrmretrisk Kvantitativa Kvalitativa Variansanalys 
(Regressions-
anal ys med dum-
myvariabler ) 
5. Asyrrmetrisk Kvalitativ Kvantitativa Logi tanal ys, 
Probitanalys 




7. Syrnmetrisk Kvalitativ All.rnan loglin-
jar analys 
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2.2 Regressions- och korrelationsanalys for olika undersok-
former 
Regressionsanalys och korrelationsanalys anvands vid ut-
vardering av resultat fran experiment, urvalsundersok-
ningar och tidsserieundersokningar. De statistiska model-
ler som beskriver sannolikhetsfordelningar for variabler 
ar emellertid av helt olika slag for de olika undersok-
ningstyperna. Regressionsanalys ar adekvat for samtliga 
undersokningstyper medan korrelationsanalys i huvudsak 
endast ar meningsfull i urvalsundersokningar vilket bely-
ses nedan. 
Genomgangen av de olika modelltyperna konkretiserar ocksa 
den allmanna diskussionen om olika arter av modeller vid 
experiment och urvalsundersokningar som fordes i kapitel 
1 .4. 
2.3 Experiment 
For varje pa forhand vald niva for en variabel x (eller 
varje kombinat ion av nivaer for ett antal variabler) go-
res observationer pa en stokastisk variabel Y som antas 
folja en viss sannolikhetsfordelning. Om man gor ett an-
tagande om hur vantevardet for den stokastiska variabeln 
Y beror av x-nivaerna erhalles en regressionsmodell. Gra-
fiskt kan modellen illustreras som i figur 2.1 dar forvan-
tat Y-varde andras linjart med x-vardet. 
E(Yix)=a+Sx 
L-______ ~ ____ ~ ______ ~ ______ ~ ____ ~~ X 
Figur 2.1 Enkel linjar regressionsmodell for experimen-
tell undersokning. 
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De observationer som erhalles i experimentserien kan be-




• • • 
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• • • 
• , • • 
• • • • • • • • • 
• • • • • • • • 
L--_______ --. X )- X 
Figur 2.1 a Punktmonster 
vid observationer pa tre x-
nivaer 
Figur 2.1 b Punktmonster 
vid observationer pa fern x-
nivaer 
Punktmonstrets allmanna utseende kan paverkas genom vart 
val av x-nivaer. Det ar dar for inte meningsfullt att be-
rakna nagot matt pa graden av samvariation mellan Y och x. 
Uttryckt i statistisk terminologi kan man saga att korre-
lationer inte ar definierade eftersom det endast forelig-
ger observationer pa en enda stokastisk variabel Y som 
observeras for vissa pI forhand bestamda x-nivaer. 
2.4 Urvalsundersokningar 
Fordelningen av varden pa ett antal variabler i en popu-
lation av individer kan ges en forenklad beskrivning med 
hjalp av en sannolikhetsfordelning for en flerdimensionell 
stokastisk variabel. I fallet med tva stokastiska variab-
ler X och Y kan fordelningen illustreras enligt figur 2.2. 
Figur 2.2 Sannolikhetsfordelning for bivariat 
normalfordelning. 
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Flerd~mensionella normalfordelningar spelar en central roll 
da samtliga variabler som studeras ar slumpmassiga. Den bi-
variata normalfordelningen karakteriseras entydigt av fem 
parametrar: vantevarde och varians for Y, vantevarde och 
varians for X samt korrelationskoefficienten mellan X och Y. 
Da bade X och Y ar slumpmassiga ar det alltsa meningsfullt 
att anvanda urvalets korrelationskoefficient som uppskatt-
ning av populationens korrelationskoefficient. 
Den som anvander bivariat normalfordelning som modell for 
en viss foreteelse har darmed forutsatt, kanske utan att 
tanka pa det l en rad egenskaper for variablerna. 
1. Marginalfordelningen for X ar normal, likasa margi-
nalfordelningen for Y. 
2.a For ett givet y-varde foljer X en normalfordelning. 
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Den betingade variansen i X ar lika stor for alIa 
y-varden. 
b For ett givet x-varde foljer Y en normalfordelning. 
Den betingade variansen i Y ar lika stor for alIa 
x-varden. 
3.a Regressionen X 0 Y ar linjar. av pa 
b Regressionen Y 0 X ar linjar. av pa 
Multivariata normalfordelningar har ocksa vissa mycket 
speciella egenskaper. Dessa exemplifieras har med den 
tredimensionella normalfordelningen. 
1.a De endimensionella marginalfordelningarna for X, Y 
och Z ar normala. 
b De tvadimensionella marginalfordelningarna for 
(X,Y), (X,Z) och (Y,Z) ar bivariat normala. 
2.a For givna x- och z-varden ar den betingade fordel-
ningen for Y normal. Variansen ar densarnrna. for alIa 
givna x- och z-varden. 
b Motsvarande galler for ~och x~variablerna. 
3.a Regressionen av Y pa X och Z ar linjar. 
b Motsvarande galler for X och Z. 
4.a Regressionen av Y pa X ar (bortsett fran nivakon-
stanten a) densarnrna for alIa z-nivaer. 
b Motsvarande galler for ovriga betingade regressioner. 
Detta ar ett annat satt att uttrycka punkt 3. Denna egen-
skap kan yttryckas pa annu ett satt vilket ges i punkt 5. 
5.a Den betingade korrelationen mellan X och Y ar lika 
stor for alIa z-nivaer. 
b Motsvarande galler for ovriga betingade korrelatio-
nero 
6. Detta gemensarnrna varde for alIa betingade korrelatio-
ner mellan X och Y ar lika stort som den partiella 
korrelationen mellan X och Y. 
Vid studium av populationer som har klart olika betingade 
korrelationer mellan X och Y pa olika Z-nivaer ar det dar-
for inte meningsfullt att berakna den partiella korrela-
tionen mellan X och Y givet Z, vilken kan uppfattas som 
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ett slags vagt medelvarde av den betingade korrelationen 
for olika Z-nivaer (se figur 2.4). 
y y 
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Figur 2.4 Betingade korrelationen mellan X och y starkt 
negativ, nara 0 resp. starkt positiv for Z=1, 
Z=2 resp. Z=3. Den partiella korrelationen 
mellan X och Y givet Z blir nara 0 och ar me-
ningslos som beskrivning av samvariationen 
mellan X och Y da effekten av Z "elimineras". 
Vid korrelationsstudier kan det vara lampligt att klassin-
del a datamaterialet efter Z och berakna den partiella kor-
relationen mellan X och Y for varje klass. Om dessa korre-
lationer ar nagorlunda lika ar det relevant att berakna en 
partiell korrelation for hela materialet. I annat fall bor 
den partiella korrelationen redovisas klassvis. 
2.5 Tidsserieundersokningar 
Vid konstruktion av modeller for regressions- och korrela-
tionsanalys pa tidsseriedata foreligger speciella komplika-
tioner. Det fenomen som skall studeras och det sammanhang 
i vilket det upptrader genomgar formodligen gradvisa for-
andringar varfor det ar svart att avgora hur lang tidsse-
rie som kan anses ge relevant underlag for analysen. I 
manga sammanhang forekommer ocksa politiska beslut och at-
garder som ger plotsliga forandringar i ett system. Fragan 
ar da om man pa nagot satt kan representera en sadan for-
andring i en modell eller om detta helt invaliderar aldre 
data. Karakteristiskt for tidsseriemodeller ar ocksa att 
man i allmanhet maste forutsatta att avvikelser fran vante-
vardet vid en tidpunkt (eller under en tidsperiod) ar be-
roende av avvikelser vid narmaste foregaende tidpunkter 
(tidsperioder) . 
I denna rapport kommer inte de speciella problem som ar 
forknippade med tidsserieundersokningar att behandlas. 
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3. ESTlMATIONSMETODER 
Vissa regressionsansatser fungerar inte i speciella situa-
tioner vilket diskuteras i senare kapitel. For att forsta 
vissa delar av resonemanget i dessa maste man kanna till 
nagra grundbegrepp inom estimationsteorin. Darfor ges en 
kort oversikt av dessa grundbegrepp nedan. 
3.1 Goda estimationsegenskaper 
Vid skattning av en parameter i en modell ar det uttryckt 
i allmanna ordalag onskvart att totala felet,som utgores 
av summan av systematiskt och slumpmassigt fel,minimeras. 
Om mojligt viII man naturligtvis anvanda en estimator fri 
fran systematiskt fel. I statistisk teori formaliseras dessa 
goda egenskaper till 
1. vantevardesriktighet. For given stickprovsstorlek blir 
forvantat varde for estimatorn det sanna parametervar-
det. 
2. minimal varians. Forutsatt att vantevardesriktighet 
foreligger ar estimatorn med lagsta variansen bast. 
Om en estimator inte ar vantevardesriktig kan den anda vara 
bra om det systematiska felet ar litet. Man kraver av sada-
na estimatorer ocksa att det systematiska felet skall minska 
med okande stickprovsstorlek. Detta allmanna onskemal for-
maliseras till 
3. konsistens. En estimator ar konsistent om det syste-
matiska felet (kallat "bias" och definierat som skill-
naden mellan estimatorns forvantade varde och sanna 
parametervardet) i viss mening konvergerar mot 0 da ur-
valsstorleken vaxer mot oandligheten (resp. vaxer mot 
populationsstorleken vid urval utan aterlaggning fran 
andlig population). Det aktuella konvergensbegreppet 
ar komplicerat och definieras ej har. 
3.2 Est~mationsmetoder 
Det forekommer olika estimationsprinciper inom statistiken 
vilka leder till olika estimationsmetoder. De generellt 
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sett viktigaste bland dessa ar minsta-kvadratmetoden (MK-
metoden) och maximumlikelihoodmetoden (ML-metoden). Den 
forra kraver inget fordelningsantagande om slumpkomponenten 
i motsats till den senare. Bada metoderna garanterar opti-
mala estimatorsegenskaper under vissa forutsattningar. Om 
dessa forutsattningar inte ar uppfyllda kan en skattnings-
metod som fungerar bra for en beslaktad modell medfora all-
varliga systematiska skattningsfel for den aktuella model-
len. 
Det ar darfor viktigt att vid analys av empiriska undersok-
ningar dels kunna specificera en utfallsmodell dels kunna 
avgora om forutsattningarna foreligger for att en viss 
estimationsmetod skall ge adekvata skattningar. Minsta-
kvadratmetoden som ar en bra metod allmant sett ger till 
exempel systematiska skattningsfel for speciella regres-
sionsmodeller (vissa flerekvationsmodeller). 
a.Minsta-kvadratmetoden. Denna innebar i princip att man 
bestammer parameterskattningen sa att summan av kvad-
rerade avvikelser mellan Y-observationerna och vante-
vardet for Y minimeras. (En allman och stringent defi-
nition aterfinnes exempelvis i Kendall and Stuart 
[16 ]). 
Vid parameterskattning i regressionsmodellen E(Y.)= 
A A 1 
=a+Sx. valjes saledes skattningar a och S sa att kvad-
1 
ratavvikelsesumman 
A A 2 
Q= 2: (y . - (a + Sx . ) ) 
1 1 
minimeras. Denna grundform av minsta-kvadratmetoden i 
vilken alIa observationer ges samma vikt (man talar 
ocksa om ovagd minsta-kvadratskattning) benamns i 
engelsprakig litteratur the Ordinary Least Squares 
Method och anges mycket ofta endast som "the OLS Method". 
Det forekommer aven olika vagda minsta-kvadratmetoder, 
en enklare "Weighted Least Squares Method" (WLS) i vil-
ken vikterna bestams av observationernas varianser och 
en "Generalized Least Squares Method (GLS) som tar han-
syn bade till varianser for observationer och kovarian-




analys, sasom Draper and Smith [ 3 ] eller Hanushek and 
Jackson [11 ]). 
For en vid klass av modeller kallade den linjara modellen 
for vilken observationerna 
• har ett vantevarde som ar linjart i vissa paramet-
rar (och kan bero pa variabler xl' ... 'Xk ) 
• 
har konstant varians 
ar parvis okorrelerade 
har minstakvadratmetoden (OLS) en optimal egenskap. Om man 
haller sig till klassen av estimatoroer somar °linjaOrOaOi ob-
servationerna ger OLS till varje parameter en estimator som 
ar vantevardesriktig och har minimal varians inom klassen. 
b. Maximumlikelihoodmetoden (ML-metoden). 
Likelihoodfunktionen for en diskret variabel anger 
sannolikheten att erhalla det givna samplet. (Defi-
nitionen for en kontinuerlig variabel ar analog men 
likelihooden kan ej tolkas som en sannolikhet.) 
Denna sannolikhet beror av vissa parametrar. ML-
metoden innebar att man som parameterestimat val-
jer de varden som bast "forklarar" det givna samplet. 
ML-estimaten ar dar for de varden pa parametrarna 
som maximerar likelihoodfunktionen. 
De goda egenskaper hos ML-estimatorerna som motiverar oML-
metodens anvandning ar av komplicerad natur och kan inte 
har ges en strikt definition. (Se exempelvis Kendall and 
Stuart vol. 2 (16). 
En av dessa egenskaper ar att om det finns en vantevardes-
o 0 ° 
riktig estimator som uppnar en teoretisk minsta:rnBjoliga 
varians (Cramer-Raogransen) sa erhalles denna estimator 
med ML-metoden. 
25 
:. -;.::>.~~·t:.~ :. ", 
En annan egenskap ar att undervissamildareguiaritets-
- . "." .. , .~. ' ,'. 
villkor ar ML-estimatorer konsistenta, har asyniptotiskt (dvs. 
da' urvalsstorleken vaxer mot oandligheten) den teoretiskt 
minsta mojliga variansen oeh ar asymptotiskt normal forde-
lade. 
Det viktigaste motivet till ~tt anvanda ML-metoden ar sa-
ledes att under allmanna oeh milda forutsattningar gar an-
terar ML-metoden goda storsampieegenskaper. Vad som skall 
; 
betraktas som ett start sample beror emellertid pa fordel-
ningstyp for observationerna oeh pa parametertyp. 
En jamforelse av MK-metoden oeh _,ML~tnetoden visar att den 
forra under speeiella forutsattningar garanterar goda skatt-
ningsegenskaper for varje given urvalsstorlek. Den senare 
garanterar under myeket allmanna forutsattningar oeksa goda 
egenskaper men dessa galler i gengald endast asymptotiskt. 
Det ar oeksa vart att anyo notera att MK-metoden inte kraver 
fordelningsantagande om observationerna vilket daremot ML-
~etoden gore I manga situationer ger MK-metoden oeh .~~-meto-
den samma estimatorer. 
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4. SPECIFIKATION AV REGRESSIONSMODELLER 
I detta kapitel samt i kapitlen 5 och 6 diskuteras specifi-
kat ion av regressionsmodeller. Denna modelltyp ar central i 
surveys. Diskussionen illustrerar ocksa val det allmanna 
tillvagagangssattet och problemen vid modellspecifikation 
och modellbyggnad. 
Hanushek and Jackson sager i kap 4 av Statistical Methods 
for Social Scientists [11 ] 
"Certainly it is easy to program a computer to calculate 
the coefficient estimates and the summary statistics from the 
preceding chapter. In fact, computer programs to do just 
that are plentiful. Bu~ ~he a~~ua~ app~i~a~ion 06 o~dina~y 
~ea~~ ~qua~e~ i~ no~ ju~~ a ~e~hni~ian~~ job. First, the 
construction and interpretation of the actual model demands 
extensive knowledge of the relevant social science theories 
and of previous empirical work. Considerable expertise and 
experience are required to decide which variables should be 
included in any analysis. This topic, mode~ ~pe~i6i~a~~on, 
is the subjekt of section 4.3 and is possibly the most im-
portant topic in this book". 
~. 
Sann 'modell. Vid konstruktion av en modell av en viss fore-
teelse maste det alltid ske en avvagning mellan enkelhet och 
modellens formaga att ge en realistisk bild av foreteelsen 
ifraga. Oavsett hur mycket kunskap som funnes om foreteel-
sen skulle det anda alltid bli en bedomningsfraga hur en ade-
kvat modell skulle se ute For att man teoretiskt skall kunna 
jarnfora modeller och halt leda estimatorers egens.kaper kravs 
det som en referensb~ anda forestallningen att det existerar 
en sann modell. 
4.1 Modellspecifikation 
En modellspecifikation kan goras mer eller mindre spe-
ciell. Ibland specificeras sannolikhetsfordelningen 
exakt sa nar som pa vardet pa en eller flera okanda 
parametrar. I andra fall undviker man att.ange fordel-
ningstypen for slumptermerna. Nedan demonstreras modell-
specifikationen for ett enkelt experiment. Man 
slipper da ifran alia modellproblem som ar forknippade 
med surveys. De senare behandlas i kap. 6. 
Exempel. Ett nytt blodtryckssankande medel skall stude-
ras i ett experiment med en grupp forsokspersoner. 
Dessa personer har i utgangslaget sarnrna blodtryck och 
utgor aven i ovrigt en homogen grupp. Personerna ges 
olika doser av det aktuella medlet. Fordelning av doser 
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till patienterna sker fullstandigt randomiserat (med hjalp 
av slumptalstabell). 
Det ar naturligt att beskriva storleken av blodtrycks-
sankningen med hjalp av en regressionsmodell. Sankningen Y 
antas besta av en systematisk del va~s st9rlek bestams av 
dosen x av medlet samt en stokastisk del £ (positiv eller 
negativ) som bestams av slumpen. 
4.2 Egenskaper som specificeras i regressionsmodeller 
I modellspecifikationen beskrivs dels det systematiska 
sarnbandet dels slumpvariationen. Foljande punkter ingar 
vid specifikation av en regressionsmodell. 
a. Pa vilket satt forvantat Y-varde forandras med x-
vardet. 
b. Hur spridningen for Y-variabeln,eller ekvivalent for 
slumpkomponenten,varierar med x-vardet. 
c. Huruvida observationerna pa Y-variabeln (ekvivalent 
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slumptermerna) ar oberoende av varandra eller ej. 
;(Ofta nojer man sig med att ange korrelationsegenska-
per vilket ur skattningssynpunktkan betraktas som 
ekvivalent om man anyander minsta-kvadratmetoden.) 
d. Fordelningsform for Y-variabeln (ekvivalent slumpkom-
ponenten) for ett givet x-varde. 
Punkterna a-c bestammer en klass av modeller. I manga fall 
begransar man sig till en end a modelltyp genom att i en 
fjarde punkt d aven antaga en speciell fordelningsform for 
Y-variabeln for givet x-varde, vanligen normalfordelning. 
4.3 Specifikation av standardmodellen for enkel linjar" regression 
, ... -, 
Utfallet vid i-te observationen pa en responsvariabel kan an-
ges som ett vantevarde Ui samt en additiv" avvikelse si fran 
detta vantevarde. 
Y. = U .+S. 
~ ~ ~ 
I blodtrycksexemplet ovan kan det kanske vara rimligt att anta 
ett linjart samband mellan forvantad blodtryckssankning Ui 
och dosen x. ;forutsatt att dosen ligger mellan vissa granser. 
~ 
Vi antar saledes att saIDbandet mellan forvantad sankning U . 
1 
och dos Xi kan beskrivas med en rat linje 
= a+8x. 
~ 
Den allra enklaste regressionsmodellen (standardmodellen) for 
linjar regressionkan specificeras pa foljande satt 
a. Y. = a+8x.+s. 
~ ~ ~ 
med 
E(E.) = 0 
~ 
b. Var (£.) = a2 
1 
Variansen for £. (och darmed for Y.) antas vara 
1 1 
lika stor for alla x-varden. 
c. Kov (£.,£.)=0 for i f j. 
1 J 
(d) • 
Olika residualer antas vara okorrelerade. 
£. ar normalfordelat. 
1 
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Om specifikationen endast omfattar punkterna a-c talar man 
om "de svaga antagandena". Tillagg av punkt d ger "de starka 
antagandena". 
4.4 Standardrnodellen for multipel linjar regression 
Om vantevardet for Y forandras linjart med regressorerna 
X1, ... ,Xk kan det i:te utfallet betraktas som en observation 
pa den stokastiska variabeln 
I det enklaste fallet antas slumptermen E. ha samma egenska-
1 
per som i kap. 4.3. 
Direkt och total effekt. Om variabel X. okas en enhet medan 
J 
ovriga X-variabler forblir o~orandrade forvantas en forandring 
av Y med S. enheter. Detta kallas ofta den direkta effekten 
J 
av X. pa Y. lett kausalt system medfor en forandring av x.ibland 
J J 
forandringar av andra X-variabler vilka i sin tur paverkar Y. 
Surnrnan av X.:s direkta effekt pa Y och X.:S indirekta effekter 
J J 
pa Y via andra X-variabler kallas X.:s totala effekt pa Y. 
J 
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Definitionen forutsatter att Y ligger sist i ett kausalt system 
och inte i sin tur paverkar nagon eller nagra X-variabler. 
I pathanalysen beskrivs sadana kausala kedjor och effekterna 
kan studeras med hjalp av regressionsanalys. (For en beskriv-
ning se exempel vis Kenda~.l and O~Muircheartaigh: "Path Analysis. 
and Model Building" [15] som ingar i World Festility Surveys (v-lFS) 
serie av beskrivningar av statistiska metoder och ger illustra-
tioner med hjalp av data fran WFsl. 
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5. FELSPECIFIKATION OCH MODELLALTERNATIV 
5.1 Metoder att upptacka fel i modellspecifikationen. 
Statistiska hjalpmedel for att studera huruvida en viss 
modell ger en adekvat beskrivning av den studerade fore-
teelsen be star av olika former av residualplottar,av 
vissa enkla matt (determination, reststandardavvikelse, 
Mallows' C ) samt av statistiska test. I fraga om lin-p 
jara regressionsmodeller finns metodiken beskriven i hand-
bocker sasom Draper and Smith, Applied Regression Analysis, 
2 nd ed. [3 ] kapitlen 3 och 6 (kapitel 8 ger en mera all-
man beskrivning av modellbyggnadsprocessen i multipel 
regressionsanalys) och den enklare Younger, A Handbook for 
Linear Regression [31] kapitlen 9, 14 och 15.2. Grund-
laggande for modellspecifikationen maste emellertid alltid 
vara existerande teoribildning inom omradet och tidigare 
empiriska studier. 
Nedan ges en kort beskrivning av residualplottarna. 
I enklaste fallen med standardmodellen for enkel linjar 
regression bor spridningsdiagrammet da den beroende vari-
abeln Y plottas mot forklaringsvariabeln X ha ett utseende 
av den typ som forekommer i figur 5.1. 
Y~ Y=a+bx 
~------------------------------:; X 
Figur 5~1 Normal spridningsbild da observationerna ar 





Om man i stallet plot tar residualerna Y. - Y. fran regres-
1 1 
sionslinjen mot x bor standardmodellen ge upphov till en 
spridningsbild en1igt figur 5.2. 
Y.-Y. 
1 1 
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Figur 5.2 Residualdiagram. - Normal spridningsbild da 
observationerna ar genererade enligt standard-
modellen for enkel linjar regression. 
Vid enkel linjar regression ger plottning av Y mot x och 
plottning av residualer mot x ekvivalent information. Vid 
mu1tipel regression ar det daremot endast meningsfullt med 
residualplottar. 
Figurerna 5.3 a-d visar monster-.som tyder paatt olika typer 
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Residualmonster vid skattning av standard-..,. 
rnodellen. 
I samtliga fall kan naturligtvis modellen vara ofull-
standig och bor da kompletteras med en eller flera for-
klaringsvariabler. Om detta inte ar fallet tyder fi-
gur 5.3 a pa att den sanna variansen for Y okar med sti-
gande x-varde. 
Ett punktmonster enligt figur 5.3 b utger en indikation 
pa att modellen bor goras icke-linjar. 
Om residualplotten, som i figur 5.3 c, visar att i tiden 
pa varandra foljande residualer tenderar att ha samma 
tecken ar troligen en regressionsmodell med autokorrele-
rade feltermer adekvat. 
I figur 5.3 d ar residualerna starkt korrelerade med ti-
den vilket tyder pa att ytterligare en eller flera vari-
abler ber inforas i modellen. 
5.2 Effekter av specifikationsfel 
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Specifikationsfel far olika konsekvenser beroende pa vari 
felet bestar. Det uppstar i olika situationer 
systematiska fel av skilda slag vid skattning 
av variabeleffekten 
okade slumpfel for parameterskattningar 
systematisk underskattning av felmarginaler 
for estimatorer 
Avvikelser fran standardantagandena a-e behandlas punkt 
for punkt nedan. 
5.3 Vantevardesantagande - felaktigt utelamnade variabler 
Om Y-variabeln beror aven av variabler som ej ingar i mo-
dellen erhalles i allmanhet systematisk felskattning av 
effekten av ingaende variabler. Ett enkelt fall kan be-
lysa ferhallandet. 
Den sanna modellen ar 
men man skattar en enkel linjar regression av Y oa enbart 
x 1 , d.v.s. 
Da. blir forvantat varde av b, 
dar b O !r stickprovets regressionsk6efficient vid den enkla 
linj!ra regressionen av x 1 pa x 2 . (Se exemuelvis Snedecor 
and Cochran [25]). 
Forutsatt att x 1 och x 2 !r korrelerade, vilket alltid !r 
fallet i icke-experimentella undersokningar, erhalles sale-
des ett systematiskt fel 62bO vid skattning av 61 . 
En utel!mnad forklaringsvariabel kan leda bade till tecken-
fel vid parameterskattning och till ett systematiskt fel 
som !r langt storre !n sanna parameterv!rdet. Trots detta 
kan ofta den skattade standardavvikelsen (medelfelet) for 
koefficientskattningen vara liten och d!rmed antyda ett s!-
kert resultat. I manga fall ger utel!mnande av relevanta 
variabler inga spar i residualplottar i form av stor sprid-
ning eller avvikande monster. 
En felspecificerad modell som inkluderar relevanta variabler 
men saknar vissa icke-linj!ra termer !r d!remot l!ttare att 
avsloja i residualplottar,som i sadana fall i allm!nhet 
uppvisar icke-linj!ra monster. 
5.4 V!ntev!rdesantagande - felaktigt medtagna variabler 
Variabler som inte paverkar Y men !nda felaktigt medtagits 
i modellen orsakar inget systematiskt fel vid skattning av 
regressionskoefficienten for variabler som verkligen paver-
kar Y. D!remot okas variansen for dessakoefficientskatt-
ningar. Okningen kan bli kraftig om den "falska" regressorn 
har en stark multipel korrelation med "sanna" regressorer. 
5.5 Icke konstant varians 
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Situationer da variansen i Y-variabeln okar med stigande x-
varden ar vanliga. Om detta !r enda avvikelsen fran stan-
dardmodellen for enkel linj!r regression leder standardes-
timation av regressionskoefficienten inte till nagot syste-
matiskt fel. Man bor emellertid overv!ga att overga till 
v!gd regression om variansen i Y okar mycket starkt med sti-
gande x-v!rde. Med l!mplig viktuppsattning erhalles da l!gre 
medelfel for estimatorn av 6. (Se l!robok i regressionsana-
lys, exempelvis Draper and Smith [3 ] eller Younger r31]). 
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5.6 Korrelerade residualer 
Vid tidsserieundersokningar ar det ofta adekvat att ansatta 
en modell med korrelation mellan i tiden pa varandra foljan-
de residualer. Om sanna regressionssambandet ar linjart for-
vantas standardestimation i en sadan situation ge underskatt-
ning av variansen i skattningen av regressionskoefficienten B. 
Effekten blir da i allmanhet for korta konfidensintervall 
och vid test stor risk for falska signifikanser. En los-
ning kan vara att overga till estimation baserad pa diffe-
renser mellan i tiden pa varandra foljande variabelvarden 
Yt -Yt - l respektive x t -xt - l , dar t anger tidpunkt eller 
tidsperiod. Det ar dock en besvarlig avvagningsfraga att 
avgora nar detta ar fordelaktigt. (Se larobok i ekonometri 
eller regressionsanalys, exempelvis Wonnacott and Wonnacott 
[30] eller Younger [31]). 
5.7 Normalitetsantagandet 
Statistisk teori ar till storsta delen utvecklad under nor-
malitetsantagande. I regressionsmodeller antas ofta den be-
roende variabeln Y. eller ekvivalent testtermen s. vara 
l l 
normalfordelad for givet x-varde. Detta leder till att den 
exakta fordelningen for en rad olika estimatorer och test-
variabler ar kanda (t-, x2_ eller F-fordelningar). 
Normalitetsegenskapen agnas emellertid ofta alltfor stor upp-
marksamhet pa bekostnad av andra modellegenskaper som vanli-
gen ar viktigare. De statistiska skattnings- och testproce-
durerna ar namligen ganska robusta gentemot avvikelser fran 
normalitet forutsatt att urvalet ar stort. Procedurerna 
fungerar relativt tillfredsstallande aven vid klara avvikel-
ser fran normalitet for Y-variabeln Sa lange Y-variabeln ar 
kontinuerlig eller i varje fall kvantitativ. Resultaten bor 
dock tolkas konservativt om Y har en markerat sned fordel-
ning for givet x-varde. 
Det finns emellertid en situation da skattnings- och test-
procedurerna fungerar mindre bra, namligenda Y-variabeln ar 
dikotom (0-1 variabel). I vissa sadana fall ar en linjar mo-
dell helt inadekvat. I dessa fall kan det vara aktuellt att 
ansatta helt andra modelltyper: 199ibrodeller, . probitmodeller 
eller loglinjara modeller. Problemet behandlas i ett senare 
kapitel. 
5.8 Korrelation mellan x och residual 
Hittills har forutsatts att en enekvationsmodell av typen 
Y = a+Sx+E 
har beskrivit det aktuella problemet pa ett adekvat och 
uttornrnande satt. Detta ar emellertid inte alltid fallet. 
Ibland kan det behovas ett ekvationssystem for en sadan be-
skrivning. Inom ekonometrin har man lange anvant sadana 
ekvationssystem for att beskriva nationalekonomisk teori. 
En overforenklad maroekonomisk modell brukar anvandas for 
att introducera modelltypen. 
Betrakta en konsumtionsfunktion dar konsumtionen (KONS) 
ar linjar i inkomsten (INK). Med tidsseriedata och index t 
for att beteckna tidsperiod erhalles: 
KONSt = a+S·INKt+E t 
Man antar vidare att nationalinkomsten gar till konsumtion 
och investeringar (INV). Nagot sparande antas ej forekornrna. 
Det behovs saledes en andra ekvation for att systembeskriv-
ningen skall bli fullstandig. 
Saledes blir den kompletta modellen 
KONS t = a+S·INKt+E (1) 
(2 ) 
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Man brukar betrakta INVt som en exogen variabel som for varje 
given tidpunkt t ar bestamd av yttre faktorer som ej ingar i 
modellen. 
KONS t och INKt ar daremot badaendogena variabler som bestams 
i modellen. 
Wonnacott and Wonnacott [30] behandlar modellen och forklarar 
varfor det uppstar korrelation mellan INKt och residual i 
stickprovet. Denna korrelation ger upphov till systematiska 
skattningsfel om enbart ekvation (1) skattas med standardme-
todik (minstakvadratmetoden). 
Konstruktion av modeller i form av simultana ekvationssystem 
och skattning av sadana modeller kraver gedigna kunskaper ba-
de om sakomradet och i regressionsanalys. 
Modelltypen behandlas allmant i larobocker i ekonometri sasom 
Kmenta [18], Intriligator [14] och Wonnacott and Wonnacott 
[30] men aven i vissa allmant samhallsstatistiskt inriktade 
verk som Hanushek and Jackson [11]. 
5.9 Matfel 
En faktor som inte har med sjalva modellen att gora men anda 
har stor betydelse for estimationsegenskaperna ar forekom-
sten av matfel vid observation av variablerna. Att systema-
tiska matfel leder till systematiska skattningsfel ar sjalv-
klart. Aven oberoende slumpmassiga matfel med vantevarde 0 
kan emellertid ofta ge upphov till allvarliga systematiska 
skattningsfel. Saledes underskattas systematiskt lutningen 
vid enkel linjar regression om forklaringsvariabeln x ar be-
haftad med slumpmassiga matfel. Detta innebar inte att en 
observerad regressionskoefficient med nodvandighet har for 
~agt varde utan att vantevardet av regressionskoefficienten 
ar' for lagt. 
5.10 Interaktion 
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I standardmodellen for multipel linjar regression ar effek-
ten av en regressor oberoende av nivan pa ovriga regressorer. 
Lat exempelvis 
(5.5) 
dar Y och X2 ar kontinuerliga och K ar en indikatorvariabel 
som anger kon for kvinnor 
for man 
For man (K=O) faller andra termen i hogerledet bort vilket 
ger den rata linjen 
(5.6) 
For kvinnor (K=1) blir andra termen 6 vilket ger den rata 
linjen 
(5.7) 
Linjerna for man och kvinnor har samma lutning, angiven av 
regressionskoefficienten 62 , medan nivaerna skiljer sig at. 
Regressionskoefficienten 61 i (5.5) anger saledes nivaskill-
naden (skillnaden i intercept) mellan linjen (5.6) for man 
och linjen (5.7) for kvinnor. Om 61>0 illustreras forhal-
landet av figur 5.4. Man sager att ekvationen (5.5) och 







Figur 5.4. Regressorerna x. och .K har additiva effekter. 
I mAnga situationer ar inte antagandet om additivitet rea-
listiskt. Om effekten av regressorn X .ar olika stark 
for man och kvinnor (d.v.s. for olika nivAer av variabeln K, 
uttryckt i allmanna termer) men sambandet mellan Y och X. 
fortfarande ar linjart kan modellen skrivas 
(5.8) 
For K=O (man) forsvinner andra och fjarde termen vilket 
fortfarande ger den rata linjen (5.6) d.v.s. 
(5.9) 
For K=1 (kvinnor) blir andra termen S1 och fjarde termen 
S3X' Man fAr alltsA 
E(Y) = a+S 1+S 2X+S 3X = (a+S1}+(S2+S3)X 
En jamforelse av ekvationerna 5.9 och (5.10) for man respek-
tive kvinnor visar att S som i foregAende fall anger skill-
1 
naden i intercept mellan man och kvinnor medan S3 anger lut-
ningsskillnaden mellan linjerna for man och kvinnor. 
Om S~>O och S3>0 illustreras forhAllandet av principskissen 




Figur 5.5. Samspelseffekt mellan Koch x. 
KX-termen i modell (5.8) kallas interaktionsterm eller sam-
spelsterm. Variablerna Koch X har med andra ord inte addi-
ti va effekte;r: pa Y. utan sarosp.elar i sin inverkan pa Y. 
Formen (5.8) kan anvandas aven da alla variabler ar katego-
riska. 
I kapitel 8 anvandes mera utvecklade former av nedanstaende 
modelltyp. Lat A vara en indikatorvariabel som for en per-
son anger forekomst (A=1) eller avsaknad av (A=O) viss form 
av politisk aktivitet. Denna forklaras av UTB (med varde 0 
for obligatorisk utbildning och varde 1 for utbildning dar-
utover) och POL (med varde 1 om nagon person i foraldrahem-
met var politiskt engagerad och 0 eljest). 
Bade utbildning utover den obligatoriska och politiskt enga-
gemang i foraldrahemmet antas ha positiv effekt ~a sannolik-
he ten for politisk aktivitet. Lat Bange utbildningseffekt 
u 
for personer som vaxt upp i foraldrahem utan politiskt enga-
gemang och Bange effekten for personer som endast har obli-p 
gatorisk utbildning men vaxt upp i.ett hem dar nagon var po-
litiskt engagerad. For personer som vuxit upp i ett hem med 
politiskt engagemang och som har utbildning utover den obli-
gatoriska ar formodligen den kombinerade effekten av dessa 
bada faktorer mindre an summan BUTB+BpOL . 
Man kan da ansatta modellen 
E(A) = a+B UTB+B POL+B UTB·POL 
u p up (5.11) 
Satter man in aktuellt varde pa UTB (0 eller 1) och POL (0 el-
ler 1) erhalles sannolikheten for politisk aktivitet (efter-
som E(A) = P(A=1» for var och en av de 4 mojliga grupperna. 
UTB=O, POL=O ger E(A)= a 
UTB=1, POL=O ger A(A)= a+S u 
UTB=O, POL=1 ger E(A)= a+S p 
UTB=1, POL=1 ger E(A)= a+S +S +S u p up 
Enligt forutsattningarna ovan skulle S vara negativ. up 




Figur 5.6. Negativ samspelseffekt mellan kategoriska vari-
ablerna UTB och POL. 
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loch for sig ar det mojligt att tolka termen Sup· I detta 
fall anger S (som var negativ) hur mycket mindre utbildnings-
up 
effekten var bland personer som vuxit upp i familj med poli-
tiskt engagemang an bland personer som vuxit upp i familj utan 
sadant engagemang. Ekvivalent anger S . hur mycket mindre up . 
effekten av politiskt engagemang var bland utbildade an bland 
outbildade personer. Det fore faller emellertid battre att 
inte tolka termen S separat utan att tolka foljande para-
up 
metrar 
a: sannolikheten for politisk aktivitet for en person 
utan utbildning och utan politiskt engagemang i for-
aldrahemmet 
S : utbildningseffekten pa sannolikheten for politisk 
u 
aktivitet for en person utan politiskt engagemang i 
foraldrahemmet 
S : effekten av politiskt engagemang i foraldrahemmet p 
pa sannolikheten for politisk aktivitet for en per-
son utan utbildning 
S +S +S : den kombinerade effekten av utbildning och politiskt 
u P up 
engagemang i foraldrahemmet pa sannolikheten for po-
litisk aktivitet. 
6. BYGGNAD OCH TOLKNING AV REGRESSIONSMODELLER 
6.1 Forklaringsmodeller och prediktionsmodeller 
Regressionsanalysen anvands ofta for att fork lara hur en 
beroende variabel Y paverkas av ett antal regressorer 
x1 ,x2 , ... ,xk . I vissa fall kravs komplexa modeller i form 
av simultana ekvationssystem for en sadan forklaring. 
Bl.a. ekonomer utnyttjar regressionsanalys for att konstru-
era prognosmodeller. Harvid ar det naturligtvis en styrka 
om man kan finna en forklaringsmodell men ofta maste man 
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noja sig med en modellbeskrivning av en stabil sarnvariations-
struktur mel ian Y och andra pa forhand kanda eller latt pro-
gnostiserbara variabler x1 ,x2 , ... ,xk . Vid konstruktion av 
forklaringsmodeller kommer sjalva modellens utseende och 
regressionskoefficienternas storlek i fokus. Prognosarbete 
ar daremot inriktat mot att finna en modell som ger sma pro-
gnosfel (skillnad mellan utfallet och prognosen enligt mo-
dellen for viss tidpunkt). Modellens exakta utseende och 
regressionskoefficienter ar da av mera underordnat intresse. 
Ibland kan det finnas flera sinsemellan ganska olika men i 
stort sett likvarda prognosmodeller. 
Hodellproblem i surveys. Inom samhallsvetenskaperna saknas 
oftast etablerad teori som tillater att man konstruerar for-
klaringsmodeller for olika sakforhallanden. Vid surveys 
maste man darfor i manga fall noja sig med att kontruera pre-
diktionsmodeller. Med hjalp av en sadan modell uppskattas 
forvantat varde for regressanden Y, givet vardena pa regres-
sorerna X1 ' ... 'Xk . Syftet ar harvid att finna en modell som 
ger sma prediktionsfel (skillnad mellan modellens predikterade 
varde och vantevardet for givna varden pa X-variablerna) . 
En prediktionsmodell kan ofta betraktas som ett substitut som 
anvands i brist pa battre mojlighet d.v.s. en forklaringsmo-
dell. 
Vid modellbyggnaden bor man darfor i princip stalla krav pa 
modellen som om det vore fraga om en forklaringsmodell. Vid 
tolkning maste man daremot ta hansyn till att det endast va-
rit mojligt att konstruera en prediktionsmodell. Det finns 
flera tankbara skal till att det i en survey manga ganger 
inte gar att bygga en forklaringsmodeli. Man kan ofta inte 
i modellen·· inkludera alIa variabler som. man vet (eller tror) 
paverkar Y-variabeln. Antalet presumtiva regressorer kan vara 
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for stort, vissa variabler kan vara for daligt matta, medan 
andra intear matta aIls. I surveys ar de presucitiva for-
klaringsvariablerna alltid korrelerade. Ju starkare tenden-
sen till linjar samvariation mellan tva eller flera X-varia-
bIer ar,desto svarare blir det att avgora vilka variabler som 
bor inga i modeller samt vilka effekter regressorerna har. 
Detta problem benamnes multikollinearitetsproblemet. 
De skilda syftena vid byggande av forklaringsmodeller och 
prediktionsmodeller (prognosmodeller) satter sjalvfallet sin 
pragel pa modellarbetet och analysgangen. Vissa procedurer 
och matt som kan vara aktuella och lampliga vid konstruktion 
av en typ av modeller ar inte lika aktuella och i vissa fall 
inte ens adekvata vid konstruktion av andra typer av modeller. 
I kana 6.4 berors dar for multipel korrelation och determina-~ ~ 
tion som mycket ofta anvands och framfor allt tolkas pa ett 
helt felaktigt satta 
6.2 Modellarbetets allmanna fragor 
Infor och under modellbyggnadsarbetet maste en rad fragor fa 
sina svar. 
a. Vilka variabler kan tankas paverka responsvariabeln Y ? 
b. Finns det en omsesidig paverkan mellan Y och en eller 
flera andra variabler? Om svaret pa denna fraga ar "ja" 
kravs i allmanhet en modell i form av ett simultant ekva-
tionssystem i vilket varje ekvation kan sagas utgora en 
delmodell. Hela modellen maste skattas simultant. Det 
ar angelaget att kunna identifiera denna situation. 
Behandlingen av denna modelltyp ligger emellertid utan-
for ramen for denna framstallning. (Se Hanushek and 
Jackson: Statistical Methods for Social Scientists [11] 
eller Kmenta: Elements of EconometriCs [18]. 
c. Skall Yeller en funktion av Y utgora responsfunktion ? 
Sarskilt om Y ar en kategorisk variabel (ofta 0-1 va-
riabel som anger eventuell forekomst av viss egenskap) 
ar speciella responsfunktioner aktuella. (Se kap. 7.) 
d. Skall regressionsmodellen vara linjar i parametrarna och 
---
linjar i de presumtiva forklaringsvariablerna x1 ,···,Xk ? 
Skall man in fora produkt"termer som representerar inter-
aktion (samspel) och innebar att en forklaringsvaria-
bels effekt varierar med nivan pa en eller flera andra 
forklaringsvariabler ? 
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e,. Skall regressionsfunktionen vara ickelinjar i para-
metrarna och i sa fall av vilken form ? 
f. Kan Y-observationerna antas ha samma varians kring sitt 
betingade vantevarde for olika varden x1 , ... ,Xk ? Om 
svaret ar "nej" skall da detta foranleda overgang till 
generaliserad minstakvadratskattning? (I de flesta 
fall torde antagandet om konstant varians i multipla 
regressionsmodeller leda till godtagbara analysresul-
tat.) 
6.3 Hjalpmedel vid modellbyggnad 
Modellbyggnaden torde i de flesta fall starta med modeller 
som ar linjara i bade parametrar och variabler. I vissa 
fall borjar man med en modell som innehaller fa regressorer 
i andra fall provas forst modellen med samtliga X-variabler 
som regressorer. Oavsett startpunkt har man vissa instrument 
till hjalp for att utvardera olika modeller. 
plottar av residualmonster (se kap. 5.1) 
statistiska test 
enkla matt som karakteriserar modellen (deter-
mination, reststandardavvikelse, Mallows C ) P 
Test. Konstruktion av statistiska test i samband med regres-
sionsanalys aterfinnes i larobocker i regressionsanalys och 
ekonometri och skall inte beroras har. Anvandning och tolk-
ning av vissa test missuppfattas emellertid ofta~ varfor det 
ar befogat med en kort oversikt. 
I princip all estimation av modeller och alla statistiska 
test i regressions- och ekonometrilarobocker forutsatter 
obundet slumpmassigt urval (OSU) av individer. Teori for 
andra urvalsformer lyser nastan helt med sin franvaro. 
Om urvalssannolikheten for individer varierar bor man vanli-
gen vaga med inverterade vardet av urvalssannolikheterna vid 
estimation och test. Vagningen forhindrar emellertid inte 
att variansen for estimatorer och testvariabler i de allra 
flesta situationer systematiskt underskattas for urval som 
ej ar OSU. Foljden blir att man erhaller for korta konfidens-
intervall i forhallande till nominella konfidensnivaer och 
att de reella felriskerna vid test blir hogre an de nominella 
felriskerna. Annorlunda uttryckt loper man okad risk for 
falska signifikanser. 
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I en utskrift fran ett program for multipel linjar regres-
sionsanalys forekommer flera olika test av modell och modell-
parametrar. 
Olika typer av regressionsprogram. Det finns en typ av pro-
gram i vilka man specificerar en modell som skattas. Model-
len och dess parametrar utsatts sedan for olika test. Re-
presentanter for denna programtyp utgor SAS-programmet GL.M 
och BMDP-programmet P1R. Det finns en annan typ av program 
i vilka man endast anger responsvariabel och en lista med 
potentiella regressorer, bland vilka vissa eventuellt ar 
obligatoriska. Vid denna stegvisa regressionsanalys soker 
sig programmet fram till en "basta" modell enligt ett av 
flera olika mojliga kriterier. Harvid startar man antingen 
med en minsta mojliga modell och lagger till en variabel i 
taget eller med modellen med alla potentiella regressorer 
och tar bort en variabel i taget. Det ar i fallet da man 
lagger till variabler ofta ocksa. mojligt att omprova tidi-
gare beslut och ta bort en variabel inn an man fortsatter 
med foljande stege Det har vuxit upp en rik flora av ter-
mer for det i grunden enhetliga partiella F-test som an-
vands i samband med modellbyggnaden enligt olika procedurer. 
6.4 Test av hela modellen 
Lat 
(6 • 1 ) 
med standardantaganden om s, beteckna modellen som testas. 
Det forsta test som patraffas i en programutskrift 
aterfinnes i en liten varianstabla som kan se ut oa 
olika satt och som tyvarr ocksa anvander olika termi-
nologi. I SAS-programmet GLM ser layouten ut pa fol-
jande satt. Exemplet ar lanat fran SAS User's Guide 
(flertalet varden ar utelamnade har) dit lasaren kan 
vanda sig for att erhalla en utforligare beskrivning. 
Dependent variable: Oxy. 
Source Df Sum of squares Mean square F-value Pr > F 
Model 6 18.67 0.0001 
Error 
Corrected total 
Frihetsgradtalet (df) ar 6 eftersom modellen inne-
haller 6 regressorer. 
Nollhypotesen ar HO:S 1=S2= ... =S6=0 d.v.s. det finns 
inget linjart regressionssamband mellan responsvaria-
beln och X1 'X2 ' ... 'X6 . Sannolikheten for ett sa stort 
F-varde som det observerade eller storre an enligt ho-
gerkolumnen 0.0001 om HO ar sannA Saledes dras sjalv-
fallet slutsatsen att en eller flera regressorer har 
en koefficient som ar skild fran O. Om man vid ett 
sadant modelltest inte far signifikans enligt egen vald 
testniva maste detta tolkas som att modellen inte ar 
relevant. De foljande testen i utskriften vilka avser 
enskilda parametrar saknar da mening. Daremot kan det 
naturligtvis finnas annan relevant information i ut-
skriften, exempelvis residualplottar. 
I motsvarande BMDP-program P1R skulle varianstablan 
anvanda en annan terminologi. "Model" ar utbytt mot 
"Regression" och "Error" ar utbytt mot "Residual". 
Analysis of variance 
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Sum of squares Df Mean square F-ratio P(tail) 
Regression 
Residual 
6 18.67 0.0001 
6.S Partiellt F-test och modelljamforelse 
Det partiella F-testet ar konstruerat for jamforelse av tva 
regressionsmodeller. Den ena modellen har regressorerna 
X 1 ' ••• , Xp 
(6.2) 
Den andra storre modellen innehaller darutover ytterligare 
q regressorer X +1' .•. 'X + P P q 
Y = a+S 1x1+ ... +S X +S +1X 1+ ... +S X +8 P P P p+ p+q p+q (6.3) 
Man onskar testa hypotesen att den storre modellen inte okar 
forklaringsgraden signifikant eller med andra ord att 
Sp+1= ... =Sp+q=0. Om modellerna skiljer sig at med avseende 
pa en X-variabel (p=1) finns aktuella test i utskrifterna till 
vilket program som helst som skattar den storre modellen. 
(Se nedan) Det finns ofta mojlighet att genomfora ett all-
mant sadant test for p~2 genom att i ett program specificera 
en v~ss matris. Detta kan ofta vara svArt f6r den mindre 
rutinerade anvandaren. Det ar emellertid m6jligt att lAta 
programmet skatta varje modell f6r sig och darefter berakna 
F-kvoten manuellt enligt 
[ SS (st6rre)-SS (mindre)]/g F = regr regr (6.4) 
MS (st6rre) 
error 
dar SS betyder Sum of Squares och MS betyder Mean square. 
Frihetsgradtalen f6r F-testet ar q respektive df dar 
error 
det senare finns angivet i utskriften f6r den st6rre mo-
dellen. 
Ofta ar det aktuellt att jamf6ra tvA modeller, den ena med 
och den andra utan en grupp regressorer bestAende av indika-
torvariabler f6r en viss kategoriindelning (som exempelvis 
socialgrupp). Kap. 13 i Kleinbaum and Kupper [17] ger ett 
flertal exempel pA sAdana test i samband med en modellbygg-
nadsprocess. 
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Exempel. I kap. 7 konstrueras modeller f6r att beskriva hur 
individers ut6vande av politisk akt~vitet genom partier (A) 
varierar med bakgrundsvariabler: K5N, Alder (indikatorvari-
ablerna ALD2 och ALD3 ger uppdelning i tre Aldersklasser) 
UTBildning 6ver den obligatoriska, POLitiskt engagemang i 
f6raldrahemmet. Alla variabler ar binara och antar varden 0 
eller 1. Det finns en rad speciella problem f6rknippade med 
modellens anvandning. Dessa diskuteras i kap. 7. Har ar 
syftet enbart att illustrera testprocedurerna. 
(Nominella signifikansnivAer stammer inte med de reella) 
Skrivsattet 
A = K5N ALD2 ALD3 UTB POL POL*K5N UTB*POL UTB*ALD2 UTB*ALD3 
POL*ALD2 POL*ALD3 (6.5) 
som ar vanligt f6r standardprogram anger modellen 
(6.6) 
Vid skattningen anvands som vikt inverterade urvalssanno-
likheter korrigerade f6r svarsbortfall (V544). SAS-program-
met GLM ger varianstablAn i tabell 6.1. 
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Tabel16.1. Utdrag ur SAS GLM-program (avrundade tal). 
Dependent variable: A 
Weight: V544 
Source Df Sum of squares Mean square F-value Pr>F R-square 
Model 1 1 2791.41 253.76 18.06 0.0001 0.072 
Error 2440 34291.01 14.05 
Corrected 
total 2451 37082.42 
Modellen som helhet ar som synes starkt signifikant vilket 
visas av att Pr>F ar 0.0001. 
For att undersoka om samspelet mellan alder och politiskt 
engagemang ar signifikant skattas aven en modell som skiljer 
sig fran ovanstaende genom att termerna POL·ALD2 och 
POL·ALP3 saknas. 
A = KON ALD2 ALD3 UTB POL POL·KON UTB·POL UTB·ALD2 UTB·ALD3 
Varianstablan ges i tabell 6.2. 
Tabell 6.2. Utdrag fran SAS GLM-program (avrundade tal). 
Dependent variable: A 
Weight: V544 
Source Df Sum of squares Mean square F-value Pr>F R-square 
Model 9 2611.89 290.21 20.56 0.0001 0.070 
Error 2442 34470.53 14. 12 
Corrected 
total 2451 37082.42 
~ven denna modell ar starkt signifikant med vanliga kriterier. 
(Har ar Pr>F angiven till 0.0001) 
Hypotesen att de sanna regressionskoefficienterna for sam-
spelstermerna POL·ALD2 och POL·ALD3 bada ar 0 testas enligt 
formeln (6.4). Kvadratsumman for regression kallas i SAS-
terminologi kvadratsumma for modell. 
Eftersom q=2 regressorer slopats i den mindre modellen er-
halles med hjalp av de bada varianstablaerna 
F = (2791.41 - 2611.89)f2 =6.36 
14.12 
Enligt F-tabell for frihetsgradtalen 2 och 2442 (sla pa 2 
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och 00') svarar detta mot att Pr)F ligger mellan 0.001 och 
0.005. Eftersom testforutsattningarna ar mycket daligt upp-
fyllda ar den verkliga sannolikheten troligen storre. Inter-
aktionen torde dock kunna betraktas som reell vilket innebar 
att den mindre modellen forkastas. 
6.6 Manga namn for samma test i:olika situationer 
I programutskrifter forekommer flera olika test av enskilda 
koefficienter. Mest kant ar formodligen det partiella t-
testet. (Se tabell 6.3) 






















































Ett intercept ingar alltid i en modell utom i speciella 
situationer, varfor forsta radens test saknar intresse. 
Pa X1-raden jamfores en modell med alIa elva X-variablerna 
sbm--'.regressorer med enmodell som inkluderar alIa X-vari-
ablerna utom X1 som regressorer. Nollhypotesen ar saledes 
HO:f3 1 =0 . 
Med en konventionell testniva pa 0.05 skulle saledes HO for-
kastas eftersom sannolikheten att erhalla ett t-varde som 
till sitt absolutbelopp ar storre an det observerade 2.39 
ar 0.0170. 
Pa X2-raden t'estas den fullstandiga modellen mot en modell 
med 10 regressorer som utesluter endast X2 (H O:S2=0). 
Av tabell 6.2 framgar att det finns flera modeller med 10 
regressorer som ej ar signifikant samre an modellen med 
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11 regressorer. Dessa ar modellerna som saknar enbart X3, 
som saknar enbart X7, som saknar enbart X9 respektive som 
saknar enbart X10. Observera att man inte, vilket ofta sker, 
kan dra slutsatsen att ingendera av X3, X7, X10 och X11 sig-
nifikant okar forklaringsgradell och darfor samtliga skulle 
kunna slopas i modellen. 
Det kan mycket val forhalla sig sa att till exempel X3 ger 
signifikans om man jamfor en modell som saknar bade X3 och 
X10 med en modell som saknar enbart X10. (Om man overvager 
att pa en gang utesluta X3, X7, X9 och X10 ur modellen maste 
man forst estimera en modell utan dessa variabler och sedan 
genomfora det tidigare beskrivna testet enligt 6.4). 
Partiella F-test. Ett partiellt F-test som ar fullstandigt 
exvivalent med det partiella t-testet aterfinnes i GLM-ut-
skrifterna omedelbart fore t-testdelen (se tabell 6.4). 
Testet baseras pa en kvadratsumma som i SAS-terminologi 
kallas Type IV SSe (Det observerade F-vardet ar lika med 
kvadraten pa t-vardet. For X1 galler att t 2=3.32 2 =12.02 
medan F pa grund av att berakningarna ar avrundade blir 
12.03) • 
F-testet knutet till Type I SS (se tabell 6.4) brukar raknas 
till sekvensiella F-test beroende pa att man genomfor ett 
vanligt partiellt F-test for en sekvens av modeller med okan-
de (eller minskande) antal regressorer. 
Vilken sekvens av modeller som studeras avgores av MODEL-
satsen i programmet. Specifikationerna 
MODEL y = X1 X2 X3; (6.7) 
och 
MODEL y = X3 X1 X2; (6.8) 
ger upphov till samma analys i GLM-programmet med undan-
tag endast for berakningen av Type I SS och tillhorande se-
kvens av partiella F-test. Dessa test knyts till foljande 
Tabell 6.4. Utdrag ur SAS GLM-program (avrundade tal) 
Source Of Type I SS F-value Pr>F Of Type IV SS F-value Pr>F 
X1 1 968.82 68.94 0.0001 1 155.01 11. 03 0.0009 
X2 1 311.16 22.14 0.0001 1 138.49 9.85 0.0017 
X3 1 83.86 5.97 0.0146 1 47.73 3.40 0.0655 
X4 1 584.95 41. 62 0.0001 1 70.30 5.00 0.0254 
X5 1 319.89 22.76 0.0001 1 87.85 6.25 0.0125 
X6 1 164.54 11. 71 0.0006 1 153.47 10.92 0.0010 
X7 1 15.65 3.96 0.0467 1 40.47 2.88 0.0899 
X8 1 155.04 10.89 0.0010 1 170.86 12.16 0.0005 
X9 1 16.35 1.16 0.2808 1 13.14 0.93 0.3337 
XI0 1 46.14 3.28 0.0701 1 1. 26 0.09 0.7650 
Xl1 1 87.01 6.19 0.0129 1 87.01 6.19 0.0129 
V1 
..... 
sekvens av modeller for specifikation (6.7) 
Y = a+s (6.9a) 
Y = a+B 1x1+E (6 . 9b) 
Y = a+B1X1+B2X2+s (6 . 9c) 
Y = a+B1X+B2X2+B3X3+E (6 . 9d) 
Ordningsfoljden bestams av ordningsfoljden mellan regres-
sorer i MODEL-satsen (6.7). F-testet pa rad X1 i tabell 
6.4 ar darfor ett test som jamfor modell (6.9a) med mo-
dell (6.9b) enligt HO:B 1=0. Ett tillrackligt hogt F-varde 
innebar att modell (6.9b) ar signifikant "battre" an modell 
(6.9a). 
F-testet av typ I pa rad X2 jamfor modellerna (6.9c) och 
(6.9b) med nollhypotesen Ho:B2=0. 
Pa detta satt jamfores modeller med okande antal termer. 
Observera att jamforelserna gores pa samma satt oavsett 
hur hog eller lag sannolikhet som erhalles i ett enskilt 
test. Om man testar med signifikansnivan 0.10 erhalles 
enligt tabell 4 en signifikant forbattring av modellen for 
var och en av variablerna X1""'X8 som laggs till. X9 ger 
ingen signifikant forbattring. Trots detta jamfores pa 
raden X10 modellen Y=X1 ... X9 med modellen Y=Xl.. .. X9 xtO. 
Den senare modellen ar signifikant "battre" an den forra 
pa signifikansnivan 0.10. Huruvida det blir en signifi-
kant forsamring eller ej om den storre modellen reduceras 
till X1 ... X8 X10 genom att man tar bort X9 kan ej utlasas 
av tabell 4. 
Det intraffar ofta atten variabel (egentligen koefficien-
ten for variabeln) som ar signifikant i en mindre modell 
blir insignifikant i en storre modell. Exemnelvis kan X7 
eller X3 visa sig insignifikanta i modellen Y=X1 ... X8 trots 
att X3 varit signifikant i modellen Y=X1 X2 X3 och X7 varit 
signifikant i modellen Y=X1 ... X7. 
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F-test i stegvisa program. I de olika programmen for att 
stegvis bygga en regressionsmodell provar programmet en se-
kvens av modeller. Vilken variabel som skall tillforas eller 
tas bort i det enskilda steget avgores av nagot optimalitets-
kriterium. Det finns flera olika kriterier och flera 
olika sokprocedurer. Se emempelvis Draper and Smith [3 
eller Younger [31] samt BMDP- och SAS-manualerna for pro-
grammet p2R respektive STEPWISE. I dessa program anvands 
partiella F-test som gar under olika beteckningar. Efter 
varje steg i P2R har en modell med vissa regressorer skat-
tats. Tabell 6.5 visar ett utdrag av vissa kolurnner fran 
en del av exemplet pa sid 402 i BMDP-manualen 1979. 
Tabell 6.5. Utdrag ur BMDP-manualen for prograrnrnet P2R 
(avrundade tal). 
Step no. 3 
Variable entered 
Multiple R 0.4750 
Multiple R-square 0.2256 
Adjusted R-square 0.2124 
Standard error of est. 37.9329 
Analysis of variance 





Variables in equation 
Variable Coefficient F to 
remove 
(Y-intercept -49.738) 
AGE 1.4359 23.99 
CALCIUM 20.7920 11 .67 
URICACID 6.3444 5.84 
3 
176 
















Det forsta F-testet i varianstablan ar det vanliga testet 
av hela modellen Y=AGE CALCIUM URICACID. 
F-vardet 17.09 kan till exempel jamforas med kritiska var-
det 3.78 for test pa signifikansnivan 0.01. Modellen ar 
saledes signifikant. 
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"F to remove" ar samma test som typ IV testet i GLM (tabell 
6.4 ovan). 
F-vardet 23.99 ger saledes ett test av HO:SAGE=O i modellen 
I 
! 
ovan. Frihetsgradtalen ar 1 och 176. Kritiskt varde 
pa nivan 0.01 ar 6.63 varfor HO forkastas. F~vardet 
11 .67 ger ett test av HO: BCAT.JCIUM=O for samma trevaria-
belmodell som ovan. 
Testen med hjalp av "F to enter" avser olika fyravaria-
belmodeller namligen de som erhalles genom att lagga till 
en variabel i trevariabelmodellen ovan. F-varden 1.221 
pa raden HEIGHT ger ett test av HO:BHEIGHT=O avseende mo-
dellen 
Y = AGE CALCIUM URICACID HEIGHT. 
F-vardet 0.0004 pa raden WEIGHT ger pa samma satt ett test 
av HO:BWEIGHT=O avseende modellen 
Y = AGE CALCIUM URICACID WEIGHT. 
Frihetsgradtalen ar for bada testen 1 och 175. Regressi-
onskoefficientskattningarna ar insignifikanta bade pa 1 %-
nivan och 5 %-nivan (kritiska varden 6.63 resp. 3.84). 
Vid bestamning av signifikansgranser for test vid stegvis 
regression bor man komma ihag att den verkliga risken att 
felaktigt forkasta HO ar mycket storre an den nominella 
risk som svarar mot F-tabellens varden. Detta beror pa 
att programmet i varje stegvaljer en variabel av flera 
mojliga for att infora i modellen (eller ta bort fran mo-
dellen). Se kap. 6.7 samt BMDP manualen 1979 sid 403 och 
855 for vidare diskussion. 
6.7 Signifikant modell visavi signifikant prediktionsformaga 
Det har tidigare papekats (kap.1.3) att sokandet efter en 
modell vars form paverkas av datamaterialet, leder till 
overanpassning. De verkliga signifikansnivaerna ar inte 
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sa hoga (riskerna att felaktigt forkasta HO ar inte sa 
laga) som de nominella signifikansnivaerna. Detta ar kan-
ske mest uppenbart vid anvandning av program for stegvis 
regressionsanalys. I varje steg valjer programmet en vari-
abel som infores i (eller borttas fran) modellen bland ett 
ofta stort antal kandidater. Signifikansgranserna bor dar-
for hojas langt over de i F-tabellen angivna vardena. (Se 
BMDP-manualen 1979 sid. 403 och 855). 
En annan fraga ar i vilken utstrackning ett statistiskt sig-
nifikant resultat aven ar praktiskt signifikant, d.v.s. av 
praktiskt varde. Ett test formaga att upptacka en viss av-
vikelse frAn nollhypotesen (testets styrka) 6kar med 6kan-
de urvalsstorlek. Med stora datamaterial kornrner darf6r 
aven smA avvikelser att bli statistiskt signifikanta. 
Variationsvidden f6r predikterade Y-varden mAste vara av 
betydelse i f6rhAIIande till slumpvariationen av Y-varden 
f6r fixa varden pA regressorerna. Draoer and Smith [3 ] 
(sid. 93 oeh sid. 129) anser att det observerade F-vardet 
b6r 6verstiga minst 4 gAnger det F-varde som enligt F-ta-
bellen svarar mot den valda signifikansnivAn. 
6.8 DeterminationsmAttets tolkning oeh anvandning 
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Multipel korrelation oeh determination ar meningsfulla mAtt 
endast i surveys, inte i experimentella unders6kningar (se 
kap. 2.2). 
Vid modellbyggnadinriktas anstrangningarna ofta alltf6r 
ensidigt mot att finna en modell med sA h6g determination 
som m6jligt. 
I mAnga unders6kningar tas en hog multipel korrelation R 
eller en h6g determination R2 (som kan anta varden i inter-
vallet [0,1]) till intakt ~A att modellen ar bra, oavsett 
vad den skall anvandas till. En h6g determination innebar 
emellertid endast att observationernas variation kring de 
enligt modellen predikterade vardena ar betydligt mindre 
an totala variationen Y. 
Det f6ljer inte som en konsekvens harav att man fAr en rik-
tig bild av vilka variabler som styr Y-variabeln oeh att 
dessas effekter ar adekvat uppskattade. 
Urvalets totala kvadratavvikelsesumma f6r Y kring sitt 
totalmedelvarde Y kan delas upp i tvA komoonenter. 
Den ena mater hur myeket de predikterade vardena Y enligt 
den skattade regressionsfunktionen varierar kring totalme-
delvardet' ("f6rklarad" variation). Den andra mater Y-
A 
vardenas variation kring predikterade Y-varden (restvaria-
tion eller "of6rklarad" variation). Storleken av dessa bA-
da komponenter jamf6rt med totala variationen kan uttryekas 
med hjalp av urvalets multipla korrelationskoeffieient R. 
Den "f6rklarade" variationen (determinationen) uppgAr till 
andelen R2 oeh den "of6rklarade" variationen (restvariatio-
nen) uppgAr till andelen 1-R2 av totala variationen. 
Sympatier 
Soc. 
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Determination vilseledande. Fragan ar om det finns andra 
matt inom statistiken som ar sa missuppfattade och miss-
brukade som olika korrelationskoefficienter, inte minst den 
multipla korrelationskoefficienten. 
Determinationskoefficienten R2 har olyckligtvis fatt benam-
ningen "f6rklaringsgrad". Man kan saga olyckligtvis pa 
grund av att h6g determinationsgrad inte sager ett dyft om 
huruvida modellen ens ar rimlig. En helt korrekt f6rkla-
ringsmodell kan a andra sidan ha hur lag determination som 
helst. Det kan ju mycket val vara sa att st6rre delen av 
variationerna i Y ar slumpmassiga. R2 ar helt enkelt ett 
deskriptivt matt som kan karakterisera storleksf6rhallandena 
mellan restvariation och total variation f6r f6rklarings-
modeller saval som f6r prediktionsmodeller och kontrollmo-
deller. 
Determinationen bestams inte enbart av hur stark effekt 
(hur h6ga regressionskoefficienter) olika f6rklaringsvari-
abler har utan ocksa av hur vanliga olika kombinationer 
av varden pa f6rklaringsvariablerna ar. Ett enkelt exem-
pel belyser detta. 
Exempel 6.1. Inom tva bran scher A och B har vardera 800 
personer valts ut i ett obundet slumpmassigt urval. 
Bransch A har jamn f6rdelning av man och kvinnor medan 
bransch B ar mycket starkt mansdominerad. Inom de bada 
branscherna finner man exakt samma f6rhallande vad betraffar 
partisympatier. En fjardedel av kvinnorna och half ten av 
mannen sympatiserer med socialistiska blocket. 
Bransch A Bransch B 
K6n K6n 
Kv Man Kv Man 
(x=O) (x= 1 ) (x=O) (x= 1 ) 
Soc. 
100 200 (Y= 1 ) 25 350 
Borg. 
300 200 (Y=O) 75 350 
.~. 
. 'i 
Data enligt tabellen ger samma regressionslinje, 
y = O.25+0.25x for regressionen av partisympati pa kon, 
for branscherna A och B. Determinationen blir emellertid 
r
2
=O.063 for bransch A men endast r 2=O.027 for bransch B. 
Denna paradox forklaras helt av att konsfordelningen skil-
jer sig at mellan branscherna. 
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Vi ser ocksa att for kvalitativa variabler blir determina-
tionen ytterst lag trots att forekomsten av den ena egenska-
pen (socialistisk partisympati) varierar starkt med for-
klaringsvariabeln (kon). 
De flesta anvandare av determinationsmattet har formodligen 
inte ett ogonblick reflekterat over att kvadratavvikelser 
(och varianser) inte ar sarskilt naturliga spridningsmatt 
och inte heller over att det finns andra matt pa "forkla-
ringsgrad" som ger en helt annan, inte lika positiv bild. 
Anledningen till att varianser (standardiserade kvadratav-
vikelsesummor) dominerar som spridningsmatt in om statisti-
ken ar inte att de ar intuitivt tilltalande, utan att de ar 
matematiskt hanterliga vid harledning av statistisk teori. 
Vid tillampning av statistisk metodik pa empiriskt material 
ar en enkel funktion av variansen, namligen standardavvi-
kelsen av mycket storre intresse. 
Forklarad standardavvikelse. Varfor utgar man da inte fran 
standardavvikelsen vid konstruktion av ett matt pa en re-
gressionsmodells forklaringsgrad? Forklaringen ar att 
standardavvikelsen inte additivt kan delas upp i enkla kom-
ponenter analogt med uppdelningen av kvadratavvikelsesumman 
ovan. Daremot kan man naturligtvis for viss given multipel 
korrelation jamfora reststandardavvikelsen i Y med totala 
standardavvikelsen i Y. Approximativt galler for stick-
provsvarianserna 
(6.11) 
vilket ger motsvarande samband for standardavvikelserna 
s = s ~ y·x y (6.12) 
Man skull~ kunna saga att av ursprunglig variation i Y kan 
andelen A _R2 ' inte "forklaras". Daremot har modellen "for-
klarat" andelen 1-11 _R2 \ av ursprunglig variation i Y. Det 
" 
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inf8rda mAttet "f8rklarad standardavvikelse" !r iAte et~b~ 
lerat inom statistik~n, men det belyser svagh~ten i mAttet 
"f8rklarad varians" som ofta (f8r att inte s!ga vanligen) 
blir direkt vilseledande f8r statistikanv!ndare. Se tabell 












F8rklaringsgrad hos regressionsmodell 
f8r olika multi9la korrelationer. 
Multipel Andel "f8rklarad Andel "forklarad 
Korrelation varians" standardavvikelse" 
(determination) 
R R2 ;;--"2' 1-t1-R 
0.10 0.01 0.005 
0.20 0.04 0.020 
0.30 0.09 0.046 
0.40 0.16 0.083 
0.50 0.25 0.134 
0.60 0.36 0.200 
0.70 0.49 0.286 
0.80 0.64 0.400 
0.90 0.81 0.564 
0.95 0.903 0.689 
0.98 0.960 0.800 
0.99 0.980 0.859 
0.995 0.990 0.900 
0.999 0.998 0.955 




Som synes blir forklaringsgraden mycket lagre i termer av 
standardavvikelse an i termer av varians. Exempelvis ger 
en multipel korrelation pa 0.80 for varians en IIforklarings-
grad ll pa 64 % men for standardavvikelse en IIforklaringsgrad ll 
pa endast 40 %. For en multipel korrelation pa 0.995 ar 
motsvarande forklaringsgrader 99% respektive 90 % (ej for-
klarad variation 1 % respektive 10 % 1). 
6.9 Stegvis okning av determinationen 
Vid modellarbete ar det vanligt att man studerar foljder av 
regressionsmodeller med okande antal regressorer. For var-
je modell bestams determinationen R2 For en multipel re-
gressionsmodell som ar linjar i bade parametr~r och varia-
bIer kan varje variabels tillskott till determinationen 
korrekt matas under en enda forutsattning, namligen att re-
gressorerna ar okorrelerade. I urvals- eller populations-
studier foreligger aldrig denna forutsattning utan regresso-
rerna ar korrelerade. 
Ofta patraffas tabeller av typ tabell 6.7 i redovisningar av 
modellers forklaringsvarde. 
TabeI16.7. Forklaringsvarde for olika modeller. 
Beroende Forklarings- Forklaringsgrad okning av for-
variabel variabler ",2 R klaringsgraden 
Y X1 0.8339 0.8339 
Y X1 'X6 0.8568 0.0229 
Y X1 ,X6 , X2 0.8628 0.0060 
Grunddata ar hamtade ur Mendenhall and Reinmuth [21] sid. 
492-493. Y,X 1 ,X2 och X6 anger forsaljningspris pa villor, 
bostadsyta, antal sovrum respektive forekomst av garage. 
Sadana tabeller atfoljs i manga fall av oastaenden sasom: 
X1 forklarar 83.39 %, X6 forklarar 2.29 % och X2 forklarar 
0.6 % av variationerna i Y. Pastaendet ar grundfalskt. 
Man far en helt annan bild av betydelsen av variablerna 
X1 och X6 om man i stallet jamfor tvaregressorsmodellen 




Tabell 6.8. Forklaringsgrad for olikamodeller. 
Samma grunddata som i foregaende tabell. 
Beroende Forklarings- Forklaringsgrad 6kning av for-
variabel variabler (Determination) .klaringsgraden. 
Y X6 0.2574 0.2574 
Y X1 'X6 0.8568 0.5994 
Som synes kan man inte dra nagra som heIst slutsatser om de 
olika regressorernas relativa betydelse i dess paverkan av Y 
pa basis av determinationsgraden for en foljd av regressions-
modeller. Tillskottet till forklaringsgraden for X6 och X1 
blir nu 25.74 % respektive 59.94 % mot 83.39 % och 2.29 % 
enligt foregaende tabell. 
Man far saledes helt skilda resultat beroende pa i vilken 
ordning regressorerna infores i modellen. 6verhuvud taget 
ar det inte meningsfullt att studera okningen av determina-
tionen annat an for modeller som skall anvandas for prognoser. 
I detta fall anvandes inte okningen av determinationen for att 
beskriva olika regressorers forklaringsvarde utan enbart for 
att beskriva hur determinationen okar med antalet regressorer. 
Det ar en allman tendens for korrelerade regressorer att 
marginaleffekten av okat antal regressorer avtar ytterst 
snabbt (vilket illustreras av tabell 6.7). 
Determination vid forekomst av uppreoade observationer 
I vissa situationer forekommer upprepade observationer pa 
Y for en given kombination av varden pa X-variablerna. 
Y-observationernas variation kring den anpassade regressions-
A 
funktionen Y (for en given kombination av varden pa X-vari-




fran Y och de enskilda observationernas avvikelse fran 
gruppmedelvardet Y . 
x 
Xven om alIa gruppmedelvarden for Y skulle stamma exakt 
overens med den anpassade modellen blir inte determina-
tionen R2 =1, savida det inte helt saknas slumpvariation, 
d.v.s. alIa upprepningar for givna varden pa X-variablerna 
leder till identiska resultat. 
6 • 11 
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Situationen med upprepade observationer pa Y foreligger 
bl.a. da alia X-variablerna Kr kateg6riska. Om dessutom 
Y Kr en binKr variabel som endast kan anta vKrdena 0 och 1 
61 
(indikerande avsaknad eller forekomst av viss egenskap) an-
ger vKntevKrdet for Y sannolikheten P(Y=1). For denna typ 
av linjKra sannolikhetsmodeller kan man vKnta sig att R2 
vKrdet ligger mycket lagt, i allmKnhet under 0.2 och mycket 
ofta Kven under 0.1, Kven om alia predi~terade sannolikhe-
ter skulle raka stKmma exakt med den anpassade modellen. 
En tillKmpning av detta slag (politisk aktivitet genom par-
tier) behandlas i kapitel 8. En enkel illustration gavs i 
exempe16.1. 
Mallow's Cp 
Mallow's C Kr ett matt pa totalt prediktionsfel for Y sum-p 
merat over alia observationer. Det tar saledes hKnsyn till 
bade systematiskt fel fororsakat av en felsoecificerad mo-
dell och till det slumpmKssiga felet for prediktorn. For 
en korrekt specificerad modell har C vKntevKrdet p dKr p 
o -
anger antal parametrar (regressionskoefficienterna for re-
gressorerna plus interceptet). For felaktigt specificerade 
modeller Kr vKntevKrdet storre Kn p. Med alldeles for fa 
regressorer i modellen ligger C oftast langt over p. Ju p 
nKrmre .den sarma modellen den pravade. modellen ligger desto narmre p 
bor i princip C hamna. Kruxet Kr naturliqtvis att man inte p . 
kKnner p. Mattet C brukar dKrfor olottas mot antalet para-p -
metrar i den provade modellen for ett antal modellvarianter 
som overvKgts. For en bra modell bor C h . t t P oc p vara 1 s or 
sett lika stora. Se exempelvis Draper and Smith [3 ] kap.6 
for nKrmare beskrivning och illustration av anvKndningen. 
Vissa datorprogram ger mojlighet att berKkna C. I BMD-pro-p 
grammet for stegvis regression kan C anvandas som kriterium p 
for modellval. 
utelKmnande av ointressanta variabler 
I experimentella undersokningar gores vanligen forklarings-
variablerna ortogonala (varieras oberoende av varandra) med 
hjKlp av en balanserad experimentplan (se kap. 1.4). Detta 
medfor ur skattningssynpunkt tva fordelar. 
6.13 
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Antag att man har en sann regressionsmodell Y = a+S 1X1+ ... + 
+S1Xk+S. Den forsta fordelen bestar i att man da kan skatta 
regressionskoefficienterna vantevardesriktigt for en del-
mangd av X-variabler, sag x1 , ... ,Xk _p dar 1<p<k, om man an-
satter en modell som endast innehaller dessa X-variabler som 
regressorer. Detta ar inte mojligt i surveys pa grund av 
att alIa forklaringsvariabler ar korrelerade. Det forekommer 
ibland i surveys att man utelamnar vissa forklaringsvariabler 
fran en regressionsmodell pa grund av att man inte primart 
ar intresserad av dessa variablers effekt (vilken kanske ar 
kand sedan tidigare) utan viII koncentrera sig pa att under-
soka andra variablers effekt. Detta ar helt felaktigt och 
ger upphov till systematiska fel vid skattningen av regres-
sionskoefficienter. Felets storlek beror av hur stark sam-
variationen ar mel Ian den enskilda regressorn och utelamnade 
relevanta forklaringsvariabler. (Se kap. 5.3.) En grav 
variant av denna felaktiga analys be star i att man beraknar 
regressionen av Y pa en X-variabel i taget. 
Den andra fordelen med balanserade experimentplaner be star i 
att skattningarna av parametrar for olika regressorer blir 
oberoende. Detta ar inte fallet i surveys vilket ger upp-
hov till stora problem vilka behandlas i foljande moment. 
Multikollinearitetsproblemet 
Uppsattningen potentiella regressorer ar i surveys alltid 
korrelerade. am nagon X-variabel har hog multipel korre-
lation med ovriga X~variabler foreligger det ett sa kallat 
multikollinearitetsproblem. 
Multikollinearitet i egentlig mening betyder funktionellt 
linjart samband mellan en av X-variablerna och en eller fle-
ra andra X-variabler. Ordet har dock aven kommit att anvan-
das for att beteckna situationen da det foreligger hog mul-
tipel korrelation mellan X-variabler. Har anvands det i 
denna bemarkelse. 
Forekomsten av multikollinearitet innebar med Huangs [13] 
sammanfattning att 
a. regressionskoefficienterna skattas mycket osakert 
pa grund av stor slumpmassig variation 
b. specifikationen av modellen blir osaker med av-
seende pa vilka variabler som skall inkluderas. 
Utelamnade relevanta variabler medfor systematiska 
skattningsfel ~ilket diskuterats i foregaende moment) 
c. som konsekvens av punkterna 1 och 2 uppstar svarighe-
tervid tolkningen av de skattade regressionskoeffici-
enterna. 
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Upptackt av multikollinearitet. Modellbyggnaden bor alltid 
starta med att korrelationsmatrisen for Y och alIa potenti-
ella regressorer X1 ' ... 'Xm beraknas. Om det finns ett eller 
flera par av X-variabler med hog inbordes enkel korrelation 
ar detta ett direkt uttryck for att multikollinaritetspro-
blemet ar allvarligt. 
Det ar sjalvfallet svart att ange granser for hur hoga enkla 
korrelationer som kan tolereras utan att skattningsproceduren 
helt sparar ur. Ju flera presumptiva regressorer som fore-
ligger desto allvarligare effekt leder aven ganska laga enkla 
korrelationer till. Tyvarr utgor franvaron av hoga enkla 
korrelationer ingen som heIst garanti for att det saknas hog 
multipel korrelation mellan nagon X-variabel och ovriga X-
variabler. 
Basta sattet att avgora vilken effekt korrelationen mel Ian 
regressorerna har pa variansen for skattningarna av regress-
ionskoefficienterna ar att studera inversen till korrelations-
matrisen for X-variablerna (observera att Y-variabeln ej skall 
inga i matrisen) . 
Diagonalelementen, de sa kallade "variance inflationary fac-
tors" (VIF);anger hur manga ganger variansen for respektive 
parameterskattning okas pa grund av forekomsten av korrela-
tion mellan regressorerna jamfort med om dessa vore okorre-
lerade. Marquart [20] sager i en artikel som diskuterar 
skattningsproblem vid forekomst av korrelerade X-variabler 
att den storsta VIF som kan tolereras bor vara storre an 
1.0 men med sakerhet inte sa stor som 10. 
En modell E(Y) = a+81X1+82X2 ger foljande variansinflation 
(som blir lika stor for 81 och 82 ) for olika varden pa korre-
lationen r 12 mellan X1 och X2 . (Tabell 6.9.) 
Tabell 6.9. Exempel pa variansinflation for modell med 
tva regressorer. 







Det bor anyo betonas att forekomsten av sa hoga enkla korre-
lationer far mycket allvarligare effekter i flerregressions-
modeller. En illustration av detta forhallande aterfinnes i 
kap. 8. 
Inversen till variansmatrisen kan i exempelvis SAS beraknas 
med hjalp av procedurerna CORR och MATRIX. (Se Exempel 6.2.) 
Exempel 6.2. Berakning av inversen till korrelationsmatrisen 
med SASe 
Berakningen forutsattes avse den senast bilda-
de datamangden i SAS-prograrnrnet. 
PROC CORR NOPRINT NOSIMPLE OUTP=Ci 




V = INV (C) ; 
PRINT V; 
TITLE BERARN AV INVERS KORRMATRIS 
MED VIKT = V544; 
Som utskrift erhalles forst korrelationsmatrisen och darpa 
den inverterade matrisen. 
Tolerans av R2 i datorprogram. BMDP-programmet P1R for lin-
jar multipel regression har en sparr mot for hog multipel 
korrelation mellan regressorer. For att forhindra att det 
uppstar en determination R2 mellan regressorer som ar hogre 
an 0.99 utesluts om nodvandigt en eller flera av de X-vari-
abler som angivits i modelldeklarationen. Anvandaren av 
prograrnrnet har frihet att satta denna toleransgrans lagre 
an 0.99 om sa onskas. Motsvarande SAS-program GLM har ingen 
motsvarande sadan sparr. 
BMDP-prograrnrnet p2R for stegvis regression har sarnrna slags 
toleransgrans som P1R. Dessutom anges for varje regressor 
som inkluderats i modellen hur hogt vardet ar pa toleransen 
definierad som TOLERANCE = 1-R2 ,dar Ranger regressorns mul-
tipla korrelation med ovriga regressorer i modellen. 
"Losning" av multikollinearitetsproblemet. Da hog grad av 
multikollinearitet patraffas for en grupp X-variabler som 
logiskt sett borde inga i regressionsmodellen star man in-
for ett svart val. Om alIa de aktuella X-variablerna med-
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tages erhalles ytterligt osakra skattningar av regressions-
koefficienter pa grund av stor slumpmassig variation. Om 
man a andra sidan utesluter en eller flera X-variabler som 
orsakar den hoga multikollineariteten minskar variansen for 
koeffictentskattningarna men a andra sidan uppstar risk for 
att det systematiska felet (bias) blir stort. 
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Den vanligaste atgarden i denna situation torde vara att slo-
pa den eller de variabler i modellen som orsakar multikolli-
neariteten. Atgardenligger narmast till hands da syftet ar 
prediktion av forvantade Y-varden. 
Om storleken pa regressionskoefficienterna ar av primart in-
tresse vilket ar fallet i forklarande undersokningar finns 
inte mycket som kan goras at problemet. Man nodgas konsta-
tera att hur man an beter sig ar det inte mojligt att er-
halla palitliga koefficientskattningar. 
Kven om medelfelet for koefficientskattningarna ar mattligt 
(de slumpmassiga variationernamattliga)kandet systematis-
ka felet (bias) vara stort pa grund av att en eller flera 
utelamnade relevanta variabler har hog multikollinearitet 
med regressorerna. 
En indikation (forutom stort medelfel) pa att en viss re-
gressors koefficient ar mycket osakert skattad ar att ko-
efficientens varde fluktuerar kraftigt da vissa av de tvek-
samma variablerna tillfores eller tas bort fran modellen. 
Man hoppas saledes vid stegvis okning av antalet regressorer 
i modellen att koefficientskattningarna for tidigare med-
tagna regressorer skall vara stabila fran steg till steg, 
vilket utgor en indikation pa (men inget bevis for) att re-
spektive regressorers effekter ar nagorlunda riktigt skatta-
de. 
Koefficienttest. Test av enskrlda regressionskoefficienter 
vid forekomst av hog multikollinearitet kan vara direkt vil-
seledande pa grund av att koefficientskattningarna da blir 
mycket kraftigt korrelerade. Det ar ofta nodvandigt att 
testa koefficienter i grupp med hjalp av det allmanna par-
tiella F-testet. 
Program £or stegvis regression 
Programmen for stegvis regression konstruerar modellen enligt 
ett av flera mojliga kriterier vilket vanligen kan valjas av 
6.15 
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anvandaren. Lat saga att kriteriet ar ma~imal forbattring 
av determinationen R2 for varje stege 
Estimationsproceduren ar utsatt for risken att en helt fel-
aktig modell byggs upp om det forekommer multikollinearitet 
bland de presumptiva regressorerna. 
En variabel som saknar effekt men har hog multipel korrela-
tion med verkliga forklaringsvariabler kan ofta inforas i 
modellen pa ett tidigt stadium som "skuggvariabel" for de 
andra. 
Antag att tva verkliga forklaringsvariabler X1 och X2 ar 
starkt positivt korrelerade och har kraftiga och ungefar 
lika stora effekter men med omvanda tecken. Troligen skulle 
da regressionsproceduren inkludera den ena variabeln i mo-
dellen men inte den andra beroende pa att den senare varia-
beln som infordes skulle hoja determinationen obetydligt. 
Dessutom skulle utelamnandetav en variabel orsaka ett kraf-
tigt systematiskt fel (bias) vid skattningen av effekten for 
den inkluderade variabeln. Hanushek and Jackson [11] ar 
mycket harda i sin kritik av stegvisa regressionsprocedurer: 
"stepwise regression appears to promise something 
that it cannot deliver. It is not possible to use 
stepwise regression to give both the model and the 
parameter estimates. Nor is it possible to use 
either the order of entry into a stepwise procedure 
or the parameter estimates of intermediate stages 
to make inferences about the importance of parti-
cular variables (except in the context of one spe-
cific sample). To the extent that the purpose of 
estimation is to make inferences about population 
relationships on the basis of sample information, 
a stepwise procedure can be very misleading". 
Avvikande smagrupper 
En liten grupp individer med avvikande varden pa en regressor 
skiljer sig ibland klart fran i ovrigt jamforbara individer 
vad galler Y-varden. Det ar da i sig onskvart att beskriva 
detta i prediktionsmodellen. Uppskattningen av den aktuella 
regressorns parameter blir emellertid osaker och man kan dess-
varre ocksa orsaka storre fel i uppskattningen av andra re-
gressorers parametrar an om variabeln utelamnas ur modellen. 
(Ett exempel pa detta dilemma ges i kap. 8 dar socialgrupp I, 
som ar liten, cirka 7 % av individerna i urvalet, visar annat 
monster betraffande politisk aktivitet genom partier an ov-
riga socialgrupper.) 
6.16 Standardiserade regressionskoefficienter och relativa 
effekter 
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Man forsoker ibland jamfora de olika regressorernas 
relativa betydelse for variationerna i Y-variabeln med 
hjalp av standardiserade regressionskoefficienter (ofta 
kallade S-koefficienter). Dessa ar de vanliga regressi-
onskoefficienterna beraknade pa standardiserade variabler. 
Standardiserade regressionskoefficienten for en viss Y-
variabel anger hur manga standardavvikelser Y forvantas 
andras da X-variabeln okas med en standardavvikelse medan 
ovriga variabler halles konstanta. 
Dessa koefficienter ar emellertid inte sa entydiga som nam-
net antyder. Storleken beror namligen pa variationerna for 
X. och Y i det speciella urvalet. Om det aktuella samplet 
J 
uppvisar osedvanligt stor variation for X. blir ocksa stan-
J 
dardavvikelsen for X. och darmed den standardiserade ge-
J 
gressionskoefficienten ovanligt store Detta galler alltsa 
oavsett vardet Da den skattade icke standardiserade regres-
sionskoefficienten. Denna egenskap gor det meningslost att 
jamfora standardiserade regressionskoefficienter fran olika 
undersokningar, vilket daremot ej galler de icke standardi-
serade koefficienterna. 
Det ar inte heller meningsfullt att anvanda standardiserade 
regressionskoefficienter om vissa X-variabler ar kategoriska. 
Sadana kategoriska variabler anger vanligen forekomst eller 
avsaknad av en viss egenskap och kodas vanligen 1 eller O. 
Regressionskoefficienten anger da skillnaden i forvantat 
varde for Y mellan individer som har och individer som saknar 
egenskapen. Eftersom endast vardena 0 och 1 (saknar/besitter 
egenskapen) ar mojliga leder omrakning av effekten med hjalp 
av standardavvikelsen till en meningsloshet. 
De icke standardiserade regressionskoefficienterna ar vanligen 
att foredra. Detta galler sarskilt jamforelser av olika di-
kotoma variablers effekter och jamforelser (oavsett variabel-
typ) av en viss variabels effekt i olika samples. 
7. REGRESSIONSMODELLER FOR BIN~R BEROENDE VARIABEL 
7.1 Den linjara modellens svagheter 
Lat Y. vara en binar beroende variabel som anger avsaknad 
1 
av en viss egenskap (Yi=O) eller forekomst av egenskapen 
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ifraga (Y.=1). Denna variabel kan ange val mellan tva alter-
1 
nativ, sasom kollektivt eller privat transportmedel till ar-
betsplatsen, borgerligt eller socialistiskt parti vid riks-
dagsval. En annan vanlig situation ar den dar Y. indikerar 
1 
om en individ foretagit en viss aktivitet eller ej: ett kom-
munalt bibliotek har besokts under senaste aret, en viss po-
litisk aktivitet har forekommit t.ex. deltagande i politiskt 
mote. 
En linjar regressionsmodell med en forklaringsvariabel skrivs 
Y. = a+f3X.+s. 
111 
(7.1) 





om viss respons forekommer (sag privat 
transportmedel valjs) 
om responsen saknas (kollektivt transport-
medel valjs) 
oberoende stokastiska slumptermer med vante-
varde 0 (i=1, ... n) 
Lat Pi = P(Yi =1), d.v.s. sannolikheten att Yi antar vardet 1. 
Eftersom E(s.=O) har vi 
1.: 
E(Y.) = a+f3X. 
1 1 
men aven 
E(Y.) = 1·P(Y.=1)+0·p(y.=0) = P. 
1 1 1 1 
(7 .2) 
vantevardet for regressionsmodellen anger saledes hur sanno-
likheten P(Y.=1) beror pa forklaringsvariabeln x .. Eftersom 
1 1 
en sannolikhet ar begransad till interval let [0:1] maste vi 
definiera P. pa foljande satt: 




1 {O da 
1 da a+f3X.> 
1 
(7.3) 
Grafiskt beskrivs sannolikhetsmodellen av figur 7.1 (som 
forutsatter att S>O d.v.s. att P(Y=1) okar med X). 
Figur 7.1. Linjar sannolikhetsmodell. 
?(Y~1) 
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Variansen for en variabel'Y. som antar vardena 0 och 1 med 
1 
sannolikheter P. respektive 1-P. ar P. (1-P.). Eftersom Y. 
1 11  1 
har en systematisk (fix) del a+SX. och en stokastisk del 
1 
Ei enligt modellen (7.1) blir variansen for feltermen 
(givet X.) 
1 
Var (E.) = Var (Y .) = P. (1-P. ) 
1 11  
(7 .4) 
dar P. = a+SX. . Variansen for E. ar foljaktligen inte 111
konstant, vilket ar fallet for standardmodellen for linjar 
regression, utan varierar med X .. 
1 
Om modellen skattas med vanlig ova'gd minstakvadratmetod (OLS) 
" kan vi raka ut for att Y. for vis sa X. blir <0 och for andra 
1 1 
X. blir >1. Detta kan i och for sig avhjalpas genom att 
1 " 
satta Y. till 0 respektive 1 for dessa fall. Ofta vet vi 
1 
emellertid att Y.=1 inte ar en omojlig respektive saker han-
1 
delse for dessa X-varden. I manga fall forekommer observa-
tioner i samplet som bekraftar detta. 
For manga fordelningar av X i urvalet (en forutsattning ar 
att man erhallit atminstone nagot X-varde <a och/eller >b 
ar minstakvadratestimatorn av Sbiased. Oavsett fordel-
ningen av X-varden ar estimatorn inte effektiv i klassen av 
linjara estimatorer pa grund av att variansen for E. ej ar 
, 1 
konstant. Man skulle darfor kunna forvanta sig att vagd min-
stakvadratmetod vore att foredraframfor ovagd. Den forra 
kan emellertid inte tillampas direkt eftersom P. ar okant. 
1 
lett forsta steg maste dar for modellen skattas med den 




= Y. (1-Y . ) 
1 1 
Yi kan emellertid som namnts bli <0 och >1 vilket ger 
upphov till negativa variansskattningar. Vi kan inte 
heller for sadana fall satta Y. till 0 respektive 1 
1 
vilket ger variansskattningen O. 
De mojligheter som star till buds ar att antingen uteslu-
A 
ta sadana observationer fran analvsen eller att satta Y. 
- 1 
till nagot tal godtyckligt nara 0 respektive 1 sasomO.01 
respektive 0.99. I ett andra steg erhalles sedan en vagd 
minstakvadratskattning av a och S. Denna ar visserligen 
effektiv i klassen av linjara estimatorer men ovriga svag-
heter hos ovagd minstakvadratskattning aterfinnes aven hos 
den vagda, bl.a. att estimatorn kan anta varden utanfor 
intervallet [0;1]. 
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En ytterligare nackdel med den linjara regressionsmodellen 
ar att normalfordelningsteorin ej fungerar for konstruktion 
av test och kondidensintervall pa grund av att responsvaria-
beln ar binar. 
Den allvarligaste nackdelen med den linjara sannolikhetsmo-
dellen ar dock att vi i manga fall a priori kan vara ganska 
overtygade om att den ar felspecificerad. Det ar inte rim-
ligt att tanka sig att en okning av X med en enhet skulle ha 
samma effekt oavsett fran vilken niva X okar. Da X okar fran 
en niva vid vilken sannolikhetenatt Y antar vardet 1 redan 
ar hog (sag 0.95 eller hogre) forvantar vi oss ingen storre 
okning av P(Y=1). OmX daremot okar lika mycket fran en 
niva vid vilken sannolikheten p(Y=1) ligger i trakten av 0.5 
forvantar vi oss en mycket storre okning av sannolikheten. 
Det ar i de fIesta tillampningar inte heller troligt att Y=1 
ar en omojlig handelse som inte kan intraffa om X ar mindre 
an nagot tal a och att Y=1 ar en saker handelse som maste 
intraffa om X ar storre an nagot tal b. (I resonemanget 
ovan har for enkelhets skull forutsatts att P(Y=1) okar 
med X men naturligtvis kan p(Y=1) lika val minska med okan-
de X-varden.) Slutsatsen blir att en sannolikhetsmodell som 
forutsatter att X:s effekt pa P(Y=1) ar av den principiella 
typ som beskrivs av figur 7.2 verkar mera adekvat an den 
linjara modellen. 
Xr da den linjara sannolikhetsmodellen helt utan yarde ? 
Nej, det ar den naturligtvis inte. Enkelheten hos den lin-
jara modellen har ett yarde som gor den tilltalande om den 
ger en nagorlunda adekvat beskrivning. Om andelen individer 
som har vardet Y=1 inte ar alltfor lag eller alltfor hog i 
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nagon delgrupp i populationen ar den linjara modellen ett 
konkurrenskraftigt alternative Om daremot vissa delgrupper 
har mycket lag frekvens (sag <10 %) eller mycket hog frekvens 
(sag >90 %) av vardet Y=1 ar modellen i allmanhet helt orea-
listisk. 
Figur 7.2. S-formad sannolikhetsmodell. 
1 .--- -"-- -_ ....... - -.....,--- .... -----
l __ ~:::::..__--------·-·) X 
7.2 Logitmodellen 
Det forekommer olika modeller vars allmanna drag ar av den 
art som illustreras av principfiguren 7.2. Eftersom fordel-
ningsfunktionen for en normalfordelad variabel har ett ut-
seende av detta slag och med ett funktionsvarde begransat 
till interval let (0;1) forekommer det att man anpassar en 
sadan funktion for att bekskriva hur P(Y=1) beror av X. 
Man talar da om en probitmodell. 
Numeriskt ganska snarlika resultat erhalles med logitmodel-
len, aven benamnd modellen for logistisk regression. Man 
-- ·f': 
utgar har fran oddset for att Y=1 (d.v.s. fran P(Y=1)!P(Y=0) 
som anger sannolikheten att handelsen intraffar i forhallande 
till sannolikheten att handelsen ej intraffar) och antar 
en konstant relativ forandring av oddset da X-vardet okar 
en enhet. Detta innebar att logaritmen for oddset blir en 









Det ar vansterledet d.v.s. logaritmen for oddset som be-
namns logit. 





Ett positivt S-varde innebar att P okar med okande X medan 
ett negativt 13 innebar att P minskar med okande X. Skill-
naden mellan probit- och logitmodellerna ligger framst i att 
logitfordelningen har langre "svansar" an probitfordelningen 
vilket innebar att funktionen langsammare narmar sig vardena 
o respektive 1 for extrema X-varden. Det saknas enkel tolk-
ning av parametern S. (En enhets okning av X medfor en re-
lativ forandring av oddset for P. med faktorn e S. Detta ar 
1 
emellertid inte sarskilt intressant eftersom vi ar vana vid 
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att tanka i termer av sannolikheter men inte i termer av odds.) 
7.3 Multipla logitmodeller 
Logitmodellen kan pa samma satt som den vanliga enkla lin-
jara regressionsmodellen utvidgas till att inkludera flera 
regressorer X1 ' ... 'Xk . Man erhaller 
P 




P = (7.6) 
Effekterna pa logit d.v.s. pa log p/(1-P) av forandringar av 
X-variablerna ar additiva. Relativa forandringar av oddset 
P/(1-P) vid en okning av variabeln X. med en enhet ar sale-
J 
des oberoende av utgangsvardet for X. och oberoende av nivan 
J 
for ovriga X-variabler. Effekten pa sannolikheten P. av en 
1 
enhetsokning av variabeln X. framgar om vi deriverar P med 
J 
avseende pa X .. Man erhaller (se Hanushek and Jackson [11] 
J 
sid.188) 
aP = S.P(1-P) a~ J 
Eftersom P ar en funktion av samtliga variabler X1 ' ... 'Xk 
enligt (7.6) beror absoluta forandringen av sannolikheten P, 
orsakad av en viss okning av variabeln X., pa nivan for X. 
J J 
samt pa nivan for samtliga ovriga X-variabler. Det finns 
saledes en interaktion mel Ian regressorer i dess inverkan 
pa sannolikheten P. 
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Logitmodellen kan byggas ut med produkttermer av typen XiX j 
sa att man far en interaktion mellan regressorer aven i dess 
inverkan pa logit P d.v.s. pa log P(1-P). De relativa for-
andringarna av oddset P/(1-P) vid en enhetsokning av varia-
beln X. blir da beroende av nivan pa X. och av nivan pa de 
J J 
ovriga X-variabler som X. samspelar med. 
J 
7.4 Regressorstyper och skattningsmetoder for logistisk 
regression 
Regressorerna kan besta av kvantitativa variabler, katego-
riska variabler eller bada dessa variabeltyper samtidigt. 
En kategorisk variabel kan ange en genuin kvalitativ egen-
skap eller representera en klassindelning av en kvantitativ 
variabel. De skattningsmetoder som kommer i -fraga ar vagd 
minstakvadratskattning och max~mumlikelihoodskattning. Den 
forra forutsatter att observationerna kan sammanstallas i en 
kontingenstabell med flera observationer i varje cell. En 
allman diskussion av skattningsproblematiken aterfinnes i 
Hanushek and Jackson kap. 7 [11]. 
7.5 Datorprogram for logistisk regression 
Program for logistisk multipel regression finns bl.a. i BMDP 
(infort i manualen fran 1979) och i SAS (infort i SAS Supp-
lementary Library User's Guide 1980). Programmet har ut-
nyttjats i kap. 8 for analys av politisk aktivitet. 
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8. REGRESSIONSANALYS I KOMMUNUNDERSOKNINGARNA 
8.1 Ett exempel: Politisk aktivitet 
I kornrnunundersokningarna studeras i stort sett genomgaende 
samband mellan kategoriska variabler. I de 10 rapporter som 
utkornrnit da detta kapitel skrives baseras i stor utstrack~ 
ning resonemang och slutsatser pa korstabelleringar av den 
beroende variabeln mot en eller tva forklaringsvariabler i 
taget. I den man man tillgriper statistiska analysmetoder 
dominerar helt regressionsanalysen och variansanalysen: Med 
enstaka undantag saknas helt beskrivn~ngar av modeller och 
modellarbete. I manga fall ar detta sakerligen ett uttryck 
for att modelltankandet inskrankt sig till fragan vilka 
forklaringsvariabler som skall inga i regressionsmodellen 
eller variansmodellen. 
I fraga om regressionsmodeller forekornrner bara den enklaste 
typen av enekvationsmodeller som ar linjar i bade variabler 
och parametrar samt har konstant varians. 
Endast i en rapport forekommer det en beskrivning av hur 
regressionsanalysen anvands. I "Medborgarna och kommunen" 
[29] studerar i fjarde kapitlet Westerstahl och Johansson 
medborgarnas politiska aktivitet och organisationsaktivitet. 
Modellerna anges inte explicit men man far and a en oversikt-
lig beskrivning av analysgangen. Vi skall dar for valja denna 
studie som utgangspunkt for en diskussion av regressionsana-
lysens anvandning. 
Fram till sidan 78 ges en framstallning som utnyttjar kors-
tabelleringen for att beskriva hur aktivitetsgrad varierar 
med personegenskaper, attityder och kommunegenskaper. Kapit-
let avslutas med en sarnrnanfattning, varvid man tillgriper 
regressionsanalysen som analysinstrument. Denna sarnrnanfatt-
ning aterges i sin helhet. 
"Sarnrnanfattande analys 
Vi har i detta kapitel sokt efter egenskaper som 
ager samband med den medborgerliga aktiviteten och 
som eventuellt kan forklara varfor denna tar sig 
vaxlande uttrycksformer, okar eller minskar. I vis-
sa fall har det varit naturligt att forutsatta en 
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direkt orsak-verkan relation: missnoje med den kom-
munala servicen, exempelvis, bor stimulera politisk 
aktivitet. Men i manga fall ar sambanden mellan obe-
roende och den beroende variabeln, aktiviteten, 
mycket invecklade. Mellanliggande variabler och alIa 
mojliga andra variabler kommer in i bilden och man 
far noja sig med att konstatera en samvariation. 
Vad vi nu skall gora ar att lata dessa olika forkla-
ringsvariabler an en gang passera revy. Den mest am-
bitiosa uppgiften, att prova teoretiska modeller for 
att soka fastlagga de olika variablernas ordnings-
foljd och inbordes relationer, skall vi inte ge oss 
in pa. Vi nojer oss i stallet med att fora in grupper 
av variabler i olika steg for att se vilket bidrag 
till forklaringen av de medborgerliga aktiviteternas 
variation som dessa variabler var for sig och alIa 
tillsammans kan gee 
Framstallningen begransas till de tre slagen av poli-
tisk aktivitet och till organisationsaktivitet. Vida-
re galler att vi av tekniska skal maste franga den 
hierarkiska skalan och ater behandla varje aktivitet 
for sig, d.v.s. utan hansyn till att samma individer 
kan delta i olika slag av aktiviteter. Tre matt pa 
forklaringsvariablernas effekt anvands: betakoeffici-
enter (standardiserade partiella regressionskoeffici-
enter) for att mata den effekt som varje enskild va-
riabel, med kontroll for effekten av ovriga, har pa 
det berorda slaget av aktivitet, en multipel korrela-
tionskoefficient (R) for att mata den samlade effek-
te~ hos alIa forklaringsvariabler samt ett annat matt 
(R ) som mater samma sak i termer av "forklarad vari-
ans", varvid de angivna vardena direkt kan oversattas 
till procentandel forklarad varians. Analysen framgar 
i tre stege 
Steg 1 (tabell 4:9) innefattar personliga bakgrunds-
egenskaper, inklusive politiskt engagemang i familjen. 
Den partipolitiska aktiviteten paverkas i forsta hand 
av alder. Betakoefficienten .08 star for den effekt i 
riktning mot okad politisk aktivitet som steget fran 
yngre till medelalders har och .14 for den starkare 
effekt som steget fran yngre till aldre hare En lika 
stor effekt har det forhallandet att det i familjen 
finns nagon politiskt engagerad person. 
Kon, d.v.s. det forhallandet att vederborande ar man 
och inte kvinna, ger en betakoefficient pa .11. Aven 
utbildning och socialgrupp ger vissa mindre effekter. 
Politisk aktivitet via tjansteman bestams daremot 
framst av de mer renodlade "statusvariablerna" utbild-
ning och socialgrupp. For att sannolikheten att utnytt-
ja denna kanal skall bli sa stor som mojligt, skall 
man vara hogt utbildad och tillhora socialgrupp 1. Kon 
spelar har ingen som heIst roll. Vad betraffar politisk 
aktivitet genom aktioner har de olika bakgrundsegenska-
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perna i allmanhet nagot mindre betydelse. Det framgar 
att kon inte heller har spelar nagon. roll. Om man 
tillhor den aldsta aldersgruppen, har enbart obliga-
torisk utbildning eller tillhor socialgrupp III, ar 
sannolikheten att utova denna typ av politisk akti-
vitet mindre an i ovriga fall. 
Ifraga om organisationsaktivitet forandras daremot 
bilden. Har blir kon den mest vasentliga faktorn. Ar 
man dessutom medelalders och, liksom nar det gallde 
aktivitet via tjansteman, hogutbildad.och tillhor so-
cialgrupp 1 okar sannolikheten for organisationsakti-
vitet. Har moter man alltsa hela uppsattningen av 
traditioneLla "elitegenskaper". 
I steg II tillkommer kommuntyp, kravbredd och syn pa 
service som forklaringsvariabler. Nar vi nu alltsa 
kontrollerar for kravbredd, okar effekten pa det par-
tipolitiska deltagandet av att tillhora den aldre 
aldersgruppen. Tolkningen bor vara att de aldre har 
mindre krav men har hogre sannolikhet att delta an en 
yngre person med lika manga krav. Kravbredden ar en 
ny vasentlig egenskapnar det galler politiskt del-
tagande. Ocksa i fragan om aktivitet via tjansteman 
har kravbredd en viss betydelse. Flera krav okar san-
nolikheten att vara aktiv. Effekten av hog utbildning 
och att tillhora socialgrupp 1 paverkas daremot inte. 
Det finns alltsa inget samband mellan sistnamnda 
egenskaper och kravbreddden. 
Ocksa direkt aktivitet paverkas av kravbredden, men 
mest vart att notera ar effekten av kommuntyp. Detta 
ar det enda slag av aktivitet for vilken egenskapen 
att bo i en viss typ av kommun ar mer vasentlig an 
nagon annan av de egenskaper somhar analyserats. Hog 
kravbredd okar ocksa sannolikheten £or organisations-
aktivitet. Aven i detta fall ar effekten av ovriga 
egenskaper oforandrad, d.v.s. kravbredden har inget 
samband med dessa egenskaper. 
I steg III tillfores ideologifaktorerna och egenska-
pen personlig kompetens. Ideologifaktorerna har be-
gransad effekt: kommunal utjamning som inte har nagon 
signifikant effekt aIls har uteslutits ur redovisning-
en. loch med att egenskapen personlig kompetens info-
res paverkas de tidigare betavardena kraftigt (det 
finns inget skal att tro att ideologifaktorerna har 
denna effekt). Obestridligen ar saval kon som alder, 
utbildning, socialgrupp och politiskt engagemang under 
uppvaxten egenskaper som paverkar den personliga kom-
petensen. Denna har i sin tur stor betydelse for par-
tipolitisk aktivitet. Det finns uppenbarligen ocksa 
ett avsevart samband mellan kravbredd och personlig 
kompetens. Hog personlig kompetens ar sa kraftigt 
korrelerad med stor kravbredd attden forstnamnda helt 
tar overhanden (det verkar inte riktigt att se person-
lig kompetens som en mellanliggande variabel har) • 
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Ocksa aktivitet via tjansteman paverkas av person-
lig kompetens, om an inte i lika stor utstrackning. 
Hog utbildning och tillhorighet till socialgrupp 1 
har kvar mera av sin betydelse. Aven for de aktions-
aktiva har den personliga kompetensen betydelse. Den-
na egenskap blir viktigare an det faktum att man bor 
i en viss kommuntyp. Eftersom dessa egenskaper saknar 
samband, behaller dock kommuntyp sitt betavarde (i 
start sett). Daremot tar den personliga kompetensen 
upp en stor del av kravbredd och tillhorighet till 
socialgrupp II. Organisationsaktivitet bestams ocksa 
till stor del av politisk kompetens. Vi far samma 
effekt som tidigare i form av lagre betavarden for 
framst hogre utbildning och kravbredd. 
Den samlade effekten av dessa forklaringsvariabler -
som hogst 19% forklarad varians - kan forefalla lag, 
inte minst med tanke pa de tydliga samband som den 
tidigare, omfattande tabellredovisningen har indike-
rat. Forklarad varians ar ett kravande matt som ofta 
ger laga varden avennar patagliga och signifikanta 
samband foreligger. Det bor ocksa papekas att man i 
motsvarande undersokningar i andra lander natt unge-
far samma forklaringsniva (jfr Verba m.fl., 1978) sa 
lange man begransar sig till att soka forklara beteen-
den. Att fork lara attityder med attityder ar ofta 
lattare. 
Pa steg I blev andelen forklarad varians for de tre 
slagen av politisk aktivitet av samma storleksordning 
(5-6%). Daremot ski Ide organisationsaktiviteten ut 
sig med en vasentligt hogre andel forklarad varians, 
betingad av de traditionella personliga bakgrundsegen-
skapernas inverkan (14%). Tillskottet av forklarad 
varians genom steg II blev inte sarskilt stort och re-
lationerna mellan de olika aktivitetsformerna i huvud-
sak oforandrad. Har var det framfor alIt kravbredden 
som hade effekt liksom kommuntyp for aktionsaktivite-
ten. Pa det sista steget III intradde en vasentlig 
forandr~ng i forsta hand ifraga om den partipolitiska 
aktiviteten genom inforande av variabeln personlig 
kompetens: andelen forklarad varians fordubblades i 
det narmaste (fran 9 till 17%). Aven ovriga aktivitets-
former fick ett tillskott av forklarad varians. Det ar 
givet att variabeln personlig kompetens som den har 
definierats ligger nara den partipolitiska aktiviteten. 
I vissa undersokningar har man lagt in ett dylikt psy-
kologiskt matt i sjalva aktivitetsmattet och da ocksa 
ofta kunnat forklara en storre del av den politiska 
aktivitetens varians. Vi har, som sagt, foredragit att 
sa langt mojligt endast anvanda aktivitetsmatt som ma-
ter beteende. 
I en slutsammanfattning kan vi konstatera att person-
lig kompetens (innefattande lokalt uppmarksamhetsindex, 
asiktsbredd, intresse for politik, sjalvuppskattad 




Tabell 8.1. utdrag fran Westerstahl och Johansson [29] 
sid. 80. 
Tabell4:9 Fyra slag ay medborgerlig aktiyitet - den samlade effekten ay olika fiirklaringsvariabler 
(Betakoefficienter, multipel korrelation, fiirklarad varians) 
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Aktivitet: .a 
genan partier .11 .OB .14 .04 .08 .05 .08 .14 
tjansteman * .05 -.05 * .12 * .12 .07 
aktioner * * -.10 .08 .07 .09 .07 .04 
organisa-
tioner .21 .12 -.07 .09 .13 .07 .10 .08 
!-:';*" 
,par tier • 12 .08 .18 * .08 .05 .08 .14 .06 .04 .11 
tjansteman * .06 * * .11 .04 .12 .06 * .06 .08 
aktioner * * -.07 .07 .06 .09 .07 .04 .11 .07 .08 
'. :organisa-
~ ".~ 'Uoner .22 .12 * .08 .11 .07 .09 .08 * * .12 .. ~:; , 
.partier .06 . * .12 * * * .05 .09 * .04 * -.06 * .08 .2B 
';tj ansteman * .05 * * .08 * .10 .04 * .05 .05 * * * , 17 
III :aktioner * * -.07 .06 * .07 .05 * .10 .05 * * -.05 * .16 
organiSa-
. Uoner • 17 .10 -.08 .-0..6 .07 .06 .• 07 .05 .05 * .07 - 07 * .04 .19 
. :" 
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nala fragor) har den storsta forklaringskraften nar 
det galler partipolitisk aktivitet men ocksa mycket 
stor effekt pa de andra formerna av aktivitet. Efter-
som denna egenskap ligger sa nara den partipolitiska 
aktiviteten, ar det kanske av storre intresse att se 
pa de olika forklaringsvariablernas effekt fore steg 
III. 
Den partipolitiska aktiviteten paverkas da i forsta 
hand av hog alder, politiskt engagemang i familjen, 
manligt k~n och kravbredd. For dem som ar aktiva via 
tjansteman ar det framfor alIt hog utbildning samt 
tillhorighet till socialgrupp I som spelar roll. Vad 
aktionsaktiviteten betraffar ger som namnts kommun-
tillhorigheten det starkaste utslaget, narmast det 
forhallandet att man bor i stora kommuner. Organisa-
tionsaktiviteten paverkas slutligen framst av kon, 
alder, kravbredd och hog utbildning. 
De olika slagen av medborgerlig aktivitet uppvisar 
alltsa skilda sambandsmonster, de paverkas av skilda 
forhallanden i samhallet. Om man forutsatter att ak~ 
tivitet ger inflytande, sager dessa samband ocksa 
nagot om vilka som utovar inflytande pa kommunens 
verksamhet. De sager aven nagot om vad som hander om 
en vag for inflytande ersattes avandra." 
8.2 Modellvalet och analysen 
Det ar belysande att diskutera den genomforda analysen ur en 
rad olika aspekter. Vi skall har berora 
kommunvariabler 
tankbara orsakssamband mellan variablerna 
• variabelkonstruktioner 
• binar responsvariabel 
urvalsforfarandet 
den genomforda analysen 
alternativa modellansatser. 
8.3 Kommunvariabler 
De modeller som konstrueras avser individniva. Modellerna 
skall om mojligt forklara hur sannolikheten for politisk 
aktivitet varierar med vissa bakgrundsvariabler som karak-
teriserar individen eller dennes situation. Invanarantalet 
i kommunen torde vara ett uttryck for den miljo i vilken 
den enskildes eventuella politiska aktivitet ager rum. Med 
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okande folkmangd okar storlek och komplexitetsgrad hos poli-
tisk apparat och forvaltningsapparat. Den enskilde indivi-
dens situation torde praglas av huruvida denne ar bosatt i 
tatort eller glesbygd och i det senare fallet aven av av-
standet till tatort. Tatortsgradens varde som forklaringsva-
. riabel synes dar for tveksamt. 
En annan faktor av betydelse torde vara hur val det politiska 
livet fungerar i kommunen och hur val utbyggd samhallets ser-
vice ar inorn kommunen. Forfattarna har inte haft tillgang 
till objektiva data om dessa forhallanden. Daremot utnyttjas 
data om invanarnas asikter och attityder i dessa avseenden. 
Konsekvensen av att inkludera attitydvariabler diskuteras i 
kap. 8.4 och 8.5. 
8.4 Kausala relationer 
Forfattarna forsoker fork lara forekomst eller avsaknad av en 
viss politisk aktivitet hos individen med hjalp av bakgrunds-
egenskaper hos individen, egenskaper hos kommunen och attity-





politisktengagemang i familjen under uppvaxttiden 
kommuntyp (invanarantal och tatortsgrad) 
bedomning av och ansprak pa kommunal service 
ideologisyn betraffande kommunal demokrati 
"kompetens" for att inneha kommunalt uppdrag. 
Alla egenskaper (utom ~olitiskt engagemang i familjen) avsag 
undersokningstillfallets forhallanden. 
Som allmant mal vid modellbyggnad galler att man vill konstru-
era en mOdell'som ar sa enkel som mojligt men anda kan ge en 
adekvat beskrivning av sakforhallandena. Det engelska uttrycket 
"a parsimonious model", som saknar bra svensk oversattning, 
innebar en modell som ar sparsam med variabler och parametrar. 
I samhallsvetenskapliga tillampningar kan man aldrig konstru-
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era modeller som innehaller alia variabler som i verkligheten 
har ett inflytande. Man maste pa ferhand utesluta variabler 
som man ar saker pa har relativt marginella effekter. Likale-
des ber man ocksa i allmanhet undvika att inkludera tva eller 
flera variabler som speglar i stort sett samma ferhallanden. 
I det aktuella fallet kan socialgruppstillherigheten tankas 
vara starkt beroende av utbildningsnivan, varfer det borde 
prevats om inte endera av dessa ferklaringsfaktorer kunnat ut-
gao 
I modellen som valts ingar en rad variabler som speglar in-
stallningen till utbudet av kommunal service, ideologisyn och 
personlig kompetens vars orsak-verkanrelation till politisk 
aktivitet ar synnerligen oklar. Troligen foreligger nagon form 
av vaxelverkan mellan politisk aktivitet och attitydvariabler-
na. Attityder ar foranderliga i tiden. Den kommunala servicen 
forandras ocksa och darmed rimligen i viss utstrackning med-
borgarnas syn pa servicen. Detar dar for svart att se dagens 
attityder som lampliga forklaringsfaktorer till en politisk 
aktivitet som ofta pagatt under langre tid och kanske inletts 
for decennier sedan. 
En enligt min mening narliggande konsekvens borde vara att man 
forsoker beskriva variationer i den politiska aktiviteten med 
de renodlade bakgrundsvariablerna kon, alder, utbildning (al-
ternativt socialgrupp), politiskt engagemang i familjen under 
uppvaxttiden och kommuntyp. (Synpunkter pa kommunvariablernas 
lamplighet ges i kap. 8.12.) Syftet skulle da narmast betrak-
tas som prediktivt trots att det i botten ligger en onskan att 
forklara vilka faktorer som paverkar den politiska aktiviteten. 
I annat fall racker det inte med en enkel enekvationsmodell 
med politisk aktivitet som en funktion av ett antal faktorer. 
Man maste i sa fall, exempelvis med hjalp av ett ekvationssys-
tern, specificera beroendeforhallandena mellan varje "respons-
variabel" och ovriga variabler. Detta leder till ett komplext 
modellbyggnadsarbete och kraver, forutom grundlig sakkannedom, 
djupa kunskaper i statistik. 
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8.5 Variabelkonstruktioner 
Variablerna som ingar i analysen finns inte explicit defini-
erade. De ar delvis mojliga att rekonstruera ur Tabell 4.9 
och ur tidigare framstallning i rapporten. De beroende vari-
ablerna ar behandlade var for sig och definieras med har in-
forda beteckningar enligt 
om personen ar politiskt aktiv genom 
partier 
eljest 
Variablerna A2 , A3 och A4 anger pa motsvarande satt aktivi-
tet genom tjansteman, aktivitet genom aktion (undertecknande 
av upprop, deltagande i demonstration) respektive aktivitet 
genom organisationer. 
Vid kontakt med forfattarna befanns att forklaringsvariabler-
na var definierade som foljer 
KV = {01 for kvinnor 
for man 
Aldern behandlas som en kvalitativ variabel medelst indelning 
i tre aldersklasser vilka sarskiljes medelst dummyvariabler 
(indikatorvariabler). 
{
1 for aldern > 60 
ALDH = 0 
eljest 
ar 
ALDM = {~ for aldern 30-60 ar 
eljest 
(H och M star har for hog respektive medel.) 
utbildning delas i tre klasser (enligt sid 35). 
UTBH = {~ 
UTBM = {: 
for hogre utbildning 
eljest 
flerarig yrkesutbildning eller teo-
retisk utbildning hogst 2 ar 
eljest 
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Socialgruppsindelningen ges av 
SOC1 {~ for socialgrupp I = eljest 
SOC2 = {~ for socialgrupp II 
eljest 
Variabeln Politiskt engagemang i familjen avser fraga 49 i 
bilaga 1: "Nar Ni vaxte upp, var det da nagon i familjen 
eller i Er narmsta omgivning som hade uppdrag i nagon kommu-
nal namnd eller i fullmaktige ?" (Svarsalternativ: ja, nej, 
minns ej/vet ej) 
POL {~ for svar "ja" pa fraga 49 = for svar "nej" 
Svaret "minns ej/vet ej" har betraktats som "missing data". 
Personer som givit detta svar har uteslutits vid analysen. 
Motsvarande galler ovriga fragor. 
Kommuntyp ger en indelning i 9 klasser efter invanarantal 
och tatortsgrad. 8 dummyvariabler K1 , •.. ,K8 anvands for klas-
sificering. 
Variabeln Servicesyn bestams av svaren pa fraga 6: 
"Vi har talat om kommunens insatser pa olika ser-
viceomraden. Hur skulle Ni pa det hela taget vilja 
bedoma den kommunala servicen har i Er kommun ? 
Vilket av svaren pa de har korten stammer bast med 
Er uppfattning ?" 
Visa svarskort 6 
1. Jag ar helt nojd med kommunens service. 
2. Jag ar i stort sett nojd med kommunens 
service. 
3. Jag ar ganska nojd med kommunens service, 
men tycker att den kunde varit battre i 
vissa fall. 
4. Jag ar overvagande missnojd med kommunens 
service, men tycker att den ar bra i vissa 
fall. 
5. Jag ar helt missnojd med kommunens service. 
7. Ingen asikt/vet ej. 
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Svar 7 har betraktats som svarsbortfall och individer som 
aygivit detta svar ingar ej i analysen. 
Servicesyn har behandlats som en intervallskalevariabel 
vars varden utgores av svarskoderna 1 - 5. 
Variabeln Kravbredd anger antal omraden bland 14 angivna 
inom vilka respondenten anser att kornrnunen borde gora mera 
(Fraga 5 A.). 
Variablerna Nardemokrati, Expertstyre och Systemgillande 
anger sa kallade faktorscores, erhallna vid en faktoranalys 
av ett storre antal enkla fragor avsedda att belysa med-
borgarnas ideologisyn betraffande kommunal demokrati (se 
Westerstahl och Johansson sid 35-38). 
Variabeln Personlig kompetens slutligen beskrivs pa foljan-
de satt (sid 59). 
"Personlig kompetens har matts som ett additivt 
index byggt pa foljande moment: intresse for 10-
kalt material i media, asiktsbredd, intresse for 
politik, kannedom om kommunalpolitik och deltagan-
de i diskussioner om kommunala fragor. 
Indexet ar konstruerat pa foljande satt: 
1. Lokalt uppmarksamhetsindex (Lennart Brantgarde) 
a) lasning om kornrnunalpolitik i dagstidningar 
b) lasning om lokala nyheter i dagstidningar 
c) ser pa regional-TV 
d) hor pa lokalradio. 
2. Asiktsbredd. Antal fragor i vilka man uttalat 
en asikt (29 mojliga). 
3. Intresse for politik (4 steg, jfr fraga 38 i 
bilaga 1) 
4. Sjalvuppskattad kannedom om politik (4 steg, 
jfr fraga 33 i bilaga 1). 
5. Deltagande i diskussion om kornrnunala fragor 
(3 steg, jfr fraga 37 i bilaga 1). 
Under punkt 1 ingar moment a-d med lika vikt. In-
dexet pa personlig kompetens ar darefter konstru-
erat sa att punkterna 1-5 ingar med lika vikt och 
ger till resultat en kontinuerlig variabel som 
varierar mellan 0 och 100. Ett hogt varde pa detta 
index anger hog personlig kompetens". 
Variablerna Servicesyn, Nardemokrati, Expertstyre, System-
gillande och Personlig kompetens har behandlats som inter-
vallskalevariabler av forfattarna. 
... 
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Svarsalternativen pa servicefragan har en klar rangordning 
vilken skall belysas av asatta kodvarden. Men darutover kan 
dessa valjas helt godtyckligt. Kravbredd ar en antalsvariabel. 
Variablerna Nardemokrati, Expertstyre och Systemgillande har 
uppkommit genom transformationer (faktoranalys) av kvalitativa 
observerade variabler. Personlig kompetens ar anyo en helt 
godtycklig skalkonstruktion. Det ar darfor bortsett fran Krav-
bredd helt oacceptabelt att behandla dessa variabler som in-
tervallskalevariabler. 
8.6 Tillatna skaltyper for regressorerna 
Regressorerna i regressionsmodeller kan vara av tva slag: 
kvantitativa variabler av interval 1- eller kvotskaletyp och 
indikatorvariabler (dummyvariabler) som anger huruvida indivi-
den tillhor eller icke tillhor en viss kategori (har eller 
saknar en viss egenskap). 
Variabelkonstruktioner i vilka variabelvardena ar godtyckliga 
eller enbart skall spegla en viss rangordning ar foga menings-
fulla som regressorer, eftersom parametervardena i modellen 
starkt paverkas av skalkonstruktionen. I princip kan man ge en 
sadan regressor vilka regressionseffekter som heIst genom att 
valja variabelvarden pa lampligt satt. 
Indexet Personlig kompetens ar uppbyggt av ett antal del index 
(se beskrivning ovan). Skalorna som mater enskilda egenskaper 
har rangordning. De ar aven konstruerade med lika skalsteg 
vilket emellertid inte ger nagon ytterligare information. Inte 
ens om om man konstruerar ett additivt totalindex under forut-
sattning att en enskild skala skall ha lika skalsteg kan man 
ge detta index rangordningsegenskaper. En entydig rangordning 
ar omojlig att astadkomma av tva skal. 
Ett del index med exempelvis skalvardena 1,2,3,4 ar 
fullstandigt ekvivalent med varje multipel av dessa 
varden, sasom 2,4,6,8 eller 10,20,30,40. Olika val 
av skalsteg medfor att rangordningen av individerna 
enligt totalindexet kan bli olika. 
Delindex kan vagas ihop med olika viktsystem vilka 
kan ge helt skilda rangordningar av individerna en-
ligt totalindexet. 
86 
Den normering av totalindexet till variationsomradet 0-100 
som forfattarna gjort avhjalper pa intet satt totalindexets 
brister. 
8.7 Binar responsvariabel 
Responsvaria.beln ar binar med varden 1 (poli tiskt akti v) och 
o (ej politiskt aktiv). Den vanliga linjara regressionsmo-
dellen ar, som framgar av kap. 7, av olika skal ofta mindre 
lamplig i sadana situationer. Den genomsnittliga frekvensen 
aktiva (A=1) i urvalet ar 17%. For vissa delgrupper ligger 
andelen aktiva under 5%. Det ar just i situationer da det 
finns delgrupper for vilka sannolikheten P ligger mycket 
lagt eller mycket hogt som den linjara sannolikhetsmodellen 
i allmanhet maste anses som orealistisk (se kap. 7.1). 
8.8 Hur bra modell ar mojlig ? 
For att en regressionsmodell med en binar responsvariabel 
skall uppvisa en nagorlunda hog determination, till exempel 
i termer av forklarad varians, kravs att det med hjalp av 
vissa forklaringsvariabler ar mojligt att avgransa en grupp 
personer inom vilken de allra flesta har den aktuella re-
sponsegenskapen (Y=1) medan bland ovriga personer de allra 
flesta saknar denna egenskap (Y=O). 
Det sager sig sjalv att denna situation sallan patraffas. Man 
kan darfor som framhallits i kap. 6.10 forvanta sig att mo-
deller for binara responsvariabler i allmanhet far en ytterst 
lag determinationsgrad. 
Man skall inte fasta sarskilt stort avseende vid determinatio-
nen vid analys av binara responsvariabler. Determinationen 
mater inte vad man primart ar intresserad av namligen avvikel-
se mellan observerad andel positiva svar (f) och predikterad 
sannolikhet (P) for positivt svar inom olika delgrupper. Ett 
enkelt matt pa detta ges av genomsnittlig absolut avvikelse 
vanligen betecknad MAD efter den engelska termen "mean 
absolute deviation" 
1 -MAD = - Elf-pi 
m 
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dar manger antal icke tomma celler i kontingenstabellen med 
uppdelning efter forklaringsvariablerna. MAD tar icke hansyn 
till att osakerheten iskattningen av P varierar mellan olika 
celler. 
WesterstAhl och Johansson anvander standardiserade regres~ 
sionskoefficienter (betakoefficienter) for att ange de olika 
forklaringsvariablernas betydelse i dess inverkan pA sanno-
likheten for politisk aktivitet. Detta ar emellertid olyck-
ligt eftersom det inte ar meningsfullt att tala om en stan-
dardavvikelses okning av en forklaringsvariabel som bara kan 
anta varden 0 och 1. (Se kap. 6.16). Den vanliga regressions-
koefficienten ger daremot ett latt tolkbart mAtt, namligen 
forvantad forandring av sannolikheten for politisk aktivitet 
om man jamfor personer utan den speciella bakgrundsegenskapen 
med personer som har denna egenskap (forutsatt att personerna 
i ovrigt har samma bakgrundsegenskaper) . 
8.9 Komplext urval 
Urvalsfraktionen i medborgarstudien varierar starkt mel Ian 
olika kommuner. I 45 av de 50 urvalskommunerna utvaldes 40 
personer frAn varje kommun. I de ovriga 5 kommunerna (Sjobo, 
Kavlinge, Grastorp, Lidkoping och LuleA) som var foremAl for 
specialstudier utvaldes 300 personer per kommun. Foljden blev 
att Grastorp fick en urvalsfraktion som var cirka 200 gAnger 
storre an Uppsalas (de bAda extremerna). Av hela bruttourva-
let kommer sAledes 1500 personer frAn de 5 specialstuderade 
kommunerna och ovriga 1800 personer frAn ovriga 45 kommuner. 
For individegenskaper vars fordelningar in om olika kommuner 
ar mark ant olika kan sAledes ett ovagt och en vagd fordelning 
(vikt = inverterade vardet av nettourvalsfraktionen) for hela 
urvalet skilja sig klart at. Bland de variabler som ingar vid 
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Av kommunaldemokratiska forskningsgruppens rapporter framgar 
i allmanhet inte om andelar for olika variabler ar vagda 
eller ovagda. Det bor framhallas att vagningar ofta kan ha 
storre betydelse vid studium av flerdimensionella fordelning-
ar och samvariation an vid studium av fordelningen for en va-
riabel. 
Det finns fullstandiga data for 2452 personer angaende de 
presumtiva forklaringsvariablerna for politisk aktivitet 
(bortfallet ar alarmerande hogt men detta problem behandlas 
inte har). 
For att illustrera skillnaderna mellan vagda och ovagda skatt-
ningar ges ovagda och vagda skattningar av elementen i korre-
lationsmatrisen for de presumtiva forklaringsvariablerna. 
(Tab. 8.2.) Variabeldefinitionerna framgar av kap. 8.4. Har 
skiljs emellertid endast pa socialgrupp 1 (SOC=1) och social-
grupp 2+3 (SOC=O) och pa obligatorisk utbildning (UTB=O) och 
utbildning over den obligatoriska (UTB=1). Foljande variabler 





50% < andel tatortsbef. < 80% 
andel tatortsbef. > 80% 
11000 < andel invanare < 27000 
antal invanare > 27000 
Som synes av tab. 8.2 forekommer mycket stora skillnader mel-
lan ovagda och vagda skattningar vad betraffar inbordes kor-
relationer mellan kommunvariabler samt mellan kommunvariabeln 
TATM och individvariabeln UTB. Ovagda skattningar av regres-
sionsmodeller skulle darfor komma att skilja sig ganska 
mycket fran vagda skattningar. Detta galler inte bara effekten 
av kommunvariabler och utbildning. 
Om hansyn ej tas till urvalssannolikheter vid estimationen 





datamonstren i de 5 specialstuderade kommunerna Sjobo, Kav-
linge, Grastorp, Lidkoping och Lulea, som ensamma svarar for 
nastan lika manga observationer som ovriga 45 kommuner till-
sammans. 







Rad 1 anger ovagd korrelation, rad 2 anger 
vagd korrelation. Storsta skillnader inringade. 
TKTM TKTH KC5N ALDM ALDH SOC UTB POL 
0.16 -0.13 0.01 0.00 0.01 -0.01 -0.03 -0.01 
0.31 -0.29 0.03 0.00 0.03 -0.04 -0.12 -0.03 
1.00. 1-0•08 / 0.49 -0.01 0.03 -0.06 0.05 0.14 0.01 1.00 -0.41 0.53 -0.04 0.02 -0.05 0.05 0.17 0.02 








1.00 -0.90 0.04 -0.02 0.06 -0.03 -0.15 0.01 
1.00 -0.03 0.04 -0.08 0.03 0.16 -.0 • .01 
1 • .00 -.0 • .05 0 • .02 -0.07 0.04 0.18 .0.00 
1 • .0.0 -.0 • .01 -.0.03 -0.07 -0 • .01 -.0.01 
1.0.0 -0.01 -0 • .02 -0.1.0 -.0.01 -.0.03 
1.00 -.0.49 0 • .07 -.0 • .01 -.0 • .01 
1.00 -0.46 0.08 0 • .01 .0.06 
1.00 -.0.09 ";;.0.33 0 • .01 
-0.12 -0.28 -0.04 
1.00 0.26 0 • .03 






StSgvis genomforande av regressionsanalysen 
Tidigare i detta kapitel har starkt kritiska synpunkter fram-
forts betraffande modellvalet mot bakgrund av omsesidiga kau-
sala beroenden mellan variablerna, skalkonstruktioner for re-
gressorerna (av attitydtyp) och responsvariabelns binara form. 
Trots att Westerstahl och Johanssons linjara multipla regres-
sionsmodell saledes maste betraktas som olamplig ar det av in-
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tresse att diskuteraanalysgangen. Forfattarna sager: 
"Den mest ambitiosa uppgiften att prova teoretiska 
modeller for att soka fastlagga de olika variabler-
nas ordningsfoljd och inbordes relationer, skall vi 
inte ge oss in pa. Vi nojer oss i stallet med att 
fora in grupper av variabler i olika steg for att 
se vilket bidrag till forklaringen av de medborger-
liga aktiviteternas variation som dessa variabler 
var for sig och alIa tillsammans kan ge." 
lett forsta steg skattar westerstahl och Johansson en modell 
med en bart personliga bakgrundsegenskaper som regressorer 
(kon, alder, utbildning, socialgrupp, politiskt engagemang i 
familjen) . 
Forfattarna studerar estimaten och drarbl.a. slutsatsen att 
aldern ar den viktigaste forklaringsvariabeln. I andra steget 
infores aven kommuntyp, kravbredd och syn pa service som for-
klaringsvariabler. Resultatet tolkas pa foljande satt. 
"Nar vi nu alltsa kontrollerar for kravbredd, okar 
effekten pa det partipolitiska deltagandet av att 
tillhora den aldre aldersgruppen. Tolkningen bor va~ 
ra att de aldre har mindre krav men har hogre sanno-
likhet att delta an yngre personer med lika manga 
krav. " 
Tyvarr ar detta satt att tolka koefficientforandringar vid 
stegvisa modifikationer av modellen helt felaktigt. Bade mo-
dellen i steg 1 och modellen i steg 2 ar felaktiga eftersom 
forfattarna anser det nodvand~gt att infora ytterligare vari-
abler i ett tredje stege Skattningarna av alderseffekten i 
steg 1 och i steg 2 blir darfor systematiska felskattningar 
eftersom modellerna ar felspecificerade. Det systematiska fe-
lets storlek beror pa ett komplicerat satt pa samvariationen 
mellan aldern och alIa i modellen saknade relevanta forkla-
ringsvariabler som ar korrelerademed aldern (jamfor kap. 5.3 
avseende felaktigt vantevardesantagande). 
Visserligen arbetar man sig ofta fram till en slutgiltig mo-
dell genom att stegvis prova och modifiera en utgangsmodell, 
men alIa utom den slutliga modellen maste betraktas som fel-
aktiga och det ar inte meningsfullt att forsoka tolka skatt-
ningar av dessa modeller. 
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8.11 Westerstahl och Johanssons slutmodell 
Infor forutom beteckningarna i kap. 8.4 (dar ocksa alIa va-
riabler, inklusive nedanstaende, ar definierade) foljande 
SERV = servicesyn 
KRAV = kravbredd 
NARD = nardemokrati 
EXP = expertstyre 
SYST = systemgillande 
KOMP = personlig kompetens 
Westerstahl och Johanssons slutmodell ser ut 0 foljande satt pa 
skriven symboliskt 
A = KV ALDH ALDM UTBH UTBM SOC1 SOC2 POL 
K1 K2 .K3 K4 K5 K6 K7 K8 SERV KRAV 
NARD EXP SYST KOMP (8.1) 
vilket innebar 
(8.2) 
Tabell 4.9 visar att endast 8 av 22 marginella koefficient-
test givits signifikant resultat pa 5%-nivan for modellen 
som forklarar aktiviteten genom partier (oversta raden for 
steg III). Da man betraktar alIa fyra aktivitetstyperna 
(genom partier, genom tjansteman, genom aktioner, genom or-
ganisationer) finner man att enbart tva regressorer, namli-
gen socialgrupp och personlig kompetens, givit signifikans 
vid de marginella testen for samtliga aktivitetstyper. 
Som tidigare framhallits verkar det rimligt att anta att det 
foreligger en omsesidig paverkan mellan attityder och poli-
tisk aktivitet. Det kravs da flera ekvationer for att astad-
komma en adekvat forklaringsmodelL Attitydvariablerna ar 
ocksa pa grund av skalkonstruktionen (se kap. 8.4) helt olamp-
liga i en regressionsmodell. Det verkar darfor rimligt att 
konstruera en modell med enbart personliga bakgrundsvariabler 
ocheventuellt kommunvariabler som regressorer. 
En grundlaggande fraga ar da om man i likhet med Westerstahl 
och Johansson kan anta att effekterna av olika bakgrundsvari-
8.12 
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abler ar additiva. Detta verkar foga troligt och den additiva 
modellen kan ocksa ge upphov till negativa prediktioner for 
Y-variabeln for vissa grupper. 
Provning av additiv modell 
Bortsett fran de ovan namnda problemen ar antalet regressorer 
i W 0 J:s modell (22 stycken) synnerligen hogt. (Antalet 
egenskaper som anvands for att forklara variationerna i akti-
vitetsgrad ar betydligt farre men manga dummyvariabler atgar 
for kategoriindelningarna, framst avseende kommuntyp). Pa 
grund av kombinationen av manga regressorer och korrelationer 
mellan regressorer, kanske framst de starka korrelationerna 
mellan dummyvariablerna for kommunindelningen, blir den slump-
massiga osakerheten i parameterskattningarna mycket hog. I en 
sadan situation ar det mycket svart for att inte saga ogorligt 
att hitta en adekvat £orklaringsmodell. Man maste realistiskt 
sett vara nojd om man kan konstlTuera en god prediktionsmodell 
(se utforligare diskussion i kap. 6.1, 6.12 och 6.13). 
Det ar darfor angelaget att undersoka om antalet regressorer 
kan minskas utan att man utelamnar nagon individ- eller kom-
munegenskap som anses betydelsefull. 
I stallet for W 0 J:s indelning i 9 kommunklasser efter inva-
narantal och tatortsgrad med hjalp av 8 indikatorvariabler 
gors oberoende uppdelningar efter invanarantal och tatorts-
grad. Klasserna ar ~ 11000 1 11001-27000, > 27000 respektive 
~ 50%, 50% - 80%, > 80% vilka indikeras av de 4 indikatorvari-
ablerna INVM, INVH respektive TATM, TATH (definierade i kap. 
8.8) • 
For att prova om en modell med additiva effekter for individ-
och kommunvariabler ar realistisk skattas MODELL 1: 
A = INVM INVH TATM TATH KV ALDM ALDH SOC1 SOC2 
UTBM UTBH POL (8.3) 
och MODELL 2 utan kommunvariabler, bada med inverterade ur-
valssannolikheter korrigerade for bortfall som vikter. 
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A = KV ALDM ALDH SOC1 SOC2 UTBM UTBH POL (8.4) 
De viktigaste resultaten framgar av tabell 8.3. 
MODELL1ger negativa prediktioner (ned till -0.047) f6r yng-
re kvinnor i socialgrupp 3 som endast har obligatorisk ut-
bildning och somvuxit upp i en familj utan politiskt engage-
mango Detta galler oavsett kommuntyp. 
F6r yngre kvinnor i socialgrupp 2 med samma bakgrund blir pre-
diktionerna negativa f6r medelstora och stora kommuner med me-
delh6g eller h6g andel tatortsbefolkning. 
Vid test av MODELL 1 mot MODELL 2 visar det sig att kommunva-
riablerna intesignifikant bidrar till modellens f6rklarings-
grad. 
Aven MODELLH2 ger negativa prediktioner f6r yngre kvinnor i 
socialgrupp 3 med endast obligatorisk utbildning och utan po-
litiskt engagemang i familjen (-0.029). Prediktionen blir 
0.01 f6r motsvarande kvinnor i socialgrupp 2. 
Eftersom den uppskattade effekten f6r socialgrupp 2 skiljer 
sig svagt fran socialgrupp 3 och de uppskattade effekterna 
f6r medelh6g och h6g utbildning ar snarlika har en MODELL 3 
pr6vats. I denna skiljs enbart socialgrupp 1 fran socialgrupp 
2+3 (SOC=1 fIr socialgrupp 1) och utbildning ut6ver den obli-
gatoriska (UTB=1) fran obligatorisk utbildning. MODELL 3 blir 
saledes 
A = KV ALD2 ALD3. SOC UTB POL (8.5) 
Parameterskattningarna andras ytterst lite. 
Fortfarande erhalles negativa prediktioner f6r samma delgrupp 
yngre kvinnor i socialgrupp 2 och 3 som tidigare (-0.021). 
Soci~lgrupp 1 ar liten (ca 8% i urvalet) varf6r parameter-
skattningen f6r denna grupp blir osaker. Socialgruppsindel-
ningen har darf6r tagits bort i MODELL 4 trots att SOC-varia-
be In gavsignifikans vid partiellt t-test (se tab. 8.3). 
A = KV ALD2 ALD3 UTB POL (8.6) 
Parameterskattningarna andras obetydligt. Fortfarande kvarstar 
problemet med negativa prediktioner (-0.024 f5r yngre kvinnor 
da UTB=O och POL=O. Se tabell 8.4). 
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Tabell 8.3. Modellerna 1, 2 och 3 enligt (8.3), (8.4) och 
(8.5). (Resultatens osakerhet underskattas p.gr.a. 
urvalsformen och svarsbortfallet.) 
Test av hela Determina- Reststandardav-
modellen 
p-varde 
MODELL 1 0.0001 
MODELL 2 0.0001 
MODELL 3 0.0001 
Jamforelse 






















Test av HO: alIa INV- och TAT-
paramo = 0 
p-varde (formel (6.4») 
~O.10 
M:xiell 2 MJdell 3 
Paramo HO: param.=O Paramo HO : paramo =0 
est. p-varde for est. p-varde for 
t-test t-test 
0.040 0.044 
-0.069 0.0001 -0.065 0.0001 
0.082 0.0001 0.085 0.0001 
0.120 0.0001 0.125 0.0001 
0.106 0.0002 0.089 0.0001 
0.029 0.0089 (SOC) 
0.067 0.0007 
0.089 0.0001 0.087 0.0001 
(UTB) 
0.125 0.0001 0.126 0.0001 
8.13 
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TabeI18.4. Modell 4 enligt (8.6). (Resultatens osakerhet 
underskattade p.gr.a. urvalsformen och svars-
bortfallet.) Test av hela modellen p<0.001, 






























Modellerna 1, 2, 3 och 4 ovan har redovisats utforligt trots 
att de visat sig vara inadekvata p.gr.a. att de ger negativa 
prediktioner for vissa delgrupper. Detta har gjorts for att 
demonstrera att en modell kan vara inadekvat trots att alIa 
koefficienter har "ratt" tecken och ar av rimlig storlek, 
testet av hela modellen har givit stark signifikans och ko-
efficienternas medelfel varit litet vilket gjort alIa test av 
enskilda koefficienter starkt signifikanta. 
Om inte modellerna givit negativa prediktioner skulle hela 
residualmonstret granskats innan man varit mogen for slutbe-
dornningen av modellerna. 
ytterligare modifiering - samspelstermer 
De rent additiva modellerna 1-4 kunde inte pa ett adekvat 
:' 
sat'·f· beskri va hur akti vi teten genom partier varierar mel Ian 
delgrupper. Det ar darfor dags att prova om modellen kan for-
battras av att man infor interaktionstermer (samspelstermer). 
Ett samspel mellan exempelvis kon och utbildning innebar att 
utbildningens effekt pa sannolikheten for politisk aktivitet 
genom partier ar lika stor for man och kvinnor. (Samspelsbe-
greppet forklaras i kap. 5.9.) 
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Det ar onskvart att modellen innehaller sa fa samspelstermer 
som mojligt eftersom den annars blir tung och svaroverskadlig. 
En samtidig uppdelning efter socialgrupp (1 och 2+3) och en 
annan'variabel ger ett antal ytterst sma delgrupper (t.ex. 
personer i socialgrupp 1 uppvuxna i familj med politiskt enga-
gemang). Det ar darfor betydande risk for att enstaka hitho-
rande samspelseffekter av en slump blir mycket starka. En ge-
nomford skattning av en modell med alIa individvariabler och 
alIa parvisa samspel bekraftar detta. Socialgruppsindelningen 
stryks darfor. Det visade sig aven vid provning av ett antal 
olika modeller att samspelet mel Ian utbildning och kon var 
svaga och insignifikanta. Jamforelsen gjordes harvid mot 
MODELL 5 enligt (8.7). 
A = KV ALDM ALDH UTB POL 
UTB*ALDM UTB*ALDH POL*ALDM POL*ALDH POL*KV 
POL*UTB (8.7) 
Denna modell som redovisas i tabell 8.5 har testats mot olika 
alternativ vilka skiljer sig fran (8.7) pa olika satt 
• inget samspel vare sig utbildning*alder eller 
politik*alder (p<0.001) 
• inget samspel utbildning*alder (p<O.01) 
• inget samspel politik*alder (p<0.001) 
• inget samspel politik*kon (p<0.001) 
AlIa test gav starka nominella signifikanser. Daremot ar inte 
samspelet UTB*POL signifikant pa 5%-nivan (p=0.09). Detta sam-
spel ar emellertid ett av de Iorsta man pa saklogiska grunder 
bor ta med varfor det behalles i modellen. Tack vare samspels-
termerna har de negativa prediktionernaelirriinerats. Lagsta 
predicerade sannolikhet ar 0.019 for yngre kvinnor med endast 
obligatorisk utbildning och utan politiskt engagemang i famil-
jen under uppvaxten. 
Tecknen pa alIa termer forefaller logiska. Determination 
R2=0. 075 och rests.tandardavvikelse s=O. 362 skiljer sig obetyd-
ligt fran motsvarande matt for en rad andra modeller som ar 
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snarlika, men dessa matt ar som tidigare framhallits foga 
adekvata for modeller med binar responsvariabel. Viktigt ar 
daremot att genomsnittlig absolut avvikelse mellan predik-
terad sannolik och observerad relativ frekvens i de olika 
delgrupperna blir lag. Man erhaller MAD=0.028. Avvikelserna 
for olika grupper framgar av tabell 8.9. 
Tabell 8.5. MODELL 5 enligt (8.7). (Resultatens osakerhet 
underskattas p.gr.a. urvalsformen och bortfall.) 






















































Tabell 8.6. Variansinflationsfaktorer (VIF) for MODELL 5. 
Term VIF 










POL*UTB 1. 79 
Variansinflationsfaktorerna (se kap.6.13) ges i tabell 8.6 
och ar inte kritiskt stora for nagon parameterskattning. 
Modellen skulle i och for sig kunna vara en rimlig forkla-
ringsmodell men kan inte gora ansprak pa att vara mera an 
en modell for beskrivning och prediktion. 
Referensgruppen med alIa indikatorvariabler=O bestar av 
yngre man utan utbildning over folkskola/grundskola och 
utan erfarenhet av politiskt engagemang i familjen under 
uppvaxttiden~ Predikterat varde for denna grupp ges av in-
terceptet 0.061. Vardet for exempelvis medelalders kvinnor 
med utbildning over folkskola men utan erfarenhet av poli-
tiskt engagemang i familjen under uppvaxttiden ges av sum-
man aV,koefficienterna for intercept, KV, ALDM, UTB och 
UTB *;l\LDM.V iilken Rl i r O. 061 - 0 . 042 + 0 . 056 + 0 • 089 - 0 . 011 = 0 . 1 53 • 
Beskrivningen av modellens resultat ges nedan i termen av 
"effekter" for UTB och POL trots att det inte ar fraga om 
en fprklaringsmodell. 
1. Predikterade sannolikheter for personer med 
enbart folkskola/grundskola och utan politiskt 
engagemang i faroiljen under uppvaxttiden. 





Yngre Medelalders Aldre 
Man 0.061 0.117 0.129 
Kvinnor 0.019 0.075 0.087 




Tabellen anger hur mycket predikterade varden 
hojs for personer med utbildning over folkskola/ 
grundskola. 
Yngre Medelalders Aldre 
[0.089 0.078 0.190 
3. Effekter av politiskt engagemang i familjen for 














4. Kombinerad effekt av utbildning och politiskt 


















De predikterade sannolikheterna for politisk aktivitet ge-
nom partier for olika delgrupper framgar av tabell 8.7. 
TabeI18.7. Predikterade sannolikheter for politisk aktivi-
tet genom partier enligt MODELL 5. 
Yngre Medelalders Aldre 
Man 0.06 0.12 0.13 
UTB=O POL=O Kvinnor 0.02 0.08 0.09 
Man 0.15 0.20 0.32 
UTB=1 POL=O Kvinnor O. 11 0.15 0.28 
Man 0.21 0.41 0.33 
UTB=O POL=1 Kvinnor 0.05 0.25 0.17 
Man 0.24 0.42 0.45 
UTB=1 POL=1 Kvinnor 0.08 0.26 0.29 
Linjara sannolikhetsmodellen - sammanfattning 
Det ar svart att finna en entydig adekvat modell for att 
beskriva och i annu hogre grad for att forklara hur den 
politiska aktiviteten genom partier varierar. 
En forsta grov ansats i foregaende avsnitt bestod i en mo-
dell med bade individvariabler och kommunvariabler. Modellen 
som var linjar i bade parametrar och variabler tyder pa att 
kommunvariablerna hade ytterst liten systematisk inverkan pa 
den politiska aktiviteten genom partier. Dessa uteslots dar-
for i det fortsatta modellbyggnadsarbetet. 
Basta modell, linjar i individvariablerna gav (liksom alIa 
andra provade sadana modeller) negativa predikterade sanno-
likheter for vissa kategorier individer. 
8.15 
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Modellen kompletterades darfor med forsta ordningens sam-
spelstermer vilka visade sig starkt signifikanta och med-
forde att de negativa predikterade sannolikheterna forsvann. 
Slutmodellen ar lattast att tolka om man tanker sig kon och 
alder som klassificeringsvariabler medan utbildning och po-
litiskt engagemang i familjen betraktas om "effektvariabler". 
For personer med endast obligatorisk utbildning och utan po-
litiskt engagemang i familjen ligger de predikterade sanno-
likheterna for politisk aktivitet genom partier langt under 
genomsnittet for populationen. Kvinnorna som tillhor denna 
kategori ligger under mannens aktivitetsniva och yngsta al-
dersgruppen (oavsett kon) ligger under de ovriga aldersgrup-
pernas niva. 
Utbildning utover den obligatoriska for personer utan poli-
tiskt engagemang i familjen hojer den predikterade sanno-
likheten for politisk aktivitet och da i sarskilt hog grad 
for den aldsta aldersgruppen. 
Politiskt engagemang i familjen for personer med enbart obli-
gatorisk utbildning hojer den predikterade sannolikheten for 
politisk aktivitet. Effekten ar betydande utom for yngre 
kvinnor. Den ar storre for man an for kvinnor och oavsett 
kon lagst i yngsta aldersgruppen (och markligt nog allra 
storst bland medelalders personer). 
For personer med bade politiskt engagemang i familjen och 
utbildning utover den obligatoriska ar monstret i stort sett 
detsamma som for personer med politiskt engagemang i famil-
jen men utan annan utbildning an den obligatoriska. Effekten 
ar dock lika stor for aldre som for medelalders. 
Indata till logitprogrammen 
Vare sig SAS-programmet LOGIST eller BMDP-programmet PLR ger 
mojlighet till vagning av observationer vid estimationen. 
Som indata anvandes darfor en frekvenstabell (tabell 8.7) i 
vilken vagning med inverterade urvalssannolikheter (justera-
de for svarsbortfall) redan genomforts. Harvid "standardise-





talet personer som givit kompletta svar. Cellfrekvenserna 
var ej avrundade till heltal utan gavs med 2 decimaler. Som 
synes av tabell 8.8 skiljer sig vagda och ovagda frekvensen 
aktiva mycket kraftigt at inom vissa celler (understrykning). 
Tabell 8.8 Vagd frekvenstabell over antalet personer som va-
rit politiskt aktiva genom partier. 
K=Kvinna A=aldersklass U=utbildning P=politiskt engagemang 
A=antal aktiva N=antal personer 
I 
Vagt Ovagt 
KAup A N A/N A/N N 
0000 4.82 113.71 0.042 0.045 112 
0001 6.80 24.21 0.281 0.304 23 
0010 39.17 264.78 0.148 0.123 228 
0011 14.72 92.99 0.158 0.200 85 
0100 21. 51 177.78 0.121 0.160 213 
0101 14.97 38.43 0.390 0.415 41 
0110 36.81 195.12 0.189 0.199 166 
0111 54.20 114.70 0.473 0.307 75 
0200 29.01 204.66 0.142 0.171 251 





48 110.40 0.321 0.338 68 
0211 12 30 26.84 0.458 0.639 36 
1000 1. 96 89.30 0.022 0.019 106 
1001 0.65 10.78 0.060 0.133 15 
1010 25.69 219.66 0.117 0.090 201 
1011 10.80 73.41 0.147 0.173 75 
1100 10.33 145.46 0.071 0.149 167 
1101 7.26 26.85 0.270 0.225 40 
1110 22.19 139.12 0.160 0.127 126 
1111 10.07 60.19 0.167 0.188 48 
1200 11.74 150.15 0.078 0.105 191 
1201 5.07 35.53 0.143 0.189 53 
1210 15.89 64.30 0.247 0.279 43 






BMDP-programmet PLR utnyttjar maximumlikelihoodmetoden 
vid skattning av logitmodellen. Programmet forutsatter 
obundet slumpmassigt urval av individer varfor medelfel 
och testkarakteristikor inte heller for detta program ar 
adekvata for ett tvastegsurval. 
Ny parametrisering 
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I PLR genereras en annan kodning av indikatorvariabler 
(kallade designvariabler i BMDP-manualen) an den som tidi-
gare anvants i denna rapport. 
KV = { -~ 
BTU ={-~ 
POL = { -~ 
ALD1 = { -~ 




utbildning over folkskola/grundskola 
inget politiskt engagemang i familjen 







S-parametrarna i modellen 
1n(P/1-P) = c/'+,Sk·KV+SA1·ALD1+SA2·ALD2+Su·UTB+Sp.POL 
(8.8) 
forekommer nu pa grund av designvariablernas kodning i av-
vikelseform. Summan (och medelvardet) av en viss effekt over 
de olika klasserna for variabeln blir O. 
Om konseffekten for kvinnor ar exempelvis -0.11 blir den 
0.11 for man. 
8.18 
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Parametrarna i logitmodellen ar oavsett parametrisering 
inte jamforbar med den vanliga linjara regressionsmodellens 
parametrar. Det finns dar for ingen anledning att rakna om 
logitparametrarna till en annan. parametrisering. 
Provade logitmodeller 
Inledningsvis skattades MODELL 6 enligt (8.8) symboliskt 
skriven 
1nP/(1-P} = KV ALD UTB POL 
Hur val modellen 
likelihood-ratio 
svarande mot ett 
beskriver datastrukturen anges av ett 
2 2 X -test. Detta gav X =34.75 med df=18 
p-varde pa 0.010. Ett lagt x2-varde med 
atfoljande hogt p-varde ar tecken pa god anpassning. 
MODELL 6 ar saledes foga adekvat aven med tanke pa att sig-
nifikanserna overdrivs pa grund av att programmet forutsatter 
obundet slumpmassigt urval. Det kan anda vara av intresse att 
se hur val MODELL 6 predikterar sannolikheterna for politisk 
aktivitet jamfort med MODELL 5 d.v.s. basta linjara regres-
sionsmodell med samspelstermer. Har ger logitmodellen betyd-
ligt samre resultat (tabell 8.9). Parameterskattningarna 
aterfinnes i tabell 8.10. 
Olika logitmodeller med interaktionstermer har provats steg-
vis. 
MODELL 
6. logit = KV ALD UTB POL 
7. logit = KV ALD UTB POL UTB*POL 
8. logit = KV ALD UTB POL UTB*POL KV*POL 
9. logit = KV ALD UTB POL UTB*POL KV*POL ALD*POL 
































Tabe11 8.9. Prediktion av po1itisk aktivitet genom partier 
med olika mode11er. 
MODELL 5: Linjar regressionsmode11 med interaktionstermer. 
MODELL 6: Logitmode11 med huvudeffekter. 
MODELL 9: Logitmode11 med interaktionstermer. 
MODELL 10: Logitmode11 med interaktionstermer. 
Obs Mod.5 Mod.6 Mod.9 Mod.l0 
frekv. Pred. Resid. Pred. Resid. Pred. Resid. Pred. Resid. 
(vagd) 
0.022 0.019 0.003 0.039 -0.017 0.041 -0.019 0.038 -0.016 
0.042 0.061 -0.019 0.066 -0.024 0.059 -0.017 0.054 -0.012 
0.060 0.054 0.006 0.084 -0.024 0.084 -0.024 0.074 -0.014 
0.071 0.075 -0.004 0.075 -0.004 0.065 0.006 0.078 -0.007 
0.078 0.087 -0.009 0.097 -0.019 0.099 -0.021 0.089 -0.011 
0.117 0.108 0.009 0.082 0.035 0.104 0.013 0.106 0.011 
0.121 0.117 0.004 0.124 -0.003 0.092 0.029 0.111 0.010 
0.143 0.169 -0.026 0.195 -0.052 0.189 -0.046 0.170 -0.027 
0.142 0.129 0.013 0.157 -0.015 0.139 0.003 0.125 0.017 
0.147 0.077 0.070 0.167 -0.020 0.104 0.043 0.105 0.042 
0.148 0.150 -0.002 0.134 0.016 0.146 0.002 0.148 0.000 
0.158 0.235 -0.077 0.258 -0.100 0.216 -0.058 0.221 -0.063 
0.160 0.153 0.007 0.150 0.010 0.160 0.000 0.147 0.013 
0.167 0.264 -0.103 0.286 -0.117 0.251 -0.082 0.237 -0.069 
0.189 0-.195 -0.006 0.235 -0.046 0.219 -0.030 0.202 -0.013 
0.247 0.277 -0.030 0.190 0.057 0.232 0.015 0.255 -0.008 
0.270 0.252 0.018 0.155 0.115 0.210 0.060 0.239 0.031 
0.281 0.212 0.069 0.138 0.143 0.179 0.102 0.162 0.119 
0.321 0.319 0.002 0.289 0.032 0.308 0.013 0.335 -0.014. 
0.325 0.327 -0.002 0.296 0.029 0.357 -0.032 0.332 -0.007 
0.351 
! 
0.293 0.058 0.346 0.005 0.278 0.073 0.261 0.090 
0.390 0.410 -0.020 0.242 0.148 0.387 0.003 0.432 0.034 
0.458 ! 0.451 0.007 0.479 -0.021 0.412 0.046 0.460 -0.002 
0.473 I 0.422 0.051 0.410 , 0.063 0.444 0.029 0.429 0.044 
! 
i 0.026 0.046 0.032 0.028 ! j 
*MAD = Mean absolute deviation = 1L lobs-predl 
n 
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Testproceduren gav foljande resultat: 
Modell Term Forbattring Modellanpassning tillagd X2 E-varde X2 E-varde 
6 (referensmodell) 34.75 0.010 
7 UTB*POL 7.93 0.005 26.83 0.061 
8 KV*POL 3.84 0.050 22.99 0.114 
9 ALD*POL 5.75 0.056 17.24 0.243 
10 ALD*UTB 4.11 0.105 13.14 0.359 
MODELLERNA 9 och 10 har undersokts narmare. Parameterskatt-
ningarna aterfinns i tabell 8.10. Av dessa parametrar kan 
man dra slutsatser om olika variablers effekt pa logit (P) 
d.v.s. pa log [P/(1-P)]. Parametervardena i sig ar skaligen 
ointressanta. Till och med for den enkla MODELL 6 utan sam-
spelstermer kan man direkt av parameterskattningarna utlasa 
ytterligt lite om effekten pa sannolikheten P av olika vari-
abler. Som framhallits i kap. 7.3 samspelar variablerna i 
effekten pa sannolikheten P trots att variablerna har en ad-
ditiv effekt pa logit (P). Som illustration visas i tabell 
8.11 utbildningseffekten pa sannolikheten P for man och 
kvinnor i skilda aldersgrupper som ej vuxit upp i familj med 
politiskt engagemang. 
Dessa skattningar erhalles ej fran PLR-programmet utan maste 
raknas fram ur tabell 8.9. Utbildningseffekten for yngre 
kvinnor erhalles som skillnaden mel Ian predikterade P-varden 
for gruppen 1010 (med utbildning over grundskola/folkskola) 
och gruppen 1000 (utan utbildning) d.v.s. som 0.082-0.039= 
=0.043. 
Utbildningseffekten ar som synes bade kons- och aldersberoen-
de med storst effekt for aldsta aldersgruppen. 
Utbildningseffekten pa P enligt MODELL 10 for samma kategori-
er, framgar ocksa av tabell 8.11 och ar beraknade fran tabell 
8.9 pa precis samma satt som ovan. Observera att ett tecken-
studium av koefficienterna for logitmodellen 10 absolut inte 
sager nagonting om variablernas samspelseffekter pa sannolik-
heten P. Jamforelser av parametertecken i regressionsmodellen 
6 och logitmodellen 10 (som innehaller exakt samma regresso-
rer) ar saledes utan mening. 
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Tabell 8.10. Parameterskattningar for logitmodellerna 6, 9 
och 10. (Resultatens osakerhet underskattas 
























































































a) Denna parameter for yngsta aldersklassen svarar ej mot 
nagon designvariabel och ges ej i datautskriften. Berak-
nas som "parametersumman for medelalders (1) och aldre (2) 
med omvant tecken". 
Tabel18.11. Utbildningseffekter da POL=O enligt logit-






















Val mellan provade modeller. Tabell 8.9 visar att logitmo-
dellerna ger storre genomsnittligt absolut prediktionsfel 
(MAD) an den linjara regressionsmodellen 5 med samspelsef-
fekter. Eftersom man dessutom, i motsats till logitmodellen, 
enkelt kan tolka parametrarna i en linjar regressionsmodell 
ar det sjalvklart att denna valjs som slutgiltig modell. 
lett senare kapitel provas en produktmodell for att be-
skriva den politiska aktivitetens variationer mellan celler 




Teorin for analys av samband och samvariation mellan kate-
goriska variabler, vanligen redovisade i en kontingensta-
bell, har lange varit mager jamfort med teorin for analys 
av kontinuerliga variabler. Den forra har i huvudsak va-
rit begransad till olika associationsmatt och till x2-
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test av oberoende i en kontingenstabell. Under det senaste 
15-talet ar har det forsiggatt en synnerligen omfattande 
utveckling av teori for modellbaserad analys av samband 
mellan kategoriska variabler. De allra senaste aren har 
denna teori blivit mera allmant tillganglig i handbocker. 
Numera finns ocksa enstaka datorprogram i standardprogram-' 
paketen for analys av sadana modeller. Det forekommer tva 
huvudtyper av modeller: asymmetriska och symmetriska. 
De forra har likheter med regressionsmodeller, de senare 
med korrelationsmodeller. 
Analysen av modeller for kategoriska data har utgatt fran 
olika estimationsmetoder: "maximum likelihood" (ML) , gene-
raliserad minsta kvadrat(GLS efterengelska termen) och 
"minimum discrimination information!.'. Har kommer GLS- och 
..., 
ML-metoder att beroras. 
9.2 Asymmetriska modeller 
GLS-ansatsen. Den asymmetriska modelltypen har en beroende 
variabel och ett antal forklaring~variabler eller faktorer. 
Grizzle, Starmer and Koch [10] har utvecklat GLS~ansatsen 
for kategoriska data. De behandlar en vid klass; av modeller 
i vilka vantev~rdet for den beroende variabeln anges som en 
linjar funktion av parametrar for forklaringsvariablerna. 
Da responserna ar binara kan den beroende variabeln utgoras 
av proportionen "positiva" responser (p) i celler~a i kon-
tingenstabellen eller av en funktion av proportionen "posi-
tiva". De i kapi~el 7 och 8 behandlade logitmodellerna i 
vilka d~n beroende variabeln definieras som In[p/(1-P)] in-
ryms i denna klass. 
Grizzle, starmer and Koch har beskrivit hur GLS-metoden an-
vands for att anpassa den linjara modellen, for att testa hur 
bra anpassningen ar och for att testa hypoteser om naramet-
rarna i modellen . 
. . ~ 
Metoden kallas ofta GSK-metoden efter forfattarna. Andra 
vanliga benamningar vid referens till denna metodik ar 
GLS-ansatsen (generalized least squares) och nagot oegent-
ligt WLS-ansatsen (Weighted least squares). 
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Vid anvandning av asymmetriska modeller ar intresset koncen-
trerat till estimation av parametrar. 
Regressionsmodeller. Denna modelltyp ar utvecklad for kon-
tinuerlig responsvariabel. Som framgatt av tidigare kapitel 
ar den i vissa teoretiska avseenden inadekvat for analys av 
kategoriska responsvariabler. Anvand med omdome kan den 
dock, som gramgar av kapitel 8, ge en beskrivning och belys-
ning av sakforhallandena. GSK-ansatsen saknar emellertid 
de teoretiska brister som vidlader regressionsmodellerna. 
Vid estimationen har man utgatt fran de speciella egenska-
perna hos kategoriska variabler (betraffande bl.a. varians-
egenskaper) och anvant estimationsmetoder som garanterat 
vissa goda estimatorsegenskaper. 
Fordelen med regressionsmodellerna ligger i att de ar enk-
la och valkanda samt att latthanterliga standardprogram ar 
allmant forekommande. 
Fordelen med de speciella nyare modelltyperna ligger i att de 
ar teoretiskt adekvata, mojliggor en smidigare och mer langt-
gaende analys av sambandsstrukturer samt att de i termer av 
parameterskattningar ger nagot battre resultat pa grund av 
lampligare skattningsmetoder. 
9.3 Symmetriska modeller 
Multiplikativ modell. Den andra huvudansatsen behandlar 
alia variabler symmetriskt som faktorer. Det finns alltsa 
formellt inte nagon variabel som utgor responsvariabel. 
Forvantat antal observationer i en cell i en flerdimensio-
nell kontingenstabell anges som en produkt av parametrar 
for faktorerna. Det ar alltsa fraga om en multiplikativ 
modell. Pa grund av att man vid skattningen logaritmerar 
modellerna for att uppna linearitet talar man emellertid 
ofta om "loglinjara modeller". Detta tycks ha fatt manga 
samhallsvetare att tro att det ar fraga om en ganska spe-
ciell modelltyp vilket inte ar fallet. Vid anvandning av 
denna modelltyp ar intresset koncentrerat till forekomsten 
av interaktionseffekter av olika ordning och till graden av 
anpassning med olika mpps~ttning termer. Parameterv~rden 
~r svartolkade och av underordnad betydelse. 
Da sakproblemet gor det meningsfullt ~r det mojligt att 
tolka dessa modeller i termer av en responsvariabel och 
dess beroende av faktorerna, men i allm~nhet utan att pa-
rameterskattningar kommer i forgrunden. 
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Om parameterv~rden ~r ett prim~rt intresse Dor man i st~llet 
anv~nda de i foregaende delavsnitt berorda asymmetriska mo-
dellerna. 
9.4 Litteratur 
Den nya metodiken for analys av kontingenstabeller sprids 
snabbt och det kommer ganska s~kert in om nagra ar att kr~­
vas att varje nagorlunda kvalificerad analytiker av survey-
data k~nner till och forstar dessa nya metoder pa samma 
s~tt som det sedan l~nge kr~vts att han/hon beh~rskar och 
forstar regressionsanalysen. 
Det ~r ont om handbocker om de additiva modellerna (GSK-
metoden). En sadan bok har utkommit under 1981 (for full-
st~ndiga referenser se referenslistan). 
[ 7] Forthofer and Lehnen: Public Program Analysis 
A New Categorical Data Approach. 1981. 
Medelsvar. utnyttjar matrisalgebra. Analyserar 
ett antal samh~llsvetenskapliga datamaterial. 
Tillgangen pa handbocker ~r b~ttre vad betr~ffar produkt-
modellen (loglinj~ra modellen). Ett urval foljer: 
[ 1] Bishop, Fienberg and Holland: Discrete Multi-
variate Analysis. Theory and Practice. 1975. 
Svar. Betraktas som standardverk inom omradet. 
Visar en rad olika modelltyper for speciella pro-
blemtyper av synnerligen varierande art. V~rde­
full som uppslagsverk for empirikern som v~l be-
h~rskar grunderna. 
[ 5] Everitt: The Analysis of Contingency Tables. 1977. 
L~tt. 
[ 6] Fienberg: The Analysis of Cross-Classified Data. 
1977. 
L~tt. 
[19] Knoke and Burke: Log-Linear Models. 1980. 
L~ttaste boken. Ger en enkel och klar bild av 
begreppsapparaten. Rekommenderas ej som stod 
vid anvandning av modellerna. Satter ej mo-
dellutformningi relation til,], design f:or data-
insamling vilket baddar for missbruk. 
[24] Payne: The Log-Linear Model for Contingency 
Tables. 1977. 
Medelsvar uppsats i samlingsvolymen "Analysis 
of Survey Data" Vol. 2. 
[27] upton: The Analysis of Cross-tabulated Data. 
1978. 
Latt. Utforlig beskrivning av modellbyggnads-
processen med hjalp av brittiska valdata. Den 
bok bland har uppraknade som enligt min mening 
utgor det basta stodet for samhallsvetare vid 
praktiskt modellarbete. Lamplig grund for den 
mera drivne analytiker som onskar tillgodogora 
sig de praktiskt inriktade delarna i Bishop et. 







Modelltypen forutsatter att man har en kategorisk respons-
variabel och en eller flera kategoriska forklaringsvaria-
bler eller faktorer. (En kategorisk variabel ar genuint 
kvalitativ eller har definierats for att identifiera klas-
serna vid klassindelning av en kvantitativ variabel.) 
Utgangspunkten for analysen utgores av en kontingenstabell 
med k~1 faktorer. For varje cell (eller population enligt 
terminologi i SAS-programmet FUNCAT) som definieras vid 
korsklassificering efter faktorerna observeras antalet ob-
servationer i varje responskategori (klass) for respons-
variabeln. 
Antag tills vidare att responsvariabeln ar binar. Vardet 1 
anger forekomst av viss egenskap och vardet 0 avsaknad av 
egenskapen ifraga. Den storhet man intresserar sig for ar 
andelen individer i cellen som har egenskapen ifraga (A=1). 
Den beroende variabeln utgores av denna andel (p) i sig el-
ler av en funktion av p sasom logaritmiska oddset (logit) 
for p definierat av log[p/(1-p)]. 
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Vantevardet for denna beroende variabel antas sedan vara 
linjart i vissa parametrar som beror av faktorerna (for-
klaringsvariablerna). Till det yttre ser vantevardesut-
trycket ut som en vanlig regressionsmodell med enbart dummy-
variabler. Da den beroende variabeln utgores av den obser-
verade andelen p i cellen ar modellen nara slakt med de lin-
jara regressionsmodeller med interaktionstermer som anvants 
i kapitel 8. Den skiljer sig fran dessa genom att modellen 
avser den observerade andelen p i cellen och inte enskilda 
individvarden. Den skiljer sig ocksa fran standardmodellen 
for regression genom att man har en for kategoriska data 
korrekt specifikation av varians och kovarians for den be-
roende variabeln. 
Den beroende variabeln kan utgoras av en linjar, logaritmisk 
eller exponentiell funktion av responsvariabeln eller av en 
sammansatt funktion av dessa. 
Da responsvariabeln har fler an tva nivaer vill man ofta 
bilda en komplex funktion. Saledes tillater GLS-metodiken 
att man studerar exempelvis rangkorrelationskoefficienter 
som beroende variabler. Se Forthofer and Lehnen [ 7]. 
10.2 
I detta kapitel behandlas endast det enkla fall da den 
beroende variabeln utgores av de observerade andelarna 
in om cellerna. Framstallningen blir kortfattad for att ge 
utrymme for en utforligare behandling av produktmodellen 
(loglinjara modellen) i foljande kapitel. 
Linjar modell for p 
Lat som exempel faktorn A (kon) ha 2 klasser och faktorn 
B (utbildning) ha 3 klasser. For varje kombination av A-
och B-klasser gores ett antal observationer pa en binar 
responsvariabel H som anger om en viss handelse intraffar 
eller ej. p' J' anger andelen oberoende "forsok" av n .. 1 1J 
i cell (i,j) som leder till att handelsen intraffar. En 
modell for p- ., av variansanalystyo och utan interaktions-1J ~ 
termer kan skrivas 
p .. = p .. +c: .. = ]J+a.+b.+c: .. 
1J 1J 1J 1 J 1J 
E(c: .. )=O 
1J 
V(p .. In .. )= p .. (1-p . . )/n .. 1J 1J 1J 1J 1J 
(10.1) 
for i=1,2 och j=1,2,3. Har ar en genomsnittsniva medan 
a. och b. anger avvikelser fran denna niva. Medelavvikel-
1 J 
sen (ovagd) for A-nivaerna skall vara 0 vilket medfor att 
Det racker darfor att 
definiera ~ parameter a for niva A1 vilket medfor att 
huvudeffekten for niva A2 blir -a . 
Pa motsvarande satt kan de 3 B-effekterna uttryckas med 
hjalp av tva parametrar: b 1 for niva B1 och b 2 for niva 
B2 . Effekten for niva 3 blir da -b 1-b 2 . 
Med hjalp av designvariabler (indikatorvariabler) kan mo-
dellen skrivas pa regressionsform. I de tidigare kapitlen 
har indikatorvariablerna antagit vardena 0 och 1. Efter-
som modellen har ges i avvikelseform blir det fraga om var-
dena 1, 0 och -1 . 
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A-klassificeringen med 2 klasser anges aV designvaria-
beln (indikatorn) 
[ 
1 f6r klass AT 
X2 =. -1 f6r klass A2 
(Skalet till att b6rja vaniabelnumreringen pa 2 kommer 
strax att framga.) B-klassificeringen med 3 klasser kra-
ver 2 disignvariabler. 
{J f6r klass B1 X3 = f6r klass B2 f6r klass B3 
Modellen (10.1) kan nu skrivas 
(A. ,B . ) 
1 J 
={~ f6r klass B1 X4 f6r klass B2 
-1 f6r k1.ass B3 
o 
na f6ljande satt f6r cell 
(10.2) 
F6r exempelvis cellen (A 1 ,B2 ) erhalles p12=~+a1+b2+E . 
Skrivsattet kan g6ras annu enhetligare om vi inf6r en de-
signvariabel X1 som alltid antar vardet 1 (oavsett A- och 
B-niva) och multiplicerar ~ med denna. 
Alltsa 
Floran av bokstader kan skaras ned om man anvander ett in-
dicerat S f6r alIa parametrar. Lat ~=S1' a=S2' b 1=S3 och 
b 2=S4. Da blir modellen 
4 
p .. = 2:S.X.+E 
1J 1 1 1 
(10.3) 
6vre summationsgransen som har ar 4 anger antal parametrar 
i modellen. Symboliskt skulle modelleh i SAS-programmet 
FUNCAT skrivas 
MODEL H = A Bi (10.4) 
Designmatrisen. Numrera nu i stallet cellerna i kontingens-
tabellen 16pande enligt nedan. 
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Designvariablernas varde (enligt definitioner ovan) kan 
anges for varje cell i en designmatris. (Tabell 10.1) 
Dataprogramutskrifter kraver att man kan lasa sadana de-
signmatriser. 

































Har kan man direkt avlasa fran exempelvis rad 3 att vante-
vardet for p i cell 3 (A1 ,B3 ) uttrycks pa foljande satt i 
parametrarna: 
Interaktionstermer. Komplettera modellen ovan med inter-
aktionstermer. 
p .. = ]J+a.+b.+c .. +s .. 
1J 1 J 1J 1J 
(10.5) 
0 .. anger hur mycket E(p .. ) avviker fran vad som forvantas 1J 1J 
med hansyn till huvudeffekter av A och B. Denna forvantan 
ar ]J+a.+b .. 
1 J 
Medelvardet (och surnrnan) av avvikelserna inom 
varje rad ar O. Sarnrna sak galler avvikeiserna inom varje 
kolumn. Saledes kan alIa 6 c .. -termerna beraknas om man 
1J 
kanner 2 lampligt valda bland demo Konventionen bestar i 
att uttrycka ovriga samspelstermer med hjalp av c 11 och c 12 . 
Monstret for samspelstermerna blir darfor som i tabell 10.2. 
Tabell 10.2. Samspelstermer. 
c 11 c 12 -c 11 -c 12 
-
-c 11 -c 12 c 11 +c 12 
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Med 2 A-klasser och 2 B-klasser kan alla Cij uttryckas 
i den end a termen c 11 enligt nedan: 
Designmatrisen vid interaktion. Designmatrisen i tabell 
10.1 kan byggas ut till en designmatris for modell (10.5) 
med interaktion. For varje cell i kontingenstabellen 
maste det anges om parametern c 11 skall multipliceras med 
1, 0 eller -1 innan den adderas i vantevardesberakningen. 
Samma sak galler parametern c 12 . 
termen ovan.) Designvariabeln X2 
A-klass medan X3 och X4 bestammer 
(Se tablan over c .. -1J 
bestammer som namnts 
B-klass. 
Bilda produkterna X2X3 och X2X4 enligt tabell 10.3. 
Tabell 10.3. Produkt av designvariabler. 
X2X3 =1 X2X3 =0 
X2X4=0 X2X4 =1 
X2X3 =-1 X2X3=0 
X2X4=0 X2X4 =-1 
B3 
X =-1 3 
X =-1 4 




En jamforelse med tabell 10.2 visar att produkten X2X3 i 
varje cell ger konstanten framfor parametern c 11 medan 
X2X4 ger konstanten framfor c 12 . 
Produkten X2X3 ar i sig en designvariabel. Kalla denna 
for X5 och kalla produkten X2X4 for X6 . 
1-1 7 
Designmatrisen for modell (10.5) med interaktion kan nu 
skrivas enligt tabell 10.4. Modellen for p .. skrivs nu: lJ 
6 
P = EB.X. 
1 l l 
och i programmet FUNCAT 
MODEL H = A B A*B; 
(10.6) 
(10.7) 
Observera att ordningsfoljden mellan disignvariablerna 
bestams av ordningsfoljden mellan termerna i MODEL-satsen. 
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Tabell 10.4. Designmatris for modell ( 1 0 .5) = modell (10.6) . 
Designvariabler 
Konstant A-klass B-klass Interaktion 
Cell X1 X2 X3 X4 X5 X 6 
(=X2X3 ) (=X2X4 ) 
1 1 1 1 0 1 0 
2 1 1 0 1 0 1 
3 1 1 -1 -1 -1 -1 
4 1 -1 1 0 -1 0 
5 1 -1 0 1 0 -1 
6 1 -1 -1 -1 1 1 
Av exempelvis rad 5 kan utUisas att vantevardet for p blir 
13 1-13 2+13 4 -13 6 eller i ursprungliga parameterbeteckningar 
lJ-a+b2-c12 . 
Designmatrisen anvands vid tolkning av parameterskattning-
arna i en datautskrift vilket vi skall se prov pa nedan. 
Den anvands ocksa vid estimationen av modellen vilket 
emellertid inte skall behandlas hare 
10.3 Politisk aktivitet 
For att analysera den politiska aktiviteten genom partier 
ansattes motsvarigheten till regressionsmodellen 5 med 
interaktionseffekter. Symboliskt skrivs denna (MODELL 11). 
A = KV ALD UTB POL UTB*ALD POL*KV POL*ALD UTB*POL 
(10.7) 
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pa samma satt som for modell 5. 
Modellen har skattats med generaliserad minstakvadratme-
tod vilken asymptotiskt ar ekvivalent med maximumlikeli-
hoodmetoden. GLS-skattningar ar darfor asymptotiskt effek-
tiva. Vid skattningen har SAS-programmet FUNCAT anvants. 
10.4 FUNCAT-programmet 
FUNCAT ar for narvarande (1982) det enda programmet i de 
vanligare standardprogrampaketen som ar utformat for ana-
lys av kategoriska data med hjalp av linjara modeller. 
Harvid bortses fran logitprogrammen som enbart til later 
In[p/(1-P)] som beroende variabel medan FUNCAT ger en stor 
valfrihet i detta avseende. 
FUNCAT kraver djupare kunskaper av anvandaren an ett van-
ligt regressionsprogram gore I SAS-manualen forutsatts 
att lasaren kan tillrackligt mycket statistisk teori for 
att i matematiskt symbolsprak kunna specificera vilken 
funktion av andelen p som skall utgora~beroende variabel, 
samt for att kunna tolka parameterskattningarna. 
Dessa problem utreds enklast i anslutning till program och 
programutskrift for analys av MODELL 11. FUNCAT-proceduren 
fordrar en kontingenstabell som indata vilken i detta fall 
bildas fran radata med samtidig vagning for urvalssannolik-
heter och svarsbortfall. FUNCAT ger automatiskt parametrar-
na i avvikelseform. Programmet kan se ut som foljer. 
Rad 
10 IJOB 
20 II.EXEC SAS 
30 IIIN DD osv .... 
40 IISYSIN DD * 
50 DATA GRUND; 
60 INFILE IN; 
70 INPUT V367 17 V368 18 V520 19-20 
80 v522 21 V544 23-27 A 28; 
90 POL=5; 
100 IF V367=1 THEN POL=1; 
Ja och nej har har kodats 1 resp. 5 i stallet for 
1 resp. 0 som tidigare. Detta for att designvari-
abeln for POL som antar vardet 1 for lagsta POL-
vardet och -1 for det hogsta skall indikera ja-svar 
med vardet 1. Eljest erhalles omvant tecken for 
POL-parametern i modell 11 jamfort med motsvarande 
parameter i modell 5. (Detta klarnar da vi ater-
kommer till designmatrisBn nedan.) 
110 KV=5i 
120 IF V522=1 THEN KV=1i 
130 UTB=5i 
140 IF V368=2 OR V368=3 THEN UTB=1i 
150 VIKT=V544*2452/263098i 
Variabeln V544 anger inverterade inklusionssannolikhe-
ten in om kommunen korrigerad for individbortfall. 
Vissa svarande har dock partiellt svarsbortfall pa 
vissa variabler varfor endast 2452 observationer 
(med variabelsumman 263098) som ar fullstandiga kan 
anvandas. V544 tar ej hansyn till urvalsfraktionen 
av kommuner i forsta urvalssteget. Variabeln V544 
maste darfor skalas om till VIKT sa att viktsumman 
stammer med antalet reella observationer 2452. 
160 PROC FREQi 
170 TABLES KV*ALD*UTB*POL*A/ 
180 LIST OUT=TABELLi 
190 WEIGHT=VIKTi 
Variabeln VIKT ger har frekvensen i den vagda syn-
tetiska kontingenstabellen. LIST ger har listformat 
pa kontingenstabellen, i annat fall skulle en mangd 
utskrifter erhallas. 
I den skapade frekvenstabellen (som har heter TABELL) 
har alltid variabeln som anger frekvensen namnet 
COUNT vilket aberopas nedan pa rad 210. 
200 PROC FUNCAT DATA=TABELLi 
210 WEIGHT=COUNTi 
220 MODEL A=KV ALD UTB POL UTB*ALD 
230 POL*KV POL*ALD UTB*POL / 
240 FREQ ONEWAY CORRB P Xi 
250 RESPONSE 0 1i 
Om rad 250 utesluts erhalles automatiskt en logit-
modell. Har betyder rad 250 att den beroende vari-
abeln utgores av O· (andelen med lagsta A-vardet)+ 
1· (andelen med hogsta A-vardet). Hogsta A-vardet ar 
1 vilket anger politisk aktivitet alltsa utgors be-
120 
10.5 
roende variabeln av "andelen politiskt aktiva". 
(Deklarationen RESPONSE 1 0; hade givit "andelen 
ej politiskt aktiva" som beroende variabel.) 
FUNCAT: Resultatutskrift 
Identifiering. Vi skall studera de delar av utskriften 
som kan vara svara att tolka. Ett stycke ned pa utskriften 
aterfinnes cellnumreringen (SAMPLE) vilken utgor den nyckel 
som behovs langre ned for att tyda designvariablerna. 
De tva forsta raderna av beskrivningen av de 24 cellerna 
ser ut som foljer: 
RESPONSE 
DESIGN FREQUENCIES TOTAL 
SAMPLE KV ALD UTB POL 1 2 
1 1 0 1 1 63 11 73.4 
2 1 0 1 5 192 26 217.7 
Koderna 1 och 2 for RESPONSE FREQUENCIES anger klassnummer. 
Lagsta A-vardet som ar 0 har klassnummer 1, det andra A-
vardet som ar 1 har klassnummer 2. Frekvenserna i dessa 
klasser ar av programmet avrundade till heltal varfor sum-
man ej stammer exakt med TOTAL vilken ges med 1 decimal. 
Direkt efter cellbeskrivningen foljer designmatrisen. De 
tva forsta raderna for cellerna 1 och 2 ges nedan: 
DESIGN MATRIX 
RESPONSE 
SAMPIJE FUNCTION 1 2 3 4 5 6 7 8 9 10 11 12 
1 0.147246 1 1 1 0 1 1 1 0 1 1 0 1 
2 0.118023 1 1 1 0 1 -1 1 0 -1 -1 0 -1 
Designmatrisen bestammer modellens parametrisering med ut-
gangspunkt fran MODEL-satsen och variabelkodningen i data-
mangden GRUND. Principerna beskrevs i kap. 10.2 och 10.3. 




1 Konstant term 
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Modelltest. Testprocedurerna vid modellbyggnaden liknar 
i stora drag regressionsanalysens. Testen genomfors emel-
lertid med en testvariabel som ar asymptotiskt x2-fordelad. 
Testmetodiken ar foljaktligen applicerbar for stora urval. 
Forst testas om modellen pa ett adekvat satt beskriver ob-
serverade andelen politisktaktiva inom cellerna. Test-
variabeln utgors av en vagd summa av kvadrerade avvikelser 
mellan observerad och predikterad proportion politiskt 
aktiva. Nollhypotesen kan uttryckas "Modellen passar". 
Tabell 10.5 visar att observerade proportioner inte signi-
fikant avviker fran predikterade forutsatt att testnivan 
ar 0.20 eller lagre. Sannolikheten for ett x 2-varde storre 
an eller lika med det observerade for RESIDUA~ ar namligen 
nominellt 0.23. Har galler liksom tidigare i rapporten att 
testproceduren ej tar hansyn till att det ar fraga om ett 
komplext urvalsforfarande. 
Raderna i tabell 10.5 ger olika marginella x2-test. For 
varje term testas nollhypotesen att denna terms parameter 
(de tva parametrarna om ALD ingar i .termen) ar 0 under for-
utsattning att ovriga termer ingar i modellen. Huvudeffek-
ten for en faktor ar inte meningsfullt att'testa om denna 
faktor har samspelstermer som ingar i modellen. Om testen 
genomfores pa den nominella nivan 0.05 ar det endast sam-
spelstermen UTB*POL som ar insignifikant. Precis samma 
resultat erholls for regressionsmodellen 5 som hade samma 
vantevardesfunktion som modell 11. I det fallet beholls sam-
spelstermen med motiveringen att det rimligen bor finnas ett 
samspel mellan UTB och POL, ett argument som sjalvfallet ar 
lika aktuellt i detta fall. 
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Tabell 10.5. 2 X -test av MODELL 1 1 enligt FUNCAT. 
SOURCE DF CHI-SQUARE PROB 
Intercept 1 361.30 0.0001 
KV 1 26.01 0.0001 
ALD 2 41 . 73 0.0001 
UTB 1 14.35 0.0002 
POL 1 34.25 0.0001 
ALD*UTB 2 8.07 0.0177 
KV*POL 1 9.10 0.0026 
ALD*POL 2 9.05 0.0108 
UTB*POL 1 3.24 0.0718 
RESIDUAL 12 15.15 0.2334 
Modell 11 har jamforts med storre modeller som skiljer sig 
fran modell 11 pa foljande satt: 









(KV*UTB stryks ur modellen. Eftersom x2-testet har ar mar-
ginellt maste sedan KV*UTB utvarderas genom att stalla 
MODELL 13 mot MODELL 11.) 








For sakerhets skull undersoks om KV*UTB blir signifikant 
om KV*ALD saknas i modellen: 






(KV*UTB strykes vilket ger modell 11.) 
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Saledes valjs modell 11 som slutmodell. Parameterskattning-
arna ges i tabell 10.6. Parametrarna ar givna som avvikelser 
fran medelvardet och ej jamforbara med parametrarna i modell 5 
forran efter reparametrisering. 
Reparametrisering. Det erbjuder ingen principiell svarig-
het att rakna fram varden for de parametrar som definierades 
i ,kapitel 8. Det ar daremot mycket latt att gora slarvfel 
eftersom varje sadan parameter erhalles som en summa av ett 
flertal avvikelseparametrar multiplicerade med 1 eller-1. 
Den onskade parametriseringen kan erhallas direkt med FUNCAT 
om man sjalv definierar sina designvariabler. Man anvander 
da de definitioner av forklaringsvariabler (0-1 variabler) 
som utnyttjades i kapitel 8. Forandringarna i FUNCAT-pro-
grammet be star i att dessa variabler maste bildas i data-
mangden GRUND och sedan deklareras i en DIRECT-sats, (vilken 
sager att indikatorvariablernas verkliga varden skall anvan-
das) samt att den kontingenstabell som skapas far flera di-
mensioner, en for varje indikatorvariabel. MODEL-satsen 
andras i konsekvens harmed. 
Rad 170 blir da 
170 TABLES KV*ALDM*ALDH*UTB*POL*A/ 
Fore MODEL-satsen inskjuts en rad 
215 DIRECT KV ALDM ALDH UTB POL; 
Resultat. Parameterskattningar ges i tabell 10.6 i avvi-
kelseform och i tabell 10.7 i samma form som i kapitel 8 med 
yngre outbildade man utan politisk engagemang i familjen som 
referensgrupp. Nivan i denna grupp representeras av inter-
ceptet. 
MODELL 5 och MODELL 11 ger ganska likartade parameterskatt-
ningar. GLS-skattningen av MODELL 11 leder dock till genom-
sni ttligt lagre medelfel. (Tabell 10. 7) 
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De bada modellernas prediktioner for olika celler ar ocksa 
snarlika. Genomsnittligabsolut prediktionsfel eller pa 
engelska "Mean Absolute Deviation" (MAD) ar praktiskt taget 
lika stora for MODELL 5 och MODELL 11. Inga storre skillnader 
kan heller iakttagas mellan skattningen av variablernas effek-
ter for olika delgrupper (celler) vilka redovisas i texten 
efter tabell 10.8. 
Sammanfattningsvis kan konstateras att GLS-skattning av en 
linjar modell for kategoriska variabler vanligen ar att fore-
dra framfor OLS-skattning pa grund av att medelfelen for pa-
rameterskattningarna brukar bli mindre. 
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Tabell 10.6. Parameterskattningar i avvikelseform for 
MODELL 11 enligt FUNCAT. (Resultatens osakerhet under-
skattas p.g.a. urvalsform och bortfall.) 
jEffekt Para- Df Param.- 2 Sannol. Medel-
X meter est. fel 
INTERCEPT 1 1 0.198 361 .30 0.0001 0.010 
KV 2 1 -0.046 26.01 0.0001 0.009 
ALD 3 1 -0.084 40.69 0.0001 0.013 
4 1 0.032 5.28 0.0216 0.014 
UTB 5 1 0.042 . 14.35 0.0002 0.011 
POL 6 1 0.058 34.25 0.0001 0.010 
iALD*UTB 7 1 -0.013 1. 96 0.1620 0.009 
8 1 -0.022 4.59 0.0322 0.010 
KV*POL 9 1 -0.027 9.10 0.0026 0.009 
ALD*POL 10 1 -0.027 4.10 0.0429 0.013 
1 1 1 0.037 7.25 0.0071 0.014 
UTB*POL 12 1 -0.019 3.24 0.0718. 0.011 .. 
Tabell 10.7. Parameterskattningar med 0-1 definierade for-
klaringsvariabler. MODELL 5 och MODELL 11. (Resultatens 
osakerhet underskattas p.~.a. urvalsform och bortfall.) 
MODELL 5 MODELL 1 1 
tvariabel Paramo Medelfel Paramo Medelfel 
est. est. 
Tntercept 0.061 0.025 0.054 0.014 
KV -0.042 0.017 -0.038 0.014 
A.LDM 0.056 0.030 0.060 0.020 
A.LDH 0.068 0.030 0.071 0.020 
UTB 0.089 0.028 0.096 0.019 
UTB*ALDM -0.011 0.037 -0.018 0.031 
UTB*ALDH 0.101 0.041 0.098 0.039 
POL 0.151 0.045 0.154 0.048 
POL * ALDM 0.142 0.041 0.129 0.043 
POL*ALDH 0.047 0.049 0.033 0.053 
~OL*KV -0.116 0.035 -0.110 0.036 
POL*UTB -0.066 0.039. .~0.077 . . . 0.043. 
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Tabell 10.8. Prediktion av po1itisk aktivitet genom 
partier med MODELL 5 och MODELL 11. Grupperna kodas 
i enlighet med tabel1 8.9. 
Grupp Obs MODELL 5 MODELL 11 
frekv. Pred. Resid. Pred. Resid. 
KAup (vagd) 
1000 0.022 0.019 0.003 0.016 0.006 
0000 0.042 0.061 -0.019 0.054 -0.012 
1001 0.060 0.054 0.006 0.061 -0.001 
1100 0.071 0.075 -0.004 0.077 -0.006 
1200 0.078 0.087 -0.009 0.087 -0.009 
1010 0.117 0.108 0.009 0.112 0.006 
0100 0.121 0.117 0.004 0.114 0.007 
1201 0.143 0.169 -0.026 0.165 -0.041 
0200 0.142 0.129 0.013 0.125 0.017 
1011 0.147 0.077 0.070 0.080 0.067 
0010 0.148 0.150 -0.002 0.150 -0.002 
0011 0.158 0.235 -0.077 0.227 -0.069 
1110 0.160 0.153 0.007 0.154 0.005 
1111 0.167 0.264 -0.103 0.250 -0.083 
0110 0.189 0.195 -0.006 0.192 -0.003 
1210 0.247 0.277 -0.030 0.281 -0.033 
1101 0.270 0.255 0.018 0.250 0.020 
0001 0.281 0.212 0.069 0.209 0.072 
0210 0.321 0.319 0.002 0.318 0.003 
0201 0.325 0.327 -0.002 0.313 0.012 
1211 0.351 0.293 0.058 0.281 0.070 
0101 0.390 0.410 -0.020 0.398 -0.008 
0211 0.458 0.451 0.007 0.429 0.029 
0111 0.473 0.422 0.051 0.398 0.075 
* 
MAD 0.026 0.027 
*MAD=Mean absolute deviation=lL!Obs-predl 
n 
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MODELL 11:s "effekter" presenteras nedan vid sidan av 
" e ffekterna" for MODELL 5 hamtade fran kapitel 8.12. 
1. Predikterade sannolikheter for personer med enbart 
folkskola/grundskola och utan politiskt engagemang 
i familjen under uppvaxttiden. 
MODELL 5 MODELL 11 
Yngre Medelalders 1\ldre Yngre Medelalders. 
Man 0.061 0.117 0.129 0.054 0.114 
Kv. 0.019 0.075 0.087 0.016 0.077 
1\1dre 
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0.087 
2. Utbildningseffekter da politiskt engagemang i familjen 
saknas. 
MODELL 5 MODELL 11 
Yngre Medelalders 1\ldre Yngre Medelaldersl\ldre 
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0.089 0.078 0.190 0.096 0.077 o . 1941 
3. Effekten av politiskt engagemang i familjen for per so-
ner med enbart folkskola/grundskola. 
MODEL! ... 5 MODELL 11 
Yngre Medelalders 1\ldre Yngre Medelalders .1\ldre. 
Man 0.151 0.293 0.198 0.155 0.284 0.188 
Kv. 0.035 0.177 0.082 0.045 0.173 0.078. 
4. Kombinerad effekt av utbildning over folkskola/grundskola 
och politiskt engagemang i familjen. 
MODELL 5 MODELL 11 
Yngre Medelalders 1\ldre Yngre Medelalders. .Aldre 
Man 0.174 0.305 0.322 0.173 0.284 0.304 
Kv. 0.058 0.189 0.206 0.062 0.173 0.194 
Som synes ar skillnaderna sma mellan de bada modellernas skatt-
ningar av "effekter". Storsta differensen uppgar till 0.021 
for medelalders man under punkt 4. 
Jamforelse av vagda och ovagda skattningar 
Kvoten mellan lagsta inklusionssannolikhet for personer 
(Uppsala) och hogsta inklusionssannolikhet (Grastorp) ar 
cirka 1:200. Vid de hittills genomforda modellskattning-
arna i denna rapport har det vagts med hansyn till dessa 
sannolikheter. 
Skattningarna har antingen baserats pa enskilda individ-
observationer vilka vagts medinverterade inklusionssanno-
likheter (korrigerade for svarsbortfall) eller pa en kon-
tingenstabell som erhallits fran radata medelst en motsva-
rande vagningsprocedur. 
En sadan vagningsprocedur eliminerar systematiska fel i 
skattningen av modellparametrar men de anvanda datorpro-
grammen ger ej en korrekt skattning av varianser varfor 
testprocedurerna ej blir adekvata. 
For att illustrera vagningens effekter har MODELL 5 och 
MODELL 11 som har samma vantevardesfunktion med olika va-
riansstruktur skattats aven utan vagning med inverterade 
inklusionssannolikheter. 
Tabell 10.9 visar att de bada ovagda skattningarna av mo-
dellerna ger snarlika resultat men att dessa skiljer sig 
mycket starkt fran de bada vagda skattningarna vilka som 
tidigare visats sinsemellan ocksa ar snarlika. Den allra 
storsta skillnaden upptrader for termen POL*ALDM med skatt-
ningen 0.002 for bada ovagda skattningarna mot 0.142 (MO-
DELL 5) resp. 0.139 (MODELL 11) for de vagda skattningarna. 
Det ar uppenbart att for ett urval med sa varierande inklu-
sionssannolikheter som det har ar fraga om ar ovagda skatt-
ningar helt otillfredsstallande. 
128 















MODELL 5 oeh MODELL 11 med 0...,1 definierade 
forklaringsvariabler. 
Vagt . ·Ovagt· .. 
MODELL 5 MODELL 1 1 MODELL 5 MODELL 
0.061 0.054 0.059 0.054 
-0.042 -0.038 -0.044 -0.039 
0.056 0.060 O. 116 0.117 
0.068 0.071 0.098 0.100 
0.089 . 0.096 0.066 0.070 
-0.011 -0.018 -0.057 -0.061 
0.101 0.098 0.127 o . 123 
0.151 0.154 0.209 0.208 
0.142 0.129 0.002 0.002 
0.047 0.033 0.028 0.018 
-0.116 -0.110 -0.109 -0.104 
-0.066 -0.077 -0.068 -0.068 
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11. MULTIPLIKATIVA MODELLER 
11.1 Symmetrisk modell 
Lat saga att man med hjalp av en survey viii studera hur 
installningen till lontagarfonder varierar med kon, alder, 
partitillhorighet och fackforbundstillhorighet. Data fran 
en sadan studie sammanstalls i en kontingenstabell. 
Forhallandet kan beskrivas med hjalp av en asymmetrisk mo-
dell enligt vilken nagot lampligt matt pa installningen 
till fonder (sasom andelen positiva eller logit for andelen 
positiva) beskrivs med en linjar modell i vilken kon, alder, 
partitillhorighet och fackforbundstillhorighet utgor forkla-
ringsvariabler. Sadana modeller har behandlats i de fore-
gaende kapitlen. 
Det ar ocksa mojligt att anvanda en symmetrisk modell i vil-
ken alia variabler behandlas symmetriskt som faktorer. Mo-
dellen forklarar da hur antalet observationer i cellerna i 
en 5-dimensionell kontingenstabell varierar med de 5 fakto-
rerna. Fordelen med denna modellansats ligger i att man 
lattare kan studera hogre grader av samspel samt att man 
kan belysa alia omsesidiga kopplingar mellan faktorer, inte 
bara kopplingarna mel Ian fondinstallning och ovriga varia-
bier som kan studeras med en asymmetrisk modell. Den senare 
fordelen ar mera uppenbar i situationer i vilka man samti-
digt studerar flera attitydvariabler, inte bara en som i 
exemplet ovan. 
11.2 Produktform och logaritmerad form 
Modellen for det symmetriskt formule.rade problemet ar i sin 
grundform en produktmodell. For att gora sadana mera latt-
hanterliga vid estimation brukar de logaritmeras. Detta ger 
en linjar modell i vilken termerna bestar av logaritmer. 
Tyvarr uppfattas denna modellform som mera svarforstaelig 
an den valkanda variansanalysmodellen med vilken den i 
vissa avseenden foreter slaende likheter (i logaritmerad 
form) medan den i andra skiljer sig markant fran denna. 
Framstallningar av symmetriska modeller brukar i allmanhet 
avse den loglinjara formen. Detta galler exempelvis samt-
liga referenser i kapitel 9.2 utom Knoke and Burke [19]. 
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Den fortsatta framstallningen i foreliggande rapport kom-
mer att avse produktformen av den symmetriska modellen. 
Parametrarna i produktformen kan tolkas i termer av geo-
metriska medelvarden och odds. 
11.3 Geometriskt medelvarde 
Vi ar vana vid att sa snart det ar fraga om medelvarden an-
vanda aritmetiska medelvarden. Det aritmetiska medelvardet 
av n observationer uppfattas som ett enkelt och lattolkat 
begrepp. 
Det geometriska medelvardet definierat som n:te roten ur 
produkten av samtliga observationer 
verkar daremot frammande och ar ofta svarare att ge nagon 
reell och lattforstaelig innebord. 
Det aritmetiska och det geometriska medelvardet skiljer sig 
for sneda fordelningar kraftigt fran varandra. 
I tabell 11.1 illustreras att aritmetiskt och geometriskt me-
delvarde i vissa situationer till och med kan vara av helt 
olika storleksordning. 
Tabell 11.1. Geometriskt och aritmetiskt medelvarde. 
Observationer Geometriskt Aritmetiskt 
medelvarde medelvarde 
4 A 4 4 4 4 
2 4 4 8 4 5 
2 2 4 16 4 6 
1 2 8 16 4 6.75 
1 1 16 16 4 8.5 
2 2 2 32 4 9.5 
1 2 2 64 4 17.25 
1 1 2 128 4 33 
1 1 1 256 4 64.75 
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11 .4 Matta.d modell for en 2x2-tabell 
Vi startar med en modell for en 2x2-tabell med tva kate-
goriska variabler pa vardera tva nivaer, sag kon (K) och 
partiblock (B). 
Tabellen anger forvantat antal observationer F .. for cell 1J 
(i,j) vid obundet slumpmassigt"urval av n individer fran 
populationen. (Tabell 11.2.) 
K B KB F .. = ].le.e.e .. 1J 1 J 1J (11.1) 












Symboliskt kan modellen skrivas: 
MODELL K B KB 
I modell (11.1) ar ].l en allman nivaparameter definierad 
som geometriska medelvardet av samtliga cellers vantevarden. 
(11.2) 
Den fingerade vantevardesfordelningen i tabell 11.3 ger 
4~~~~~~~~ ].l = 1900·400·100·40~=346,41 
Tabel111.3. Fingerad vantevardesfordelning med avseende 
pa kon och partiblock. 
Block 
Soc. Borg. 
Kv. 900 400 1300 
Kon 
Man 100 400 500 
1000 800 1800 
Huvudeffekten e~ , dar K star for kon med i=l for kvinnor 
1 
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och i=2 for man, jamfor geometriska medelfrekvensen for 
cellerna inom rad i med geometriska medelfrekvensen ].1 
for hela tabellen. Ett varde 0 8K ar mindre an 1 , pa 1 som 
lika med 1 respektive storre an 1 skulle betyda att geo-
metriska medelfrekvensen for kvinnor ar lagre an, lika med 




Som synes foreligger alltid restriktionen 8~8~= 1 varfor 
den ena parametern ar overflodig. Det ar tillrackligt 
KKK 
att ange 81 eftersom 82 = 1/8 1 . 
Fran rad 1 erhalles geometiska medelfrekvensen for kvinnor 
K 
och saledes 81=600/346,41=1,732 . 
For man blir 8~=1/1,732=0,577 . 
Pa motsvarande satt definieras huvudeffekterna 8~ och 8~ 
som genomsnittliga kolumneffekter for socialistiaka blocket 
respektive borgerliga blocket. Man erhaller geometriska 
medelvardet 1900·100'-300 for kolumn 1 och 14oo·400~400 for 
kolumn 2. 
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Saledes 8~ = 300/346,41 = 0,866 och 8~ = 400/346,41 = 1,155 . 
Geometriska medelfrekvensen for socialistiska blocket ligger 
saledes 13,4 % under referensnivan 346,41 trots att det finns 
betydligt flera socialistiska sympatisorer (1000) an borger-
liga sympatisorer (800). Geometriska medelfrekvensen for 
borgerliga sympatisorer ligger 15,5 % over referensnivan. 
Pa grund av att vi ar sa vana vid att tanka i termer av 
aritmetiska medelvarden och totalantal blir saledes huvud-
effekten for politiskt block direkt vilseledande i detta fall. 
KB Samspelseffekten 8 .. definieras som kvoten mellan forvantat lJ 
varde F .. och forvantad niva med hansyn till referensniva lJ 
och huvudeffekter. Man kan visa att 
8KB = 8KB = 1 _ 1 _ 




Korsproduktkvoten kan skrivas som kvoten mellan radodd-
sen F11/F12 och F21/F22 och aven som kvoten mellan kolumn-
oddsen F11/F21 och F12/F22 d.v.s. 
F11F22 = F11 /F21 = F 11 / F12 (11.5) 
F12F21 F12 F22 F21 F22 
Vid oberoende mellan faktorerna Koch B ar de bada rad-
oddsen lika (aven kolumnoddsen ar lika). Saledes blir 
oddskvoterna 1 och darmed korsproduktkvoten 1. 
Eftersom det racker att ange en samspelsterm brukar denna 




KB __ y-9-0-0-.-4-0 .... 0\ __ 
1,732 
400·100 
och 1/eKB = 1/1,732 = 0,577 
Samspelsmonstret ar saledes foljande: 
Block 
1 2 
1 1 ,732 0,577 
Kon 
2 0,577 1 ,732 
Observera att inom varje rad och varje kolumn blir alltid 
produkten av samspelstermerna 1. 
Exemplet har illustrerat att parametervardena som sadana 
ar foga informativa och ibland direkt vilseledande. Daremot 
ar denna typ av modeller val lampade for att man skall kunna 
testa hypoteser huruvida vis sa typer av samspel forekommer. 
Parametrarna kan ocksa tolkas i termer av odds och odds-
kvoter (se referenserna i kap. 9.4). 
Enkla modeller for en 2x2-tabell 
Tills vidare forutsatts enkelt slumpmassigt urval av indi-
vider fran en population. 
1. Den mest regelbundna modellen for tva dikotoma vari-
abler har samma forvantade frekvenser i alIa 4 cellerna. 
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Tabell 11.4. Modell utan huvudeffekter. Forvantade 











Modellen tjanar ofta som referensbas vid modellbyggnad 
men saknar i ovrigt intresse. 
2. Nasta modell har olika stora forvantade marginalfre-
kvenser for en faktor (sag A) men lika stora for den andra 
(B). (Tabel111.5.) 
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Tabell 11.5. Modell med huvudeffekt endast for A. Forvantade 




Faktorerna A och B ar oberoende. 














Referensnivan blir enligt (11.2) fl=48,99 och huvudeffekterna 
for A blir enligt (11.3) e~=0,816 och e~=1,225 . 
3. Harnast foljer den vanliga modellen for oberoende 
mellan A och B. (Se tabell 11.6.) De tva foregaende 
modellerna ar specialfall med oberoende faktorer. 
Tabell 11.6. Modell med huvudeffekter forA och B. 
(Oberoendemodell) Forvantade frekvenser 










De betingade sannolikheterna (eller ekvivalent oddsen) 
ar lika radvis (odds 11/9) och kolumnvis (odds 2/3). 
Korsprodukten F11F22/F12F21 ar lika med 1. 
Modellen skrivs 
och symboliskt 
F .. 1J 
A B 
= 11- 8 . 8 . 
1 J 
MODELL: A B 
(11.6) 
Referensnivan blir nu ~ 
B B 
A A 
= 48,74 medan 81=0,816, 82=1,225 och 
81=1,106, 82=0,904 . 
11.6 Hierarkiska modeller 
Normalt brukar man endast arbeta med hierarkiska modeller. 
Hierarkisk modell betyder i detta sarnrnanhang att om en viss 
samspelseffekt, sag ABC, ingar i en modell sa ingar aven 
alla huvudeffekter och samspelseffekter av lagre ordning 
som kan bildas genom att man valjer ut en delmangd av fak-
torerna i den hogre samspelseffekten. 
ABC implicerar saledes att aven A,B,C, AB, AC och BC ingar 
i den hierarkiska modellen. Modellen ABC AB AC BC ABC 
kan darfor kortare skrivas [ABC] medan den ovan behandlade 
modellen for 2x2-tabellen skrivs [KB]. 
I exempelvis en tredimensionell tabell kan de observerade 
frekvenserna exakt aterges med hjalp av skattningar av para-
metrarna i modellen [ABC]. Modellen kallas darfor mattad. 
Malet vid konstruktion av modeller for kontingenstabeller 
ar att pa ett adekvat satt representera datastrukturerna 
med hjalp av en icke mattad modell som ar Sa enkel som moj-
ligt och som har fa parametrar. 
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11 • 7 
11.8 
Tredimensionella kontingenstabeller 
Tre kategoriska variabler A, B och C observeras. For-
vantade cellfrekvenser Fo ok anges i en tredimensionell 1J 
kontingenstabell med rader, kolumner och skikt. 
Summation over skikt (k) for en given rad (i) och kolumn 
(j) ger forvantat antal handelser AoBo . 
1 J 
Om summationen over skikt (k) utfores for alIa kombinatio-
ner av i och j erhalles den 2-dimensionella marginalfordel-
ningen for A och B. 
Det finns ytterligare tva 2-dimensionella marginalfordel-
ningar, for AC och for BC, vilka erhalles pa motsvarande 
satt genom summation kolumnvis respektive radvis i den 3-
dimensionella tabellen. 
De 3 endimensionella marginalfordelningarna for A, B och C 
erhalles genom summation over ett index i en 2-dimensionell 
marginalfordelning. 
For varje C-niva forekommer en betingad 2-dimensionell for-
delning for A och B. Pa motsvarnade satt finns betingade 
fordelningar for A och C resp. B och C. 
En rad intressanta fragestalln~ngar kan resas i anslutning 
till dessa olika typer av fordelningar, bl.a. 
a. Under vilka forutsattningar kan den 3-dimensionella 
fordelningen 
(i) rekonstrueras ur de 3 endimensionella mar-
ginalfordelningarna ? 
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(ii) rekonstruerasur en 2-dimensionell marginal-
fordelning (exempelvis AB) och en endimensio-
nell marginalfordelning (C) ? 
b. Kan det saknas association i en 2-dimensionell marginal-
fordelning (exempelvis A, B) om det foreligger beroende 
i betingade fordelningar for A och B pa olika C-nivaer ? 
c. Kan det finnas association i en 2-dimensionell marginal-
fordelning (sag A, B) om det foreligger oberoende i de 
betingade fordelningarna for A och B pa varje C-niva ? 
Modeller for tredimensionella kontingenstabeller 
1. omsesidigt oberoende mellan A, B och C. 
Varje cellsannolikhet kan anges som produkten av sanno-





ok = Po PoP k 1.. • J. .. (11.7) 
Forvantad cellfrekvens kan da skrivas 




En modell med enbart huvudeffekter inplicerar sale-
des oberoende faktorer. Detta galler aven special-
fallet da en eller flera huvudeffekter saknas d.v.s. 
motsvarande marginalfordelningar ar likformiga. 
2. Multipelt oberoende mellan C och den bivariata varia-
beln (A, B). 
Den tredimensionella sannolikhetsfordelningen bestams 
har av den tvadimensionella marginalfordelningen for 
(A, B) och den endimensionella marginalfordelningen 
for C enligt 
Forvantad cellfrekvens kan da skrivas 
ABC AB F" k = ].le.e.eke .. 1J 1 J 1J 
Symboliskt anges 
MODELL: ABC AB 
eller kortare 
MODELL: [AB C] 
(11.9) 
(11.10) 
Om A anger partisympati, B aldersklass och C kon har 
man ett samband mellan parti och aldersklass men detta 
samband ar det samma for man och kvinnor. 
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Eftersom C ar oberoende av den bivariata variabeln (A, B) 
ar ocksa C oberoende av variablerna A och B var for sig. 
(Se tabell 11.7.) 
Tabell 11.7. Multipelt oberoende mellan kon (C) och 
parti/aldersfordelning (AB). 
a. Beroende i de betingade AB-fordelningarna for given 
C-niva. (Oddskvot 1/2 for bada C-nivaerna.) 
Kvinnor Man 
C1 C2 
B1 B2 B1 B2 
A1 40 80 120 A1 50 100 
A2 120 120 240 A2 150 150 





b. Oberoende i betingade AC-fordelningar for given B-niva. 
(Oddskvot 1 for bada B-nivaerna~) 
B1 B2 
C1 C2 C1 C2 
A1 40 50 90 A1 80 100 180 
A2 120 150 270 A2 120 150 270 
160 200 360 200 250 450 
c. Oberoende i betingade BC-fordelningar for given A-niva. 
(Oddskvot 1 for bada A-nivaerna.) 
A1 A2 
C1 C2 C1 C2 
B1 40 50 90 B1 120 150 270 
B2 80 100 180 B2 120 150 270 
120 150 270 240 300 540 
d. Bivariata marginalfordelningar: 
Association AB (Oddskvot 1/2) 
Ingen association AC (Oddskvot 1) 
Ingen association BC (Oddskvot 1) 
B1 B2 C1 C2 
A1 90 180 270 A1 120 150 270 
A2 270 270 540 A2 240 300 .. 540 










3. Betingat oberoende mellan A och B. 
Antag nu istallet att bland kvinnor ar alder och part i-
sympatier oberoende. Partifordelningen ar med andra ord 
den samma for de bada kvinnliga aldersklasserna. 
Bland man ar partifordelningen en annan an bland kvinnor 
men aven bland man ar alder och partisympatier oberoende. 
Eftersom aldersfordelningarna (B) bland man och kvinnor 
ar olika erhalles en association mel ian kon (C) och parti 
(A) liksom mellan alder (B) och kon(C) . 
Forvantad cellfrekvens kan skrivas 
ABC AC BC F .. k = 11· e . e . ek . e . k e . k 1J 1 J 1 J 
Syrnboliskt anges 
MODELL: ABC AC BC 
eller kortare 
MODELL: [AC BC] 
(Se tabell 11.8) 
(11.11) 
Tabell 11. 8. Betingat oberoende mel ian partisympati (A) 
och aldersklass (B) . 
a. Oberoende i betingade AB-fordelningar for given 
C-niva. (Oddset 1) 
Kvinnor Man 
C1 C2 
B1 B2 B1 B2 
A1 60 60 120 A1 40 200 240 
A2 120 120 240 A2 60 300 360 
180 180 360 100 500 600 
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b. Beroende i betingade AC-fordelningar for 
given B-niva. (Oddskvot 3/4) 
B1 B2 
C1 C2 C1 C2 
A1 60 40 100 A1 60 200 260 
A2 120 60 180 A2 120 300 420 
180 100 280 180 500 680 
c. Beroende i betingade BC-fordelningar for 
given A-niva. (Oddskvot 5) 
A1 A2 
C1 C2 C1 C2 
B1 60 40 100 B1 ~20 60 180 
B2 60 200 260 B2 120 300 420 
120 240 360 240 360 600 
d. Bivariata rnarginalfordelningar: 
Association AB (Oddskvot 35/39) 
Association AC (Oddskvot 3/4 ) 
Association BC (Oddskvot 5 ) 
B1 B2 C1 C2 
A1 100 260 360 A1 ~ 20 240 360 
A2 180 420 600 A2 ~40 360 600 
280 680 960 360 600 960 
C1 C2 
B1 180 100 280 
B2 180 500 680 
360 600 960 
4. Modellen med alIa mojliga tVafaktorsamspel mellan 
A, B och C men inget trefaktorsamspel har vantevar-
det givet av 
Symboliskt skrivs 
MODELL: ABC AB AC BC 
eller kortare 
MODELL: [AB AC BC] 
Nackdelen med denna modell ar att den inte kan ges 
nagon tolkning i konventionella termer i form av 
oberoende, betingat oberoende och lika sannolikheter. 
5. I den mest komplicerade modellen av forvantad cell-
frekvens ingar en trefaktorterm. 
ABC AB AC BC ABC F, 'k = l-le,e,eke .. e'ke'k e , 'k 1J 1 J 1J 1 J 1J 
symboliskt skrivs 
MODELL: ABC AB AC BC ABC 
eller kortare 
MODELL: [ABC] 
Detta ar en mattad model1 eftersom varje mojlig en-, 
tva- och trefaktorterm ingar. Den mattade modellen 
ger fullstandig anpassning till varje tankbar obser-
verad kontingenstabell. 
Trefaktorsamspelstermen e~~kC som ar definierad for var 
1J 
och en av de 8 cellerna i en 2x2x2-tabell ar liksom 
ovriga e-termer· foremal for restriktioner. 
For varje C-niva ar produkten in om varje rad och varje 
kolumn lika med 1. Samma restriktion galler aven varje 
vertikal "pelare" av celler. 
AlIa 8 trefaktorsamspel kan uttryckas i en enda para-
meter eABC som alltid avser cell (1,1,1). Strukturen 







ABC 1/eABC A1 1/eABC eABC 




Vid konstruktion av modeller for tredimensionella kon-
tingenstabeller onskar man om mojligt beskriva fordel-
ningen med nagon av modellerna 1, ·2 och 3 eftersom dessa 
som ovan visats medger en tolkning av sambanden i enkla 
och konventionella termer. 
Felaktig analysmetod 
Vid analys av multivariata samband studeras ofta en rad kors-
tabeller for tva variabler i taget. I manga fall genomfors 
2 X -test av oberoende for dessa marginaltabeller. Forfarings-
sattetar helt felaktigt och leder ofta till falska slut-
satser. Detta illustreras bl.a. av tabell 11.8 i vilken A 
och B ar oberoende inom varje C-niva. Trots detta foreligger 
association mellan A och B (oddskvot skild fran 1) i margi-
nalfordelningen AB. Det kan exempelvis ocksa forekomma stark 
positivt beroende mellan A och B pa bada C-nivaerna (odds-
kvoter storre an 1) och anda blir negativ association (odds-
kvot mindre an 1) i marginaltabellen AB. (For exempel se 
upton [27] sid 43.) 
Ett exempel: Serviceutnyttjande. I en av delstudierna i 
forskningsprogrammet for utvardering av kommunreformen un-
dersoker Olander och Widberg [23] hushallens utnyttjande av 
olika former av kommunal service. Forfattarna betraktar en 
bakgrundsfaktor i taget for att bestamma denna faktors effekt 
pa serviceuttnyttjandet. Pa basis av denna analys rangordnas 
bakgrundsfaktorerna efter grad av paverkan pa serviceutnytt-
jandet. 
Forfattarna kommenterar sitt forfaringssatt pa f01-
jande satt: 
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"En svaghet ar att tekniken inte ger direkta besked 
om i vilken utstrackning som faktorernas rangordning 
beror pa deras egna forklaringsvarden och i vi1ken 
utstrackning som rangordningen beror pa samvariation 
mellan vissa av faktorerna. Endast en multivariat 
analysteknik skulle kunna ge sadana direkta och kvan-
tifierade besked. Problemet kan dock losas genom att 
den anvanda enkla tekniken kompletteras med sarski1da 
kommentarer kring samvariationen, baserade pa logiska 
granskningar av bakgrundsmaterialet i dess helhet". 
Forfattarna motsager sig sjalva i citatet. Enda sattet att 
undvika hopblandning av olika variablers effekter ar att ana-
lysera den samtidiga variationen i alla for sakprob1emet re1e-
vanta variabler. En analys av ett antal tva- eller tredimen-
1 1 .10 
1 1 .11 
sionella marginalfordelningar ar otillracklig vare sig 
bakgrundsvariablerna samspelar i sin inverkan pa utnytt-
jandet av kommunal service eller ej. 8jalva existensen 
av samvariation mel Ian bakgrundsvariabler leder till hop-
blandning av effekter om analysen utgar fran marginalfor-
delningar. 
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Ett exempel pa hur man kan analysera Olander och Widbergs 
problem med produktmodeller gees langre fram i denna rapport. 
Modeller for flerdimensionella tabeller 
Hittills har bara 2x2 och 2x2x2-tabeller betraktats. Teo-
rin kan emellertid latt generaliseras till flera klasser 
per variabel och till tabeller med flera an 3 variabler. 
Generaliseringen av modellen ar uppenbar och den allmanna 
tolkningen av modellerna ar snarlik. Lasaren hanvisas till 
handbokslitteraturen. (8e referensen i kap. 9.4.) 
Urvalsformer och experiment: Modellval 
Teorin for produktmodellerna (de loglinjara modellerna) ar 
utvecklad for tre olika samplingmodeller. 
1. Poisson. Denna modelltyphor huvudsakligen hemma i 
experimentella tillampningar. Man observerar obe-
roende POissonprocesser, over en pa forhand bestamd 
observationsperiod. For varje cell betraktas fre-
kvensen som en observation fran en speciell sadan 
process. (8e Bishop et. al [1 ].) 
2. Multinomial. Ett obundet slumpmassigt urval (08U) 
av element valjs och klassificeras i en kontingens-
tabell. 
3. Produktmultinomial. Ett stratifierat urval med obun-
det slumpmassigt urval inom strata valjs. For varje 
stratum klassificeras elementen i en kontingenstabell. 
I detta fall maste alltid stratifieringsvariabeln 
inga i produktmodellen vare sig den ar av direkt in-
tresse eller ej. 
For givna marginaler leder de tre modellerna till samma maxi-
mumlikelihoodestimatorer av forvantade cellfrekvenser. 
1 1 .12 Komplexa urval 
Fa surveys ar genomforda med ett OSU av individer eller 
ett stratifierat urval med OSU inom strata. Fragan blir 
dar for hur data erhallna enligt andra urvalsformer kan 
analyseras. Teoriutvecklingen harfor ar annu ytterst 
begransad. 
I brist pa teori som kan ge ledning verkar foljande £or-
faringssatt vara rimliga nodfallsatgarder fo~utsatt att 
resultaten tolkas forsiktigt. 
a. Sjalvvagande urval enligt olika designs. 
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Dessa bor hjalpligt kunna analyseras enligt multi-
nomialmodellen. Om endast ett fatalforstastegs-
enheter utvalts bor man overvaga att analysera en-
ligt produktmultinomialmodellen, d.v.s. infora 
forstastegsenhet som en faktor i modellen. 
b. Icke sjalvvagande urval (bortsett fran stratifi-
erat urval med OSU inom strata) . 
(i) Fatal forstastegsenheter i urvalet. 
Inom varje forstastegsenhet beraknas en viktad 
kontin.genstabell med inverterade inklusions-
sannolikheter som vikter. Vikterna standardi-
seras sa att de vagda frekvenserna summeras till 
den verkliga urvalsstorleken. (Om urvalet 
inom en forstastegsenhet ar sjalvvagande bort-
faller viktningen.) 
Produktmultinomialmodellen anvands, d.v.s. for-
stastegenhetstillhorighet infores som en faktor 
i modellen. 
(ii) Ett flertal forstastegsenheter i urvalet. 
En viktad frekvenstabell beraknas for hela ur-
valet. Multinomialmodellen anvands. 
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12. MODELLBYGGNAD - POLITISK AKTIVITET 
12.1 Mal och arbetssatt 
12.2 
Vid modellkonstruktion saker man sig successivt fram till 
en adekvat modell. Det ar inte ovanligt att man under ar-
betets gang studerar ett tiotal modeller och ibland betyd-
ligt flera. De stegvisa sokprocedurerna ar i princip de 
samma som vid regressionsanalys. Man startar antingen med 
en enkel modell som byggs ut 'succesivt eller med den matta-
de modellen som succesivt reduceras. 
Det forekommer ett flertal datorprogram som utnyttjar olika 
berakningsalgoritmer varfor skattningarna troligen ej blir 
identiska med tva olika program. 
Analysen forutsatter som tidigare namnts en hierarkisk mo-
dell. 
Malet ar att finna en enkel modell med fa komponenter som 
pa ett adekvat satt kan fork lara datastrukturen. Det finns 
ofta tva eller flera ungefar lika enkla modeller som ger en 
god beskrivning. 
Man vill helst undvika modeller med samspel mellan fler an 
3 variabler. Skalet ar att man eljest dels far manga termer 
i modellen (ett samspel av hogre ordning drar med sig en hel 
rad termer eftersom modellen skall vara hierarkisk), dels 
far svart att tolka modellen och dels kan fa ett lagt frihets-
gradtal. 
Stora tabeller med manga celler innehaller vanligen manga 
tomma celler vilket resulterar i att modellen inte kan skattas 
pa ett godtagbart satt. Det ar darfor angelaget att endast 
ha ett fatal klasser for varje variabel. Om klassindelningen 
blir meningsfull ar det en fordel med bara 2 eller 3 klasser. 
Man konstruerar ogarna modeller for flera an 4 a 5 variabler. 
Testprocedurer 
Lat f, 'k ange observerat antal individer i cell (i,j,k) och 
1J 
F, 'k ange forvantat antal individer i cellen under en viss 
1J 
modell. Modellens anpassning kan testas med Pearsons klassiska 
2 X -test eftersom testvariabeln 
2 
2 (f, 'k-F , 'k) 
X = 6 1J 1J 
i,j,k f ijk 
(12.1) 
asymptotiskt ar x2-fordelad med frihetsgradtalet n-p dar 
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n = antal celler och p = antal parametrar i modellen. 
Om anpassningen ar god d.v.s. skillnaden mellan observe-
rade och forvantade frekvenser ar liten blir det obser-
verade x 2-vardet lagt. Som kriterium pa acceptabel modell 
har man foljande: Modellen godtas om sannolikheten att er-
halla en storre avvikelse mellan observerad och forvantad 
frekvens an den som urvalet uppvisar ar storre an ett forut-
bestamt tal a. Man godtar alltsa modellen om testet inte 
ger signifikant utslag. 
Ett annat test av samma hypotes ges av likelihood-ratio-
storheten 
2 
G =.2 2: f "kln (f, 'kiF, 'k) 
, "k 1J 1J 1J 1, J 1 
(12.2) 
som ocksa ar asymptotiskt x2-fordelad med frihetsgradtalet 
n-p . 
Likelihood-ratio variabeln G2 har en stor fordel framfor 
det klassiska avvikelsemattet x2 . G2 ar namligen i motsats 
till x2 additivt vid uppdelning av termer som tillhor tva 
modeller M1 och M2 , sadana att parametrarna i M1 ar en del-
mangd av parametrarna i M2 . Skillnaden mellan G
2
-mattet 
for modellerna ger ett test av hypotesen att de extra para-
metrarna i modell M2 ar 0 (modellerna ar angivna i linjar 
eller loglinjar form) givet parametrarna i M1 . 
Denna differens ar asymptotiskt x2-fordelad med ett frihets-
gradtal som ar lika med differensen mellan frihetsgradtalen 
for M2 och M1 . Om detta test ger signifikans, d.v.s. om 
sannolikheten att erhalla en differens lika stor som eller 
storre an den observerade armindre an ett givet a forkastas 
nollhypotesen att extraparametrarna i modell M2 ar O. 
Saledes underkanns modell M1 . Modellen M2 ar acceptabel om 
anpassningstestet for M2 inte ger signifikans. 
Med hjalp av likelihood-ratio test for en foljd av modeller 
och test av de parametrar som konstituerar skillnaden mellan 
olika par av modeller soker man sig framtill en eller ett 
fatal modeller som star i overensstammelse med de observerade 
cellfrekvenserna. Darpa aterstar att med hjalp av ytterligare 
hjalpmedel valja den "basta" modellen. 
1.2.3 Determinationsmatt 
Inom multipel linjar regressionsanalys anvands multipla 
determinationskoefficienten (multi~la korrelationskoeffi-
cienten i kvadrat: R2) som matt pa hur bra prediktion en 
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viss modell ger. R2 anger hur stor den relativa minsk-y·x 1x 2 
ningen av den oforklarade variationen i y ar om man predik-
terar v-varden med hjalp av variablerna x 1 och x 2 jamfort 
med fallet da man inte anvander nagondera av x 1 och x 2' . 
Pa motsvarande satt anger partiellakorrelationskoeffici-
enten i kvadrat r 2 hur stor den relativa minskningen yx 2 ·x 1 
av den oforklarade variansen blir om y predikteras med 
2 hjalp av bade x 1 och x 2 istallet for att prediktera y 
med hjalp av enbart x 1 . 
Goodman [ 8], [ 9] definierar liknande matt for analys av 
kvalitativa variabler. Man utgar fran en lampligt vald 
basmodell. I studier av det syrnrnetriska fallet med en-
bart faktorer utgors denna vanligen av modellen med en-
bart enfaktorstermer. Med 5 faktorer A,B,C,D och E blir 
modellen med oberoende mellan samtliga variabler d.v.s. 
[A BCD E] basmodell. Vid studier av en responsvari-
abel och dess beroende av ett antal faktorer utgor model-' 
len [A,BCDE] som antar oberoende mellan responsvariabeln A 
och faktorerna B,C,D och E (vilka daremot inbordes forut-
sattes beroende) lamplig basmodell. 
80m matt pa oforklarad variation anvands antingen Pearson's 
2 . 2 
X definierat enligt (12.1) eller informationsmattet G 
(" max imumlikelihood X211) definierat enligt (12.2). 
Om basmodellens parametrar utgor en delmangd av den alter-
nativa modellens parametrar difinieras den senares multipla 




Definitionen av R2 for informationsmattet G2 ar identisk, 
man byter saledes X2 mot G2 i (12.3). 
Vid jamforelse av tva modeller A1 och A2 som skiljer sig 
at genom att A2 tillforts en parameter (sag 8 12 ) som ej 
ingar i A1 definieras den partiella determinationen som 
2 2 X - X 
A1 A2 (12.4) 
2 
XA 1 
Indexet f star har for observerad cellfrekvens i kontin-
genstabellen. Liksom i den multipla regressionsanalysen 
beror den partiella determination som en viss parameter 
ger av vilka andra parametrar som tidigare ingar i model-
len. Det ar darfor fel att saga att en viss parameter 
"forklarar" x procent av variationen. Det korrekta ut-
trycket ar: Parametern (sag 812 ) "forklarar" x procent 
av den variation som ej forklaras av modell A1. 
(Se vidare diskussionen av determinationsmattets anvand-
ning i kap.6.8-6.9.) 
Den multipla partiella determinationen anger hur stor an-
del av den tidigare oforklarade variationen som "forklaras" 
om en modell A1 (som exempelvis innehaller alIa en- och 
tvafaktorsparametrar) byggs ut till modellen A2 genom att 
den forra tillfors en grupp nya parametrar (vissa tre-
faktorparametrar). Definitionen ar 
(12.5) 
De olika determinationsmatten beror av taljarens och nam-
narens frihetsgradtal. Liksom i regressionsanalysen kan 
man definiera korrigerade determinationsmatt i vilka alIa 
X2- komponenter ar dividerade med sina frihetsgradtal. 
12.4 Politisk aktivitet genom partier 
Variationerna i den politiska aktiviteten genom partier 
som i tidigare kapitel analyserats med hjalp av olika me-
toder och modeller kan ocksa studeras med hjalp av pro-
duktmodeller (loglinjara modeller). Utgangspunkten ar 
samma vagda frekvenstabell som i kapitel 10 vilken be-
raknats med hjalp av inklusionssannolikheter och svars-
frekvenser i olika kommuner. Variablerna Y (aktivitet), 
KV(kon), ALD (alder), UTB (utbildning) och POL (politiskt 
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12.5 
engagemang i familjen under uppv~xttiden) ger en kon-
tingenstabell med 2.2·3·2.2 = 48 celler varav ingen ~r 
tom. 
I en produktmodell ingar alIa variabler symmetriskt som 
faktorer. Vid tolkningen av den skattade modellen viII 
man ibland, sasom i detta fall, betrakta en variabel som 
responsvariabel och ovriga som faktorer. H~rav foljer 
150 
att man viII utrona hur aktiviteten Y beror av faktorerna 
men inte ~r intresserad av de senares inbordes relationer. 
Faktorernas inbordes samvariation l~ggs d~rfor i denna 
situation alltid till grund for analysen av hur faktorerna 
paverkar responsvariabeln. Konsekvensen av detta ~r att 
termen KAUP (endast forsta bokstaven i variabelnamnen an-
v~nds i BMDP-programmet 4F for att specificera modell) 
skall inga i modellen for den politiska aktivitetens va-
riationer med bakgrundsfaktorerna. 
Screening 
I BMDP-programmet 4F startar sokandet efter en modell med 
att en foljd av modeller som innehaller alIa effekter med 






Endast referensnivan ~ 
Faktorerna ~r oberoende 
Interaktion av forsta ordningen 
" av andra " 
Om man forts~tter upp till k=p d~r panger antalet varia-
bIer i kontingenstabellen erhalles total anpassning av mo-
dellen. Med variabelupps~ttningen Y,K,A,U,P erhAlles 
tabell 12.1. 
I 
Tabell 12.1. Utdrag ur utskrif't fran BMDP-programmet 4F 
f5r variabelupps~ttningen Y,K,A,U och P. 
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*~~** THE ,RESULTS OF FITTING ALL K-FACTOR M~RGINALS. 







































11*1* A SIMULTANEOUS TEST THAT ALL K-FACTOR INTERACTIONS ARE SIMULTANOUSLY ZERO. 








D.F. LR CHISQ PROB. PEARSON CHISQ PROB. 
-------- -------------
6 2026.11 0.0 2451.29 0.0 
14 450.97 0.0 490.81 0.0 
16 39.45 0.00094 38.94 0.00111 
9 10.46 0.31472 10.83 0.28785 
2 3 .. 18 0.20440 3.15 0.20677 
ovre delen av tabellen visar att modellen med samtliga 
trevariabeltermer inte leder till signifikant avvikelse 
mellan observerade och f5rv~ntade frekvenser. Nedre delen 
av tabellen visar att trevariabeltermerna ger en starkt 
signifikant f5rb~ttring av modellen (PROB=O.00094). Den 
slutliga modellen kommer d~rf5r med st5rsta s~kerhet att 
innehalla ett antal trevariabeltermer. M5jligen kan det 
ocksa bli aktuellt med nagon term fran n~rmast h5gre niva. 
(Detta ar den allmanna regeln. I detta fall skulle det 
emellertid bli en tung och svarhanterlig modell eftersom 
man da skulle fa med fyravariabelstermer.) 
S5kandet efter modell sker ofta med hj~lp av test f5r mar-
ginell association och partiell association. 
Antag att m:ttl skall konstruera en modell med 4 variabler 
A,B,C och D. Ett ~rginellt test av termen ABC j~mf5r mo-
dellen i vilken ABC ingar som enda trevaria~bel term (d. v. s. 
A,B,C, AB, AC, BC, ABC) med modellen utan denna trevari-
abelterm. Testet utgar alltsa fran marginaltabellen i vil-
ken man summerat over alIa variabler (i dettafall D) 
som ej ingar i effekten ABC som skall testas. 
Ett partiellt test av termen ABC jamfor den fulla treva-
riabelmodellen A,B,C,D, AB, AC, AD, BC, BD, CD, ABC, ABD, 
ACD, BCD med modellen dar ABC ar den enda utelamnade tre-
variabeltermen d.v.s. A,B,C,D, AB, AC,AD,BC,BD,CD, ABD, 
ACD, BCD. 
Som allman regel anvands ofta (Brown [ 2]) 
om bada testen ger signifikans bor den aktu-
ella termen inga i slutmodellen 
om ingetdera testet ger signifikans ar termen 
ej aktuell for slutmodellen 
termer som ar signifikanta enligt ett test men 
ej enligt det andra ar sadana som bor studeras 
narmare genom jamforelser av olika par av mo-
deller som inkluderar respektive exluderar ter-
men ifraga. 
Tabell 12.2 ger de marginella och partiella testen for 
variabeluppsattningen Y,K,A,U,P. 
12.6 Modifikation for respons/faktorsituationen 
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Eftersom det ar fraga om ett problem av "regressionstyp" med 
politisk aktivitet (Y) som beroende variabel och K,A,U,P 
som forklaringsfaktorer skall som namnts samvariationsmon-
stret mellan forklaringsfaktorerna laggas som grund for ana-
lysen. Detta innebar att alIa termer som kan bildas av en-
bart K,A,U och P automatiskt skall inga i modellen. Ter-
men Y skall sjalvfallet inga. Detta innebar endast att for 
givna varden pa forklaringsvariablerna ar sannolikheten for 
politisk aktivitet genom partier skild fran 0.5 (grupperna 
politiskt aktiva och politiskt ej aktiva i populationen ar 
inte lika stora). 
AlIa forklaringsfaktorer K,A,U och P torde ha klarahuvud-
effekter pa Y eftersom KY, AY, UY och PY samtliga ar starkt 
signifikanta enligt bada testen (PROB=O. 0 'eller 0.0000 i 
tabell 12.2). 
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Tabell 1 2 . 2 . Politisk aktivitet genom partier. Test 
av partiell och marginell association med 
BMD-programmet P4F. 
Association option selected for all terms of order less 
than or equal to 4 
Partial association Marginal association 
Effect D.F. Chisquare Prob Chisquare Frob 
K. 1 60.62 0.0 
A. 2 42.80 0.0000 
U. 1 39.59 0.0 
P. 1 717.74 0.0 
Y. 1 1165.34 0.0 
KA. 2 1. 03 0.5984 2.27 0.3209 
KU. 1 0.02 0.8825 0.22 0.6426 
KP. 1 0.64 0.4223 2.59 0.1073 
KY. 1 23.01 0.0000 26.76 0.0 
AU. 2 268.03 0.0 248.65 0.0 
AP. 2 5.38 0.0677 8.53 0.0140 
AY. 2 45.19 0.0000 27.69 0.0000 
UP. 1 25.99 0.0 37.95 0.0 
UY. 1 40.80 0.0 30.90 0.0 
PY. 1 45.01 0.0 58.67 0.0 
KAU. 2 2.29 0.3175 2.65 0.2654 
KAP. 2 1. 72 0.4237 1. 61 0.4477 
KAY. 2 0.71 0.7002 2.13 0.3447 
KUP. 1 0.71 0.3995 0.38 0.5385 
KUY. 1 0.77 0.3788 1.04 0.3077 
KPY. 1 3.42 0.0645 3.39 0.0655 
AUP. 2 10.77 0.0046 10.99 0.0041 
AUY. 2 3.69 0.1579 1. 93 0.3808 
APY. 2 5.55 0.0624 7.59 0.0225 
UPY. 1 6~60 0.0102 8.81 0.0030 
KAUP. 2 1.63 0.4429 2.15 0.3415 
KAUY. 2 1.59 0.4507 2.81 0.2457 
KAPY. 2 2.25 0.3242 1.85 0.3962 
KUPY. 1 0.27 0.6045 0.24 0.6246 
AUPY. 2 3.94 0.1396 4.22 0.1211 
Da det ar fraga om respons/faktorsituationer innebar tre-
variabeltermer i vilka Y ingar forsta ordningens interak-
tioner. KUY ger ingen signifikans enligt nagondera testet. 
Det verkar darfor rimligt att forutsatta att Koch U ej 
samspelar i sin inverkan pa Y. 
Vid modellbyggnad, och sarskilt i ett forsta sokande skede, 
arbetar man ofta utan strikt iakttagande av en speciell sig-
nifikansniva. Lat saga att sannolikheter under 0.05 be-
traktas som klara signifikanser medan varden i interval let 
12. 7 
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0.05-0.10 tillh6r ett "grAtt skikt". KPY-termen ges sanno-
likheterna 0.0645 oeh 0.0655 oeh det fAr tills vidare bli 
en 6ppen frAga om termen skall ingA i modellen. Samma sak 
g!ller termen APY som ger ett "grAtt v!rde" oeh en signi-
fikans. UPY ger d!remot IAga sannolikheter 0.0102 oeh 0.0030 
oeh fAr betraktas som given i modellen. ~vriga trevariabel-
termer innehAllande Y ger h6ga sannolikheter oeh blir aktu-
ella endast om man eljest inte finner nAgon modell som ger 
god anpassning. 
Fortsatta modelltest 
Sereeningproeedurerna ovan indikerar att man kan starta med 
en l!mplig modell, s!g [KAUP, KPY, APY, UPy] oeh testa signi-
fikansen hos olika termer som l!ggs till eller tas bort frAn 
denna modell samt testa modellernas anpassning. Det!r oeksA 
intressant att starta med basmodellen [KAUP, y] som f6rut-
s!tter att politiska aktiviteten Y !r oberoende av faktorerna 
oeh studera hur modellens determination 6kar dA den byggs 
ut. (Se tabell 12.3.) 
Tabell 12.3. Politisk aktivitet genom partier. Modelltest 
med hj!lp av BMDP-programmet 4F. 
Modell df 
Likelihood 







[KAUP, y] 23 185.64 0.0 (Referensmodell) 





Diff. vid borttagande av endast: 
KY 1 22.82 0.0000 
AY 2 45.42 0.0000 
UY 1 41 .20 0.0 
PY 1 45.87 0.0 
0.813 
3. Modeller med samtliga huvudeffekter oeh en f6rsta 
ordningens interaktionsterm. 
a. Modell med KAY 16 


















Tabell 12.3 fortsattning 
Likelihood Multipel Partiell Modell df 2 Prob. determ. determ. 
ratio X 
Modell med KUY 17 33.50 0.0097 0.820 
Diff.for KUY 1 1. 26 0.2620 0.036 
Modell med KPY 17 30.73 0.0215 0.834 
Diff.for KPY 1 4.03 0.0447 0.116 
Modell med AUY 16 30.67 0.0148 0.835 
Diff.for AUY 2 4.09 0.1295 0.118 
Modell med APY 16 29.34 0.0218 0.842 
Diff.for APY 2 5.42 0.0664 0.156 
Modell med UPY 17 26.82 0.0607 0.856 
Diff.for UPY 1 7.94 0.0048 0.228 
Basta modell* med alla huvudeffekter och tva forsta 
ordningens interaktioner. 
Modell med 
APY, UPY 15 20.90 0.1401 0.887 
Diff.for APY 2 5.92 0.0517 0.222 
Basta modell* med alla huvudeffekter och tre forsta 
ordningens interaktioner. 
Modell ined 
KPY,APY,UPY 14 17.24 0.2436 0.907 
Diff.for KPY 2 3.66 0.0558 0.175 
Basta modell* med alla huvudeffekter och fyra forsta 
ordningens interaktioner. 
Modell med 
AUY,APY,KPY,UPY 12 13.14 0.3588 0.929 
Diff.for AUY 2 4.10 0.1288 0.239 
MODELL 2 med samtliga huvudeffekter ger en determination 
pa 0.813 (eller 81.3 %). 
Eftersom datorprogrammet ej tar hansyn till det komplexa 
urvalsforfarandet (teori saknas) erhalles med sakerhet for 
laga varden i PROB-kolumnen i tabell 12.3. Modellanpass-
ningen i termer av PROB-vardet borde darfor vara battre an 
den angivna medan eventuella signifikanser for enskilda ter-
mer borde vara osakrare (hogre PROB-varden an de angivna). 
* Hogsta determination 
12.8 
Samtliga huvudeffekter for MODELL 2maste trots detta 
anses som starkt signifikanta (PROB=o.. 0. eller 0..0.0.0.0.) .. 
Modell,anpassningen ar sa dal,ig (PF,OB=O.o. 10. 1) att man 
trots den troliga undersk~ttningen av sannolikheten maste 
underkanna MODELL 2. En eller flera interaktionstermer 
av forsta ordningen (trevariabeltermer) maste darfor inga 
i modellen. 
Termen UPY med PROB=o..o.o.46 infores dar for vilket okar mo-
dellens PROB till 0..0.60.7 och determinationen till 0..856 
(MODELL 3f). 
Den fortsatta bedomningen ar vansklig. Det forefaller 
rimligt saval att stanna for MODELL 3f som att infora APY 
(MODELL 4) vilket ger PROB=o..14o.1 for modellen och PROB= 
0..0.517 for APY-termen med en modelldetermination pa 0..887. 
Det ar ocksa rimligt att aven inkorporera KPY vilket ger 
PROB=o..2436 for modellen och PROB=o..o.558 for KPY-termen 
med en modelldetermination pa 0..90.7. 
Residualanalys 
I tabell 12.4 ges standardiserade residualer (O-F)/!J?, 
dar 0 star for observerad och F for forvantad cellfre-
kvens. Om modellen ar sann kan den standardiserade re-
sidualen approximativt betraktas som en observation fran 
en standardiserad normalfordelning. Sannolikheten att 
den standardiserade residualen for en given cell skall 
anta ett varde utanfor intervallet (-2,2) ar darfor app-
roximativt 5 % om urvalet ar draget som ett OSU eller 
som ett OSU inom strata. Med hansyn till att urvalet ar 
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komplext torde den verkliga sannolikheten for en sadan 
avvikelse vara betydligt storre an 5 %. De storsta av-
vikelserna i tabell 12.4 uppgar till -1.8 och 1.7 vilket 
darfor far betraktas som hogst normalt for MODELL 3f. Den-
na godtas darfor som en adekvat modell. 
Tabell 12.4. 
MODEL 
Politisk aktivitet genom partier. 
serade residualer for MODELL 3f. 
P4F-utskrift. 




Standardized deviates = (OBS - EXP)/SQRT(EXP) for above model 
Akt. Pol Utb 




















































































12.9 Slutlig produktmodell 
Om alla termer som innehaller den beroende variabeln Y 
i MODELL 3f: [KAUP,UPY,KY,AY] skrivs ut erhalles 
Y, KY, AY, UY, PY, UPY 
ovriga termer ar ointressanta eftersom de endast speglar 
inbordes samvariation mellan forklaringsfaktorerna. Av 
tabell 12.5 over parameterskattningar kan man i huvudsak 
avlasa vilka faktorer oeh faktorkombinationer som okar 
respektive minskar benagenheten till politisk aktivitet ge-
nom partier samt i viss utstraekning de olika faktorernas 
relativa betydelse. 
Daremot ar det foga meningsfullt att tolka enskilda para-
metervarden. Da responsvariabeln ar binar kan man rakna 
fram odds eller logitvarden, men om detta ar vasentligt 
ar det naturligtvis battre att skatta en logitmodell direkt. 
Fran tabell 12.5 skall vi utlasa de allmanna effekterna. 
Parametrarna som beskriver en viss faktors inverkan pa den 
politiska aktiviteten (Y) far inte betraktas fristaende 
utan endast i kombination med parametrarna for andra fak-
torer som den forra faktorn samspelar med. I utskriften 
anges alla parametrar for en viss term. Vissa ar overflo-
diga pa grund av de restriktioner som avilar parametrarna. 
Det ar tillraekligt att betrakta de parametrar som strukits 
under i tabell 12.5. 
Den oversta deltabellen (a) anger endast att det (i termer 
av geometriska medelvarden) ar vanligare att valjare ej ar 
politiskt aktiva genom partier an att de ar politiskt aktiva 
pa detta satt. 
Tabell 12.5. Politisk aktivitet genom partier. Skatt-
ningar av multiplikativa parametrar. ut-
drag ur utskrift fran BMDP-prograrnrnet 4F. 
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Estimates of the multiplicative parameters (BETA=EXP(LAMBDA)) 
AKT 




















0.872 1 .147 
1.147 0.872 
ALD 
Yngre Medel l\ldre 
1 .318 0.928 0.818 




0.849 1 .177 
POL 
Ej POL POL 
1.265 0.791 










AKT Ej POL 0.915 1 .092 
POL 1 .092 0.915 
Huvudeffekterna av bakgrundsfaktorerna oa de geometriska 
medelfrekvenserna ar foljande. 
Den politiska aktiviteten genom partier ar 
hogre for man an for kvinnor 
hogre for medelalders och framfor allt for aldre 
an for yngre personer 
hogre for personer med utbildning over folkskola/ 
grundskola an for oersoner med endast folkskola/ 
grundskola 
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hogre for personer som vuxit upp i hem med politiskt 
engagemang i familjen an for personer som vuxit upp 
i familjer utan sadant engagemang. 
Eftersom utbildning (U) och politiskt engagemang i familjen (p) 
samspelar maste huvudeffekterna av U och P pa Y (deltabeller-
na d och e) modifieras med hjalp av samspelseffekten av U och 
P pa Y (deltabell f). 
Bland personer med endast grundutbildning vilka ar 
uppvuxna i familjer med politiskt engagemang ar fre-
kvensen politiskt aktiva hogre an vad som forvantat 
med hansyn till (den negativa) huvudeffekten av en-
dast folkskola/grundskola och (den positiva) huvud-
effekten av politiskt engagemang i familjen. 
(Med andra ord: Politiskt engagemang i familjen har 
haft storre positiv effekt for personer med enbart 
folkskola/grundskola an for ovriga~) 
Totala effekten. For att fa en bild av samspelande faktorers 
totala inverkan pa forekomsten av politisk aktivitet maste 
man multiplicera ihop respektive huvudeffekter och samspels-
effekter. 
U och P samspelar i sin~inverkan pa Y. Den nedan definierade 
storheten r .. uppskattar hur stort forvantade antalet poli-
1J 
tiska aktiva inom utbildningsklass i och "politiskt engage-
mang"-klass j ar i forhallande till vad som forvantas i 
denna klass med hansyn till de ovriga bakgrundsvariablerna 
alder och kon. Index 2 for Y anger "aktiva". 
r .. = 1J e
UYePYeKPY 
i2 j2 ij2 (12.6) 
For personer med enbart folkskola/grundskola och uppvuxna i 
hem med politiskt engagemang erhalles saledes 
r 12 = 0.849·1.265·1.092 = 1.17 
12. 10 
Den kombinerade effekten (r .. ) av UTB- och porJ~faktorerna 
. . LJ .. 
(givet ovriga faktorers varden) pa forvantat antal poli-
tiskt aktiva genom partier blir for de 4 olika grupperna 
enligt tabell 12.6. 
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Tabell 12.6. Politisk aktivitet genom partier. Kombinerad 
effekt av utbildningsniva-och politiskt enga-
gemang i familjen definierad som faktorn r .. 
enligt (12.6). lJ 
GRUND- HC5GRE 
UTB UTB 
Ej POL i 0.61 0.96 familjen 
POL i 1.17 1 .36 familjen 
Jamforelse med ovriga modelltyner 
"Basta" linjara modell med samspel, "basta" logitmodell 
och "basta" produktmodell ger samtliga en adekvat beskriv-
ning av datamaterialet. 
Modellernas skilda former och de helt olika matt som ges i 
de olika datautskrifterna forsvarar jamforelser aven om des-
sa i och for sig later sig goras med hjalp av olika omrak-
ningar. De olika modelltyperna ger i stora drag samma all-
manna strukturer. Skiljaktigheter betraffande forekomsten 
av olika samspel vad galler logitmodell och produktmodell 
ar huvudsakligen en foljd av subjektivitet i signifikans-
provningen samt av den ordningsfoljd i vilken olika modell-
varianter testats mot varandra. 
Eftersom denna uppsats framsta syfte ar att diskutera och 
demonstrera modellbyggnadsprocessen for de olika modellty-
perna saknas anledning att gora fordjupade jamforelser mellan 
olika typer av modeller. 
Det ar emellertid uppenbart att den linjara modellen med sam-
spel for just detta exempel ger val Sa god beskrivning som 
de ovriga modelltyperna. Da dessutom den linjara modellen 
med samspel bade begreppsmassigt ar enklare och ger enklare 
resultatredovisning an ovriga modelltyper borde den vara ett 
sjalvklart val. 
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13. 8PECIELLA MODELLPROBLEM - 8ERVICEUTNYTTJANDE 
13.1 Bakgrund 
13.2 
I kapitel 11.9 ber6rdes Olanders och Widbergs [23] analys av 
hushallens utnyttjande av olika former av kommunal service. 
Kritiken avsag f6rfattarnas analys som endast baserades pa 
olika marginalf6rdelningar trots att problemet var multiva-
riat. 
Olander och Widberg har genomf6rt sin analys pa endast de 
tva fjArdedelar av respondenterna som hade h6gsta resp. IAgs-
ta nyttjandefrekvenserna av servicen. TillvAgagangssAttet 
(se [23] sid. 25-32) Ar fullstAndigt olAmpligt. 
Det finns ett sArskilt skAI att vAlja serviceutnyttjande som 
exempel i denna framstAllning. HAr f6religger nAmligen ett 
speciellt problem som Ar vanligt forekommande. Vissa celler 
i den kontingenstabell som beskriver den multivariata varia-
belf6rdelningen Ar med n6dvAndighet tomma. Man brukar anvAnda 
uttrycket strukturella nollor f6r att karakterisera denna si-
tuation, vilken krAver att skattningsf6rfarandet f6r en pro-
duktmodell modifieras. 
Biblioteksbes6k 
Endast respondenterna i det s.k. 5-urvalet (KAvlinge, 8j6bo, 
GrAstorp och Lulea) tillfragades om utnyttjandet av vissa 
former av kommunal service. Dessa kommuner Ar ej slumpmAssigt 
valda vilket dAremot gAller urvalet (08U) av 300 personer per 
kommun. Resultaten kan dArf6r endast generaliseras till be-
folkningen i dessa kommuner. 
Varje respondent skulle bl.a. ange hur ofta nagon medlem i 
respondentens familj bes6kte kommunens bibliotek. 
Olander och Widberg diskuterar i rapporten [23] ett flertal 
bestAmningsfaktorer till serviceutnyttjande inom kommunen. 
Vad betrAffar bes6ksfrekvens pa bibliotek anses (Olander, 
muntlig uppgift) att de bestAmningsfaktorer som Ar viktiga 




forekomst av barn i forskola eller grundskola 
tillgang till bil. 
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De data som foreligger ar otillfredsstallande. Alder och ut-
bildning ar kanda endast for respondenten. Olander och Wid-
berg later dessa egenskaper karakterisera hushallet. Sant 
svar pa fragan MHur ofta besoker Ert hushall foljande ser-
viceinrattningar och affarer ?" ar.ett odefinierat begrepp. 
Svarsalternativen ar 
a. Aldrig. 
b. Flera ganger per vecka. 
c. En gang per vecka. 
d. Nagon gang per manad. 
e. Nagon gang per halvar. 
f. Nagon gang per ar. 
Aven om vi forutsatter att begreppet "brukar" av responden-
terna uppfattas pa ett enhetligt och adekvat satt torde det 
vara ganska manga respondenter som inte kan ge ett korrekt 
besked om hushallets besoksfrekvens pa biblioteket. 
Dessa forhallanden medfor att man drar sig for att konstruera 
en modell som beskriver samvariationen mellan besoksfrekvens 
och bakgrundsvariabler. Modellkonstruktionen nedan sker med 
det enda syftet att demonstrera hur man. vid modellbyggnaden 
tar hansyn till forekomsten av "strukturella nollor" i kon-
tingenstabellen. 
Variabler och. klassindelning 
Av 1500 utvalda respondenter har 1182 givit fullstandiga svar 
pa alIa aktuella fragor. For att halla nere antalet celler i 
kontingenstabellen. maste antalet klasser for resp. variabel 
reduceras kraftigt. 
Frekvensen biblioteksbesok klassificeras enligt 
Ofta (b, c, d ovan) 463 personer 
Ibland (e, f) 249 " 
Sallan/aldrig (a) 470 " 
13.4 












Ej skolbarn (inga barn <16 ar) 
Skola (barn i skolaldern och eVe aven i for-
skolealdern) 
Forskola (barn i forskola men ej i skola) 
T.illgang till l;;>~ 
Ej bil 
Bil 
Kontingenstabell och modellbyggnad 
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En samtidig klassificering efter besoksfrekvens, alder, ut-
bildning, barn, biltillgang och kommm ger 3·3·2·3·2·5 = 540 
celler i kontingenstabellen. Om biltillgang slopas som indel-
ningsgrund reduceras antalet till 270 celler. Aven det senare 
antalet ar mycket hogt med tanke pa att antalet observationer 
ar 1182. 
I dessa tabeller forekommer manga tomma celler. Vissa kombi-
nationer av variabelvarden forekommer i populationen men ej 
i urvalet p.gr.a. att detta ar litet i forhallande till tota-
la antalet celler ("samplingnollor"). Vissa andra kombinatio-
ner forekommer inte i populationen. I detta fall saknas det 
(eller ar ytterst sallsynt med) hushall med barn i forskola 
eller skola och foraldrar i aldersklassen aldre. Modellen 
bor darfor satta forvantade antalet observationer i dessa 
celler till 0 (strukturella nollor) . 
*) Klassindelning enligt kap. 8. . , 
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Den specificerade. produktmodellen (loglinjara modellen) for-
utsatts da galla for ovriga celler. Skattningsproceduren mo-
difieras med hansyn till den aktuella restriktionen (se upton 
[27]). BMDP-prograrnrnet 4F tillater estimation av modell med 
strukturella nollor. 
Modell med 6 variabler 
----------------------
Frekvensen biblioteksbesok visar i urvalet en tydlig associa-
tion med var och en av de potentiella forklaringsfaktorerna. 
Exempelvis ser marginalfordelningen for biblioteksbesok och 
tillgang till bil ut enligt tabell 13.1. 



















En produktmodell bor pa grund av det separata personurvalet 
inom var och en av de fern kornrnunerna all tid inkludera kommun-
tillhorighet som en faktor. For att se vilken eller vilka po-
tentiella forklaringsfaktorer som kunde sorteras bort skatta-
des forst en modell som inneholl alla bakgrundsvariablerna 
alder (A), utbildning (U), barn (B), biltillgang (C for car) 
samt biblioteksbesok (L for lan) och kornrnuntillhorighet (K). 
Kontingenstabellen som erhalles vid uppdelning efter dessa 6 
variabler innehaller egentligen for manga celler (540 stycken 
vilka reduceras till 420 stycken eftersom det definieras 
strukturella nollor i alla celler med barn i skola eller for-
skola och aldre foraldrar) i forhallande till antalet obser-
vationer (1182 stycken), men pa nagot satt maste den eller de 
minst relevanta forklaringsfaktorerna identifieras. 
MODELL 2 nedan (tabell 13.2) som forutsatter att det endast 
finns huvudeffekter av samtliga faktorer pa besoksfrekvensen 
ger en mycket god anpassning. Ugaende fran en basmodell 1, 
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med oberoende mellan besoksfrekvens och samtliga faktorer, 
erhalles en relativt hog multipel determination (0.714) for 
MODELL 2 (se begreppsforklaringar i kap. 12). 
Tabell 13~2. Modelltest, 6 variabler 
Modell Df. L.R.X2 Prob. R2 
1. [L,ABCUK] 278 536.50 0.0 
2 Part~~ r 
2. [LA,LB,LC,LU,LK,ABCUK] 258 153.36 1.000 0.714 0.714 
I tabell 13.3 jamfors MODELL 2 med M0DELLERNA 3-6. I de sena-
re ar besoksfrekvensen oberoende av en av faktorerna A, B, C 
eller U. Det visar sig att MODELL 2 inte ar signifikant batt-
re an MODELL 5 i vilken besoksfrekvens ar oberoende av bil-
tillgang (PROB~0.05). 
Tabell 13.3. Modelltest, 6 visavi 5 variabler 
X2..-diff. Prob. 
Modell Df L.R·X2 Prob. visavi Df. for 
MOD. 2 diff. 
2. [LA,IB,LC,LU,LK,ABCUK] 258 153.36 1.0000 
3. [ ,IB,LC,LU ,LK,ABCUK] 262 167.85 1.0000 14.49 4 0.007 
4. [LA, ,LC,W,LK,ABCUK] 262 272.50 0.3150 119.14 4 0.000 
5. [LA,IB, ,LU ,LK,ABCUK] 260 158.34 1.0000 4.98 2 >0.05 
6. [IA,IB,LC, ,LK,ABCUK] 260 238.61 0.8253 85.25 2 0.000 
Testprocedurerna ovan har anvants for att fa en indikation pa 
vilken faktor som i forsta hand kan&rykas i syfte att redu-
cera kontingenstabellen till 5 dimensioner i stallet for 6. 
PROB~vardena i dessa tester bor uppfattas som grova approxima-
tioner. 
~29~1¢_~~9_~_Y~E!~Q1~E 
I fortsattningen analyseras kontingenstabellen LxAxBxUxK. med 
270 celler av vilka 210 ej innehaller strukturella nollor. 
Pa samma satt som i kap. 12 startar sokandet efter en modell 
utifran en tabell over partiell association och marginell 
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association med upp till 4-variabeltermer (ej publicerad 
har). Denna antyder att alIa huvudeffekter (tvavariabelter-
mer innehallande L) bor inga i modellen och mojligen enstaka 
samspelseffekter av forsta ordningen (trevariabeltermer inne-
hallande L). Dessutom ingar som alltid for asymmetriska fal-
let alIa samspel mellan forklaringsfaktorerna inbordes. 
Modellbyggnaden gar till pa samma satt som i kap. 12 men re-
dovisas har endast kortfattat i tabellform. Som basmodell 
anvandes oberoendemodellen (7) i tabell 13.4. 
Tabell. 13.4. Modelljamforelser baserade pa kontingenstabellen 
LxAxBxUxK. AlIa jamforelser gors relativt MO-
DELL 8. 
Modell Df. L.R.2\:2 Probe Mult R2 Part 2 r 
7. [L,ABUK] 138 507.28 0.0 
8. [LA,IB,LU,LK,ABUK] 120 102.91 0.8680 0.797 
9. ,IB,LU,LK,ABUK] 124 119.50 0.5976 0.764 
Diff. beroende pa LA 4 16.59 <0.005 0.139 
10. [LA, ,LU ,LK,ABUK] 124 237.74 0.0 0.531 
Diff. beroende pa IB 4 134.83 0.000 0.567 
11. [LA,LB, ,LK,ABUK] 122 195.14 0.000 0.615 
Diff. beroende pa LU 2 92.23 0.0 0.473 
- - - ~ - -:\1'.11- - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
12. [LAB, LU, LK ,ABUK] 116 98.32 0.8813 0.806 
Diff. beroende pa LAB 4 2.50 >0.60 0.024 
13. [LAU,IB,LK,ABUK] 116 97.64 0.8909 0.808 
Diff. beroende pa LAU 4 5.27 >0.20 0.051 
14. [LUK,LA,IB,ABUK] 112 95.82 0.8628 0.811 
Diff. beroende pa LUK 8 7.09 >0.50 0.069 
MODELL 8 med enbart huvudeffekter av forklaringsfaktorerna ut-
gor utgangspunkt for modellarbetet. AlIa huvudeffekter ar 
starkt signifikanta (se MODELLERNA 9-11). 
De mojliga interaktionseffekter pa L som framkommit i tabell 
over marginell och partiell association testades vid jamforel-
se av MODELLERNA 12-14 med MODELL 8. Ingen av dessa effekter 
ar signifikanta ens pa testnivan 0.20 (se tabell 13.4). Resi-
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dualmonstret for MODELL 8 ar ocksa tillfredsstallande. Endast 
5 av de 210 residualerna ar storre an 1.5. MODELL 8 kvarstar 
dar for som slutmodell. 
Slutmodell 
----------
En enligt ovan adekvat prediktionsmodell for frekvensen bib-
lioteksbesok ar saledes 
eller 
[LA,LB,LU,LK,ABUK] 
E (f, 'kl ) 1J m 
Envariabelparametrarna bestammer marginalfordelningarna och 
ar darfor helt ointressanta. eLK anger att besoksfrekvensen 
varierar med kommun (Lulea hogst och Sjobo lagst) vilket li-
kasa torde vara utan storre intresse. Tabell 13.5 visar att 
foljande egenskaper ar forbundna med hojd besoksfrekvens 
.~ lag alder 
• barn i skola 
• vidareutbildning. 
Eftersom utbildningsniva ar hogre i tatorter an i glesbygd 
maste man emellertid fraga sig om utbildning skulle givit 
lika starkt utslag om det varit mojligt att lata resavstand 
till bibliotek inga i modellen. (Bibliotek ligger ju i all-
manhet i tatorter aven om forekomsten av bokbussar har jam-
nat ut tillgangligheten till biblioteksservice.) 
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Tabell 13.5. Huvudeffekter pa besoksfrekvens pa bibliotek en-
ligt produktmodell med strukturella nollor. ut-
drag ur utskrift fran BMDP-programmet 4F. 
ESTIMATES OF THE MULTIPLICATIVE PARAMETERS (BETA=EXP(LAMBDA) 
Alder Lan Ofta Ibland Sallan/aldrJ..g 
Unga 1 .016 1 .274 0.773 
Medelald. 0.980 1 .071 0.953 
~ldre 1.005 0.733 1. 357 
Barn Lan Ofta Ibland Sallan/aldri9: 
Ej skola 0.684 1. 110 1 .466 
Skola 1.883 0.869 0.611 
Forsk. 0.864 1. 036 1 . 117 
utb. Lan 
Ofta Ibland Sallan/aldrig 
Grund 0.727 0.890 1.546 
Vidareutb. 1.375 1 .124 0.647 
Lan K 0 m m u n Kavlinge Sjobo Grastorp Toreboda Lulea 
Ofta 0.958 0.819 1.018 1 .107 1 .131 
Ibland 0.865 0.866 1 .014 1. 016 1.298 
Sallan/a 1.207 1. 411 0.970 0.889 0.681 
Utslagen for de olika presumptiva forklaringsfaktorerna ar 
forvanansvart starka med tanke pa att respondentegenskaperna 
alder och utbildning fatt karakterisera hushallet. 
Om analysen genomforts med ett dataprogram som ej ger mojlig-
het att satta strukturella nollor i vissa celler skulle re-
sultaten blivit kraftigt snedvridna. 
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