In this paper we study the computation of combustion fronts using MIMD architecture. Our applications in gas combustion, solid combustion as well as frontal polymerization are characterized by sti fronts that propagate with nonlinear dynamics. The multiple scale phenomena under consideration lead to very intense computation. The understanding of the mechanism of instabilities is the goal of our direct numerical simulation. This paper emphasizes the special use of domain decomposition and operator splitting combined with asymptotic analytical qualitative results to obtain e cient and accurate solvers for such problems.
Introduction
In this paper we use domain decomposition and operator splitting combined with asymptotic analytical qualitative results to obtain e cient and accurate solvers for the computation of combustion fronts using MIMD architecture. In order to illustrate these methods, we consider the two following models of combustion fronts: rst, a classical thermo-di usive model describing the combustion of a gas with a two-step chemical reaction 1, 21, 24, 25] . Such a model describes the appearance of cellular ames and more complex pattern formation, 2, 3] . This model has been analyzed rather intensively, but few numerical results seem to be available. second, a model describing the reaction process of frontal polymerization. Frontal polymerization has been studied for several years in the former USSR 31, 23, 28, 29] to design new materials. New aspects of frontal polymerization are currently being investigated to design new materials that cannot be produced by classical processes 22]. We consider here an idealized model that couples a well known reaction diffusion system that describes solid combustion -see 20] and its references -to the Navier Stokes equations written in Boussinesq approximation. Our interest in this 1 The authors want to thank the Oak Ridge National Laboratory and especially J. Dongarra for access to the iPSC/860 machines and the Bergen University parallel Laboratory and especially Tor Sorevich for access to the Paragon machine. These parallel codes were developed on the Paragon of the Centre Pour le D eveloppement du Calcul Scienti que Parall ele of Lyon sponsored by R egion Rhône Alpes 1 second model is to study the interaction between a mechanism of convective instability similar to Rayleigh B enard instability and a mechanism of thermal instability well known in solid combustion 20, 15] . The direct numerical simulation 18] complements our analytical work in 13, 14] . We will refer to Model A and Model B respectively as the rst and second items described above. The former problems are characterized by sti fronts that propagate with nonlinear dynamics. Understanding of the mechanism of the instabilities is the goal of our direct numerical simulation 18] 5]. The multiple scale phenomena under consideration lead to very intense computation. The aim of this paper is to describe the numerical methods and the parallel implementation. We make special use of domain decomposition and operator splitting combined with asymptotic analytical qualitative results to obtain, on parallel computers, e cient and accurate solvers 11, 27] adapted to the nature of the solution of such problems. The plan of this paper is as follows, section 2 describes the equations of Model A and Model B. The decomposition methods and the mapping used to accurately solve the problem in the thin layers of the reaction is described in section 3. The parallel implementation is studied in detail in section 4 . We also give some examples of the numerical simulations of Model A and Model B. Section 5 is our conclusion. A detailed analysis of the numerical simulation for Model B will be given in the companion paper 18]. T, C 1 and C 2 are periodic functions of . The boundary conditions satis ed by T, C 1 and C 2 are T ! 0; C 1 ! 1; C 2 ! 0; as r ! 0; T ! 1; C 1 ! 0; C 2 ! 0; as r ! 1: For the computational domain we take (r; ) 2 (r 0 ; r 1 ) (0; 2 ), where 0 < r 0 < r 1 < 1; r 0 is su ciently small and r 1 su ciently large that the boundary conditions can be replaced by the Dirichlet boundary conditions, T(r 0 ; ) = 0; C 1 (r 0 ; ) = 1; C 2 (r 0 ; ) = 0; T(r 1 ; ) = 1; C 1 (r 1 ; ) = 0; C 2 (r 1 ; ) = 0:
Because the activation energy of the chemical reaction is large, the ame is a thin layer, and the combustion problem is of the singular perturbation type. Since we have two chemical reactions, we have two combustion fronts. Depending on the value of the parameters these two fronts may merge or be widely separated. We are mainly interested in the nonlinear interaction between these two fronts and the pattern formation of cellular ames. The asymptotic analysis of the thermodi usive model with a two step chemical reaction can be found in 21, 25] . The linear stability analysis of model (1-3) has been done in 26]. 2.2 Model B: a model to describe the propagation of a reaction front in liquid
We consider the propagation of a combustion ame in a liquid with a simple chemical reaction mechanism: reactant A is converted to the nal product B. This model includes equations for the temperature and the concentration for the one-step chemical reaction, and the Navier-Stokes (NS) equations under the Boussinesq approximation. The conservation laws lead to the following equations:
@C @t + V:rC = C ? w(T; C) (5) @V @t + V:rV = ? 1 rp + V + g (T ? T 0 ) (6) r:V = 0
Here T is the temperature, C the concentration of the reactant A, V the velocity of the medium, p the pressure, the coe cient of thermal di usion, q the adiabatic heat release, the density, the viscosity, the mass di usion, g the acceleration of gravity, the coe cient of thermal expansion, T 0 the average value of temperature, the unit vector in the vertical direction, and w(T; C) is the reaction rate. Usually w is considered of the form w(T; C) = ke ?E=R 0 T (C); (C) = C n ;
where k is the pre-exponential factor, E is the activation energy, R 0 the gas constant, and n the order of the reaction. For the direct computation of (4-7), we use the Stream-Vorticity ( ? !) formulation of NS equations under Boussinesq approximation and we consider the reaction rate to be rst order, i.e. n = 1 in the formula for the kinetic function (C). The system (4-7) is converted into the dimensionless system (8) (9) (10) (11) 
@! @t + @ @z @! @x ? @ @x @! @z = P ! ? RP @T @x (10) = ?!; (11) where W represents the source term:
The parameters are the Zeldovich number Z = qE
, the Prandtl number P = , the Rayleigh number R, a dimensionless mass di usion and = q=T b where T b is the adiabatic temperature, T b = T i + q ; T i is the temperature of the cold product A. 
with some appropriate initial condition. We suppose that u exhibits a TL of thickness located at z = S(t) 2 and we suppose that S is such that F (u(z; t)) reaches its maximum at z = S(t), with F = O(1). We assume u(:; t) 2 C 1 ( ) for all time.
We recall the properties of pseudospectral approximations with Chebyshev polynomials on a single domain of computation denoted and with no adaptivity. Let h be an a ne function from ?1; 1] into . In the Chebyshev pseudospectral method, u(z) is approximated as a nite sum of Chebyshev polynomials:
where T j (y) = cos(j cos ?1 (y) j e N j C t kũ k p N p?1 ; where j j is the maximum norm, p is an integer and C t is a real number depending on the choice of the Sobolev norm k k p . Since p is not speci ed the error seems to be smaller than any inverse power of N. However, C t kũ k p grows as p increases according to the smoothness of u. In practice for sti problems, which we consider here, the pseudospectral method is error prone and subject to spurious oscillations. To avoid this di culty we introduce an adaptive grid. It was shown in 2, 11] that an e cient and accurate way to solve a TL is to use two subdomains with an interface located at the front and a mapping that concentrates the collocation points at the end of the subdomains in the layer.
To be more speci c, we introduce two one-parameter families of mappings. Let S num be a numerical approximation of S(t). First Here is a small free parameter that determines the concentration of the collocation points in the physical space. i = 1 and + (respectively. i = 2 and ?) corresponds to a boundary layer at the right end of the interval (respectively. the left end). Other mappings can also be considered.
In singular perturbations, one uses stretching variables of the form: = (z ? S)= , where S is the location of the layer and " is a measure of the stretching. It is easy to see that the parameter in the non-linear mappings f 1 and f 2 plays a role similar to in the numerical method.
The unknown function u on the interval is approximated by a continuous piecewise polynomial P N;i ; i = 1; 2 with the condition of continuity of its rst derivative at the interface. In the numerical computation of the problem (17), we nd the maximum of the function F (u(z; t)) and adapt S num in time, depending on the speed of propagation of the front. We have observed in 11] that the best choice for the parameter is asymptotically p . One can eventually optimize the choice of the stretching parameter by means of an a priori estimates as in 3]. 6 
Adaptive domain decomposition method:
We rst consider the case of two subdomains. Let us consider a semi-implicit Euler scheme for the time marching:
where t is a constant time step, and D is the operator of di erentiation. We take the second order derivative term implicitly because it gives the main constraint on the time step. Since the nonlinear term is taken explicitly, u n+1 can be found as a solution of the linear system Du n+1 = u n + t F (u n ):
(19) with a matrixD invariant in time as long as the mapping parameters do not change. Let 
Then the solution on each subdomain can be computed independently u (1) = A ?1
?^ u interface ) and u (2) = A ?1
?^ u interface )
The A ?1 i ; i = 1; 2 matrices are computed with the gaussian elimination algorithm. The A i are full matrices so their inverses are stored in memory without any unnecessary overload of memory requirement. These matrices are updated in time only if the mapping parameters have to be updated. In particular these matrices, as well as the scalar , are unchanged when one shifts the computational grid to track adaptively a propagating front: this is often the case since the thickness of the layer does not change in time for model B. In such a case, the right hand side computation of (21) (23) with some appropriate initial condition. In addition we look for a periodic function u(z; x) in x. Most of the following discussion can be generalized to three space dimensions as well. We assume now that the TL of the problem (23) depends on x weakly. This hypothesis signi cantly simpli es the technique of the domain decomposition method since we can consider strip subdomains. However orthogonal mapping techniques in two space dimensions 8] might be used to solve the problems when the front is smooth but not close to a straight line. At this point we adopt two critical choices for the approximation of the space derivatives with respect to the periodic variable x: rst we use a scheme that is explicit with respect to: @ 2 u @x 2 , second the derivatives with respect to the periodic variable are computed by high order nite di erence formulas.
Our choices are motivated by the special structure of the solution of our combustion problems as described below. In the x-direction, we use a central nite-di erence scheme of order 6 for D 2 x , the discrete approximation of @ 2 @x 2 , on a uniform grid with a step h = 2 Nx?1 . In theory, for regular problems where 1, the numerical accuracy of our method should be limited to the sixth order by the nite-di erence approximation in the x-direction. Since the front is assumed to be sti in the z-direction but not sti in the x-direction, we can keep the numerical error of the nite-di erence approximation of @ 2 @x 2 smaller than the numerical error of the approximation of @ 2 @z 2 with the pseudospectral discretization 11, 2]. Therefore it is not necessary to use a better approximation of @ 2 @x 2 such as for example the Fourier approximation. The nite di erence approximation of order 6 of the term @ 2 u @x 2 is treated explicitly. We observe that the spectral radius of D 2 x , is asymptotically smaller with the sixth order nite di erences than with the Fourier approximation. So in our computations the time step constraint due to the explicit treatment of the second order derivative is of the same order as the time step restriction due to the explicit treatment of the source terms, and of the same order as the accuracy requirement connected with the physics of the process. Typically, we use the range (0:2 10 ?3 ; 5 10 ?3 ) for the time one should use a di erent approach that is implicit with respect to both space variables.
We look for u as a discrete Fourier expansion: u(z; x) = k= ?N g These equations are then solved with the same one dimensional domain decomposition method as described above. This algorithm has been applied to the stream function equation in Model B and can be extended in a straightforward way to implicit schemes for the two dimensional di usion term in the unsteady equations for the other unknowns.
However the cost of this implicit algorithm is no longer linear with respect to N g x , due to the Fourier transform. Also the matrices must be transposed and the parallel implementation of the scheme should carefully overlap communication by computation using some appropriate partitioning of the data. that are exponentially small except in the combustion layers; so the third level of parallelism is to split the three equations into three parallel subsets of computations matched to three subsets of nodes. In addition, we can improve the parallel e ciency of the scheme by restricting the communications to only the non exponentially small values of the Arrhenius source terms. Also special care should be taken in the pre-heat zone: the small value of the heat release in this part of the domain must not be neglected in order to preserve an accurate location of the ame front.
Parallel implementation and results
This section gives the parallel implementation details and results for Model A and Model B for the following levels of parallelism.
(a) splitting in the space variables, adapted to the frontal structure of our problems. (c) splitting of the equations that are weakly coupled by the Arrhenius terms outside the TL. To measure how well the algorithm or the implementation are designed for the parallel computer target, one de nes the e ciency of a parallel implementation. Its de nition is: Efficiency = (Elapsed Time on 1 Processor)=(P Elapsed Time on P Processors) On one processor this e ciency is obviously 100% but on P processors because of communications and sequential bottle necks in the algorithm, this e ciency is generally less than 100%. The goal of a well suited implementation is to reach an e ciency as close as possible to 100%. To study the implementation details and results of these di erent levels, let us introduce some de nitions. Let N g x be the number of points in the x direction where nite di erences are used, N x the number of nite di erences points per processor, nd the number of subdomains in the z direction where spectral discretization is performed, N z the number of Chebyshev points in each subdomain and N g z = nd N z .
Parallel implementations of level (a) and (b)
The distributed memory multiprocessor computer targets used were the Intel iPSC/860 and Intel Paragon Multiple Instructions Multiple Data (MIMD) computers. Each processor gets its own memory and is connected to the others processors through a communication network. The data required in the computation, that are not localized in the processor's memory must be sent by another processor and received in a bu er through the network. These communications have a cost that depends on the number and the size of messages 7]. E cient algorithms on parallel computer often try to minimize these communication costs. On parallel MIMD computers two types of communication between processors are possible, blocking and non blocking communications. With blocking communication, the process on a processor waits until the message send or receive instructions are performed. With non-blocking communication, the process continues after the send or receive instructions and a message check must be performed before using the data in the bu er in order to make sure that the communication is complete. Non-blocking communication permits us to take full advantage of the parallel computer by overlapping the communication with some computation. The implementation details of level (a) and (b) of parallelism are the following:
The level (a) of parallelism consists of mapping a ring of processors to a strip domain decomposition that is periodic in the x direction; each processor has in its own local memory one N x N g z matrix per unknown. Since we use sixth order central nite di erences to compute the derivatives with respect to x, each processors has to received two 3 N g z matrices from its two neighbors to performed all nite di erence formulas. Our code is written in Fortran, and we improve signi cantly the e ciency of the message passing by accessing by column all arrays that are involved in message send and receive. In consequence each unknown is stored as a N x N g z matrix rather than a N g z N x matrix. One can reduce the length of the messages that have to be exchanged between neighbor's processors down to two vectors of size N g z by using one sided sixth order nite di erence formulas to compute the derivatives. However it is not really an issue for two dimensional problems and our target machine, since the cost of communication is mostly dominated by the start up cost to establish a message path and relatively insensitive to the message length up to N g z = 72.
The level (b) of parallelism consists of splitting the computational domain in the z direction into non-overlapping domains according to the number of transition layers. At each time step, we have to solve successively N x small linear interface problems of size nd ? 1 and N x local linear problems of size N z . Each processor computes independently of others, its contributions to the right hand side of the linear interface problems. Since the number of subdomains in the z direction is very small and the startup cost of communication high, we found it best to solve these interface problems redundantly by all processors. Since the matrices of the local problems are invariant with respect to translation of the spatial grid, they are inverted once for all, or more precisely each time that the mappings change which is not very often in practice. The local problems are then solved in parallel at each time step with a simple matrix multiply. This matrix multiply is obviously an order of magnitude more time consuming than the solution of the interface problems. So the sequential bottle neck of the algorithm is very small compare to the parallel part of the algorithm.
Results on thermo-di usive model
The numerical method to solve (17) is applied to our system of non linear PDE's (1-3) with u n i = (T n i ; C n 1;i ; C n 2;i ). In addition to the Euler scheme, we have used a predictorcorrector scheme of order two for the time marching scheme, but this does not add any di culties from the point of view of getting a parallel algorithm. These results are an extension of 6] with the three levels (a),(b),(c), of parallelism. Let us rst recall brie y the performance of strategy (a): we map our cylindrical ame to a ring of processors and the cost of the algorithm is linear with respect to the number of points used to discretize the angle dependence.
Timings of the strategies (a) for the iPSC/860 and Paragon computers are given in 
Results on the reaction process of frontal polymerization
We present here the result of strategy (a) and (b) applied to Model B. The implementation of the numerical method is very similar to the previous case in Sect 4.2 , except that the stream function is now solved using a discrete Fourier expansion for the periodic variable. However this di erence is signi cant because the solution of the stream function (i.e equation (11) ) represents the most costly part of the elapsed time. We note that:
The computation cost for is proportional to N g x N g
x while the cost of the other unknowns T; C; ! is proportional to N g x . The communications time is large because the parallelism with respect to the modes require the global transposition of matrices partitioned on a two dimensional network of processors. In order to overlap the communications with computations, non blocking communications are performed: we found an easy and e cient way to split the computation of the stream function solution into two steps (see 4 and 8 in Table 2 ), in order to alternate the communications (see 1, 5, 8 in Table 2 ), with some independent computations (see 2, 6, 9 in Table 2 ).
In the following, we map a grid of P = P x P z processors to the decomposition of the domain of computation into (P x = N g x =N x ) P z subdomains. P z is equal to one (respectively nd) for the level (a) (respectively (b)) of parallelism. When P is one, we use the sequential version of the code that has no communications calls. 4 .3.1 Study of the level (a) of parallelism with respect to N g x Table 3 gives the parallel e ciency with respect to the number of processors and the values of N g x = f32; 64; 128; 256g. 3. Compute derivatives of !; T; C; : 4. Compute Vorticity Solution. 5 . Gather the N g x values of vorticity for each z xed coordinate. 6 . Compute Temperature then wait for step 5 receive message done. 7. Compute N x N z second members! k (z), then solve the N g x N z Stream function Fourier modes equations. 8 . Gather all the Stream-function Fourier modes. 9 . Compute Concentration then wait for step 8 receive message done. 10 . Build Stream function. We obtain an e ciency of order 90% for the frontal polymerization code except for the last columns. The rapid degradation of the performance for large number of nodes is mostly the e ect of the memory limitation of the systems that we have used. We have checked carefully that in the cases (P = 64; N g x = 256; N z = 49) and (P = 32; N g x = 256; N z = 59) the memory swaps. The extra-storage to gather the vorticity to compute the Fourier Modes RHS increases with the number of processors and the code overpass the RAM memory available in these cases. Therefore the non-blocking messages that require more memory than blocking message become less e cient.
This e ciency seems to scale i.e when we double the number N x of points and the number of processors, the e ciency stays relatively constant (Except in the cases (P = 64; N g x = 256; N z = 49) and (P = 32; N g x = 256; N z = 59) for the reasons We conclude that the level (a) of parallelism provides a high and scalable e ciency that grows with respect to the N g x value. 4 Table 4 gives the level (b) of parallelism with respect to the number of subdomains nd.
We suppose a xed number of time steps and a xed number of unknowns per subdomain, that are 100 time steps and (N z = 30) (N g x = 64) unknowns. In order to give a fair measure of the e ciency of our algorithm we give the average performance obtained after several runs and N z N x is chosen to be less than what we use in our simulation. The left column represents the run on one processor. The others columns represent the runs on P z P x processors. Table 4 points out the good extensibility of the method with respect to the number of subdomains i.e. the elapsed time stays relatively constant when we impose P x and when nd varies and equals P z .
The level (b) of parallelism provides an extensible algorithm with respect to nd with a quite good e ciency. However the optimum number of subdomains to solve a given front is not necessarily more than two. To be more speci c, it is unclear that we can keep the same level of accuracy for a xed total amount of work, when increasing the number of subdomains. Our experience with propagating fronts shows on the contrary that two domains to solve a transition layer with boundary layer mapping is best. 4.3. The elapsed time grows almost linearly with respect to N z . The slope of these lines decreases as P increases. This result is somehow surprising, since we have used a matrix vector approach for the pseudospectral method. On the other hand, the vectorization of the computation on each node performs very well.
For a xed number of processors, the e ciency increases with N z as one should expect.
The e ciency decreases with respect to P x . This lost of e ciency is less important for the high N z values. The performance deteriorates signi cantly in the last column because the ratio of computation with respect to communication is too low with N x = 8.
Some comments about level (c) of parallelism for Model B
In Model A, the computational cost of C 1 , C 2 ,and T is almost exactly the same for each unknown. this allows us to split the computation of (C 1 ; C 2 ; T) into three identical subnetworks of processors with a well balanced amount of work. We can no longer apply the same approach to Model B, because the computation of the stream function takes much longer than the computation of the other unknowns i.e T, C, and !. However for large problems, let us say N g x > 128, the explicit treatment of the derivative: @ 2 x 2 in Model B introduces a constraint on the time step that might be stronger than the accuracy requirement in time that we have. Therefore a further improvement of the method for large N g x is to implicit the computation for each unknown in both space directions.We could apply in a straightforward way the same algorithm to compute the stream function and the other unknowns. We are then back to the situation of Model A and we can divide the computation into four balanced parallel computation on four subnetworks of processors. This method is currently implemented. Let us mention that extension of Model A and Model B to more complex chemistry will give us more unknowns to compute and possibly will increase the potential of such parallelism.
Example of computed solutions
We would like to end this section by mentioning that several very interesting phenomena have been investigated thanks to the e ciency of our parallel code. Let us xed the Prandtl number to be one, and the dimensionless mass di usion to be 0:005. It is known that the model problem with zero Rayleigh number has stable traveling wave solutions when the Zeldovich number is less than a critical value Z c . Above this value of the Zeldovich number, we can have pulsating fronts and/or spinning modes. We have done two types of computations:
First we have studied instabilities that appears for values of the Zeldovich number Z signi cantly less than the critical value Z c when we let the Rayleigh number R increasing or decreasing. Figure 6 is a typical cellular instability pattern of a frontal polymerization when Z = 6 and R = 20; the results show that the frontal structure is far from an ordinary layer: more precisely the chemical reactor is mainly active at one hot spot sustained by the convection of the fresh reactant. This instability is somehow similar to Rayleigh B enard instability since the exothermic chemical reaction heats the fresh reactant from below. However cellular instabilities are obtained also for descending fronts. Figures 7-8-9 show such a solution. both phenomena were predicted by the asymptotic analysis see 14].
Second, we have studied the e ect of convection on the formation of spinning modes.
So we have started to compute spinning modes with Z above Z c and R = 0, and let then the Rayleigh number increased or decreased. Figures 10 and 11 show such a solution. This simulation con rms the stabilizing or destabilizing e ect of the gravity described in 14] depending on the direction of propagation of the front.
We have tested our computation with various small and obtained similar results. However, we can have spurious oscillations on the concentration pro le when is less than 10 ?3 that eventually disappears when N z is large enough. But then the conditioning of the matrices deteriorates signi cantly. So there is a lower limit on the variation of in practice that depends strongly on the arithmetic accuracy of the computer. Finally, the main observations that we have done in all these computations is that even when the parameter is far from the rst bifurcation points reached, the combustion fronts (say the level set C = 0:5) stays remarkably close to a straight line parallel to x direction, and the sti ness of the front is dominant in the direction of propagation z. Since our mapping strategy is relatively robust to perturbation 2], we have a posteriori a justi cation of our methodology.
Conclusion
In conclusion we have been able to use MIMD architecture with high e ciency and/or a large number of nodes to compute non-linear propagating phenomena such as combustion fronts. In our two dimensional computation the size of the discretization problems were dictated by the accuracy requirement as well as the ill conditioned nature of the operators. However we were able to use up to 192 nodes on a Paragon system for such small problems and reduce the computing time dramatically. Our technique relies on combining complementary levels of parallelism such as domain decomposition or operator splitting according to the asymptotic property of the mathematical models. Let us mention that the numerical simulations provided with this method, have been compared against the linear and/or weakly non linear stability analysis for our two model problems and showed very good numerical agreement 13, 14, 15, 16, 5] . 
