Abstract: Glaucoma is one of the foremost causes of blindness over the world. It develops slowly and damages optic nerve head. Existing methods of glaucoma detection are expensive and sluggish. Hence quick and low-priced methods are required. In this paper, a novel fully variational and adaptive computer based glaucoma detection using compact variational mode decomposition (CVMD) from fundus images is proposed. Efficient sub band images having narrow fourier bandwidth, clear and sharp boundaries are obtained using CVMD is the key idea of the proposed method. This gives robust estimate of features. Texture feature capture subtle variation and give more information therefore these features are extracted from efficient sub band images and helps to increase the glaucoma detection accuracy. Extracted features are normalized and classified using support vector machine classifier. The obtained classification accuracies are 86.67 %, 86.67 %, 85.42% and 89.18 % for three, five, eight and tenfold cross validation respectively with kernel parameter 2. The obtained accuracy, sensitivity, specificity, precision and Fmeasure are 89.18 %, 90 %, 85 %, 93.34 % and 89.34 % respectively for tenfold cross validation. Proposed method is found to be better compared to the existing.
Introduction
Glaucoma is a critical disorder with in the eye. Intraocular pressure (IOP) increases due to the blockage of drainage structure of the eye. It leads to vision loss and hence blindness [1] . Glaucoma disorder can be classified as primary open angle glaucoma (POAG) and primary angle closure glaucoma (PACG). POAG accounting for at least 90% of all glaucoma cases [2] . It is estimated that 64.3 million suffered from this disorder in the year 2013. It may reach to 111.8 million by the year 2040 [3] . Glaucoma disorder is 2.5 % for all age's person and 4.8 % for 75 years of ages [1] . About 12.3% of blindness cases reported over the world are due to glaucoma [4] .
Scanning Laser Ophthalmoscope (SLO), Optical Coherence Tomography (OCT), Scanning Laser Polarimeter (SLP), Heidelberg Retina Tomography (HRT) have been extensively used for glaucoma diagnosis [5] . These are costly and time consuming methods.
Several researchers have done research on glaucoma detection using public database RIM-One [6] . Most of the research is based on the decomposition and extraction of features from fundus images and the use of different types of classifiers.
Raja [7] proposed a glaucoma screening method using trispectrum and complex wavelet transform (CWT) based features. They reported an accuracy of 81 % using artificial neural network (ANN). Raja [8] decomposed images by wavelet packet decomposition (WPD). Entropy and energy features are extracted and ANN yielded an accuracy of 85%. Raja [9] proposed a technique for automated detection of glaucoma using optimal hyper analytic wavelet transform (OHAWT) and support vector machine (SVM). They reported accuracy of 85 %. Gajbhiye [10] proposed a methodology for glaucoma detection using WPD and moment features. Extracted features were normalized and fed to SVM. They reported an accuracy of 86.57 %. Ghosh [11] proposed an automated diagnosis of glaucoma using grid colour moment features and back propagation neural network (BPNN). They reported an accuracy of 87.47 %.
Automated diagnosis of glaucoma proposed by Maheshwari [12] used 2dimensional empirical wavelet transform (2DEWT) and correntropy features. Normalized and selected features fed to least squares support vector machine (LS-SVM) classifier. They reported an accuracy of 80.7 % for tenfold cross validation. Further Maheshwari [13] presented a second new method for automated diagnosis of glaucoma using 2dimensional variational mode decomposition (2DVMD). Only green component was used and decomposed to extract entropies & fractal dimensions (FD) features because it contain more information. Normalized and selected features were classified using LS-SVM. They reported an accuracy of 81.22 % for tenfold cross validation.
Araujo [14] proposed a glaucoma diagnosis using diversity indexes for feature extraction. Features were selected using genetic algorithm and fed to SVM classifier. They reported an accuracy of 86.37 %. Kirar [15] proposed a new glaucoma diagnosis approach using third level 2dimensional discrete wavelet transform (2D DWT). Six histogram features namely mean, variance, skewness, kurtosis, energy and entropy were extracted and fed to LS-SVM. They reported an accuracy of 88.3 %.
State of the art methods used by Raja, Gajbhiye, Ghosh, Araujo and Kirar are less accurate because these methods are limited to dyadic scale and required predefined basis function. In higher level of decomposition only low frequency sub band is used for next level of decomposition. It creates interference from other nearby frequencies in every sub band. All the above explained methods are not adaptive and can attribute main sub band of decomposed image to dissimilar band and also it contain numerous dissimilar image sub band in the same band. Hence the performance is less accurate. Also method used by Maheshwari [12] is less accurate as it suffered from interference and redundancy due to improper segmentation of image spectrum and design of wavelet filter bank. In this adaptive filter bank sub band images varies. It Fails to separate signal if it is composed of two chirp overlapped in both time and frequency domain.
Further another method used by Maheshwari [13] has a drawback that it suffered from boundary effects and sudden signal onset. Also the limitation of this method is that the performance of the system may deteriorate with a larger and diverse database as well as it required predefined number of mode and does not work out of box.
These methods need to enhance the performance of their system. Therefore enhanced, fast and more accurate methods are needed.
In this paper, a novel fully variational and adaptive computer based glaucoma detection using compact variational mode decomposition (CVMD) from fundus images is proposed. Images are decomposed in to efficient sub band images with narrow fourier bandwidth, clear and sharp boundaries is the key idea of the proposed method. This gives robust estimate of features. Thirteen texture features are extracted from efficient sub band images because texture feature capture subtle variation and give more information. These features are more discriminative thus helps to increase the glaucoma detection accuracy. Extracted features are normalized and classified using LS-SVM. This method achieves an accuracy of 89.18 % in glaucoma detection using fundus images. The obtained accuracy is more than the existing methods. Hence the proposed method is better than the state of art methods. The obtained performances are validated and compared with the existing methods for tenfold cross validation. The comparisons of results are provided in Section five.
The proposed method is better because it decomposes images in to sub band images with narrow fourier bandwidth and smooth boundaries with specific direction and oscillatory characteristic with no interference, no boundary effect and no noise.
This paper has total 6 sections. These next five sections are planned as follow: Input images are given in section two. The proposed methodology is explained in section three. The results are given in section four. Section five discussed the results. The paper is concluded in section and six. Fig. 1. 
Proposed methodology
The proposed methodology is the third section of this paper. The procedure of proposed current research methodology is given in Fig. 2 . It comprise input images, image pre-processing, application of compact variational mode decomposition on preprocessed images, feature extraction from decomposed sub band images, features normalization and classification using support vector machine. The proposed method is validated using three fold, fivefold, eight fold and ten-fold cross validation.
Pre-processing
It is an important step of image processing to remove noise [16] . Input glaucoma and healthy images are pre-processed using resizing (256 x 256), Figure. 2 Block diagram of proposed methodology only green channel [1] extraction and applying contrast limited adaptive histogram equalization [17] . Pre-processing made images of same resolution with more information [1] and increased dynamic range.
Compact variational mode decomposition
Compact variational mode decomposition (CVMD) is a spectrally sparse and spatially compact signal (one dimensional or two dimensional) decomposition method [18] . It is a fully adaptive, non-recursive decomposition technique. It is robust to noise and has no boundary distortion and mod mixing problem. The decomposed sub band images are narrow Fourier bandwidth. It allows decomposition of a signal (one dimensional)/image (two dimensional) into modes that may have smooth or sharp boundaries. CVMD is well explained in [18] . The algorithm is explained as follow:
1. Input is defined 2. Initialize for the method and parameters 3. Create 2 dimensional masks for analytic signal Fourier multiplier 4. Retrieve the number of modes 5. Update the number of modes 6. Update the center frequency 7. Defined dual ascent − couplong 8. Update binary support function through time split ODE and PDE propagation 9. Rectify binary support function through winner-takes-it-all 10. Define dual ascent data fidelity until convergence. The complete algorithm is described as [18] : Input: signal is ( ), K is number of modes, and parameters are: T, τ, , , , , , , Output: modes ( ), support functions ( ) and center frequencies Initialize {ωk},
the algorithm as given below:
← + 1 for = 1: do Create 2 dimensional masks for analytic signal Fourier multiplier:
Retrieve : 
Update :
Dual ascent − couplong:
end for for = 1: do Update through time split ODE and PDE propagation:
end for for = 1: do Rectify through winner-takes-it-all:
end for Dual ascent data fidelity:
Until convergence
The meaning of parameters used is given as: Parameters values used in CVMD are as follow: Alpha=1000, beta=0.5, gamma=500, rho= 10, tau=2.5, number of mode=4, number of iteration=130 and first mode at DC=1.
The CVMD sub band images for glaucoma and healthy of Fig. 1 are depicted in Fig. 3 . The sub band images for glaucoma are arranged in the first column from top to bottom. Similarly sub band images for healthy image are arranged in the second column from top to bottom. In column top to bottom shows first to fourth CVMD sub band images.
Feature extraction and normalization
Texture features capture subtle variation, give more information and are more discriminative to 
Contrast
It is a measure of intensity within the range 0 and 1. Any constant image has 0 contrasts.
Correlation
It is a measure of joint probability within the range of [-1 1] . It is 1 for positively correlated and -1 for negatively related.
Energy
It is defined as the measure of uniformity in the range [0, 1]. It is 1 for constant image.
Entropy
It is the measure of randomness. The larger entropy will have more information and vice versa.
Homogeneity
It is a measure of closeness of elements in the GLCM to GLCM diagonal. It's range is [0 1].
Mean
It is defined as the measure of average intensity.
Standard deviation
It is the square root of the variance or a measure of average contrast.
Variance
It is the measure of contrast.
Kurtosis
It is the measure of its relative flatness. It is a fourth moment.
Skewness
It is third moment and defined as the measure of asymmetry of the data around the mean. It can be positive or negative and zero for the symmetric.
Smoothness
It is used to reduce the noise present in an image.
Inverse different moment
IDM is also known as homogeneity. It is a measure of closeness as well as texture of image.
Root mean square
Root mean square (RMS) is the square root of the mean square. It is also known as the quadratic mean.
The extracted features have different ranges and may affect the performance of the classifiers. Therefore these thirteen features are normalized within the interval [0, 1].
Support vector machine classifier
Support vector machine is a supervised learning method [15, 21] . It is used to classify two or more classes. The proposed method used with least squares (LS) method and radial basis function (RBF) [22] . It is widely used in the field of medical image classification.
Other used classifiers in this paper are: McCallum [23] introduced Naive Bayes multinomial classifier. It is a probabilistic and worked with strong independence assumptions. It is used when the features are dependent on each other. Ibk is an instance-based learning machine which generates predictions for exact instances [24] . Multilayer perceptron is a multiple hidden layer and feed forward neural network. Verma [25] used kNearest Neighbor (kNN) in his work. It is a supervised learning. It classifies data based on nearest neighbors. Random forest is a type of classifier based on ensemble method to constructs forest of random trees [26] . J48 is used to generate unpruned / pruned C4.5 decision tree [27] . Only five performance parameters have been evaluated [28] .
Performance parameters
The performance parameters; accuracy (ACC), sensitivity (SEN), specificity (SPE), precision (PREC) and F-Measure have been calculated using Eq. (11) 
Results
In this paper current research on glaucoma detection using compact variational mode decomposition from fundus images has been proposed. The research method is implemented on 30 images (15glaucoma and 15 normal) of RIM-One Release 1 public image database downloaded from MIAG [6].
Total 13 features have been extracted from 30 images. Thus features dataset of 13x30 has been obtained. After normalization the obtained dataset is fed to the SVM. We have simulated the proposed method with the following simulation conditions; SVM with least square (LS) method and Radial basis function (RBF). The RBF kernel parameter values from 0.1 to 2.5 ( Fig. 4-6 ), taking features from 1 to 13 ( Fig. 7) and cross validations from 2 to 12 (Fig. 8) . Best results obtained with kernel parameter = 2 and taking all 13 features for 10 fold cross validation.
The obtained performance of the proposed method is mention in Table 1 . The obtained accuracy, sensitivity, specificity, precision and Fmeasure are 89.18 %, 90 %, 85 %, 93.34 % and 89.34 % respectively for tenfold cross validation.
Further the kernel parameter is taken from 0.1 to 2.5 with a uniform step size of 0.1. Fig. 4-6 shows the plot of performance versus cross validations.
The obtained accuracy is highest for kernel parameter value = 2 and tenfold cross validation. Therefore kernel parameter = 2 and tenfold cross validation has been selected for proposed method. The fold number is varied from 2 to 12 with a step size of 1. Fig. 8 shows the plot of performance versus different fold cross validation for kernel parameter = 2 and thirteen features. Obtained accuracy is highest for tenfold cross validation. Therefore tenfold cross validation has been selected.
The extracted features also fed to different types of classifiers using weka software to compare the performance of the proposed current research methodology. Fig. 9 confirmed that the selected SVM classifier for the proposed current research methodology yielded highest accuracy.
Discussion
Current research on glaucoma detection using compact variational mode decomposition from fundus images has been presented. Many researchers have reported on glaucoma detection using decomposition, feature extraction and different types of classifiers from fundus images [6] .
Automated screening of glaucoma using trispectrum and CWT based features was proposed by Raja 2013 [7] . They performed the method in 4 steps namely, pre-processing, segmentation, feature extraction and classification. They reported an accuracy, sensitivity and specificity of 81 %, 87 % and 87 % respectively ANN. Raja [8] in his next work decomposed images using WPD. They extracted entropy and energy features and fed to ANN. The obtained accuracy, specificity and sensitivity are 85 %, 100 % and 82 % respectively. Furthermore Raja [9] proposed another technique for automated detection of glaucoma using OHAWT and SVM. The method was performed in 4 steps namely, pre-processing, optimal transformation, feature extraction and classification. They reported an accuracy of 85 %.
Gajbhiye [10] proposed a methodology for glaucoma detection using WPD and moment features. They were extracted total 15 features from high-low and high-high decomposed sub band images. These features were normalized using zscore method. SVM, K-Nearest Neighbors (KNN) and Error Back-Propagation Training Algorithm were used for classification. They reported an accuracy of 86.57 % using SVM.
Ghosh [11] proposed an automated diagnosis of glaucoma using grid colour moment features and BPNN. The reported accuracy, sensitivity and specificity are 87.47 %, 88 % and 87.45 % respectively for tenfold cross validation.
Automated diagnosis of glaucoma proposed by Maheshwari [12] used 2D EWT for image decomposition. Extracted correntropy features are ranked based on t value feature selection method. Then, these selected features are used for the classification of normal and glaucoma images using LS-SVM. The reported accuracy, sensitivity and specificity are 80.7 %, 100% and 93.33% respectively for tenfold cross validation. Maheshwari [13] presented a second new automated glaucoma diagnosis system using 2DVMD. Green component contain more information hence it was decomposed. Images were pre-processed using bicubic interpolation to resize and contrast limited adaptive histogram equalization (CLAHE) to increase dynamic range and contrast of image. Thereafter, 2DVMD applied in iterative manner to decompose the image into sub band images. Entropies & fractal dimension (FD) features had been extracted. Extracted features were normalized using z-score, selected using reliefF method classified using LS-SVM. They reported accuracy, sensitivity and specificity of 81.22 %, 93.62% and 95.88% respectively for tenfold cross validation.
Araujo [14] proposed a glaucoma diagnosis using diversity indexes for feature extraction. Features were selected using genetic algorithm and fed to SVM. They have mentions different results but we have taken only analogous to compare our method. The data was prepared using McIntosh index and 31 features and SVM was trained and tested by 60% and 40% respectively. They reported an accuracy, sensitivity and specificity of 86.37 %, 87.5 % and 85.53 % respectively.
Kirar [15] proposed a glaucoma diagnosis approach in which the pre-processing was applied using images resize to increase the processing speed, only green channel images extraction from resized images as it contains more information, histogram equalization to increase contrast and dynamic range and images are filtered to remove noise. Preprocessed images were decomposed using third level 2D DWT. Six histogram features namely mean, variance, skewness, kurtosis, energy and entropy were extracted and fed to LS-SVM classifier. They reported an accuracy, sensitivity and specificity of 88.3 %, 90 % and 85 % respectively for tenfold cross validation.
But the state of art methods used by Raja, Gajbhiye, Ghosh, Araujo and Kirar are less accurate because of some limitation due to interference. In higher level of decomposition only low frequency sub band is used for next level of decomposition. It creates interference from other nearby frequencies in every sub band. All the above explained methods are not adaptive and can attribute main sub band of decomposed image to dissimilar band and also it contain numerous dissimilar image sub band in the same band. Further, these methods are limited to dyadic scale and required predefined basis function. Hence the performances are less accurate.
In 2D EWT the performance is less accurate as it suffered from interference and redundancy due to improper segmentation of image spectrum and design of wavelet filter bank. It is adaptive and hence adaptive filter bank leads to vary sub band images. It fails to separate signal if it is composed of two chirp overlapped in both time and frequency domain. 2D VMD, the limitation of this method is that, the performance of the system may deteriorate with a larger and diverse database as well as it required predefined number of mode and does not work out of box.
In this paper, a novel variational and adaptive computer based glaucoma detection using CVMD from fundus images is proposed. Images are decomposed in to efficient sub band images with sharp boundaries. Thirteen texture features have been extracted from efficient sub band images because texture feature capture subtle variation with more information. These features are more discriminative thus helps to increase the glaucoma detection accuracy. Extracted features are normalized and classified using LS-SVM. The obtained results found better than the existing and compared methods as depicted in Table 2 . This shows that our method detects glaucoma more accurately and hence it out performed over state of art methods. The obtained performances have been validated and compared with the existing methods for tenfold cross validation using public image database [6] . A detail comparison has been given in Table 2 .
Proposed method found better because the used CVMD method decomposed images in to efficient sub band images with narrow Fourier bandwidth and smooth boundaries no interference, no boundary effect and hence it overcomes the limitations of compared methods.
Conclusion
This paper presented a current research on glaucoma detection using compact variational mode decomposition from fundus images using LS-SVM classifier. The green channel image is extracted from the digital fundus images and is decomposed using CVMD. The obtained classification accuracy is better for tenfold cross validation with kernel parameter = 2 and thirteen features. The obtained accuracy, sensitivity, specificity, precision and Fmeasure are 89.18 %, 90 %, 85 %, 93.34 % and 89.34 % respectively for tenfold cross validation. Table 2 and Fig. 9 confirmed that the proposed current research is better than the available methods.
The proposed method was found to be effective in glaucoma detection. It may considerably increase the diagnosis speed of ophthalmologists. The proposed methodology requires testing for huge image database. It can be used for different types of other diseases like diabetes and retinopathy, ovarian cancer, and fatty liver.
