The control of compliantly actuated anthropomimetic robots with complex and multiarticular joints, such as those developed within the ECCEROBOT project, is extremely challenging. We are approaching the problem by using a physics engine to run a highly detailed simulation of such a robot's structure and dynamic behaviour, and then searching for sequences of motor activations that will achieve particular goals. This requires the simulated robot to be situated accurately in a physics-based representation of its environment which includes the object with which it is to interact. In this paper we present our environmental sensing and modelling scheme which uses data from a single headmounted Kinect sensor to provide and locate the environmental model, and to identify and locate the target object accurately in the presence of significant motion blur.
Introduction
We have recently developed several examples of a novel type of robot -an anthropomimetic robot [1] , which copies many details of the human musculo-skeletal system, including the presence of significant passive compliance in all of the tendon coupled actuators. The overall aim of our current project, ECCEROBOT [2] , is to investigate how such robots can be controlled, and how their human-like embodiment may constrain and influence their cognitive abilities. This paper deals with the infrastructure necessary for the implementation of one particular control strategy which it is hoped will shed some light on certain aspects of motion planning in humans.
But why should control be a problem with such a robot? There are three main reasons, two intrinsic to the robot, and one related to our control strategy. The first reason is that one consequence of the copying of human musculo-skeletal structure is the presence of both complex joints and multi-articular actuation [3] . While our collaborators have shown that it is possible to extend advanced classical control methods to a compliantly actuated sim- Figure 1 : The ECCE design study (EDS) robot plified model of the robot [4] , the inclusion of the complex joints and multi-articular actuation of the actual robot would not permit the control equations to be solved.
The second reason is that in a multi-degree of freedom robot with passive compliance at every joint, every movement is potentially a whole body movement. Moving the forearm to a new position creates whole-body responses to both the inertial change and the change in static loading. In a conventional stiff robot with good position control these will go unnoticed, but in a robot like ours every single joint will be subjected to both a transient and a changed constant loading, and these will have to be actively compensated. Of course, any imperfection in the compensation will lead to a movement which itself will require compensation in all the other joints.
The third reason is that, even though the actuation control boards are equipped with standard controllers for position, velocity, and force feedback, and the required sensors are present, we wish to understand the intrinsic dynamics of the robot before designing a controller using these local loops. Humans control their bodies with a sophisticated mixture of model-based control, feedback control at multiple levels, and reflexes, and so the intrinsic dynamics of the human body are only seen in pathological cases when these controllers malfunction. The open-loop movement of our anthropomimetic robots shows many characteristics of such pathologies -oscillations, exaggerated movements, jerkiness -and so we are interested in finding out how the individual motor activations must be regulated in order to avoid these pathologies appearing in a functional movement. Only then will we implement suitable local controllers.
Our planned research involves a number of stages. The robot to be used is the ECCE3, which is still under development. It is similar to the most recent robot, the ECCEROBOT Design Study or EDS (Fig. 1 ) but will be mounted on a powered wheeled trolley under the control of the robot. Fig. 2 shows a 3D model of ECCE3, and a rendering of the the corresponding physics based model. The importance of having a wheeled base, apart from endowing the robot with mobility, is that its accelerations will subject the robot to inertial forces which require compensation; the effects of these forces must be taken into account when the robot moves towards a target object. The key scenario to be investigated is that the robot will start at some position in a room that contains a known target object (we use a plastic bottle) and must approach, grasp, and lift the object.
Our control strategy is based on the observation that no analytical method is currently available for solving the control problems posed by ECCE3. We have therefore taken the approach of using a physics engine to construct a highly detailed simulation (Fig. 2) of the robot's structure, which includes models of the motors and gearboxes. We can then employ suitable search, planning, or learning strategies to obtain a sequence of open loop activation signals that will achieve the required goal in the simulation, and download them to the robot for execution. However, this process cannot take place unless the simulated robot is accurately positioned within a representation of the environment and in relation to a representation of the target object. A significant attraction of the physics-engine-based approach is the ease of providing a unified simulation combining the robot model with three dimensional models of the environment and of the target object. Furthermore, these models can be either homogeneous static collision shapes (the environment) or dynamic models in their own right -for example the bottle, our usual target object.
The environmental sensing and modelling was originally planned to be exclusively vision-based, using a single camera and GPU accelerated dense reconstruction [5] . This is the reason behind the single eye of the EDS (Fig.  1) . However, the recent availability of the Microsoft Kinect system [6] offers a route to 3D visual sensing that is simpler and easier, and we are currently exploring its potential. The Kinect contains a 640x480 depth sensor and a co-registered and synchronised 640x480 RGB camera which together allow the construction of a reasonably accurate 3D colour representation of the environment, subject to certain artefacts.
One problem with using any vision method with our robot is that the uncompensated intrinsic dynamics lead to large and fast movements and oscillations of the head on which the vision system is mounted. This can be seen on an early video of the EDS [7] , and will be exacerbated when the ECCE3 robot is mounted on the mobile trolley. Such movements will degrade the images by producing motion blur. Section 2 of this paper describes how we obtained suitable sequences of images for testing our vision algorithms to ensure that they were tolerant of such degradation. Section 3 describes how the Kinect point cloud data from the environment can be converted into a meshed form suitable for simplification and insertion into the physics engine. Section 4 presents the object recognition and localisation algorithms, and their accuracy in the face of images degraded by motion blur. Section 5 states our conclusions.
Characterisation of oscillations during motion
Since it was not possible to mount a Kinect on the existing EDS robot and to move it around on a trolley, we built an experimental platform to produce suitable image sequences. The experimental platform, shown in Fig. 3 , consisted of a pole mounted vertically on a trolley. A Kinect was mounted horizontally at the top of the pole and was free to move and oscillate whilst the trolley was pushed around the target environment. Data from the Kinect could be recorded at 15 frames per second on a com- puter mounted on the platform of the trolley.
Several image sequences were then captured by vigorously pushing the trolley around the experimental environment. The Kinect includes a 3-axis accelerometer, and during the image acquiring process the accelerometer was continuously polled in order to determine how the Kinect was moving. Once the acceleration time series had been normalised by subtracting the mean values over time, they were integrated once to obtain the instantaneous velocities.
To obtain data from the EDS for comparison, an Inertial Measurement Unit (IMU) was mounted above the eye, and the robot was put through an arbitrary sequence of movements, although its body remained stationary in relation to the room. The IMU recorded the accelerations of the EDS's head over time at a rate of 50 Hz and the time series were analysed in the same way as those from the trolley experiment. Figures 4 and 5 respectively show the distributions of the instantaneous speeds obtained in the trolley experiment and the EDS. The distributions are very similar, with the experimental equipment having a higher proportion of higher speeds. This suggests that the image sequences obtained from the trolley experiment will be of comparable or worse quality than those that would be obtained from the forthcoming EDS-like mobile robot, and so algorithms that work on the image sequences from the trolley experiment should therefore also work on ECCE3. 
Point Cloud Generation and Meshing
The Kinect, along with the Open Kinect library [8] , is used for the construction of the model of the environment. The depth information is converted into a calibrated point cloud using standard camera calibration routines [9] ; an example is shown in Fig. 6 . The Bullet physics engine [10] used within the ECCEROBOT project requires objects to be represented as meshes, which means that the point cloud must be meshed before it can be inserted into the simulation environment.
Meshing
Existing methods for meshing point clouds, such as the marching cubes [11] or ball-pivoting algorithm [12] , provide general methods for the viewpoint independent generation of a mesh. However, they are more complex than is required for the solution of our particular problem. If a Figure 6 : A calibrated point cloud generated from depth data from Kinect. Point cloud contains 296579 points. point cloud is known to be generated from a single viewpoint, as is the case with the Kinect, where the structured light is effectively projected from a point, then the problem can be simplified. In addition, the more complicated algorithms have other limitations that impact on their performance such as the difficulty in selecting the ball-pivoting parameters, or the face-ambiguity problem in the marching cubes algorithm [13] . The simpler method used in the EC-CEROBOT can be executed in parallel and thus can make good use of CUDA GPU acceleration [14] to execute extremely quickly.
The implemented algorithm exploits the fact that, because of the nature of the Kinect depth sensor, any particular point in a depth map can only be connected to some or all of its eight neighbours. It cannot be connected to any point further afield as otherwise the facet that those points would create would represent a surface that would have blocked the signals from the nearer neighbours. The algorithm checks the eight neighbours in pairs of two for each pixel in the depth image to form eight sets of triplets, each set forming a facet. This is demonstrated in Fig. 7 , where each box represents a pixel whilst the circle represents the pixel currently being examined. The eight arrowed lines radiating from the circle indicate the eight possible first pixels of the pair, and the secondary lines from each first pixel of the pair indicate the second pixel of the pair. It can be seen from the figure that at most eight facets will be generated. Note also that only a quarter of the pixels in the whole image will need to be examined in this way due to the overlap in the facets belonging to adjacent pixels.
Once the triplets have been determined all that remains to be done is to check that all of the three points are valid, i.e. each contain a valid distance (e.g. the Kinect will not detect a return from out of range points, or from specular reflections) and that they are sufficiently close to one another that they should form a facet together. Determining whether the three points are sufficiently close can be done in several ways. One such way is to calculate the mean and standard deviation of the ranges of the current point and its eight neighbours. If any of the three points being examined is further than three standard deviations away from the mean then it is likely, with a probability greater than 0.99 under some elementary assumptions, that the structural elements they represent are not related. However, during experimentation it was found that this was unnecessarily complex, and that a simple empirically determined threshold yielded apparently equivalent results with much less calculation. The threshold just examines the differences between the ranges of the three possible pairings of the three points. If any difference is greater than the threshold then the facet should not be created. Once this facet mapping has been created it is a simple process to transfer the mapping to the point cloud data and form the mesh.
The method is eminently suitable for CUDA GPU acceleration because instead of using three for loops to iterate around each pixel and its eight neighbours, all such checks can be executed in parallel. Using an NVIDIA GeForce GT X580 GPU, which contains 512 cores capable of executing code in parallel, allows this code to be executed in a fraction of the time it would take on a conventional processor. In the examples shown in Fig. 6 and 8 , it takes, on average, only 10ms to generate the mesh information using the CUDA implementation. In fact it takes much longer (around 250 ms) to save the mesh information to a file for viewing purposes as there is a great deal of information to write (> 12M B of data). The generated mesh consists of 582, 167 facets computed from the available point cloud information from the Kinect (296, 579 points in this case). As a comparison, the same point cloud was analysed with the ball-pivoting algorithm implemented within the MeshLab mesh processing tool-suite [15] . It took 16.1 minutes to produce the mesh shown in Fig. 9 . The ball-pivoting algorithm also produced many holes within the mesh, which was caused by the fact that the ball-pivoting parameters need to be correctly specified and will be unique to the situation. In this example the algorithm was allowed to automatically search for a good value.
Although a good mesh can be obtained extremely fast by the method described, it is far too large to be used by Figure 8 : The mesh generated from the calibrated point cloud in Fig. 6 using CUDA enhanced algorithm. Mesh contains 582167 facets. Figure 9 : The mesh generated from the calibrated point cloud in Fig. 6 by the ball-pivoting algorithm.
Bullet, and contains far too much detail about parts of the environment that are irrelevant to the task at hand. The depth images from the Kinect are therefore sub-sampled by a user defined factor before any further processing is performed. In this implementation the sub-sampling factor is chosen as four in each dimension giving a total subsampling factor of 16. This results in a mesh consisting of, at most, 19200 points being generated each time. However, it must be remembered that the mesh is a solid collision surface, but part of this surface represents the object of interest (a bottle) which the robot model must grasp and lift. In order for the bottle to be available as a separate object with appropriate physical properties, the part of the surface corresponding to the bottle must be removed, the surface must be repaired (a trivial task since the bottle will always be placed on a horizontal surface), and an accurate prespecified physics-based model of the bottle placed on the repaired surface at the correct location. The next section describes methods for the recognition of the target bottle, and for its accurate localisation. 
Object-of-interest recognition and localisation using OT-MACH filter bank
The tasks of detecting the presence of an object-of-interest in a captured scene and determining its centroid taking into account the orientation and scale changes are still classed as open research problems in Computer Vision. The problem gets yet more complex when, as in our case, the images captured by the camera are of low resolution and are sometimes blurred due to motion or oscillation. In this project, initially the performance an object-ofinterest detection technique based on Speeded-Up Robust Features (SURF) [16] was evaluated. However, from the results obtained it became apparent that such techniques fail to yield satisfactory results beacuse of the lack of availability of good features on low quality images of the objectof-interest. Typical results obtained after applying a SURF based matching technique is shown in Fig. 10 . In future implementations the use of any detailed feature based matching technique to perform the task of object recognition was therefore avoided, and a correlation based pattern recognition method was used.
Among the correlation filters an unconstrained filter is usually chosen over the Synthetic Discrimination Function (SDF) types as the former does not put any unnecessary constraints on the height of the correlation peak [17] , [18] .
The filter of choice is the optimal trade-off maximum average height correlation filter (OT-MACH) as outlined in [18] and [19] . The filter transfer function, − → h , is given below:
where in equation (1), − → ϕ i denotes a vector obtained by lexicographically reordering the 2−D DFT of the i th training image, Γ i , C the diagonal power spectral density matrix, D (average correlation energy over the entire training set) = 1 N N Λ i Λ i * , where Λ i is a diagonal matrix contianing the elements of − → ϕ i and S (similarity measure) =
Note that N is the number of images with which a filter is trained and κ, µ, and ξ are user selected parameters.
However, the major problem in deploying the OT-MACH to do object recognition in a scene is that these filters are sensitive to scale, so that if the scale of the reference images is not correctly chosen while training the filter, the filter will fail to generate a distinctive correlation peak even if the target is present in the scene. To deal with this, a filter bank comprising a number of OT-MACH filters, each trained with a particular scaled set of reference images, was developed. Another problem associated with the use of an OT-MACH filter/filter-bank is that of distinguishing between a true correlation peak and a false one. This issue was addressed through the estimation of the peak-to-sidelobe ratio (PSR) as described in [19] .
Experiments conducted
Three videos, V 1, V 2 and V 3, were prepared using the trolley/Kinect arrangement described in Section 2, and pushing it around to scan the scene. A 'Lucozade' bottle ( Fig. 11 (a) ) was chosen as the object-of-interest. Video sequences V 1 and V 2 contain the bottle and V 3 does not. A filter-bank comprising 15 OT-MACH filters was developed. Each OT-MACH filter was trained with a set of three reference images at a particular scale. A typical training set is made up of a reference image at the relevant scale and two more images generated by rotating the first one by 8
• in both clockwise and anticlockwise directions. This is done to achieve in-plane distortion tolerance. Fig. 12 shows such a training set.
Both the reference images and the target scene were first preprocessed with a difference-of-Gaussian (DoG) filter [20] . This was done to suppress the DC and near-DC frequency components, which increases the out-of-class discrimination capability of the filter while making it at the same time more intra-class distortion tolerant [20] , [21] . The filter-bank was applied to the three sequences, and if the correlation peak in the spatial domain was found to be distinctive using the PSR, a white box was drawn surrounding the peak location on the target scene. The videos were then examined manually to determine the number of truepositives (TPs), false-negatives (FNs), true-negatives (TNs) Figure 11 : The object-of-interest. Table  I . Two other parameters, Sensitivity and Specificity, were also calculated:
(Note that no values for TP, FN and Sensitivity are listed for V 3, as no frame in V 3 contains the object-of-interest.) Fig. 13 and Fig. 14 show two frames each from video sequences V 1 and V 2 where the bottle has been correctly identified. Fig. 15 shows the occurrence of false positives in two images, the first from V 2 and the second from V 3. It becomes apparent from the values listed in the table that the correlation based pattern recognition technique generates very few false-positives, and that they can be expected to disappear as the camera moves closer to the subject. When estimating false negatives, some very blurred images (e.g. Fig. 16 ) were included. (Of course, if those frames were excluded, a better sensitivity value would have been achieved.) It can therefore be concluded that the method performs satisfactorily in detecting the object-of-interest in cluttered low-resolution images, and makes elaborate additional processing steps to remove false-positives practically redundant. In addition, the generation of the filter-bank is an offline process, and because the entire method is applied in the frequency domain, efficient FFT algorithms like that in [22] can be used to generate the 2-D DFT of the target scene.
Having confirmed the presence of the object, the next task is to estimate the centroid location of the bottle in world-coordinates. A further set of experiments was carried out in which the bottle was placed at various posi- tions at measured distances from the Kinect mounted on the static experimental trolley. First, a 256 × 256 pixel box around the correlation peak position was selected from the depth-map generated from the raw depth values obtained from the Kinect sensor [8] . An OT-MACH filter trained with reference images of the appropriate scale (determined using the depth information) was then applied to locate the (a) (b) Figure 16 : Typical examples of extremely blurred frames where the object-of-interest can be hardly identified by human eyes: (a) frame number 119 from V 2; (b) frame number 259 from V 1. Note that these frames were taken into account while determining the total number of occurence of false-negatives. The presence of the bottle, and the position of its centroid in relation to the Kinect, can therefore be obtained with sufficient reliability and accuracy to enable the physics-based model of the bottle to be inserted into the correct location in relation to the environmental model within the Bullet simulation.
Conclusion
Our anthropomimetic robot will initially be controlled in an open loop fashion by a sequence of motor activations determined by a search process in a physics-based modelling system closely coupled to the environment. We have described successful methods for using the Microsoft Kinect as the sensor for providing both the environmental model and the location of an object of interest within the simulation. A method for meshing point clouds has been presented which is suitable for GPU acceleration. It has been demonstrated how a correlation filter bank can be used for detection and localisation of objects-of-interest in a scene. From the specificity values obtained after applying the correlation filters to the three video sequences it becomes apparent that the approach is robust to drastic degradation of image quality due to motion blur. In future work, efficient probabilistic tracking algorithms will be implemented to improve the sensitivity score.
