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ABSTRACT
Is There a Relationship Between Religiosity and Infidelity?
A Meta-Analysis
Meghan Maddock
Department of Psychology, BYU
Doctor of Philosophy
Infidelity in romantic relationships is common and has been associated with relationship
dissolution and strain on individuals. Most religions teach that infidelity is harmful, and some
researchers have suggested that, in the aggregate, more religious people might be less likely to
report infidelity. However, research has been mixed, with some studies finding that more
religious people are less likely to report infidelity, other studies finding that more religious
people are more likely to report infidelity, and other studies finding no relationship. To clarify
seemingly contradictory findings, I conducted a meta-analysis of the infidelity-religiosity
relationship with 38 studies and a total sample size of over 35,000. A random-effects analysis
found a small, statistically significant, inverse relationship between religiosity and infidelity (r =
-.07, 95% CI [-.12, -.03]).
However, a large degree of heterogeneity (Q = 1878.75.52, p < 0.001; I2 = 96.86) existed
in this analysis, suggesting that effect sizes varied greatly between studies. In planned grouped
comparisons, the relationship between religiosity and physical infidelity was not significantly
different from the relationship between religiosity and emotional infidelity. Attendance at
religious services and other measures of religiosity had similar relationships with infidelity, and
spirituality and religiosity were equally protective against infidelity. Meta-regressions found that
sample characteristics, such as race and gender, did not have a statistically significant
relationship with the religiosity-infidelity effect size (p > .05), while publication status predicted
effect size (p < .05). Findings are discussed through the lens of cognitive dissonance theory and
intrinsic religious theory.

Keywords: religiosity, spirituality, infidelity, relationships, meta-analysis

iii
TABLE OF CONTENTS
Title Page ......................................................................................................................................... i
Abstract ........................................................................................................................................... ii
List of Figures ................................................................................................................................. v
List of Tables ................................................................................................................................. vi
Is There a Relationship Between Religiosity and Infidelity? A Meta-Analysis ............................. 1
Measurement of Infidelity ....................................................................................................... 3
Physical and Emotional Infidelity ........................................................................................... 3
Definitions of Infidelity in Studies of Religiosity and Infidelity............................................. 5
Religiosity ................................................................................................................................... 7
Spirituality ............................................................................................................................... 8
Measurement of Religiosity in Studies of Religiosity and Infidelity ...................................... 9
The Relationship Between Religiosity and Infidelity ............................................................... 10
Religious Teachings Against Infidelity ................................................................................. 10
Social Functions of Religiosity.............................................................................................. 13
Studies on the Relationship Between Religiosity and Infidelity ........................................... 14
Rationale for Meta-Analysis .................................................................................................. 19
Hypotheses............................................................................................................................. 20
Method ...................................................................................................................................... 21
Literature Search.................................................................................................................... 21

iv
Contacting Authors ................................................................................................................ 23
Overlapping Samples ............................................................................................................. 24
Coding ................................................................................................................................... 27
Statistical Analysis ................................................................................................................ 32
Results ....................................................................................................................................... 35
Descriptive Characteristics .................................................................................................... 35
Overall Religiosity and Infidelity Relationship ..................................................................... 36
Publication Bias ..................................................................................................................... 38
Measurement of Religiosity as a Moderator.......................................................................... 39
Physical Versus Emotional Infidelity .................................................................................... 41
Other Moderators ................................................................................................................... 41
Exploratory Analysis ............................................................................................................. 45
Creating a Model ................................................................................................................... 46
Discussion ................................................................................................................................. 47
Measurement ......................................................................................................................... 48
Other Moderators ................................................................................................................... 53
Limitations ............................................................................................................................. 61
References ..................................................................................................................................... 68
Appendix ....................................................................................................................................... 91

v
LIST OF FIGURES
Figure 1 Article Selection and Inclusion in Religiosity-Infidelity Meta-Analysis ................. 28
Figure 2 Forest Plot for the Overall Relationship Between Religiosity and Infidelity.......... 37
Figure 3 Funnel Plot of Standard Error by Fisher’s Z.......................................................... 39

vi
LIST OF TABLES
Table 1 Description of Study Characteristics........................................................................ 91
Table 2 Summary of Study Effect Sizes .................................................................................. 94
Table 3 Religiosity Measurement Characteristics............................................................... 101
Table 4 Infidelity Measurement Characteristics ................................................................. 109

RELATIONSHIP BETWEEN RELIGIOSITY AND INFIDELITY

1

Is There a Relationship Between Religiosity and Infidelity?
A Meta-Analysis
Most people consider monogamy the norm; nearly 99% of participants in a large,
nationally representative sample expected their spouse to be sexually monogamous and 99% of
participants believed that their partners expected sexual exclusivity (Treas & Giesen, 2000).
Expectations of sexual exclusivity in marriage or cohabitation rarely change; less than 1% of
heterosexual couples reported that their partner or spouse had changed beliefs about sexual
exclusivity (Treas & Giesen, 2000). In addition to sexual monogamy being the norm, most
people view infidelity negatively. According to a Gallup (2017) poll, 88% of Americans believe
that it is morally unacceptable for married men and women to have an affair.
Despite the pervasive negative view of infidelity, infidelity is common. A nationally
representative study found that 22.7% of men and 11.6% of women overall, and up to 34% of
men and 19% of women in older cohorts, report having ever had extramarital sex (Wiederman,
1997). According to a more recent survey, 17% of adults reported engaging in sexual relations
with someone other than their spouse while they were married (Burdette et al., 2007). The annual
prevalence of extramarital sex has been estimated to be 2.3%, with rates around 4% among men
and 1.7% among women (Whisman et al., 2007; Wiederman, 1997).
Infidelity is associated with negative consequences for relationships, individual
psychological health, and individual physical health. Multiple studies have found that infidelity
is a significant, independent predictor of divorce and relationship dissolution (Amato & Rogers,
1997; Negash et al., 2014; Previti & Amato, 2004). A study of a large, representative U.S.
sample found that more than half of people who have extramarital sex separate from or divorce
their spouse or partner, and that having had extramarital sex raised the likelihood of being
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currently divorced but remarried (OR = 2.6), divorced and not remarried (OR = 4.1), and
separated (OR = 5.8; Allen & Atkins, 2012). In at least 25% of divorces, at least one spouse had
become involved with another person before the marriage ended (South & Lloyd, 1995). The
odds of divorce were twice as high for people who reported extramarital sex as for people who
reported not engaging in extramarital sex, even when controlling for marital happiness and
divorce proneness (Previti & Amato, 2004). Infidelity has been associated with a nearly five-fold
increase in relationship dissolution for college students in dating relationships (Negash et al.,
2014).
Infidelity has also been associated with relationship difficulties other than divorce and
relationship dissolution. Infidelity is longitudinally associated with a decrease in marital
happiness (by ⅔ of a standard deviation) and an increase in divorce proneness (by ¾ of a
standard deviation), even when controlling for pre-infidelity marital happiness and divorce
proneness (Previti & Amato, 2004). Couples therapists have rated infidelity as the third most
difficult problem for couples in therapy, as well as the second most damaging problem to
couples’ relationships, only behind physical abuse (Whisman et al., 1997).
Infidelity has also been associated with psychological consequences for individual partners. The
discovery of a husband’s infidelity or initiation of marital separation is associated with an
increased risk of major depressive episodes in women, even when marital discord and personal
and family history of major depressive episodes are controlled for (F(1, 47) = 7.51, p < .01; Cano
& O'Leary, 2000). Partners who engage in infidelity are also likely to experience psychological
distress. Hall and Fincham (2009) found that college students in dating relationships who had
engaged in infidelity had higher psychological distress (i.e., depression, shame, and guilt) than
those who did not engage in infidelity. However, a prospective study suggested that
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psychological distress is more likely to be a cause, rather than a consequence, of infidelity (Hall
& Fincham, 2009).
Infidelity has also been associated with negative consequences for physical health.
Extramarital sexual activity is associated with low rates of condom use, with only 8-12% of
people who engage in extramarital sex being consistent condom users (Choi et al., 1994).
Individuals who engage in extradyadic sexual involvement are less likely to engage in protective
sexual health behaviors in both their primary and extradyadic sexual relationships, compared to
openly non-monogamous individuals (Conley, Moors, Ziegler et al., 2012). Extradyadic sexual
involvement was also associated with a lower likelihood of STI testing and discussions of safe
sex with new partners than was consensual non-monogamy, which suggests that infidelity is
associated with increased sexual risk behaviors beyond those associated with having multiple
concurrent sexual partners (Conley, Moors, Ziegler et al., 2012).
Measurement of Infidelity
Researchers have used multiple terms to describe infidelity, sometimes synonymously,
such as: infidelity, cheating, affair, unfaithfulness, extramarital or extradyadic sex, and
extradyadic involvement. Behavioral definitions of infidelity vary widely in the relationship
literature and can include anything from “sexual intercourse,” to “oral sex,” to “kissing” to
“emotional connections” outside of a monogamous relationship (Blow & Hartnett, 2005;
Fincham & May, 2017). Although which behaviors are considered infidelity can vary, infidelity
can be broadly conceptualized as behaviors with an extradyadic partner that, should the primary
partner learn of them, are likely to cause distress to the primary partner or damage to the primary
relationship.
Physical and Emotional Infidelity
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Recently, infidelity has been conceptualized as being “physical” or “emotional,” with
physical infidelity involving intercourse, sex, kissing, or other physical acts, and emotional
infidelity involving romantic feelings, dating, giving of gifts, and other acts that do not involve
physical intimacy (Negash et al., 2014). Some people define infidelity exclusively as physical
behaviors with someone other than a partner, such as intercourse, oral sex, anal sex, or kissing.
Over the course of the study of infidelity, definitions and conceptualizations of infidelity have
changed. Early studies of infidelity tended to emphasize physical infidelity by conceptualizing
infidelity as extramarital sexual intercourse (e.g., Bell, 1974; Edwards & Booth, 1976).
Even with respect to physical behaviors, which behaviors constitute infidelity are unclear.
Some physical behaviors, such as hugging, can be considered “ambiguous”—some people
perceive hugging as infidelity, while others do not (Kruger et al., 2013; Mattingly et al., 2010).
Generally, extradyadic sexual behaviors are considered the most universally indicative of
infidelity, followed by romantic behaviors (e.g., holding hands and spending significant time
together), followed by casual social interactions (Kruger et al., 2013). Whether a behavior is
perceived to be infidelity may depend on the individuals involved and on the situation. On some
occasions, partners disagree on what constitutes infidelity. One partner may believe that he or
she has not cheated, while the other might perceive that infidelity has occurred. People are more
likely to label their partner’s behavior as infidelity, and less likely to label their own behavior as
infidelity (Thompson & O’Sullivan, 2016).
In theory, an individual may engage in emotional infidelity by falling in love with, going
out to dinner with, or giving gifts to someone outside their relationship, while never engaging in
physical intimacy with this person. Emotional infidelity, especially romantic behaviors, and
financial support can be more ambiguous than physical infidelity, with opinions more divided on
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what constitutes infidelity (Kruger et al., 2013; Thompson & O’Sullivan, 2015). Not only are the
specific acts that comprise emotional infidelity ambiguous, but people also judge whether a
behavior is emotionally unfaithful differently based on whether they or their partner did that
behavior. People judge their potentially emotionally unfaithful behaviors less harshly than they
do their partner’s, with religious people in particular, being more likely to believe that an act by
their partner constitutes emotional infidelity, while that same act by themselves does not
(Thompson & O’Sullivan, 2016).
The distinction between physical and emotional infidelity may be gendered. According to
evolutionary theory, men are more upset at their partner’s physical infidelity, while women are
more upset at their partner’s emotional infidelity. This difference is thought to be driven by the
differential reproductive and resource threats that physical and emotional infidelity pose.
Theoretically, a man would be more fearful of physical infidelity by a female partner because
this could result in her giving birth to a child that is not biologically his, which may then result in
him expending valuable resources on a child that does not have any of his DNA. A woman
would be more fearful of emotional infidelity by a male partner because this could lead to hum
being less likely to share resources with her and her children. This difference is supported by
multiple studies finding that, when forced to choose, women generally consider emotional
infidelity in a partner more upsetting, while men generally consider physical infidelity in a
partner more upsetting (see Buss, 2018 for a review).
Definitions of Infidelity in Studies of Religiosity and Infidelity
Within studies of religiosity and infidelity, definitions of infidelity vary, with some
studies defining infidelity as extradyadic sexual involvement with someone other than one’s
partner (e.g., Vail-Smith et al., 2010), and others as either physical and/or emotional involvement
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(e.g., Norona et al., 2016). How researchers define infidelity and how participants understand
infidelity may influence study outcomes because research suggests that people define
“unfaithful” as including sexual behaviors that they do not include in their definitions of “having
sex” or having a “sexual partner” (Randall & Byers, 2003). Some behaviors, such as hugging,
talking on the phone, or receiving gifts, are ambiguous and may be considered unfaithful by
some people, but not by others (Mattingly et al., 2010; Wilson et al., 2011).
Definitions of infidelity may be especially important in studies involving religion because
Mattingly (2010) and colleagues found that highly religious people were more likely to perceive
ambiguous behaviors, such as hugging, dancing, and talking on the phone, as constituting
infidelity, which suggests that religious individuals’ reporting of infidelity may differ from nonreligious individuals’ reporting of infidelity. In addition, religious people are more likely than
non-religious people to believe that ambiguous acts by their partners constitute emotional
infidelity, while those same acts done by themselves do not (Thompson & O’Sullivan, 2016).
Additionally, religious people are more likely to believe that pornography use is always
morally wrong, and some may perceive pornography use as infidelity (Perry, 2018; Zitzman &
Butler, 2009). This difference in definitions of infidelity could be problematic because studies of
the religiosity-infidelity relationship generally do not explicitly include or exclude pornography
use in their definitions of infidelity. In studies where “infidelity” or “cheating” are not
behaviorally defined (e.g., Mahambrey, 2018; McAllister et al., 2020) differences in reported
infidelity by religiosity may be especially likely to be due to systematic religious differences in
perceptions of what constitutes infidelity, rather than a difference in events that actually
occurred.

RELATIONSHIP BETWEEN RELIGIOSITY AND INFIDELITY

7

It is important to distinguish between consensual non-monogamy and infidelity. In order
for infidelity to occur, both partners must have an expectation of monogamy in the primary
relationship. Some people do not expect or prefer sexual and/or emotional monogamy and
arrange with their consenting partners to have a non-monogamous relationship, such as a
polyamorous relationship or an “open” relationship (Barker, 2005; Conley, Moors, Matsick et
al., 2012; Klesse, 2006). Some recent studies of infidelity have distinguished between consensual
non-monogamy and infidelity (e.g., Demaris, 2009; Mark et al., 2011), while older studies of
infidelity have not generally differentiated between the two (e.g., Bell, 1974; Forste & Tanfer,
1986; Spanier & Margolis, 1983).
Religiosity
The study of religiosity has a long and rich history. Generally, religiosity is considered a
complex construct that involves cognitive, emotional, behavioral, interpersonal, and
physiological dimensions (Hill & Pargament, 2003). Religiosity may be conceptualized as the
degree to which someone adheres to beliefs, doctrines, rituals, and practices related to some
higher power and an associated group (Hood et al., 2018). Religiosity has been defined in
various ways but most include multiple domains, such as religious service attendance, religious
beliefs, affiliation with a particular religion, and other religious behaviors such as prayer.
Religion is an important part of many people’s lives and identities. About 70% of
Americans identify as members of a specific religion and the majority consider religion to be
important to them (Gallup, 2017; Pew Research Center, 2014; Pew Research Center, 2021).
Despite the importance of religiosity to the majority of the population, relatively few studies
include religiosity in their analyses. Only 2.5% of the quantitative studies published from 1978 to
1982 in four major psychiatric journals included a religion or spirituality measure, and only three
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of these studies included religion or spirituality as part of the central research question (Larson et
al., 1986). Of the quantitative studies published in seven American Psychological Association
journals between 1991 and 1994, only 2.7% included religion and spirituality variables (Weaver
et al., 1998).
Religiosity has generally been associated with positive relationship outcomes (Mahoney,
et al., 2008). More religious people have higher relationship quality (Ellison et al., 2010; Lichter
& Carmalt, 2009; Wolfinger & Wilcox, 2008) and a lower likelihood of divorce (Brown et
al.,2008; Kunz & Albrecht, 1977). However, there is some evidence that couples in which
partners adhere to different religions have higher odds of divorce (Kalmijn et al., 2005).
Spirituality
More recent conceptualizations of religiosity have distinguished it from the newer
construct of spirituality, as religiosity is considered institutional, formal, and outwardly focused,
while spirituality is considered individual, emotional, and inwardly focused (Koenig et al.,
2001). Some have criticized this dichotomization of religiosity and spirituality as artificial
because many people experience spirituality within the context of organized religion and
therefore do not experience spirituality as separate from religiosity (Marler & Hadaway, 2002).
However, around 23% of Americans report not being affiliated with any particular religion, and
40% of Americans who do not affiliate with any particular religion report feeling a sense of
spiritual peace and well-being at least once a week (Pew Research Center, 2014). As more
people, particularly younger adults, move from religion to spirituality, it is important to consider
the relationship between spirituality and infidelity.
Sanctification has recently emerged as a psychospiritual construct related to, but distinct
from, religiosity and spirituality. While religiosity describes external facets of religious
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observance, sanctification is an internal process “through which aspects of life are perceived as
having divine character and significance” (Pargament & Mahoney, 2005, p. 183). Sanctification
can be considered a more specific form of spirituality, as sanctification involves the belief that
aspects of one’s life are sacred, while spirituality is a more general term (Mahoney et al., 2001).
Like spirituality, sanctification can concern both theistic and nontheistic areas of life.
Sanctification of romantic relationships has been associated with greater marital satisfaction and
dyadic well-being (Rusu et al., 2015; Stafford, 2016). Couples who sanctify their relationship
experience less marital conflict, less verbal aggression, higher marital quality, and more verbal
collaboration (Mahoney et al., 1999; Stafford, 2016; Stafford et al., 2014).
Measurement of Religiosity in Studies of Religiosity and Infidelity
In studies of infidelity, researchers have defined religiosity in many ways, including
global measures of religious behavior (Tuttle & Davis, 2015), affiliation with particular religions
(Burdette et al., 2007), church attendance (Atkins & Kessel, 2008; Treas & Giesen, 2000),
specific religious beliefs (Burdette et al., 2007), and intrinsic religious motivation (Norona et al.,
2016). However, the distinction between religiosity and spirituality has not been widely applied
to the infidelity literature.
Some findings of no relationship between religiosity and infidelity may be due to poor or
narrow measurement of religiosity, such as Edwards and Booth’s (1976) defining religiosity as a
dichotomous variable of membership in the Catholic Church. Most studies of religiosity and
infidelity do not cover the full breadth and depth of the construct of religiosity. Narrow
measurement of religiosity is not limited to the infidelity literature, as 85% of studies on
religiosity and delinquency measure religiosity as church attendance (Johnson et al., 2000).
Other meta-analyses have found that different aspects of religiosity have different relationships
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with other constructs, such as mental health (Hackney & Sanders, 2003), subjective well-being
(Witter et al., 1985), and marital functioning (Mahoney et al., 2008). It is possible that this metaanalysis may find that different aspects of religiosity have different relationships with infidelity,
as research by Atkins and Kessel (2008) suggests that some components of religiosity (e.g.,
religious service attendance) are better predictors of infidelity than others (e.g., prayer, faith,
perceived closeness to God, viewing religion as a problem, and viewing God as punitive).
Because some aspects of religiosity may be related to infidelity, while others may not, the
heterogeneity in definitions of religiosity and generally weak measurement of religiosity likely
leads to the conflation of distinct elements of religiosity and lack of clarity in the relationship
between religiosity and infidelity.
The Relationship Between Religiosity and Infidelity
Religions generally teach that infidelity is morally wrong, and religious people are more
likely to believe that infidelity is morally wrong. Also, more religious people are more likely to
be involved in religious social networks and experience strong sanctions against infidelity in
their religious communities. Therefore, it is possible that religiosity is negatively associated with
infidelity.
Religious Teachings Against Infidelity
Most religions teach through scripture and through leaders that infidelity is morally
wrong. Religious texts that are foundational to Judaism, Christianity, Islam, Buddhism, and
Hinduism contain passages condemning infidelity. The Hebrew Bible proclaims in its Ten
Commandments, “you shall not commit adultery” (Exodus 20:14, New Revised Standard
Version). The New Testament teaches against both physical and emotional infidelity, with
Jesus’s saying, “everyone who looks at a woman with lust has already committed adultery with
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her in his heart” (Matthew 5:28, New Revised Standard Version) and Paul’s teaching that
“fornicators … adulterers—none of these will inherit the kingdom of God” (1 Corinthians 6:910, New Revised Standard Version). The word “infidelity” is used 25 times in the Qur’an
(Ksasbeh et al., 2009), which urges, “do not approach adultery, for verily it is a great sin and an
evil way” (17:32). Gautama Buddha said, as quoted in the Parabhava Sutta, “not to be contented
with one's own wife, and to be seen with harlots and the wives of others -- this is a cause of one's
downfall”. In the Sigalovada Sutta, Gautama Buddha taught, “a wife … [should] be ministered to
by a husband: ... by being faithful to her,” and “the wife thus ministered … by her husband
shows her compassion to her husband … she is faithful”. The Vishnu Purana, a sacred text of
Hinduism, states, “he who commits adultery is punished both here and hereafter; for his days in
this world are cut short, and when dead he falls into hell” (3:11). Multiple religious texts that
many religious people consider to be sacred, even the word of God, command against and decree
eternal punishment for infidelity.
Most religious texts also teach that marriage is important, even sacred. The Hebrew Bible
teaches, “therefore a man leaves his father and his mother and clings to his wife, and they
become one flesh” (Genesis 2:24, New Revised Standard Version). In the New Testament, Jesus
taught that after marriage, spouses are “no longer two, but one flesh. Therefore what God has
joined together, let no one separate” (Matthew 19:6, New Revised Standard Version). Paul
taught, “let marriage be held in honor by all” (Hebrews 13:4, New Revised Standard Version).
Likewise, the Qur’an teaches the importance of marriage, saying, “among His signs is this, that
He created for you mates from among yourselves, that you may dwell in peace and tranquility
with them, and He has put love and mercy between your (hearts): Verily in that are signs for
those who reflect” (Qur’an 30:21). According to religious texts from multiple faith traditions,
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marriage relationships are sacred, and having extramarital sex is a grave error. Given the
importance of marriage in many sacred texts, I suspect that the religiosity-infidelity relationship
will be stronger in married samples compared to unmarried samples. Most religious texts contain
less information about infidelity in the context of non-marriage relationships, but it is likely that
this kind of infidelity would be condemned as well.
In addition to scriptural teachings against infidelity and in favor of committed marriages,
religious leaders generally publicly teach against infidelity. Religious people thus receive
messages against infidelity from multiple sources and on multiple occasions. However, different
religious denominations vary in the degree to which they condemn infidelity. For example,
conservative religions, such as Catholicism and sectarian Protestantism, generally teach strongly
against infidelity and have strong cultural norms against infidelity, while more liberal religions,
such as Unitarianism, have weaker cultural norms against infidelity (Gay et al., 1996; Hoffmann
& Miller, 1997). Leaders of conservative Protestant and Catholic churches often publicly
emphasize a traditional view of marriage in their teachings, and members of these religions are
less likely than members of other religions to marry someone of another religion (Sherkat, 2004;
Sherkat & Wilson, 1995).
Given official teachings against infidelity both in scripture and from modern leaders, we
might expect that religious people are more likely than non-religious people to believe that
infidelity is morally wrong, and this is borne out in survey data (Gay et al., 1996). A greater
proportion of religious people believe that infidelity is morally wrong; 60 to 81% of members of
Christian religions and 50% of Jewish people believe that extramarital sex is always wrong,
while only 44% of the non-affiliated believe that extramarital sex is always wrong (Cochran &
Beeghley, 1991). Moreover, nationally representative surveys of attitudes have found that
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religious people as a group tend to have less variance in their views on extramarital relationships
than those who are not religious (Gay et al., 1996). Given religious people’s general belief that
infidelity is morally wrong, religious social systems are likely to be comprised of people who
believe that infidelity is wrong and to play an important role in discouraging infidelity.
Social Functions of Religiosity
People who attend religious services generally have larger social networks and report
more satisfaction with the quality of their social relationships than people who do not attend
religious services (Ellison & George, 1994). In addition to having relatively large social
networks, people who are more religious are more likely to have friends and acquaintances who
are also religious. Having a social circle comprised largely of other religious people, who are
also likely to have strong moral beliefs against infidelity, may be protective against infidelity.
Religious participation is often a family activity, with many religious people reporting that they
usually attend religious services with their families (Myers, 1996; Stolzenberg et al., 1995).
Attending religious services together may increase marital satisfaction, which seems likely to
decrease the odds of infidelity (Call & Heaton, 1997; Lichter & Carmalt, 2009). In addition,
couples who attend the same religious services together may simply have fewer opportunities to
develop relationships with other adults which might lead to infidelity because they are busy with
religious commitments and because many of their friends and acquaintances who might be
potential extramarital partners are likely to be religious and to believe that infidelity is wrong.
Given the strong moral stance of most religions against infidelity, people who are
discovered to have cheated might be more likely to be shamed and ostracized by religious
communities than non-religious communities. Potential social consequences of infidelity, such as
stigma and loss of friendships, may be particularly salient for religious people (Ebaugh, 2006;
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Iannaccone, 1992). Given the salience of infidelity among religious communities, we might
expect religious service attendance to be a powerful protective factor against infidelity. In
addition, some religious denominations impose specific disciplinary consequences for infidelity
that non-religious people are unlikely to experience. The Hebrew Bible prescribes, “if a man is
caught lying with the wife of another man, both of them shall die” (Deuteronomy 22:22, New
Revised Standard Version). The Hadith contains multiple accounts of Muhammad commanding
that adulterers be stoned to death (Korbatieh, 2018). In modern times, for example, church
members who are found to have had extramarital sex may have certain religious privileges taken
away or may even be excommunicated or otherwise prevented from participating in their
religious groups. Discipline from leaders and social consequences may be powerful incentives
against infidelity.
Given that most religious texts and religious leaders teach against infidelity, that religious
people tend to have stronger moral beliefs against infidelity than non-religious people, and that
powerful religious and social consequences exist for religious people found to have committed
infidelity, it is logical that higher religiosity might be associated with a decreased likelihood of
infidelity.
Studies on the Relationship Between Religiosity and Infidelity
Multiple studies suggest that greater religiosity is associated with a decreased likelihood
of infidelity. In a nine-year longitudinal study of couples married for twelve or more years,
religiosity decreased the odds of infidelity (Tuttle & Davis, 2015). College students who selfidentified as not being religious were more likely to engage in infidelity (Vail-Smith et al.,
2010). However, other studies suggest that religiosity is not a significant predictor of infidelity.
A measure of religiosity that included elements about the importance of religion to life, the
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importance of religion in making decisions, and the number of church services attended per year
found that religiosity was not a significant predictor of infidelity among college-aged dating
couples (Wiederman & Hurd, 1999). In a nationally representative sample, religiosity as
measured by religious service attendance and self-described religiosity was not a significant
predictor of extramarital sexual involvement (Maddox et al., 2013). Multiple studies have found
that religiosity as measured by a self-report of the importance of religion to an individual was not
a statistically significant predictor of infidelity in young adults in dating relationships (Mark et
al., 2011; Negash et al., 2019).
Religiosity as measured by religious identity or affiliation is associated with decreased
likelihood of infidelity. Members of conservative religions, Catholics, moderate Protestants, and
liberal Protestants reported less infidelity than those who did not have a religious affiliation
(Burdette et al., 2007). Members of non-Christian faiths or nontraditional conservative Christian
faiths (i.e., The Church of Jesus Christ of Latter-day Saints or Jehovah’s Witness) did not have
reduced rates of marital infidelity (Burdette et al., 2007). Edwards and Booth (1976) found that
affiliation with the Roman Catholic Church was not a statistically significant predictor of
infidelity.
For most religions, people who identify as “strong” members of their religion report
significantly lower rates of infidelity than those who identify as “weak” members of their
religion, even when church attendance and biblical beliefs are included in the model (Burdette et
al., 2007). The only exceptions were members of liberal Protestant faiths and nontraditional
conservative Christian faiths, who did not significantly differ in their rates of infidelity based on
identifying as “strong” or “weak” members of their faith (Burdette et al., 2007).
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Other studies have measured religiosity as religious service attendance (e.g., church,
mosque, and synagogue). Multiple studies have found that religious service attendance is a
statistically significant predictor of infidelity, with those who attend services more frequently
being less likely to engage in infidelity than those who attend services rarely (Atkins et al., 2001;
Atkins & Kessel, 2008; Burdette et al., 2007). In a national survey, people who never attended
religious services were 2.5 times more likely than people who attended religious services more
than once a week to have had extramarital sex (Atkins et al., 2001). Atkins and Kessel (2008)
took a multidimensional approach to religiosity by including religious service attendance, prayer,
faith, perceived closeness to God, viewing religion as a problem, viewing God as punitive, and
other domains in their scale of religiosity. Of these many domains of religiosity, religious service
attendance was the only statistically significant predictor of infidelity; specifically, individuals
who rarely attended religious services were four times more likely to report infidelity than
individuals who attended religious services very frequently (Atkins & Kessel, 2008). Burdette
and colleagues (2007) also found that service attendance was a significant predictor of infidelity;
individuals who reported attending church several times a week had 66% lower odds of engaging
in infidelity than those who never attended services. They also found that attendance mediated
denominational patterns in infidelity (Burdette et al., 2007); meaning, denominations that had
higher rates of attendance had lower rates of infidelity.
However, a study by Treas and Giesen (2000) found that religious service attendance was
not a statistically significant predictor of lifetime incidence of extradyadic sex in married or
cohabiting heterosexual couples, although religious service attendance was a statistically
significant predictor of extradyadic sex in the previous 12 months. This finding suggests that
religious service attendance may be protective against infidelity in the short-term, but not in the
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long-term. Possibly, religious service attendance’s protective effect against infidelity, whether it
is from hearing frequent anti-infidelity messages or from involvement in a religious community,
does not last a long time, meaning that more religious people are only less likely to engage in
infidelity as long as they attend church frequently.
Some studies define religiosity by behaviors other than church attendance, such as prayer.
In a six-week longitudinal study, individuals who reported praying for their partner were less
likely to engage in extradyadic sexual activity (Fincham et al., 2010). Praying for one’s partner
remained a significant predictor of infidelity even when relationship satisfaction was included in
the model. Participants who were randomly assigned to pray for their partners were less likely to
engage in emotional and physical infidelity, compared to participants who were randomly
assigned to pray without direction and participants who were randomly assigned to think positive
thoughts about their partners (Fincham et al., 2010). This suggests that praying for one’s partner
may be more predictive of infidelity than merely praying or thinking positively about one’s
partner.
Other researchers have defined religiosity by specific religious beliefs or values.
Dollahite and Lambert (2007) proposed a model in which sanctified marriage, relational
commitment, moral values, and relationship with God positively influence marital fidelity.
According to this model, moral or religious values and beliefs about the sacredness of one’s
relationship decrease the likelihood of infidelity. Participants who reported religious congruence,
as measured by both feelings of nearness to God and regular service attendance, had decreased
odds of having an affair (Atkins & Kessel, 2008). Participants who reported religious
incongruence, defined by reported feelings of nearness to God and rare service attendance, had
increased odds of having an affair (Atkins & Kessel, 2008). Among college students ages 18-25,
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intrinsic religious motivation was a predictor of an increased likelihood of engaging in emotional
and physical infidelity (Norona et al., 2016). This seemingly counterintuitive finding may be
explained by Norona (2016) and colleagues’ broad definition of infidelity, as they included
feelings of attraction and sharing of personal information or feelings in their measure of
infidelity. Another possibility is that people with intrinsic religious motivation feel nearness to
God, but rarely attend religious services, which has been associated with increased odds of
infidelity (Atkins & Kessel, 2008).
Religiously based marital formation, or religion having a large impact on the decision of
whether to marry and whom to marry, did not have a significant relationship with infidelity
(Esselmont & Bierman, 2014). However, the relationship between religiously based marital
formation and infidelity varies by self-reported importance of religion (Esselmont & Bierman,
2014). Among individuals who had high religiously-based marital formation, those who reported
that religion was important to them were less likely to engage in infidelity than those for whom
religion was not important (Esselmont & Bierman, 2014).
Other specific beliefs related to religiosity may be related to likelihood of infidelity.
People who believed that the Bible is the literal Word of God were less likely to engage in
infidelity than people who believed that the Bible is not a divine text (Burdette et al., 2007).
People who believed that the Bible is the inspired Word of God, but should not necessarily be
taken literally word-for-word, reported rates of infidelity greater than those who believe the
Bible is the literal Word of God, but less than those who do not believe the Bible has divine
origins (Burdette et al., 2007). These differences were significant even when religious affiliation
and frequency of religious service attendance were included in the model (Burdette et al., 2007).
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Some research suggests that the religiosity-infidelity relationship may be moderated by
demographic characteristics such as gender or race. With respect to age of partners, to the best of
my knowledge no study examines age as a possible moderator of the religiosity-infidelity
relationship. In a longitudinal study of recently married couples, women’s religiosity had
negligible effects on likelihood of infidelity, while men’s religiosity had a moderate but
statistically insignificant effect on their own likelihood of infidelity (Allen et al., 2008). Other
studies, however, have found that the relationship between religiosity and infidelity is not
significant different for men and women (Hansen, 1987; Liu, 2000; Vail-Smith et al., 2010).
With respect to race, in a large and nationally representative sample, Choi and colleagues (1994)
found that religiosity and infidelity were more strongly related for Black and Hispanic
participants than for white participants. They attributed this difference to the traditionally strong
social role of religion and church attendance in Black and Hispanic communities compared to
white communities. To the best of my knowledge, this finding has yet to be replicated. Whether
gender and race moderate the religiosity-infidelity relationship remains unclear.
Rationale for Meta-Analysis
Divergent findings exist on the relationship between religiosity and infidelity. Some
studies have found a positive relationship (e.g., Fincham et al., 2010; Vail-Smith et al., 2010),
some studies have found no statistically significant relationship (e.g., Edwards & Booth, 1976;
Maddox Shaw et al., 2013; Mark et al., 2011; Wiederman & Hurd, 1999), and some have found
an inverse relationship (Norona et al., 2016). This meta-analysis may clarify the differences in
research findings on the religiosity-infidelity relationship, particularly by examining various
moderators. Additionally, this meta-analysis fills in a gap in the literature. A search of Google
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Scholar, PsycINFO, PubMed, and EBSCOhost found no previous meta-analysis of the
relationship between religiosity and infidelity.
Hypotheses
Because of the preponderance of evidence that suggests that religiosity has an inverse
relationship with infidelity, I hypothesize that meta-analytic techniques will suggest an inverse
relationship between religiosity and infidelity. However, given the weakness of some of these
effects, I also hypothesize that this effect will be small.
The following are my hypothesis for possible moderators of the relationship between
religiosity and infidelity:
1. The relationship between religiosity and infidelity will be stronger when religiosity is
measured by religious service attendance than other measurements of religiosity.
2. The relationship between religiosity and infidelity will be stronger for physical infidelity
than for emotional infidelity.
3. The relationship between religiosity and infidelity will be stronger for married
individuals than for unmarried individuals.
4. Gender will not significantly moderate the strength of the religiosity-infidelity
relationship.
5. The relationship between religiosity and infidelity will be stronger for samples with more
BIPOC.
6. Effect sizes will be smaller for studies that are nationally representative than for studies
that are not nationally representative.
7. Cross-sectional studies will have larger effect sizes than longitudinal studies.
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8. Studies that were published in peer-reviewed journals will have smaller effect sizes than
studies that were not published.
Method
The present study followed PRISMA guidelines (Moher et al., 2009). Before data
analysis, I pre-registered this meta-analysis, including hypotheses and methods, with the Open
Science Framework (OSF). The pre-registration, coding form, and CMA spreadsheet can be
found at https://osf.io/7h6p2/.
Literature Search
The literature search was conducted from October 2017 to April 2018, from April to May
2019, in October 2020, and in February 2021. Databases searched include the following: Google
Scholar, PsycINFO, Scopus, Web of Science, and ProQuest (for dissertations). I used the
following search terms: “religiosity and infidelity”; “religiosity and extradyadic sex”; “religion
and extradyadic involvement”; “predictors of infidelity”; “(religiosity OR religion OR church
OR spirituality OR spiritual) AND (infidelity OR cheating OR extradyadic OR extramarital OR
monogam*).” I also searched the reference lists of articles found with these search terms for
relevant articles.
To be included in the quantitative analyses, studies needed to meet the following criteria:
1) measure religiosity and infidelity; 2) include a statistical analysis of the relationship between
religiosity and infidelity; 3) data collected from 1948-2020; and 4) sufficient information is
included in the study to calculate an effect size for the relationship between religiosity and
infidelity, or an author of the study provides this information upon request. I excluded studies
from the quantitative analyses if their unit of analysis was not a person or a couple. For example,
Chohaney and Panozzo (2018) analyzed the frequency of paid subscriptions to and the amount of
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money spent on Ashley Madison, a website designed to facilitate marital affairs, but their
measure of religiosity was the number of churches per 1,000 people. Because the unit of analysis
was geographic area and not individual or couple, the study was not included in the quantitative
analysis.
In conducting the above-described search, I found 81 studies that, based on their titles
and/or abstracts, appeared to be relevant to this meta-analysis and meet inclusion criteria.
Studies for Which I Could Not Find the Full Text
I found five studies that might, according to their abstracts, meet inclusion criteria, but
for which I could not find the full text in Google Scholar, PsycINFO, Scopus, Web of Science, or
ProQuest. I submitted Interlibrary Loan Requests to the Brigham Young University Harold B.
Lee Library for all five articles. Four of the five of my requests were returned with the
notification that the article was not available. I acquired the full-text article for Idele (2002)
through interlibrary loan. Upon examination of the full text, I concluded Idele (2002) measured
only "risky sexual behavior” (e.g., sex with multiple partners without condom use), not infidelity
specifically. I, therefore, excluded Idele (2002) from analysis.
My next step was to attempt to contact the authors directly to request full-text copies. For
one of the studies (Greeley, 1994), I was unable to find contact information for the author
through a Google search. I emailed the first author for Peek (2001) to request a full-text copy of
the article and received no reply in four weeks. I attempted to email the authors of Haversath and
Kröger (2014) and Plack (2010) using the emails associated with the abstracts, but I received
automated notifications that both emails could not be delivered. A Google search of the authors’
names did not produce updated email addresses; therefore, I was unable to contact these authors
to request the full text.
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Non-English Studies
I found three studies published in a language other than English that, based on their
English abstracts, may meet inclusion criteria. One study by Galarza (2009) was in Spanish.
Because I do not speak Spanish, I had another graduate student who is fluent in Spanish read
Galarza (2009). She confirmed that, though Galarza (2009) meets inclusion criteria one through
three, they did not include an effect size for the religiosity-infidelity relationship. I therefore
considered Galarza (2009) as a study for which I needed to contact the authors.
Two studies (Martins et al., 2014; Scheeren & Wagner, 2019) were published in Portuguese and
met inclusion criteria one through three based on their English abstracts. I had professional
native translators translate the methods and results sections of both articles through
translated.com and included the studies in my analysis, treating them as any other study from this
time forward.
Contacting Authors
For each of the studies that did not contain sufficient information to calculate an effect
size for the relationship between religiosity and infidelity, I attempted to contact at least one
author through email to request additional information. For each of these studies, I emailed the
author again two weeks after the initial e-mail if they had not responded by that point. I
considered authors to have not responded if they did not respond within two weeks of the followup email, four weeks total from the first email.
Twelve studies met inclusion criteria one through three but did not include an effect size
for the religiosity-infidelity relationship. I was able to find email addresses for four of these
authors and attempted to contact them through email (Allen et al., 2008; Galarza, 2009; Spanier
& Margolis, 1983; Tuttle & Davis, 2015). Of these four authors, two responded within four
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weeks of the initial email, but neither was able to provide the data I needed. I attempted to
contact one author (Behar, 2018) through Psychology Today but received no reply.
I was not able to contact the authors of seven studies, for varying reasons. The first author
of the Janus Report (1983) is dead, and I was unable to find contact information for the second
author. Likewise, the authors of both Kinsey studies (1948) are dead. For the rest of the studies,
emails were not included in the original studies and a Google and Psychology Today search of
the authors’ names did not reveal contact information (Bell, 1974; Fair, 1978; Huey, 2002;
Williams, 2010).
Overlapping Samples
I reviewed the reported source of all study samples to determine which studies had
overlapping samples. Using more than one effect size from the same sample in the same analysis
violates the statistical assumption of independence, which would compromise my ability to make
accurate interpretations of the results (Lipsey & Wilson, 2001).
General Social Surveys
Seven studies (Atkins et al., 2001; Atkins & Kessel, 2008; Brooks & Monaco, 2013;
Burdette et al., 2007; Cochran et al., 2004; Elmslie & Tebaldi, 2008; Smith, 2012) used samples
drawn from the National Opinion Research Center’s General Social Surveys (GSS). Though
these studies used data from somewhat different time periods of the GSS, none of these studies
sampled from a completely different time period as all of the others. In other words, none of
these studies’ samples are completely independent.
I considered three options to address these overlapping samples, namely: 1) download
original data, which is publicly available on the GSS website, and calculate an effect size myself;
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2) average the effect sizes from the seven GSS studies into one effect size; 3) pick the GSS study
that is the most representative and use that study alone.
I decided against option one because I believe it to be beyond the scope of a metaanalysis. The purpose of meta-analysis is to synthesize and analyze the results of existing studies,
not to conduct new studies (Borenstein et al., 2013; Lipsey & Wilson, 2001). In my view, option
one would require conducting my own study as part of a meta-analysis. In addition, my methods
for calculating an effect size from original GSS data would not be subject to peer review, unlike
the methods of the seven studies listed above.
I decided against option two because the GSS studies used different inclusion criteria for
their GSS samples. For example, Atkins and colleagues (2001) only included currently married
individuals in their sample, while Burdette and colleagues (2007) included currently or
previously married individuals, and Smith (2012) put no restrictions on relationship status. If I
averaged the effect sizes from these studies, I would be unable to include the effect size in most
of my moderation analyses, as the “average” composition of the average GSS sample would be
difficult to obtain. Given the large and nationally representative nature of GSS samples, I chose
against an option that would make including GSS data in my moderation analyses difficult.
Ultimately, I decided on option three. In my view, option three is more methodologically
sound than either option one or option two because it is within the scope of meta-analysis and
allows me to include GSS data in my moderation analyses. I concluded that Smith (2012) is the
most representative of the seven GSS studies. Smith (2012) includes data from by far the longest
time range of the GSS studies (1991-2010) and has by far the largest sample size (n = 12,878). In
addition, they use the same question for infidelity that the other GSS studies do (“Have you ever
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had sex with someone other than your spouse while you were married?”), making their
measurement of infidelity representative of the seven GSS studies.
Demographic and Health Surveys
Seven studies (Abalos, 2003; Adamczyk & Hayes, 2012; Ali & Cleland, 2001; Hill et al.,
2004; Kongnyuy & Wiysonge, 2007; Mitsunaga et al., 2005; Oyediran et al., 2010) used samples
drawn from Demographic and Health Surveys (DHS). The DHS are nationally representative
surveys of adults in various nations. Four studies used samples from a single nation each (Abalos
et al., 2003, the Philippines; Ali & Cleland, 2001, Cote d’Ivoire; Hill et al., 2004, Brazil;
Kongnyuy & Wiysonge, 2007, Cameroon), so I considered them independent samples. Two
studies (Mitsunaga et al., 2005; Oyediran et al., 2010) used data from the 2003 Nigeria DHS, so
they had duplicate samples. Therefore, I only used the effect size once and coded demographic
information from both studies in order to gain as much information as possible.
One study (Adamczyk & Hayes, 2012) used data from DHS in 31 countries, namely:
Nambia, Moldova, Haiti, Swaziland, Zambia, Zimbabwe, Ukraine, Brazzaville, Madagascar,
Cambodia, Congo Democratic, Rwanda, Nepal, the Philippines, Liberia, Uganda, Kenya, India,
Malawi, Cameroon, Ghana, Mozambique, Benin, Ethiopia, Nigeria, Chad, Guinea, Mali,
Senegal, Niger, and Azerbaijan. All DHS data that Adamczyks and Hayes (2012) used was
collected in 2012. Though Abalos and colleagues (2003) also used a DHS sample from the
Philippines, they used DHS data from 2003, instead of 2012. Likewise, Hill and colleagues
(2004) used DHS data from Brazil, but their data was from the year 1996, instead of Adamczyk’s
2012 Brazil DHS data. Because DHS data is cross-sectional, not longitudinal (Corsi et al., 2012),
DHS from the same country, but different years, are independent samples. I considered
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Adamcyzk and Hayes’ (2012) study to have an independent sample from Abalos (2003) and
from Hill (2004).
Other Duplicate Samples
Two studies (Demaris, 2009; Tuttle & Davis, 2015) used data drawn from Marital
Instability Over the Life Course study; therefore, I considered them to have duplicate samples. I
only used the effect size once between them and gathered demographic information from both of
them.
Two other studies, both by Negash (2016; 2019) had an identical sample size and effect
size. Upon further examination, it was clear that Negash used the same sample in both studies. I
considered the Negash (2016; 2019) studies to be duplicates of each other, so only included the
effect size once and gathered demographic information from both studies.
Treas and Giesen (2000) and Huey (2002) both used data from the National Health and
Social Life Survey (NHSLS). Because the NHSLS was conducted at one time, I consider these
studies duplicate samples. However, the studies used slightly different inclusion criteria for
participants, resulting in different sample sizes. I used the data from Huey (2002) because they
used a larger sample size (n = 3,432) than Treas and Giesen (2000; n = 2,598). Therefore, I did
not use the data from Treas and Giesen (2000).
Once all inclusion and exclusion criteria were taken into account, 34 studies were
included in this meta-analysis. See Figure 1 for a visual representation of article selection and
inclusion.
Coding
Studies that meet inclusion and exclusion criteria were coded by the first author, using an
Excel spreadsheet. Then, articles were assigned to undergraduate coders. I trained undergraduate
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coders in the use of a Google Form created specifically for this study, which I have uploaded to
the OSF website listed above. The undergraduate coders coded all the studies included in the
analyses. I resolved coding inconsistencies by directly examining the respective studies and
Figure 1
Article Selection and Inclusion in Religiosity-Infidelity Meta-Analysis

Identification

Identification of studies via databases and registers

Records identified from:
Databases (n = 1,200)

Screening

Records screened
(n = 1,100)

Reports sought for retrieval
(n = 81)

Included

Reports assessed for eligibility
(n = 76)

Studies included in review
(n = 34)
Independent samples included in
review
(k = 37)

Records removed before
screening:
Duplicate records removed (n =
100)

Records excluded according to
abstract (n = 1,029):
Infidelity and
religiosity/predictors
of
infidelity not mentioned (n = 900)
Academic cheating, not
relationship cheating (n = 109)
Reports not retrieved
(n = 4)
Reports excluded (n = 42):
Qualitative only (n = 3)
No analysis of religiosityinfidelity relationship (n = 3)
Hypothetical resistance or
attitudes re: infidelity (n = 10)
Redundant samples with other
studies (n = 11)
No reported effect size, no
author response (n = 12)
No comparison between more
and less religious (n = 3)
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Note. The work of Page and colleagues (2021) was a template for this figure.
making the final decision. The following information was coded: study characteristics, sample
characteristics, measurement characteristics, design characteristics, and effect sizes.
Study Characteristics
Study characteristics coded include the year of publication, year of data collection, source
of study (i.e. journal title), whether the study had been published in a peer-reviewed journal,
sources of funding, and method of sample selection (snowball sampling, random digit dialing,
cluster sampling, probability sample, convenience sample). Because the percentage of people
who identify as religious (Pew Research Center, 2014) has changed over time, the year of study
publication (or the year of data collection if older archival data was used), might moderate the
relationship between religiosity and infidelity. Given that rates of infidelity and religiosity differ
by demographic characteristics such as gender (Whisman et al., 2007; Wiederman, 1997),
nationally representative samples are more likely to be generalizable to the population than
convenience samples.
Sample Characteristics
Sample characteristics coded included total sample size, sample size for women, sample
size for men, mean age and standard deviation of age for men and women separately,
relationship status of sample (single, dating, cohabiting, married), percentage sexual minority,
country where sample was obtained, percentage racial minority, average combined family
income, average years of education, percentage of couples with children, average length of
relationship, and whether the sample was recruited from a college population.
All studies reported on the relationship status of their samples. I dummy coded studies
based on whether the sample was married, with “0” indicating “not married” and “1” indicating
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“married”. Fifteen studies had married samples, while nine studies had samples that were not
married. Complicating matters, ten studies had samples that were “mixed” with respect to
marriage (i.e., some participants were married, some were not). I ran two grouped comparisons
by relationship status: one analysis using only two categories (i.e., “married” and “not married,”
with mixed relationship status studies excluded) and one analysis using three categories (i.e.,
“married,” “not married,” and “mixed”). Additionally, one study (Spanier, 1983) only included
divorced or separated participants, and so was excluded from the relationship status moderation
analysis.
Measurement Characteristics
Measurement characteristics that were coded include measurement of religiosity and
measurement of infidelity. Measurement of religiosity in the included studies is heterogeneous.
Studies were coded based on how they measure religiosity, including any specific measures of
religiosity used, the number of questions asked about religiosity, and the specific wording of the
question(s) about religiosity. I’m specifically interested in whether studies define religiosity as
religious service attendance, as Atkins (2008) found that religious service attendance had a
stronger relationship with infidelity than did other measures of religiosity, such as religious
affiliation and belief in specific religious tenets. I dummy coded all effect sizes for whether they
measured religiosity as religious service attendance (coded as “1”) or whether they measured
religiosity some other way (e.g., religious affiliation, importance of religion, coded as “0”). I
chose this method of coding religiosity to test my hypothesis that, in line with the research by
Atkins (2008), the religiosity-infidelity relationship will be stronger for religious service
attendance than for other measures of religiosity. Additionally, I dummy coded all effect sizes
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for whether they measure religiosity (coded as “0”) or whether they measure spirituality or
sanctification (coded as “1”).
Measurement of infidelity in the included studies is also heterogeneous. As Blow and
Hartnett (2005) noted, few studies of infidelity use the same measures of infidelity. Many studies
use a single question (e.g., Atkins & Kessel, 2008; Esselmont & Bierman, 2004), while few use
established measures (e.g., The Infidelity Scale [TIS; Drigotas et al. 1999]). I coded each effect
size for whether it measures physical infidelity (coded as “0”) or emotional infidelity (coded as
“1”).
Design Characteristics
Design characteristics that were coded included study design (longitudinal, experimental,
or cross-sectional) and whether the data was collected in-person or not in-person (e.g., through
the internet, through mail). Studies about the relationship between religiosity and infidelity have
used multiple methods of obtaining information from participants, such as in-person interviews
(e.g., Adamczyk & Hayes, 2012; Atkins & Kessel, 2008; Burdette et al., 2007), mail-in
questionnaires (e.g., Tuttle & Davis, 2015), and online surveys (e.g., Fincham et al., 2010;
Norona et al., 2016).
Statistical Information
Statistical information that was coded includes effect sizes and standard errors of the
relationship between religiosity and infidelity. Of the 34 studies included in the statistical
analysis, 10 studies report Pearson’s r, 7 report odds ratios, 5 report Chi Square, 4 report t values,
4 report means and standard deviations of infidelity by religious groups, 3 report log odds ratios,
1 reports Cohen’s d, 1 reports risk ratios, 1 reports number of infidelity events per religious
group, and 1 reports a log hazard ratio. In the appendix, see Table 1 for a description of the

RELATIONSHIP BETWEEN RELIGIOSITY AND INFIDELITY

32

characteristics of the 34 studies, Table 2 for a description of study effect sizes, Table 3 for a
more detailed description of the measurement of religiosity, and Table 4 for a more detailed
description of the measurement of infidelity.
Statistical Analysis
Publication Bias
To test for publication bias, I used Duval and Tweedie’s Trim and Fill (2000) procedure
to estimate an unbiased effect size by trimming the most extreme small studies of a funnel plot
and re-computing the effect size until the funnel plot is symmetrical. I used Comprehensive
Meta-Analysis Version III and selected the options: look for missing studies “to left of mean”
and look for missing studies using “random-effects model.”
Overall Religiosity and Infidelity Relationship
I used Comprehensive Meta-Analysis (CMA) to run an analysis of the relationship
between religiosity and infidelity in general, using pooled effect sizes for both religiosity and
infidelity. I represented effect sizes as Pearson correlations (r). Because included studies vary in
their statistical procedures and reported effect sizes, I used CMA to convert other effect sizes
(e.g., Cohen’s d, odds ratios) to r to include as many studies as possible (Borenstein et al., 2013).
I consider mean effect sizes significant if the 95% confidence intervals do not include zero.
Many studies included multiple effect sizes for the religiosity-infidelity relationship.
Using more than one effect size from the same sample is problematic because it leads to studies
with a greater number of reported effect sizes being weighted more highly than studies with
fewer effect sizes (Borenstein et al., 2013). In addition, including multiple effect sizes from the
same sample in the same study violates the statistical assumption of independence of
observations, leading to an underestimation of the error of the summary effect if effect sizes from
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the same sample are correlated (Borenstein et al., 2013; Lipsey & Wilson, 2001). Lipsey and
Wison (2001) outline two options when one study reports more than one relevant effect size: 1)
select a single effect size from among them, either randomly or based on some criteria; 2)
average all relevant study effect sizes into a single effect size for the study.
For my first analysis, I was interested in creating an average effect size for the religiosityinfidelity relationship overall, including as much information as possible. Therefore, I chose the
second option outlined by Lipsey and Wilson (2001), averaging the study effect sizes to create a
single average effect size per study. To do so, I created a table in CMA listing all religiosityinfidelity effect sizes, by study, and selected the “use study as the unit of analysis” and “use the
mean of the selected comparisons” (while selecting all studies and all comparisons) options in
the “select by” window in the analysis module.
Multiple Samples Within Studies
For studies where multiple effect sizes are reported, but the effect sizes are from entirely
different samples (e.g., one effect size from “Study 1” and another from “Study 2” as in
Fincham, 2010; one effect size from a US sample and another effect size from a German sample
as in Smith, 2012), I included all effect sizes and treated them as independent samples. After I
accounted for independent samples within studies, the total k (i.e., number of independent
samples analyzed) for this meta-analysis was 37.
Averaging the within-study effect sizes of studies that used odds ratios proved
challenging because studies used different reference categories. Of the 12 studies that reported
their religiosity-infidelity effect sizes only as odds ratios, 3 used reference categories indicating
less religiosity (e.g., no religion, never attending religious services) while 6 used reference
categories indicating more religiosity (e.g., identifying with a specific religion, attending
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religious services more often). For averaged effect sizes to be interpretable, I chose to use the
category indicating less religiosity (e.g., “no religion,”) as the reference category for all studies. I
only selected odds ratios that resulted from comparisons of more religious individuals to less
religious individuals; therefore, effect sizes that compared one religious affiliation to another
(e.g., Muslims and Christians) were not included. This decision resulted in the elimination of
three studies that only reported on the religiosity-infidelity relationship as compared between
different religious affiliations (Isiugo-Abanihe, 1994; Kongnuy, 2007; Mitsunaga, 2005).
For my subsequent analyses of how the measurement of infidelity and the measurement
of religiosity affect the strength of the religiosity-infidelity effect size, I was interested in
examining whether differences in measurement affected the strength of the effect size. Therefore,
I chose one effect size per study, based on criteria that I describe in the relevant sections below.
Religiosity and Infidelity Relationship by Religiosity Measurement
To analyze whether different measures of religiosity are differently related to infidelity, I
conducted a planned grouped comparison by dummy coded religious service attendance vs. other
measures of religiosity.
Multiple studies differentiated between religiosity and spirituality or sanctification (e.g.,
McAllister et al., 2020; Rayesh, 2018). To test whether the relationship between religiosity and
infidelity differs from the relationship between spirituality and infidelity, I conducted a grouped
comparison by dummy coded religiosity vs. spirituality.
Physical Versus Emotional Infidelity
Finally, in order to analyze whether emotional and physical infidelity are differently
related to religiosity, I conducted a planned grouped comparison by dummy coded emotional vs.
physical infidelity.
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Power Analysis
I conducted a post hoc power analysis, using the methods for power analysis in metaanalysis outlined by Valetine and colleagues (2010) and imputed into an excel spreadsheet by
Quintana and Tiebel (2019).
Missingness
For each moderator variable that had any missing data, I created a “missingness”
variable, dummy coded as “0” indicating “not missing” and “1” indicating “missing”. I then
conducted a sensitivity analysis for all types of missing data by conducting pairwise correlations
of missingness and precalculated effect size using the pwcorr command in Stata.
Results
Descriptive Characteristics
I used data and effect sizes from 34 studies that examined the relationship between
religiosity and infidelity. The combined sample size of all 34 studies included 60,952
individuals. Twenty-six of the 34 studies measured only physical infidelity, while four studies
measured both physical and emotional infidelity, and four studies did not clearly differentiate
between physical and emotional infidelity. No study measured emotional infidelity only. Nine of
the 34 studies defined religiosity as religious service attendance, while 25 studies defined
religiosity otherwise (e.g., affiliation, the importance of religion, specific religious beliefs). The
average gender composition of the samples was 49% men and 51% women. Eleven studies had
samples from outside of the United States. Of the studies conducted with samples from the
United States and other majority-white nations, the average percentage of white participants in
studies was 88%. Twenty-nine of the studies were published in peer-review journals, while five
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studies were dissertations or theses (none of which were repeated in journal articles). See Table 1
in the appendix for a summary of study characteristics.
Overall Religiosity and Infidelity Relationship
The random-effects weighted average of the relationship between religiosity and
infidelity was r = -.07 (95% CI [-.13, -.005]; see Figure 2 for a forest plot). Because the
confidence interval does not include zero, this is a statistically significant effect but is considered
small using Cohen’s criteria (1977, 1988). However, a large degree of heterogeneity (Q =
2485.52, p < 0.001; I2 = 98.55) existed in this analysis, suggesting that effect sizes varied greatly
between studies. To attempt to explain the large amount of variance between the effect sizes of
different studies, I conducted several meta-regressions and grouped comparisons.
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Figure 2
Forest Plot for the Overall Relationship Between Religiosity and Infidelity
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Of note, the Abalos (2004) study had the largest effect of all the studies, as well as a large
sample size. The Abalos (2004) study also has unique characteristics compared to other studies
included in this meta-analysis; it is the only study conducted with a sample from the Philippines,
and one of few studies with an entirely male sample. Additionally, it asked only 2 questions
about infidelity and 1 question about religiosity, with no reported psychometric information
about either. Due to the large effect size, unique characteristics, and poor measurement of the
study, I conducted a sensitivity analysis by excluding Abalos (2004) using the “one study
removed” option on CMA. The sensitivity analysis found a lower effect size that remained

RELATIONSHIP BETWEEN RELIGIOSITY AND INFIDELITY

38

statistically significant (r = -.05, 95% CI [-.09, -.01]). Though the Abalos (2004) study has a
noteworthy effect on the overall religiosity-infidelity effect size, the religiosity-infidelity
relationship remains inverse and statistically significant when it is excluded.
I conducted a post hoc power analysis using the formulas outlined by Valentine (2010)
imputed into an Excel spreadsheet by Quintana and Tiebel (2017). I imputed the observed
correlation for the overall religiosity-infidelity relationship (r = .07), the number of effect sizes
(37) and the average sample size per study (n = 1,741). According to this power analysis, with
either high, medium, or low degrees of heterogeneity, the 1 – β error probability is 1.0. In other
words, this meta-analysis had full power to detect the small effect size in the religiosity-infidelity
relationship. The overall religiosity-infidelity relationship was inverse, small according to
Cohen’s criteria (1977, 1988), and statistically significant, though effect sizes varied widely
between studies.
Publication Bias
According to a random effect model of Duval and Tweedle’s (2000) Trim and Fill, the
adjusted point estimate was r = -0.14 (95% CI [-.21, -.08]), which is a small effect size according
to Cohen’s (1977, 1988) criteria and is statistically significant. This adjusted point estimate was
larger in magnitude than the point estimate for observed values (r = -.07, 95% CI [-.13, -.003]),
suggesting some bias as a result of potentially missing studies.
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Figure 3
Funnel Plot of Standard Error by Fisher’s Z
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Note. White circles indicate observed studies, while black dots indicate imputed studies.
Measurement of Religiosity as a Moderator
To test my hypothesis that effect sizes for the religiosity-infidelity relationship would be
larger for studies that measured religiosity as religious service attendance, I conducted a randomeffects analysis, with effect sizes grouped by measurement of religiosity. Studies whose measure
of religiosity included both religious service attendance and other domains of religiosity (e.g.,
affiliation, importance of religion), but did not disaggregate the two, were not included in this
analysis. Nine studies did not clearly differentiate between religious service attendance and other
forms of religiosity, and so were treated as missing data. Missingness in whether studies
measured religious service attendance was not significantly correlated with religiosity-infidelity
effect size (r = -.14, p = .17).
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A random-effects analysis grouped by religiosity measurement found that studies that
defined religiosity as religious service attendance had a small effect size that was statistically
significant (r = -.05, 95% CI [-.08, -.03]), while studies that defined religiosity otherwise had a
small effect size that was not statistically significant because it had a wider confidence interval (r
= -.09, 95% CI [-.23, .06]). A Z-test found that studies that measured religious service attendance
had a significantly different effect size than studies that measured religion in other ways (Z = 4.36 p < .01). In summary, and contrary to my hypothesis, both religious service attendance and
other measures of religiosity were inversely related to infidelity, and the relationship between
non-attendance measures of religiosity (though not statistically significant) was larger than the
relationship between religious service attendance and religiosity.
I next conducted an exploratory random-effects grouped comparison of studies that
measured the religiosity-infidelity relationship to studies that measured the
spirituality/sanctification-infidelity relationship. I added a dummy coded variable of religiosity
versus spirituality (effect sizes in which religiosity was measured were coded as “0,” while effect
sizes in which spirituality or sanctification was measured were coded as “1”). Three studies did
not clearly differentiate between religiosity and spirituality/sanctification, and so were treated as
missing data. The religiosity-infidelity relationship was small and not statistically significant (r =
-.05, 95% CI [-.12, .02]). The spirituality/sanctification-infidelity relationship, in contrast, was
statistically significant and approached medium effect (r = -.18, 95% CI [-.28, -.06]). A Z-test
found that the two groups did not significantly differ from each other in effect size (Z = -1.67, p
= .09). Missingness in the religiosity versus spirituality variable was not significantly correlated
with religiosity-infidelity effect size (r = -.12, p = .22). In summary, though the spiritualityinfidelity effect size appeared larger than the religiosity-infidelity effect size, the relationship
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between sanctification/spirituality and infidelity was not significantly different from the
relationship between religiosity and infidelity.
Physical Versus Emotional Infidelity
I dummy coded the measurement of infidelity, with effect sizes that measured physical
infidelity coded as “0” and effect sizes that measured emotional infidelity coded as “1”. I left the
seven studies that did not clearly differentiate between physical and emotional infidelity “blank”
and treated them as missing data. I conducted a random-effects model, grouped by infidelity
measurement. The pooled effect size for physical infidelity was negative, small, and not
statistically significant (r = -.08, 95% CI [-.18, .03]). The pooled effect size for emotional
infidelity was positive, small, and not statistically significant (r = .03, 95% CI [-.01, .07]). A Ztest found that the pooled effect sizes for physical infidelity and emotional infidelity were not
significantly different from each other (Z = -0.57, p > .05). Missingness in physical versus
emotional infidelity was not significantly correlated with religiosity-infidelity effect size (r = .13, p > .05). In summary, the relationship between religiosity and emotional infidelity was not
statistically significantly different from the relationship between religiosity and physical
infidelity.
Other Moderators
Because measurement characteristics explained little of the heterogeneity in effect sizes, I
examined whether demographic characteristics of the samples better explained heterogeneity.
Relationship Status
I conducted a mixed-effects grouped comparison of the religiosity-infidelity relationship
by dummy coded relationship status (i.e., married versus not married). Studies with both
unmarried (r = -.02, 95% CI [-.08, .04]) and married (r = -.06, 95% CI [-.13, .02]) participants
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had a small and inverse, but not statistically significant, religiosity-infidelity relationship. A Ztest found that the two groups were not significantly different from one another (Z = -1.56, p >
.05). I also conducted a three-level mixed-effects grouped comparison of the religiosity-infidelity
relationship by sample relationship status (i.e., married, unmarried, versus mixed). This threelevel analysis found that mixed relationship status samples had a larger relationship between
religiosity and infidelity (r = -.11, 95% CI [-.24, .03]) than married samples (r = -.06, 95% [-.14,
.02]) or unmarried samples (r = -.03, 95% CI [-.09, .04]; Z = -1.99, p < .05), though none of the
correlations were statistically significant. Contrary to my hypothesis, relationship status (as
defined by whether participants were married) did not appear to have a significant effect on the
religiosity-infidelity relationship.
Gender
I had hypothesized that the gender composition of the samples would not significantly
moderate the religiosity-infidelity relationship. To test this, I coded each effect size for the
proportion of women represented in that sample (a decimal from 0 to 1) and conducted a metaregression of the religiosity-infidelity effect size on the proportion of women. The percentage of
women in the samples ranged from 0 to 100. This meta-regression found that the gender makeup
of samples was not a statistically significant predictor of the religiosity-infidelity effect size (β =
-.08, 95% CI [-.21, .04]). Data on the gender composition of the samples was missing for two
studies and missingness in gender data was not significantly correlated with religiosity-infidelity
effect size (r = .16, p = .11). The gender composition of samples was not significantly related to
the strength of the religiosity-infidelity relationship.
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Race
I had hypothesized that samples with larger proportions of BIPOC would have a stronger
relationship between religiosity and infidelity. To test this, I coded each effect size for which the
sample came from a majority-white country for the proportion of the sample who is a racial or
ethnic minority, represented as a decimal from 0 to 1. I then conducted a meta-regression of the
religiosity-infidelity effect size on the racial makeup of the samples. This meta-regression found
that the racial makeup of the samples was not a statistically significant predictor of the
religiosity-infidelity effect size (p > .05). However, only 17 of the 34 studies reported the racial
makeup of their sample, meaning that data on race was missing for over half of the studies.
Missingness in reporting the racial composition of the sample was not significantly correlated
with religiosity-infidelity effect size (r = -.06, p = .57). At the sample level, race does not appear
to be a predictor of the strength of the religiosity-infidelity relationship.
Nationally Representative
I had hypothesized that the religiosity-infidelity effect size would be smaller for studies
with nationally representative samples than for studies that did not have nationally representative
samples. To test this, I dummy-coded each effect size for whether the sample was nationally
representative, with “0” indicating “not nationally representative,” and “1” indicating “nationally
representative.” I conducted a mixed-effects analysis grouped by whether samples were
nationally representative. The religiosity-infidelity relationship was small for both nationally
representative (r = -.051, 95% CI [-.20, .10]) and unrepresentative studies (r = -.064, 95% CI [.10, -0.03]). A Z-test found that the two groups were statistically significantly different from one
another (Z = -3.59, p > .001). The relationship between religiosity and infidelity was slightly
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weaker for studies that had nationally representative samples, compared to studies that had
unrepresentative samples.
Study Design
I had hypothesized that cross-sectional studies would have larger effect sizes than
longitudinal studies. To test this, I dummy coded each effect size for whether studies were
correlational (coded as “0”) or longitudinal (coded as “1”). Twenty-nine studies used a
correlational design, while five studies used a longitudinal design. One study by Fincham (2010)
used an experimental design, which I chose not to include in this analysis due to the strong
conceptual differences between an experimental design (i.e., controlling and manipulating
variables through random assignment to examine the question of causation) and correlational and
non-experimental longitudinal designs (i.e., observing relationships as they occur without
random assignment).
I conducted a mixed-effects analysis grouped by study type (correlational or
longitudinal). Both cross-sectional (r = -.058, 95% CI [-.13, .02]) and longitudinal studies (r = .063, 95% CI [-.09, -.04]) had small effect sizes for the religiosity-infidelity relationship, though
only the effect size for longitudinal studies was statistically significant. A Z-test found that the
two groups were different from one another (Z = -6.09, p < .001). In other words, correlational
studies had a stronger relationship between religiosity and infidelity than longitudinal studies.
Peer-Reviewed
I hypothesized that studies that were published in peer-reviewed journals would have
smaller effect sizes than studies that were not published. To test this, I dummy coded each effect
size for whether the study it came from was published in a peer-reviewed journal (coded as “1”)
or whether it was not published in a peer-reviewed journal (coded as “0”). No studies were
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missing data on peer-reviewed status. I conducted a mixed-effects analysis grouped by peerreviewed status. Studies that had been peer-reviewed (r = -.05, 95% CI [-.12, .02]) and studies
that had not been peer-reviewed (r = -.14, 95% CI [-.26, -.03]) had a small effect size for the
religiosity-infidelity relationship, though the relationship among peer-reviewed studies was not
statistically significant. A Z-test found that the two groups (peer-reviewed and not peerreviewed) were different from one another (Z = -2.48, p = .01). In other words, studies that had
been peer reviewed had smaller effect sizes than studies that had not been peer reviewed.
Exploratory Analysis
Though I had not initially made a hypothesis about study location, I noted that the
samples for the studies included in this meta-analysis came from a variety of nations. As culture
can have an influence on religiosity, infidelity, and expectations about relationships broadly, I
conducted an exploratory analysis of the influence of study location on the religiosity-infidelity
effect size. To do so, I coded each effect size for the location from which the sample was taken. I
used a simplified version of the cultural and political framework of Huntington (1993), who
postulated that a “clash of civilizations” would result from profound cultural differences between
different regions of the world. Huntington divided the world into ten cultural regions (i.e.,
Western, Latin American, Orthodox, Eastern, Islamic, Buddhist, Hindu, African, Sinic,
Japanese). Huntington’s (1993) framework has been criticized for its oversimplification of
diverse regions and lack of focus on conflict within civilizations (Fox, 2002; Huntington, 2000);
however, given the relatively few nations represented in these studies, a simple model seemed
best. Indeed, only seven of the 34 studies included in this meta-analysis were from countries
outside of the “Western” classification. Due to small cell sizes using Huntington’s (1993)
original framework, I collapsed all non-Western civilizations into one category. I then dummy
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coded each effect size for whether it came from a Western (coded as “1”) or non-Western sample
(coded as “0”). I was able to acquire location information for all studies.
I then conducted a mixed-effects analysis grouped by study location (i.e., Western or
non-Western). Studies that drew their samples from non-Western civilizations had a small effect
that was not statistically significant (r = -.11, 95% CI [-.42, .22]), while studies that drew their
samples from Western civilizations had a small and statistically significant effect (r = -.05, 95%
CI [-.09, -.01]). A Z-test found that the two groups were different from one another (Z = -2.50, p
< .05). In other words, the relationship between religiosity and infidelity was stronger in studies
with participants from non-Western countries than in studies with participants from Western
countries.
Creating a Model
To explain the heterogeneity in this meta-analysis, I conducted a meta-regression using
the variables that had been significantly related to effect size in previous analyses, namely:
measurement of religion as service attendance, nationally representative samples, study location,
study design, and publication in a peer-reviewed journal. In this meta-regression, nationally
representative samples (β = -.09, 95% CI [-.20, .02]), study design (β = -.09, 95% CI [-.20, .02]),
and measurement of religion as service attendance (β = .07, 95% CI [-.04, .18]) were no longer
significantly related to the religiosity-infidelity effect size. Study location was a statistically
significant predictor of effect size (β = .17, 95% CI [.02, .32]), suggesting that the religiosityinfidelity relationship was larger in countries that are considered part of Western civilization.
Publication in a peer-reviewed journal was also a statistically significant predictor of the
religiosity-infidelity effect size (β = .18, 95% CI [.03, .32]), suggesting that the religiosity-
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infidelity relationship was larger in published studies. Overall model fit was somewhat poor,
explaining just over 7% of the variance in religiosity-infidelity effect sizes (residual I2 = 7.29%).
Discussion
My hypothesis for the overall religiosity-infidelity relationship was that religiosity and
infidelity would be inversely related, but that the relationship would be small. In agreement with
my hypothesis, the overall religiosity-infidelity relationship was inverse and small according to
Cohen’s criteria (1977, 1988). In other words, individuals who report that they are more religious
are slightly less likely to report infidelity.
Though the relationship between religiosity and infidelity is small in terms of its
correlation, it may have a larger practical effect on a systemic level. According to Funder and
Ozer (2019), when sample size is large, effects considered “small” under Cohen’s criteria (1977,
1988) can accumulate to have a large impact. For example, the correlation between a Major
League baseball player’s performance in one at-bat and his batting average is only .056,
considered small under Cohen’s criteria (1977, 1988). However, the cumulative effect of that
correlation in many “at-bat’s” (about 550 per baseball season) leads to a large difference in
outcomes for the individual player and for the entire team. According to this line of thinking, an
effect of r = .05, though small in impact on a specific individual’s behavior in a specific instance,
may be “potentially consequential in the not-very-long-run" (Funder & Ozer, 2019, p. 166).
Similarly, the -.06 correlation between religiosity and infidelity in this large sample size
may be “potentially consequential in the not-very-long-run" (Funder & Ozer, 2019, p. 166).
Infidelity is relatively common, with up to 34% of men and 19% of women in older age cohorts
reporting lifetime incidence of extramarital sex (Wiederman, 1997), and up to 4% of men and
nearly 2% of women reporting infidelity each year (Whisman et al., 2007; Wiederman, 1997).
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Infidelity has been associated with depression (Cano & O’Leary, 2000; Hall & Fincham, 2009),
relationship distress (Previti & Amato, 2004), relationship dissolution (Amato & Rogers, 1997;
Negash et al., 2014; Previti & Amato, 2004), and physical health problems due to unsafe sex
practices (Choi et al., 1994; Conley, Moors, Ziegler et al., 2012). If we consider infidelity as a
public mental, physical, and relational health problem, even small effects are important on a
community, national, and global scale. Over thousands, millions, even billions of “at-bats” (i.e.,
individuals) on this planet, the religiosity-infidelity relationship may lead to material differences
in the lives of individuals, couples, and families.
If we treat infidelity as a public mental, physical, and relationship health problem, and if
we recognize that, in the aggregate, religiosity and infidelity are inversely correlated, what is to
be done? Certainly, it is not ethical to impose religion or spirituality on others, whatever the
putative benefits could be. Religion and spirituality are complex constructs, and individuals’
reasons for being religious or not are complex and often deeply rooted in their values and
culture. Further research might explore the mechanisms behind the relationship between
religiosity and infidelity. Regardless, it may be helpful for people to be aware of the association
between religiosity and infidelity as they think about and navigate committed relationships.
Measurement
I hypothesized that, given the variety of operationalizations of religiosity and infidelity in
the literature, how these constructs are measured would explain a significant degree of the
variance in study effect sizes. Specifically, I hypothesized that studies that measured religiosity
as religious service attendance would have larger effect sizes than studies that measured other
domains of religiosity. I also hypothesized that the relationship between religiosity and infidelity
would be stronger for physical infidelity than for emotional infidelity.
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Measurement of Religiosity
In this meta-analysis, studies that measured religiosity as religious service attendance had
smaller effect sizes than studies that measured religiosity otherwise. In other words, and contrary
to my hypothesis and the findings of Atkins and Kessel (2008), the relationship between
religiosity and infidelity was weaker when “religiosity” was measured as church attendance.
It is unclear why religious service attendance was less strongly related to infidelity than
were other measures of religiosity. I had hypothesized that attendance at religious services might
lead to individuals tending to be more involved in their religious community (which is composed
of individuals who are religious and who are therefore more likely to believe that infidelity is
morally wrong), leading them to be more committed to religious beliefs against infidelity and to
have fewer opportunities to find an infidelity partner. This effect against infidelity, I believed,
would be greater than the effect of merely identifying as religious or affiliating with a particular
religion. However, it is possible that the effects of religious service attendance on infidelity are
not as strong as I had supposed. Perhaps individuals who attend religious services more often
might also tend to be more socially connected, extroverted, and socially experienced than people
who are otherwise religious but attend services less often (Bradley, 1995; Bradley et al., 2020).
This tendency towards extroversion and social connectedness could logically enable infidelity, as
infidelity involves relationships. In other words, those who attend religious services more
frequently may also tend to have a larger social network, which may provide more opportunities
for finding an extradyadic partner.
Alternatively, domains of religiosity other than service attendance may simply be more
strongly related to infidelity. For example, many of the studies included in the non-attendance
group measured religiosity as a person’s rating of the importance of religion in their life, or how
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religious they perceive themselves to be. These measurements of religiosity may tap into more
intrinsic components of religiosity, that is, being religious for the sake of being religious
(Allport, 1963). The difference between intrinsic and extrinsic religiosity is considered to be one
of motivation, with extrinsic religiosity being instrumental, involving being motivated by some
external punishment or reward, such as fear of the afterlife or desire for acceptance in a religious
community (Hunt & King, 1971). It could be that service attendance may be more closely
associated with extrinsic religiosity than with intrinsic religiosity, and intrinsic religiosity more
strongly protects against infidelity. Testing this hypothesis in this meta-analysis was not feasible,
due to only one study using measures that clearly differentiated between intrinsic and extrinsic
religiosity (Norona et al., 2016). Interestingly, this study was one of the few in this sample to
find that higher religiosity, measured as intrinsic religiosity, was associated with higher
infidelity, further muddying the waters. The field could benefit from further research into the
possible differences in the relationships between intrinsic religiosity and infidelity and extrinsic
religiosity and infidelity.
Spirituality
The relationship between spirituality/sanctification and infidelity approached medium
effect and the relationship between religiosity and infidelity had a small effect that was not
statistically significant; however, a Z-test found that the religiosity-infidelity and spiritualityinfidelity groups were not statistically different from one another. This analysis was exploratory,
and results must be interpreted with caution, especially since only four studies reported
information on the spirituality/sanctification-infidelity relationship (Cowart, 2018; Fincham et
al., 2010; McAllister et al., 2020; Rayesh, 2018). Though this finding is interesting and may
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point to possible differences between the religiosity-infidelity relationship and the spiritualityinfidelity relationship, it should be interpreted with caution.
Compared to religiosity, which tends to focus on affiliation with and participation in an
organized religious group, spirituality and sanctification are considered internal and personal
constructs (Koenig et al., 2001). Sanctification is considered a more specific aspect of spirituality
and is the belief that an aspect of one’s life, in this case one’s relationship, is sacred (Mahoney et
al., 2001; Pargament & Mahoney, 2005). The belief that one’s relationship is sacred would
logically lead one to highly value one’s relationship and avoid threats to relationship quality.
Infidelity can be a threat to the quality and even the existence of romantic relationships (Amato
& Rogers, 1997; Negash et al., 2014; Previti & Amato, 2004); therefore, someone who considers
their relationship sacred may be likely to avoid infidelity. Perhaps one’s specific beliefs about
the sacredness of one’s relationship are more strongly connected to avoidance of infidelity than
religiosity is.
It is also important to note that I did not distinguish between spirituality and
sanctification in this meta-analysis because there were too few studies to provide adequate
power. Because of this aggregation of spirituality and sanctification, it is unclear what, if any, the
difference might be between the sanctification-infidelity relationship and the spiritualityinfidelity relationship. Conceptually, it is logical that sanctification of relationships might be
more strongly related to infidelity than spirituality and infidelity, given that sanctification of
relationships is clearly conceptually related to one’s views of relationships, whereas general
spirituality may not be directly related to one’s views of relationships. For example, one could
identify as spiritual and perceive no moral issue with infidelity, while it seems more unlikely that
someone who identifies their relationship as sacred would perceive no moral issue with
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infidelity. Further studies on the relationship between sanctification of relationships and
infidelity, and whether this is different from the relationship between spirituality more generally
and infidelity, may be helpful.
Physical Versus Emotional Infidelity
I had hypothesized that the relationship between religiosity and infidelity would be
stronger for physical infidelity than for emotional infidelity. I hypothesized this due to most
religious texts’ clearer focus on physical infidelity compared to emotional infidelity. For
example, the Hebrew Bible commands against “lying with the wife of another man,”
(Deuteronomy 22:22, New Revised Standard Version), and multiple religious texts use the word
“adultery,” (e.g., Qur’an 17:32; Vishnu Purana 3:11; 1 Corinthians 6:9-10), widely understood to
mean sexual relations with an extramarital partner (Abasili, 2016; Korbatieh, 2018). Given that
religious texts generally tend to advocate against physical infidelity more strongly than against
emotional infidelity, I expected that religiosity would have a stronger effect on physical infidelity
than on emotional infidelity.
Contrary to my hypothesis, this meta-analysis found that the relationship between
religiosity and physical infidelity was not statistically significantly different from the relationship
between religiosity and emotional infidelity. This is interesting given research on more religious
people being more likely than less religious people to perceive ambiguous behaviors as
emotional infidelity (Mattingly et al., 2010; Nagurney et al., 2019). Given that all studies
included in this meta-analysis used self-report measures of infidelity and many do not clearly and
behaviorally define emotional infidelity, it could be that the relationship between religiosity and
emotional infidelity is artificially inflated. In other words, without clear definitions of emotional
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infidelity, more religious people might be more likely to report emotional infidelity for the same
behavior than non-religious people would be.
It is also possible that the relationship between religiosity and emotional infidelity is
similarly strong to the relationship between religiosity and physical infidelity. Though many
ancient religious texts focus more clearly on teaching against physical infidelity, some also
include messages against emotional infidelity. For example, Jesus taught, “everyone who looks
at a woman with lust has already committed adultery with her in his heart” (Matthew 5:28, New
Revised Standard Version). Indeed, religious people may tend to rate more behaviors as
constituting emotional infidelity, which seems unlikely to indicate a lack of taking emotional
infidelity seriously (Mattingly et al., 2010; Nagurney et al., 2019). Perhaps, in modern religious
circles, emotional infidelity and physical infidelity are both considered problematic. This current
meta-analysis shows no difference in the religiosity-physical infidelity and the religiosityemotional infidelity relationship, insofar as these constructs are measured by ambiguous selfreport. More studies examining possible differences between the religiosity-physical infidelity
and the religiosity-emotional infidelity relationship may be beneficial.
Other Moderators
Relationship Status
I had hypothesized that the religiosity-infidelity relationship would be stronger in married
samples than in unmarried samples. I had believed the religiosity-infidelity relationship would be
stronger among married samples due to strong religious messages surrounding the importance,
even sacredness, of marriage, while many religious texts say less about the importance of nonmarriage romantic relationships. Contrary to my hypothesis, married samples and unmarried
samples were not significantly different from each other with respect to the strength of the
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religiosity-infidelity relationship. It is possible that marriage has a selection effect based on
religion. More religious people are more likely to believe that marriage is important and to
choose to get married (Liefbroer & Rijken, 2019; Rendon et al., 2014), and getting married is
associated with increased religiosity (Thornton et al., 1992). It could be that the on-average
higher religiosity among married individuals leads to a somewhat restricted range of religiosity,
making differences in the religiosity-infidelity relationship by marital status difficult to detect.
Additionally, my decision to make sample marital status a dichotomy resulted in the
exclusion of ten studies with samples that were partially married, partially unmarried. Removing
nearly a third of the studies likely resulted in decreased power and ability to detect a small
difference, if it existed. Overall, the religiosity-infidelity relationship does not appear to be
significantly different based on marital status, though this may be in part an artifact of the
relationship between religiosity and marriage.
Gender
I hypothesized that the gender composition of the samples would not be related to
religiosity-infidelity effect sizes, and my findings were consistent with this hypothesis. Samples
with more women were no more or less likely than samples with more men to have a strong
religiosity-infidelity relationship. In many religions, infidelity has been a gendered topic. The
Hebrew Bible prescribes, “if a man is caught lying with the wife of another man, both of them
shall die” (Deuteronomy 22:22, New Revised Standard Version), with no direct proscription
again a woman “lying with the husband of another” woman, or against a married man “lying
with” an unmarried woman. In other words, according to a strict interpretation, married men may
“lie with” another woman, as long as she is not married. In the New Testament, Jesus’ teachings
against infidelity focus on discouraging men from infidelity with women (Matthew 5:28).
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Likewise, Gautama Buddha, as quoted in the Parabhava Sutta, focused on urging against
infidelity with female partners; “not to be contented with one's own wife, and to be seen with
harlots and the wives of others -- this is a cause of one's downfall”. Due to these gendered
religious descriptions of infidelity, it would be logical to suspect that the religiosity-infidelity
relationship might be moderated by gender.
Despite the gendered nature of many scriptural comments surrounding infidelity, overall
gender composition of the sample was not significantly related to the strength of the religiosityinfidelity relationship. It could be that gendered descriptions of infidelity in religious texts have
not affected the sexual and relationship scripts of religious people in a gendered way. Perhaps
sources other than religion—including media, family, school, and secular cultures—have a larger
influence on sexual scripts than religious texts do. It is also possible that modern religious
messages against infidelity are less gendered than religious texts (many of which were written
hundreds or thousands of years ago) would indicate. Indeed, some religious scholars of multiple
faiths have argued for feminist interpretations of sacred texts, in which individuals of all genders
are equally responsible for their own infidelity (e.g., Mernissi, 1991; Ruether, 1998). Whatever
the reason, on a meta-analytic level, gender does not moderate the religiosity infidelity
relationship.
Race
I hypothesized that the relationship between religiosity and infidelity would be stronger
for samples with a higher proportion of BIPOC+. Contrary to my hypothesis, the racial makeup
of the samples was not statistically significantly related to the strength of the religiosity-infidelity
relationship. This result is surprising, given findings that race was a significant moderating
variable of the religiosity-infidelity relationship (e.g., Choi et al., 1994). In a nationally
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representative and large sample, Choi (1994) and colleagues found that the religiosity-infidelity
relationship, as measured by church attendance, was inversely related to infidelity for Black and
Hispanic people, but not for white people. They attributed this difference to the importance of
religious institutions in Black and Hispanic cultures and communities. Overall, in this metaanalysis, the religiosity-infidelity relationship was not significantly moderated by the racial
composition of the samples. Admittedly, my operationalization of race (i.e., in majority-white
countries, the percent of the sample that was BIPOC+) is crude, and more than half of the studies
included did not report the racial makeup of their samples. Due to the small number of studies
that disaggregated the religiosity-infidelity relationship by race, I was unable to do paired
comparisons of different racial groups. Further research is necessary to examine whether the
religiosity-infidelity relationship is moderated by race.
Nationally Representative
I hypothesized that effect sizes would be smaller for studies that are not nationally
representative, compared to studies that are nationally representative. In theory, samples that are
nationally representative are more characteristic of the populations from which they are drawn
than samples that are not, meaning that nationally representative samples might be considered to
more accurately reflect the population country than samples that are not representative (Elfil &
Negida, 2017). In accordance with my hypothesis, the religiosity-infidelity relationship was
smaller in magnitude for nationally representative studies. This suggests that non-representative
sample characteristics of studies that were not representative may have artificially inflated the
religiosity-infidelity relationship.
Interestingly, the gender and racial composition of studies were not statistically
significantly related to the strength of the religiosity-infidelity relationship, suggesting that other
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sample characteristics might explain the difference in the religiosity-infidelity relationship by
sample representativeness. Unfortunately, I was unable to examine whether other sample
characteristics, such as mean age, socioeconomic status, and whether couples have children, are
related to the religiosity-infidelity effect size, due to few studies reporting this information.
Ultimately, it is unclear why the religiosity-infidelity relationship was weaker in nationally
representative studies.
Cross-Sectional Versus Longitudinal
I also hypothesized that cross-sectional studies would have larger effect sizes, compared
to longitudinal studies. Results were consistent with this hypothesis; cross-sectional studies had a
smaller effect size compared to longitudinal studies. This suggests that, though religiosity and
infidelity are related both cross-sectionally and longitudinally, the religiosity-infidelity
relationship is smaller longitudinally. Though higher baseline religiosity is related to a lower
likelihood of infidelity over time, the smaller relationship for longitudinal studies suggests that
some of the cross-sectional correlation in religiosity and infidelity may be due to the effect of
infidelity on religiosity. In other words, it is possible that having engaged in infidelity may also
decrease religiosity.
The possibility of infidelity leading to decreased religiosity, and not just religiosity
predicting infidelity, is consistent with cognitive dissonance theory. Cognitive dissonance theory,
as proposed by Festinger (1957), suggests that two cognitions that are related to one another can
either be consonant (meaning they are logically compatible) or dissonant (meaning that they
cannot both be true). Cognitive dissonance results in psychological discomfort, which people
generally try to reduce through avoidance or changing one of the two cognitions (Harmon-Jones
& Mills, 2019). In other words, beliefs often change to conform to behavior, rather than behavior
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following beliefs. Applied to the religiosity-infidelity relationship, cognitive dissonance theory
suggests that individuals who engage in infidelity, but who also believe that infidelity is wrong,
would be faced with dissonance discomfort due to the incompatibility of their beliefs about
infidelity (which may be religiously driven) and their knowledge of their own infidelity. To
reduce dissonance discomfort, individuals may, even unintentionally, change their beliefs about
infidelity, which may also involve changing their beliefs about religion. In other words, it may be
that infidelity predicts decreased religiosity over time. However, this is speculation, and I could
not test this hypothesis in this meta-analysis, as most longitudinal studies I included focused on
religiosity being a predictor of infidelity, instead of vice versa. However, one study examined
both: Fincham (2010) found that prayer for one’s partner longitudinally predicted a decreased
likelihood of infidelity. Interestingly, the baseline report of infidelity in the previous month was
significantly and inversely correlated with the subsequent frequency of prayer for one’s partner,
though this relationship was no longer significant in a cross-lagged stability model.
Though the current meta-analysis lends some support to the temporal precedence of high
religiosity over decreased likelihood of infidelity, it does not even nearly establish a causal
relationship between religiosity and infidelity. This meta-analysis offers some support for a
relationship between religiosity and infidelity, less support for temporal precedence of religiosity
on infidelity, and little to no evidence of causation. According to the scientific method,
experimental studies of the religiosity-infidelity relationship are necessary to establish causation
(Cook et al., 2002). The difficulty and ethical challenges of studying the religiosity-infidelity
relationship experimentally are evident—randomly assigning participants to either engage in or
not engage in infidelity would likely cause considerable harm to individuals and relationships,
and randomly assigning participants to, for example, affiliate with a certain religion, attend
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religious services, or not, especially long-term, may also cause harm and would certainly violate
participants’ autonomy.
Only one of the included studies was experimental (Fincham et al., 2010). Fincham
(2010) randomly assigned participants to either pray for their partners, pray in general, and
control conditions, and found that those who were randomly assigned to pray for their partners
(once the fact that some who were assigned to pray also prayed for their partners, without
prompting, was accounted for) were less likely to report infidelity. Though this finding is
compelling, it is the only experimental study of the effect of religiosity on infidelity that I found
in my literature search, and, to the best of my knowledge, has not been replicated. Further
experimental study of the relationship between religiosity and infidelity, using methods similar
to Fincham’s (2010), may be helpful.
Peer-Reviewed
I hypothesized that studies that were published in peer-reviewed journals would have
smaller effect sizes than studies that were not published in peer-reviewed journals. In accordance
with my hypothesis, studies that were not published in peer-reviewed journals (i.e., theses and
dissertations) had larger effect sizes for the religiosity-infidelity relationship than studies that
were published in peer-reviewed journals. Indeed, in a meta-regression including all moderators
that had been significant in Z-tests, publication status was the only statistically significant
predictor of the religiosity-infidelity relationship. It is possible that, even unintentionally,
publication bias exists in infidelity research. Though publication bias typically refers to a bias
towards publishing studies with statistically significant effect sizes, while studies with null
findings remain in “the file drawer” (Rosenthal, 1991), publication bias in this instance may
suggest a bias towards null findings on the relationship between religiosity and infidelity.
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The reasons for the moderating role of publication status on the religiosity-infidelity
relationship are unclear. It may be that peer-reviewed journals are more likely to exclude from
publication studies that find that religiosity is inversely related to infidelity. Peer review is an
important part of the scientific process that allows experienced researchers to give valuable
feedback to their colleagues and to serve a gatekeeping role in terms of research quality.
However, peer reviewers are human, and as such are subject to their own biases, as all humans
are (Suls & Martin, 2009). Though religiosity is important to the majority of Americans (Gallup,
2017; Pew Research Center, 2014) and to many individuals around the world (Norris &
Inglehart, 2011), psychologists are less likely than the general population to be religious
(Delaney et al., 2007; Ragan et al., 1980). This may affect the research that psychologists choose
to conduct and that peer reviewers and editors choose to accept for publication.
Religiosity remains frequently unconsidered in psychological research. For example,
fewer than 3% of the quantitative studies published in seven American Psychological
Association journals from 1991 to 1994 (Weaver et al., 1998) and in four major psychiatric
journals from 1978 to 1982 (Larson et al., 1986) included religion measures. However, there is
some evidence that psychologists who include religion in their research are more likely to be
religious than psychologists who do not, suggesting that researchers who study religiosity and
infidelity may in fact tend to be biased towards religiosity (Ragan et al., 1980). The effects of
bias on the field are likely complex and remain to be further examined.
It is also possible that the smaller religiosity-infidelity effect sizes in peer-reviewed
studies are due to factors other than bias. Theses and dissertations are not subject to peer review
and may tend to be of lower quality than peer-reviewed studies. Of the five unpublished studies
included in this meta-analysis, none had representative samples (Behar, 2018; Cowart, 2018;
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Gonzalez, 2013; Johnston, 1997; Williams, 2010). Sample size tended to be small, ranging from
28 to 821, with a median sample size of 123. No unpublished study reported psychometric
information for both their religiosity and infidelity measures or used validated measures of both.
The effect of publication status on religiosity-infidelity effect size may be an artifact of study
quality, particularly related to samples and measures.
Limitations
A common criticism of meta-analysis is “garbage in, garbage out” (Borenstein et al.,
2013). In other words, averaging effect sizes to create a summary effect size does nothing to fix
the methodological errors and imperfections in original studies. Additionally, the errors of
original studies may be more difficult to identify in a meta-analysis. According to this point of
view, if original studies are “garbage,” the results of a meta-analytic synthesis of the studies will
also be “garbage”. In psychology, results are only as good as the measures that studies use.
Religiosity and infidelity are complex constructs whose definitions are somewhat subjective.
Religiosity
Most of the studies included in this meta-analysis measured religiosity using only one
question that was not part of a validated measure. Only seven of the 34 studies included in this
meta-analysis used validated measures of religiosity. Of the 34 studies included in this metaanalysis, only eleven made any mention of the psychometric properties of their religiosity
measure. Most of these studies reported only measures of internal consistency, such as
Cronbach’s alpha (e.g., McAllister et al., 2020; Norona et al., 2016) or the correlation between
the items that composed the religiosity measure (e.g., Esselmont, 2014). Internal consistency is
important in establishing that items “belong together” (i.e., that responses to one item are
strongly related to responses on another, Streiner, 2003). Several studies note the internal
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consistency of their religiosity measures as originally tested in other samples; however, very few
report on the internal consistency of the religiosity measure in the study’s sample (e.g.,
Esselmont, 2014; Rayesh, 2018). This is problematic because the internal consistency of a
measure is not fixed, but can vary based on the sample being tested (Streiner, 2003).
The internal consistency of a measure reveals only that a measure is internally consistentit says nothing about the validity of that measure. Additionally, higher internal consistency is not
necessarily better, especially when constructs are multifactorial (Streiner, 2003). Given that
religiosity is multi-dimensional and can include such varying domains as religious service
attendance, affiliation, and belief, internal consistency may be a poorly suited evaluation of
religiosity measures. Perhaps it is unsurprising that some studies found their measure of
religiosity to have somewhat low internal consistency, such as r = .62 between one item about
service attendance and one item about importance of religion in Whisman (2007) and a
religiosity alpha of .62 in Rayesh (2018). Indeed, religiosity as a construct may be multifactorial
(Lemos et al., 2019). Future studies of religiosity and infidelity should look beyond internal
consistency of religiosity measures, and focus on the validity of their religiosity measures, with
particular attention to what kind of religiosity is being measured. I recommend future studies
follow similar measurement to Atkins and colleagues (2008), who measured different domains of
religiosity.
A few studies included in this meta-analysis report information on the validity of their
religiosity measures. Cowart (2018) used the Assessment of Spirituality and Religious
Sentiments (ASPIRES; Piedmont et al., 2008). As Cowart (2018) noted, the ASPIRES has
demonstrated convergent correlations for self-report and observer-report ranging from .27 to .77,
and construct validity with measures or self-actualization, affect, self-esteem, hope, life
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satisfaction, and optimism ranging from r of .45 to .49 (Piedmont et al., 2008). Multiple studies
(Cowart, 2018; Rayesh, 2018) used the prayer behavior questionnaire originated by Fincham
(2010). However, as Cowart (2018) noted, the prayer scale has yet to be validated.
In summary, most studies did not report any information whatsoever about the
psychometric properties of their religiosity measure(s). Of those studies that did report
psychometric properties, almost none reported any information beyond internal consistency,
which may not be relevant for multidimensional measures of religiosity and is certainly
insufficient to establish measure validity. In other words, though studies’ measures of religiosity
often have some degree of face validity, their measures of religiosity often lack sophistication,
have not been validated, and few studies consider multiple domains of religiosity.
Infidelity
Measurement of infidelity in the studies included in this meta-analysis is similarly
flawed. Only six of the 34 studies included in this analysis described specific psychometric
properties of their infidelity measure. I reiterate: nearly 83% of the studies included in this metaanalysis did not report any psychometric information of the infidelity measure. Of the six studies
that did describe psychometric information of their infidelity measure, five reported only a
measure of internal consistency such as Cronbach’s alpha (Behar, 2018; Martins et al., 2016;
Norona et al., 2016; Rayesh, 2018) or the correlation between infidelity items (Fincham et al.,
2010). Reported internal consistency of infidelity measures ranged from .73 to .95, suggesting a
high degree of internal consistency for infidelity. Conceptually, a high degree of internal
consistency for infidelity makes sense—if the core of “infidelity” is engaging in behavior or
emotional investment with an extradyadic partner that one knows or suspects would cause
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damage to one’s primary relationship, items that tap into this core construct might be strongly
correlated with one another.
Though internal consistency might be important for measures of infidelity, it is certainly
not sufficient to establish the psychometric properties of a measure. No study used in this metaanalysis provided information about the validity of the infidelity measure. In fact, few studies
used validated measures of infidelity, most using questions from archival data or questions that
they had written themselves without providing evidence of psychometrics.
Three studies (Fincham et al., 2010; McAllister et al., 2020; Norona et al., 2016) used the
Infidelity Scale by Drigotas and colleagues (1999), an 11-item scale that asks participants to
think of the person, other than their partner, whom they are most attracted to, then rate their
degree of attraction to and physical and emotional intimacy with this person on an eight-point
Likert-type scale. The Infidelity Scale was originally created using factor analysis in a sample of
84 college students at a religious university, and had a Cronbach’s alpha of .93 (Drigotas et al.,
1999) and similarly high internal consistency in Fincham’s (2010) sample (α = .96). Of note,
Drigotas (1999) intended for The Infidelity Scale to be sensitive to social desirability, by
normalizing being attracted to individuals other than their partners in the introductory paragraph
of the measure and by ordering the questions so that they gradually move from questions about
attraction to extradyadic emotional involvement and extradyadic physical behavior.
A lack of conceptual clarity on what, exactly, infidelity is may also make these results
difficult to interpret. “Infidelity” is in many ways a subjective term, with some behaviors
considered by some to indicate infidelity, while others do not consider those same behaviors
unfaithful (Kruger et al., 2013; Mattingly et al., 2010; Thompson & O’Sullivan, 2016).
Additionally, whether a behavior is considered “infidelity” may depend on who is deciding;
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people consistently rate their own behavior as less likely to be “infidelity” than they rate their
partner’s objectively similar behavior (Thompson & O’Sullivan, 2016). This discrepancy appears
to be even higher for religious people (Thompson & O’Sullivan, 2016), who are also more likely
than non-religious people to perceive ambiguous behaviors as infidelity (Mattingly et al., 2010).
Given that more religious people are more likely to perceive their own behaviors as not
infidelity, it could be that the inverse relationship between religiosity and infidelity is, at least in
part, an artifact of more religious people being less likely to perceive their own behavior as
infidelity.
Given that infidelity is a somewhat ambiguous category that is certainly subjective, and
that perceptions of behaviors that constitute infidelity may differ by religiosity, defining
infidelity clearly to research participants is necessary to interpret the results clearly. Of the 34
studies included in this meta-analysis, only 17 clearly and behaviorally defined infidelity to their
participants. Most studies merely asked participants if they had engaged in infidelity, or if they
had cheated, without defining those terms. It is noteworthy that some researchers report leaving
“infidelity” open-ended intentionally, to let participants define for themselves what they consider
infidelity, rather than merely agreeing with the authors’ definition (e.g., McAllister et al., 2020).
Though this open-endedness acknowledges the subjective nature of what constitutes infidelity, it
also makes standardizing “objective” (i.e., behavioral) measures of infidelity impossible. Simply
put, this meta-analysis measures individuals’ perceptions of infidelity, more than standardized
behavioral measures. Since more religious people are more likely to perceive ambiguous
behaviors as infidelity (Mattingly et al., 2010), religious people tend to “over-report” infidelity
compared to their less religious counterparts, meaning that the inverse relationship between
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religiosity and infidelity seen in this meta-analysis may actually be artificially deflated as an
artifact of systematic differences in perceptions of infidelity by religion.
All of these limitations in measurement taken together, this meta-analysis does not
necessarily suggest a small and inverse relationship between religiosity and infidelity; it suggests
that people who say that they are religious are slightly less likely to say they have engaged in
infidelity (whatever “infidelity” means to them). One question might be why the relationship
between religiosity and infidelity is small, explaining about one-third of one percent of the
variance in infidelity. After all, it is logical to think that, since more religious people are more
likely to believe that infidelity is morally wrong (Cochran & Beeghley, 1991), they would also
be much less likely to report infidelity.
A strong inverse relationship between religiosity and infidelity makes sense conceptually;
however, this conceptual approach ignores the many other factors that influence infidelity on
both an individual and societal level. As reviewed by Hergert (2016), recent empirical research
on infidelity tends to focus on one of the following categories of explanations: biological,
including genetic and hormonal influences; evolutionary, including naturally selected sexual
differences in parental investment that theoretically explain different male and female patterns of
sexual infidelity; deficit model, focusing on problems in the primary relationship accounting for
infidelity; dispositional approaches, focusing on individual differences in personality traits as an
explanation for infidelity; situational approach, focusing on situational effects; and the sociocultural approach, focusing on the effects of socio-cultural constructs on infidelity. Religiosity as
an explanation for infidelity falls under the socio-cultural approach.
Hergert (2016) noted that most scientific articles attempting to predict infidelity focus on
only one of the previous categories, which inevitably leads to a fragmented and incomplete
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approach to understanding infidelity. Indeed, Hergert (2016) aptly notes that socio-cultural
variables, such as religiosity, are unlikely to be directly causally related to infidelity, but are best
considered control variables to the study of infidelity. In this case, it is unlikely that religiosity
(or lack thereof) directly causes someone to engage in or not engage in infidelity; rather, a third
variable, such as belief in infidelity being morally wrong or commitment to the relationship,
likely mediates the relationship between religiosity and infidelity. Hergert (2016) proposes an
integrative model of infidelity, the (Biological)-Opportunity-Disposition-Deficit Model of
Sexual Infidelity ([B]ODD-model), which attempts to unify different theories of sexual infidelity
into a person-situation-interaction perspective.
Religiosity is a small, though important, piece of the puzzle of why someone chooses to
engage or not engage in infidelity. On a global scale, religiosity may have “potentially
consequential in the not-very-long-run” effects on infidelity (Funder & Ozer, 2019, p. 166), with
consequences for individual health and relationship quality. However, poor measurement of both
religiosity and infidelity, as well as high heterogeneity in the religiosity-infidelity relationship,
limit what we know and the conclusions that we can draw from this finding. Ultimately, more
research and better research is needed to understand the relationship between religiosity and
infidelity.
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(2013)

Attendance

Physical

Allen (2008)

Other religiosity

Ali (2001)
Behar (2018)
Choi (1994)
Cowart (2018)
Edwards (1976)
Esselmont (2014)
Fincham (2010)
Study 1
Study 2

Relationship
Status
Married or
cohabiting

Gender

Race

Location
Philippines

PeerReviewed
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Married
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--
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4.17%

USA
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Other religiosity

Physical
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0%

--
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Married

49.4%

29.9%

Cote
D’Ivoire
USA

Other religiosity
Attendance
Attendance

Physical

No

No

Physical

Married

Yes

Physical

Married

100%
0%
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12.2%

USA

Other religiosity
Spirituality/
sanctification
Other religiosity

-0%
-55.3%
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No
No
No
No

Physical

Married

58%

0%
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Yes

No

Other religiosity
Attendance
Other religiosity

Physical

Married

51%

--

USA

Yes

Yes

Physical

In romantic
relationship

85.3%

--

USA

Yes

No
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Religiosity

Infidelity
Unclear

Gonzalez (2013)

Spirituality/
sanctification
Unclear

Hansen (1987)
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Relationship
Status
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Race

Location

PeerReviewed

Sample
Representative

Married

64%

100%

USA

No

No

Unclear

Physical
Emotional
Physical

Never married

56.7%

19.1%

USA

Yes

No

Hill (2004)

Other religiosity

Physical

0%

--

Brazil

Yes

Yes

Johnston (1997)

Other religiosity

Physical

0%
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USA

No

No

Khasmakhi (2018)
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Married (81%)
or cohabiting
“Vast majority
married”
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50.5%
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Iran

Yes
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Liu (2000)
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57.1%

17.4%

USA
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Maddox Shaw
(2013)
Mahambrey
(2018)
Mark (2011)
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65.1%

18.7%

USA
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Other religiosity

Unclear

55%

12%

USA
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Physical

Mixed, 73%
married
Monogamous
relationship
50% married

55.1%

Yes

No

Martins (2014)

Other religiosity

Unclear

Dating

68.4%

Men
USA &
21.8% Canada
Wome
n
14.2%
-Portugal

Yes

No

Martins (2016)

Other religiosity

Dating

71.6%

--

Portugal

Yes

No

McAllister (2020)

Unclear
Spirituality/
sanctification

Physical
Emotional
Physical
Emotional

Dating

78.5%

32%

USA
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Religiosity

Infidelity

Negash (2016,
2019)

Other religiosity

Physical

Norona (2016)

Other religiosity

Potter (2011)
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Physical
Emotional
Physical

Rayesh (2018)
Scheeren (2019)

Other religiosity
Spirituality/
sanctification
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Smith (2012)
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Unclear

Spanier (1983)

Other religiosity

Physical

Trinitapoli (2006)

Physical

Vail-Smith (2010)

Attendance
Other religiosity
Other religiosity

Whisman (2007a)

Unclear

Whisman (2007b)
Williams (2010)
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Relationship
Status
Exclusive
romantic
relationship
Dating

Gender

Race

Location
USA

PeerReviewed
Yes

Sample
Representative
No

57%

30%

65.8%

16.2%

USA

Yes

No

Married

51%

--

USA

Yes

No

Physical
Emotional

Married

76.1%

--

Iran

Yes

No

Unclear

Married (55%)
or partnered
Mixed

70.1%

--

Brazil

Yes

No

48.4%
61.1%
54.1%
55.6%

-----

Germany
UK
USA
USA

Yes
Yes

Yes
Yes
Yes
No

0%

--

Malawi

Yes

No

61.5%

21.9%

USA

Yes

No

Physical

97% never
married
Married

100%

11.3%

USA

Yes

Yes

Unclear

Physical

Married

54.6%

16.1%

USA

Yes

No

Attendance

Unclear

Married

62%

USA

No

No

Physical

Separated or
divorced
Married

Note. -- indicates “not reported.” “Gender” is indicated by the percentage of the sample that is female. “Race” is indicated by the percentage of the
sample, in majority-white countries, that is BIPOC+.
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Table 2
Summary of Study Effect Sizes
Study

Group(s)

Statistic
Reported

Original
Effect Size

Abalos
(2011)

Catholic

Cohort 2x2
(Events)

Muslim
Other Christian
Adamopoulou All
(2013)

Allen (2008)

Independent
Groups
(relig M by
infidelity
status)
Female relig & inf Independent
Groups
(relig M by
infidelity
Female relig, male status)
inf
Male relig, female
inf

Standard
Error
Reported
N

Inf events
495, no inf
events 1757
Inf events 4,
no inf events
114
Inf events
94, no inf
events 284
Inf mean
Inf SD, N
1.22
No inf mean No inf
1.44
SD, N

Original
Standard
Error
Inf N 2252
No inf N
2252
Inf N 118,
no inf N
118
Inf N 378,
no inf N
378
Inf 1.37,
1146
No inf
1.50, 4068

Correlation
(Pearson’s
r)
-.57*

Inf mean
3.27
No inf mean
3.18
Inf mean
2.62
No inf mean
3.18
Inf mean
2.73
No inf mean
3.11

Inf 8.13,
22
No inf
1.28, 96
Inf 1.28,
26
No inf
1.28, 96
Inf 4.23,
22
No inf
1.27, 96

Inf SD, N

Study
aggregate
r*
-.58

Study
95% CI*

-.06*

-.06

-.09, -.04

.01*

-.08

-.20, .05

-.60, -.56

-.88*
-.52*

-.18*

-.07*
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Group(s)

Statistic
Reported

Male relig & inf

Ali (2001)
Behar (2018)
Choi (1994)
Cowart
(2018)
Edwards
(1976)
Esselmont
(2014)

All
Other religiosity
Attendance
Black Sample
Hispanic Sample
White Sample
Other religiosity
Sanctification
Prayer
Men
Women
Biblical inerrancy
(all)
Attendance (all)
High religious
importance (all)
Religious marital
formation (all)
Black Protestant
Jewish
Mainline
Protestant
Other Protestant
Other religion
Unaffiliated

Odds Ratio
Chi-Square
Odds Ratio
Correlation
Correlation
Log Odds
Ratio

Original
Effect Size

95
Original
Standard
Error
Inf 2.96,
26
No inf
1.27, 96
.0.48, 1.19
77
77
1.61, 16.71
1.20, 18.88
0.21, 19.58
123
123
123
213
294
0.25

Correlation Study
(Pearson’s aggregate
r)
r*
-.13*

Study
95% CI*

-.08*
-.47*
-.30*
.41*
.40*
.19*
-.02
.31
-.04
.000
-.09
.25*

-.09
-.39

-.18, -.01
-.51, -.24

.38

.20, .55

-.03

-.16, .10

-.05

-.14, .04

.25

.23, .27

0.07
0.30

.26*
.21*

0.91

0.07

.24*

2.54
0.29
0.68

1.32
0.33
0.25

.57*
.08*
.18*

1.91
1.26
1.35

1.14
0.69
0.51

.47*
.33*
.35*

Inf mean
2.53
No inf mean
3.11
0.76
16.79
6.95
5.18
4.77
2.02
-.02
.31
-.04
.000
-.09
0.94
0.98
0.76

Standard
Error
Reported

95% CI
N
95% CI
N
N
Standard
Error (log)
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Study
Fincham
(2010)
Study 1
Study 2

Group(s)

Original
Effect Size

-.10
Inf 3.91, no
inf 2.44

Infidelity Acts

Correlation
Independent
Groups
(relig M by
infidelity
status)

Gonzalez
(2013)

Emotional inf
Physical inf

Log Odds
Ratio

.04

Hansen
(1987)
Hill (2004)
Johnston
(1997)

Men
Women
All
Difficulty
devotions
Spiritual
accountability
Satisfaction
church support
Satisfaction clergy
supervisor
Satisfaction God
Satisfaction
Presbytery
All

Correlation

Khasmakhi
(2018)

All
Infidelity

Statistic
Reported

Odds Ratio
t-value

Correlation
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Standard
Error
Reported

Original
Standard
Error

N
SD, N

375
Inf 2.16,
20
No inf
1.04, 22
Inf 2.35,
20
No inf
1.01, 22
.04

Inf 3.06, no
inf 1.72

-.02
-.19
-.20
4.72
-1.31

Standard
Error
N
95% CI
N

.06
93
122
1.71, 12.93
24

Correlation Study
(Pearson’s aggregate
r)
r*
-.10

Study
95% CI*

-.10
-.40*
-.35*

-.40

-.62, -.14

.01*
-.01*

.00

-.03, .03

-.19
-.20
.39*
-.27*

-.20

-.32, -.06

.39
-.36

.16, .59
-.50, -.20

.00

-.11, .11

-2.45

23

-.47*

1.69

28

-.31*

0.64

15

-.17*

2.70
2.03
.00

28
28
321

-.47*
-.37*
.00

N

-.20, .001
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Group(s)

Statistic
Reported

Original
Effect Size

Liu (2000)

Men
Women
Attendance
Other Religiosity
All

Log Odds
Ratio
Cohen’s d

All
All

Maddox
Shaw (2013)
Mahambrey
(2018)
Mark (2011)
Martins
(2014)
Martins
(2016)

McAllister
(2020)
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Correlation
(Pearson’s
r)
-.03*
-.02*
-.06*
-.05*
-.06*

Study
aggregate
r*
-.03
-.07

-.11, -.03

Chi-Square

Original
Standard
Error
.06
.07
.04
.05
2869

Study
95% CI*

-.11
-.08
-0.13
-0.10
10.96

Standard
Error
Reported
Standard
Error
Standard
Error
N

-.06

-.10, -.03

Chi-Square
t-value

10.63
1.88

N
N

915
156

-.11*
.15*

-.11
.15

-.17, -.04
-.01, .30

0.90

95% CI

0.51, 1.57

-.03*

.04

-.04, .12

1.62

0.83, 3.15

.13*

1.60

0.93, 2.78

.13*

1.94

0.86, 4.41

.18*

1.07

0.74, 1.53

.02*

0.96

0.58, 1.59

-.01*

1.18

0.81, 1.70

.05*

0.93

0.39, 2.22

-.02*

154

.12

.003

-.07, .08

.09

154

.09

-.11

154

-.11

Men in-person
Odds Ratio
emotional inf
Men in-person
physical inf
Men online
emotional inf
Men online
physical inf
Women in-person
emotional inf
Women in-person
physical inf
Women online
emotional inf
Women online
physical inf
Men relig
Correlation
emotional inf
Men relig physical
inf

.12

N

-.05, -.003
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Negash
(2016, 2019)
Norona
(2016)
Potter (2011)
Rayesh
(2018)

Scheeren
(2019)
Smith (2012)

Group(s)
Men sanct
emotional inf
Men sanct
physical inf
Women relig
emotional inf
Women relig
physical inf
Women sanct
emotional inf
Women sanct
physical inf
All

Statistic
Reported

Original
Effect Size

98
Standard
Error
Reported

Original
Standard
Error

Correlation Study
(Pearson’s aggregate
r)
r*

-.13

154

-.13

.01

562

.01

-.06

562

-.06

-.08

562

-.08

-.12

562

-.12

Study
95% CI*

Correlation

.02

N

647

.02

.02

-.06, .10

Emotional inf
Physical inf
All

t-value

2.38
3.03
3.11

N

118
118
434

.22*
.27*
-.15*

.24

.07, .41

-.15

-.24, -.06

Relig inf act
Sanct inf act
Relig emotional
inf
Relig physical inf
Sanct emotional
inf
Sanct physical inf
All

Correlation

-.17
-.18
-.17

N

222
222
222

-.17
-.18
-.17

-.17

-.26. -.08

-.17
-.18

222
222

-.17
-.18

Odds Ratio

-.19
0.29

222
.09, 1.01

-.19
-.32*

-.32

-.57, -.02

German Men

Independent
Groups (M

Inf 1.26
No inf 1.47

Inf 0.76,
38

-.04*

-.06

-.07, -.004

t-value

N

95% CI
SD, N

RELATIONSHIP BETWEEN RELIGIOSITY AND INFIDELITY
Study

Group(s)

German Women

Spanier
(1983)
Trinitapoli
(2006)

Statistic
Reported
inf, M no
inf)

Original
Effect Size

99
Standard
Error
Reported

Inf 1.32
No inf 1.45

UK Men

Inf 1.82
No inf 2.04

UK Women

Inf 2.04
No inf 2.27

US Men

Inf 2.85
No inf 2.97

US Women

Inf 2.97
No inf 3.15

All

Chi-Square

5.40

N

Attendance
African
Independent
Missionary
Protestant
Muslim

Correlation
Log Odds
Ratio

-.08
.46

N
Standard
Error

.33
.56

Original
Standard
Error
No inf
0.86, 1635
Inf 0.85,
25
No inf
0.81, 1542
Inf 0.96,
283
No inf
1.00, 1538
Inf 0.87,
268
No inf
0.97, 2593
Inf 1.01,
1392
No inf
1.00, 4522
Inf 0.99,
1017
No inf
0.94, 5947
205

Correlation Study
(Pearson’s aggregate
r)
r*

Study
95% CI*

-.16*

-.16

-.29, -.03

960
.21

-.08
.13*

.05

.02, .08

.13

.09*

.56

.15*

-.02*

-.08*

-.07*

-.05*

-.07*
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Vail-Smith
(2010)
Whisman
(2007a)
Whisman
(2007b)
Williams
(2010)

Group(s)
Pentecostal
Other
Men
Women
Computer
In-person
All
Respondent inf
Spouse inf

Statistic
Reported

Original
Effect Size

Odds Ratio

.24
.49
0.79
0.74
-.06
-.05
0.52

Chi-Square

4.14

Odds Ratio
Correlation

13.91

100
Standard
Error
Reported

Correlation
(Pearson’s
r)
.07*
.13*
-.06*
-.08*
-.06
-.05
-.18*

Study
aggregate
r*

Study
95% CI*

-.08

-.16, .02

-.06

-.08, -.04

95% CI

Original
Standard
Error
.10
.27
.48, 1.30
.48, 1.14
4884
4884
.34, .78

-.18

-.28, -.07

N

821

-.07*

-.10

-.15, -.05

821

-.13*

95% CI
N

Note. *Indicates that the value is calculated by Comprehensive Meta-Analysis software, based on the imputed original effect size and standard error.
“Inf” indicates “infidelity,” “relig” indicates “religiosity,” and “sanct” indicates “sanctification.”
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Table 3
Religiosity Measurement Characteristics
Study

Questions came
from
Philippines
Demographic and
Health Survey
(DHS) 2003
Wave III of
Longitudinal Study
of Adolescent
Health

Number of
questions
1*

Questions Wording

1

Attendance in religious services: 1- a few times; 2several times; 3- once a month; 4- two or three times a
month; 5- once a week; 6- more than once a week.

--

1

--

Cote d’Ivoire DHS
1994

1*

Choi
(1994)

1990/91 National
AIDS Behavioral
Survey

1

Cowart
(2018)

Assessment of
Spirituality and
Religious
Sentiments

--

Rate how religious they were from a scale of 1 (not at
all religious) to 5 (very religious).
Religious affiliation: Christian, Muslim, Traditional or
None
“How often do you attend religious services?” (Never,
1-2 year, several times a year, once a month, 2-3
month, once a week, several times a week)
“What is your religious preference?” (Roman Catholic,
Protestant, Jewish, Christian Scientist, Muslim,
Mormon, Seventh-Day Adventist, Atheist, Agnostic,
Orthodox, Other)
“Over the last year, how often have you gone to church
or other types of religious meetings or services?” (1-3
times a month; Less than once a month; Don't go to
church; 1 + times a week)
Religious Sentiments
Spiritual Transcendence: Prayer Fulfillment,
Universality, Connectedness

Abalos
(2011)
Adamopou
lou (2013)
Allen
(2008)
Ali (2001)
Behar
(2018)

2

Religious affiliation (Catholic, Muslim, Others)

Psychometric
Information Provided
--

---

--

ASPIRES: Convergent
validity = 0.27-0.77
Construct validity selfactualization, affect, self-

RELATIONSHIP BETWEEN RELIGIOSITY AND INFIDELITY
Study

Questions came
from
(ASPIRES;
Piedmont et al.,
2008)
Prayer Behavior
Questionnaire
(Fincham, 2010)

Edwards
(1976)
Esselmont
(2014)

Number of
questions

Questions Wording

4

See Fincham (2010)

1
5

Religious identity as measured by whether participants
were affiliated with the Roman Catholic Church
“How much influence have your religious beliefs,
teachings, or congregation had on the following big
decisions you have made in your life:
Your decision about whether or whom to marry? (
None (1) to Most important influence (5)
How often do you attend worship services, not
including weddings or funerals? (Never (0) to Once a
week or more (5))”
“How important is religion or religious faith to you
personally? (Somewhat important (1) to By far the
most important part of your life (4)”
“There are errors in your religious text on moral,
spiritual, or religious matters.”

102
Psychometric
Information Provided
esteem, hope, life
satisfaction, optimism r =
.45-.49 (Piedmont et al.,
2008)
Reliability = “.94, .78,
.49, and .89 for Universal
Prayer Fulfillment,
Connectedness, and
overall Total Score,
respectively” (Piedmont
et al., 2008, p. 8).
Religious Index Scale =
.89 (2009)
Lack of psychometrics
for prayer scale
-2 items biblical inerrancy
r = .744
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Study

Questions came
from

Fincham
(2010)
Study 1
Study 2
Gonzalez
(2013)

Hansen
(1987)
Hill (2004)

Johnston
(1997)

Number of
questions

4
2
Brief
Multidimensional
Measure of
Religiousness/Spiri
tuality, part of
1998 General
Social Survey

3*

Brazil DHS 1996

1

2

14

Questions Wording
“There are errors in your religious text regarding
science or history.” (Strongly disagree (1) to Strongly
agree (5))
“I pray for the well-being of my romantic partner.”
“I pray that good things will happen for my partner.”
Likert scale 1-5 (never-very frequently)
“My relationship with my partner is holy and sacred.”
“I sense God’s presence in my relationship with my
partner.”
Consists of a broad range of short religiosity and
spiritual scales (only those assessing values,
organizational religiousness, and overall self-ranking
were used)

103
Psychometric
Information Provided

Alpha T1 = .96
Pearson's r T1 = .72
T2 = .79
Alpha = .84
reportedly normed on a
national population as
part of the General Social
Survey in 1998

Indicate the influence of religion on their lives, five
-responses which ranged from none to great.
How often subjects attend church services, from never
to once a week.
Religious affiliation (None, nonpracticing Catholic [
-attends church less than twice a month], practicing
Catholic [attends church twice or more a month],
Evangelical, Other)
“Did one or more of the following occur in the 18
-months before your affair (or the time you were the
most emotionally and physically vulnerable to an affair
during your ordained ministry, if none occurred)?” 1-7
at time of affair; 1-7 now?
“Difficulty having effective devotions”
“Lack of outside spiritual accountability”
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Questions came
from

Number of
questions

Khasmakhi Religious
(2018)
Orientation
Questionnaire
(Allport, 1950)

20

Liu (2000)

1

Maddox
Shaw
(2013)

2

Mahambre
y (2018)

Mark
(2011)

Midlife
1*
Development in the
United States
(MacArthur
Foundation
Research Network,
1995), second
wave
1

Questions Wording
“How satisfied were/are you with:” at time/affair 1-7
dissatisfied-satisfied; now 1-7 dissatisfied-satisfied
“Your relationship with your church?”
“Your relationship with your presbytery?”
“Your relationship with God?”
“To what degree did/do you have an emotionally close
relationship with the following persons?” at time/affair
1-7; now 1-7;
“clergy supervisor?”
11 questions (1-12) measure external religious
orientation, 9 questions (13-21) measure internal
religious orientation.
Likert-type scale from 1 (totally disagree) to 5 (totally
agree)

104
Psychometric
Information Provided

Divergent correlation
between internal and
external religious
orientation (r = .21;
Allport, 1968)

Church attendance from 0 (never) to 8 (several times a
week)
“How often do you attend religious services?” (from 1
[never] to 7 [more than once a week])
“All things considered, how religious would you say
that you are?” (from 1 [not at all] to 7 [very religious])
Asked to what degree the respondent is religious, with
possible responses including very, somewhat, not very,
and not at all.

--

Importance of religion: Very important, important,
slightly important, not important at all.

--

convergent validity
(Johnson et al., 2002;
(Rhoades et al., 2009)
--

RELATIONSHIP BETWEEN RELIGIOSITY AND INFIDELITY
Study
Martins
(2014)
Martins
(2016)
McAllister
(2020)

Mitsunaga
(2005)
Negash
(2016,
2019)
Norona
(2016)

Potter
(2011)

Questions came
from

Manifestation of
God Scale
Sacred Qualities
Scale

105

Number of
questions
--

Questions Wording
--

Psychometric
Information Provided
--

1*

Dummy coded as 0 = Catholic, 1 = no religion

--

4

Sanctification, 5-point Likert scale:
“I sense God's presence my relationship with my
partner.”
“My relationship with my partner is holy and sacred. “

Cronbach’s alpha
religiosity = .83

1
1

Religiosity, 4-point Likert scale:
“How often do you attend religious services?” (ranging
from never, or almost never to one or more times per
week)
“How important is religion in your life?” (ranging
from Not Important to Very Important).
Affiliation, possible answers were Catholic, Protestant, -Other Christian, Muslim, Traditionalist/other
“All things considered how religious would you say
-you are?”

Intrinsic Religious
Motivation Scale
(Hoge, 1972)

10

“My faith involves all of my life.”
“Although I believe in my religious, I feel there are
many more important things in life.”
From 1 to 4 (1 = Strongly disagree, 4 = Strongly agree)

National Youth
Survey

2

“During the past year, how often did you attend
religious services?” 5 indicates several times a week.
“How important has religion been in your life?” 5
indicates that religion is very important.

Current study:
Alpha = .89
"Strong validity with
other measures of
religiosity, such as
ministers' judgements"
--
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Study
Rayesh
(2018)

Scheeren
(2019)
Smith
(2012)
Spanier
(1983)
Trinitapoli
(2006)

Vail-Smith
(2010)

Questions came
from
Partner-Focused
Prayer Measure
(Fincham, 2010)
Manifestation of
God in Marriage
Scale (Mahoney,
1999)

Number of
questions
4

Questions Wording

13

“My marriage represents God’s presence in my life”
“My marriage is a holy bond”

Sanctification alpha = .94

1*

Regular religious practitioner or not

--

1

Four-point ordinal scale of frequency of attendance at
religious services where four is most frequent and one
is least frequent.
“Would you say you are very religious, somewhat
religious, slightly religious, or not at all religious?”
“When was the last time you went to church (or
mosque)?” "in the last week," "in the last month," "last
2-6 months," "more than 6 months ago"
Select one of "Catholic, Protestant, Revivalist,
Moslem, Traditional African, No Religion, or Other,"
categorized into "Catholic; Pentecostal; African
Independent; mission Protestant; Muslim; or other"
"Respondents who self-identified as not being
religious" // "those identifying themselves as religious"

--

1
Second wave of the 2
Malawi Diffusion
and Ideational
Change Project
(MDICP)
Health Behavior
Survey based on
the Centers for
Disease Control
and National
College Health
Risk Behavior
Survey

106

1*

See Fincham (2010)

Psychometric
Information Provided
Current study:
Religiosity alpha = .62

-Data said to be reliably
consistent with the first
wave of the MDICP
(they mentioned it is
“roughly” test-retest
period)
--
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Questions came
from
The National
Comorbidity
Survey

Number of
questions
4

Whisman
(2007)

Cycle 5 of the
National Survey of
Family Growth

2

Williams
(2010)

2006 National
Survey of Religion
and Family Life
Modified version
of Steensland et al.
(2000)
classification of
religion

5* (2 for
congruence
)

Whisman
(2007)
married

Questions Wording

107
Psychometric
Information Provided
Alpha = .87

1) The importance of religious or spiritual beliefs in
daily life.
2) Frequency of attending religious services.
3) Whether participants sought spiritual comfort during
problems or difficulties.
4) Whether participants asked themselves what God
would want them to do when making decisions in daily
life.
“Currently, how important is religion in your daily
Pearson’s r = .62
life? Would you say it is very important, somewhat
important, or not important?”
“About how often do you attend religious services?
Would you say more than once a week, once a week,
1-3 times per month, less than once a month, or
never?”
Religious affiliation: Catholic, Protestant, other
-(including Jewish, Mormon/Church of Jesus Christ of
Latter-day Saints, Greek or Russian Orthodox, Islam or
Muslim, other Christian, and other non- Christian
faiths) and none (consisting of atheists and respondents
who identify with no denomination
Frequency of religious attendance: dichotomized as
frequent (more than once a week, once a week, or
almost every week) and infrequent (once or twice a
month, a few times a year, or never).
Whom the respondent goes to church with
Religious congruence:
“1) Do you feel your spouse shares your core religious
or spiritual values? (Yes‚ No)”
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Questions came
from

Number of
questions

Questions Wording
“2) How often do you pray or do religious activities
with your spouse or children together at home‚ besides
grace at meals?”

108
Psychometric
Information Provided

Note. -- indicates “not reported.” * indicates that the exact number of questions was not reported in the study. I estimated the amount, assuming only one
question per referenced domain of religiosity.
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Table 4
Infidelity Measurement Characteristics
Study

Questions came
from

Number of
questions

Questions Wording

Psychometrics

Abalos
(2011)

Philippines
Demographic
and Health
Survey (DHS)
2003

2

“Apart from the woman/women you have already
mentioned, do you currently have any other regular,
occasional, or regular and occasional sexual
partners?”
“Have you had sex with any other woman in the last
12 months?”
“The respondents had to list all their current and
previous sexual relationships with detailed
information on the starting and ending date, whether
they cohabited and how long, when they got married,
etc. … If the respondent had more than one
relationship in a given month, we keep the one with
the longest overall duration and treat the event as
infidelity.”
“True/False: I have never been sexually unfaithful to
my partner.”

--

“Men were asked whether, in the past two months,
they had had any sexual relationship with any
nonmarital partner and, if so, the number of such
partners and whether they had used a condom during
the most recent sexual act.”

--

Adamopoulou Wave III of
(2013)
Longitudinal
Study of
Adolescent
Health

1*

Allen (2008)

1

Ali (2001)

Sensual/sexual
Satisfaction
Subscale of the
Marital
Satisfaction
Inventory
(Snyder, 1979)
Cote d’Ivoire
DHS 1994

1*

--

--
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Behar (2018)

Choi (1994)

Cowart
(2018)

Questions came
from

Number of
questions
6

1990/91
National AIDS
Behavioral
Survey

1

1

Edwards
(1976)

1

Esselmont
(2014)
Fincham
(2010)
Study 1

1

Study 2

Gonzalez
(2013)

4

The Infidelity
9
Scale
(Drigotas, 1999)

16

110

Questions Wording

Psychometrics

The Behar-Canillas-Balice Measure of Infidelity
consists of six questions measuring past instances of
sexual infidelity including: kissing, hand to genital
manipulation, oral sex, vaginal sex, anal sex, and
cybersex.
"Over the past 12 months, how many different people
have you had either vaginal or anal intercourse with?"

Alpha = .88, pretested
with experts & lay
individuals

“Have you ever had an extramarital sexual
relationship with someone other than your spouse
while married to your current spouse?”
"At any time during your marriage have you had
sexual inter-course with some other person than your
spouse?”
sexual involvement with someone other than their
spouse since marriage, binary yes/no
Whether participants engaged in kissing, sexual
intimacy without intercourse, and sexual intercourse
in the past month with someone other than their
romantic partner.
Level of attraction (e.g., “How attractive did you find
this person?”) arousal (e.g., “How much arousal did
you feel in their presence?”), emotional engagement
(e.g., “How emotionally intimate were you with this
person?), and physical involvement (e.g., “How
physically intimate were you with this person?”)

--

“Sexual infidelity is defined here as committing a
sexual act (intercourse, oral/anal sex, kissing,

--

--

--Pearson's r T1 = .96
T2 = .96

Infidelity acts (2
questions from The
Infidelity Scale)
TI r = .77
T2 r = .74

RELATIONSHIP BETWEEN RELIGIOSITY AND INFIDELITY
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Questions came
from

Number of
questions

Questions Wording
fondling) with someone other than your spouse
without their approval.
1. During the course of my current marriage I have
committed sexual infidelity as defined above. Yes/No
2. If yes, I have committed sexual infidelity (during
the course of my current marriage) with
approximately how many partners. o 1 o 2 o 3 o 4
o 5 o 6 or more
3. If yes, when did you start committing sexual
infidelity in your current marriage?
Before marriage (when dating current spouse) 0-1st
year 2nd-5th year 6th-9th year 10th-20th year After
20 years
4. If yes, is your spouse aware that you have
committed sexual infidelity? Yes/No
5. Are you aware that your spouse has committed
sexual infidelity during your marriage? Yes/No”
“Emotional infidelity is defined here as being
attracted to someone other than your spouse and
engaging in a nonsexual relationship (flirting, dating,
romantic conversations, e-mails) with this person
without your spouse’s knowledge. Usually, there are
feelings of guilt or wrongness associated with this
type of infidelity.
6. During the course of my current marriage I have
committed emotional infidelity as defined above.
Yes/No
7. If yes, I have committed emotional infidelity
(during the course of my current marriage) with
approximately how many partners. 1 2 3 4 5 6 or
more
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Questions came
from

Number of
questions

Questions Wording
8. If yes, when did you start committing emotional
infidelity in your current marriage? o Before
marriage (when dating current spouse) 0-1st year
2nd-5th year 6th-9th year 10th-20th year After 20
years
9. If yes, is your spouse aware that you have
committed emotional infidelity? Yes/No
10. Are you aware that your spouse has committed
emotional infidelity during your marriage? Yes/No
11. What would you say is the main reason you have
committed infidelity (if answered yes to sexual or
emotional infidelity)?__ (write in)
12. What would you say is the main reason you have
not committed infidelity?__ (write in)
13. How many sexual partners have you had in your
entire life? 1 2 3 4 5 6 7 8 9 10 or more
14. Do you consider yourself sexually satisfied in
your marriage? Yes/No
15. Do you consider yourself happily married?
Yes/No
16. How likely is it that you will commit infidelity
during the rest of your marriage? Highly Unlikely
Unlikely Unsure Likely Highly Likely 1 2 3 4 5”
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Psychometrics
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Hansen
(1987)

Hill (2004)

Questions came
from

Number of
questions
3

Questions Wording

Brazil DHS
1996

2

Whether had an extramarital sexual partner in last
-year
Number of sexual partners in last 12 months
“Since marriage, how often in the following situations -have you had sexual contact (excluding intercourse)
with a woman other than your wife?”
“Since marriage, how often in the following situations
have you had sexual intercourse with a woman other
than your wife?”
“With a church member; with a member of the church
staff; with a counselee; with a friend; with a stranger;
with a prostitute; other”
-“Marami and Khademi
(2013) determine the
validity of the scale by

Johnston
(1997)

Khasmakhi
(2018)

113

2

Marital Betrayal
Talents Scale

52

Psychometrics

"While in a committed dating relationship, have you
Reproducibility
ever engaged in the following with someone other
coefficient = .98
than your dating partner?" Erotic kissing, petting, and
sexual intercourse were listed. Subjects responded
either yes (scored 1) or no (scored 0) for each.
If their dating partner knew they had sexual contact
with someone else.
If they had ever had a committed partner who
engaged in erotic kissing, petting, or intercourse
someone else.
“Effect of own (or partner’s) extradyadic relations on
quality of dating relationship (most recent relationship
during which it occurred): improved a great deal,
improved somewhat, did not affect, hurt somewhat,
hurt a great deal.”
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Questions came
from
(Marami &
Khademi, 2013)

Liu (2000)
Maddox
Shaw (2013)

Mahambrey
(2018)

Midlife
Development in
the United
States
(MacArthur
Foundation

114

Number of
questions

Questions Wording

1*
2

Whether had extramarital sex
"Have you had sexual relations with someone other
than your partner since you began seriously dating?”
Or “Did you have sexual relations with someone other
than your ex-partner while you were together?”
depending on whether participant was still in the
relationship.
“Has your partner had sexual relations with someone
other than you since you began seriously dating?” Or
“Did your ex-partner have sexual relations with
someone other than you while you were together?”
depending on whether participant was still in the
relationship. “No, Probably not, Probably so, and Yes,
I know for sure” “Yes, I know for sure‚” coded as 1,
others coded as 0.
“The following questions are about experiences you
-may have had at ANYTIME. Check the appropriate
boxes next to any of the following experiences you
have had.” One response category included
“Spouse/partner engaged in (marital) infidelity.”

1*

Psychometrics
construct validity
(Correlation with
Enrich's marital
satisfaction test),
internal consistency, and
factor analysis. To
determine the reliability
of the scale, Cronbach's
alpha coefficient was
used.”
---
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Questions came
from
Research
Network, 1995),
second wave

Number of
questions

Questions Wording

Psychometrics

1

--

Martins
(2014)

Extradyadic
Behaviors
Inventory (Luo
et al., 2010)

23

Martins
(2016)

Extradyadic
Behaviors
Inventory (Luo
et al., 2010)

23

Indicated that they, during their current relationship,
ever had “cheated (i.e., engaged in sexual interactions
with someone other than your primary partner that
could jeopardize, or hurt, your relationship)”
“The EBI consists of a self-response inventory, which
includes 23 items to assess EB in person or face-toface (offline) and 13 items to assess computermediated EB (online). Subjects were to report how
often they engaged in each of the described
behaviours with someone of the opposite sex during
their current relationship. In this questionnaire, the
five-point scale of Wiederman and Hurd (1999) was
adopted: 1 – I did not have this behaviour because I
didn't want to; 2 – I didn't have this behaviour
because there was no opportunity; 3 – I had this
behaviour only once; 4 – I had this behaviour more
than once with the same person; and 5 – I had this
behaviour with different people.”
“This self-report questionnaire consists of 23 items
assessing face-to-face EDB (e.g.,
“kissing”; “romantic date”; “received oral sex”;
“vaginal intercourse”) and 13 items assessing online
EDB (including internet and phone interactions; e.g.,
“spent time online with romantic interest”;
“shared sexually provocative pictures”; “phone sex”).
Participants were asked to report how often
they had engaged in each of the listed behaviors while
in their current relationship with someone (of

Mark (2011)

“Studies of the
Portuguese version are
ongoing”

Alpha = .73-.98
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McAllister
(2020)

Questions came
from

Number of
questions

(Drigotas,
Safstrom, &
Gentilia, 1999)

2

Mitsunaga
(2005)

1*

Negash
(2016, 2019)

4

Norona
(2016)

The Infidelity
2
Scale
(Drigotas, 1999)

Potter (2011)

National Youth
Survey

2

Questions Wording
the opposite sex) other than their current partner. The
instructions of the EDBI were not phrased
specifying that these behaviors are infidelity”
"Have you done anything that you consider to be
physically unfaithful?"
"Have you done anything you consider to be
emotionally unfaithful?"
occurrence of currently married or cohabitating men
reporting having had sex with a nonmarital and noncohabitating partner in the last 12 months and those
who did not.
“Please indicate whether, within the past 2 months,
you have experienced any of the following behaviors
with other people while you were dating your partner.
That is, at the same time you were dating your
partner, did you engage in any of the following sexual
or romantic behaviors with someone else?”
Behaviors measured were kissing, hugging/ caressing,
sexual intimacy without intercourse, and sexual
intercourse. 0 = no, 1 = yes, yes to any question =
placed in yes category for analysis
“How emotionally intimate were you with this
person?” 0 to 8 (0 = Not at all/Never, 8 = Extremely/
A great deal/Very often)
“How physically intimate were you with this person?
0 to 8 (0 = Not at all/Never, 8 = Extremely/ A great
deal/Very)”
“How often have you slept with someone that was not
your spouse in the past year?”
Survey respondents were asked specifically about
their rate of sexual encounters with the paramour.
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Cronbach’s alpha = .95

--
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Rayesh
(2018)
Scheeren
(2019)
Smith (2012)
US Sample

German
Sample

UK Sample

Questions came
from

Number of
questions

The Infidelity
Scale (Drigotas
et al., 1999)

11

American
General Social
Survey 19912010
1st wave
German Parfam
Survey 20082009
British
NATSAL
Survey 19992001

Questions Wording
Their answers were coded with values ranging from 0
to 7. If the respondent did not engage in an affair they
received a 0 value while a respondent received a 7 if
they had relations with their paramour every day.
Intermediate levels of activity with a paramour were
coded from 2-6 depending on the frequency of
encounters (No affair= 0; 1-3 encounters for the year=
1; 4-9 encounters for the year= 2; Once a month= 3;
Once every 2-3 weeks= 4; Once every week= 5; Two
or Three times a week= 6; Once a day= 7).

1

"Did you cheat on your current partner?" Yes/No

1

Whether a respondent has ever been unfaithful to a
spouse

1

Whether the respondent has been unfaithful to their
partner in the past year

*

“Infidelity in the NATSAL data is divided into three
classes according to whether the cheating is reported
as regular (Affair) or irregular and whether the first
occasion of cheating was also the last occasion. The
latter condition defines a one night encounter. If the
respondent reports more than form of infidelity with
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Cronbach’s alpha
Total = .92, thought =
.90, act = .87
---
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Spanier
(1983)

Questions came
from

Number of
questions
20

Questions Wording
their three previous partners, the individual is
allocated to the most time intensive category”
1. Engaged in extramarital coitus: yes/no
2. Extramarital kissing or petting, but not sexual
intercourse with: yes/no
3. Number of extramarital coital partners: 1,2,3, more
than 3
4. Extramarital coitus first occurred: after separation
seemed likely, shortly before separation seemed
likely, well before separation seemed likely
5. Number of years after marriage began that
extramarital coitus first occurred: less than or equal to
4 years, more than 4 years
6. Last extramarital affair was . . . one night stand,
short-term involvement with little or no emotional
attachment, involvement with some emotional
commitment, a more long-term love relationship
7. Last extramarital relationship ended . . . before the
separation, after separation, but before divorce, after
divorce, continued into interview
8.Extramarital sexual relations were . . . very
satisfactory, somewhat satisfactory, a little
unsatisfactory, very unsatisfactory
9. Extramarital relations were . . . a cause of marital
problems, a result of marital problems, unrelated to
marital problems
10. Having extramarital sex made respondent feel . . .
very guilty, somewhat guilty, a little guilty, not at all
guilty
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Questions came
from

Number of
questions

Questions Wording
11.Do you think spouse knew about your extramarital
relations while you were living together? Yes, no,
don't know
12. Would you say your (former) spouse . . . strongly
disapproved of your extra- marital relations,
somewhat disapproved of your extra- marital
relations, neither disapproved nor approved
13. Did (former) spouse engage in extra- marital sex?
yes, no, don't know
14. Did spouse engage in extramarital kissing or
petting, but not sexual intercourse with someone? yes,
no, don't know
15. Spouses' extramarital sex first occurred: after
separation seemed likely, shortly before separation
seemed likely, well before separation seemed likely
16. Number of years after marriage began that
spouses' extramarital sex first occurred: less than or
equal to 4 years, more than 4 years
17. Spouses' last extramarital affair was . . . One night
stand, short-term involvement with little or no
emotional attachment, involvement with some
emotional commitment, a more long-term love
relationship
18. Spouses' last extramarital relationship ended. .....
before the separation, after separation but before
divorce, after divorce, continued to interview, don't
know
19. Respondents who found out about spouses'
affair(s) . . . strongly disapproved of spouses' extramarital relations, somewhat disapproved of spouses'
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Trinitapoli
(2006)

Vail-Smith
(2010)

Whisman
(2007)
Whisman
(2007)

Questions came
from

Number of
questions

Questions Wording

Second wave of
the Malawi
Diffusion and
Ideational
Change Project
(MDICP)

1

18

Having oral, anal, or vaginal sex with another person
while in a monogamous relationship

The National
Comorbidity
Survey
Cycle 5 of the
National Survey
of Family
Growth

1

“How many people (either men or women) have you
had sexual intercourse with in the past 12 months?”

1

“During the last 12 months, that is, since
(MONTH/YEAR), how many men, if any, have you
had sexual intercourse with? Please count every male
sexual partner, even those you had sex with only
once.”

extra- marital relations, neither disapproved or
approved, approved
20. Spouses' extramarital relations were . . . a cause of
marital problems, a result of marital problems,
unrelated to marital problems
“Have you yourself slept with anyone other than your
wife/wives in the last 12 months?”
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“To assess content
validity, the items
were reviewed by a
panel of 3 university
professors
knowledgeable in the
research
area. Suggested
revisions were made
regarding item clarity
and format.”
---
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Williams
(2010)

Questions came
from
2006 National
Survey of
Religion and
Family Life

Number of
questions
2

121

Questions Wording

Psychometrics

“Do you believe your spouse has ever been unfaithful
to you?”
“Have you ever been unfaithful to your spouse?”
Both Yes/No

--

Note. -- indicates “not reported”. * indicates that the exact number of questions was not reported in the study. I estimated the amount, assuming only one
question per referenced domain of infidelity.

