The supercooled liquid range (∆T x ) was calculated on the basis of the free volume theory proposed by Beukel and Sietsma. A differential equation which expresses the change in free volume from a non-equilibrium to an equilibrium state has been analyzed numerically for Ni, metallic glasses and SiO 2 systems. The Vogel-Fulcher-Tammann (VFT) equation for viscosity was used to define the equilibrium free volume. The maximum ∆T x was calculated as 56 K for the SiO 2 system. The calculated ∆T x was approximately six times smaller than the experimental result. The calculation results of the log R c (R c : critical cooling rate for glass formation)-∆T x diagram shows a tendency similar to the experimental result; log R c decreases linearly with increasing ∆T x . An approximate solution of the differential equation was also obtained with elementary functions. It was found that the glass transition temperature (T g ) and ∆T x can be obtained schematically in the free-volumetemperature diagram. All the factors expressing the glass-forming ability of the metallic glasses can be derived from the VFT parameters.
Introduction
Since the first successful preparation of an amorphous phase in an Au-Si system in 1960, 1) a great number of amorphous alloys have been found. Some of the amorphous alloys which exhibit the glass transition phenomena are classified as metallic glasses according to the scientific definition. Recently, a number of metallic glasses have been found in special multicomponent systems 2) in which the nucleation and growth reactions of a crystalline phase are suppressed. These metallic glasses exhibit similar unique characteristics to those found among the amorphous alloys in terms of their physical, chemical, mechanical, and magnetic properties. However, a significant difference has been discerned in their thermal properties. That is, the metallic glass, when subjected to continuous heating exhibits the glass transition temperature (T g ), and then transforms into a large supercooled liquid.
The glass-forming ability (GFA) is generally indicated by the minimum cooling rate to avoid the nucleation and growth of crystals during continuous cooling from the melted state. In fact, this parameter is also applicable to the amorphous alloys because both the amorphous alloys and metallic glasses vitrify into a non-crystalline state by the mechanism described above. Accordingly, the GFA has been practically estimated using the following three factors:
2) (1) reduced glass transition temperature (T g /T m ), (2) supercooled liquid range ∆T x (= T x − T g ), and (3) critical cooling rate (R c ) for formation of the glassy phase. The first two factors are determined from the following three temperatures which are measured by thermal analysis, i.e., the glass transition temperature (T g ), melting temperature (T m ), and onset temperature of crystallization (T x ). On the basis of the experimental results, the dominant factors for GFA are summarized in the R c − T g /T m and R c − ∆T x diagrams.
2) These diagrams indicate that the metallic glasses with high GFA have the following threshold values for the GFA factors: R c ≤ 10 5 K/s, T g /T m ≥ 0.6 and ∆T x ≥ 50 K.
In addition to the experimental studies on the GFA factors for metallic glasses, a number of theoretical studies have been carried out to evaluate the R c [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] and to clarify the relation between R c and T g /T m . 4, 6, 13) The GFA factors have been recently summarized 15, 16) for typical metallic glasses by combining the theoretical R c with the experimental results of T g /T m and ∆T x . To our knowledge, however, the relationship among all the GFA factors have not been analyzed theoretically in the framework of a general model.
We have thus started to establish the general models for analyzing the quantities of the metallic glasses from a theoretical point of view. As a result, we have succeeded in deriving a relationship corresponding to the experimental result of R c − T g /T m from a time-transformation diagram 17) which expresses the crystallization of metallic glass. It should be noted that to calculate the transformation diagram only two necessary parameters are necessary: the Vogel-FulcherTammann (VFT) equation for viscosity and the melting temperature (T m ). It is also important to note that the factor T 0 /T m (T 0 : ideal glass transition temperature) can be substituted for T g /T m in order to avoid the difficulty in analyzing the T g which varies with the heating rate. This substitution of the factor implies the conversion of a variable from a kinetic to a thermodynamic transformation temperature (T g to T 0 ).
If the R c − ∆T x diagram is studied carefully, it becomes apparent that there is a problem because the ∆T x cannot be calculated with equilibrium thermodynamic functions. The problem arises from the ∆T x being defined by T x and T g ; since they are both kinetic transformation temperatures. Consequently, Beukel and Sietsma 18) analyzed the glass transition phenomenon on the basis of the change in free volume. In this study, an equilibrium free volume is defined by B and T 0 in the VFT equation for viscosity, and then the change in free volume from a non-equilibrium to an equilibrium state is numerically analyzed on the basis of a non-linear differential equation. As a result of this analysis, the glass transition of metallic glasses is described quantitatively under the condi-tions where the experimental thermal analyses are made at a constant heating rate. 18) In accordance with the above-described model, we can calculate the ∆T x by solving the differential equation using the VFT parameters for viscosity. Furthermore, we can analyze theoretically all the GFA factors and their relationship by combining them with the previous result 17) of R c − T g /T m which was calculated with the same VFT parameters. However, analyzing the differential equation frequently causes the following problems. For instance, it is difficult to obtain general solutions from the non-linear differential equation. Furthermore, the calculation process must suppress overshooting by using appropriate time intervals. Therefore, more efficient approaches for calculating the ∆T x are needed in order to avoid these problems, e.g., by a method of obtaining the approximate solution from the differential equation.
This paper has the following four purposes: (1) to calculate the ∆T x by solving the differential equation in accordance with the method developed by Beukel and Sietsma, (2) to establish the R c − ∆T x diagram for typical metallic glasses found to date, (3) to derive an approximate solution from the differential equation, and (4) to clarify the relationship between the VFT parameters and the set of factors (R c , T g /T m and ∆T x ) which are used for estimating the GFA of metallic glasses.
Calculation Method
The calculation method of ∆T x for metallic glasses followed the method previously devised by Beukel and Sietsma. 18) First, the equilibrium free volume (x eq ) is defined by eq. (1) with B and T 0 of the VFT parameters:
Equation (1) is related to equilibrium viscosity (η eq ),
expressed by the VFT equation for viscosity. In the calculation, the free volume (x) and x eq are essentially converted to flow defect concentration (C f ) and equilibrium concentration (C fe ), respectively, with the following definitions,
Then, the dx/dT is assumed 18) to be proportional to the specific heat ((∆C p ) fv ):
Equation (4) shows the differential equation which describes the kinetic behavior of the free volume from a nonequilibrium to an equilibrium state:
where k is the rate constant, which is expressed by Arrhenius formula shown in eq. (5),
with the activation energy (E f ) and pre-exponential constant (C 0 ). The E f and C 0 used in the present calculation were 160 kJ/mol and 2.1 × 10 23 s −1 , respectively, which are the same as those used in a previous study. 18) By solving eq. (4) under a constant heating rate, we can obtain the temperature dependence of x as illustrated in Fig.  1(a) .
18) The dx/dT profile shown in Fig. 1(b) is assumed to hold the relation (∆C p ) fv ∝ dx/dT in the temperature range from C to F denoted in Fig. 1(a) . On the basis of Figs. 1(a) and (b), Beukel and Sietsma defined the T x and T g as follows: the metallic glass crystallizes at F, and the glass transition occurs in the curve DEF where the dx/dT exhibits a sharp rise, e.g. at E.
Equation (4) indicates that the kinetic process of C f can be divided into three stages. The first stage is the region where C fe C f ; the C f decreases with the reaction of the second order. The second stage coincides with the point D in Fig.  1(a) , where the rate of the change in C f is apparently zero because of C fe = C f . The final stage is a high temperature range corresponding to the curve DEF where C f < C fe . At the final stage, the (C f − C fe ) term of eq. (4) becomes negative, giving an increase in C f . One can calculate the time evolution of C f by eq. (4) with the constants E f , C 0 , x 0 , B and T 0 . In the present study, heating rate is fixed at 0.67 K/s.
The critical cooling rate for formation of a glassy phase (R c ) was taken from our previous results 17) calculated from an isothermal transformation diagram which expresses the crystallization of metallic glasses. In this study, the following equation is proposed from Davies's equation 4) to describe the transformation curve (C-curve):
Here, k B is the Boltsmann constant, T is the absolute temperature, X is the fraction of crystal formed in time t, a 0 is the mean atomic diameter, and N v is the volume concentration of atoms. The T r (= T /T m ) is the reduced temperature defined by T normalized by melting temperature T m , and ∆T r (= 1 − T r ) is the reduced undercooling of the melt. The C-curve is then calculated in the T − T r − T diagram for metallic glasses where X = 10 −6 , a 0 = 0.226 nm, and N v = 6.2 × 10 28 molecules/m 3 . In the calculation, the necessary parameters are as follows: reduced VFT parameters (η 0r , B r , T 0r ) which are the VFT parameters normalized by T m . Then, the R c is calculated by R c = R cr × T m where R cr (reduced critical cooling rate) is defined by the point of contact between the tangent of the C-curve and R r in the T−T r −T diagram. The systems, and parameters used for the calculation 2, 4, 12, 13, [19] [20] [21] and the calculated R c 17) are summarized in Table 1 .
Results

Figures 2(a) and (b)
show the plots of x and dx/dT for a Zr 41.2 Ti 13.8 Cu 12.5 Ni 10 Be 22.5 system. The dx/dT exhibits tem- perature dependence similar to that of the specific heat profile of the metallic glasses as illustrated in Fig. 1(b) . On the basis of the definitions described in section 2, the T x and T g are determined as 638 and 660 K, respectively, and the resulting ∆T x is calculated as 22 K. The T x and T g determined for this alloy are also shown in Fig. 2(b) . From this figure, the dx/dT at T x and T g exactly corresponds to the value of 1.18 × 10
which is equal to 1/B in accordance with the definition in eq. (1) . The details of the T g and T x are also shown in Fig.  2(c) . Figure 3 the dx/dT . This tendency implies that the ∆T x is in proportion to B. Figure 4 (a) shows the R c − ∆T x diagram experimentally determined for several metallic glasses, 2) and Fig. 4(b) is the calculated results for Ni, the metallic glasses and SiO 2 systems. In Fig. 4(a) , there is a linear relationship between log R c and ∆T x which can be expressed as (log R c = 4.5 − ∆T x /27) by the least-squares method. One can also see a similar relationship in Fig. 4(b) , though some plots deviate from the line (log R c = 6.0 − ∆T x /4.5) obtained by the same method.
Another feature of the calculated R c − ∆T x diagram in Fig.  4(b) is that the calculated ∆T x is smaller than the experimental result. For instance, ∆T x of the Pd 40 Cu 30 Ni 10 P 20 alloy is calculated to be nearly ten times smaller than that in the experimental results, though the calculated R c approximately agrees with the experimental result. On average, the values of ∆T x in Fig. 4(b) are approximately six times smaller than that in the experimental results in Fig. 4(a) .
Discussion
In this section, we will focus on the following points: (1) analysis of an approximate solution for the differential equation, (2) the reason for the discrepancy between the calculated and experimental ∆T x , and (3) analysis of the relationship between the VFT parameters and the set of factors (R c , T g /T m and ∆T x ) which are used for the estimation of GFA.
Analysis of an approximate solution for the differential equation
As shown in the previous section, the differential equation was analyzed numerically in order to obtain the temperature dependence of x, and the resulting ∆T x . In solving the differential equation, however, we often encounter some difficulties. For instance, appropriate time intervals must be selected during the calculation in order to prevent the calculation from overshooting, which leads to a prolonged calculation time. Furthermore, one must analyze the equations one by one for each metallic glass, indicating the difficulty of obtaining general solutions. In order to overcome these difficulties, we obtain the approximate solution of eq. (4).
Although eq. (4) is a form of the Bernoulli equation of which the solution is mathematically obtainable, one cannot obtain the solution of eq. (4) by the analysis method for the following three reasons. The first arises from the nonlinearity of the differential equation, and the second results from the temperature dependence of k in eq. (5). The third reason originates from the coexistence of different types of temperature dependence of the terms: Arrhenius type for k, and the VFT type for C fe . Accordingly, an approximate solution is obtained by assuming that the solution consists of two linear terms corresponding to the first and the third regions described in Section 2. These linear terms are separately analyzed as follows. Equation (7) shows eq. (4) again with the expanded terms on the right-hand side:
First, we focus on the first term on the right-hand side in order to obtain the approximate solution corresponding to the first region. Ignoring the second term, we can write eq. (7) as,
Equation (8) expresses a decrease in C f as well as x with time because of the relaxation of metallic glasses on heating. It is to be noted that eq. (8) is a linear differential equation which can generally be solved by the analysis method. The variation t is then converted to T * (= 1/T ) through T in order to integrate both sides of eq. (8). This is due to the previous results 22, 23) that eq. (5) can be expressed as (dC f /dt) = (dC f )/(dT )α. By designating α as a heating rate, we obtain the following equation from eq. (8):
The T * 2 term in the right-hand side of eq. (9) appears from the integrating factor when the variable T is converted to T * ,
By integrating the right-hand side in eq. (9) with respect to T * , we can obtain the time evolution of C f as an infinite multinomial series.
24) However, the approximate solution as an infinite formula is not useful in the analysis of x. Therefore, we apply the following approximation to eq. (9),
in order to obtain the solution of eq. (9) as a single term integrand of the elementary functions. Here, C 0 depends on C 0 as well as E f of eq. (5). For the present calculation constants (E f = 160 kJ/mol −1 and C 0 = 2.1 × 10 23 s −1 ), the value of C 0 was obtained by the least-squares method as C 0 = 2.1×10 31 s −1 which was approximated to fit k in eq. (5) at temperatures ranging from 0 to 2000 K. The validity for this approximation will be discussed later. Now, eq. (9) can be written as,
which yields a linear solution of eq. (9):
Here, C f0 is the initial value of C f (3.55 × 10 −9 ) calculated by eq. (3) with x 0 = 0.0514.
Second, the approximate solution corresponding to the third region is analyzed. This solution is another linear solution of eq. (7) in the higher temperature range. The solution is in the following form,
which is the concentration expression of x eq . This is because the solution at T T x follows C eq (x eq ) as illustrated by the line AG in Fig. 1 , Having obtained the linear solutions of eq. (7) corresponding to the first and the third region, we apply the final assumption that the approximate solution of eq. (7) is the sum of eqs. (13) and (14) .
(15) Figure 5 shows, as before in Fig. 2 , the plots of x and dx/dT for Zr 41.2 Ti 13.8 Cu 12.5 Ni 10 Be 22.5 , respectively, with the approximate solution (x ap ) calculated by eq. (15) . From these figures, x ap fits the solution numerically analyzed (x nu ) by eq. (4) in the temperature range of 300 to 800 K. This indicates that the value of C 0 introduced thus is appropriately fitted for C 0 and E f in eq. (5). Figure 5 (c) shows the temperature dependence of x ap near T g in more detail. From Fig. 5(c) , T g and ∆T x can be obtained substitutionally from the following specific temperatures: T trans.s and T trans.f . These temperatures are defined by the temperature where x ap separates from a linear solution (x lin ) calculated by eq. (13), and where x ap coincides with x eq obtained by eq. (14), respectively. From the figure, T x is obtained from x ap because T trans.f exactly corresponds to T x . However, T g cannot be determined in x ap for the following two reasons. First, x ap does not cross x eq , in disagreement with the definition of T g described in Section 2. Second, the dx ap /dT curve between T g and T x dose not have the projection part which is a characteristic of metallic glass in the specific heat curve. Although it is impossible to determine T g in x ap , the cross-point (T cross ) between x lin and x eq is plotted just near T g . By summarizing the above-described features of the specific temperatures, we can obtain the following estimations that ∆T x is in proportion to ∆T trans (= T trans.f − T cross ), and that T cross is substitutable for T g . These estimations are supported from ∆T x , ∆T cross and specific temperatures summa- is the glass transition temperature experimentally determined, and refers to previous data. 4) The ∆T cross is defined as ∆T cross = T x − T cross where rized in Table 2 . It is thus found that one can estimate T g and ∆T x with the approximate solution of eq. (7) It is also to be noted in Fig. 5(c) that ∆T trans has a relationship with the acute angle between x eq and x lin at T cross ;
Since x lin is fixed in the present study, ∆T trans depends on the value of dx eq /dT (= 1/B). This is supported by the results in Fig. 3 that ∆T x is in proportion to B. Thus, the x − T diagram is useful for estimating T g as well as ∆T x . Figure 6 shows the x − T diagram in which x ap and x eq for the systems listed in Table 1 are plotted. From this figure, one can estimate T g for each system as the T cross between x lin and x eq by the above-described method. Furthermore, ∆T x can be estimated by eq. (16). These results support the contention that the largest ∆T x can be calculated for the SiO 2 system having low T 0 as well as the largest B.
4.2
The reason for the discrepancy between the calculated and experimental ∆T x As shown in Fig. 4 , the calculated values of ∆T x were approximately six times smaller than the experimental results. We will discuss the reason for this discrepancy on the basis of the definition of T g and T x . Figure 7 shows the plots of the calculated and experimental T g for the systems listed in Table 1 . The x-and y-axis show the experimentally obtained (T e g ) and the calculated (T c g ), respectively. From Fig. 7 , the plots of the T g -values roughly lie along the broken line except for the SiO 2 system, indicating the directly proportional relationship between the T g -values. This result implies that T g is correctly calculated in the present model using the given C 0 and E f values. It is thus suggested that the discrepancy in ∆T x results in the definition of T x . As described in Section 2, T x is defined as the temperature where x is exactly equal to x eq . This definition of T x is apparently a necessary condition; hence, other factors described below also affect T x .
The first factor is the relaxation due to the short-range order. As far as the relaxation is concerned, it has been pointed out 18) that there are two types of relaxation: the topological short range order (TSRO) and the chemical short range order (CSRO). The former is due to the change in free volume: this is the form of relaxation which the present model deals with. By contrast, the CSRO cannot be taken into account for the present calculation model. Although the effect of CSRO on crystallization has not been clarified, the change in atomic configurations due to the CSRO causes an increase in T x . The second factor is probably due to the difficulty of atomic rearrangements which stabilize the supercooled liquid and prevent crystallization.
2) For instance, it has been experimentally confirmed in thermal analysis that crystallization from the stabilized supercooled liquid occurs through simultaneous precipitation of more than two phases.
2) It has also been shown experimentally in a Zr-Al-Cu system that the appearance of the extremely large supercooled liquid range is attributable to retardation of growth of the Zr 2 (Cu, Al) phase. 2) This requires the long-range diffusion of Al to redistribute Al around Zr even in a highly dense random packed structure. Thus, the second factor is due to the difficulty in the precipitation of the crystalline phase from a stabilized supercooled liquid, a factor which cannot be taken into account in the present calculation model.
In addition to the above factors, E f and C 0 can be factors affecting ∆T x . First, we will discuss the validity of the calculation condition that E f and C 0 are constants, which implies that they are independent in alloy systems. The values of (E f , C 0 ) = (160 kJ/mol, 2.1 × 10 23 s −1 ) 18) used in the present study were originally obtained for the Pdbased metallic glasses from the kinetics of free volume annihilation which were obtained from experiments on the isothermal changes in viscosity, resistivity, elastic constants etc. [25] [26] [27] Fig. 9(a) . present calculation condition that E f and C 0 can be fixed as (E f , C 0 ) = (160 kJ/mol, 2.1 × 10 23 s −1 ). Thus, the simultaneous lack of the two factors in the present calculation model is presumed to affect the discrepancy between the calculated and experimental ∆T x values.
The relations between the VFT parameters and R c ,
T g / T m or ∆T x We discuss here the validity of the present calculation model using the VFT parameters for viscosity. In our previous paper, we succeeded in obtaining the theoretical relation corresponding to R c and T g /T m 17) from the time-transformation diagram. In this study, the time-transformation diagram was calculated using the VFT parameters and T m as the minimal necessary parameters. The subsequent analysis was made to clarify the relationship between R c and ∆T x using the VFT parameters. It is significant that the relationship among the GFA factors have been obtained from the VFT equation for viscosity. Figure 10 shows the relationship between the VFT parameters and the GFA factors. It is seen that the viscosity is a key factor to derive all the GFA parameters (R c , T g /T m and ∆T x ). From the figure, the minimum necessary parameters for R c and T g /T m are all the VFT parameters (η 0 , B and T 0 ) and melting temperature (T m ) whereas that for ∆T x is B and T 0 . Figure 10 also shows that the GFA parameters and their relations can be derived from the VFT parameters for viscosity. To the best of our knowledge, these relations are firstly Fig. 10 The relation between the VFT parameters and the GFA factors.
derived from within the framework of this unique model. The viscosity term used in our previous study 17) and the present studies is mathematically independent of other terms for the calculation, and hence the other viscosity models can be substitutable for the VFT expression.
Conclusions
The conclusions derived from the present results and discussion are summarized as follows.
(1) The maximum value of ∆T x was calculated as 56 K for the SiO 2 system. The log R c tends to decrease linearly with increasing ∆T x . This tendency is consistent with the experimental result.
(2) The calculated ∆T x values for some metallic glasses are approximately six times smaller than the experimental results. The discrepancy between the calculated and experimental ∆T x values is due to the lack of the effects of the chemical short range order and the difficulty in the diffusivity for crystallization in the present calculation model.
(3) From the approximate solution of the differential equation, it was clarified that the T g and ∆T x can be derived by the schematic-analysis method in the x − T diagram.
(4) It is recognized that viscosity is the key factor which affects all the GFA parameters (R c , T g /T m and ∆T x ). It was also clarified that the minimum necessary parameters for the calculation of each GFA parameter are all the VFT parameters (η 0 , B and T 0 ) and melting temperature (T m ) for R c and T g /T m , and B and T 0 for ∆T x . It has been shown that the GFA parameters and their relations can be derived from the VFT parameters for viscosity.
