Linearized models of power systems are often desirable to formulate tractable control and optimization problems that still reflect real-world physics adequately under various operating conditions. In this paper, we propose an approach that can make use of known data concerning the distribution of demand, and/or intermittent supply, to minimize expected model inconsistency with respect to the original non-linear model. The optimal linearization is obtained by approximating a generalized moment problem with a hierarchy of sparse semi-definite relaxations. The output is a linearization point that minimizes the expected absolute constraint violation with respect to the uncertain supply and demand, under optimal power flow solutions. Numerical results for different power systems demonstrate the accuracy and scalability of our linearization method.
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I. INTRODUCTION
F AST, repeated power flow computations are required in a number of applications where supply and demand are uncertain. These include transmission expansion planning, dayahead contingency analysis, and real-time redispatch. However, the nonlinear constraints exhibited by power systems generally render the associated decision problems, most notably the Optimal Power Flow (OPF) problem, non-convex [1] , making it difficult to solve exactly for large instances. This difficulty can be overcome by 1) the ad-hoc method of applying local optimization techniques such as interior-point methods to compute a locally optimal solution, 2) finding a convex relaxation of the non-convex optimization problem, or 3) linearizing the system model.
A convex relaxation constructs a relaxed convex set of constraints around the feasible operating range of the power system and provides a lower bound to the value of the optimal power flow problem. Under some conditions, for example those described in [2] for second-order or semi-definite cone relaxations, exact global solutions can be extracted. Recent work [3] - [5] has focused on moment relaxations that can provide exact solutions of OPF cases for which these more common relaxations fail. Moment relaxations approximate a generalized moment problem (GMP) [6] , the optimal solution of which is equivalent to the global optimum of the OPF, using semi-definite programming (SDP). As the computational complexity of moment relaxations increases rapidly with system size, the authors of [3] and [4] applied sparsity exploitation techniques developed in [7] to solve medium-sized OPF problems.
While these relaxations can generate high-quality solutions, they are impractical when many repeated solutions are needed, for example in contingency analysis or stochastic OPF. Thus it is common instead to linearize the network model. This leads to convex, albeit inexact, OPF problems that scale favourably and can be solved very efficiently. Quantifying, let alone minimizing, the approximation errors introduced by this linearization is a challenging task that has only recently gained interest. In [8] , the authors evaluate the worst case error of the well-known "DC approximation" [9] with respect to the full AC physics. The flat-voltage approximation, a common starting point to derive application-specific linearized power flow equations such as the "DC approximation", is shown to maintain active-power balance, but only under the restrictive assumption of a lossless network [10] . The authors of [10] and [11] offer a voltage approximation linear in active and reactive demands, referred to as the No-Load profile, for which bounds on the approximation error can be obtained as a function of the grid parameters.
If supply and demand are uncertain, it is desirable to linearize around a point that provides a good approximation under a range of conditions. Ideally, current statistical information should be used to adapt the linearization point to facilitate a range of online computations. To the best of our knowledge, no methods exploit statistical information about uncertain demand 1 to determine linearization points. Here we do this. By defining discrepancy as the summed expected magnitudes of constraint violations of the linearized problem with respect to a given probability distribution of electric loads, we provide a method for determining linearization points that minimize this quantity based on moment relaxations.
We formulate the full linearization problem as a two-stage stochastic polynomial optimization problem [12] . In the first stage, a linearization point x 0 is selected such that the expected 1 For readability, we refer only to uncertain demand, but our approach equally encompasses non-dispatchable supply, e.g. wind and solar power. constraint violation at the second stage optimum is minimized. The second stage comprises an approximate, convex problem, in which nonlinear equality constraints have been linearized around x 0 . Unfortunately, this two-stage setting is generally intractable because the optimality conditions, including complementary slackness conditions, and dual variables of the second stage have to be represented explicitly. Rather than solving this two-stage problem, we approximate the linearization point using SDP relaxations of a GMP inspired by [13] . Specifically, we use the first moment, an output of the SDP relaxation, as a linearization point, and show that it minimizes the model discrepancy defined above. In addition, we show that in practice even low order SDP relaxations yield a satisfactory linearization point.
Standard moment methods [3] - [5] rely on a special case of the GMP presented in [13] and were developed to solve OPF problems online for a particular deterministic demand scenario, but their high computational cost is a problem as the computation has to be repeated many times. In contrast, the method we propose shifts the computational effort associated with the moment SDP offline, where time requirements are less strict. The solution, namely a linearization point, is then used online to formulate linearized OPF problems, which can be solved efficiently and be implemented easily in current energy management systems that offer, for instance, contingency analysis or emergency redispatch methods based on linearized models. We demonstrate that, thanks to the incorporation of demand statistics, the expected constraint violations are smaller in magnitude than under the method developed in [10] and [11] .
The OPF problem is presented in Section II. We establish the full optimal linearization of the OPF problem in Section III. Section IV justifies the selection of the first moment of the parametric OPF problem as a linearization point and provides the dense and sparse SDP relaxations to approximate the first moment. The method is tested on standard benchmark networks in Section V. We provide some concluding remarks in Section VI.
II. OPF PROBLEM FORMULATION
Consider a power system described by a set of buses N = {1, . . . , N B } and a set B containing all pairs of buses connected by N L lines. The set N G ⊆ N denotes the N G generator buses. First, we state the set of power flow equations in rectangular voltage coordinates to obtain a polynomial description of the system:
where E i and F i are the real and imaginary components of the voltage phasor vectors E ∈ R N B and F ∈ R N B , P i and Q i are the active and reactive components of the power generator injection vectors P ∈ R N G and Q ∈ R N G , P S i and Q S i are the active and reactive components of the non-dispatchable supply vectors P S ∈ R N B and Q S ∈ R N B , P Li and Q Li are the active and reactive components of the load vectors P L ∈ R N B and Q L ∈ R N B ; and G ik and B ik are the conductance and susceptance components of the admittance matrix G + jB ∈ C N B ×N B . The active and reactive power of the line power flows between two buses (l, m) ∈ B are given by:
where g lm + jb lm and g sh,lm + jb sh,lm represent the series and total shunt admittance of the Π-model for the line from bus l to m. Transformers, in series with the Π-model, are represented by the fixed complex turns ratio 1 : τ lm e j θ l m [14] . If there is no transformer, then τ lm = 1 and θ lm = 0. The line power flows (P lm , P m l , Q m l , P m l ) are denoted by S. We consider the following OPF formulation:
where the functions f k (P k , Q k ) are assumed to be convex. The non-dispatchable supply P S and Q S and loads P L and Q L are uncertain disturbances. The OPF (3) is assumed to be solved with recourse, i.e., the decision (E, F, P, Q, S) are taken after the realization of P S , Q S , P L and Q L . Thus, the OPF solutions are parametric in P S , Q S , P L and Q L that appear as affine terms in (1a) and (1b). Constraints (3b), (3c), (3f) and (3g) limit the active and reactive power generation and the voltage magnitudes at each bus. The apparent line power limits are enforced with constraints (3d) and (3e) and expressions (2a)-(2d). Constraints (3h) define the slack bus (in p.u.). To obtain convex inequality and non-convex equality constraints, we replace the constraints (3g) by
where X i is the squared voltage phasor magnitude at bus i ∈ N . Note that our formulation (3) contains some redundant variables, but it has been constructed so that all constraints are polynomial and of degree at most 2. The reason for this is made clear in Section IV and the Appendix.
III. OPTIMAL LINEARIZATION
In this section, we derive the full optimal linearization of (3). To streamline the notation, we write (3) as a polynomial optimization problem:
where the vector of control decisions x ∈ R n represents the OPF decisions (E, F, P, Q, S, X) and the vector of parameters y ∈ R p represents the non-dispatchable supply and the loads (P S , Q S , P L , Q L ). The constraints (5b) represent all the equality constraints (1a), (1b), (2a)-(2d) and (4a). Note that y enters the equality constraints as affine terms. The inequality constraints (3b)-(3f) and (4b) are represented by (5c). There are N h = 3N B + 4N L equality and N g = 2N G + 2N B + 2N L inequality constraints. All generator cost functions are summarized with a function f : R n → R. Owing to the nature of real electricity demand, we assume that y is restricted to the compact semi-algebraic set Y := {y ∈ R p : g j (y) ≥ 0, j = N g + 1, . . . , N g }. The set of all possible combinations of control decisions and consumer demand is defined as
The technical bounds (3b)-(3g) ensure that K is compact.
With the OPF formulation of Section II, the difficulty in solving (5) for a given y arises only from the non-convex equality constraints (5b). Here we aim to approximate (5) by a convex optimization problem:
where h lin i (x lin , y) are linearizations of h i (x, y) around an operating point x 0 and defined as h lin
, only a linearization around x must be determined.
For each i = 1, . . . , N h , we define the signed linearization error as:
Let x * lin (y) ∈ R n denote an optimal parametric solution to (7) for a given y. Expressing the Karush-Kuhn-Tucker (KKT) conditions of (7) in terms of h i (x * lin , y) and i (x * lin , y), we obtain:
where λ(y) ∈ R N h and κ(y) ∈ R N g are the Lagrange multipliers of (7b) and (7c). By minimizing i | i (x * lin (y), y)|, the equality constraint violations can be minimized for an approximating solution x * lin (y). Given a probability measure ϕ on Y, describing the uncertainty of the non-dispatchable supply and loads (P S , Q S , P L , Q L ), we define the expected constraint violation as:
We aim to select the operating point x 0 such that the solutions of (7) minimize the expected constraint violations. For this purpose, the optimal selection of a linearization point x 0 is cast as a two-stage stochastic problem (with respect to the distribution ϕ):
where v(x 0 , y) is the optimal value function of the second stage problem:
v(x 0 , y) = min
Note that the optimality constraints (9) in problem (12) encode the fact that we wish to penalize constraint violations at an economic optimum (according to the convexified model) after the linearization around x 0 has been carried out. However, problem (11) is intractable even for small instances due to the additional variables and polynomial constraints of the KKT conditions, including complementarity constraints. To address this difficulty, we propose an approximate linearization procedure.
IV. APPROXIMATION OF THE OPTIMAL LINEARIZATION POINT
Assuming that the linearized optimal solutions differ only moderately from the global OPF solutions, we make an approximation by minimizing the linearization error with respect to the distribution of global OPF solutions:
where x * (y) ∈ R n denotes an optimal parametric solution to (5) for a given y. In the Appendix, we show that using the expected value of the OPF solutions E ϕ (x * (y)) as a linearization point is equivalent to minimizing (13) in the case of constraints (4a) or minimizing a convex upper bound to (13) in the case of constraints (1a), (1b) and (2a)-(2d). Motivated by this, we approximate the expected value of OPF solutions E ϕ (x * (y)) using SDP relaxations. The characterization of optimal solutions of (5) in the form of a GMP is presented in Section IV-A, followed by its SDP relaxation in Section IV-B. Since the computational complexity of the SDP relaxation increases substantially with the system size, we discuss sparsity exploiting SDP relaxations in Section IV-C.
A. Generalized Moment Problem
The set M(K) + denotes the non-negative Borel measures on K. Let μ be a Borel probability representing the joint distribution of OPF decisions x * (y) and parameters y denoted by μ ∈ M(K) + , with μ(K) = 1. Let π : M(K) + → M(Y) + be the projection on the parameter set, defined by (πμ)(B) = μ((R n × B) ∩ K) for all Borel subsets B of Y. The following GMP based on [13] encodes all instances of (5) when the load uncertainty measure ϕ is given:
where the constraint πμ = ϕ imposes the load distribution ϕ onto the parameters y. Problem (14) solves an optimization problem for all OPF instances of (P S , Q S , P L , Q L ) while weighting the occurrence of (P S , Q S , P L , Q L ) by ϕ.
The optimal probability distribution μ * of (14) characterizes the distribution of optimal parametric OPF solutions (E * , F * , P * , Q * , S * , X * ) when (P S , Q S , P L , Q L ) follows ϕ.
The explicit mapping x * (y) is not needed to obtain the expected value E ϕ (x * (y)) because we have the following result by ( [13] , Corollary 2.3):
Problem (14) is not tractable because it is infinite dimensional. For this reason, we formulate a hierarchy of SDP relaxations to approximate the moments of the distribution μ.
B. SDP Relaxations of the GMP
As shown in [13] , one can obtain a hierarchy of SDP relaxations approximating (14) by considering a finite number of moments of μ. The relaxation degree k ∈ N provides a tradeoff between the accuracy of the approximation and computational complexity. In the case of problem (5), of which the constraints are at most second order polynomials, k must satisfy k ≥ deg f/2 , where "deg" is the degree of a polynomial and b denotes the ceiling of a real number b (smallest integer greater than or equal to the number b).
At level k of the hierarchy, an SDP relaxation involving all the moments up to order 2k is solved. Let α = (α 1 , . . . , α n ) ∈ N n and γ = (γ 1 , . . . , γ p ) ∈ N p be the integer vectors of dimension n and p respectively (to serve as multi-indices) and define m αγ as the moments of the probability measure μ on K by:
where the shorthand x α = x α 1 1 
It can be shown that, if we restrict our attention to polynomials of degree 2k, L m defines a positive definite matrix M k (m), the so called moment matrix; if u is a polynomial of degree k, applying L m to u 2 leads to
where u is the vector of coefficients of u and M k (m) comprises entries m αγ of m k . Since u 2 is non-negative it is easy to see that the moment matrix is symmetric positive semi-definite. The positive semi-definite localizing matrices M k −1 (g j m), used to enforce constraints g j ≥ 0, j = 1, . . . , N g , are derived in a similar fashion:
The entries of M k −1 (g j m) are linear combinations of the moments m αγ . Finally, the localizing matrices of equality constraints h i = 0, i = 1, . . . , N h are defined as
Since an equality can be treated as two reverse inequalities, all entries of M k −1 (h i m), linear combinations of the moments m αγ , must be equal to zero. We write this as M k −1 (h i m) = 0.
Treating the equalities as two reverse inequalities, it is shown in [6] that the sequence of moments m k has a representing finite Borel measure μ on K if and only if the moment matrix and the localizing matrices are positive semi-definite for all k ∈ N. Based on this, the relaxation of (14) of degree k in the hierarchy involves solving an SDP of the form:
where 0 requires a matrix to be positive semi-definite and N p 2k denotes the set of all γ such that p γ p ≤ 2k. The objective (21a) represents the expected cost of f of (5a) with respect to a probability measure μ supported on K. The constraint set (21e) imposes the known moments of ϕ onto the marginal moments of μ.
The relaxation hierarchy provides increasingly accurate approximations of the moments of the distribution of optimal solution of (21) [13] , i.e., lim k →∞ ρ k = ρ, with ρ k ≤ ρ k +1 for all k and lim k →∞ m k = m, where m is the moment vector of μ * . Here we propose to use the first moment of m k computed by (21) , approximating the expected value E ϕ (x * (y)), as a linearization point x 0 to obtain a convex approximation (7) .
C. Sparsity Exploiting SDP Relaxation
Solving an SDP relaxation at level k involves moment matrices with dimensions up to ( n +p+k k ) × ( n +p+k k ). This means that, in a naive implementation, the matrices grow very quickly in dimension as a function of the number of buses and degree of relaxation. Since the dimension of the semi-definite constraints is typically the main bottleneck for SDP solvers, the authors of [7] proposed SDP relaxations with more, but significantly smaller, moment and localizing matrices than (21) by exploiting the sparsity structure of the set K and the polynomial f .
Let J be the set of all monomials contained in h 1 (x, y) , . . . , h N h (x, y), g 1 (x), . . . , g N g (y) and f (x). A subset of monomials of J with index s ∈ {1, . . . , N I } only involves a subset of the variables {x 1 , . . . , x n , y 1 , . . . , y p }. Let I s define the subset of variables in question, and n s and p s the cardinality with respect to x and y, respectively. Define the set H s ⊂ {1, . . . , N h } as the set of indices of constraint functions h 1 (x, y), . . . , h N h (x, y) that include at least one variable of I s . Furthermore, define G s ⊂ {1, . . . , N g } as the set of indices of constraint functions g 1 (x), . . . , g N g (y) that include at least one variable of I s .
Given a collection {I 1 , . . . , I N I }, a multi-measures moment problem can be formulated that, by virtue of ( [6] , Theorem 4.6), is equivalent to solving (14) if the collection {I 1 , . . . , I N I } satisfies the running intersection property defined by:
For each s = 1, . . . , N I − 1, we have
Consider the following sparse SDP relaxation at level k in the hierarchy:
∀i ∈ H s , s = 1, . . . , N I , (22), the sparse SDP relaxation (23) converges to the optimal solution of (14), i.e., lim k →∞ υ k = ρ. A collection {I 1 , . . . , I N I } satisfying (22) can always be found; an efficient method for identifying one was proposed in [7] and used for power systems in [3] , [4] and [15] . It is based on the chordal structure in a graph with vertices that correspond to variables and edges representing their interaction. There is an edge between two vertices if the variables appear in the same constraint or monomial of f .
Solving the sparse SDP relaxation (23) at level k involves matrices with dimensions ( n s +p s +k k ) × ( n s +p s +k k ). Thus, the smaller the cardinalities of all subsets I s found by the sparsity detection method, the lower the computational load of (23). While it is possible to identify a collection {I 1 , . . . , I N I } in meshed networks, the moment matrices will be larger than for a tree-like network with the same number of buses.
V. NUMERICAL RESULTS
We demonstrate the effectiveness of our linearization approach with benchmark networks from the MATPOWER library [14] , with the same apparent power flow limits imposed on lines as in [4] .
A. Linearization Methods and Uncertainty Model
The following linearization methods are applied to obtain a convex approximation (7) and compared in terms of constraint violations and objective value: r The Flat linearization profile [10] : Constraints (7b) are linearized around the voltage phasor:Ẽ i = 1,F i = 0, ∀i ∈ N .
r The No-Load linearization profile developed in [10] and [11] , and used in [16] and [17] : Constraints (7b) are linearized aroundẼ + jF = −(G + jB) −1 (G + jB)(E 0 + jF 0 ) where the index 0 denotes the slack bus. The admittance matrix is decomposed so that the bus current injections can be expressed as:
In current industrial practice, one often assumes that load uncertainty is determined by a small number of latent stochastic variables [18] . For instance, using the method presented in [19] , high-dimensional weather data can be reduced to a low order uncertainty model. In line with this, we consider here the load at each bus as the weighted sum of two latent variables r 1 and r 2 , i.e., P Li = P M i (a i,1 r 1 + a i,2 r 2 ) and Q Li = Q M i (a i,1 r 1 + a i,2 r 2 ), where r = (r 1 , r 2 ) is obtained through samples of the vertical load (weekdays of July 2018) of two German control zones [20] , [21] . P M i and Q M i are the nominal loads from the MATPOWER library; and (a i,1 , a i,2 ) are bus-dependent parameters defined as a i,1 = (i − 1)/(N B − 1) and a i,2 = 1 − (i − 1)/(N B − 1).
B. Evaluation
To compute the expected value and standard deviation of the constraint violations and the expected objective value, we solve problem (7) with the four different linearization points for M = 1540 realizations of r. We use the same samples to compute the raw moments z γ for the SDP relaxations.
Given an optimal solution x * lin (y) of a linearized model (7) for a load condition y, we define the active and reactive absolute constraint violations as P := N B i=1 |p i | and Q := N B i=1 |q i |, where p i and q i are the signed active and reactive power balance errors at bus i as defined in (1a) and (1b). The expected values E( P ) and E( Q ), and standard deviations σ( P ) and σ( Q ), are reported in Table I . No 2nd-Order Moment linearization is obtained for the 118-bus case because the SDP relaxation with We also plot the distribution of active and reactive power balance errors, p i and q i , over all buses and all M demand scenarios for the 14-bus, 30-bus and 57-bus case in Fig. 1, Fig. 2 and Fig. 3 . Whereas P = i |p i | and Q = i |q i | are indicators for the cumulative magnitude of constraint violations, Figs. 1, 2, and 3 show the considerable spread of violations that can occur over all buses for the Flat and No-Load profiles. The methods 1st-Order Moment and 2nd-Order Moment reduce this spread in all cases. In reality, the OPF solution is projected back onto the real network physics, and the mismatch is compensated by reserves. While it is hard to quantify the cost of this correction, one could assume that our approach lowers the need for reserves procurement and deployment, thanks to the reduced power mismatch. Furthermore, it is unlikely for nodal voltages to be close to 1 + j0 p.u. (Flat profile) or the unloaded operating point (No-Load profile) in a realistic load scenario, suggesting that our method is an improvement on the state of the art linearization methods for many load scenarios. Table II compares the Monte Carlo estimates of expected cost based on the linearized models with the best-available lower bounds based on the SDP relaxations (23) . It is apparent that the F lat and No-Load linearizations underestimate the expected cost, as their estimates are consistently lower than the SDP lower bounds. The expected optimal values of 1st-Order Moment and 2nd-Order Moment are higher, and closer to the lower bounds, suggesting that our new linearizations provide more accurate cost estimates in addition to smaller constraint violations. numerical examples can only be solved using the sparse SDP relaxation (23) , which was implemented using SparsePOP [23] . The dense SDP relaxation (21) quickly leads to "out-ofmemory" errors.
C. Robustness to Mis-Specified Uncertainty Distribution
The actual load distribution might differ from the distribution used for 1st-Order Moment and 2nd-Order Moment, which raises the question of how sensitive the moment-based approach is to a mis-specified uncertainty model. To answer this, the 1st-Order Moment linearization point using moment information from July 2017 was tested on the samples from July 2018 for the 57-bus case. The results in Fig. 4 show the constraint violations increase only slightly and are still significantly lower than F lat and No-Load.
D. Influence of Distribution Support and Higher Order Moments
Instead of the load data from July 2018, let r follow a distribution that is jointly Gaussian N (θ, Θ) with θ i = 0.9 and Θ = ( 0.05 0.005 0.005 0.04 ). The sampled values r 1 and r 2 are both truncated to [0.5, 1]. To evaluate the influence of taking into account the support of the load distribution and higher order moments, we compare 1st-Order Moment to the 1st-Order Standard linearization profile generated by the 1st-Order moment relaxation, where r is taken to be a point distribution on the mean value. This SDP is equivalent to the one used in [4] . Table IV shows the constraint violations for the 30-bus case using M = 1000 realizations of r. The constraint violations of 1st-Order Standard are roughly double compared to 1st-Order Moment. 
VI. CONCLUSION AND FUTURE WORK
This paper presented a novel linearization approach that minimizes the constraint violations by taking into account the uncertainty of the demand. The approach relies on the characterization of the optimal operating range of power systems through a hierarchy of sparse SDP relaxations, and was shown to outperform other linearization profiles proposed in the literature.
The contribution of this work is limited to static OPFs, but the GMP, on which our linearization approach relies, can be augmented to include dynamic processes, such as the charging of a battery or the temperature propagation in heating and cooling networks, by using occupation measures [24] . The moments of these occupation measures would provide optimal linearization profiles for nonlinear dynamical systems that result from coupling energy networks and storage systems. Furthermore, our approach could be extended to obtain models for mixed-integer linear programming, since discrete control actions and states (transformer taps, line outages, minimum generation etc.) can be modeled using polynomial equations.
APPENDIX
Since the equality constraints (5b) comprising (1a), (1b), (2a)-(2d) and (4a) are second degree polynomials, we can restate them using Taylor's theorem: h i (x, y) = h i (x 0 , y) + ∇ x h i (x 0 )(x − x 0 ) + (x − x 0 ) T H i (x − x 0 ), where H i is a constant matrix representing the Hessian. Selecting the linearization h lin i (x, y) to match the constant and linear terms of the Taylor approximation, leaving only the quadratic term, and using ( [13] , Corollary 2.3), the minimization (13) can be equivalently written as:
We distinguish between two cases: all Hessians are semidefinite, which applies to (4a), or at least one Hessian is indefinite, which applies to (1a), (1b) and (2a)-(2d). For the case of positive semi-definite and negative semi-definite Hessians, denoted by H + and H − , the problem (24) is a convex optimization for which an exact closed-form solution of can be found. An optimal linearization point x * 0 ∈ R n is such that ∂ 
