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Abstract
Flocking refers to collective behavior of a large number of interacting entities, where the in-
teractions between discrete individuals produce collective motion on the large scale. We employ
an agent-based model to describe the microscopic dynamics of each individual in a flock, and use
a fractional partial differential equation (fPDE) to model the evolution of macroscopic quantities
of interest. The macroscopic models with phenomenological interaction functions are derived by
applying the continuum hypothesis to the microscopic model. Instead of specifying the fPDEs with
an ad hoc fractional order for nonlocal flocking dynamics, we learn the effective nonlocal influence
function in fPDEs directly from particle trajectories generated by the agent-based simulations.
We demonstrate how the learning framework is used to connect the discrete agent-based model
to the continuum fPDEs in one- and two-dimensional nonlocal flocking dynamics. In particular,
a Cucker-Smale particle model is employed to describe the microscale dynamics of each individ-
ual, while Euler equations with non-local interaction terms are used to compute the evolution of
macroscale quantities. The trajectories generated by the particle simulations mimic the field data
of tracking logs that can be obtained experimentally. They can be used to learn the fractional order
of the influence function using a Gaussian process regression model implemented with the Bayesian
optimization. We show in one- and two-dimensional benchmarks that the numerical solution of the
learned Euler equations solved by the finite volume scheme can yield correct density distributions
consistent with the collective behavior of the agent-based system solved by the particle method.
The proposed method offers new insights on how to scale the discrete agent-based models to the
continuum-based PDE models, and could serve as a paradigm on extracting effective governing
equations for nonlocal flocking dynamics directly from particle trajectories.
Keywords: fractional PDEs, Gaussian process, Bayesian optimization, fractional Laplacian, conserva-
tion laws
1 Introduction
Collective behavior is a widespread phenomenon in physical and biological systems, and also in social
dynamics, such as collective motion of self-propelled particles [1], bird flocking [2], fish schooling [3],
swarms of insects [4], trails of foraging ants [5], herds of mammals [6], complex networks [7], etc.
Although this collective dynamics are at very different scales and levels of complexity, the mechanism
of self-organization, where local interactions for the individuals lead to a coherent group motion, is very
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general and transcends the detailed objects [8]. To this end, simulation and modeling of both physical [9]
and biological [10] systems have driven a rich field of research to explore how individual behavior
engenders large scale collective motion. There are generally two different approaches to investigate
the underlying mechanics: 1) at the microscopic level, agent-based models are developed to simulate
dynamics of each individual in flocks, such as swarms, tori, and polarized groups; 2) at the macroscopic
level, the mathematical modeling approach is based on continuum models described by partial differential
equations (PDEs). Agent-based models assume behavioral rules at the level of the individual, whose
microscopic dynamics is governed by an evolution equation affected by the social forces, including
alignment of velocities, attraction, and short-range repulsion, acting on it [8]. Because the number of
agents in a coupled dynamics is often large, the agent-based models cannot be solved exactly but can be
easily implemented using numerical simulations. Agent-based simulation captures the detailed dynamics
of each individual and can handle the increasing complexity of realworld flocking systems. However, for
a flocking dynamics involving a large number of agents, the agent-based model becomes computationally
expensive [11]. Alternatively, by assuming that a flocking group is already formed and considering a
large enough number of agents to make the mean field approximation meaningful, Eulerian models can
be derived by applying the continuum hypothesis to the microscopic dynamics, leading to PDEs for the
macroscopic quantities, i.e., mean velocity and population density [8].
Advances in digital imaging [12] and high-resolution lightweight GPS devices [13] allow gathering
long-time and long-distance trajectories of individuals in flocks. For example, Ballerini et al. [12] used
stereometric and computer vision techniques to measure 3D individual birds positions in huge starling
flocks (up to 2 600 European starlings) in the field. Nagy et al. [13] employed high-resolution lightweight
GPS devices to collect track logs of homing pigeons flying in flocks of up to 13 individuals and analyzed
the hierarchical group dynamics in the pigeon flocks. Lukeman et al. [14] recorded time series of 2D
swimming flocks (up to 200 ducks) by oblique overhead photography and analyzed each individual’s
position, velocity and trajectory. Tunstrom et al. [15] used automated tracking software for fish to
obtain detailed data regarding the individual positions and velocities of schooling fish (up to 300 fish)
over long periods of time. Despite significant development of these experimental ideas, a gap between
flocking theory/modeling and experiment still exists. Due to the rich diversity of theoretical models
with distinct forms of interaction [14], it is necessary to assess which of them correspond to actual be-
havior in specified collective motions in nature. Numerical simulations alone cannot tackle this problem
because flocking patterns similar to experimental observations can be generated by significantly differ-
ent model mechanisms. Although some mechanisms through which collective motion is achieved have
been qualitatively understood by simulation and modeling, a quantitative test of the model assumptions
in realistic data is still challenging. Therefore, it is of great interest to establish a direct connection
between the individual trajectories obtained in experiments and the effective governing equations in the
mathematical approach.
In the present work, we use agent-based simulations for self-organized dynamics to generate particle
trajectories of individuals in flocks to mimic field data that can be obtained by computer vision tech-
niques [12] or high-resolution GPS data of flocks [16]. We also use continuum models formulated in
PDEs to capture the evolution of macroscopic quantities. It has been reported that the mathematical
models using local rules do not fully describe the social interactions between individuals in flocks [17].
In fact, animals in flocks generally do not interact mechanically, rather they are influenced by other in-
dividuals a certain distance away [18]. Animal communications can result in nonlocal interactions [19],
which should be modeled by nonlocal mathematical models. For nonlocal flocking dynamics, instead of
specifying the phenomenological fractional partial differential equations (fPDEs) with an empirical frac-
tional order, we use a Gaussian process regression model implemented with the Bayesian optimization
to learn the effective nonlocal influence function for fPDEs directly from particle trajectories, as shown
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Figure 1: Schematic of learning the fractional order of governing PDEs of nonlocal flocking dynamics
from time series of particle trajectories, which can be either obtained from experiments, i.e., digital
imaging and GPS tracking, or by agent-based simulations. A Gaussian process model implemented
with the Bayesian optimization is employed to minimize the loss and to extract the effective nonlocal
influence function.
in Fig. 1. Both one- and two-dimensional nonlocal flocking dynamics are performed to demonstrate the
procedure how the proposed learning-framework is used to connect the discrete agent-based model and
the continuum-based fPDEs model.
For the agent-based system, we adopt the Cucker-Smale model with a nonlocal alignment term de-
veloped in [20]. Using a singular kernel makes the nonlocal alignment term to be a nonlinear function
involving fractional Laplacian for the Euler equations which has mass and momentum conservations.
The choice of the fractional order of the fractional Laplacian offers a flexibility in modeling the compli-
cated interactions between agents. It is worth noting that the computation of the corresponding Euler
equations with nonlocal forces is very challenging. The challenges are two-fold due to the fact that the
alignment term is not only nonlocal but also nonlinear. A typical challenge for nonlocal problems is
the high computation cost of matrix-vector multiplication, which is usually O(K2) with K being the
total number of degrees of freedom at each time step when using a explicit time scheme. We resolve
this issue by using the fast Fourier transform, resulting in a computation cost reduced to O(K logK).
For the issue of nonlinearity, we use a piecewise constant approximation, i.e., a finite volume scheme,
which can significantly simplify the computation of the nonlinear nonlocal term. Moreover, we show
that the proposed finite volume scheme preserves the mass and momentum, both in one and two space
dimensions.
The remainder of this paper is organized as follows. In Section 2, we introduce a typical agent-
based model and the corresponding Euler equations for flocking dynamics. In Section 3, we describe the
details of numerical algorithms to solve the agent-based model and to discretize the fPDEs, including the
statistical algorithm for sampling macroscopic quantities from discrete particle data, the velocity-Verlet
algorithm for time integration, and the finite volume approximation for the Euler system of equations.
Subsequently, in Section 4 we present the numerical examples of one- and two-dimensional nonlocal
flocking dynamics, and compare the results obtained by the agent-based simulations and by solving
the fPDEs. In Section 5, we introduce the learning framework to infer the effective influence function
from particle trajectories using a Gaussian process regression model implemented with the Bayesian
optimization. Finally, we conclude with a brief summary and discussion in Section 6.
3
2 Mathematical models
In this section, we briefly introduce a typical governing equation of the agent-based model, followed
by the Euler equations for flocking dynamics, as well as the conservation laws of the Euler system of
equations.
1. Agent-based model: The agent’s behavior is characterized by its position and velocity. We
consider the following agent-based model, i.e., the C-S model with a alignment term, at the
microscale:
x˙i = vi,
v˙i =
1
N
N∑
j=1
φ(|xi − xj|)(vj − vi), (xi,vi) ∈ Rn × Rn,
(1)
where φ(·) is a kernel denoting the influence function.
2. Euler equations: For large crowds, i.e., N  1, by using the mean field limit argument, the
particle system governed by Eq. (1) can lead to the following macroscale Euler system of equations:
ρt +∇ · (ρu) = 0,
ut + u · ∇u = [L,u](ρ), (x, t) ∈ Ω× R+,
(2)
where ρ is the density and u is the velocity of the macro-model, [L,u](ρ) := L(ρu)−L(ρ)u is the
commutator forcing and
L(f)(x) :=
∫
Rn
φ(|x− y|) (f(y)− f(x)) dy.
In this paper, we consider the singular kernel, i.e., φ(r) := cn,α|r|−(n+α), where cn,α = αΓ(
n+α
2
)
2piα+n/2Γ(1−α/2) ,
which is associated with the action of the fractional Laplacian L(f) = −(−∆)α/2f, 0 < α < 2,
namely,
L(f)(x) = p.v. cn,α
∫
Rn
f(y)− f(x)
|x− y|n+α dy,
where p.v. means the principle value. The corresponding forcing is given by the following singular
integral
[L,u](ρ) = p.v. cn,α
∫
Rn
u(y)− u(x)
|x− y|n+α ρ(y)dy. (3)
In the one-dimensional case, the global regularity for α ∈ [1, 2] is proved by Shvydkoy and Tadmor
[21]. Also, they proved fast velocity alignment as the velocity u(·, t) approaches a constant state,
u→ u˜, with exponentially decaying slope [22].
The Euler system of equations given by Eq. (2) preserves mass and momentum. In particular, the
system (2) can be rewritten as
ρt +∇ · (ρu) = 0,
(ρu)t +∇ · (ρu⊗ u) = ρL(ρu)− ρuL(ρ).
(4)
Obviously, the conservation of mass can be obtained by integrating the first equation of the above
system over Rn. In addition, because the nonlocal operator L is assumed self-adjoint, i.e.,∫
Rn
(ρL(ρu)− ρuL(ρ)) = 0,
4
we have the conservation of momentum by integrating the second equation of the above system
over Rn.
3 Numerical methods
3.1 Microscale: Agent-based model
In this subsection, we briefly introduce how to use the particle method to solve the agent-based model
in the form of Eq. (1). Let us first consider the one-dimensional case; to do this, we use the following
particle method: Assume that the macroscale density and velocity of a large number of particles are
ρ0(x) and v0(x) satisfying ∫
R
ρ0(x)dx = 1,
and the support of the density ρ(x) is Λ := [a, b]. We then obtain the initial position and velocity of
each individual particle as follows:
• Step 1. We first sample particles in the domain according to the initial density, i.e., give the initial
position of each particle. To this end, we divide the domain Λ into P non-overlapping subdomains
Λp := [xp−1, xp] with a = x0 < x1 < . . . < xP = b and compute the density in each subdomain Λp:
ρp =
∫ xp
xp−1
ρ0(x), p = 1, 2, . . . , P.
• Step 2. Then we have that the number of particles sampled in each subdomain is Np = N · ρp, p =
1, 2, . . . , P , where N  1 is the total number of sampled particles. For each subdomain Λp, we
divide it into Np uniform subintervals [xp,q, xp,q+1] with xp−1 = xp,0 < xp,1 < . . . < xp,Np = xp and
take the middle point of each subinterval, i.e., (xp,q + xp,q+1)/2, as the position of the particle.
• Step 3. We now compute the initial velocity of each particle. Since we have already assigned an
initial position for each particle, then its initial velocity can be computed directly, i.e., for each
particle xi, i = 1, . . . , N , its initial velocity is given by vi = v0(xi).
Given initial positions and velocities for all particles, we then use the equation (1) for the time
integration. To this end, we use the Velocity Verlet (VV) method [23], which is a most commonly used
method due to the symplecticity, numerical stability and ease of implementation. It integrates position
using half-step values of velocity. In particular, we let
a(x, v) = F (x, v) =
dv(t)
dt
.
Since we have set the mass equals to 1, at time tn = n∆t with ∆t = tn+1 − tn, n = 0, 1, . . ., the VV
scheme has the following form
vn+1/2 = vn + an∆t/2, xn+1 = xn + vn+1/2∆t,
an+1 = F (xn+1, vn+1/2), vn+1 = vn + an+1∆t/2,
(5)
where xn, vn are the numerical solutions of the position and velocity at time tn.
For the two-dimensional case, the procedure is the same as the one for the one-dimensional case. We
thus omit the details here.
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3.2 Macroscale: Euler system of equations
In the last subsection, we solve the agent-based model using the particle method, while in this subsection,
we use the finite volume method (FVM) to solve the macroscale model, i.e., the Euler equations (2).
3.2.1 One-dimensional case
We firstly solve the Euler system of equations (2) using the FVM in one space dimension. In particular,
assuming the support of the density, i.e., the computational domain, is Λ = [a, b], we consider the
following one-dimensional system in conserved form which reads as
wt + f(w)x = s(w), t ≥ 0, x ∈ Λ, (6)
where
w = [ρ,m]T , f(w) = [m, ρu2]T , s(w) = [0, ρL(m)−mL(ρ)]T
with m = ρu, and discretize it by using the finite volume discretization.
Now we introduce the FVM for the above equation. Firstly, let us divide the computational domain
Λ into K non-overlapping subintervals
a = x1/2 < x3/2 < · · · < xK+1/2 = b
and denote
Ij = (xj−1/2, xj+1/2), j = 1, . . . , K.
Let ∆x = ∆xj = xj+1 − xj and w¯j(t) be the cell average of w(x, t) in cell Ij, i.e.,
w¯j(t) =
1
∆x
∫
Ij
w(x, t)dx, j = 1, . . . , K.
A finite volume scheme based on the cell averages has the following form
w¯n+1j = w¯
n
j − λ
[
h(w−,n
j+ 1
2
,w+,n
j+ 1
2
)− h(w−,n
j− 1
2
,w+,n
j− 1
2
)
]
+ λ
∫
Ij
s(w(x))dx, (7)
where λ = ∆t
∆x
with ∆t is the time step, w¯nj is the numerical solution of the cell average of the cell Ij at
time tn = n∆t and h(·, ·) is a numerical flux. We assume that at the cell interface x = xj−1/2 we have
two numerical approximations wl = (ρl,ml)
T and wr = (ρr,mr)
T from the left and right, respectively.
We use in one-dimension the Godunov flux given by [24, 25]
(h(wl,wr))
T = (ρ̂uj−1/2, ρ̂u2j−1/2) =

(ml, ρlu
2
l ), ul > 0, ur > 0,
(0, 0), ul ≤ 0, ur > 0,
(mr, ρru
2
r), ul ≤ 0, ur ≤ 0,
(ml, ρlu
2
l ), ul > 0, ur ≤ 0, v > 0,
(mr, ρru
2
r), ul > 0, ur ≤ 0, v < 0,
(ml+mr
2
,
ρlu
2
l+ρru
2
r
2
), ul > 0, ur ≤ 0, v = 0,
where
ul =
ml
ρl
, ur =
mr
ρr
, v =
√
ρlul +
√
ρrur√
ρl +
√
ρr
.
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We now discuss the discretizaiton of the nonlocal term s(w(x)). To do this, we need to discretize the
fractional Laplacian of a given function. For a given function f(x) defined on R with compact support
Λ, we write the nonlocal operator L(f) in the following equivalent form
L(f) =
∫
Rn
(f(x+ z)− f(z))φ(|z|)dz.
This formula makes it easy to discretize L(f). We approximate the above integral by using the rectangle
quadrature rule. In order to compute L(f), we will use all the information in the whole domain, i.e., all
the values of fk, k ∈ Z. In practical applications, the considered function f (in our work, it is density ρ
or momentum m) is usually constant or vanishes outside a finite domain. We therefore discretize L(f)
using the cell Ik, k ∈ Z up to |y| = K̂∆x, which goes to ∞ as ∆x→ 0 and approximate the remaining
parts with two unbounded space steps (−∞,−K̂∆x), and (K̂∆x,∞). For instance, we define
g(ρ,m)j :=
∫
Ij
ρL(m)dx
and approximate it as follows: Since ρ is a constant in each cell, then we have for j = 1, . . . , K,
g(ρ,m)j = ρ¯j
∫
Ij
dx
∫
R
(m(x+ z)−m(x))φ(|z|)dz
=ρ¯j
∫
Ij
dx
∫
0<|z|≤K̂∆x
(m(x+ z)−m(x))φ(|z|)dz
+ ρ¯j
∫
Ij
dx
∫
|z|>K̂∆x
(m(x+ z)−m(x))φ(|z|)dz
≈ρ¯j∆x2
∑
0<k≤K̂
(m¯j+k + m¯j−k − 2m¯j)φk + ρ¯j∆x
(
m¯j+K̂+1 + m¯j−K̂−1 − 2m¯j
)
φK̂+1,
where φk = φ(|k∆x|) if k ≤ K̂ and φK̂+1 =
∫
z>K̂∆x
φ(|z|)dz, which can be calculated directly or by using
Gauss quadrature (e.g., Gauss Laguerre quadrature). The above equation can be written in a matrix
form:
g(ρ,m)j ≈ ρ¯j∆x (G~m)j , (8)
where ~m = {m¯j}1≤j≤K , and (G~m)j denotes the j-th component of G~m, G is a matrix whose entries are
given by: for j = 1, . . . , K and i = ±1,±2, . . . ,
Gjj = −2
K̂∑
k=1
∆xφk − 2φK̂+1, Gj,j+i = ∆xφ|i|.
Since the kernel function φ(|z|) is a positive and symmetric function, we can observe from the above
that G has the following properties:
1. G is symmetric;
2. G is a Toeplitz matrix.
Similarly, we have
g(m, ρ)j ≈ m¯j∆x (G~ρ)j , j = 1, . . . , K. (9)
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Thus, combining equations (7), (8) and (9), we have the following finite volume scheme: for j = 1, . . . , K,
w¯n+1j = w¯
n
j − λ
[
h(w−,n
j+ 1
2
,w+,n
j+ 1
2
)− h(w−,n
j− 1
2
,w+,n
j− 1
2
)
]
+ g(ρ,m)j, (10)
where g(ρ,m)j = [0, λ∆x(ρ¯j(G~m)j − m¯j(G~ρ)j)]T .
Note that the matrix G is a Toeplitz matrix, therefore, this allows us to use the fast matrix vector
procedure to compute G~m or G~ρ in O(K logK) operation [26]. Furthermore, since the matrix G is
symmetric, we can show that the above scheme possesses mass and momentum conservation laws. We
state it in the following theorem:
Theorem 1. Assuming that w has a compact support or periodic boundary conditions in the domain Λ,
then the mass and momentum of the numerical solutions of (10) are conserved, i.e., for n > 1, it holds∫
Ω
ρn(x)dx =
∫
Ω
ρ0(x)dx; (11)∫
Ω
ρn(x)un(x)dx =
∫
Ω
ρ0(x)u0(x)dx. (12)
Proof. Denote hnj+1/2 := h(w
−,n
j+ 1
2
,w+,n
j+ 1
2
), we can rewritten (10) as:
w¯n+1j − w¯nj + λ
[
hnj+1/2 − hnj−1/2
]
= g(ρ,m)j.
Summing over j and noting that w has a compact support or periodic boundary conditions, we obtain∫
Ω
wn+1(x)dx−
∫
Ω
wn(x)dx = g(ρ,m)j. (13)
Then the conservation of mass, i.e., equation (11) can be readily obtained since the first component of
g(ρ,m)j is equal to zero. For the conservation of momentum, i.e., equation (12), we proceed as follows:
We have that the second component of g(ρ,m)j is given by
λ∆x
∑
j
(
ρ¯j (G~m)j − m¯j (G~ρ)j
)
.
Note that G is symmetric, then we have∑
j
ρ¯j (G~m)j =
∑
j
∑
k
ρ¯jGjkm¯k =
∑
k
∑
j
m¯kGjkρ¯j
=
∑
k
∑
j
m¯kGkj ρ¯j =
∑
k
m¯k (G~ρ)k .
Thus, the second component of g(ρ,m)j vanishes and the result follows from (13).
3.2.2 Two-dimensional case
Now let us consider the Euler system of equations (2) in two space dimensions. Assuming the support
of the density, i.e., the computational domain, is a rectangle domain Ω = [a, b] × [c, d], then the two-
dimensional Euler equations in conservative form read as
wt + f(w)x + g(w)y = s(w), t ≥ 0, x ∈ Ω, (14)
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where
w = [ρ,m1,m2]
T , f(w) = [m1, ρu
2, ρuv]T , g(w) = [n, ρuv, ρv2]T ,
s(w) = [0, ρL(m1)−m1L(ρ), ρL(m2)−m2L(ρ)]T
with m1 = ρu and m2 = ρv.
We now solve the above system by using the finite volume scheme. Similarly as we did for the one-
dimensional case, we use the uniform rectangular meshes, namely, ∆x = ∆xi = xi+1/2 − xi−1/2, ∆y =
∆yj = yj+1/2 − yj−1/2, i = 1, . . . , K, j = 1, . . . , L, where
a = x1/2 < x3/2 < . . . < xK+1/2 = b, c = y1/2 < y3/2 < . . . < yL+1/2 = d.
Let the cell Iij be defined by Iij := [xi−1/2, xi+1/2] × [yj−1/2, yj+1/2], ∆t be the time step, and w¯ij(t) be
the cell average of w(x, y, t) in the cell Iij, i.e.,
w¯ij(t) =
1
∆x∆y
∫ xi+1/2
xi−1/2
∫ yj+1/2
yj−1/2
w(x, y, t)dxdy, i = 1, . . . , K, j = 1, . . . , L.
A finite volume scheme based on the cell averages has the following form
w¯n+1ij =w¯
n
ij − λ
∫ yj+1/2
yj−1/2
[
h1(w
−,n
i+ 1
2
,j
,w+,n
i+ 1
2
,j
)− h1(w−,ni− 1
2
,j
,w+,n
i− 1
2
,j
)
]
dy
− λ
∫ xi+1/2
xi−1/2
[
h2(w
−,n
i,j+ 1
2
,w+,n
i,j+ 1
2
)− h2(w−,ni,j− 1
2
,w+,n
i,j− 1
2
)
]
dx
+ λ
∫ xi+1/2
xi−1/2
∫ yj+1/2
yj−1/2
s(w(x, y, tn))dxdy,
(15)
where λ = ∆t
∆x∆y
, h1(·, ·), h2(·, ·) are one-dimensional numerical fluxes, and w¯nij is the numerical so-
lution of the cell average of cell Iij at time tn. Suppose that (x, y) = (xi−1/2, y0) is a point on the
vertical cell interface, at which we have two numerical approximations wl = (ρl, (m1)l, (m2)l)
T and
wr = (ρr, (m1)r, (m2)r)
T from the left and right, respectively. For the two-dimensional case, we also use
the Godunov flux given by [24]
(h1(wl,wr))
T = (ρ̂uj−1/2, ρ̂u2j−1/2, ρ̂uvj−1/2)
=

((m1)l, ρlu
2
l , ρlulvl), ul > 0, ur > 0,
(0, 0, 0), ul ≤ 0, ur > 0,
((m1)r, ρru
2
r, ρrurvr), ul ≤ 0, ur ≤ 0,
((m1)l, ρlu
2
l , ρlulvl), ul > 0, ur ≤ 0, v > 0,
((m1)r, ρru
2
r, ρrurvr), ul > 0, ur ≤ 0, v < 0,
1
2
((m1)l + (m1)r, ρlu
2
l + ρru
2
r, (m1)lvl + (m1)rvr), ul > 0, ur ≤ 0, v = 0,
where
(ul, vl) =
(
(m1)l
ρl
,
(m2)l
ρl
)
, (ur, vr) =
(
(m1)r
ρr
,
(m2)r
ρr
)
, v =
√
ρlul +
√
ρrur√
ρl +
√
ρr
.
The numerical flux (h2(wl,wr))
T = (ρ̂u, ρ̂uv, ρ̂v2) can be defined similarly on the horizontal cell inter-
faces.
Similarly to the one-dimensional problem, we now discuss how to discretize the nonlocal terms,
i.e., the source terms s(w), for the two-dimensional problem. In order to discretize s(w), we first
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need to discretize the nonlocal operator L(f) for a given function f . To this end, for a given function
f(x),x := (x, y) ∈ R2 compactly supported in the domain Ω, we have that the nonlocal term L(f) is
equivalent to the following formula:
L(f) =
∫
|z|>0
(f(x+ z)− f(z))φ(|z|)dz,
where z = (z1, z2). For ν = 1, 2, we define
g(ρ,mν)ij :=
∫
Iij
ρL(mν)dxdy, 1 ≤ i ≤ K, 1 ≤ j ≤ L.
Writing it into the vector form, we have the vector form for g(ρ,mν)ij
g(ρ,mν) =[g(ρ,mν)11, . . . , g(ρ,mν)K1; g(ρ,mν)12, . . . , g(ρ,mν)K2;
. . . ; g(ρ,mν)1L, . . . , g(ρ,mν)KL]
T .
g(ρ,mν) can be computed using similar arguments as the one used for the one-dimensional case. In
particular,
g(ρ,mν)ij = ρ¯ij
∫
Iij
dxdy
∫
R
(mν(x+ z1, y + z2)−mν(x, y))φ(|z|)dz1dz2
=ρ¯ij
∫
Iij
dxdy
∫
D1
(mν(x+ z1, y + z2)−mν(x, y))φ(|z|)dz1dz2
+ ρ¯ij
∫
Iij
dxdy
∫
D2
(mν(x+ z1, y + z2)−mν(x, y))φ(|z|)dz1dz2
≈ρ¯ij∆x2∆y2
∑
0<k≤K̂
0<l≤L̂
φkl
(
(m¯ν)i+k,j+l + (m¯ν)i−k,j+l + (m¯ν)i+k,j−l + (m¯ν)i−k,j−l − 4(m¯ν)ij
)
+ ρ¯ij∆x∆yφK̂+1,L̂+1
(
(m¯ν)i+K̂+1,j+L̂+1 + (m¯ν)i−K̂−1,j+L̂+1
+ (m¯ν)i+K̂+1,j−L̂−1 + (m¯ν)i−K̂−1,j−L̂−1 − 4(m¯ν)ij
)
,
where D1 = {(z1, z2) : 0 < |z1| ≤ K̂∆x, 0 < |z2| ≤ L̂∆y}, D2 = {(z1, z2) : |z1| > K̂∆x, |z2| > L̂∆y}, and
φ11 = φ(
√
(∆x/2)2 + (∆y/2)2), φk1 = φ(
√
(k∆x)2 + (∆y/2)2),
φ1l = φ(
√
(∆x/2)2 + (l∆y)2), φkl = φ(
√
(k∆x)2 + (l∆y)2), 2 ≤ k ≤ K̂, 2 ≤ l ≤ L̂,
φK̂+1,L̂+1 =
∫
D3
φ(|z|)dz,
where D3 = {(z1, z2) : z1 > 0, z2 > 0} \ {(z1, z2) : 0 ≤ z1 ≤ K̂∆x, 0 ≤ z2 ≤ L̂∆y}. The above equation
can be written in a matrix form:
g(ρ,mν) ≈ ∆x∆y~ρ ∗ (G ~mν) , (16)
where the symbol ∗ means component-wise multiplication and
~ρ = [ρ¯11, . . . , ρ¯K1; ρ¯12, . . . , ρ¯K2; . . . ; ρ¯1L, . . . , ρ¯KL]
T ,
~mν = [(m¯ν)11, . . . , (m¯ν)K1; (m¯ν)12, . . . , (m¯ν)K2; . . . ; (m¯ν)1L, . . . , (m¯ν)KL]
T ,
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and G is a block-Toeplitz-Toeplitz-block matrix given by
G =

G11 G12 · · · G1L
G21 G22 · · · G2L
...
...
. . .
...
GL1 GL2 · · · GLL
 ,
where Gij, 1 ≤ i, j ≤ L are Toeplitz matrices, where for i = 1, . . . , L , j = ±1,±2, . . . and m =
1, . . . , K, n = ±1,±2, . . . ,
Giimm = −4
K̂∑
k=1
L̂∑
l=1
∆x∆yφkl − 4φK̂+1,L̂+1, Giim,m+n = ∆x∆yφ|n|1,
Gi,i+jm,m+n = ∆x∆yφ|m||j|.
Similarly, we have
g(mν , ρ) ≈ ∆x∆y ~mν ∗ (G~ρ) . (17)
Thus, by combining equations (15), (16) and (17), we have the following finite volume scheme for the
two-dimensional problem:
w¯n+1ij =w¯
n
ij − λ
∫ yj+1/2
yj−1/2
[
h1(w
−,n
i+ 1
2
,j
,w+,n
i+ 1
2
,j
)− h1(w−,ni− 1
2
,j
,w+,n
i− 1
2
,j
)
]
dy
− λ
∫ xi+1/2
xi−1/2
[
h2(w
−,n
i,j+ 1
2
,w+,n
i,j+ 1
2
)− h2(w−,ni,j− 1
2
,w+,n
i,j− 1
2
)
]
dx
+ λg(ρ,m1,m2)ij,
(18)
where
g(ρ,m1,m2)ij = [0, [g(ρ,m1)]ij − [g(m1, ρ)]ij, [g(ρ,m2)]ij − [g(m2, ρ)]ij]T ,
here [V ]ij = [reshape(V,K,L)]ij for a given K×L column vector V , where ‘reshape’ is a Matlab function.
Since G is a block-Toeplitz-Toeplitz-block matrix, so the computation of g(ρ,m1,m2) can be imple-
mented in O(KL log(KL)) operations by using the fast matrix vector multiplication [27].
Theorem 2. Assuming that w has a compact support or periodic boundary conditions in the domain Ω,
then the mass and momentum of the numerical solution of (18) are conserved, i.e., for n > 1, it holds∫
Ω
ρn(x, y)dxdy =
∫
Ω
ρ0(x, y)dxdy; (19)∫
Ω
ρn(x, y)un(x, y)dxdy =
∫
Ω
ρ0(x, y)u0(x, y)dxdy; (20)∫
Ω
ρn(x, y)vn(x, y)dxdy =
∫
Ω
ρ0(x, y)v0(x, y)dxdy. (21)
Proof. Denote hn1,i+1/2 := h1(w
−,n
i+ 1
2
,j
,w+,n
i+ 1
2
,j
) and hn2,j+1/2 := h2(w
−,n
i,j+ 1
2
,w+,n
i,j+ 1
2
), we can rewrite (18) as:
w¯n+1ij − w¯nij + λ
∫ yj+1/2
yj−1/2
[
hn1,i+1/2 − hn1,i−1/2
]
dy + λ
∫ xi+1/2
xi−1/2
[
hn2,j+1/2 − hn2,j−1/2
]
dx
=λg(ρ,m1,m2)ij.
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Summing over i and j, and noting that w has a compact support or periodic boundary conditions in
the domain Ω, we obtain ∫
Ω
wn+1(x)dx−
∫
Ω
wn(x)dx = λg(ρ,m1,m2)ij. (22)
Since G is symmetric, by using the same argument as the one for the one-dimensional problem, we
have that the scheme (18) preserves both the mass and the momentum , i.e., equations (19)-(21) hold
true.
We mention here that for the time discretization, both in one- and two-dimension, we use a strong
stability preserving scheme, namely, the second-order Runge-Kutta scheme to solve the resulted ODE
system wt = L(w):
w(1) = wn + ∆tL(wn), wn+1 =
1
2
wn +
1
2
(
w(1) + ∆tL(w(1))
)
.
4 Numerical examples
In this section, we present numerical simulations, both in one- and two-dimensional nonlocal flocking
dynamics, by solving the agent-based model (1) with particle method and the Euler system of equations
(2) with the FVM method. We compare the numerical solutions with the same initial conditions. Our
aim is to verify that the two models produce similar results and subsequently (in the next section) to
demonstrate how to infer the fractional order of the Laplacian using the trajectories obtained from the
agent-based model. We first consider the one-dimensional case.
Example 1. (One-dimensional dynamics) In this example, we consider the one-dimensional prob-
lem with the influence function given by
φ(r) =
c1,α
r1+α
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Figure 2: Validation of one-dimensional case for fractional order α = 0.5: Numerical solutions of the
density and velocity for the Microscale agent-based model (1) (symbols) and the Macroscale Euler
equations (2) (lines) at different times T . Left: density, right: velocity. The inset in the right plot is for
clarity in the comparison.
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and the initial density and velocity given by
ρ0(x) =
pi
3
cos
(pix
1.5
)
, u0(x) = −c sin
(pix
1.5
)
, (23)
where c = 0.5 is a constant. Here we use the domain Λ = [−0.75, 0.75]. The boundary conditions for
the density ρ and mass m = ρu are homogenous Dirichlet boundary conditions.
For the agent-based model, the total number of sampled particles for the simulation is N = 1024,
while for the Euler equations the space step is ∆x = 1/256. The numerical solutions of the density
and velocity at different times are shown in Figure 2-3 for the value of fractional order α = 0.5 and
α = 1.2, respectively. We see that the velocity tends to a constant value, which is in agreement with
the analytical result given in [22]. Moreover, we observe from the comparison that the solutions of the
microscale agent-based model coincide with solutions of the macroscale Euler equations. This means
that the solution of the Euler system of equations can give a good prediction to the solution of the
agent-based model.
Example 2. (Two-dimensional dynamics) We now consider the two-dimensional case, and con-
sider the following influence function
φ(r) =
c2,α
r2+α
.
The initial density and velocity are
ρ0(x, y) =
(pi
3
)2
cos
(pix
1.5
)
cos
( piy
1.5
)
,
u0(x, y) = −c sin
(pix
1.5
)
, v0(x, y) = −c sin
( piy
1.5
)
,
(24)
where c = 0.5/
√
2 is a constant. Here the domain is Ω = [−0.75, 0.75]2, and the boundary condition for
ρ and m1 = ρu, m2 = ρv are homogenous Dirichlet boundary conditions.
In this case, the total number of sampled particles for the simulation is N = 9976 for the agent-based
model, while for the Euler equations the space step is ∆x = ∆y = 1/64. The numerical solutions of the
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Figure 3: Validation of one-dimensional case for fractional order α = 1.2: Numerical solutions of the
density and velocity for the Microscale agent-based model (1) (symbols) and the Macroscale Euler
equations (2) (lines) at different times T . Left: density, right: velocity. The inset in the right plot is for
clarity in the comparison.
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density at different times are shown in Figure 4-5 for the value of fractional order α = 0.5 and α = 1.2,
respectively. The relative differences of the density between the solution of the micro-model and the
macro-model are also shown in the third row of each figure. Again, we observe that solutions of the
microscale agent-based model are in good agreement with solutions of the macroscale Euler system of
equations. This means that the numerical solution of the corresponding macro-model can yield correctly
density distribution consistent with the collective behavior of the particle system.
5 Infer the influence function using Gauss process machine
learning
The trajectories generated by the particle simulation mimic the field data of tracking logs that can
be obtained experimentally, which is used to learn the value of the fractional order of the influence
function using a Gaussian process regression model implemented with the Bayesian optimization. As
shown in the previous section, the solutions of the agent-based model (1) and the solutions of the
Euler system of equations (2) are in agreement with each other. Thus, assuming that we have the
solution of the agent-based model for a given influence function, we then infer the influence function
by using the Euler system of equations with a machine learning algorithm. In this section, we show
how to infer the influence function by using the Gaussian Process Machine Learning (GPML) with
the Bayesian optimization. This method has been used to discover the fractional order of fractional
advection-dispersion equations in [28]. In particular, we are going to learn the influence function by
solving the Euler equations (2), while the data is obtained by solving the agent-based model (1). This is
to say, we are going to use the agent-based model with a specified influence function to generate the data
which is considered as the experimental data, then we use the numerical solution of the Euler equations
to infer the influence function by using the GPML approach.
5.1 Gaussian process regression
Assuming that we have an influence function with fractional order α. We would like to infer the value
of the fractional order α. Suppose that we have the following data generated by the particle simulation:
Data = [Data1, Data2, . . . , DataN ].
We then define the input-output pairs function for the Gaussian process as:
F (α) =
‖Num(α)−Data‖
‖Data‖ , (25)
where the norm is in the L2 sense, Num(α) is the numerical solution of the Euler equations and F (α)
is the scalar output corresponding to the fractional order α.
In Gaussian process regression (GPR), we assume that F (α) is a Gaussian process:
F (α) ∼ GP (m(α), k(α, α′)),
where F (α) is a Gaussian random variable, m(·) and k(·, ·) are the mean and covariance functions,
respectively. GPR constructs the response surface based on the known input-output pairs, i.e., the
training data. Assume that we have N training data points given by
D = {(α1, F (α1)), (α2, F (α2)), . . . , (αN , F (αN))}.
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(a) T = 0.5 (b) T = 1.0 (c) T = 2.0
Figure 4: Validation of two-dimensional case for the fractional order α = 0.5: Numerical solutions of
the density for the Microscale agent-based model (1) (upper row) and the Macroscale Euler equations
(2) (middle row) at different times T . Lower row: relative error.
Generally, the output would contain noise, namely, the output would be
F (αi) + i, i = 1, 2, . . . , N,
where the noise i is considered to be Gaussian white noise, i.e., N ∼ N (0, σ2nI).
The goal of the GPR is to predict the output F at arbitrary test input α∗. This can be obtained
by using the conditional distribution property for a multi-variate Gaussian random vector. The joint
distribution of the test output F (α∗) and the noisy training data can be written as (N + 1)-variate
Gaussian random vector
F (α∗)
F (α1)
...
F (αN)
 ∼ N


m(α∗)
m(α1)
...
m(αN)
 ,

k(α∗, α∗) k(α∗, α1) · · · k(α∗, αN)
k(α1, α
∗) k(α1, α1) + σ2n · · · k(α1, αN)
...
...
. . .
...
k(αN , α
∗) k(αN , α1) · · · k(αN , αN) + σ2n


or in the matrix form (
F (α∗)
FN
)
∼ N
([
m(α∗)
mN
]
,
[
k(α∗, α∗) kT
k K + σ2nI
])
.
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(a) T = 0.5 (b) T = 1.0 (c) T = 2.0
Figure 5: Validation of two-dimensional case for the fractional order α = 1.2: Numerical solutions of
the density for the Microscale agent-based model (1) (upper row) and the Macroscale Euler equations
(2) (middle row) at different times T . Lower row: relative error.
The conditional distribution of F (α∗) given FN is also a Gaussian distribution whose mean and covari-
ance function are
m∗(α∗) = m(α∗) + kT (K + σ2nI)
−1(FN −mN),
σ∗(α∗) = k(α∗, α∗)− kT (K + σ2nI)−1k.
The procedure of GPML mainly includes training, prediction and Bayesian optimization. The train-
ing and prediction can be done with the GPR using the GPML Toolbox [29]. Next we introduce the
Bayesian optimization.
5.2 Bayesian optimization
The goal of Bayesian optimization in machine learning is to find the next input. Assume that we have N
training data α1, α2, . . . , αN . To obtain the next input data αN+1, we need to optimize the acquisition
function, i.e.,
αN+1 = arg max
α∈Ω
{EI(α)}, (26)
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where EI(·) is the expected improvement acquisition function defined by
EI(α) = [min(FN)−m∗(α)]Φ
(
min(FN)−m∗(α)
σ∗(α)
)
+ σ∗(α)φ
(
min(FN)−m∗(α)
σ∗(α)
)
,
here Φ(·) and φ(·) are the standard normal cumulative distribution and density functions respectively,
m∗(·) and σ∗(·) are the predicted mean and standard deviation, respectively; FN is the vector consisting
of the N training outputs. The optimization problem (26) is solved by using the modified Lipschitzian
optimization algorithm [30]. Once we obtain the new training input αN+1 with the Bayesian optimiza-
tion, we then solve the Euler system of equations to get the numerical density and velocity, and then
obtain the output F (αN+1) by the equation (25). Thus, a new training data set (αN+1, F (αN+1)) is
obtained and the next iteration can start until the terminal condition is satisfied.
5.3 Numerical examples
We now consider two numerical examples to illustrate the GPML algorithm. In the following numerical
examples, the covariance function k(x,x′) is taken as the frequently used Matern 5/2-order automatic
relevance determination function [31]
k(x,x′) = σ2
(
1 + h+
h2
3
)
e−h,
where
h =
√√√√( d∑
i=1
5(xi − x′i)2
θ2i
)
with d the dimension of the input vector x and θi the i-th hyper-parameter.
5.3.1 One-dimensional case
Example 3. We first consider the one-dimensional problem with the same influence function and initial
and boundary conditions as that for Example 1.
We first obtain the data by solving the agent-based model (1) with the particle method for a given
αˆ. We then get the positions and the corresponding velocities vαˆ,Pi (t), i = 1, . . . , N of particles x
αˆ
i (t), i =
1, . . . , N at time t = k∆T , where ∆T = 0.1, k = 5, 6, . . . , 20, here we use N = 1024 as used in Example
1. Therefore, given an input data α, we obtain the output data as follows: Firstly, solving the Euler
equations (2) with the finite volume method to obtain the numerical velocity vα,Numi (t) at the given
points xαˆi (t), i = 1, . . . , N , then the output is given by
F (α) =
‖vα,Num − vαˆ,P‖
‖vαˆ,P‖ ,
where
vαˆ,P :=
(
vαˆ,P1 (t), . . . , v
αˆ,P
N (t)
)T
, vα,Num :=
(
vα,Num1 (t), . . . , v
α,Num
N (t)
)T
.
We generate the data using agent-based simulation with two different values of the fractional order,
given by αˆ = 0.5, 1.2, and learn the effective fractional order α for the Euler equations by using the
GPML algorithm. To solve the Euler equations (2), we use ∆x = 1/256.
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The result of learning the value of α is given in Table 1. For the given data generated by the
agent-based model with αˆ, Table 1 shows that we can successfully use the Euler equations to infer the
fractional order αˆ with the GPML algorithm. The relative error between the agent-based system and
the learned Euler system of equations is about 1% for the one-dimensional cases. We also show the
convergence of the Bayesian optimization in Figure 6. Observe that the learning process converges after
about 20 iterations. We observe from the result that we can use the macroscale Euler equations to learn
the effective non-local influence function, namely, learn the microscale agent-based model directly from
particle trajectories generated by the agent-based simulations.
The given αˆ Learned value of α Output F (s)
0.5 0.4803 1.2174e-02
1.2 1.1651 7.9663e-03
Table 1: Learned value of α and relative error of the mean field F (s) for the one-dimensional case.
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Figure 6: Convergence of the optimization problem for the one-dimensional case: Left: αˆ = 0.5, right:
αˆ = 1.2.
5.3.2 Two-dimensional case
Example 4. We now consider the two-dimensional problem with the same influence function and initial
and boundary conditions as that for Example 2.
Similarly as the one-dimensional case, we obtain the data by solving the agent-based model (1) with
the particle method for a given αˆ in the squire domain Ω generating the positions (xαˆi (t), y
αˆ
i (t)), i =
1, . . . , N and the corresponding velocities uαˆ,Pi (t) and v
αˆ,P
i (t), i = 1, . . . , N of the particles at time
t = k∆T , where ∆T = 0.1, k = 5, 6, . . . , 20, here we set N = 9976.
Therefore, for a given input data α, we obtain the output data as follows: Firstly, solving the Euler
equations (2) with the finite volume method to obtain the numerical velocity uα,Numi (t) and v
α,Num
i (t)
at given points (xαˆi (t), y
αˆ
i (t)), i = 1, . . . , N , then the output is given by
F (α) =
1
2
(‖us,Num − uαˆ,P‖
‖uαˆ,P‖ +
‖vα,Num − vαˆ,P‖
‖vαˆ,P‖
)
,
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The given αˆ Learned value of α Output F (α)
0.5 0.5134 2.1428e-02
1.2 1.2009 2.0233e-02
Table 2: Learned value of α and relative error of the mean field F (s) for the two-dimensional case.
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Figure 7: Convergence of the optimization problem for the two-dimensional case: Left: αˆ = 0.5, right:
αˆ = 1.2.
where
uαˆ,P :=
(
uαˆ,P1 (t), . . . , u
αˆ,P
N (t)
)T
, uα,Num :=
(
uα,Num1 (t), . . . , u
α,Num
N (t)
)T
,
vαˆ,P :=
(
vαˆ,P1 (t), . . . , v
αˆ,P
N (t)
)T
, vα,Num :=
(
vα,Num1 (t), . . . , v
α,Num
N (t)
)T
.
In the numerical simulations, we test two different agent-based systems with αˆ = 0.5, 1.2. To solve
the Euler equations (2), the space steps of the finite volume method are ∆x = ∆y = 1/64. Initially, we
generate the training data with two random values of α. The learned values of α are shown in Table 2,
and the convergence results of the Bayesian optimization are shown in Figure 7. Again, we observe that
we can infer the influence function by solving the Euler system of equations with the data generated
by the agent-based model. The relative error between the agent-based system and the learned Euler
system of equations is about 2% for the two-dimensional cases.
6 Summary and discussion
We presented a comparative study of nonlocal flocking dynamics using both the agent-based model and
the continuum Eulerian model. Because animals in flocks generally do not interact mechanically and can
be influenced by other individuals a certain distance away, we introduced nonlocal influence functions
to consider the effects of animal communication in flocking dynamics. In particular, the microscopic
dynamics of each individual in flocks is described by a Cucker-Smale particle model with nonlocal
interaction terms, while the evolution of macroscopic quantities, i.e., mean velocity and population
density, is modeled by the fractional partial differential equations (fPDEs). We performed agent-based
simulations to generate the particle trajectories of each individual in flocking dynamics, and also solved
the Euler equations with nonlocal influence functions using a finite volume scheme. In one- and two-
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dimensional benchmarks of nonlocal flocking dynamics, we demonstrated that, given specified influence
functions, the Euler system of equations is able to capture the correct evolution of macroscopic quantities
consistent with the collective behavior of the agent-based model.
Because experiments on flocking dynamics can get time series of trajectories of individuals in flocks
using digital imaging or high-resolution GPS devices, we used the trajectories generated by the agent-
based simulations to mimic the field data of tracking logs that can be obtained experimentally. Subse-
quently, we proposed a learning framework to connect the discrete agent-based model to the continuum
fPDEs for nonlocal flocking dynamics. Instead of specifying a phenomenological fPDE with an empirical
fractional order, we learned the effective non-local influence function in fPDEs directly from particle tra-
jectories generated by the agent-based simulations. More specifically, we employed a Gaussian process
regression (GPR) model implemented with the Bayesian optimization to learn the fractional order of
the influence function from the particle trajectories. We showed in both one- and two-dimensional ex-
amples that the numerical solution of the learned Euler system of equations solved by the finite volume
scheme, can yield correct density distributions consistent with the collective behaviors of the discrete
agent-based system. The relative error between the agent-based system and the learned Euler system
of equations is about 1% for one-dimensional cases and 2% for two-dimensional cases.
Although we only demonstrated the effectiveness of the proposed learning framework in relatively
simple cases, i.e., one- and two-dimensional nonlocal flocking dynamics, this method established a direct
connection between the discrete agent-based models to the continuum-based PDE models, and could
serve as a paradigm on extracting effective governing equations for nonlocal flocking dynamics directly
from particle trajectories. It is worth noting that the agent-based model we used in the present work does
not consider stochastic terms, and thus the training data of particle trajectories do not contain noise.
However, the experimental data of tracking logs obtained by digital imaging may include noise from
measurement uncertainty, where a multi-fidelity framework proposed by Babaee et al. [32] can be used
to handle different sources of uncertainties in the learning process. Moreover, in addition to the GPR-
based learning method for connecting individual behavior to collective dynamics, it is also of interest to
introduce deep learning strategies such as CNN (convolutional neural network)-based method [33] and
the particle swarm optimization algorithm [34] to bridge the gap between flocking theory/modeling and
experiments.
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