INTRODUCTION
rk 0E a'/(l_a2) k=O,1
The statistics for estimating the spectral and the spectral density is density function of a Gaussian distributed autoregressive process from observations of a noise a2 S corrupted version is considered when the order of = 2it[a2-2acos(X)+i]
the autoregressive process (p) is equal to one, i.e., a first-order Markov process. When the highwhere the parameter vector 0 is defined by order Yule-Walker (Y-W) equation estimates of the -autoregressive parameters are used to form the 0T (a,a).
spectral estimate it was shown in [11, for an -arbitrary order process, that the estimate is weakly consistent and asymptotically normal with Given observations of the noise corrupted AR prozero mean and finite variance.
[n [1] , using the cess, that is, {Y N we estimate the covariance asymptotic results of [2] , a closed form expression n n1
for the variance of the limiting distribution was sequence {rk} by derived and presented. The variance expression for the arbitrary order case is quite complex, thus N-IkI I 'ç' this paper evaluates the estimation variance for the first order AR case and provides numerical n n+IkI ki < N-i results which aid in the interpretation and application of the general variance expression. Due to rk = (5) the complexity of the variance expression in [1] it 0 1k > N-i is not reproduced in this paper, only the reduced version for pl is presented.
Using the estimated covariance in the highAssume that the observed process V is a real process consisting of a stationary first-order AR order Yule-Walker equations [cf. [1] , eqns (ii) process X and a noise process w, that is and (12)] with p1 we obtain estimates for the parameters a and a. Using these estimates in (4) YX+w (1) we obtain an estimate for the spectral density, [c ]
where the scalars (v2, c, and) are equivalent in Substituting (7), (8), (10), (11) and (12) ra (X,0) e)
(1-a2) and estimating a, the second term represents the contribution due to the cross-covarjance between the The notation above, (9), should be interpreted as estimates of a and a, and the third term reprethe variance of the limit distribution of (X,O) sents the contribution due to error in estimating as N-.
the parameter a.
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From (13) we see that even for the first-order AR case the asymptotic variance expression is a complicated function of the process parameters. To provide insight into the relationship between the estimate variance and the parameter set (a, a, cr2, X} equation (13) was evaluated for a few slected parameter values.
For the numerical evaluation of the asymptotic variance (13) we considered three low pass spectral density examples. In Fig. 1 the spectral densities are presented for a = 0.1, 0.5 and 0.8.
In Fig. 2 the spectral density estimate variance is plotted as a function of signal-tonoise ratio (SNR), for a 0.5. The variance (13) was evaluated for X = 0 cr2 = 1 and a2 set to In Fig. 3 the spectral estimate variance is plotted as a function of SNR for X 0 for two values of the AR parameter, a0.1 and az0.8. The same nionotonic decrease with increasing SNR is evident for both cases. Note that the asymptotic limit for the a'0.8 case is greater than that for a0.1, indicating that as the process spectral density bandwidth decreases the spectral estimate variance, at Xr0, increases. In Fig 4 the spectral estimate variance is plotted as a function of frequency for three values of the AR parameter a0.1, a0.5, and a=O.8 at 0 dB SNR. For the two narrow bandwidth cases, a0.5 and a0.8, the variance decreases monotonically with increasing frequency but for the wider bandwidth case a0.1 there is little variation with frequency over the range evaluated. Note that, at about X=O.4, the asymptotic variance for the narrowband cases (aO.5 and a=0.8) begins to fall off rapidly with respect to that of the broadband case (aO.1). Examining 
