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Abstrakt
Pra´ce obsahuje analy´zu technicky´ch mozˇnostı´ pro agregaci asynchronnı´ch se´riovy´ch li-
nek a na´vrh takove´ho zarˇı´zenı´, ktere´ je mozˇne´ prˇipojit do pocˇı´tacˇove´ sı´teˇ. Pro externı´
komunikaci pouzˇı´va´ protokol TCP. Koncentra´tor pouzˇı´va´ TCP/IP Stack firmyMicrochip
Technologies provozovany´ na cˇipu rˇady PIC32 za pouzˇitı´ externı´ho rˇadicˇe Ethernetu
ENC28J60. Zarˇı´zenı´ by meˇlo v prvnı´ rˇadeˇ slouzˇit pro agregaci konzolovy´ch prˇı´stupu˚
k sı´t’ovy´m prvku˚m.
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Abstract
The work contains an analysis of the technical possibilities for asynchronous serial port
aggregation and design of this device with connection to the IP network. It uses the TCP
protocol for external communication. It’s based on TCP/IP Stack by Microchip Tech-
nologies running on a PIC32 series micro using external Ethernet controller ENC28J60.
Equipment should be primary use to aggregate console access to network devices.
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41 U´vod
Za poslednı´ roky jizˇ klasicky´ se´riovy´ port prakticky vymizel ze segmentu osobnı´ch pocˇı´-
tacˇu˚ a notebooku˚. Mnoho zarˇı´zenı´ jej ovsˇem sta´le pouzˇı´va´ pro komunikaci s vneˇjsˇı´m
sveˇtem. Jeho oblı´benost na straneˇ vy´robcu˚ je da´na prˇedevsˇı´m jednoduchostı´ obsluhy ko-
munikace.Absence teˇchto portu˚ na PC se cˇasto rˇesˇı´ pomocı´ zarˇı´zenı´ prˇipojitelny´ch doUSB
vytva´rˇejı´cı´ch virtua´lnı´ se´riovy´ port. Vy´robci tento postup pouzˇı´vajı´ i prˇi rozsˇı´rˇenı´ svy´ch
produktu˚ o USB konektivitu. Pouze na straneˇ zarˇı´zenı´ prˇidajı´ cˇip obstara´vajı´cı´ prˇevod
USB na UART rozhranı´.
V poslednı´ch letech se cˇı´m da´l vı´ce objevuje trend prˇipojit vsˇechna zarˇı´zenı´ do pocˇı´-
tacˇove´ sı´teˇ. Jeden prˇı´klad za vsˇechny mu˚zˇe by´t sdı´lenı´ USB zarˇı´zenı´ prˇes pocˇı´tacˇovou sı´t’,
kdy stacˇı´ zarˇı´zenı´ prˇipojit do chytre´ho USB rozbocˇovacˇe a pote´ si z ktere´hokoliv pocˇı´tacˇe
na sveˇteˇ prˇipojit zarˇı´zenı´ pouhy´m kliknutı´m. S tı´mto trendem souvisı´ i potrˇeba prˇipo-
jit starsˇı´ periferie do pocˇı´tacˇove´ sı´teˇ. Velmi la´kava´ je prˇedstava syste´mu, kde by stacˇilo
prˇipojit jake´koliv zarˇı´zenı´ se se´riovy´m protokolem a hned by bylo dostupne´ na sı´ti.
Tvorba takove´ho zarˇı´zenı´ nenı´ zrovna nejjednodusˇsˇı´. Je potrˇeba zva´zˇit mnoho kroku˚
od pu˚vodnı´ho na´padu azˇ po vy´sledny´ produkt. Tato pra´ce je pru˚vodce, jak tak ucˇinit,
vcˇetneˇ popisu proble´mu˚, se ktery´mi na zacˇa´tku pocˇı´ta´te cˇi nikoliv. Je to lehce trnita´ cesta,
kde je potrˇeba mı´t znalosti z oblastı´ programova´nı´, sı´tı´, elektroniky a strojı´renstvı´. Snazˇil
jsem se prˇi na´vrhu zu´rocˇit poznatky zı´skane´ za dobu studia a soucˇasne´ metody na´vrhu
zarˇı´zenı´.
Vy´sledkem je modula´rnı´ zarˇı´zenı´ pouzˇitelne´ jako platforma pro prˇevod se´riovy´ch
(synchronnı´ch i asynchronnı´ch) datovy´ch prˇenosu˚ na protokol TCP pouzˇı´vany´ v pocˇı´-
tacˇovy´ch sı´tı´ch. Vsˇe je ota´zkou na´vrhu koncove´ho modulu zajisˇt’ujı´cı´ho prˇevod mezi
koncovy´m protokolem a internı´ SPI sbeˇrnicı´.
Zarˇı´zenı´ je postaveno za pomoci technologiı´ firmy Microchip Technologies, protozˇe
s nimi ma´m velmi dobre´ zkusˇenosti. V oblasti TCP/IP sı´tı´ tato firma nabı´zı´ komplexnı´
oveˇrˇene´ rˇesˇenı´. Licencˇnı´ politika je take´ velmi prˇı´zniva´. Pro bezplatne´ pouzˇitı´ i v ko-
mercˇnı´ch aplikacı´ch je pouze nutne´ provozovat dane´ rˇesˇenı´ nad MCU te´zˇe firmy. Stejnou
platformu pouzˇı´va´ mnoho vy´voja´rˇu˚ na cele´m sveˇteˇ, takzˇe v prˇı´padeˇ proble´mu nenı´ teˇzˇke´
sehnat podporu.
52 Motivace
Se´riove´ rozhranı´ se velmi uchytilo v prostrˇedı´ spra´vy aktivnı´ch sı´t’ovy´ch prvku˚, ktere´
sice umozˇnˇujı´ vzda´lenou spra´vu pomocı´ protokolu˚ telnet a SSH, mu˚zˇe ovsˇem nastat si-
tuace, zˇe tato spra´va nenı´ prˇi prvnı´m spusˇteˇnı´ povolena. Prvky majı´ rozhranı´ pro loka´lnı´
spra´vu, jenzˇ se oznacˇuje jako konzolovy´ port. Jedna´ se o port pouzˇı´vajı´cı´ asynchronnı´
se´riovy´ prˇenos s normou RS-232. Velmi cˇasto take´ mu˚zˇe dojı´t k zneprˇı´stupneˇnı´ vzda´-
lene´ spra´vy z du˚vodu chyby v sı´ti nebo chybou spra´vce. V takove´m okamzˇiku by´va´
jedina´ mozˇnost administrace pomocı´ konzolove´ho portu. Na straneˇ PC se pro komuni-
kaci s tı´mto rozhranı´m aktivnı´ho prvku pouzˇı´va´ tzv. COM port. Tento na´zev se vznikl
podle pu˚vodnı´ funkce tohoto portu, slouzˇil totizˇ prima´rneˇ k prˇipojenı´ komunikacˇnı´ho
zarˇı´zenı´ (modemu). Pouzˇı´va´ asynchronnı´ se´riovy´ prˇenos standardu RS-232.
Sı´t’ove´ prvky se cˇasto sdruzˇujı´ do rozvadeˇcˇovy´ch skrˇı´nı´. Du˚lezˇite´ sı´t’ove´ uzly jsou
veˇtsˇinou umist’ova´ny do specializovany´ch sa´lu˚ s klimatizacı´ a zajisˇteˇnı´m bezvy´padko-
ve´ho napa´jenı´. V takovy´ch sa´lech se mu˚zˇe vyskytnout velke´ mnozˇstvı´ prvku˚, pro ktere´
je nutne´ mı´t mozˇnost spra´vy i v prˇı´padeˇ proble´mu v sı´ti. Nebude jizˇ tedy stacˇit server se
dveˇma COMporty, ale je nutne´ mı´t specializovany´ HWdisponujı´cı´ desı´tkami takovy´chto
portu˚. Nejcˇasteˇji volena´ varianta je koupeˇ PCI karty, ke ktere´ se prˇipojı´ specializovany´ ka-
bel zakoncˇeny´ zpravidla 8 COM porty. Toto rˇesˇenı´ je plneˇ funkcˇnı´, ale je velmi na´kladne´
vzhledem k pocˇtu takto zı´skany´ch portu˚. Navı´c musı´ neusta´le beˇzˇet server obsahujı´cı´
danou rozsˇirˇujı´cı´ kartu a pocˇet rozsˇirˇujı´cı´ch slotu˚ je velmi omezen.
Velka´ agregace sı´t’ovy´ch prvku˚ nasta´va´ take´ v prˇı´padeˇ laboratorˇı´ pocˇı´tacˇovy´ch sı´tı´.
V beˇzˇne´ laboratorˇi ale nenı´ potrˇeba centra´lnı´ spra´va vsˇech prvku˚, protozˇe kazˇdy´ student
konfiguruje pouze maly´ pocˇet prvku˚ a stacˇı´ mu se´riovy´ port osobnı´ho pocˇı´tacˇe. Diamet-
ra´lneˇ odlisˇna´ situace nasta´va´ v prˇı´padeˇ virtua´lnı´ laboratorˇe. Zde by´va´ prˇı´stup do spra´vy
jednotlivy´ch prvku˚ zprostrˇedkova´n skrze centra´lnı´ prvek (konzolovy´ server). Na katedrˇe
informatiky VSˇB-TU Ostrava vznikla takova´to virtua´lnı´ laboratorˇ s na´zvem Virtlab. Tato
pra´ce ma´ ulehcˇit mozˇnosti rozsˇı´rˇenı´ te´to laboratorˇe o dalsˇı´ sı´t’ove´ prvky bez na´kladu˚
spojeny´ch s prˇipojenı´m prvku˚ ke konzolove´mu serveru.
Pro u´sporu cˇasu u slozˇiteˇjsˇı´ch u´kolu˚ je prˇi inicializaci u´lohy do jednotlivy´ch prvku˚
nahra´na konfigurace.Nahra´nı´ teˇchto konfiguracı´ zajisˇt’uje konzolovy´ server. Pro zrychlenı´
cele´ho procesu se pouzˇı´va´ paralelnı´ prˇı´stup na vı´ce prvku˚ najednou.
Z vy´sˇe uvedene´ho textu jasneˇ vyply´vajı´ pozˇadavky na agregacˇnı´ zarˇı´zenı´. Meˇlo by
se jednat o zarˇı´zenı´ umı´stitelne´ do datove´ho rozvadeˇcˇe. Musı´ obsahovat velke´ mnozˇstvı´
(vı´ce nezˇ 10) se´riovy´ch portu˚. Idea´lneˇ bude propojeno s konzolovy´m serverem pomocı´
TCP/IP sı´teˇ. Prˇedpokla´da´ se plneˇ duplexnı´ rezˇim prˇi paralelnı´m prˇı´stupu na vı´ce portu˚.
Pro spra´vnou funkci je take´ du˚lezˇita´ odezva cele´ho syste´mu pro prˇistupujı´cı´ho uzˇivatele.
Je nutne´ take´ pocˇı´tat s konfiguracı´ prova´deˇnou konzolovy´m serverem, jenzˇ je v porovna´nı´
s uzˇivatelem mnohem rychlejsˇı´. Musı´ by´t zajisˇteˇno spolehlive´ spojenı´ mezi konzolovy´m
serverem a portem pro spra´vu zvolene´ho prvku. Nesmı´ docha´zet ke ztra´teˇ dat nebo
k dorucˇenı´ dat na nespra´vne´ koncove´ rozhranı´.
63 Komunikacˇnı´ protokoly
Digita´lnı´ prˇenos si lze prˇedstavit jako se´riovy´ tok bitu˚ po me´diu. Pro u´speˇsˇny´ prˇenos
dat mezi komunikujı´cı´mi uzly je nutne´, aby vsˇichni u´cˇastnı´ci veˇdeˇli, jaka´ data jsou prˇe-
na´sˇena. Hlavneˇ je nutne´ zajistit konzistentnı´ se´mantiku dat na obou koncı´ch komunikace.
Pro splneˇnı´ te´to podmı´nky jsou definova´ny a standardizova´ny komunikacˇnı´ protokoly.
Specifikace jednotlivy´ch protokolu˚ jsou velmi komplexnı´. Neobsahujı´ jen popis reprezen-
tace jednotlivy´ch bitu˚, ale take´ naprˇı´klad cˇasova´nı´ mezi bity, mozˇna´ prˇenosova´ me´dia a
dalsˇı´ parametry nutne´ pro spra´vnou funkci.
Firmy veˇtsˇinou nezverˇejnˇujı´ specifikace vlastnorucˇneˇ vytvorˇeny´ch protokolu˚. Ne-
zrˇı´dka se tato uzavrˇenost vyuzˇı´va´ pro zamezenı´ pouzˇitı´ produktu˚ jiny´ch vy´robcu˚ v jejich
syste´mu. Za´kaznı´k je pote´ nucen koupit vesˇkere´ soucˇa´sti od jednoho vy´robce. Dalsˇı´
mozˇny´ prˇı´stup k te´to problematice je povolenı´ pouzˇitı´ protokolu na za´kladeˇ licence.
Soucˇa´stı´ licence mu˚zˇe by´t financˇnı´ poplatek za vyuzˇı´va´nı´ protokolu. Tento model pouzˇı´-
vajı´ i konsorcia starajı´cı´ se o tvorbu neˇkolika velmi zna´my´ch standardu˚ (naprˇı´klad USB,
Zigbee), kde jsou poplatky vyuzˇity pro financova´nı´ vy´voje novy´ch specifikacı´.
Existujı´ take´ otevrˇene´ standardy. Vznikajı´cı´ pod za´sˇtitou nadna´rodnı´ch institucı´. Mezi
nejzna´meˇjsˇı´ organizace patrˇı´ EIA, ISO, IEEE, IETF a ITU. V oboru pocˇı´tacˇovy´ch sı´tı´ se
cˇasto setka´te s dokumenty RFC, cozˇ jsou verˇejneˇ dostupne´ dokumenty vyda´vane´ IETF.
Z principu nejde o standard jako takovy´, ale pouze o doporucˇenı´. Nicme´neˇ se jich velka´
cˇa´st vy´robcu˚ drzˇı´ pro zajisˇteˇnı´ interoperability s jiny´mi vy´robci.
3.1 TCP/IP
Mezi takove´ patrˇı´ take´ TCP/IP. Jde o rodinu protokolu˚ oznacˇovanou jako Internetova´.
Zkratka je tvorˇena z na´zvu˚ dvou nejpouzˇı´vaneˇjsˇı´ch protokolu˚ te´to rodiny a to TCP a
IP [1]. K jednoduche´mu urcˇenı´ za´vislostı´ mezi protokoly existuje neˇkolik hierarchicky´ch
modelu˚. Tyto modely seskupujı´ protokoly do u´rovnı´. Data pote´ putujı´ od nejvysˇsˇı´ vrstvy
do nejnizˇsˇı´ a z kazˇde´ vrstvymusı´ pouzˇı´t pra´veˇ jeden protokol. Nejzna´meˇjsˇı´ je bezpochyby
model organizace ISO s na´zvem RM OSI definovany´ v [2] zobrazeny´ na obra´zku 1.
Model je sice urcˇen pro popis OSI sı´tı´, ale da´ se velmi dobrˇe aplikovat i na TCP/IP sı´teˇ.
Ne vsˇechna zarˇı´zenı´ musı´ mı´t implementovane´ vsˇechny vrstvy modelu. Pocˇet nutny´ch
vrstev je za´visly´ na funkci zarˇı´zenı´, ale vzˇdymusı´ jı´t o souvisle´ vrstvy od nejnizˇsˇı´ smeˇrem
nahoru. Naprˇı´klad prˇepı´nacˇ potrˇebuje pro svou funkci mı´t implementovanou spojovou
vrstvu. Jak se ma´ dostat k jednotlivy´m ra´mcu˚m, kdyzˇ neumı´ extrahovat jednotlive´ ra´mce
z media? Proto musı´ mı´t implementovanou i prvnı´ vrstvu. Stejnou logiku lze aplikovat i
na zarˇı´zenı´ pracujı´cı´ na vysˇsˇı´ch vrstva´ch.
3.1.1 Fyzicka´ vrstva
Rˇadı´ se zde prˇedevsˇı´m standardy definujı´cı´ vlastnosti signa´lu a jejich prˇenosu po me´-










Obra´zek 1: Hierarchicky´ model RM OSI
• opticka´,
• ra´diova´.
Vsˇechny 3 jsou v pocˇı´tacˇovy´ch sı´tı´ch velmi cˇaste´. Uzˇivatele´ pocˇı´tacˇe se ovsˇem nejcˇasteˇji
setkajı´ s metalicky´m vedenı´m. Pro prˇenos dat v TCP/IP sı´tı´ch se pouzˇı´va´ kroucena´ ne-
stı´neˇna´ dvoulinka zna´ma´ pod zkratkou UTP. Podle prˇenosovy´ch parametru˚ se jednotlive´
UTP deˇlı´ do kategoriı´. Pro rychlejsˇı´ prˇenosy je nutne´ pouzˇı´t vysˇsˇı´ kategorie kabelu˚. V sou-
cˇasnosti se beˇzˇneˇ setka´va´me s rychlostı´ 100 Mb/s pro koncove´ uzˇivatele a 1000 Mb/s pro
servery. Obeˇ tyto rychlosti se dajı´ prˇena´sˇet po kategorii 5e. Pro 1 Gb/s se ale doporucˇuje
pouzˇı´t kategorii 6 z du˚vodu lepsˇı´ odolnosti proti zarusˇenı´.
Na te´to vrstveˇ jsou uzˇ data prˇı´mo ve formeˇ jednotlivy´ch bitu˚. Rˇesˇı´ se tu jejich repre-
zentace na me´diu. Od jejich ko´dova´nı´ prˇes cˇasova´nı´ prˇenosu azˇ po prˇenosove´ u´rovneˇ
na me´diu. Patrˇı´ sem naprˇı´klad DSL a ISDN. Do te´to vrstvy zasahuje i Ethernet, kde je
definice prˇenosu pro jednotliva´ me´dia.
3.1.2 Spojova´ vrstva
Spojova´ vrstva ma´ 2 podvrstvy. Blı´zˇe sı´t’ove´ vrstveˇ je LLC zajisˇt’ujı´cı´ zapouzdrˇenı´ paketu˚
do ra´mcu˚. Prˇida´va´ nejen za´hlavı´, ale i za´patı´ obsahujı´cı´ kontrolnı´ soucˇet pro oveˇrˇenı´
spra´vnosti dorucˇenı´. Pod nı´ je pak vrstva MAC zprostrˇedkova´vajı´cı´ prˇı´stup k me´diu.
Nejcˇasteˇji se pouzˇı´va´ prˇı´stupova´ metoda CSMA/CD. Ta prˇikazuje vysı´lajı´cı´ stanici prˇed
zacˇa´tkem prˇenosu naslouchat na me´diu, zda jizˇ nekomunikuje neˇkdo jiny´. Pokud ano,
musı´ pocˇkat na uvolneˇnı´ me´dia. Kdyzˇ je me´dium pra´zdne´, mu˚zˇe zacˇı´t vysı´lat. Kdyzˇ
dva nebo vı´ce uzlu˚ budou chtı´t komunikovat ve stejny´ okamzˇik, dojde ke kolizi. Prvnı´,
kdo zjistı´ existenci kolize, zacˇne vysı´lat prˇedem definovany´ signa´l informujı´cı´ ostatnı´
o vzniku kolize. Vsˇichni, kterˇı´ chteˇjı´ vysı´lat, cˇekajı´ na´hodnou dobu a po jejı´m uplynutı´
znovanaslouchajı´ name´diu. Tento proble´m se nety´ka´ spojenı´ s plneˇ duplexnı´mprˇenosem.
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vlastneˇ jediny´m protokolem pro LAN. Vyuzˇı´va´ fyzicke´ adresova´nı´ pomocı´ MAC adres.
Kazˇdy´ sı´t’ovy´ adapte´r ma´ prˇi vy´robeˇ prˇideˇlenou globa´lneˇ unika´tnı´ adresu standardu EUI-
48. Adresama´ 48 bitu˚ a deˇlı´ se na dveˇ stejneˇ velke´ cˇa´sti. Prvnı´ 3 bajty jsou zna´my jako OUI
a identifikuje vy´robce adapte´ru. Vy´robce mu˚zˇe zakoupit skupinu adres se stejny´m OUI
od organizace ICANN. Zbyle´ bajty si vy´robce prˇideˇluje dle sve´ho uva´zˇenı´ dane´ karteˇ.
V za´hlavı´ protokolu Ethernet je umı´steˇna zdrojova´ a cı´lova´ MAC adresa, platna´ pouze
v ra´mci jednoho IP u´seku.
Prˇi komunikaci zna´ pocˇı´tacˇ IP adresu cı´le, ale pro prˇenos potrˇebuje zna´t take´ MAC
adresu. Pro jejı´ zı´skanı´ byl vytvorˇen protokol ARP [3]. Ten zajistı´ mapova´nı´ IP adresy
na MAC adresu. Funkce je velmi jednoducha´. Pocˇı´tacˇ posˇle dotaz na vsˇechna zarˇı´zenı´
v IP segmentu, kdo ma´ hledanou IP adresu. Stanice s danou adresou odpovı´ svou MAC
adresou. Tento krok je potrˇeba prˇed kazˇdou komunikacı´. Pro urychlenı´ prˇenosu a snı´zˇenı´
zatı´zˇenı´ sı´teˇ se vy´sledky ARP protokolu uchova´vajı´ v cache. Nejprve se prohleda´ cache,
azˇ kdyzˇ nenı´ dany´ za´znam nalezen, prˇistupuje na rˇadu ARP.
3.1.3 Sı´t’ova´ vrstva
Dnes nejpouzˇı´vaneˇjsˇı´ protokol sı´t’ove´ vrstvy je IP. Hlavnı´ funkcı´ IP je logicke´ adresova´nı´
uzlu sı´teˇ a zprostrˇedkova´nı´ komunikace mezi uzly v ru˚zny´ch sı´tı´ch, ale prova´dı´ take´
zapouzdrˇenı´ segmentu˚ do paketu˚ prˇida´nı´m IP hlavicˇky. V Internetu je nejvı´ce pouzˇı´va´n
IP ve verzi 4. Rychle ho ovsˇem doha´nı´ IP verze 6 [4]. Hlavnı´ nevy´hodou verze 4 je maly´
adresovy´ prostor. Pro adresova´nı´ se pouzˇı´va´ 32bitova´ IP adresa zapisovana´ jako 4 cˇı´slice
0-255 oddeˇlene´ tecˇkami. V dobeˇ vzniku byl celkovy´ pocˇet adres 232 takrˇka nekonecˇny´.
Velmi brzo po rozsˇı´rˇenı´ Internetu jsme se ale k hranicimaxima´lnı´mupocˇtu adres prˇiblı´zˇili.
Na´sledkem cˇehozˇ dosˇlo k vycˇerpa´nı´ IPv4 adres. Proble´m docˇasneˇ vyrˇesˇila technologie
NAT umozˇnujı´cı´ za jednu verˇejnou adresu skry´t vı´ce priva´tnı´ch. Ovsˇem ani ta jizˇ nenı´
dostacˇujı´cı´. Konecˇny´m rˇesˇenı´mma´ by´t plne´ nasazenı´ IPv6 s 128bitovou adresou zapisujı´cı´
se jizˇ v hexadecima´lnı´m tvaru s dvojtecˇkou jako oddeˇlovacˇem. Prostor se zatı´m taky zda´
nekonecˇny´, avsˇak je jen ota´zka cˇasu, nezˇ opeˇt dojde k jeho vycˇerpa´nı´. Nasazenı´ IPv6
velmi komplikuje mnozˇstvı´ zmeˇn proti IPv4. Nejde totizˇ jen o zveˇtsˇenı´ de´lky adresy, ale
o prˇedefinova´nı´ za´kladnı´ch principu˚ fungova´nı´ IP, ktere´ se navı´c porˇa´d da´l a da´l rozsˇirˇuje.
Je definova´no neˇkolik typu˚ komunikace. Prˇenos probı´hajı´cı´ mezi pouze dveˇma uzly
se nazy´va´ unicast. Datovy´ tok prˇijı´majı´cı´ vı´ce cı´lu˚ se nazy´va´ multicast. Pouzˇı´va´ se cˇasto
pro distribuci video-obsahu vı´ce stanicı´m v sı´ti. Poslednı´ variantou je broadcast, u kte-
re´ho prˇijı´majı´ vsˇechny uzly v dane´ sı´ti. Multicast ma´ definovanou adresu, jezˇ se chova´
stejneˇ jako broadcast. V IPv6 uzˇ nenı´ podporova´n broadcast a plneˇ ho nahradil multicast.
Novinka je anycast, prˇi ktere´m existuje vı´ce zarˇı´zenı´ se stejnou IPv6 adresou a provoz je
vzˇdy smeˇrova´n na nejblizˇsˇı´ cı´l s danou adresou.
Adresa nenı´ kompletnı´ bez sı´t’ove´ masky. Maska ma´ stejnou de´lku jako adresa a je to
zleva spojita´ rˇada jednicˇek. V mı´steˇ prˇechodu z jednicˇky na nuly deˇlı´ adresu na 2 cˇa´sti.
Prvnı´ urcˇuje adresu sı´teˇ. Druha´ je urcˇena pro hosta. Jsou dveˇ adresy, ktere´ nesmı´ host
pouzˇı´t. Prvnı´ ma´ v cˇa´sti pro hosta same´ nuly, je oznacˇova´na jako adresa sı´teˇ a pouzˇı´va´
se prˇi smeˇrova´nı´ pro identifikaci cele´ sı´teˇ. Druha´ ma´ v cˇa´sti pro hosta same´ jednicˇky a je
9to adresa pro broadcast pro danou sı´t’. Stanice jsou schopny komunikovat prˇı´mo v ra´mci
jedne´ sı´teˇ. Kdyzˇ je cı´l mimo aktua´lnı´ IP segment, tak se provoz posı´la´ na adresu vy´chozı´
bra´ny. Ta by jizˇ meˇla veˇdeˇt, co se zadany´m provozem udeˇlat, pokud nevı´, provoz se
zahodı´. Vy´chozı´ bra´na je smeˇrovacˇ spojujı´cı´ loka´lnı´ segment se zbytkem sı´teˇ.
IP ma´ integrovanou ochranu proti nekonecˇne´mu zacyklenı´ paketu˚. Prˇi pru˚chodu
smeˇrovacˇem pokazˇde´ docha´zı´ k dekrementova´nı´ polozˇky TTL v IP hlavicˇce. V prˇı´padeˇ
IPv6 se pole jmenuje ”Hop Count”. Prˇi dosa´hnutı´ nuly je paket zahozen a smeˇrovacˇ
posˇle odesı´lateli ICMP zpra´vu ”Time Exceeded”. Te´to vlastnosti vyzˇı´va´ mapovacı´ na´stroj
traceroute, ktery´ postupny´m inkrementova´nı´m TTL zı´ska´va´ IP adresy (zdrojove´ adresy
v ICMP zpra´va´ch) jednotlivy´ch smeˇrovacˇu˚ mezi zdrojem a cı´lem.
IP protokol pouzˇı´va´ jako svu˚j rˇı´dı´cı´ protokol ICMP [5]. ICMPpracuje nad IP, ale prˇitom
je soucˇa´stı´ jeho implementace, takzˇe patrˇı´ do stejne´ vrstvy. Ma´ neˇkolik zpra´v, z nichzˇ je
nejzna´meˇjsˇı´ echo request a echo reply, pouzˇı´vany´ch programem ping. ICMP informuje
naprˇı´klad o zahozenı´ z du˚vodu vyprsˇenı´ TTL nebo nedostupnosti cı´love´ adresy.
3.1.4 Transportnı´ vrstva
U´cˇel te´to vrstvy je rozlisˇenı´ sluzˇeb a programu˚ aplikacˇnı´ vrstvy. Rozlisˇenı´ se prova´dı´
pomocı´ portu˚. Kazˇdy´ prˇenos ma´ zdrojovy´ a cı´lovy´ port (z dynamicke´ho rozsahu). Porty
majı´ 16 bitu˚ a podle [6] se deˇlı´ do teˇchto kategoriı´:
• 0-1023 - dobrˇe zna´me´,
• 1024-49151 - registrovane´,
• 49152-65535 - dynamicke´.
Prova´dı´ zapouzdrˇenı´ dat zı´skany´ch z vysˇsˇı´ vrstvy do segmentu˚. Deˇje se tak prˇida´nı´m
hlavicˇky protokolu TCP nebo UDP k datu˚m. Jednodusˇsˇı´ z nich je UDP [7]. Nenı´ totizˇ
spojoveˇ orientovany´ a nezarucˇuje dorucˇenı´ dat. Nemusı´ tak rˇesˇit navazova´nı´ spojenı´ a
potvrzova´nı´ prˇijetı´ dat. Ve velmi zobecneˇne´m pohledu jen posı´la´ data a nezajı´ma´ se, zda
je neˇkdo prˇijme. Ota´zkou je, zda ma´ takovy´ protokol smysl. K cˇemu je dobre´ pouzˇı´vat
protokol, kdyzˇ nevı´m, jestli poslana´ data neˇkdo vu˚bec prˇijme? Nesmı´me ovsˇem zapome-
nout, zˇe mluvı´me o protokolu 4. vrstvy. Tudı´zˇ kontrolu dorucˇenı´ mu˚zˇe zajistit naprˇı´klad
vysˇsˇı´ vrstva. Sve´ nejveˇtsˇı´ uplatneˇnı´ ma´ v aplikacı´ch pozˇadujı´cı´ch velmi rychly´ prˇenos
s maly´m zatı´zˇenı´m sı´teˇ. Prˇı´kladem takovy´ch prˇenosu˚ je video a hlas, kdy je nutne´, aby
byl prˇenos rychly´ a kdyzˇ se neˇco ztra´cı´, tak je lepsˇı´ pouzˇı´t u´speˇsˇneˇ prˇenesena´ data nezˇ
cˇekat na opeˇtovne´ dorucˇenı´ ztraceny´ch kousku˚.
TCP [8] musı´ prˇed zacˇa´tkem prˇenosu sestavit spojenı´ a to nada´le udrzˇovat. K prˇe-
nosu pouzˇı´va´ 2 cˇı´sla umı´steˇna´ v hlavicˇce. Jmenujı´ se sekvencˇnı´ (Sequence) a potvrzovacı´
(Acknowledgment) cˇı´slo. Jejich inicializace probı´ha´ beˇhem sestavova´nı´ spojenı´. Slouzˇı´ pro
zajisˇteˇnı´ spolehlive´ho prˇenosu a spra´vne´ho porˇadı´. TCP ma´ rˇı´zenı´ toku. To zajisˇt’uje tzv.
okno. Velikost okna je umı´steˇno v TCP hlavicˇce ameˇnı´ se v pru˚beˇhu komunikace. Okno je
pocˇet odeslany´ch bajtu˚ nezˇ je dorucˇeno potvrzenı´ o prˇijetı´. V prˇı´padeˇ, zˇe je nastaveno na
nulu, dojde k pozastavenı´ komunikace. Obvykle se velikost okna rˇı´dı´ aktua´lnı´m stavem
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vstupnı´ho bufferu. Nemu˚zˇe tak dojı´t k prˇehlcenı´ a ke ztra´teˇ dat. Tato vlastnost je velmi
vy´hodna´ v prˇı´padeˇ realizace koncove´ho zarˇı´zenı´ na MCU, kde jsou pameˇt’ove´ mozˇnosti
velmi omezene´. Po dokoncˇenı´ prˇenosu je nutne´ spojenı´ ukoncˇit.
3.1.5 Aplikacˇnı´ vrstva
Nejvysˇsˇı´ vrstva modelu obsahuje protokoly rozdeˇlene´ do dvou skupin. Prvnı´ obsahuje
uzˇivatelsky pouzˇı´vane´ protokoly naprˇı´klad HTTP, FTP a SSH. Druhou skupinu tvorˇı´
podpu˚rne´ protokoly, starajı´cı´ se o spra´vnou funkci sı´teˇ. Zde lze zarˇadit DNS, DHCP,
SNMP atd. Prˇi tvorbeˇ agrega´toru budou du˚lezˇite´ hlavneˇ podpu˚rne´ protokoly.
Pro automatickou konfiguraci koncovy´ch stanic se pouzˇı´va´ protokol DHCP [9], pou-
zˇı´vajı´cı´ komunikaci server-klient. Za pomoci 4 za´kladnı´ch zpra´v je schopen stanici nakon-
figurovat za´kladnı´ sı´t’ove´ parametry. Ve skutecˇnosti toho vsˇak umı´ daleko vı´ce. Vesˇkere´
informace a nastavenı´ se prˇena´sˇı´ pomocı´ tzv. options, kde kazˇda´ ma´ svu˚j unika´tnı´ 8bitovy´
identifika´tor. V teˇchto polozˇka´ch se beˇzˇneˇ ukry´va´ IP adresa pro stanici, sı´t’ova´ maska,
adresa vy´chozı´ bra´ny a DNS serveru˚. Adresu dosta´va´ stanice vzˇdy na urcˇitou dobu,
po ktere´ je nutne´ si o adresu znova zazˇa´dat, pokud k tomu nedojde, je uvolneˇna pro
dalsˇı´ pouzˇitı´. Je dobry´m zvykem zazˇa´dat si o adresu v pu˚lce doby zapu˚jcˇenı´. Doba za-
pu˚jcˇenı´ je take´ prˇena´sˇena´ jako atribut prˇi DHCP komunikaci. Prˇi prˇipojenı´ zarˇı´zenı´ do sı´teˇ
posˇle zpra´vu DHCP Discovery s cı´lovou adresou 255.255.255.255, cozˇ znamena´ globa´lnı´
broadcast. Nacha´zı´-li se DHCP server ve stejne´ podsı´ti, tak odpovı´ zpra´vou DHCP Offer,
kde uvede sı´t’ove´ atributy. Stanice ovsˇem nemu˚zˇe tyto parametry pouzˇı´t, dokud nedojde
k potvrzenı´ ze strany serveru. Mu˚zˇe nastat situace, kdy bude v jednom segmentu sı´teˇ
neˇkolik DHCP serveru˚ a vsˇechny servery se musı´ dozveˇdeˇt, kterou odpoveˇd’ serveru si
klient zvolil. Zˇa´dost o zı´skane´ u´daje ze strany klienta probı´ha´ zpra´vou DHCP Request.
Poslednı´ kousek skla´danky je zpra´va DHCP Acknowledgement slouzˇı´cı´ jako potvrzenı´
od serveru. Pro komunikaci se musı´ pouzˇı´t protokol UDP, protozˇe nejde sestavit spojenı´
bez zdrojove´ IP adresy.
3.2 RS-232C
Se´riova´ komunikace mezi PC a periferiemi byla po dlouhou dobu realizovana´ pomocı´
rozhranı´ oznacˇene´ COM. Sˇlo o asynchronnı´ se´riove´ rozhranı´ pouzˇı´vajı´cı´ standard EIA
RS-232C. Tento standard se rˇadı´ do fyzicke´ vrstvy. Definuje zapojenı´ konektoru˚, elek-
tricke´ charakteristiky a cˇasova´nı´ prˇi komunikaci. Rozhranı´ COM se objevovalo ve dvou
provedenı´ch a to 9 a 25kolı´kovy´ lichobeˇzˇnı´kovy´ konektor typu canon. Pokud meˇlo PC
oba konektory, tak 9kolı´kovy´ byl COM1 a 25kolı´kovy´ COM2. V soucˇasne´ generaci PC se
tyto konektory objevujı´ jen zrˇı´dka. Cˇasteˇji vy´robci pouze umı´stı´ na desku rozsˇirˇujı´cı´ ko-
nektor reprezentovany´ dvourˇadou kolı´kovou lisˇtou. Za poslednı´ch pa´r let bylo rozhranı´
nahrazeno pomocı´ USB. Z du˚vodu usˇetrˇenı´ mı´sta na panelech koncovy´ch zarˇı´zenı´ se lze
take´ setkat s konektory RJ-45, ktere´ nemajı´ piny RI a CD. Pro prˇenos jsou nejdu˚lezˇiteˇjsˇı´
signa´ly pro prˇı´jem (RxD), vysı´la´nı´ (TxD) a spolecˇnou zem (GND).
Norma pu˚vodneˇ vznikla k umozˇneˇnı´ prˇipojenı´ modemu k PC, proto jsou zde signa´ly
bez uzˇitku v dnesˇnı´ dobeˇ. Jsou to signa´ly RI a CD slouzˇı´cı´ k vyta´cˇenı´ a prˇı´jı´ma´nı´ spo-
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jenı´. RS-232 disponuje rˇı´zenı´m toku. Koncove´ uzly jsou schopne´ signalizovat, zda jsou
prˇipraveny prˇijı´mat data. Pouzˇı´va´ se kombinace DTR a DSR nebo RTS a CTS. Zapojujı´ se
do krˇı´zˇe. DTR pin jednoho uzlu je spojen s DSR druhe´ho. Stejneˇ to funguje i pro druhou
kombinaci. V prostrˇedı´ spra´vy aktivnı´ch prvku˚ se nepouzˇı´va´.
Norma definuje napeˇt’ove´ u´rovneˇ pouzˇı´vane´ prˇi komunikaci na tomto rozhranı´.
Vsˇechny napeˇt’ove´ hladiny majı´ spolecˇnou zem. Je nutne´ ji vzˇdy zapojit, jinak komu-
nikace nebude fungovat. V prˇı´padeˇ, zˇe zarˇı´zenı´ jsou na jiny´ch napa´jecı´ch okruzı´ch, mu˚zˇe
nastat situace, kdy zem obou zarˇı´zenı´ nema´ stejny´ potencia´l. Na´sledkem takove´ho stavu
dojde k pru˚toku proudu prˇes spolecˇnou zem v datove´m kabelu. To prˇina´sˇı´ rusˇenı´ a za-
hrˇı´va´nı´ cˇa´sti v cesteˇ proudu. Pro prˇenos se pouzˇı´va´ symetricke´ (kladne´ i za´porne´) napeˇtı´.
K prˇenosu logicke´ 1 se pouzˇı´va´ vzˇdy za´porne´ napeˇtı´. Nejcˇasteˇjsˇı´ napeˇt’ove´ u´rovneˇ jsou
+15/-15 V a +12/-12 V. Za´lezˇı´ na dostupnosti napeˇtı´ pro koncovy´ budicˇ. Beˇzˇneˇ se pouzˇı´va´
obvodMAX232 pu˚vodneˇ navrhnut firmouMaxim, jenzˇma´ v sobeˇ integrovane´ 2 na´bojove´
pumpy. Prvnı´ zajisˇt’uje zdvojna´sobenı´ napeˇtı´, druha´ se stara´ o invertova´nı´ tohoto napeˇtı´.
Obvod ma´ asymetricke´ napa´jenı´ 5 V. Deˇlajı´ se i varianty s jiny´m napa´jenı´m, ale ty jizˇ
nejsou tak beˇzˇne´. Zajı´mave´ je, zˇe standard nedefinuje maxima´lnı´ de´lku kabelu. Namı´sto
toho definuje maxima´lnı´ kapacitu vedenı´ mezi konci. Beˇzˇne´ kabely lze pouzˇı´t do de´lky
15 m, cozˇ je 3x vı´ce, nezˇ umozˇnˇuje norma pro USB.
Komunikace zacˇı´na´ vysla´nı´m start bitu. Pote´ na´sleduje prˇedem dany´ pocˇet datovy´ch
bitu˚. Veˇtsˇinou se pouzˇı´va´ 8, ale mu˚zˇeme potkat i 9 bitu˚. Bit navı´c se pouzˇı´va´ pro roz-
lisˇenı´ mezi daty a prˇı´kazy. Po prˇenesenı´ dat na´sleduje prˇedem nastaveny´ pocˇet stop bitu˚.
Kontrola konzistence dat se da´ realizovat prˇes paritnı´ bit. Nastavenı´ musı´ by´t na obou
koncı´ch stejne´. U zarˇı´zenı´ prˇipojitelny´ch na COM port lze tyto u´daje najı´t v dokumentaci.
Nejbeˇzˇneˇji se objevuje oznacˇenı´ 9600 8n1, cozˇ lze rozko´dovat jako:
• rychlost 9600 baudu˚,
• 8 datovy´ch bitu˚,
• bez parity,
• 1 stop bit.
3.3 SPI
Pro rychlou komunikaci mezi periferiemi a mikrorˇadicˇi byla spolecˇnostı´ Motorola vy-
tvorˇena sbeˇrnice SPI /citespi. Velkou prˇednostı´ je plneˇ-duplexnı´ prˇenos dat. Neumozˇnˇuje
vsˇak jednostrannou komunikaci. Strana, ktera´ pouze prˇijı´ma´, musı´ vysı´lat neˇjaka´ data
(beˇzˇneˇ same´ nuly). Datovy´ provoz navı´c mu˚zˇe by´t taktovany´ azˇ na desı´tky megahertz.
Uzly sbeˇrnice se deˇlı´ na dva typy. Prvnı´ jeMaster, jenzˇ rˇı´dı´ komunikaci na sbeˇrnici. Druhy´
je Slave, ktery´ sa´m o sobeˇ nemu˚zˇe komunikovat. SPI podporuje neˇkolik Slave i Master
zarˇı´zenı´ na jedne´ sbeˇrnici. Vı´ce Master zarˇı´zenı´ se prˇı´lisˇ nepouzˇı´va´, proto zde rozvedu
topologii s jednı´m Master a vı´ce Slave uzly zobrazenou na obra´zku 2.
Signa´l SCK slouzˇı´ pro prˇenos hodinove´ho signa´lu od Master zarˇı´zenı´ k Slave uzlu˚m.
Na straneˇ Slave uzlu˚ nenı´ mozˇnost ovlivnit hodinovy´ signa´l. Pomocı´ signa´lu MOSI do-








































Obra´zek 2: Topologie SPI sbeˇrnice
Aktivnı´ Slave se volı´ pomocı´ separa´tnı´ho pinu SS. Vy´beˇr se prova´dı´ prˇivedenı´m logicke´
nuly na SS prˇı´slusˇne´ho Slave obvodu.
SPI podporuje 4 mo´dy cˇasova´nı´. Lisˇı´ se polaritou a fa´zı´. U polarity je na vy´beˇr, zda
je klidova´ u´rovenˇ logicka´ nula nebo jednicˇka. V prˇı´padeˇ fa´ze za´lezˇı´ na hraneˇ, prˇi ktere´
docha´zı´ ke vzorkovanı´ dat.Na vy´beˇr je vzestupna´ a sestupna´ hrana. Konfigurace cˇasova´nı´
se mu˚zˇe meˇnit prˇi prˇepı´na´nı´ mezi Slave zarˇı´zenı´mi tak, aby splnila specifikace dane´ho
vy´robce zarˇı´zenı´. Lze tedy kombinovat obvody od neˇkolika vy´robcu˚ s ru˚znou maxima´lnı´
rychlostı´ a s ru˚znou konfiguracı´ hodinove´ho signa´lu.
Komunikaci vzˇdy zahajuje Master nastavenı´m pinu SS do logicke´ nuly. Posle´ze se
prˇi kazˇde´ vzestupne´ nebo sestupne´ hraneˇ hodinove´ho signa´lu umı´stı´ na MOSI (zapisuje
Master) a MISO (zapisuje Slave) jeden bit dat. Prˇenos je realizova´n pomocı´ posuvne´ho
registru. Pro ukoncˇenı´ prˇenosu stacˇı´ prˇepnout SS do logicke´ jednicˇky. Potrˇebuje-li Slave
komunikovat, musı´ da´t veˇdeˇt uzlu Master, ktery´ pak zaha´jı´ komunikaci.
Z fyzicke´ho hlediska musı´ by´t piny u´cˇastnı´cı´ se komunikace po SPI trˇı´stavove´. Beˇhem
trva´nı´ logicke´ jednicˇky na SS jsou piny SCK, MOSI, MISO ve stavu vysoke´ impedance.
Na sbeˇrnici se nenale´zajı´ zˇa´dne´ pull-up odpory ani jine´ soucˇa´stky.
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4 Mozˇnosti realizace
Kazˇdy´ proble´m ma´ neˇkolik rˇesˇenı´. Uvedu zde neˇkolik metod, jak zadany´ proble´m rˇesˇit.
Vsˇechny realizace majı´ spolecˇne´ za´kladnı´ rysy. Musı´ jı´t o autonomnı´ zarˇı´zenı´ prˇipojitelne´
do pocˇı´tacˇove´ sı´teˇ LAN.Musı´ umozˇnˇovat paralelnı´ prˇı´stup na vı´ce portu˚. Nesmı´ docha´zet
ke ztra´teˇ dat z jednotlivy´ch portu˚ ani v jednom smeˇru komunikace. Vy´sledne´ zarˇı´zenı´
musı´ by´t vyrobitelne´. Programovacı´ jazyk C je velkou vy´hodou nenı´ vsˇak podmı´nkou.
Pro koncove´ porty pocˇı´ta´m s pouzˇitı´m minima´lnı´ho zapojenı´ bez podpory rˇı´zenı´ toku.
Pu˚jde tedy jen o piny RxD, TxD a GND.
Hlavnı´m proble´mem je vytvorˇenı´ dostatku koncovy´ch portu˚. Nenı´ proble´m vytvorˇit
veˇtsˇı´ pocˇet vy´stupnı´ch budicˇu˚ kompatibilnı´ch s RS-232C. Horsˇı´ je zajistit rˇı´dicı´ logiku
k teˇmto obvodu˚m. Tato problematika se na´m komplikuje o obsluhu pocˇı´tacˇove´ sı´teˇ, ktere´
zajiste´ spotrˇebuje velke´ mnozˇstvı´ strojovy´ch cyklu˚. Z toho vyply´va´, zˇe nejde pouzˇı´t pouze
jeden CPU. Zu˚sta´va´ mozˇnost rozdistribuovat u´lohy mezi vı´ce obvodu˚. Dobrou volbou
je vyuzˇı´t rˇadicˇ Ethernetu, se ktery´m odpadne starost o linkovou vrstvu. Deˇlajı´ se take´
obvody s plneˇ implementovany´m TCP/IP stackem, ale ty nejsou zrovna nejlevneˇjsˇı´. Jsou
urcˇeny pro rozsˇı´rˇenı´ jizˇ existujı´cı´ch obvodu˚ o propojenı´ do sı´teˇ.
Nejvhodneˇjsˇı´ je realizovat se´riovou komunikaci pomocı´ hardware modulu vytvorˇe-
ne´ho k tomuto u´cˇelu. Hlavnı´ vy´hodou je automaticke´ prˇijı´ma´nı´ cele´ho bajtu na prˇı´slusˇne´
rychlosti. Odpada´ tak starost s hlı´da´nı´m cˇasovacˇe a rotacı´ registru˚. Dalsˇı´ velkou vy´ho-
dou je vyvola´nı´ prˇerusˇenı´ prˇi prˇijetı´ dat. Nenı´ tedy nutne´ periodicky kontrolovat vstupnı´
buffer, zda v neˇm nejsou nezpracovana´ data. Nespornou vy´hodou tohoto rˇesˇenı´ je take´
odlehcˇenı´ CPU s obsluhou. Stacˇı´ pouze po prˇecˇtenı´ dat ozna´mit CPU, aby je zpracoval.
Tyto moduly se beˇzˇneˇ vyskytujı´ integrovane´ v mikrorˇadicˇı´ch. Proble´m nasta´va´ s jejich
pocˇtem. Veˇtsˇina obvodu˚ disponuje pouze jednı´m azˇ dveˇma. Maximum, se ktery´m jsem
setkal, bylo 4. Toto cˇı´slo nenı´ dostacˇujı´cı´, tak je potrˇeba poohle´dnout se po jine´m rˇesˇenı´,
jak tento pocˇet zvy´sˇit.
4.1 Software UART
Prˇi cˇisteˇ SW implementaci musı´ CPU rˇesˇit cele´ rˇı´zenı´ prˇenosu. Hned na zacˇa´tku narazı´me
na neˇkolik proble´mu˚. Prvnı´m je cˇasova´nı´. Prˇi prˇı´jmu i odesı´la´nı´ je potrˇeba dodrzˇet cˇasy,
ve ktery´ch se data cˇtou a posı´lajı´. Bez pouzˇitı´ jake´koliv HW podpory ma´me mozˇnost
pouze cˇekat dany´ cˇas v neˇjake´ smycˇce. CPU mezitı´m nemu˚zˇe deˇlat nic jine´ho nezˇ cˇekat.
Je jasne´, zˇe nemu˚zˇe probı´hat neˇkolik paralelnı´ch prˇenosu˚ najednou. Dokonce ani nejde
paralelneˇ prˇijı´mat a vysı´lat najednou. Teoreticky by meˇlo jı´t pocˇkat s vysı´la´nı´m azˇ na
zacˇa´tek prˇı´jmu. Sice pak bude potrˇeba hlı´dat interval jen jednou, ale komunikace selzˇe,
kdyzˇ nebude dlouhodobeˇ co prˇijı´mat. Dalsˇı´ velky´ proble´m je detekce zacˇa´tku prˇenosu.
Bez HW podpory je nutne´ periodicky kontrolovat RxD pin, zda na´hodou nezacˇal prˇenos.
Jednodusˇe by se dalo rˇı´ct, zˇe striktneˇ SW implementace nenı´ optima´lnı´ cesta jak
agregovat vı´ce UART modulu˚ do jednoho obvodu. Existuje vsˇak mozˇnost, jak pomocı´
dobrˇe dostupny´ch HWmodulu˚ polo-automatizovat prˇı´jem dat.
Pro ulehcˇenı´ procesoru je mozˇne´ vyuzˇı´t beˇzˇneˇ dostupny´ch HW modulu˚, ktere´ jsou
daleko cˇasteˇjsˇı´ nezˇ samotne´ UART moduly. Pro udrzˇenı´ konstantnı´ rychlosti prˇı´jmu je
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mozˇne´ pouzˇı´t cˇasovacˇ. Protozˇe jde o asynchronnı´ komunikaci, musı´ by´t pro kazˇdy´ SW
UART vlastnı´ cˇasovacˇ. Komunikaci mu˚zˇe zacˇı´t kdokoliv a kdykoliv. Stacˇı´ mu poslat
start bit a poslat data. K odchycenı´ zacˇa´tku komunikace musı´ by´t pin pro cˇtenı´ opatrˇen
prˇerusˇenı´m. Povyvola´nı´ prˇerusˇenı´ se teprve spustı´ cˇasovacˇ a zacˇne se generovat prˇerusˇenı´
v dobeˇ platny´ch stavu˚ na lince.
Ve vy´sledku jsme proble´m trochu zjednodusˇili, ale porˇa´d nenı´ ani zdaleka vyrˇesˇen.
Nynı´ je pro realizaci jednoho UART modulu nutne´ mı´t 2 cˇasovacˇe a 1 zdroj externı´ho
prˇerusˇenı´. Tyto prostrˇedky jsou sice cˇasteˇjsˇı´, ale porˇa´d bude mozˇnost vytvorˇit maxima´lneˇ
8 UART modulu˚. A to jsou jizˇ velmi drahe´ cˇipy s velky´m pocˇtem vy´vodu˚, ktere´ zde
nebudou vyuzˇity. Navı´c nezbude dostatek zdroju˚ pro ostatnı´ funkcionalitu zarˇı´zenı´.
4.2 Hradlove´ pole
Programovatelna´ hradlova´ pole FPGA jsou velmi univerza´lnı´ soucˇa´stkou, ktera´ obsahuje
v zobecneˇne´m prˇı´padeˇ pouze za´kladnı´ logicke´ struktury, ze ktery´ch lze vytvorˇit slozˇiteˇjsˇı´
obvody. Je to na´stroj umozˇnˇujı´cı´ prova´deˇt hardwarovou implementaci slozˇity´ch obvodu˚,
ktere´ nejsou za´visle´ na chodu procesoru. Touto metodou lze interneˇ vytvorˇit neˇkolik
se´riovy´ch modulu˚. Stejnou metodu je mozˇne´ pouzˇı´t i na implementaci autonomnı´ho
Ethernetove´ho rˇadicˇe. Vy´sledek te´to implementace se oznacˇuje jako SoC. Beˇzˇneˇ by byla
potrˇeba neˇkolika samostatny´ch integrovany´ch obvodu˚ pro realizaci. FPGA umozˇnˇuje
sjednotit funkci vsˇech teˇchto obvodu˚ do jednoho a interneˇ je propojit sbeˇrnicı´.
Prˇi implementaci takove´ho na´vrhu uvnitrˇ obvodu FPGA je k dispozici neˇkolik u´rovnı´
na´stroju˚. Nejnizˇsˇı´ je prˇı´mo programova´nı´ cele´ho rˇesˇenı´ v jazyce VHDL. Tato metoda je
velmi pracna´ a dala by se prˇirovnat k psanı´ strojove´ho ko´du pro procesor. Dalsˇı´ mozˇnostı´
na´vrhu je pouzˇı´t jizˇ hotove´ bloky oznacˇovane´ jako Intellectual property. Jsou to vlastneˇ
logicke´ celky plnı´cı´ danou funkcˇnost. Neˇktere´ se dajı´ sehnat i pod otevrˇenou licencı´ a
je mozˇne´ je pouzˇı´t pro soukrome´ i komercˇnı´ aplikace. Mezi takovy´mi bloky nenı´ pro-
ble´m najı´t naprˇı´klad USB, PCI, Ethernet. Jsou k dispozici i bloky realizujı´cı´ funkci cele´ho
procesoru; nejzna´meˇjsˇı´ je MicroBlaze vytvorˇeny´ prˇı´mo firmou Xilinx.
Toto rˇesˇenı´ ma´ take´ sve´ nedostatky. Prˇi na´vrhu je velmi jednoduche´ udeˇlat chybu,
ktera´ se velmi slozˇiteˇ hleda´. Nenı´ zde k dispozici debugger, jak ho zna´me z klasicke´ho
programova´nı´. Pro ladeˇnı´ se pouzˇı´va´ cˇasteˇji logicka´ sonda. Z pohledu na´vrhu PCB je
nutne´ zohlednit, zˇe je doporucˇene´ pouzˇı´t minima´lneˇ 4vrstvou desku se samostatny´mi
vrstvami pro napa´jenı´. Navı´c je celkem snadne´ zpu˚sobit nestabilitu a zakmita´nı´ FPGA,
kdyzˇ cˇloveˇk nema´ zkusˇenost ohledneˇ na´vrhu s teˇmito obvody. Nikdy jsem navı´c nedeˇlal
kompletnı´ na´vrh s pouzˇitı´m teˇchto obvodu˚. Vzˇdy sˇlo pouze o psanı´ ko´du v VHDL a pote´
jeho provoz na vy´vojove´ desce vytvorˇene´ vy´robcem.
4.3 Modula´rnı´ syste´m
Chteˇl jsem mı´t implementaci zalozˇenou na MCU. Ma´m s nimi letitou zkusˇenost v oblasti
SW i HW na´vrhu. Velke´ mnozˇstvı´ MCU ma´ v soucˇasne´ dobeˇ k dispozici kompila´tor pro
ANSI C a C++. To umozˇnı´ tvorbu prˇehledne´ho ko´du, ktery´ se v budoucnu bude da´t
snadno rozsˇı´rˇit.
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Rˇesˇenı´ s jednı´m hlavnı´m procesorem meˇla jednu skrytou vadu. Nebylo je mozˇno
rozsˇı´rˇit o jine´ typy portu. Prima´rneˇ sice ma´ by´t agrega´tor urcˇen k prˇipojenı´ konzolovy´ch
portu˚ sı´t’ovy´ch prvku˚, ale chcimı´tmozˇnost prˇipojit i jine´ protokoly. To bynebylo vprˇı´padeˇ
jedine´ho cˇipu mozˇne´. V prˇı´padeˇ potrˇeby pouzˇı´t naprˇı´klad komunikace za pomocı´ RS-422
by se musela deˇlat cela´ nova´ deska s novy´m budicˇem.
Cely´ koncept je jizˇ dobrˇe zna´my´ a je pouzˇı´va´n u robustnı´ch rˇesˇenı´ v oblasti auto-
matizace a rˇı´zenı´. Jde o to mı´t rˇı´zenı´ oddeˇlene´ od koncovy´ch prvku˚. V me´m prˇı´padeˇ
jde o oddeˇlenı´ rˇı´dı´cı´ho cˇipu a koncovy´ch portu˚. Bude tedy jeden MCU jako rˇı´dı´cı´ a pak
MCU pro kazˇdy´ koncovy´ port. Jejich propojenı´ se bude realizovat za pomoci standard-
nı´ho komunikacˇnı´ho protokolu. Koncovy´ modul tak mu˚zˇe vytvorˇit kdokoliv, kdo bude
mı´t k dispozici popis te´to internı´ komunikace. Vy´sledkem te´to u´vahy je vytvorˇenı´ uni-
verza´lnı´ platformy pro prˇevod se´riove´ho toku dat na TCP/IP. Rˇı´dicı´ obvod vlastneˇ jen
prˇena´sˇı´ data z internı´ sbeˇrnice do TCP soketu a obra´ceneˇ. Koncovy´ modul zase obstara´va´
vy´meˇnu dat z UART modulu na internı´ sbeˇrnici.
Internı´ komunikace samozrˇejmeˇ neprobı´ha´ paralelneˇ se vsˇemi koncovy´mi moduly
najednou. Pokud ale bude probı´hat se´rioveˇ a dostatecˇneˇ rychle, tak se bude jevit jako pa-
ralelnı´. V dobeˇ, kdy modul data neposı´la´, je ovsˇem nutne´ zajistit, aby data byla umı´steˇna
do vyrovna´vacı´ pameˇti. Doba aktivnı´ komunikace musı´ by´t dostatecˇneˇ dlouha´ na prˇe-
nos vsˇech dat umı´steˇny´ch v bufferu. Jinak by v prˇı´padeˇ velke´ho datove´ho toku hrozilo
prˇehlcenı´ vyrovna´vacı´ pameˇti, cozˇ by meˇlo za na´sledek ztra´tu dat.
Algoritmus pouzˇity´ pro prˇepı´nanı´ portu je zna´m jako Round-robin. Porty se nepre-
emptivneˇ prˇepı´najı´ jeden po druhe´m. Dobu prˇepı´nanı´ lze volit dveˇma zpu˚soby. Jeden je
prˇepı´nat porty po konstantnı´ch cˇasovy´ch u´secı´ch. Tato metoda minimalizuje jitter v ko-
munikaci. Ve vy´sledku bude tedy konstantnı´ zpozˇdeˇnı´ mezi klientem na TCP soketu a
koncovy´m zarˇı´zenı´m. Dalsˇı´ vy´hodou je ochrana proti selha´nı´ jednoho portu. Nemu˚zˇe
dojı´t k tomu, zˇe jeden port bude chtı´t prˇene´st vı´ce dat, nezˇ mu˚zˇe za dany´ u´sek stihnout
a tak ovlivnit ostatnı´ koncove´ porty. Prˇi te´to metodeˇ docha´zı´ ke stavu˚m, kdy sbeˇrnice
neprˇena´sˇı´ data. Druha´ metoda eliminuje tato pra´zdna´ mı´sta v komunikaci. Po prˇenesenı´
dat pro dany´ port docha´zı´ okamzˇiteˇ k prˇepnutı´ na dalsˇı´ port. Ve vy´sledku to vy´razneˇ snı´zˇı´
zpozˇdeˇnı´, protozˇe ma´lokdy probı´ha´ neprˇetrzˇity´ provoz. Pro ochranu prˇed uvı´znutı´m je
nutna´ externı´ kontrola pocˇtu dat k prˇenosu, aby nebyla veˇtsˇı´ nezˇ prˇenositelne´ maximum.
Pro rozumnou propustnost je vhodne´ mı´t internı´ sbeˇrnici s podporou plneˇ duplexnı´
komunikace, nebot’i veˇtsˇina koncovy´ch portu˚ je plneˇ duplexnı´. Je vhodne´ pouzˇı´t protokol
s HW podporou v MCU. Navı´c musı´ jı´t o dobrˇe zna´my´ protokol, protozˇe modul musı´




S ohledem na vy´sledne´ umı´steˇnı´ zarˇı´zenı´ jsem zvolil krabici urcˇenou k monta´zˇi do dato-
ve´ho rozvadeˇcˇe. Tyto krabicemajı´ na cˇelnı´ straneˇ standardizovany´ u´chyt. Sˇı´rˇka rozvadeˇcˇe
je da´na na 19 palcu˚, ale vy´sˇka a hloubka je promeˇnna´. Vy´sˇka se meˇrˇı´ v RU, kde 1 RU
ma´ hodnotu 44,45 mm. Krabice se vyra´beˇjı´ v cely´ch na´sobcı´ch RU. Zarˇı´zenı´ nenı´ interneˇ
prostoroveˇ na´rocˇne´, proto jsem zvolil nejmensˇı´ mozˇnou vy´sˇku 1 RU. Hloubka byla da´na
aktua´lnı´m stavem trhu. Hledal jsem dostupnou variantu s co nejmensˇı´ hloubkou. Pu˚-
vodneˇ jsem chteˇl krabici z kovu. Postupem cˇasu jsem vsˇak tento na´zor zmeˇnil a porˇı´dil
nakonec variantu z ABS s oznacˇenı´m G17081UBK vy´robce Pro Power. Ma´ hloubku pou-
hy´ch 200 mm, cozˇ je o 10 cm me´neˇ nezˇ kovovy´ ekvivalent. Navı´c se ABS opracova´va´
snadneˇji nezˇ kov. Trˇetinova´ porˇizovacı´ cena (prˇiblizˇneˇ 300 Kcˇ) oproti kovove´ byla take´
jeden z du˚vodu˚ me´ volby. Ma´ ale i sve´ za´pory. Krabicˇka se spojuje sˇrouby z vrchnı´ strany,
to prˇina´sˇı´ nutnost sloupku˚ uvnitrˇ krabicˇky pro vedenı´ sˇroubu˚. Plast je navı´c krˇehcˇı´ a je
tedy nutne´ opatrne´ zacha´zenı´.
Pro udrzˇenı´ struktura´lnı´ integrity krabice musel vy´robce pouzˇı´t silneˇjsˇı´ steˇny. Tato
vlastnost se uka´zala jako vy´hoda a vyrˇesˇila proble´m s uchycenı´m hlavnı´ho plosˇne´ho spoje
a zdroje. Nechteˇl jsem zˇa´dne´ vy´cˇneˇlky, ktere´ by mohly prˇeka´zˇet prˇi instalaci neˇkolika
zarˇı´zenı´ nad sebou. Dı´ky sˇirsˇı´ steˇneˇ dna krabicˇky nebyl proble´m pouzˇı´t sˇrouby M3 se
za´pustnou hlavou. Zdroj ma´ otvory prˇı´mo se za´vitem M3. Pro uchycenı´ hlavnı´ PCB byla
pouzˇita sestava za´pustne´ho sˇroubu M3 o de´lce 6 mm, kovove´ho distancˇnı´ho sloupku
vy´sˇky 8 mm se za´vity z obou stran a sˇroubu M3 s de´lkou 6 mm. Za´pustny´ sˇroub je
skrze spodek krabicˇky vlepen do distancˇnı´ho sloupku specia´lnı´m lepidlem. Tento krok
zajistı´ ochranu proti povolenı´ a tedy prota´cˇenı´ distancˇnı´ho sloupku. Z vrchnı´ strany je
jizˇ deska klasicky prˇisˇroubova´na. Du˚lezˇite´ je dodrzˇet de´lky sˇroubu, jinak nebude mozˇno
oba sˇrouby plneˇ dota´hnout.
Dalsˇı´ na´rocˇnou cˇa´stı´ konstrukce bylo umı´steˇnı´ desek koncovy´ch modulu˚. Teˇchto PCB
se do zarˇı´zenı´ musı´ vejı´t celkem 16 (kazˇda´ ponese 2 koncove´ porty). Proble´m je v tom,
zˇe vsˇechny koncove´ porty musı´ by´t na prˇednı´m panelu. Prvnı´ koncept byl jednoduchy´.
Sˇlo o to vyfre´zovat do vrchnı´ho a spodnı´ho krytu dra´zˇku dlouhou stejneˇ jako PCB.
Deska plosˇne´ho spoje je veˇtsˇı´ nezˇ vnitrˇnı´ vy´sˇka krabice, takzˇe se bude pohybovat jen
v te´to dra´zˇce. Prˇi realizaci bohuzˇel nastala jista´ komplikace ohledneˇ prˇesnosti vy´roby.
Sebemensˇı´ odchylka mezi vrchnı´ a spodnı´ dra´zˇkou ma´ za na´sledek nakloneˇnı´ cele´ desky.
Ve vy´sledku pak konektory nepasovaly do cˇelnı´ho panelu. Bohuzˇel jsem tento proble´m
neocˇeka´val a zjistil jsem ho azˇ prˇi osazenı´ desek do krabice. Tento stav inicializoval novy´
na´pad na uchycenı´. PCB bude fixova´no v oblasti konektoru pomocı´ prˇednı´ho panelu. Na
druhe´m konci pak bude spoj umı´steˇn do male´ dra´zˇky vyrˇezane´ v kovove´ tycˇi 12 x 5 mm
s hloubkou 5 mm. Tato tycˇ bude umı´steˇna z obou stran. Vesˇkere´ u´pravy jsem prova´deˇl
vlastnorucˇneˇ.
Hlavnı´m zdrojem napa´jenı´ byl zvolen produkt firmyMeanWell s oznacˇenı´m RS-15-5.
Jde o spı´nany´ zdroj disponujı´cı´ vy´konem 15 W prˇi nomina´lnı´m vy´stupnı´m napeˇtı´ 5 V.
Vy´stupnı´ napeˇtı´ se da´ nastavit od 4,75 V do 5,5 V. To umozˇnˇuje da´t na vstup desky
diodu chra´nı´cı´ prˇed prˇepo´lova´nı´m, ktera´ vzˇdy zpu˚sobı´ u´bytek napeˇtı´. Spra´vny´m na-
stavenı´m zdroje pak lze dosa´hnout napeˇtı´ 5,00 V na vy´stupu diody. Zdroj je napa´jen
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prˇı´mo z rozvodne´ sı´teˇ 230 V/50 Hz. Prˇipojenı´ je realizova´no prˇes konektor standardu
C14 s integrovany´m pouzdrem pro tavnou pojistku. Pouzdro je osazeno pomalou pojist-
kou T 400 mA/250 V. Mezi konektorem a zdrojem je zapojen jesˇteˇ dvoupo´lovy´ vypı´nacˇ
s doutnavkou, jenzˇ je umı´steˇn na cˇelnı´m panelu. Vodicˇe pro sı´t’ove´ napeˇtı´ majı´ z bez-
pecˇnostnı´ch du˚vodu˚ dvojitou izolaci. Vidlice a vypı´nacˇ jsou propojeny konektory fast-on
s izolacˇnı´ buzˇı´rkou. Zdroj ma´ pouze svorkovnici se sˇroubky pro umı´steˇnı´ kabelovy´ch
ocˇek. K usnadneˇnı´ monta´zˇe jsem pouzˇil izolovane´ vidlice pro nalisova´nı´ na kabel.
Na´vrh sche´mat a desek plosˇny´ch spoju˚ probı´hal v programu EAGLE [11] firmy Cad-
soft ve verzı´ch 6.2.0 azˇ 6.4.0. Program je rˇa´dneˇ zakoupen s licencı´ i pro komercˇnı´ pouzˇitı´.
Licence omezila maxima´lnı´ velikost desky na 160x100mm, proto jsem nemohl navrhnout
propojovacı´ desku mezi koncovy´mi moduly a hlavnı´ deskou. Toto u´skalı´ jsem vyrˇesˇil
pouzˇitı´m dvourˇady´ch konektoru˚ pro ploche´ kabely. Vy´robu vy´sledny´ch na´vrhu˚ plosˇny´ch
spoju˚ jsem prˇenechal firmeˇ PragoBoard s.r.o. formou POOL servisu. Prˇi tomto postupu se
u´cˇtujı´ pouze poplatky podle velikosti desky a neu´cˇtujı´ se na´klady na vy´robnı´ podklady.
Tento postup je velmi vy´hodny´ prˇi vy´robeˇ prototypu˚. Nevy´hodou je omezenı´ mozˇnostı´
zvolit si fyzicke´ provedenı´, jako naprˇı´klad sı´la meˇdeˇne´ vrstvy, barva nepa´jive´ masky nebo
barva servisnı´ho potisku. Firma touto formou vyra´bı´ PCB s 2 i 4 vrstvami. Samozrˇejmost
jsou prokovene´ vrtane´ otvory.
Fyzicka´ konstrukce je uzpu˚sobena pro 16 koncovy´ch modulu˚. Celkem tedy jde o 32
koncovy´ch portu˚. Vy´sledek te´to pra´ce ovsˇem bude mı´t pouze 4 moduly. Je to dostacˇujı´cı´
mnozˇstvı´ na uka´zku funkcˇnosti tohoto na´vrhu. Tento pocˇet nenı´ zvolenna´hodou.Vy´robce
PCB ma´ minima´lnı´ velikost prˇi u´cˇtova´nı´ zaka´zky stanovenou na 1 dm2. Spojil jsem proto
4 desky koncove´ho modulu do jednoho PCB. Ten byl lehce veˇtsˇı´ nezˇ udana´ minima´lnı´
velikost. Nedosˇlo tak ke zbytecˇne´mu prˇeplacenı´ desky.
Zdrojove´ ko´dy jsou psa´ny v programovacı´m jazyce C s vyuzˇitı´m kompila´toru XC32
(v1.20) a XC8 (v1.12) firmy Microchip Technology Inc. Oba kompila´tory byly pouzˇity ve
volne´ verzi, cozˇ znamena´ absenci optimalizace vy´sledne´ho ko´du. Pro vy´voj jsem pouzˇil
prostrˇedı´ MPLAB X IDE v1.60 vytvorˇeny´ stejnou firmou. Vy´voj probı´hal v operacˇnı´m
syste´mu Mac OS X 10.8, ale projekt jde otevrˇı´t na ktere´mkoliv OS, kde lze provozovat
MPLAB X. Vy´vojove´ prostrˇedı´ je postaveno na platformeˇ Netbeans. Pro dodatecˇne´ na´-
stroje, jako naprˇı´klad TCP/IP Stack, jsem pouzˇil Microchip Libraries for Applications
v2012-10-15. Jedna´ se o balı´k knihoven a uka´zkovy´ch ko´du˚ pro pra´ci s nimi. K nahra´nı´
programu do MCU je nutny´ hardwarovy´ programa´tor. Prˇi tvorbeˇ te´to pra´ce jsem pouzˇil
ICD3 stejne´ firmy, ktery´ ma´ prˇı´me´ napojenı´ na IDE. ICD3 je za´rovenˇ i debugger s podpo-
rou breakpointu˚ a krokova´nı´ programu. Programova´nı´ probı´ha´ skrze se´riovy´ protokol,
proto lze programovat jizˇ osazene´ SMD soucˇa´stky.
5.1 Externı´ komunikace
Pro komunikaci s vneˇjsˇı´m sveˇtem ma´ hlavnı´ PCB k dispozici dveˇ rozhranı´. Prvnı´ je
dobrˇe zna´me´ USB. Pouzˇil jsem cˇip spolecˇnosti Future Technology Devices International
Ltd. s oznacˇenı´m FT232RL. Tato firma se specializuje na tvorbu elektronicky´ch soucˇa´stek
s podporou USB. Drˇı´ve zmı´neˇny´ obvod se v principu chova´ jako most mezi USB a UART.
Nenı´ to zcela nejmoderneˇjsˇı´ model te´to firmy, ale ma´m s nı´m dlouholetou zkusˇenost.
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Podporuje vsˇechny obvykle´ operacˇnı´ syste´my, na OS Linux je dokonce ovladacˇ jizˇ prˇı´mo
v kernelu a to od verze 3.0.0-19. Obvod je napa´jen ze strany pocˇı´tacˇe pomocı´ USB kabelu.
Pu˚vodnı´ u´mysl byl vytvorˇit u´sporneˇjsˇı´ zarˇı´zenı´. Procˇ by meˇl by´t napa´jen USB rˇadicˇ, kdyzˇ
se bez kabelu stejneˇ neda´ pouzˇı´vat?Ma´ to ale jeden vedlejsˇı´ efekt. K usnadneˇnı´ ladeˇnı´ jsem
vyuzˇil dvou pinu˚ pro umı´steˇnı´ LED indikujı´cı´ aktivitu na USB. Jednotlive´ piny s LED jsou
ovsˇem korektneˇ inicializova´ny azˇ prˇi prˇipojenı´ napeˇtı´ k obvodu. Zjednodusˇeneˇ rˇecˇeno, po
restartu zarˇı´zenı´ budou obeˇ LED svı´tit do prvnı´ho prˇipojenı´ kabelu. Zapojenı´ je prˇevzato
z katalogove´ho listu obvodu. Pouzˇı´va´ modul UART2 hlavnı´ho MCU. Hlavnı´ du˚vod te´to
volby je prˇekrytı´ pinu˚ modulu˚ UART1 a SPI1. Nezapojil jsem vy´vody urcˇene´ k rˇı´zenı´ toku
prˇi komunikaci. Nenı´ zˇa´dny´ prakticky´ du˚vod takto cˇinit. Protozˇe jsem nemusel prˇı´lisˇ rˇesˇit
mı´sto, pouzˇil jsem konektor USB B klasicke´ velikosti.
Po prˇipojenı´ USB kabelu dojde k vytvorˇenı´ virtua´lnı´ho COM portu (za pomoci VCP
ovladacˇe). Pro pra´ci s nı´m lze pouzˇı´t libovolnou termina´lovou aplikaci. Konfigurace se´-
riove´ho prˇenosu je 9600 8N1 bez rˇı´zenı´ toku. Po zapnutı´ dojde k vy´pisu za´kladnı´ch
informacı´ o agrega´toru. Soucˇa´stı´ vy´pisu je zobrazenı´ pocˇtu nastaveny´ch portu˚ a TCP
porty pro prˇı´stup k nim. Beˇhem inicializace TCP/IP Stacku je vypsa´na IP adresa pro prˇi-
pojenı´. Pokud nenı´ ulozˇena zˇa´dna´ prˇedchozı´ adresa pouzˇije se vy´chozı´ linkova´ IP adresa
169.254.1.1/24. Po stisku kla´vesy ’c’ prˇejde konzole do konfiguracˇnı´ho mo´du zobraze-
ne´ho na vy´pisu 1. Zde jde rucˇneˇ modifikovat du˚lezˇite´ parametry aplikace. Konfigurace
se ovla´da´ pomocı´ cˇı´selny´ch voleb a jde o konfiguracˇnı´ho pru˚vodce. Aktua´lnı´ konfiguraci
lze zapsat do EEPROM. Pro ukoncˇenı´ lze vystoupit pouze z pru˚vodce, nebo restartovat
cele´ zarˇı´zenı´. Mozˇnost restartu je zde pro prˇı´pad zmeˇny TCP portu nebo jejich pocˇtu, aby
probeˇhla korektnı´ inicializace soketu˚. Dodal jsem nastavenı´ pocˇtu portu˚ a pocˇa´tecˇnı´ho
TCP portu, jenzˇ bude pouzˇit pro rˇı´dı´cı´ soket. Jde o prˇedeˇlanou verzi vy´pisu dodane´ho
v uka´zkove´m prˇı´kladeˇ v souboru UARTConfig.c.
Configuration wizard
MAC Address: 00:04:a3:3b:c2:ea
1: Change host name: AGGREGATOR
2: Change static IP address: 10.0.0.31
3: Change static gateway address: 10.0.0.1
4: Change static subnet mask: 255.255.255.0
5: Change static primary DNS server: 10.0.0.1
6: Change static secondary DNS server: 8.8.8.8
7: Disable DHCP & IP Gleaning: DHCP is currently enabled
8: Change Port Count: 8




Enter a menu choice:
Vy´pis 1: U´ka´zka konfiguracˇnı´ho rezˇimu
Dalsˇı´ mozˇnost komunikace je skrz IP sı´t’. Model komunikace je zrˇejmy´. Kazˇdy´ kon-
covy´ port ma´ prˇirˇazen svu˚j TCP port. Cokoliv se posˇle na dany´ TCP port se objevı´ na
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prˇı´slusˇne´m koncove´m portu. Stejne´ pravidlo platı´ i pro opacˇny´ smeˇr komunikace. Vyuzˇil
jsem integrovany´ obvod ENC28J60, ktery´ v sobeˇ integruje kompletnı´ Ethernet. Scha´zı´ mu
jedina´ veˇc, a to je MAC adresa. Ta ma´ by´t celosveˇtoveˇ unika´tnı´. Sehnat jednu adresu od
ICANN nenı´ zrovna nejjednodusˇsˇı´ u´kol, proto se v tomto typu projektu˚ pouzˇı´va´ adresa
existujı´cı´ho avsˇak nefunkcˇnı´ho sı´t’ove´ho adapte´ru, u ktere´ho nemu˚zˇe dojı´t k opeˇtovne´mu
prˇipojenı´ do pocˇı´tacˇove´ sı´teˇ. Zvolil jsem trochu jiny´ prˇı´stup. Protozˇe jsempotrˇeboval ukla´-
dat nastavenı´ do energeticky neza´visle´ pameˇtı´, kterou zvoleny´ MCU nema´ integrovanou,
jsem musel tak pouzˇı´t externı´ pameˇt’. Po usilovne´m hleda´nı´ jsem nalezl pameˇt’EEPROM
komunikujı´cı´ na SPI, ktera´ rˇesˇı´ oba proble´my. Jedna´ se o integrovany´ obvod 25AA02E48
vyrobeny´ spolecˇnostı´ Microchip Technology. Oznacˇenı´ E48 uda´va´, zˇe se jedna´ o pameˇt’
s prˇedkonfigurovanou unika´tnı´ EUI-48 adresou. Prˇesneˇji to je adresa s OUI 00:04:A3. Ve-
likost pameˇti je 256 B. Nenı´ to sice mnoho, ale je to dostacˇujı´cı´ na ukla´da´nı´ stavu TCP/IP.
Adresa zacˇı´na´ na adrese 0xFA.
Podpora EEPROM pameˇti je prˇı´mo integrovana´ v TCP/IP Stacku, ale vy´chozı´ im-
plementace ma´ neˇkolik chyb znemozˇnˇujı´cı´ch komunikaci se zvoleny´m modelem. Prvnı´
z proble´mu˚ je s za´pis adresy. Veˇtsˇinou se posı´la´ adresa o velikosti 16 nebo 24 b. 25AA02E48
potrˇebuje zaslat 8 b adresu. Dalsˇı´ je s da´vkovy´m za´pisem. Ten se prova´dı´ po stra´nka´ch.
Prˇedkonfigurovana´ velikost stra´nky je 64b.Zvolena´ pameˇt’podporuje velikostmaxima´lneˇ
16 b. Musel jsem upravit obsluhu SPI EEPROM, aby podporovala zvolenou pameˇt’. Aktu-
a´lnı´ konfigurace se ukla´da´ ve strukturˇe APP CONFIG definovane´ v souboru StackTsk.h.
Prˇi ukla´da´nı´ aktua´lnı´ konfigurace se ukla´da´ pra´veˇ tato struktura. Na vy´pisu 2 jde videˇt,
zˇe nenı´ nikterak rozsa´hla´. Vyuzˇil jsem jizˇ existujı´cı´ch funkcı´ pro pra´ci s touto strukturou
k uchova´nı´ dodatecˇny´ch nastavenı´ me´ aplikace. Stacˇilo pouze dodat potrˇebne´ promeˇnne´
do struktury a o zbytek se postarajı´ jizˇ hotove´ funkce.
typedef struct attribute (( packed )) appConfigStruct
{
IP ADDR MyIPAddr; // IP address
IP ADDR MyMask; // Subnet mask
IP ADDR MyGateway; // Default Gateway
IP ADDR PrimaryDNSServer; // Primary DNS Server
IP ADDR SecondaryDNSServer; // Secondary DNS Server
IP ADDR DefaultIPAddr; // Default IP address
IP ADDR DefaultMask; // Default subnet mask
BYTE NetBIOSName[16]; // NetBIOS name
BYTE PortsCount; // Count of End Port
WORD MgmtTCPPort; // TCP Port for managment socket
struct
{
unsigned char : 6;
unsigned char bIsDHCPEnabled : 1;
unsigned char bInConfigMode : 1;
} Flags; // Flag structure
MAC ADDR MyMACAddr; // Application MAC address
} APP CONFIG;
Vy´pis 2: Konfiguracˇnı´ struktura
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Pro konfiguraci je soucˇa´stı´ balı´ku i genera´tor konfigurace. Je to uzˇivatelsky velmi
prˇı´veˇtiva´ graficka´ aplikace postupneˇ prova´zejı´cı´ konfiguracı´ cele´ aplikace. Vy´sledkem je
soubor TCPIPConfig.h obsahujı´cı´ vsˇechny na´lezˇitosti k u´speˇsˇne´ funkci. I prˇes pra´ci, jakou
musel neˇkdo stra´vit prˇi tvorbeˇ te´to aplikace, jsemzvolilmanua´lnı´ konfiguraci prˇı´mov sou-
boru. Nebyl to velky´ proble´m z du˚vodu velmi dobrˇe komentovane´ho obsahu. Definujı´ se
zde sluzˇby a protokoly, ktere´ majı´ by´t povoleny. Vy´pis 3 ukazuje, zˇe jsem pouzˇil pouze
za´kladnı´ protokoly nutne´ pro spra´vnou funkci. DHCP je pro vy´voja´rˇe implementovane´
velmi jednodusˇe. Stacˇı´ odkomentovat definici STACK USE DHCP CLIENT a zarˇı´zenı´ jizˇ
v prˇı´padeˇ dostupnosti DHCP serveru zı´ska´ adresu samo. Nabı´dka protokolu je opravdu
velmi rozsa´hla´ a je vhodna´ snad pro jaky´koliv hardware prˇipojeny´ do pocˇı´tacˇove´ sı´teˇ.
Implementovana´ je trˇeba podpora pro FTP nebo HTTPS s oveˇrˇenı´m uzˇivatele. Zajı´mava´
je implementace klienta a serveru pro testova´nı´ propustnosti sı´teˇ za pomoci na´stroje iperf.
Protokoly jako SMTP jsou pak pouze bonusem dokazujı´cı´m robustnost cele´ho rˇesˇenı´.
V souboru jsou da´le definova´ny vy´chozı´ parametry pro nastavenı´ sı´teˇ vcˇetneˇ MAC ad-
resy a IP adres. Vy´chozı´ nastavenı´ se prˇebı´ra´ pouze v prˇı´padeˇ, kdy nenı´ k nalezenı´ ulozˇena´
konfigurace.
#define STACK USE UART // UART for IP address display and stack configuration
#define STACK USE ICMP SERVER // Ping query and response capability
#define STACK USE ICMP CLIENT // Ping transmission capability
#define STACK USE DHCP CLIENT // Dynamic Host Configuration Protocol client
#define STACK USE DNS // Domain Name Service Client
Vy´pis 3: Konfigurace povoleny´ch sluzˇeb TCP/IP
Nejdu˚lezˇiteˇjsˇı´ sekce je konfigurace TCP. Kazˇde´ aktivnı´ spojenı´ potrˇebuje ke sve´ exis-
tenci u´lozˇisˇteˇ pro ulozˇenı´ svy´ch informacı´. Navı´c kazˇdy´ soketma´ svou vstupnı´ a vy´stupnı´
vyrovna´vacı´ pameˇt’. Interneˇ se realizuje prˇes FIFO buffer. Zde zacˇı´na´ pocˇı´ta´nı´ s pameˇtı´.
Velikost RAM je omezena´, tak je nutne´ si dobrˇe rozmyslet kolik mu˚zˇeme da´t kazˇde´mu
soketu. Pameˇt’ je rozdeˇlena do neˇkolika cˇa´stı´. Kazˇda´ se konfiguruje zvla´sˇt’, jak jde videˇt
na vy´pisu 4. Prvnı´ je RAM uvnitrˇ Ethernet rˇadicˇe, kde je k dispozici 8 kB. Prˇi prvotnı´ch
pokusech se mi nepodarˇilo tuto mozˇnost dobrˇe vyuzˇı´t, proto jsem se rozhodl pro jine´
rˇesˇenı´. Dalsˇı´ blok, kde se dajı´ ukla´dat data soketu˚, je internı´ RAM MCU. Tu jsem zvo-
lil jako prima´rnı´ a ukla´da´m zde vesˇkera´ data. Poslednı´ mozˇnost je pouzˇı´t externı´ RAM
prˇipojenou prˇes SPI. V nı´ lze dokonce urcˇit, kterou cˇa´st prˇesneˇ pouzˇı´t pomocı´ pocˇa´tecˇnı´
adresy. Zvolil jsem hodnotu 16 kB, ktera´ je plneˇ dostacˇujı´cı´ i pro 32 koncovy´ch portu˚.
#define TCP ETH RAM SIZE (0ul )
#define TCP PIC RAM SIZE (16000ul)
#define TCP SPI RAM SIZE (0ul )
#define TCP SPI RAM BASE ADDRESS (0x00)
Vy´pis 4: Konfigurace pameˇti TCP
Pro rozlisˇenı´ soketu˚ mezi sebou se definujı´ typy. Definice je velmi snadna´, jak ukazuje
vy´pis 5. Jde vlastneˇ jen o zprˇehledneˇnı´ ko´du, klidneˇ lze bez negativnı´ho vlivu prˇı´mo
psa´t hodnoty 0, 1 atd. Jen vy´sledny´ ko´d bude necˇitelny´. V te´to aplikaci potrˇebuji jen 2
typy soketu˚. Jeden slouzˇı´ pro propojenı´ s koncovy´mi porty. Sˇlo by jej charakterizovat jako
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datovy´ soket. Druhy´ je rˇı´dı´cı´ soket urcˇeny´ pro vzda´leny´ prˇı´stup. Je to klon loka´lnı´ho USB.
Funguje na stejne´m principu, jenom se spousˇtı´ prˇipojenı´m klienta.
#define TCP SOCKET TYPES
#define TCP PURPOSE END PORT 0
#define TCP PURPOSE MANAGMENT 1
#define END OF TCP SOCKET TYPES
Vy´pis 5: Definice typu˚ soketu˚
Poslednı´ cˇa´st nastavenı´ je urcˇenı´ maxima´lnı´ho pocˇtu soketu˚ pro jednotlive´ typy,
umı´steˇnı´ v pameˇti a velikost bufferu˚. Cela´ operace se prova´dı´ prˇes zajı´mavou struk-
turu uka´zanou na vy´pisu 6. Zobrazena´ definice je pro maxima´lneˇ 8 koncovy´ch portu˚ a
1 rˇı´dı´cı´ soket. Kazˇdy´ koncovy´ port ma´ v RAM rezervovany´ch 250 B pro vstupnı´ a 250 B
pro vy´stupnı´ data. Je velmi du˚lezˇite´ zvolit spra´vne´ hodnoty, jsou totizˇ pouzˇity pro urcˇenı´
velikosti okna beˇhem TCP komunikace. Dı´ky te´to funkci nenastane prˇı´pad, kdy by dosˇlo








} TCPSocketInitializer [] =
{
{TCP PURPOSE MANAGMENT, TCP PIC RAM, 200, 200},
{TCP PURPOSE END PORT, TCP PIC RAM, 250, 250},
{TCP PURPOSE END PORT, TCP PIC RAM, 250, 250},
{TCP PURPOSE END PORT, TCP PIC RAM, 250, 250},
{TCP PURPOSE END PORT, TCP PIC RAM, 250, 250},
{TCP PURPOSE END PORT, TCP PIC RAM, 250, 250},
{TCP PURPOSE END PORT, TCP PIC RAM, 250, 250},
{TCP PURPOSE END PORT, TCP PIC RAM, 250, 250},
{TCP PURPOSE END PORT, TCP PIC RAM, 250, 250},
};
#define END OF TCP CONFIGURATION
Vy´pis 6: Inicializacˇnı´ struktura
Zby´va´ prove´st konfiguraci protokolu UDP. Ta je oproti TCP dost zjednodusˇena´, jak
ukazuje vy´pis 7. Je nutne´ pouze definovat maxima´lnı´ pocˇet soubeˇzˇny´ch soketu˚, ktere´
ma´ zarˇı´zenı´ umeˇt zpracovat. Z du˚vodu zvy´sˇenı´ propustnosti je vhodne´ vypnout pocˇı´-
ta´nı´ kontrolnı´ho soucˇtu u odchozı´ch UDP datagramu˚. Rozdı´l vy´konnosti mu˚zˇe by´t azˇ
50 %. Toto omezenı´ se ty´ka´ hlavneˇ pouzˇite´ho rˇadicˇe. Obvody rˇady PIC32MX6xx/7xx a
ENCx24J600 majı´ rychly´ DMA prˇı´stup do pameˇti zrychlujı´cı´ tento proces.
#define MAX UDP SOCKETS (4u)
// #define UDP USE TX CHECKSUM
Vy´pis 7: Konfigurace UDP
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Vsˇe vy´sˇe uvedene´ se ty´kalo konfigurace.Navy´pisu 7 je uka´za´n zacˇa´tek inicializace cele´
aplikace. Jako prvnı´ je vzˇdy nutne´ inicializovat hardwarove´moduly. Tuto cˇinnost zajisˇt’uje
funkce hw init, kde docha´zı´ k inicializaci hardwaruMCU, jako trˇeba UART a SPImodulu.
Dalsˇı´ funkce nacˇte prˇedprogramovanou EUI-48 adresu z pameˇti EEPROM. Ted’ ma´me
vsˇe potrˇebne´ pro inicializaci TCP/IP. Prvnı´ volana´ funkce inicializuje HWprostrˇedky pro
TCP/IP, neˇktere´ pouzˇı´va´ pro svou pra´ci i UART. Na´sledujı´cı´ funkce InitAppConfig zajistı´
naplneˇnı´ konfiguracˇnı´ struktury vy´chozı´mi hodnotami, pokud se podarˇı´ nale´zt ulozˇenou
konfiguraci v EEPROM, je nacˇtena ulozˇena´. Musel jsem do nı´ dopsat inicializaci mnou
prˇidany´ch polozˇek ve strukturˇe. Vkla´da´m do nich hodnoty zadane´ pomocı´ maker na
zacˇa´tku souboru. Ty po prvnı´m ulozˇenı´ ztra´cı´ vy´znam, protozˇe se vzˇdy nacˇte ulozˇena´
konfigurace. Poslednı´ funkce prova´dı´ inicializaci vsˇech potrˇebny´ch protokolu˚.





Vy´pis 8: U´vod hlavnı´ho programu
Tyto inicializace nezajistı´ otevrˇenı´ soketu˚. Navı´c je nutne´ definovat promeˇnne´ pro
kazˇdy´ pouzˇity´ soket. Definici prova´dı´ azˇ zde, protozˇe drˇı´ve nenı´ k dispozici pocˇet portu˚
a pocˇa´tecˇnı´ TCP port nacˇteny´ z externı´ pameˇti. TCP porty jsou prˇideˇleny sekvencˇneˇ
od pocˇa´tecˇnı´ho portu, ten je vzˇdy prˇideˇlen soketu pro vzda´lenou spra´vu. Sokety jsou
umı´steˇny do pole tak, zˇe soket na pozici 0 odpovı´da´ koncove´mu portu 1 atd. Mapova´nı´
soketu˚ na porty je vypsa´no na loka´lnı´ konzoli prˇi zapnutı´ a take´ na rˇı´dicı´ soket poprˇipojenı´
k neˇmu. Du˚lezˇite´ je, zˇe po zmeˇneˇ pocˇtu portu˚ nebo pocˇa´tecˇnı´ho cˇı´sla TCP portu je nutne´




for( i = 0; i < AppConfig.PortsCount; i++) {
portsSockets[i ] = PortTCPInit(AppConfig.MgmtTCPPort + 1 + i);
}
Vy´pis 9: Otevrˇenı´ potrˇebny´ch TCP soketu˚
Na rˇadu prˇicha´zı´ hlavnı´ smycˇka, ta musı´ volat metody zpracova´vajı´cı´ prˇı´chozı´ pro-
voz. Vy´pis 10 zobrazuje strucˇny´ obsah hlavnı´ smycˇky. Na zacˇa´tku jsou funkce obsluhujı´cı´
TCP/IP. Funkce StackTaskdeˇla´ nı´zko-u´rovnˇove´ klientske´ operace. Prˇesouva´ data ze vstup-
nı´ho bufferu rˇadicˇe do prˇı´slusˇny´ch front, zpracova´va´ ARP dotazy, rˇı´dı´ DHCP klienta a
jine´. Druha´ obsluhuje serverove´ sluzˇby (HTTP, FTP, SMTP). Nepouzˇı´va´m ani jednu z vy´-
robcem dodany´ch sluzˇeb, tak funkce vlastneˇ nic nedeˇla´. Nechal jsem ji ovsˇem zde, kdyby
se v budoucnu neˇktera´ ze sluzˇeb pouzˇila. V kazˇde´m cyklu se provede vola´nı´ obsluhy
aktivnı´ho portu, tam probı´ha´ vy´meˇna dat s koncovy´mMCU. Poslednı´ cˇa´st smycˇky slouzˇı´
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k vy´pisu aktua´lnı´ adresy. V prˇı´padeˇ, zˇe dojde ke zmeˇneˇ IP adresy, bude vypsa´na na kon-




if (activePort == AppConfig.PortsCount) activePort = 0;
ProcessPort(++activePort, portsSockets[activePort − 1]);
if (dwLastIP != AppConfig.MyIPAddr.Val) {
dwLastIP = AppConfig.MyIPAddr.Val;




Vy´pis 10: Hlavnı´ smycˇka programu
Pro pra´ci se sokety je k dispozici neˇkolik uzˇitecˇny´ch metod. Vy´pis 11 obsahuje pro-
totypy teˇchto funkcı´. Rozdeˇlil jsem je do 3 skupin podle jejich funkce. Prvnı´ skupina
ma´ jen jednu funkci, ktera´ slouzˇı´ pro detekci prˇipojene´ho klienta. Pokud funkce vra´tı´
pravda, znamena´ to, zˇe na dany´ soket je prˇipojen klient. Druha´ skupina se pouzˇı´va´ k zı´s-
ka´nı´ pocˇtu dat. TCPIsGetReady vracı´ pocˇet nezpracovany´ch bajtu˚ ve vstupnı´m bufferu.
TCPIsPutReady fungujeproobra´ceny´ smeˇr avypisuje tedypocˇet volny´chbajtu˚ vevy´stupnı´
vyrovna´vacı´ pameˇti. Je nutne´ manua´lneˇ kontrolovat, zda se zapisovana´ data vejdou, aby
nedosˇlo k prˇetecˇenı´. Poslednı´ skupina obsahuje funkce pro prˇı´mou manipulaci s daty.
Jedna slouzˇı´ ke cˇtenı´ dat a druha´ k za´pisu. Jako argument se uda´va´ ukazatel, kam se majı´
data zapsat, prˇı´padneˇ odkud se majı´ prˇecˇı´st. Musı´me uve´st i jejich pocˇet, ktery´ zı´ska´me
z prˇedesˇle´ skupiny.
BOOL TCPIsConnected(TCP SOCKET hTCP);
WORD TCPIsGetReady(TCP SOCKET hTCP);
WORD TCPIsPutReady(TCP SOCKET hTCP);
WORD TCPGetArray(TCP SOCKET hTCP, BYTE∗ buffer, WORD len);
WORD TCPPutArray(TCP SOCKET hTCP, BYTE∗ data, WORD len);
Vy´pis 11: Prototypy funkcı´ pro pra´ci s TCP
Zarˇı´zenı´ funguje pouze jako TCP server. Nenavazuje sa´m sokety na neˇjakou IP adresu.
Mı´sto toho pouze cˇeka´, nezˇ se prˇipojı´ klient.
5.2 Internı´ komunikace
V syste´mu jsou 2 SPI sbeˇrnice. V obou hraje roli Master PIC32 disponujı´cı´ dveˇmamoduly.
SPI1 je urcˇene´ pro komunikaci s obvody souvisejı´cı´mi s TCP/IP. Takove´ obvody jsou
celkem 2. Nejcˇasteˇji probı´ha´ komunikace s rˇadicˇem Ethernet ENC28J60. Tento obvod











Obra´zek 3: Zapojenı´ propojovacı´ho konektoru
s maxima´lnı´ rychlostı´ 10MHz. Obsluha tohotomodulu je cˇisteˇ v rezˇii TCP/IP Stacku. Ten
pro zefektivneˇnı´ komunikace meˇnı´ svou rychlost podle zarˇı´zenı´, se ktery´m komunikuje.
S pameˇtı´ probı´ha´ komunikace jen prˇi spusˇteˇnı´, kdy se nacˇı´ta´ adresa a konfigurace, a prˇi
ukla´da´nı´ konfigurace.
Komunikace koncovy´chmodulu˚ s rˇı´dicı´mMCUvyuzˇı´va´ take´ protokol SPI. Frekvence
hodinove´ho signa´lu je 5 MHz. U takto vysoke´ frekvence uzˇ za´lezˇı´ na de´lce vodicˇe mezi
uzly, proto se snazˇı´m drzˇet vedenı´ co nejkratsˇı´. Prˇi sledova´nı´ pru˚beˇhu na osciloskopu
jsem sice pozoroval za´kmity zpu˚sobene´ parazitnı´mi vlastnostmi vedenı´, to ale nevadilo
u´speˇsˇne´ komunikaci. Jednotlive´ desky koncovy´ch portu˚ se propojujı´ s hlavnı´mMCU po-
mocı´ konektoru z obra´zku 3. Konektor se nasazuje na plochy´ 10zˇilovy´ kabel. U neˇj je pra´veˇ
du˚lezˇita´ de´lka. SPI piny jsou spolecˇne´ pro oba cˇipy umı´steˇne´ na modulu. Kazˇdy´ koncovy´
cˇip ma´ svu˚j vlastnı´ SS a je prˇı´mo prˇipojen na sbeˇrnici. MCU starajı´cı´ se o koncove´ porty
majı´ take´ integrovany´ SPI modul. Tento modul bohuzˇel umı´ pouze 8bitovou komunikaci.
V tomto konkre´tnı´m prˇı´padeˇ by bylo lepsˇı´ pouzˇı´t 9bitovou s nejvysˇsˇı´m bitem urcˇujı´cı´m
data nebo prˇı´kazy. Chteˇl jsem i prˇesto mı´t mozˇnost meˇnit parametry koncovy´ch modulu˚
z hlavnı´ho cˇipu. Proble´m jsem vyrˇesˇil pouzˇitı´m dalsˇı´ho signa´lu, ktery´ jsem dovedl ke ka-
zˇde´mu MCU. Signa´l ma´ oznacˇenı´ CFG a pokud je v logicke´ 1, jsou vesˇkera´ data na lince
rˇı´dicı´. Vzda´lena´ konfigurace nenı´ v soucˇasne´ verzi firmwaru implementova´na, avsˇak je
hotova´ HW prˇı´prava te´to funkcionality. Vytvorˇit potrˇebny´ spoj bylo potrˇeba v dobeˇ na´-
vrhu PCB. SW se da´ jednodusˇe nahra´t, ale navrhnout, vyrobit a osadit novou desku nenı´
zrovna nejjednodusˇsˇı´.
Po osazenı´ vsˇech PCB jsem narazil na proble´m s rusˇenı´m, kdy rˇı´dicı´ MCU prˇijal
data, ktera´ nikdo nevyslal. To v krajnı´m prˇı´padeˇ zpu˚sobilo zacyklenı´ programu prˇi cˇe-
ka´nı´ na data, ktera´ nikdo neposlal. Bylo to v rany´ch fa´zı´ch vy´voje, kdy nebyla osˇetrˇena
komunikace s porty pouze zapojeny´mi. Na´sledkem teˇchto objevu˚ jsem prˇidal mozˇnost
nastavit pocˇet portu˚. Komunikace tak probı´ha´ jen s pocˇtem portu˚, ktere´ se nastavı´. Pro
jistotu jsem jesˇteˇ dodal podmı´nku, zˇe hodnota prvnı´ho bajtu, ktery´ koncovy´ modul posˇle,
musı´ mı´t hodnotu 21. Po nasazenı´ vy´sˇe uvedeny´ch opatrˇenı´ jsem jizˇ podobne´ proble´my
nezaznamenal.
Vy´pis 11 ukazuje princip komunikace s koncovy´m portem prˇes SPI, ko´d vcˇetneˇ ob-
sluhy TCP/IP je uveden v prˇı´loze. Komunikace zacˇı´na´ nastavenı´m prˇı´slusˇne´ho SS do
logicke´ nuly. Tı´m modul v koncove´m MCU zacˇne naslouchat SCK a MOSI. Za´rovenˇ prˇi
kazˇde´m cyklu hodin dojde k posla´nı´ jednoho bitu na MISO. Jako prvnı´ informuje Master,
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kolik bajtu˚ ma´ ve vstupnı´m bufferu dane´ho soketu. Tuto hodnotu zajistı´ funkce TCPIsGe-
tReady. Prˇi prˇenosu te´to hodnoty Slave posˇle identifikacˇnı´ hodnotu 21. Pokud ji neposˇle,
nastavı´ se SS zpeˇt do jednicˇky a obsluha se ukoncˇı´. V prˇı´padeˇ u´speˇsˇne´ detekce modulu
probeˇhne nacˇı´tanı´ dat ze Slave zarˇı´zenı´. K umozˇneˇnı´ komunikace od Slave zarˇı´zenı´ je
nutne´, aby Master generoval hodinovy´ signa´l. To se prova´dı´ posla´nı´m neuzˇitecˇny´ch dat
prˇes sbeˇrnici. Na hodnoteˇ takto poslany´ch dat neza´lezˇı´, protozˇe je druha´ strana stejneˇ
zahodı´. Prˇi prvnı´m prˇenosu se zı´ska´ pocˇet bajtu˚, jenzˇ chce poslat koncovy´ MCU. Mezitı´m
dojde na straneˇ Slave kontrola, zda lze prˇijmout vsˇechna data, ktera´ chce Master poslat.
Na za´kladeˇ te´to kontroly Slave posˇle pocˇet kolik bajtu˚ mu˚zˇe prˇijmout. Jak bylo uvedeno
drˇı´ve, je nutne´ posı´lat data z obou stran i v prˇı´padeˇ potrˇeby jen jednosmeˇrne´ komunikace.
Z tohoto du˚vodu je nutne´ urcˇit celkovy´ pocˇet prˇenosu˚. Ten je roven veˇtsˇı´mu z cˇı´sel pocˇtu
k odesla´nı´ a prˇijetı´. Ma´m take´ ochranu, aby prˇenos netrval de´le, nezˇ doka´zˇe koncovy´ mo-
dul zaplnit svou vstupnı´ vyrovna´vacı´ pameˇt’. Na´sledneˇ zacˇne samotny´ prˇenos dat. Musı´
se opeˇt zohlednit uzˇitecˇna´ a neuzˇitecˇna´ data. Poslednı´ krok je odpojenı´ Slave nastavenı´m
SS zpeˇt do jednicˇky.
SelectPort(activePort) ;
WriteSPI2(toSend); // Count of byte to send




WriteSPI2(0); // Write dummy value
toRecieve = ReadSPI2(); // Count of byte to receive
WriteSPI2(0); // Write dummy value
toSend = ReadSPI2(); // Free space in remote buffer
if (toSend > toRecieve) totalPeriods = toSend;
else totalPeriods = toRecieve;
if ( totalPeriods > 24) totalPeriods = 24;
for( i = 0; i < totalPeriods; i++) {
if (w < toSend) WriteSPI2(sendBuffer[w++]);
else WriteSPI2(0);




Vy´pis 12: SPI komunikace na straneˇ Master
Na straneˇ koncove´ho portu je situace diametra´lneˇ odlisˇna´. Nemu˚zˇe si totizˇ urcˇit cˇas
odesla´nı´ dat, protozˇe ten urcˇuje Master. Internı´ SPI modul umı´ vyvolat prˇerusˇenı´ prˇi
prˇenesenı´ bajtu dat. Nenı´ to ale zcela idea´lnı´, protozˇe prˇerusˇenı´ je vyvola´no vzˇdy azˇ po
prˇenesenı´ cele´ho bajtu. Nelze tak detekovat u´plny´ zacˇa´tek prˇenosu. Jelikozˇ potrˇebuji jako
prvnı´ bajt poslat hodnotu 21, abyMaster detekoval existenci koncove´ho portu, takmusı´m
26
hodnotu do vyrovna´vacı´ pameˇti SPI modulu zapsat jizˇ v hlavnı´ smycˇce prˇed zacˇa´tkem
prˇenosu. Zbytek komunikace se rˇesˇı´ v obsluze prˇerusˇenı´, rozdeˇlil jsem ji do 3 stavu˚.
Pru˚chod stavy je uka´za´n na vy´pisu 11. Po prˇijetı´ prvnı´ho bajtu se docˇasneˇ ulozˇı´ prˇecˇ-
tena´ hodnota a prˇipravı´ se k odesla´nı´ pocˇet nacˇteny´ch dat ve vstupnı´m bufferu. Samotne´
odesla´nı´ probeˇhne paralelneˇ s prˇı´jmem dalsˇı´ho bajtu. Potom se zpracuje prˇecˇteny´ bajt od
hlavnı´ho cˇipu obsahujı´cı´ pocˇet dat, ktera´ chce Mater poslat. Oveˇrˇı´ se, zda je pro neˇ ve vy´-
stupnı´m bufferu dostatek mı´sta. Na´sleduje prˇechod do druhe´ho stavu. Prˇi prˇijetı´ dalsˇı´ho
bajtu se jeho vycˇı´ta´nı´ prova´dı´ jen pro zabra´neˇnı´ nastavenı´ prˇı´znaku prˇepsa´nı´ vstupnı´ho
bufferu. V te´to fa´zi se pouze prˇipravı´ na odesla´nı´ drˇı´ve vypocˇı´tana´ hodnota pocˇtu dat
k prˇijetı´. Program prˇejde do mezifa´ze, kdy vycˇte nulu poslanou Mastrem, protozˇe potrˇe-
boval vycˇı´st hodnotu volne´ho mı´sta v bufferu, ale Master v dalsˇı´m cyklu ocˇeka´va´ data
z vyrovna´vacı´ pameˇti. Musı´m je tedy prˇipravit do bufferu SPI modulu. Pote´ uzˇ na´sleduje
pouze prˇenos uzˇitecˇny´ch dat. Je opeˇt nutne´ oddeˇlovat uzˇitecˇna´ od neuzˇitecˇny´ch. Exis-
tuje mozˇnost, kdy se de´lka prˇenosu nevolı´ podle nejveˇtsˇı´ho mnozˇstvı´ dat, ale zmensˇı´ se
na hodnotu mensˇı´ho pocˇtu. V kazˇde´m taktu jsou prˇena´sˇena obousmeˇrneˇ uzˇitecˇna´ data.
V te´to aplikaci zmı´neˇny´ prˇı´stup nejde pouzˇı´t. Naprˇı´klad prˇi zapnutı´ sı´t’ove´ho prvku do-
jde k vytvorˇenı´ velke´ho mnozˇstvı´ jednosmeˇrny´ch dat, ktera´ by se tak nemusela prˇene´st.
Nepouzˇı´va´m zde funkce pro pra´ci s SPI jako na straneˇ PIC32, protozˇe program musı´ by´t
vykona´n co nejrychleji a kazˇdy´ odskok zpu˚sobuje nemale´ zdrzˇenı´.
switch(status) {
case SPI START:
rcvd = SSP1BUF; // Read master buffer value
counter to transmit = counter r;
SSP1BUF = counter to transmit;
if (rcvd < 255 − counter t) counter to receive = rcvd;
else counter to receive = 255 − counter t;
status = SPI INIT;
break;
case SPI INIT:
rcvd = SSP1BUF; // Read dummy value
SSP1BUF = counter to receive;




if (counter to transmit ) {




status = SPI DATA;
break;
case SPI DATA:
if (counter to receive) {
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if (counter to transmit ) {






Vy´pis 13: SPI komunikace na straneˇ Slave
Na straneˇMaster jsemnemusel implementovat vlastnı´ vyrovna´vacı´ pameˇt’a pra´ci s nı´,
mohu totizˇ rovnou vyuzˇı´t FIFO TCP soketu, ale u koncove´ho modulu jizˇ nic takove´ho
k dispozici nenı´. Vytvorˇil jsem dva buffery pro docˇasne´ ulozˇenı´ dat. Pro pra´ci s kazˇdy´m
bufferem pouzˇı´va´m 2 ukazatele a jedno pocˇı´tadlo. Pro vstupnı´ vyrovna´vacı´ pameˇt’ je
jejich pouzˇitı´ na´sledujı´cı´. Jeden ukazatel urcˇuje mı´sto v bufferu, kde se vlozˇı´ hodnota
z modulu UART. Druhy´ ukazuje na pozici s bajtem k odesla´nı´ prˇes SPI. V pocˇı´tadle je pak
pocˇet dat, ktera´ jsou prˇecˇtena´ prˇes UART a cˇekajı´ na odesla´nı´ prˇes SPI. I kdyzˇ ma´ prˇenos
dat z bufferu koncove´ho modulu do hlavnı´ho MCU smysl jen prˇi aktivnı´m spojenı´ na
dane´m soketu, nenı´ mozˇne´ necha´vat data v koncove´m modulu. Internı´ komunikace nenı´
ovlivneˇna stavem soketu˚. Jediny´ rozdı´l v obsluze spocˇı´va´ v absenci za´pisu do vy´stupnı´ho
FIFO bufferu soketu. Data jsou tedy zahazova´na na straneˇ hlavnı´ho MCU azˇ po jejich
prˇijetı´. Prˇi te´to metodeˇ nemusı´ dosta´vat koncovy´ modul informaci o stavu soketu˚, aby
mohl data zahazovat prˇed za´pisem do vyrovna´vacı´ pameˇti.
Prˇi implementaci obsluhy SPI na straneˇ koncove´homodulu jsemnarazil na komplikaci
s rychlostı´ zpracova´nı´ prˇı´chozı´chdat. Pouzˇity´ cˇip nema´ architekturu optimalizovanoupro
programova´nı´ v jazyce C a navı´c provozuji kompila´tor v neregistrovane´ verzi, jenzˇ nema´
mozˇnosti optimalizace ko´du. Tyto dveˇ vlastnosti se podepsaly na rychlosti, na´sledkem
cˇehozˇ cˇip nenı´ schopen zpracova´vat data dostatecˇneˇ rychle. Docha´zı´ k prˇepisu dat prˇed
jejich vycˇtenı´m. Prˇitom frekvence sbeˇrnice nedeˇla´ cˇipu proble´my, ale obsluha prˇerusˇenı´
trva´ prˇı´lisˇ dlouho. V pu˚vodnı´m na´vrhu jsem pla´noval taktovat cˇip z energeticky´ch du˚-
vodu˚ na 8 MHz. Po zjisˇteˇnı´ proble´mu˚ s vy´konnostı´ jsem v prvnı´m kroku zmeˇnil hodnotu
oscila´toru na 32 MHz, cozˇ sice pomohlo, ale nevyrˇesˇilo proble´m u´plneˇ. Opravdu fun-
kcˇnı´ rˇesˇenı´ bylo vlozˇenı´ zpozˇdeˇnı´ 10 µs za kazˇdy´ odeslany´ bajt na straneˇ PIC32. Po te´to
zmeˇneˇ jizˇ provoz funguje spolehliveˇ, ale prˇineslo to omezenı´ ze strany rychlosti konco-
vy´ch portu˚. Nejde jizˇ tedy dosa´hnout rychlosti 115 200 Baudu˚ a 32 portu˚. Pu˚vodneˇ jsem
pocˇı´tal s prˇenosem prˇiblizˇneˇ 240 Bajtu˚ za 0,5 ms. Samotny´ prˇenos prˇi taktu 5 MHz trva´
1,6 µs. Z toho vyply´va´, zˇe jeden bajt se prˇenese kazˇdy´ch 11,6 µs. Lze snadno spocˇı´tat, zˇe za
0,5 ms dojde k prˇenesenı´ 40 B. To samozrˇejmeˇ vede k u´praveˇ parametru˚ cele´ho syste´mu.
Omezil jsem rychlost na maxima´lneˇ 19200 Baudu˚. Je to sice omezenı´, ale sta´le je zarˇı´zenı´

















5 V to 3.3 V
End ModuleEnd ModuleEnd ModuleEnd Module
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End ModuleEnd ModuleEnd ModuleEnd Module
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Obra´zek 4: Blokovy´ diagram hlavnı´ho modulu
5.3 Hlavnı´ modul
Deska hlavnı´ho modulu ma´ neˇkolik cˇa´stı´ propojeny´ch do jednoho celku. Nejle´pe to vy-
stihuje blokovy´ diagram zobrazeny´ na obra´zku 4. I kdyzˇ veˇtsˇina komponent vyzˇaduje
napa´jenı´ 3,3 V, zvolil jsem za hlavnı´ napeˇtı´ 5 V. Nejpouzˇı´vaneˇjsˇı´ vy´stupnı´ budicˇe jsou
deˇlane´ pra´veˇ na toto napeˇtı´. Existujı´ samozrˇejmeˇ i verze pro 3,3 V, ty jsou ale nesrovna-
telneˇ drazˇsˇı´ a hu˚rˇe k sehna´nı´. Vysˇsˇı´ hlavnı´ napeˇtı´ se daleko jednodusˇeji transformuje na
nizˇsˇı´. Obvykle se prˇevod prova´dı´ linea´rnı´m stabiliza´torem. Je to sice oveˇrˇene´ rˇesˇenı´, ale
dnes uzˇ by´va´ nahrazova´no spı´nany´mi meˇnicˇi. Hlavnı´ rozdı´l je v u´cˇinnosti prˇevodu, a
s tı´m souvisejı´cı´m tepelny´m vyzarˇova´nı´m. Vesˇkere´ ztra´ty se totizˇ projevujı´ jako odpadnı´
teplo. S takto vznikajı´cı´m teplem je nutno pocˇı´tat v cele´m na´vrhu. Neprojevuje se totizˇ jen
u soucˇa´stky, ktera´ ho generuje, ale i ostatnı´ch cˇa´stech syste´mu. Kdyzˇ pouzˇijeme chladicˇ,
tak zlepsˇı´me tepelne´ nama´ha´nı´ jedne´ soucˇa´stky, ale oteplı´me obsah cele´ krabice. Chla-
dicˇ slouzˇı´ pouze k rozpty´lenı´ tepla prˇes co nejveˇtsˇı´ plochu do okolnı´ho vzduchu. Teply´
vzduch se na´sledneˇ mu˚zˇe hromadit a zpu˚sobit zahrˇa´tı´ cele´ho zarˇı´zenı´. Proti te´to situaci
se instaluje ventila´tor, ktery´ teply´ vzduch rozpohybuje. Po zhodnocenı´ vsˇech teˇchto nega-
tivnı´ch aspektu˚ pouzˇitı´ linea´rnı´ho stabiliza´toru jsem se rozhodl pouzˇı´t spı´nany´ sestupny´
meˇnicˇ. Pouzˇil jsem obvod MC34063A firmy ON Semiconductor, ktery´ patrˇı´ k nejpopu-
la´rneˇjsˇı´m rˇı´dı´cı´m obvodu˚m pro takove´to aplikace. Je to opravdu univerza´lnı´ soucˇa´stka
pouzˇitelna´ nejen pro sestupny´, ale take´ vzestupny´ a invertujı´cı´ meˇnicˇ. V katalogove´m listu
jsou zapojenı´ pro jednotlive´ prˇevody. Jsou tam k nalezenı´ i vzorce potrˇebne´ k vy´pocˇtu
hodnot pouzˇity´ch soucˇa´stek. Navrhovany´ zdroj ma´ vstupnı´ napeˇtı´ (Vin) 5 V a vy´stupnı´
napeˇtı´ (Vout) 3,3 V. Pro vy´pocˇet je nutne´ stanovit minima´lnı´ vstupnı´ napeˇtı´ (Vin(min)), to se
veˇtsˇinou rovna´ 90 % vstupnı´ho napeˇtı´. V me´m prˇı´padeˇ ma´ hodnotu 4,5 V. Saturacˇnı´ na-
peˇtı´ (Vsat) internı´ho spı´nacı´ho tranzistoru je uvedeno v elektricky´ch specifikacı´ch rˇı´dicı´ho
obvodu meˇnicˇe a ma´ typickou hodnotu 1 V. Poslednı´ nutny´ parametr je u´bytek napeˇtı´
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na diodeˇ v propustne´m smeˇru (VF ) prˇi nomina´lnı´ hodnoteˇ proudu (0,4 A), kterou lze
najı´t pomocı´ Volt-Ampe´rove´ charakteristiky zvolene´ diody. Pouzˇil jsem diodu 1N5819 a
z charakteristiky jsem vycˇetl u´bytek napeˇtı´ 0,4 V.Meˇnicˇ ma´maxima´lnı´ provoznı´ frekvenci
100 kHz a s vysˇsˇı´ frekvencı´ je potrˇeba mensˇı´ cı´vky, zvolil jsem proto 100 kHz. Protozˇe
jsemmeˇl k dispozici kondenza´tor 470 µF z drˇı´ve navrhovane´ho zdroje, pouzˇil jsem jej pro
vy´stupnı´ filtr zdroje. Hodnota tohoto kondenza´toru totizˇ urcˇuje pouze vy´stupnı´ zvlneˇnı´.
Z toho vyply´va´, zˇe veˇtsˇı´ hodnota nemu˚zˇe zdroji ublı´zˇit. Volba vy´stupnı´ho napeˇtı´ se pocˇı´ta´
z napeˇt’ove´ho deˇlicˇe. Jeden odpor v tomto deˇlicˇi je nutne´ zvolit a druhy´ se potom do-
pocˇı´ta´va´. Vybral jsem pro R1 hodnotu 11 kΩ. Na´sledujı´ vy´pocˇty obsahujı´ vsˇechny kroky





Vin(min) − Vsat − Vout
=
3,3 + 0,4
4,5− 1− 3,3 = 19,5















= 4,878 · 10−7s
ton = (ton + toff )− toff = 10−5 − 4,878 · 10−7 = 9,5122 · 10−5s
CT = 4 · 10−5 · ton = 4 · 10−5 · 9,5122 · 10−5 = 3,80488 · 10−10 .= 380pF




















· 9,5122 · 10−5 =
= 2,378 · 10−5 .= 20µH
C0 =




8 · 0,002 = 5 · 10
−5 .= 470µF
R1 = 11 · 103Ω = 11kΩ












= 18,04 · 103 .= 18kΩ
Uspı´nane´ho zdroje je nebezpecˇı´, zˇemu˚zˇe docha´zet k sˇı´rˇenı´ rusˇenı´ prˇes spolecˇnou zem.
Beˇhem na´vrhu je nutne´ tuto skutecˇnost zohlednit a zabra´nit takove´mu sˇı´rˇenı´. Nejjedno-
dusˇsˇı´ zpu˚sob je propojit zem zdroje se spolecˇnou zemı´ azˇ v mı´steˇ za vy´stupnı´m filtrem
zdroje. Z pohledu PCB jde tedy o 2 ru˚zne´ plochy meˇdi spojene´ cestou pouze v jednom
mı´steˇ. Prˇedem je pak zna´ma´ cesta proudu a je zajisˇteˇn pru˚chod vy´stupnı´m filtrem.
Hlavnı´MCU je PIC32MX340F512H [12, 13] taktovany´ na 80MHz. Jde o velmi vy´konny´
32bitovy´ mikropocˇı´tacˇ postaveny´ na architekturˇe MIPS32 M4K. Cˇip ma´ 64 vy´vodu˚, aby
bylo k dispozici dostatek vstupneˇ/vy´stupnı´ch bran pro rˇı´zenı´ vsˇech SS koncovy´ch portu˚.
Pouzˇil jsem pouzdro TQFP64 urcˇene´ k povrchove´ monta´zˇi. Tato pra´ce byla moje prvnı´
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aplikace TCP/IP na MCU, chteˇl jsem proto mı´t k dispozici dostatek pameˇti. Tento kon-
kre´tnı´ model nabı´zı´ 512 KB pro pameˇt’ programu a 32 KB pro pameˇt’ dat. Je zajı´mave´,
zˇe vycha´zel cenoveˇ le´pe nezˇ cˇipy stejne´ rˇady s mensˇı´ pameˇtı´. Zapojenı´ MCU nevyzˇaduje
nic slozˇite´ho, pouze stacˇı´ umı´stit ke kazˇde´mu pa´ru napa´jecı´ch pinu˚ 100 nF keramicky´
kondenza´tor. Du˚lezˇite´ je, aby napeˇtı´ nejprve vedlo na kondenza´tor a azˇ pote´ na napa´jecı´
piny. Ja´dro je napa´jeno napeˇtı´m 1,8 V. Cˇip ale obsahuje internı´ regula´tor z 3,3 V, ktery´ se
zapı´na´ prˇivedenı´m na pin ENVREG logicke´ jednicˇky. Pro stabilizaci vy´stupu internı´ho
stabiliza´toru je vyzˇadova´n 10 µF kondenza´tor prˇipojeny´ na pinuVcap. Poslednı´ nutny´ pin
k zapojenı´ jeMCLR, ktery´ v prˇı´padeˇ prˇivedenı´ logicke´ nuly provede restart cˇipu. Tento
pin se zapojuje prˇes odpor velikosti 10 kΩ na kladne´ napa´jecı´ napeˇtı´. Soucˇa´stku je nutne´
prˇed pouzˇitı´m naprogramovat. K te´to operaci jsem vyuzˇil se´riove´ programovacı´ rozhranı´
zna´me´ pod zkratkou ICSP. Mohl jsem tak meˇnit program i po osazenı´ na desku. Rozhranı´
pozˇaduje celkem 5 pinu˚. Jde o synchronnı´ sbeˇrnici, takzˇe jeden pin je urcˇen pro hodinovy´
signa´l a druhy´ pro data. Dalsˇı´ dva piny jsou napa´jecı´, slouzˇı´ nejen k napa´jenı´ obvodu
beˇhem programova´nı´, ale i k detekci prˇipojene´ho obvodu. Poslednı´ signa´l ma´ napeˇtı´ prˇi-
blizˇneˇ 10 V a je prˇipojeny´ k Vpp sdı´lejı´cı´ fyzicky pin s MCLR. Toto napeˇtı´ je nutne´ pro
za´pis do flash pameˇti programu. Rozhranı´ potrˇebuje svu˚j vlastnı´ konektor. Nepouzˇil jsem
konvekcˇnı´ rˇesˇenı´ pomocı´ kolı´kove´ lisˇty. Namı´sto toho jsem na plosˇny´ spoj umı´stil pouze
kovove´ kontaktnı´ plosˇky. Programovacı´ kabel je zakoncˇen konektorem P20-0545R firmy
Harwin, ktere´ disponuje pruzˇny´mi kontakty. Prˇi prˇilozˇenı´ kabelu dojde k vodive´mu spo-
jenı´. Toto rˇesˇenı´ ma´ ohromnou vy´hodu v prostorove´ u´spornosti a umı´steˇnı´ pouze v jedne´
vrstveˇ. Na druhou stranu to komplikuje ladeˇnı´, kde je nutne´ dlouhodobeˇjsˇı´ komunikace
ladicı´ho prˇı´pravku a MCU.
USB prˇipojenı´ je realizova´no prˇes drˇı´ve zmı´neˇny´ obvod FT232RL v pouzdru SSOP28,
ktere´ nabı´zı´ kompromis mezi velikostı´ a pa´jitelnostı´. Obvod nema´ slozˇite´ zapojenı´ a v za´-
kladu stacˇı´ pouze blokovacı´ kondenza´tory a jeden 100 nF kondenza´tor pro stabilizaci
internı´ho 3,3 V regula´toru. Velmi tomu poma´ha´ integrace hlavnı´ho oscila´toru prˇı´mo do
obvodu. Pro pokrocˇile´ funkce ma´ cˇip neˇkolik pinu˚. Z tova´rny jsou prˇedkonfigurova´ny
2 piny pro signalizaci komunikace. Jsou prˇı´mo urcˇene´ k prˇipojenı´ dvou LED, kde kazˇ-
da´ indikuje jeden smeˇr. Propojil jsem tento cˇip s internı´m modulem PIC32 za pouzˇitı´
minima´lnı´ho zapojenı´. Jsou zapojeny jen piny pro vysı´la´nı´ a prˇijı´ma´nı´, zˇa´dne´ jine´. Cˇip
je napa´jen 5 V doda´vany´mi prˇes USB. Tento obvod lze take´ konfigurovat prˇes USB po-
mocı´ na´stroje dodane´ho vy´robcem. Lze tak meˇnit obsah internı´ EEPROM pameˇti, kde
jsou ulozˇeny identifikacˇnı´ u´daje obvodu, ale take´ naprˇı´klad funkce prˇı´davny´ch pinu˚. Prˇi
prˇipojenı´ USB do PC dojde k u´vodnı´ komunikaci, kdy se vymeˇnˇuje i hodnota proudu,
kterou zarˇı´zenı´ bude pozˇadovat poUSB sbeˇrnici. Tato hodnota je opeˇt ulozˇena v EEPROM
a lze tak vytvorˇit elementa´rnı´ ochranu proti nadproudu. Z USB napa´jı´m pouze obvod
FT232RL, ktery´ potrˇebuje okolo 15 mA, proto jsem nechal v pameˇti pu˚vodnı´ hodnotu
100 mA.
Du˚lezˇitou soucˇa´stı´ je rˇadicˇ Ethernet ENC28J60, ktery´ je take´ v pouzdruSSOP28.Obvod
podporuje Ethernet 10BASE-T. Pod touto zkratkou se skry´va´ Ethernet o rychlosti 10Mb/s
s pouzˇitı´m UTP kabelu jako transportnı´ho me´dia. Kvu˚li spra´vne´ a spolehlive´ funkci musı´









Obra´zek 5: Rozmı´steˇnı´ du˚lezˇity´ch komponent hlavnı´ho modulu
davku se pouzˇı´va´ oddeˇlovacı´ch transforma´toru˚. Pro usˇetrˇenı´ mı´sta na PCB jsem zvolil
variantu konektoru RJ-45 s integrovany´m transforma´torem prˇı´mo v konektoru. Pouzˇil
jsem konektor J0026D21BNL firmy Pulse Electronics. Ten ma´ navı´c integrovane´ i LED.
Rˇadicˇ ma´ vy´vody vyhrazene´ pro prˇipojenı´ dvou LED. Funkce zobrazenı´ je programoveˇ
nastavitelna´ a ve vy´chozı´m stavu jedna LED indikuje Link a druha´ aktivitu. Zapojenı´m
LEDB se mu˚zˇe urcˇit vy´chozı´ duplex prˇi prˇipojenı´. Zvolil jsem zapojenı´ pro polovicˇnı´
duplex. Nastavenı´ se da´ zmeˇnit prˇi konfiguraci Stacku. Opeˇt jsem zapojenı´ prˇevzal z ka-
talogove´ho listu. Trochu nezvykle´ je pouzˇitı´ odporu˚ s hodnotou 49,9 Ω a 2,32 kΩ, jenzˇ
jsou hu˚rˇe k sehna´nı´. Necˇekany´ proble´m byl sehnat oscila´tor k tomuto rˇadicˇi s frekvencı´
25 MHz.
Pameˇt’ 25AA02E48 ma´ velmi u´sporne´ pouzdro SOT-6. Protozˇe ma´ jen 6 vy´vodu˚, ze
ktery´ch 4 jsou urcˇeny pro SPI, je jasne´, zˇe jedina´ vyzˇadovana´ soucˇa´stka bude blokovacı´
kondenza´tormezi napa´jenı´m. Tento integrovany´ obvod lze napa´jet sˇirokou sˇka´lou napeˇtı´.
Vy´robce uva´dı´ 1,8 - 5,5 V. U ostatnı´ch soucˇa´stek pouzˇı´va´m 3,3 V, stejne´ napeˇtı´ tedy
mohu pouzˇı´t i zde. Je to vy´hodne´ hlavneˇ kvu˚li SPI, kde tak nemusı´m rˇesˇit prˇevody
mezi napeˇt’ovy´mi hladinami. Pameˇt’ ma´ prˇedkonfigurovanou ochranu proti prˇepsa´nı´
nejvysˇsˇı´ cˇtvrtiny sve´ kapacity a to z du˚vodu zabra´neˇnı´ prˇepisu EUI-48 adresy umı´steˇne´
na konci tohoto bloku. Prˇi sekvencˇnı´m za´pisu, kdy se adresy automaticky inkrementujı´,
stacˇı´ drobna´ nepozornost a dojde k prˇepsa´nı´ cele´ pameˇti.
Pro prˇipojenı´ koncovy´ch modulu˚ slouzˇı´ celkem 16 konektoru˚ MLW10G firmy Xinya
urcˇeny´ch pro monta´zˇ do PCB. Majı´ 10 pinu˚ v konfiguraci dvou rˇad po 5. Navı´c majı´
za´mek znemozˇnˇujı´cı´ vlozˇit kabelovy´ konektor obra´ceneˇ. Za´suvka k tomuto konektoru se
nacvaka´va´ na plochy´ 10zˇilovy´ kabel. Konektory jsem umı´stil do dvou rˇad. K usnadneˇnı´





















Obra´zek 6: Blokovy´ diagram koncove´ho modulu
celou desku. Zapojova´nı´m teˇchto konektoru˚ vznika´ velke´ fyzicke´ nama´ha´nı´ plosˇne´ho
spoje, zejme´na zpu˚sobene´ prohnutı´m. Pro eliminaci takove´ho chova´nı´ jsem prˇidal v pu˚lce
rˇady konektoru˚ dalsˇı´ otvor pro sˇroub. Tato dodatecˇna´ podpora u´plneˇ zabra´nila prohy´ba´nı´
desky.
Cela´ deska ma´ rozmeˇr 100 x 120 mm. Nejde tedy zrovna o nejmensˇı´ PCB. Hlavnı´
du˚vod k te´to velikosti je velke´ mnozˇstvı´ konektoru˚ pro koncove´ moduly, ktere´ mezi
sebou musı´ mı´t mezeru pro lepsˇı´ manipulaci s kabely. Prˇi na´vrhu jsem soucˇa´stky rozdeˇlil
do logicky´ch celku˚, ktere´ jsem vyznacˇil prˇerusˇovanou cˇarou v servisnı´m potisku. Kazˇdy´
blok je oznacˇen textem korespondujı´cı´m s jeho funkcı´. K meˇrˇenı´ rusˇenı´ zdroje jsem pro
kazˇdou napeˇt’ovou hladinu pouzˇil testovacı´ bod. Jeden takovy´ bod je umı´steˇn i na zem
zdroje. Dalsˇı´ testovacı´ bod je na vy´stupuhodin z ENC28J60, protozˇe jsem chteˇl zmeˇrˇit, jake´
jsoumozˇnosti tohoto vy´stupu. Vsˇechna testovacı´ mı´sta jsou popsa´na ve vrstveˇ servisnı´ho
potisku v hornı´ cˇa´sti desky. Nenı´ tak nutne´ hledat sche´ma, aby sˇlo zjistit, k cˇemu je
dany´ bod urcˇen. Signalizaci napeˇtı´ prova´dı´m dveˇma LED, ktere´ majı´ stejny´ prˇedrˇadny´
odpor, aby sˇlo videˇt rozdı´l mezi napeˇtı´m podle intenzity sveˇtla. Signalizace je take´ uvnitrˇ
hlavnı´ho zdroje a v sı´t’ove´m prˇepı´nacˇi na cˇelnı´m panelu. V prˇı´padeˇ vy´padku napa´jenı´
lze rychle dohledat, kde se objevil proble´m. Prˇi na´vrhu jsem zohlednil i dodatecˇnou cenu
za druhy´ servisnı´ potisk. Pro lehcˇı´ osazova´nı´ a opravy chci vzˇdy mı´t u kazˇde´ soucˇa´stky
jejı´ pu˚dorys a jme´no. Pro splneˇnı´ te´to podmı´nky a neplacenı´ dodatecˇny´ch poplatku˚ jsem
musel umı´stit vesˇkere´ soucˇa´stky do vrchnı´ vrstvy spoje.
Vy´sledne´ PCB ma´ revizi B, protozˇe prˇi vy´robeˇ prvnı´ho prototypu pokazˇde´ dosˇlo
ke spa´lenı´ hlavnı´ho MCU. Chyba nastala prˇi tvorbeˇ pouzdra soucˇa´stky. Omylem jsem
prˇehodil cˇı´sla neˇkolika pinu˚ mezi sebou. Shodou okolnostı´ v zasazˇeny´ch pinech byly 2
napa´jecı´ veˇtve hlavnı´ho MCU. Po neˇkolika pokusech o u´pravu hotove´ desky muselo by´t
prˇistoupeno k na´vrhu a vy´robeˇ nove´ho kusu. Revize A tedy nebyla funkcˇnı´. Protozˇe se
ale jedna´ sta´le o stejne´ sche´maticke´ zapojenı´, jde o verzi 1.0.
5.4 Koncovy´ modul
Cely´ koncept je navrzˇen tak, aby mohl by´t koncovy´ modul co nejjednodusˇsˇı´ a tı´m i velmi
levny´. Jeho hlavnı´ cˇinnostı´ je prˇevod dat z koncove´ho protokolu na SPI. Prima´rneˇ je vo-
len za koncovy´ protokol UART, jak jizˇ bylo rˇecˇeno drˇı´ve. Vsˇechny konektory musı´ by´t
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dostupne´ na cˇelnı´m panelu. Na sı´t’ovy´ch prvcı´ch toho docı´lili pouzˇitı´m konektoru RJ-45.
Z tohoto rˇesˇenı´ jsem se inspiroval i v prˇı´padeˇ me´ konstrukce. Sı´t’ove´ prvky majı´ jesˇteˇ
jednu konstrukcˇnı´ vy´hodu. Konektory Ethernet jsou vzˇdy 2 nad sebou, aby bylo mozˇne´
dosa´hnout veˇtsˇı´ hustoty na 1 RU. Prˇi pocˇa´tcı´ch vy´voje agrega´toru jsem meˇl v pla´nu pro
kazˇdy´ port udeˇlat vlastnı´ PCB. Prˇi pouzˇitı´ jednoho plosˇne´ho spoje by se totizˇ ztratila vesˇ-
kera´ modularita. Proble´m ovsˇem byl, takovou desku uchytit a prˇipojit k hlavnı´. Napadlo
meˇ pouzˇı´t desky koncove´homodulu otocˇene´ o 90 stupnˇu˚. Dosa´hl jsem tak relativneˇ velke´
hustoty portu˚, protozˇe mohly by´t od sebe umı´steˇny na vzda´lenost vy´sˇky konektoru˚. Ne-
vy´hoda takove´ u´pravy byla nutnost pouzˇı´t desku sˇirokou 4 cm, aby ji bylo mozˇno dobrˇe
uchytit. Na takove´m PCB bylo velke´ mnozˇstvı´ nevyuzˇite´ plochy. Prˇi pokusech umı´stit
vedle sebe 2 samostatne´ konektory jsem meˇl strach ze zlomenı´ cˇelnı´ho panelu z du˚vodu
prˇı´lisˇ u´zky´ch zbytku˚ plastu v mı´steˇ konektoru. Nasˇel jsem neˇkolik dvojity´ch konektoru˚,
ale byly drazˇsˇı´ (vı´ce nezˇ 50 Kcˇ) nezˇ zbytek PCB. Na´hodou v dobeˇ na´vrhu zarˇadila firma
GM Electronics s.r.o. do sve´ho sortimentu dua´lnı´ RJ-45 konektor s oznacˇenı´m WEBP
8-8 SHIELDED DVOJITY. Ten sta´l prˇiblizˇneˇ 15 Kcˇ, cozˇ je velmi dobra´ cena. Pro snazsˇı´
identifikaci portu˚ jsem ke kazˇde´mu konektoru umı´stil do servisnı´ho potisku cˇı´slici s porˇa-
dı´m v ra´mci PCB. Po vzoru aktivnı´ch prvku˚ zachova´va´m konvenci, zˇe port 1 je umı´steˇn
v leve´m hornı´m rohu.
Dalsˇı´ u´kol byl vybrat koncove´MCU.Chteˇl jsem, aby se jednalo oPIC, protozˇemi prˇisˇlo
prakticke´ vyvı´jet vsˇechny firmwary z jednoho IDE. Cˇip toho nemusel umeˇt hodneˇ, stacˇilo
mı´t HWmodul pro SPI a UART. Protozˇe cˇip nepotrˇeboval cˇasovat SPI, takmi bohateˇ stacˇil
i integrovany´ oscila´tor. Toto rozhodnutı´ opeˇt vedlo k financˇnı´m u´spora´m a navı´c se dost
zjednodusˇil na´vrh PCB. Du˚lezˇity´ aspekt prˇi vy´beˇru byla cena. Zarˇı´zenı´ ma´ obsahovat
32 teˇchto MCU, takzˇe se do vy´sledne´ ceny vy´razneˇ promı´tne kazˇda´ koruna navı´c za
tyto MCU. Nutno bylo jesˇteˇ zohlednit pameˇt’ove´ na´roky vyrovna´vacı´ch pameˇtı´. Pu˚vodnı´
vy´pocˇty pocˇı´taly s 32 porty s rychlostı´ azˇ 115 200 Baudu˚. Komunikaci s kazˇdy´mkoncovy´m
portem jsem vycˇlenil maxima´lneˇ 0,5 ms. Z toho lze snadno urcˇit, zˇe do vyrovnacı´ pameˇti
se musı´ vejı´t 16 ms prˇi maxima´lnı´ rychlosti komunikace. Ve vy´sledku to da´ hodnotu
231 B. To je vsˇak hodnota jen pro jeden smeˇr. Takzˇe jsem hledal cˇip s 512 B pameˇti dat.
Nasˇel jsem se´rii 8bitovy´ch MCU, ktere´ byly velmi levne´ (kolem 30 Kcˇ) a meˇly pouzdro
SOIC14. Takove´ pouzdro je beˇzˇne´ u logicky´ch obvodu˚, avsˇak u MCU jej vidı´m prvneˇ.
Bylo na vy´beˇr 256 B nebo 1024 B pameˇti. Samozrˇejmeˇ jsem zvolil verzi s vetsˇı´ pameˇtı´
PIC16F1825 [14]. Dı´ky tomuto rozhodnutı´ jsem meˇl velkou pameˇt’ovou rezervu a nebylo
nutne´ rˇesˇit kazˇdy´ pouzˇity´ bajt. Du˚sledek se projevil i prˇi tvorbeˇ vyrovna´vacı´ pameˇti.
Pouzˇitı´m datove´ho typu unsigned char jsem si ulehcˇil pra´ci s ukazateli nad teˇmito buffery.
Prˇi inkrementaci cˇı´sla 255 dojde k jeho automaticke´mu vynulova´nı´. Jedina´ podmı´nka, aby
vsˇe spra´vneˇ fungovalo, je velikost cele´ho bufferu 256 B. To meˇ moc netı´zˇilo prˇi velikosti
volne´ pameˇti. Nemusel jsem se ba´t ani prˇetecˇenı´ v du˚sledku prˇijetı´ bajtu˚ z UART beˇhem
inicializace komunikace prˇes SPI.
Na straneˇ UART komunikace bylo nutne´ prove´st prˇevod na u´rovneˇ podle normy
RS-232C. Tato cˇinnost je jizˇ dlouhou dobu dome´nou integrovany´ch obvodu˚ MAX232
obsahujı´cı´ch 2 na´bojove´ pumpy. Zajistı´ tak zdvojenı´ napa´jecı´ho napeˇtı´ (5 V) a jeho in-
vertova´nı´. Pro logickou nulu bude vy´stupnı´ napeˇtı´ +10 V a pro logickou jednicˇku -10 V.
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Tyto obvody byly pu˚vodneˇ vyvinuty firmou Maxim Integrated. Po neˇkolika letech jej ale
zacˇalo vyra´beˇt vı´ce vy´robcu˚. Ja´ jsem pouzˇil obvod s oznacˇenı´m MAX232D firmy Texas
Instruments. Nechci pouzˇı´vat rˇı´zenı´ toku, protozˇe zarˇı´zenı´ prˇipojene´ do koncovy´ch portu˚
ho nepodporujı´, tak jsem si mohl dovolit pouzˇı´t pouze jediny´ obvod MAX232. Tyto ob-
vody majı´ totizˇ integrova´ny celkem 4 bra´ny. 2 slouzˇı´ pro prˇevod u´rovnı´ prˇi prˇı´jmu, druhe´
dveˇ prˇi odesı´la´nı´. Zapojil jsem tedy oba obvody PIC na jeden budicˇ a usˇetrˇil mı´sto na PCB
a take´ snı´zˇil cenu cele´ho modulu. Du˚lezˇite´ je i zapojenı´ samotne´ho konektoru. Navrhl
jsem zapojenı´ umozˇnˇujı´cı´ prˇipojit konzoli aktivnı´ho sı´t’ove´ho prvku za pomoci beˇzˇne´ho
prˇı´me´ho UTP kabelu.
PCB neobsahuje zˇa´dne´ otvory pro monta´zˇ, pocˇı´ta´ se s umı´steˇnı´m do slotu. Vy´sˇku
jsem urcˇil 40 mm. Vı´m, zˇe se beˇzˇneˇ do 1 RU krabice umist’uje 40mm ventila´tor, takzˇe tato
vy´sˇka nemu˚zˇe by´t na sˇkodu. S de´lkou to ale nebylo tak jednoduche´. V ra´mci te´to pra´ce
budou koncove´ moduly umeˇt jenom UART. Tento protokol nevyzˇaduje nikterak slozˇitou
implementaci fyzicke´ vrstvy komunikace. Bez proble´mu by sˇlo vytvorˇit desku o de´lce jen
40 mm. Na druhou stranu jsem musel zohlednit mozˇny´ budoucı´ vy´voj teˇchto modulu˚.
Monta´zˇ pocˇı´ta´ s jednotnou velikostı´ vsˇech PCB v zarˇı´zenı´. Kdybych se snazˇil udeˇlat desku
co nejmensˇı´, tak mu˚zˇe nastat proble´m prˇi vytvorˇenı´ modulu˚ pro slozˇiteˇjsˇı´ protokoly.
Zmeˇrˇil jsem dostupne´ mı´sto v krabicˇce a nakonec urcˇil de´lku na 60 mm. Firmware PIC32
je bez proble´mu˚ schopen pracovat s koncovy´mmodulem nesoucı´m pouze jeden port. Prˇi
neprˇijetı´ identifikace se prosteˇ chybeˇjı´cı´ port prˇeskocˇı´.
Tato deska byla navrhnuta neˇkolik meˇsı´cu˚ prˇed hlavnı´m PCB. Navı´c sˇlo o mou prvneˇ
komercˇneˇ vyra´beˇnou desku, proto si nese jiste´ chyby zpu˚sobene´ nezkusˇenostı´ s touto
vy´robou. Hlavnı´ nevy´hoda je umı´steˇnı´ soucˇa´stek do spodnı´ vrstvy a z toho vyply´vajı´cı´
nutnost oboustranne´ho servisnı´ho potisku. Navı´c u programovacı´ho konektoru nastal
proble´m s klı´cˇovacı´m otvorem, ktery´ byl prokoven a meˇl mensˇı´ vy´sledny´ pru˚meˇr nezˇ
v na´vrhu. Musel jsem explicitneˇ otvory na vsˇech PCB zveˇtsˇit. U koncovy´ch modulu˚ byl
proble´m s programova´nı´m. I kdyzˇ jsem do vsˇech modulu˚ nahra´val odzkousˇene´ verze
FW. Stalo se mi, zˇe jsem je musel prˇehra´t na noveˇjsˇı´ verzi. V prˇı´padeˇ 4 koncovy´ch modulu˚
to znamenalo 8x programovat cˇip pro kazˇdou verzi. Tato cˇinnost, lecˇ se nezda´, je ve
vy´sledku velmi zdlouhava´ a rapidneˇ zpomaluje vy´voj. Bohuzˇel obvody PIC zatı´m nemajı´
mozˇnost aktualizace FW prˇes rozhranı´ I2C nebo SPI.
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6 Klientska´ aplikace
Od zacˇa´tku jsem se chteˇl vyvarovat tvorbeˇ komplikovane´ho protokolu pro komunikaci
s agrega´torem. Cı´lem byla co nejveˇtsˇı´ transparentnost prˇenosu. Vy´sledek je, zˇe se v soketu
prˇena´sˇejı´ pouze surova´ data z jednoho konce na druhy´. S agrega´torem mu˚zˇe komuniko-
vat jaka´koliv aplikace prˇes obycˇejny´ TCP soket. V prˇı´padeˇ konzolove´ho serveru projektu
Virtlab, jenzˇ ma´ ve vy´sledku se zarˇı´zenı´m komunikovat, pu˚jde jen o prˇeda´vanı´ dat z jed-
noho soketu do druhe´ho. Prˇed napsa´nı´m vlastnı´ aplikace jsem pouzˇı´val aplikaci telnet.
Tato aplikace umozˇnˇuje upravit sve´ vy´chozı´ chova´nı´. Po spusˇteˇnı´ odesı´la´ text azˇ po
ukoncˇenı´ rˇa´dku kla´vesou enter. Velmi neprˇı´jemne´ je v me´m prˇı´padeˇ zobrazova´nı´ roze-
psane´ho textu na obrazovku prˇı´mo aplikacı´ telnet. Dalsˇı´ nevy´hodou je posı´la´nı´ konce
rˇa´dku˚ jako <CR><NUL>.
Aplikace ma´ konfiguracˇnı´ rˇa´dek, do ktere´ho se da´ prˇepnout stiskem kla´ves CTRL a ].
V tomto rezˇimu se pı´sˇou nı´zˇe uvedene´ prˇı´kazy. Prvnı´ proble´m rˇesˇı´ prˇepnutı´ do znakove´ho
mo´du, takzˇe se posı´la´ kazˇdy´ znak ihnedpo stisknutı´ kla´vesy. To se provedeprˇı´kazemmode
character. Zaka´za´nı´ loka´lnı´ho vy´pisu se da´ dosa´hnout zada´nı´m set echo off. U poslednı´ho
proble´mu jsem nenasˇel mozˇnost jej zcela eliminovat. Existuje sice mozˇnost prˇes set crlf
posı´lat ukoncˇenı´ rˇa´dku jako <CR><LF>. Ovsˇem aktivnı´ sı´t’ove´ prvky ocˇeka´vajı´ pouze
<CR>. Vy´sledkem bylo vkla´da´nı´ jednoho rˇa´dku navı´c. V prˇı´padeˇ nouze jde ovsˇem toto
rˇesˇenı´ pouzˇı´t.
Napsal jsem si tedy vlastnı´ aplikaci zobrazenou na vy´pise 14. Jako jazyk pro imple-
mentaci uka´zky obsluhy jsem si zvolil Perl [15]. Je to mu˚j oblı´beny´ skriptovacı´ jazyk, ve
ktere´m jsem jizˇ pra´ci se sokety vytva´rˇel. Skript ma´ 2 vstupnı´ parametry. Prvnı´m je adresa
agrega´toru, kde se chce klient prˇipojit, druhy´ atribut urcˇuje cı´lovy´ TCP port. Aplikace
v principu jen cˇte standardnı´ vstup a posı´la´ jeho obsah do TCP soketu a cˇte data ze soketu
a vypisuje je na standardnı´ vy´stup. Beˇzˇneˇ prˇi cˇtenı´ vstupu od uzˇivatele provede funkce
prova´deˇjı´cı´ cˇtenı´ zablokova´nı´ programu. Jiny´mi slovy, pokud uzˇivatel nezada´ text, tak
program stojı´. Program cˇeka´ tak dlouho, nezˇ uzˇivatel stiskne enter. Mu˚j ko´d pouzˇı´va´
neblokovane´ cˇtenı´ ze standardnı´ho vstupu pomocı´ knihovny Term::ReadKey. Knihovna
umozˇnˇuje take´ zamezit loka´lnı´mu vy´pisu uzˇivatelem zadany´ch znaku˚. Pro mou aplikaci
je tato mozˇnost velmi vy´hodna´. Program bude posı´lat zpra´vu znak po znaku, prˇesneˇ jako
byl prˇı´mo prˇipojen ke konzolove´mu portu pomocı´ se´riove´ho kabelu.
Cˇtenı´ ze soketu˚ trpı´ v Perlu stejny´m proble´mem s blokacı´ jako nacˇı´ta´nı´ standardnı´ho
vstupu. K rˇesˇenı´ jsem ani nemohl pouzˇı´t drˇı´ve zmı´neˇnou knihovnu, protozˇe neumı´ praco-
vat se sokety. Vlastneˇ mi stacˇı´ zı´skat informaci, zda bylo neˇco nacˇteno cˇi nikoliv. K tomuto
u´cˇelu se da´ pouzˇı´t knihovna IO::Select. Nabı´zejı´cı´ funkci can read(). Funkce ma´ jako svu˚j
atribut hodnotu v sekunda´ch, jak dlouho ma´ cˇekat nezˇ vra´tı´ vy´sledek.
Aplikace je opravdu jen uka´zkou, jak by se dala obsluha implementovat. Ma´ i sve´
chyby.Neumozˇnˇuje prˇena´sˇet specia´lnı´ znaky zadane´ pomocı´ zkratekCTRL+CaCTRL+Z.
Ty majı´ v operacˇnı´m syste´mu veˇtsˇinou nadrˇazeny´ vy´znam. Prvnı´ z nich se da´ pouzˇı´t
k ukoncˇenı´ te´to aplikaci a odpojenı´ od agrega´toru.
Konzole aktivnı´chprvku˚ ocˇeka´vajı´ navstupu jistoukonvenci. Prˇedevsˇı´m jdeoukoncˇo-
va´nı´ rˇa´dku˚ jen za pomoci<CR>. Mu˚zˇe nastat situace, kdy uzˇivatelsky´ termina´l posı´la´ pro
ukoncˇenı´ jinou sadu znaku˚, proto jsem pomocı´ na´stroje stty na zacˇa´tku skriptu nastavil,
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aby se posı´lalo jenom <CR>. V ko´du vola´m program stty celkem dvakra´t. Druhe´ vola´nı´
souvisı´ s tı´m, zˇe termina´ly cˇasto posı´lajı´ prˇi stisku kla´vesy backspace znak<DEL>. Tomu
ale opeˇt konzole aktivnı´ho prvku nerozumı´. Druhe´ vola´nı´ nastavı´, zˇe prˇi stisku kla´vesy
backspace se korektneˇ posˇle znak <BS>. Vy´sledkem je uzˇivatelsky´ komfort, jako kdyby
sˇlo o prˇipojenı´ do fyzicke´ho COM portu pocˇı´tacˇe.
system(’stty erase ˆ && stty inlcr’ ) ;
my $aggr ip = $ARGV[0];
my $aggr port = $ARGV[1];
my $socket = IO::Socket::INET−>new( PeerAddr => $aggr ip,
PeerPort => $aggr port,
Proto => ”tcp”,
Type => SOCK STREAM,
Timeout => 1)
or die ”Couldn’t connect to $aggr ip:$aggr port : $@\n”;
my $select = IO::Select−>new();
$select−>add($socket);















Vy´pis 14: Klientska´ aplikace pro PC
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7 Testova´nı´
Testova´nı´ zarˇı´zenı´ probı´halo v neˇkolika fa´zı´ch uzˇ beˇhem vy´voje. Prˇi dokoncˇenı´ kazˇde´ho
veˇtsˇı´ho celku jsem musel otestovat, zda se neovlivnila funkcˇnost prˇedchozı´ch cˇa´stı´. Nej-
veˇtsˇı´ proble´my se objevovaly po prˇeda´nı´ komunikace po SPI. Meˇl jsem oveˇrˇenou cˇa´st
obsluhujı´cı´ TCP/IP, ale sta´valo se, zˇe obsluha SPI zpu˚sobila zacyklenı´ programu a cele´
TCP/IP se zaseklo.
Hlavnı´ u´kol testova´nı´ byl oveˇrˇit chova´nı´ zarˇı´zenı´ v cı´love´m prostrˇedı´. Vy´voj probı´hal
mimo sˇkolu, ale vy´sledne´ testova´nı´ muselo probeˇhnout ve sˇkole. Rozdeˇlil jsem testova´nı´
na 2 fa´ze.
Beˇhem prvnı´ sˇlo prˇedevsˇı´m o test funkcˇnosti internı´ komunikace, jejı´ rychlosti a spo-
lehlivosti. Prˇi tomto testu byl na straneˇ klienta pouzˇit program telnet, ktery´ se uka´zal
velmi nevhodny´ pro tento typ aplikace. Kriticka´ nevy´hoda spocˇı´vala ve sˇpatne´m posı´lanı´
zvla´sˇtnı´ch sekvencı´, cˇehozˇ na´sledkem nesˇlo naprˇı´klad probudit uspanou konzoli prvku.
Testovacı´ topologie je na obra´zku 7. Zapojil jsem konzole 4 prˇepı´nacˇu˚ Catalyst 2960, pou-
zˇı´vajı´cı´ rychlost 9600 Baudu˚, do portu˚ 1 azˇ 4 na agrega´toru. K agrega´toru jsem se prˇipojil
prˇes USB pro spra´vu. Skrz dalsˇı´ prˇepı´nacˇ jsem propojil me´ zarˇı´zenı´ s PC.
Nava´zal jsem 4 spojenı´ prˇes telnet na nastavene´ TCP porty odpovı´dajı´cı´ pouzˇity´m
koncovy´m portu˚m. Protozˇe nefungovalo probouzenı´ konzole prˇes tlacˇı´tko Return musel
jsem kazˇdou konzoli probudit prˇepojenı´m na COM port PC. Pote´ jizˇ vsˇe fungovalo.
K simulaci paralelnı´ho prˇı´stupu mi poslouzˇila aplikace iTerm umozˇnˇujı´cı´ vkla´dat jeden
vstup za´rovenˇ do neˇkolika termina´lovy´ch oken. Mohl jsem v jeden okamzˇik pracovat se
vsˇemi konzolemi najednou. Toto rˇesˇenı´ fungovalo bezvadneˇ. Poslednı´ veˇc k otestova´nı´
bylo zahlcenı´ ze strany konzole sı´t’ove´ho prvku. K tomuto u´cˇelu jsem pouzˇil nejobsa´hlejsˇı´
vy´pis na teˇchto prvcı´ch a to show tech. Ten se pouzˇı´va´ prˇi rˇesˇenı´ technicky´ch proble´mu˚
prˇı´mo s vy´robcem a obsahuje vesˇkere´ informace o zarˇı´zenı´, vcˇetneˇ aktivnı´ konfigurace
a obsahu pameˇtı´. Samotny´ vy´pis trval kolem 5 minut. Vsˇechny 4 konzole zobrazovali
korektnı´ obsah vy´pisu. Reagovaly jak beˇhem vy´pisu, tak i po jeho skoncˇenı´. Tı´mto testem
jsem oveˇrˇil, zˇe nedocha´zı´ ke ztra´teˇ dat a zacyklenı´ na straneˇ koncove´ho modulu. Tato
fa´ze byla mı´rˇena hlavneˇ na program koncovy´ch MCU. Zjistil jsem, zˇe aplikace telnet je
nedostacˇujı´cı´ pro me´ pouzˇitı´.
Test probı´hal v laboratorˇi pocˇı´tacˇovy´ch sı´tı´. Vy´hoda tohoto prostrˇedı´ spocˇı´va´ ve vel-
ke´m mnozˇstvı´ aktivnı´ch sı´t’ovy´ch prvku˚ firmy Cisco Systems, pro ktere´ ma´ by´t zarˇı´zenı´
prima´rneˇ urcˇeno. Pro ochranu konektoru˚ konzolı´ jsou vsˇechny vyvedeny do propojova-
cı´ho panelu vedle sebe. To ulehcˇilo zapojenı´ agrega´toru, protozˇe vsˇechny kabely vedou
z jednoho panelu.
Prˇi testu se uka´zalo neˇkolik chyb vznikly´ch beˇhem vy´voje. Prˇedpokla´dal jsem auto-
matickou detekci duplexu rˇadicˇe Ethernet po prˇipojenı´ do sı´teˇ. Tato funkce ovsˇem nenı´
implementova´na. To jsem zjistil azˇ po prˇipojenı´ do aktivnı´ho prvku, kde sˇlo duplex zob-
razit. Dalsˇı´ proble´m je s funkcı´ Auto IP. Ta v prˇı´padeˇ nedostupne´ho DHCP serveru ma´
nastavit vy´chozı´ adresu z rozsahu 169.254.0.0/16 urcˇene´ho pro loka´lnı´ komunikaci. Ne-
prˇedpokla´dal jsem, zˇe prˇi vypnute´m DHCP klientu a ulozˇene´ staticke´ adrese v EEPROM
dojde k nacˇtenı´ automaticke´ IP. Prˇi vy´voji jsem vzˇdy pouzˇil konfiguraci prˇes DHCP. Po
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Obra´zek 7: Topologie prvnı´ho testu
Fa´ze 2 probı´hala ve stejne´ mı´stnosti, se stejny´mi prvky, ktery´ch tentokra´t bylo 8.
V pru˚beˇhu testu bylo pouzˇito plneˇ duplexnı´ho rezˇimu Ethernetu. Prˇi tomto testu sˇlo
prˇedevsˇı´m o test klientske´ aplikace a firmware hlavnı´ho modulu. Prˇi prvnı´m prˇipojenı´
skrze mou aplikaci jsem zjistil, zˇe prvek reaguje stejneˇ sˇpatneˇ jako v prˇı´padeˇ znakove´ho
mo´du telnetu. Protozˇe to bylo velmi podezrˇele´, tak jsem zacˇal hledat co tomu˚zˇe zpu˚sobit.
Prˇipojil jsem ICD k MCU na koncove´m modulu a dal breakpoint na rˇa´dek z vy´pisem
na UART. Zjistil jsem, zˇe v prˇı´padeˇ prˇijetı´ jen jednoho znaku nedocha´zı´ ke korektnı´mu
ulozˇenı´ znaku do vyrovna´vacı´ pameˇti k odesla´nı´ na UART. Komunikace mezi Masterem
a Slavem je totizˇ posunuta o jeden bajt. Prˇehle´dl jsem prˇi tvorbeˇ ko´du, zˇe Master posˇle
dvakra´t neuzˇitecˇnou nulu, ale v obsluze Slave jsem ji zohlednil jen jednou. Po doplneˇnı´
te´to drobnosti zacˇala komunikace skrze mou aplikaci fungovat. Nedarˇilo se mi vsˇak pro-
budit uspanou konzoli prvku. Beˇzˇneˇ stacˇı´ stisk kla´vesy enter. Zkusil jsem prˇı´stup skrze
aplikaci telnet. Tam mi ovsˇem probouzenı´, narozdı´l od prvnı´ho testu, fungovalo. Veˇdeˇl
jsem podle odchycene´ho provozu v programu Wireshark, zˇe ma´ aplikace prˇi stisku kla´-
vesy enter posı´la´ znak<LF> a nynı´ fungovalo probouzenı´, prˇi takove´m nastavenı´ telnetu,
kdy posı´la´ <CR><LF>. Z toho jsem usoudil nutnost poslat pro probuzenı´ <CR>. Moje
aplikace prˇebı´ra´ nastavenı´ znaku˚ pro ukoncˇenı´ rˇa´dku z aktua´lnı´ho nastavenı´ termina´lu.
Toto nastavenı´ se da´ upravit pomocı´ na´stroje stty. Po chvilce hleda´nı´ jsem nasˇel spra´vny´
parametr a probouzenı´ a odrˇa´dkova´nı´ fungovalo bez proble´mu˚. Narazil jsem na proble´m
s nefunkcˇnı´ kla´vesou backspace. V provozu odchycene´m prˇi vy´voji klientske´ aplikace jsem
videˇl, zˇe mu˚j termina´l odesı´la´ prˇi stisku te´to kla´vesy <DEL>. S podobny´m proble´mem
jsem se jizˇ setkal drˇı´ve. Konzole prosteˇ znak <DEL> ignoruje a vyzˇaduje pouze <BS>.
Opeˇt jsem nasˇel parametry pro stty, jenzˇ zmeˇnı´ tento znak. Ve vy´sledku to znamenalo




Jsemvelmi ra´d, zˇe jsem si zvolil tuto pra´ci. Odpu˚vodnı´ho na´vrhudo konecˇne´ho produktu
byla velmi dlouha´ a cˇasto trnita´ cesta, ale sta´lo to za to. Vyzkousˇel jsem si mnoho novy´ch
technologiı´, se ktery´mi jsem se chteˇl jizˇ dlouho sezna´mit. Jako ve veˇtsˇineˇ projektu˚ nenı´
vy´stup zcela identicky´ s pu˚vodnı´m na´vrhem. Na zacˇa´tku jsem neveˇdeˇl, jake´ komplikace
mohou nastat, kdyzˇ nenı´ prˇenosove´ vedenı´ spra´vneˇ nevrhnute´ a jak se v cele´ za´lezˇitosti
projevı´ fyzika´lnı´ limity. Prˇi zjisˇteˇnı´ proble´mu s rychlostı´ koncovy´ch modulu˚ jsem meˇl
dlouho pocit, zˇe pra´ci nebude mozˇne´ dokoncˇit. Nasˇteˇstı´ jsem to nevzdal a nasˇel cestu, jak
vsˇe vyrˇesˇit jen za cenu u´stupku˚ na rychlosti koncovy´ch portu˚.
Nejveˇtsˇı´ pra´ci mi dala samotna´ fyzika´lnı´ realizace. Prˇeci jen u vy´voje SW uzˇ je jasne´,
jake´ prostrˇedky jsou k dispozici a s cˇı´m se da´ pracovat. Na druhou stranu prˇi vy´voji HW
je nutne´ pocˇı´tat se vsˇı´m, co bymohlo by´t potrˇeba v budoucnu. Zmeˇna programu je ota´zka
chvilky, ale u´prava HW mu˚zˇe zabrat azˇ ty´dny a nemale´ financˇnı´ prostrˇedky. Proto jsem
ra´d, zˇe prˇi velke´ slozˇitosti PCB dosˇlo jen k jedne´ hardwarove´ zmeˇneˇ. Velikost zmeˇny je
irelevantnı´, vzˇdy se musı´ udeˇlat nova´ deska. U´prava se da´ jesˇteˇ udeˇlat pomocı´ dra´tku˚ a
prˇerusˇenı´ pu˚vodnı´ch tras. Ma´m s toutometodou sˇpatne´ zkusˇenosti a veˇtsˇinou je to jenom
zdroj dalsˇı´ch proble´mu˚.
Velke´ prˇekvapenı´ byla komplexita implementace TCP/IP Stacku firmou Microchip
Technology. Videˇl jsem jizˇ drˇı´ve, zˇe se tato platforma cˇasto pouzˇı´va´, ale mozˇnosti meˇ
prˇekvapily. Nebylo ani nutne´ stra´vit mnoho ty´dnu˚ v dokumentaci popisujı´cı´ pouzˇiti jed-
notlivy´chknihoven.Vsˇechnyzdrojove´ ko´dybylyvelmidobrˇe okomentovane´ aprˇehledne´.
Sice jsem pro tuto pra´ci pouzˇil jen zlomek mozˇnostı´ te´to aplikacˇnı´ sady, ale prˇi u´vodnı´
analy´ze jsem stra´vil dost cˇasu zkousˇenı´m ru˚zny´ch uka´zkovy´ch ko´du˚. Vydavatel Stacku
vyrobil prˇı´mo vy´vojovou desku pro naucˇenı´ pra´ce s TCP/IP. Tato deska nese oznacˇenı´
PIC32 Ethernet Start Kit a hostovala prvnı´ pu˚lrok vy´voje. Jediny´ rozdı´l byl v pouzˇite´m
rˇadicˇi Ethernet. Hotovy´ kit pouzˇı´va´ internı´ Ethernet rˇadicˇ v cˇipu PIC32MX795F512H.
Tento rˇadicˇ nema´ ale implementaci fyzicke´ vrstvy a musı´ by´t pouzˇit externı´ obvod. Ja´
jsem zvolil cely´ externı´ rˇadicˇ. Me´ rˇesˇenı´ je sice pomalejsˇı´, ale velmi levne´ a jednoduche´
na implementaci. Rˇadicˇ ENC28J60 lze navı´c kombinovat s vı´ce rˇı´dicı´mi MCU ru˚zny´ch
vy´robcu˚. Jde o jeden z nejlevneˇjsˇı´ch obvodu˚ sve´ho typu na trhu.
Navı´c jsem si zdemohl vyzkousˇet rea´lne´ fungova´nı´ algoritmu plovoucı´ho okna u TCP
komunikace. U PC se dost slozˇiteˇ simuluje prˇeplneˇnı´ vstupnı´ch bufferu˚ soketu˚. Zde
stacˇilo jen lehce zpomalit zpracova´va´nı´ a sˇlo videˇt, jak zarˇı´zenı´ prˇijme data, ktera´ zaplnı´
cely´ buffer, a posle´ze zarˇı´zenı´ postupneˇ posı´la´ aktualizaci velikosti okna. I pro mne
jako cˇloveˇka se specializacı´ na pocˇı´tacˇove´ sı´teˇ bylo velmi poucˇne´ pracovat na takto nı´zke´
vrstveˇ. Lide´ z oblasti IT si zvykajı´ na obrovske´mnozˇstvı´ pameˇti a vysoky´ vy´pocˇetnı´ vy´kon.
To vede k mensˇı´mu za´jmu o optimalizace aplikacı´. Doporucˇuji kazˇde´mu programa´torovi
vyzkousˇet si situaci, kdyma´ jen 1KBpameˇti programu aRISC ja´dro taktovane´ na 32MHz.
Je to velmi zajı´mava´ zkusˇenost, jezˇ je silneˇ motivujı´cı´ psa´t efektivnı´ ko´d.
Jednı´m z klı´cˇovy´ch aspektu˚ vy´voje je cena. Snazˇil jsem se vzˇdy volit vhodny´ kompro-
mis mezi cenou, kvalitou a vy´konnostı´. Ne vzˇdy se sˇetrˇenı´ vyplatilo, hlavneˇ co se ty´cˇe
rˇı´dicı´ch obvodu˚ koncovy´ch modulu˚. Pouzˇı´t drazˇsˇı´ a vy´konneˇjsˇı´ obvody, proble´m bych
nemeˇl. Na druhou stranu by se ztratil smysl te´to pra´ce. Ve vy´sledku se cele´ zarˇı´zenı´ pro 8
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portu˚ da´ vyrobit za prˇiblizˇneˇ 2 500 Kcˇ. Kazˇdy´ dalsˇı´ koncovy´ modul se dveˇma porty vyjde
okolo 300 Kcˇ.
Jde ve vy´sledku o dostupne´ zarˇı´zenı´, ktere´ nenı´ proble´m vyrobit. Da´ se navı´c konfigu-
rovat pocˇet portu˚. Zacˇne se na male´m pocˇtu a kdyzˇ bude potrˇeba prˇipojit dalsˇı´ zarˇı´zenı´,
jen se zapojı´ dalsˇı´ koncove´ moduly. Porˇa´d pu˚jde o stejnou platformu. Velka´ vy´hoda je
taky v univerza´lnosti cele´ho rˇesˇenı´. Prˇeci jen lze prˇipojit koncovy´ modul s podporou
jake´hokoliv protokolu. Jen nesmı´ jı´t o nic vysokorychlostnı´ho, aby stı´hala internı´ sbeˇrnice
prˇena´sˇet data z vyrovna´vacı´ pameˇti prˇed jejich prˇepsa´nı´m. Internı´ komunikacˇnı´ protokol
je tak jednoduchy´, zˇe jej pochopı´ i zacˇı´najı´cı´ na´vrha´rˇ v te´to oblasti.
S vy´sledny´m zarˇı´zenı´m jsem spokojen, jak po fyzicke´ tak i po programove´ cˇa´sti. Mys-
lı´m, zˇe se jedna´ o dobry´ du˚kaz toho, zˇe slozˇitou cˇinnost mu˚zˇe vykona´vat v principu
jednoduche´ zarˇı´zenı´. Prˇi doladeˇnı´ na´vrhu vedenı´ pro internı´ SPI sbeˇrnici tak, aby nedo-
cha´zelo k velke´mu zkreslenı´ a vytvorˇenı´ upravene´ krabice specia´lneˇ pro tento produkt,
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A Funkce ProcessPort
void ProcessPort(BYTE activePort, TCP SOCKET portSocket) {
BYTE totalPeriods = 0, toRecieve = 0, toSend = 0;
BYTE ∗sendBuffer, ∗readBuffer;




WriteSPI2(toSend); // Send number of bytes in input buffer




WriteSPI2(0); // Write dummy value
toRecieve = ReadSPI2(); // Count of byte to receive
WriteSPI2(0); // Write dummy value
toSend = ReadSPI2(); // Free space in remote buffer
// Allocate memory and get data from FIFO
if (toSend) sendBuffer = (BYTE ∗)malloc(toSend);
if (toRecieve) readBuffer = (BYTE ∗)malloc(toRecieve);
if (TCPIsConnected(portSocket) && toSend)
TCPGetArray(portSocket, sendBuffer, toSend);
// Total number of transmit
if (toSend > toRecieve) totalPeriods = toSend;
else totalPeriods = toRecieve;
if ( totalPeriods > 40) totalPeriods = 40;
// Data transfer
for( i = 0; i < totalPeriods; i++) {
if (w < toSend) WriteSPI2(sendBuffer[w++]);
else WriteSPI2(0);




// Send data to socket
if (TCPIsConnected(portSocket) && toRecieve)
TCPPutArray(portSocket, readBuffer, toRecieve);









C Sche´ma koncove´ho modulu
47
D Obsah CD
• Docs - Dokumenty pouzˇite´ prˇi vy´voji zarˇı´zenı´.
– Datasheet - Katalogove´ listy jednotlivy´ch cˇa´sti syste´mu.
– PIC32 - Dokumentace pro pra´ci s PIC32.
– TCPIP - Dokumenty popisujı´cı´ TCP/IP Stack.
• Main board - Slozˇka obsahujı´cı´ data ohledneˇ hardwaru, sche´mata a na´vrhy desek.
– HW - Projekt programu EAGLE s HW na´vrhem hlavnı´ho modulu.
– SW - Projekt s Firmware pro hlavnı´ho modulu.
• Port module - Slozˇka s firmware pro jednotlive´ moduly.
– HW - Projekt programu EAGLE s HW na´vrhem koncove´ho modulu.
– SW - Projekt s Firmware pro koncovy´ modul.
• Klient app - Zdrojova´ aplikace napsana´ v jazyce Perl.
• Text - Zdrojova´ data pro tvorbu tohoto dokumentu vcˇetneˇ obra´zku˚.
– obr zdroj - Zdrojove´ soubory obra´zku˚ v programu Omnigraffle.
