A model describing two-phase, incompressible, immiscible flow in fractured media is discussed. A fractured medium is regarded as a porous medium consisting of two superimposed continua, a continuous fracture system and a discontinuous system of medium-sized matrix blocks. Transport of fluids through the medium is primarily within the fracture system. No flow is allowed between blocks, and only matrix-fracture flow is possible. Matrix block system plays the role of a global source distributed over the entire medium. Two-phase flow in a fractured medium is strongly related to phase mobilities and capillary pressures. In this work, four relations for these functions are presented, and the existence of weak solutions under each relation will also be shown.
Introduction
A dual-porosity model describing two-phase, incompressible, immiscible flow in fractured media is discussed. The phases are the nonwetting "o" (oil) phase and the wetting "w" (water) phase. Within a fractured medium there is an interconnected system of fracture planes dividing the porous medium into a collection of matrix blocks. The fracture planes, while very thin, form paths of high permeability. Most of the fluids reside in matrix blocks, where they move very slow. For model considered here, a fractured medium is regarded as a porous medium consisting of two superimposed continua, a continuous fracture system and a discontinuous system of medium-sized matrix blocks. Fracture system has a lower storage and higher conductivity than matrix block system. Transport of fluids through the medium is primarily within the fracture system. No flow is allowed between blocks, and fluids that reside in matrix blocks must enter the fractures before shifting. Essentially, matrix block system plays the role of a global source distributed over the entire medium. As a consequence, two sets of equations are obtained for the flow. One contains macroscopic equations for fracture flow, and the other consists of microscopic equations for flow in matrix blocks. The two sets of equations are coupled through locally defined macroscopic matrix-fracture sources, one for each phase. For more description of flow in the medium, readers are referred to Refs. 5, 7, 10, 12 and 13 and references therein.
If Ω ⊂ R 3 is a fractured medium, equations for fracture flow Refs. 5, 10 are, for x ∈ Ω, t > 0, ∂ t S − ∇ x · (Λ w (S)∇ x (P w − E w )) = q w , (1.1)
Υ(S) = P o − P w .
(
1.3)
S ∈ [0, 1] is water saturation; Λ α (α = w, o) is phase mobility of α-phase, a nonnegative monotone function of S (see Fig. 1 ); P α denotes pressure; E α is a function depending on density, gravity, and position; q α is the matrix-fracture source; and Υ is capillary pressure, a non-negative decreasing function of S (see Fig. 1 ). Porosity and permeability field have been set to 1 for convenience. Incompressibility implies q o + q w = 0. A matrix block Ω x ⊂ R 3 is suspended topologically above each point x ∈ Ω. Equations for flow in a matrix block are, for x ∈ Ω, y ∈ Ω x , t > 0, Each lower case symbol denotes the quantity on Ω x corresponding to that denoted by an upper case symbol in the fracture system equations. S, P α , q α for α ∈ {w, o} in (1. The matrix-fracture sources are given by, for x ∈ Ω, t > 0, q w (x, t) = −1 |Ω x | Ωx ∂ t s(x, y, t)dy = −q o (x, t) , (1.7) where |Ω x | is the volume of Ω x . Boundary ∂Ω of Ω includes ∂ 1 Ω, ∂ 2 Ω, which satisfying ∂ 1 Ω ∩ ∂ 2 Ω = ∅, ∂Ω = ∂ 1 Ω ∪ ∂ 2 Ω. Boundary conditions for fracture system are, for t > 0, α ∈ {w, o}, 9) where n is the unit vector outward normal to ∂Ω. Boundary conditions for each matrix block require continuity of pressures, i.e. for t > 0, x ∈ Ω, y ∈ ∂Ω x , α ∈ {w, o}, p α (x, y, t) = P α (x, t) .
(1.10)
Initial equilibrium gives
Two-phase flow in fractured media is strongly related to phase mobilities and capillary pressures. [10] [11] [12] [13] For flow in a bundle of tubes, a mobility curve was measured to be a linear function of phase saturation. In general, phase mobility curves may be determined by being adjusted to history-match field data if all other data are known. Fracture capillary pressure would be near zero for most water saturation values. Matrix mobilities and matrix capillary pressure can be those measured on unfractured media. To maintain gravity/capillary equilibrium, capillary pressure endpoints in fracture system and matrix blocks must be set equal. 12, 13 In reality, it is not easy to measure phase mobilities and capillary pressures accurately. Our intention is to look for proper relations for these functions. Some literatures related to this problem are listed below. For unfractured media case (that is, q w = q o = 0), existence of solutions of (1.1)-(1.3) were studied in Refs. 3, 4, 8 and 14 and references therein. If one linearizes matrix mobility λ α (α = w, o) or assumes matrix blocks are small, matrix-fracture source q α is a function of phase saturation. Existence of weak solutions in these cases were considered in Refs. 6 and 9. Existence of solutions in a global pressure form of (1.1)-(1.12) could be found in Refs. 7 and 17. In this work, four relations for phase mobilities and capillary pressures are presented. Existence of weak solutions of (1.1)-(1.12) will be shown for each relation. To reach the goal, a global pressure is introduced to simplify system (1.1)-(1.12) first. Next, existence of solutions of the simplified system will be shown. Finally, we prove that a subsequence of these solutions converges to a weak solution of (1.1)-(1.12). Phase mobilities and capillary pressures in Refs. 10-13 satisfy one of the relations here.
The rest of the paper is organized as follows: notation is recalled and main result is stated in Sec. 2. An auxiliary system for (1.1)-(1.12) is derived and the procedure of proof for main result is described in Sec. 3. The main result is proved in Sec. 4 under the assumption of the existence of solution for auxiliary system, which is shown in Sec. 5.
Notation and Main Result

Notation
Let Ω ⊂ R 3 be open, bounded, and connected with Lipschitz boundary. For every x ∈ Ω, Ω x ⊂ R 3 is a bounded region. Identify the product space x∈Ω Ω x (denoted by Q) as a subset of R 6 . For simplicity, all matrix blocks are assumed to be identical, volume 1, and smooth enough. That is, Q = Ω × M, |M| = 1, and M ⊂ R 3 is assumed to be bounded with Lipschitz boundary ∂M.
, and H m (0, T ; X) are Sobolev spaces 1 for r > 1, m ∈ N, B ⊂ Q T , and a Banach space X.
= residual matrix water (resp. oil) saturation.
) is onto and a strictly decreasing function, let Υ −1 (resp. υ −1 ) be the inverse function of Υ (resp. υ). We
, and denote the inverse function 
Main result
Definition 2.1. {S, P w , P o , s, p w , p o } is a weak solution of Eqs. (1.1)-(1.12) if there is a number r ∈ (1, 2) such that, for α ∈ {w, o}, 
) is onto, decreasing, and a locally Lipschitz continuous function, and
A6. min{lim ξ→0
Λo(ξ) } < ∞. A7. One of the following conditions is satisfied : 
Remark 2.1. 1. By A2 and A3, D is a strictly increasing function on (s l , s r ], so it has a bounded and strictly increasing inverse function D −1 . Let us extend D −1 to R continuously and linearly with slope 1. The new function will not be relabelled.
2. A7 sets restrictions on phase mobilities and capillary pressures around endpoints only. Roughly speaking, A7(a) corresponds to that fracture capillary pressure decreases faster than matrix capillary pressure around endpoints. A7(b) is the inverse case of A7(a). By proper combinations of the restrictions in A7(a) and A7(b), we obtain A7(c) and A7(d). A7(c) is the case that fracture capillary pressure drops faster around 0 (resp. slower around 1) than matrix capillary pressure around s l (resp. around s r ). A7(d) is the inverse case of A7(c).
3. If 
If lim
as z approaches 0 (resp. as z approaches s l ), then A7(a) 3 and A7(c) 5 (resp. A7(b) 3 and A7(d) 5 ) hold.
Procedure of Proof
Now we derive an auxiliary system for (1.1)-(1.12), and describe procedure of proof for Theorem 2.1. Global pressure 8 is defined as
2) and (2.3), and add the two equations to obtain
If we define
2) can be written as
If we repeat the process (3.1)-(3.4) in each matrix block, (2.4) can be written as
Let ε be a small number satisfying
where k 1 is the one in A5. Let us extend mobility functions Λ α , λ α (α = w, o) constantly and continuously to R, and find continuous monotone functions Λ On Two-Phase Flow in Fractured Media 1083
Next we define, for z ∈ R,
By A3, one may find decreasing and Lipschitz functions Υ ε , υ ε in R so that
where k 3 is a constant independent of ε. By A4 and A5, there exist smooth functions 10) and, as ε → 0,
Auxiliary initial and boundary conditions are defined as
Auxiliary system of (1.1)-(1.12) for each ε is to find {S ε , G ε , P ε , s ε } such that
14)
. Later the following result will be proved:
Similar result as Theorem 3.1 had been considered in Ref. 17 . For completeness, the proof of this theorem will be given in Sec. 5. In the next section one will see that a subsequence of the solutions of Theorem 3.1 converges weakly to a solution of (1.1)-(1.12) as ε approaches 0, which implies Theorem 2.1.
Existence of a Weak Solution
The
2 (Q T ) (see Lemmas 4.7-4.9), and finally conclude the existence of a weak solution of (1.1)-(1.12). We define
(4.1) (4.1) 2,4,5 are well-defined by (3.14). (3.15) implies ρ ε | ∂M = S ε in Ω T . Θ(z) and θ(z) are non-negative functions on (−∞, 0], and, for any z 1 , z 2 ≤ 0,
Let us find two non-negative smooth functions g 1 and g 2 defined on [0, 1] such that g 1 (resp. g 2 ) is decreasing (resp. increasing), g 1 (0) = g 2 (1) = 1, g 1 (0.6) = g 2 (0.4) = 0, and
E in (4.4) may have more than two options. If so, one selects the foremost possible one in (4.4) so that E is well-defined. E is a strictly increasing function, so it has a bounded and strictly increasing inverse function E −1 . We extend E −1 to R so that it is bounded, continuous, and strictly increasing in R. Let us define 
where c is a constant independent of ε. See (2.1) for R, D.
Proof. Set ζ 2 = P ε − P ε b in (3.17) to obtain, by A4 and (3.12) 3 ,
By (4.2) 1 , for all t, > 0,
where Ψ ε (t) = Ψ ε (0) for − < t < 0. Integrate (4.8) over Ω τ to obtain
See (2.1) 1 for time differentiation. Similarly, by (4.2) 2 , one obtains
Summing (4.9) and (4.10) as well as letting → 0, by boundedness of S ε and s ε , we get, for almost all τ ∈ (0, T ],
By (3.11), (4.7), (4.11)-(4.12), and A4, A5, we obtain (4.5). Clearly (4.5) implies
where c 0 is independent of ε. (4.6) is due to A5, (4.4) and (4.13). 16) and finally if A7(d) holds, then
17)
where lim →∞ f = 1 and c 0 is a constant independent of τ, , ε, µ.
Proof. Case 1. We claim (4.14). A7(a) 1 is assumed here. Define K µ , K ς,µ as
where 
Employ (ζ 1 , ζ 2 , η) of (4.19) in (3.16)-(3.18) to obtain, by A4,
where constant c 1 is independent of ε, µ. Suppose 
(3.9) 2 , (4.24), and A7(a) 1 yield that, if 0
where c 4 is independent of t 1 , t 2 , µ, ε. Define (4.25) implies that, for 0 ≤ t 1 ≤ t 2 ≤ T ,
where c 5 is independent of t 1 , t 2 , µ, ε. By induction and (3.10) 2 , one obtains, for j ∈ N, jh ≤ T ,
and τ = jh in (4.27), then
where
A7(a) 1 , (3.11) and (4.28) imply
where constant c 6 is independent of τ , , ε, µ. See (4.3) for X Bi (i = 1, 2). So the proof of the first part of (4.14) is complete. Proof of the second part of (4.14) is similar to that of the first part, so we just sketch the proof. For comparison with proof of the first part, some notations above will be used again. Define K µ , K ς,µ as
where ς is the one in (4.18). Definȇ 
Employ (ζ 1 , ζ 2 , η) of (4.29) in (3.16)-(3.18) to get
where constant c 1 is independent of ε, µ. Then following the proof of the first part, one can complete the proof of the second part.
Case 2. We assume A7(b) 1 and claim (4.15). Proof of this case is similar to that of Case 1. Define K µ , K ς,µ as
Set (ζ 1 , ζ 2 , η) of (4.31) in (3.16)-(3.18) to obtain
where constant c 1 is independent of ε, µ. As Case 1, (4.32) implies
(3.9) 2 , (4.33), and
where c 4 is independent of t 1 , t 2 , µ and ε. Then following the proof of Case 1, one can show the first part of (4.15). The second part of (4.15) can be shown by a similar argument as the first part of (4.15). By tracing proofs of Case 1 and Case 2, one can see that (4.16) and (4.17) also hold.
where k 1 is the one in A5. If 1 < r < 2 and ε < k1
where c is a constant independent of ε.
Proof. We assume A1-A5 and A7(a) 1,2 hold. Suppose
Lemmas 4.1, 4.2, (3.7) and Hölder inequality imply
≤ c 2 (independent of ε) . (Ω) and sufficiently small , solutions of Theorem 3.1 satisfy
where c is independent of ε, .
One can see
See (2.1) 1 for time differentiation. Employ ζ 1 and η above in (3.16) and (3.18) respectively to obtain, by Fubini's theorem and Lemma 4.1,
where c is independent of ε, . So the proof is complete. 
where t ∈ ( , T ) \ B(ε, , n). Proof of claim: If not, there is a constant c 1 > 0 and a sequence {t , ε } such that, as → 0,
(4.42) By (4.42) 2 and compactness principle, there is a subsequence (not be relabelled) of {Φ ε (t ), Φ ε (t − )} converging to {g 1 , g 2 } strongly in L 2 (Ω) and pointwise almost everywhere. By (4.42) 4 ,
(4.43)
Since E −1 is bounded on R, by (4.42) 3 ,
Since E −1 is strictly increasing on R and because f can be any non-negative smooth function, (4.44) implies g 1 = g 2 almost everywhere, which contradicts (4.43). So the claim is true.
(4.40) and (4.41) imply, as → 0, 
Right-hand side of (4.46) converges to 0 uniformly in ε as δ → 0. So the lemma follows.
Proof. Case 1. Suppose A7(a) or A7(c) holds. If D is a bounded function on (s l , s r ], the lemma is obvious by Lemmas 4.6 and 4.7. If not, for any δ > 0, one can find 0 , 1 ∈ N and a positive number b such that, by A7(a) 3 or A7(c) 5 ,
where k 1 is the one in A5 and c 0 , f are those in Lemma 4.2. Suppose
B . Lemma 4.2 and (4.52) 4 imply Let both ε i , Consider the following
By (4.53),
By Lemma 4.2 and (4.52) 5 , 
and there is a ε 0 < k1 2 1 such that, for both ε i , ε j < ε 0 ,
Therefore, by (4.54)-(4.58), for any δ > 0, there is a ε 0 such that, as
So convergence of {D(J (S ε ))} (i.e. {D(G ε )}) is proved. Case 2. If A7(b) or A7(d) holds, the convergence of {D(G ε )} can be shown by a similar argument as Case 1.
Proof.
Step 1. By (3.11), Theorem 3.1 and Lemmas 4.1, 4.6, 4.8, there is a subsequence (not be relabelled) of {S ε , s ε } such that, as ε → 0, 
As ε → 0, (4.60) implies
Applying Green's theorem for (4.62) in the t variable yields
and
Step 2. We claim Take limit supremum on both sides of (4.67) to obtain, by (4.60) and Lemma 4.8, 
By (4.60), (4.72) and (4.73), and monotonicity argument, 16 one can easily obtain
Step 3. We claim that {s ε } is a convergent sequence in L 2 (Q T ). By (4.60), (4.72) and (4.74),
. By (4.74) and (4.75), F 1,ε converges to 0 in L 1 (Q T ). So there is a subsequence (not be relabelled) of {F 1,ε } converging to 0 pointwise almost everywhere.
Let us consider a point (x 0 , y 0 , t 0 ) ∈ Q T which satisfies lim ε→0 F 1,ε (x 0 , y 0 , t 0 ) = 0. It is not difficult to see that {D(s ε (x 0 , y 0 , t 0 ))} is a bounded set. For any accumulation point D x0,y0,t0 of {D(s ε (x 0 , y 0 , t 0 ))}, one may find a subsequence (not be relabelled) of {D(s ε (x 0 , y 0 , t 0 ))} such that lim ε→0 D(s ε (x 0 , y 0 , t 0 )) = D x0,y0,t0 . Since Proof of Theorem 2.1. By Theorem 3.1 and integration by parts,
for ζ ∈ L 2 (0, T ; V)∩H 1 (Ω T ), η ∈ L 2 (0, T ; U 0 )∩H 1 (0, T ; L 2 (Q)), and ζ(T ) = η(T ) = 0. By (3.11) and Lemmas 4.6, 4.9, we obtain (2.6). Indeed, Theorem 2.1 is a direct consequence of Theorem 3.1, Lemmas 4.1, 4.3 and 4.6-4.10.
Existence of the Auxiliary Problem
Now we prove Theorem 3.1, which is done by Galerkin's method. Let 
) is a basis of V (resp. U 0 ), and v i satisfies 
