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Abstract—Recognition of human movements with radar for
ambient activity monitoring is a developed area of research
that yet presents outstanding challenges to address. In real
environments, activities and movements are performed with
seamless motion, with continuous transitions between activities
of different duration and a large range of dynamic motions,
compared with discrete activities of fixed-time lengths which
are typically analysed in the literature. This paper proposes
a novel approach based on recurrent LSTM and Bi-LSTM
network architectures for continuous activity monitoring and
classification. This approach uses radar data in the form of a
continuous temporal sequence of micro-Doppler or range-time
information, differently from from other conventional approaches
based on convolutional networks that interpret the radar data
as images. Experimental radar data involving 15 participants
and different sequences of 6 actions are used to validate the
proposed approach. It is demonstrated that using the Doppler-
domain data together with the Bi-LSTM network and an optimal
learning rate can achieve over 90% mean accuracy, whereas
range-domain data only achieved approximately 76%. The details
of the network architectures, insights in their behaviour as a
function of key hyper-parameters such as the learning rate, and
a discussion on their performance across are provided in the
paper.
Index Terms—FMCW radar, micro-Doppler, remote activity
monitoring, classification, LSTM and Bi-LSTM networks.
I. INTRODUCTION
RADAR sensors in the context of short-range human mon-itoring are becoming increasingly popular, specifically
in applications such as activities classification in smart homes
within the ambient assisted living framework, recognition of
gestures for human-computer interaction, and contactless vital
sign monitoring [1], [2]. Broadly speaking, two categories of
sensors can be used in all these applications, namely wearable
and non-wearable sensors [3]. The former are are usually
attached to the body parts of the monitored subject with clasps
or Velcro-straps, or are worn and carried in pockets. These
sensors take fine resolution data from the specific movements
of the human torso and limbs, characterized through their
acceleration and angular velocity or displacements, or through
direct measurement of the surface temperature, arterial move-
ment for vital signs. The latter are often suggested as an
alternative for wearable sensors, being less invasive in terms of
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interaction and management effort required by the end-users,
often older people with forms of cognition impairments, and
being independent from battery life duration [3]–[5]. Joint
use of wearable and non-wearable sensors in multimodal
frameworks have also been investigated, aiming to find the
best combinations of relevant information from each sensor
to be fused together, in order to achieve better monitoring
performances [6]–[10].
Among non-wearable sensors, radar has attracted much at-
tention recently as a possible alternative to video-cameras,
thanks to its insensitivity to light conditions and easy integra-
tion into the end-users’ home environment, as modern radar
systems can be designed to look like a normal Wi-Fi router.
Furthermore, radar may offer less privacy issues than cameras,
as plain images or videos of the end-users and their private
environments are not collected [11]–[15].
The work in [15] represented one of the first publications in
the research field of radar-based human activities classification,
where a set of specifically designed features extracted from
micro-Doppler spectrogram was used in conjunction with a
Support Vector Machine (SVM) classifier. More recently, the
development of deep learning [16] and related classification
methods based on neural networks, has attracted significant
interest also for their application to radar-based monitoring of
human activities [2]. Their main advantage is the possibility
to extract salient features automatically within the network,
without explicit inputs or fine-tuning of parameters by the
human operators that might miss important information and
design a feature set prone to overfitting.
Numerous contributions in the literature used Deep Convolu-
tional Neural Networks (DCNNs) to process the radar data
as images. The work in [17] used DCNNs for classification
of specific individuals and groups of individuals based on
their walking gait. Comparison with conventional supervised-
learning classifiers such as Naı¨ve Bayes and SVM were
provided, demonstrating better performances when using the
DCNN. A DCNN was also used in [14] for human gait
recognition, exploiting a dual-channel architecture where the
network had two separate branches at the input, in order
to accept spectrograms calculated with different temporal
resolutions. A specifically designed DCNN was also used in
[11] to identify specific individuals in different rooms based
on their walking gait, with the additional complexity of the
subjects following free-form, unconstrained trajectories.
In [18] DCNNs were used to classify human activities from
their spectrograms, and in [19] a novel DCNN architecture
was proposed to specifically account for the diversity induced
This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/.
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/JSEN.2020.3006386, IEEE Sensors
Journal
2
by the different aspect angles on the radar signatures of human
movements, especially with respect to their Doppler signature.
Modifications to the conventional architectures of DCNNs
were proposed in [2], [20], [21], in particular exploiting
Convolutional Auto-Encoders (CAEs) to perform unsupervised
pre-training of the weights of the network. CAEs and DCNNs
for classification were also combined with a novel technique
to augment the amount of available data in the training set
by using Kinect-based motion caption simulations, enhanced
by a diversification technique to improve the fidelity of the
simulated synthetic data. Attempting to combine simultaneous
classification of human activities and identification of specific
individuals from their movements, [22] proposed a deep multi-
task convolutional network validated using simulated human
micro-Doppler data generated from the Carnegie Mellon MO-
CAP dataset.
Recent contributions in the literature have explored the usage
of GANs, Generative Adversarial Networks [23]–[26], to ad-
dress the need of a very large amount of data for training deep
neural networks for classification, as it is a significant chal-
lenge to gather a lot of experimental radar data. GANs have
been shown to be an effective tool to generate synthetic radar
data starting from a relatively small set of experimental radar
data, although there remain outstanding research challenges to
evaluate the fidelity and reliability of such synthetic data, and
their best usage to improve classification performances. The
work in [23] used GANs to generate synthetic radar signatures
for walking gaits at different speed, and [24] applied a similar
approach to data of six human actions, including movements
other than simply walking. Notably, the work in [25] proposed
a novel approach to use the adversarial learning of GANs
combined with a PCA-based (Principal Component Analysis)
kinematic sifting approach to reject the synthetic radar samples
that present unrealistic data, i.e. data with artefacts that would
not be realistically present in experimental data. Although
not presenting any classification work on radar data, the
investigation in [27] is of interest to show how micro-Doppler
signatures of pedestrians (plus other automotive targets) appear
when using special waveforms based on 512-bit Golay codes
that enable joint radar-communication functionalities.
All the above papers that apply deep learning and deep
neural networks to the classification of radar data have used
convolutional neural networks in various architectures. All
have in common the interpretation of the radar data as 2D
images, i.e. matrices of pixels, typically Doppler-time patterns
in the spectrograms. Even in cases when range-Doppler plots
are used [28], this framework of processing the radar data as
images remains in place.
Compared to the above state of the art methods, we investigate
in this paper recurrent neural networks that interpret radar
data as a temporal series and characterize the time-varying
nature of a sequence of human activities and movements. In
particular, we use Long Short Term Memory networks in their
Bidirectional implementation (Bi-LSTM). Long Short Term
Memory (LSTM) [29] is a recurrent neural network that can
learn temporal dependencies between samples at separated
time steps in a sequential data stream. LSTMs have been
promoted as an ideal solution for temporally variant data for
many applications, ranging from text and speech detection,
audio processing, natural language processing and translation,
up to finance and cell-biology [30]–[33].
However, LSTM and especially Bi-LSTM have been mini-
mally discussed in the literature as a stand-alone tool for radar-
based human activities classification, and represent an under-
explored approach if compared with the DCNNs mentioned in
previous paragraphs. In [34] an LSTM was used to classify the
walking gait of small groups of people vs individual persons
in an outdoor scenario. In [35], [36] recurrent networks have
been used to classify six different human activities; specifically
an LSTM was used in [36] and a stacked GRU (Gated
Recurrent Unit) network, based on a simplified architecture
of the LSTM cell, was used in [35]. It should be noted these
data were collected as separated ”snapshots”, i.e. separate
radar recordings for each individual activity, thus missing to
capture the natural transitions between each activity and the
previous and following activity. This conventional snapshot
data collection was also applied in [37] and [38], where LSTM
networks were applied respectively to raw IQ radar data and
to range profiles to classify separated human activities.
Summarising, to the best of our knowledge, so far very few
works in the literature have investigated the use of LSTM
networks, let alone Bi-LSTMs, for radar-based classification
of human activities; when these have been used, the data
referring to the classes of interest were collected as separated
radar recordings, thus without capturing the realistic transitions
between human movements. In this paper on the contrary we
analyse continuous sequences of human activities involving
a relatively large group of subjects, and exploring different
combinations of the activities and therefore inter-activity tran-
sitions. The main contributions are as follows:
• We analyse realistic, continuous sequences of human ac-
tivities. Within them, natural transitions between the dif-
ferent actions can happen at any time, with unconstrained
duration for each activity and for the transitional period in
which the body parts reposition themselves appropriately
in order to perform the following action. This represents
a novel element in data acquisition towards an enhanced
realism of the captured scene [2];
• We propose stacked Bidirectional LSTM networks as a
novel deep learning tool alternative to DCNNs, to perform
radar-based classification of these continuous sequences
of human activities. Bi-LSTM are inherently suitable for
such analysis, because they can capture both temporal
forward and backward correlated information within the
radar data, specifically the kinematic constraints and
characteristics that relate each recorded activity to the
previous and the following actions. Insights on the ef-
fects on the performance related to choices in data pre-
processing and key hyperparameters (e.g. learning rate)
are provided.
• We base our analysis on experimental data collected using
a C-band radar and involving 15 participants performing
different combinations of 6 activities. This enables to
validate the proposed approach on a relatively large set
of participants and with sequences presenting different
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transitions from an activity to another.
The remainder of this paper is organized as follows. Sec-
tion II describes the experimental setup with the radar, data
collection, and overall methodology. Section III presents a
description of the results obtained with LSTM and Bi-LSTM
networks used for different data domains (range/Doppler)
and offers some insight on optimizing performances. Finally,
section IV concludes the paper and outlines possible future
work.
II. METHODOLOGY
In this section the overall methodology of the proposed
approach is presented. This includes the discussion on the
motivations for using Bi-LSTM networks, and the description
of the experimental setup, data collection, and data pre-
processing.
A. Motivation for continuous activities and Bi-LSTM networks
As discussed in the introduction, the research focus on
human activity detection with radar has been on discrete sep-
arated activities, which are typically performed and recorded
one at a time. For the analysis of continuous activities, discrete
data samples can be sequentially concatenated as in [36], [39],
but this does not capture the full realism of unconstrained
human movements, where the duration of each action can
change, and the inter-activity transitions can happen at any
time.
To evaluate this more realistic scenario, the data set analyzed in
this work includes continuous activities performed in a natural
manner by the participants. This also capture the diversity in
sequential order and transitions between the different activities.
Examples of radar spectrograms of these continuous activities
are shown in the following sections. Continuous recordings of
radar data can appear in time as sequences of range profiles,
often stacked together to form range-time matrices, or micro-
Doppler spectrograms [40]. The majority of the works in the
literature would interpret these radar data as 2D images or 3D
”cubes of voxels” and process them with methods inspired
by the image processing community, such as convolutional
neural networks or auto-encoders. In this framework, a sliding
window of fixed length could also be applied across the
sequence of radar data to extract images of individuals or sub-
sets of activities. However, in a realistic sequence of human
movements, there is no fixed duration of each individual action
and the transitions between actions can happen at random
times. Therefore, rather than images, these continuous radar
data appear more similar to sequences of speech or audio
signals where individual words or patterns can appear at any
time and with unconstrained duration.
For this reason, the recurrent neural network architectures
inspired by the work in the audio/speech processing com-
munity are explored in this paper. Specifically, we focus on
Bidirectional LSTM.
The main property of the LSTM is the memory capability to
capture the long-term dependency between data separated by
a significant number of time steps [29]. This is relevant in
speech, where two strongly correlated words can be separated
Fig. 1. Environment of the experimental setup with radar antennas mounted
on tripods and sources of static clutter (furniture) shown.
by other words (e.g. auxiliary verb and past participles in Ger-
manic languages, nouns and adjectives where many adjectives
are used). Radar data can resemble speech, as different actions
performed at different time steps are correlated by human
kinematics (e.g. one can stand up only after sitting down, but
a variable amount of time can separate these two actions).
However, speech or audio data do not encode any kinematic
information or constraint, that are instead the main feature of
the radar data and what radar-based classification algorithms
aim to understand.
Then, bidirectionality is the capability of correlating the data
processed at a given timestep with both data from past and
future timesteps [41]. This is again an essential property in
speech/language processing to capture the relation between
different words in a long sentence, but also a relevant ca-
pability in radar-based activity classification to capture the
kinematic constraints of human movements (e.g. an action
performed at a given timestep is related to previous actions
and can constrain future actions).
B. Experimental setup and data collection
The data from 15 participants (14 male and 1 female)
aged 21-35 years were collected at the University of Glasgow
in July 2018. The participants recreated daily life activi-
ties/movements in this room, where an activity zone was set
for them to perform their movements. This area, along with the
radar setup, is shown in Fig. 1. One male participant provided
data twice, and these data from the repeated recordings have
been used as the validation set for the networks, as having a
validation set improves generalization of the classifier model
[42]. The experimental setup with the surrounding clutter and
furniture is shown in Fig. 1. In this data collection campaign,
in addition to the FMCW radar system, three wearables were
used to record the activity data for multimodal fusion purposes,
but the analysis of their data is beyond the scope of this paper.
The FMCW radar was operating at 5.8GHz with 400MHz
instantaneous bandwidth and 1ms chirp duration.
The data include six human activities: walking (A1), sitting
on a chair (A2), standing up (A3), bending to pick up an
object (A4), drinking a glass of water (A5) and simulating
a frontal fall (A6). These activities are shown in Fig. 2. This
shows the individual activities recorded as discrete actions, but
they were performed as continuous sequences, i.e., with each
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Fig. 2. A pictorial list of activities; these six activities were performed in a
different order in three different continuous sequences
action performed one after the other with varying duration and
unconstrained transitions between them. The total duration of
each sequence was 35 seconds, and three different sequence
orders were recorded for each participant, namely:
• A1: A2: A3: A4: A5: A6
• A5: A4: A2: A3: A1: A6
• A4: A5: A1: A2: A3: A6
For the 15 participants, the three different sequences of
continuous activities provided 45 different recordings for the
main data-set, plus 3 recordings for the validation set with a
repeated participant.
C. Training and testing set composition
A total of 48 different sequences were collected, where 3
sequences were repeated recordings performed by one subject,
and set aside as the validation test. Out of the remaining
45 sequences, the testing test always included one of the 45
sequences, repeating the process 45 times to test all sequences.
For the training set, two different approaches were followed to
investigate the effect on the classification performance of prior
knowledge/data about a specific participant. In other words,
In the approach labeled as ”New,” the two sequences belonging
to the subject under test were removed from the training set,
leaving a total of 43 sequences for training. In this case, the test
subject is unknown to the classifier, as if a new person joining
the experiment. In the approach labeled as ”Known Prior,” two
random sequences out of 45 were removed from the training
set, leaving 43 sequences for training for consistency with
the previous case. However, the two sequences performed by
the test subject were purposely kept in the training set. In this
case, the classifier did have some knowledge of the test subject
through the two sequences in the training set, although the
order of the activities and the related transitions were different.
These two approaches were tested to evaluate any difference
that prior knowledge of an individual human subject would
provide to the classification algorithm and its performance.
D. Radar data processing and representations
For radar data to be used as inputs to the classifier, firstly,
a Fourier transform is performed on the matrix of raw radar
returns to generate range-time profiles (RP). To remove static
clutter, a moving target indicator (notch filter) is then applied,
and then using specific range bins where the target is per-
forming the activities, a Short-Time Fourier Transform (STFT)
is applied to find the Doppler-time pattern to characterize
the micro-Doppler signatures [40]. In this experiment, a 0.2s
Hamming window and an overlap factor of 95% is used to
Fig. 3. The network architecture of Doppler-LSTM comprising:
• An input layer that takes a segment of the spectrogram (250 Doppler
bins in each time bin, which is equivalent to one observation) and sends
it to the first hidden layer,
• Two stacked LSTM layers that extract and update the salient features
in the input data,
• A fully connected layer that connects the activations of the different
LSTM layers necessary for classification,
• A softmax that computes the probability distribution of the data belong-
ing to a specified output class,
• An output layer that outputs the class label based on the Softmax
distribution.
Note that the arrows indicate the temporal direction of the recurrent LSTMs. In
this case, since a standard LSTM layer is used, only forward based recurrence
is considered.
generate the micro-Doppler spectrograms. The LSTM and
Bi-LSTM neural networks can take either range profiles or
spectrograms as inputs and the effect of using them will be
evaluated in the sections below.
E. Machine learning library
While other works have used various libraries [15] [36], this
work utilized the Deep learning toolbox included in MATLAB
2018B. Additionally, MATLAB was also used for radar signal
processing and for manually labeling the ground truth data
from physical observation during the experiments.
III. EXPERIMENTAL RESULTS AND PERFORMANCE
ANALYSIS
In this section experimental results using different LSTM
network architectures are presented, with discussions on
changes in performances due to the format of input data used
(e.g. spectrograms vs range-time plots), and on significant
hyperparameters of the networks (e.g. learning rate).
In this section, lower case symbols will denote vectors, e.g.
x, whereas matrices are denoted by upper case letters H . An
arrow pointing right, e.g.
−→
Ht indicates the scalar or vector in
the next time step whereas an arrow pointing left, e.g.
←−
Ht
indicates the scalar or vector from the previous time step. 
denotes the Hadamard product, an element-wise product of
two vectors.
A. Doppler LSTM
The first network investigated is a two-stage stacked LSTM
network, which is referred to as Doppler-LSTM and serves
as a baseline for the spectrogram-based results. As the name
suggests, the input to this network is the spectrogram, which
contains micro-Doppler information and is fed into the net-
work as a sequence of different vectors time bin after time bin.
This network only implements a forward based dependency in
analyzing the data from the sequential timesteps.
Fig. 3 shows a simplified block diagram of the proposed
architecture of the Doppler-LSTM network. The inner
workings of the gates in an individual LSTM layer are given
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by equations 1-4 [29].
ft = σg(Wfxt +Rfht−1 + bf ) (1)
it = σg(Wixt +Riht−1 + bi) (2)
gt = σc(Wgxt +Rght−1 + bg) (3)
ot = σg(Woxt +Roht−1 + bo) (4)
Equation 1 shows the operation of the forget gate and is
based on an activation function applied to the sum of the
weighted input (with weight W and input x) with the product
of recurrent weights R and the hidden states h from the
previous time instance, plus a bias term b. The other gates
perform similarly, with differences arising from the input and
recurrent weights, as well as the bias being unique to each
gate.
The sigmoid activation function, cell state output, and hidden
states output are represented by equations 5,6 and 7.
σ(x) = (1 + e−x)−1 (5)
ct = ft  ct−1 + it  gt (6)
ht = ot  σc(ct) (7)
To better understand the use of LSTM based networks
for time-dependent data, the LSTM cell behavior can be
empirically described. Fig. 4 presents a sketch of the LSTM
cell showing the two outputs at the current timestep t, namely
the hidden state ht and the cell state Ct. ht−1 is the hidden
state at the previous timestep and Ct−1 the cell state at
the previous timestep. These two signals, together with the
input data at the current timestep Xt, are the input signals to
the LSTM cell. This implies that the outputs at the current
timestep depend on the hidden state and cell state from
previous timesteps, therefore, utilizing the memory of the
network, as also described in the previous set of equations.
Four components control the two outputs:
• f is the forget gate which resets the state of the cell
making it forget prior information from the previous cell
state;
• g is the cell candidate which provides input to the cell
state keeping memorable or recurrent information and
providing it to the cell state;
• i is the input gate which co-ordinates with g;
• o is the output gate to control the addition of the cell
state to the hidden state.
The original recurrent neural network architectures, before
the development of LSTM, did not have states. Therefore
temporally pertinent information across many timesteps was
not retained; the cell state changed this, as longer time-based
dependencies could now be memorized.
In terms of radar data, this means that the information on
human movements can be memorized and correlated over
a relatively long time. In the Doppler-time representation
(spectrograms), an activity in a sequence of movements is
perceived by the radar as a specific pattern of active Doppler
bins over time. The network can learn this pattern in its internal
TABLE I
SIZE AND PROPERTY OF LAYERS USED IN Doppler-LSTM NETWORK
Layer Size Properties
Input 240 based on the frequency bins of the input spectrogram
LSTM 2400 number selected to store large sequences in memory
LSTM 2400 number selected to store large sequences in memory
FC 6 Based on the number of possible output classes
Output 1 Single output
Fig. 4. Overview of the LSTM cell used in Doppler-LSTM. It is composed
of:
• f forget gate : Control to forget cell state
• i input gate : Control to update cell state
• g cell candidate : Control for information to be added to cell state
• o output gate : Control to add cell state to hidden state
Note that the arrows indicate only forward-based temporal information flow
from a timestep t− 1 to the following t
parameters to recognize this activity even when it has different
lengths of ’activation’ or delays.
With the temporal dependencies accounted for, the level of
abstraction in the input data should be assessed, as spectro-
grams can be considered a mixture of multi-tones where the
micro-Doppler movements induce different Doppler frequency
components depending on the movements of individual body
parts. Using multiple layers has been suggested as the primary
method of detecting higher-level abstractions from the input
domain [36]. Therefore as shown in fig 3, the proposed
Doppler-LSTM network has two stacked LSTM layers so
that these higher-level abstractions can be identified by the
network.
The neural networks have 2410 hidden cells for both of the
LSTM layers and a learning rate of 2−4. Of the editable
hyperparameters, the learning rate is of significance as it is the
key contributor to vanishing and exploding gradient problems
[16]. In section III-G, we show that this hyperparameter affects
radar data significantly and can offset good architectural deci-
sions if an incorrect learning rate is used. The state activation
function is the hyperbolic tangent, while the gate activation
function is a sigmoid (rectified linear unit is not commonly
used with LSTM as it can cause exploding or vanishing
gradients.) and gradient descent optimizer is ”Adam.” Table
I shows a summary of the size and properties of the layers of
the Doppler-LSTM. This network was then trained and tested
with the procedure described in Section II-C.
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B. Doppler Bi-LSTM
The second proposed network referred to from hereon as
Doppler Bi-LSTM, is a modification of the first one and
includes: an input layer, an LSTM layer, a BiLSTM layer,
a Softmax layer, and a classification layer. The Bidirectional
LSTM cell is the main modification of this network and its
details are shown in Fig. 5, whereas Fig. 6 shows the block
diagram of all the layers of the proposed network.
Similar to the first network, Doppler Bi-LSTM accepts
spectrograms as inputs. Differing from the previous Doppler-
LSTM, this network processes the forward time-based de-
pendencies first in the initial LSTM layer, and then searches
for bidirectional, forward and backward, dependencies in the
extracted temporal features. The capability of characterizing
and memorizing these forward and backward dependencies
in the sequences of data is critical for this network and its
performance, as in the sequence of human activities, there are
explicit dependencies and kinematic constraints on the order
of possible actions.
The main equations for a Bi-LSTM cell unit [32] are as
follows:
−→
ht = tanh(Wx−→hXt +W−→h−→h
−→
h t+1 + b−→h ) (8)
←−
ht = tanh(Wx←−hXt +W←−h←−h
←−
h t+1 + b←−h ) (9)
yt = W−→Hy
−→
ht +W←−h y
←−
ht + by (10)
The main difference in the Bi-LSTM layer versus the pre-
viously described LSTM layer comes from each cell having
two hidden states, with two parallel pipelines feeding to both
previous and next timesteps as illustrated in Fig. 5. Note that
in this figure, the two different hidden states are denoted with
Fig. 5. Interconnections and weight transfers in a Bi-LSTM cell used in
the Doppler Bi-LSTM. The arrows show the propagation of the information
hidden and cells states between the layers. Xt is the input, ht is the hidden
state with its forward or backward directionality, Wnn indicates the weights
linking hidden states and outputs/inputs and Yt is the output.
Fig. 6. Network architecture of Doppler Bi-LSTM. The key difference between
the previous architecture is the presence of a bidirectional layer.
capital H and forward and backward arrows, respectively, as
they are in the equations. Differently from the LSTM, in
the Bi-LSTM layer, the interconnections between the input,
output, and hidden states through the relevant weights do not
propagate through the forward and backward cells directly;
instead, they interface separately by going through the forward
cells (→) and backward cells (←) at the same timestep. The
hidden states from these forward and backward cells are then
combined to generate the output from the Bi-LSTM layer,
denoted by yt. The implication is that the Doppler information
corresponding to specific body movements over a long dura-
tion in both forward-time and backward-time directions are
characterized and captured by the Bi-LSTM layer. Essentially,
this means that the network searches and memorizes recurring
feature patterns in the past (previous actions) and any linked
recurring feature patters in the future (subsequent actions).
C. Doppler LSTM and Doppler Bi-LSTM performance anal-
ysis
Fig. 7 shows the spectrogram of one of the sequences
classified by the Doppler-LSTM. Furthermore, it shows the
comparison of the classification and ground truth of the
activities within this sequence. Initially at t=0, we see that
there is a sharp spike that detects A5: Drink while in truth the
person was performing A4: Pick, since both of these activities
have the central component of moving arms the classifier has
a moment of indecision. It then correctly classifies A4: Pick,
but it detects A5: Drink with a delay of 3 seconds, after
which another ”impulse-like” indecision, referring to the sharp
spike at about 9 seconds, where A6: Fall is detected. In a fall
detection system, the presence of these spikes for erroneous
classifications could be undesirable and a potential source of
false alarms.
Fig. 8 represents an example of results for the Doppler
Bi-LSTM network. Note that the sequence of activities is
the same as the one presented in the previous figure, but
performed by a different subject. For this reason, the ground
truth plots are identical, but the input spectrograms appear
overall similar. Comparing the classifier output/test outcome
in the orange line and the ground truth in the blue line, we
TABLE II
SIZE AND PROPERTY OF LAYERS USED IN Doppler Bi-LSTM NETWORK.
OPTIMAL LEARNING RATE OF 1E-4 IS USED
Layer Size Properties
Input 240 based on the frequency bins of the input spectrogram
LSTM 2400 number selected to store large sequences in memory
Bi-LSTM 2400 number selected to store large sequences in memory
FC 6 Based on the number of possible output classes
Output 1 Single output
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can see that test outcome matches the classifier output to a
very large extent. However, there are three noticeable segments
at time points 4, 20, and 22 seconds where there is a slight
mismatch between the test outcome and the observed ground
truth. In the first case, at 4 seconds, there is a short delay
in detecting the transition from A4: Pick up to A5: Drink.
However, one can note that in the spectrogram input in Fig. 8,
the signature is unclear at that time instance, with a difficult
transition detectable by eye. This is typical of transitions where
the dynamic range of the macro movement of the body/torso
and the micro-movements of the limbs change drastically. The
network may respond to this by maintaining the classification
from the previous time instances, so there is a short delay but
no erroneous classification occurs. This is similar to the second
Fig. 7. Classifier input at the top sub-figure, ground truth in blue, and the
test outcome in orange in the bottom sub-figure for a test sequence for the
Doppler-LSTM network.
Fig. 8. Classifier input at the top sub-figure, ground truth in blue, and the
test outcome in orange in the bottom sub-figure for a test sequence for the
Doppler-Bi-LSTM network.
case, at 20 seconds, where the classifier appears to detect A6:
Fall with a short delay. In the third instance, at 22 seconds
just before it happens. Reviewing the spectrogram, prior to
the A3: Standing occurring, there is a precursory movement
which the classifier notes and associates as part of the A6: Fall
class, possibly due to the knowledge of the signature at future
time instances in the spectrogram provided by the bidirectional
capabilities of the network.
Fig. 9 shows the classification accuracy for the 45 sequences
collected where each one was the test sequence in turn, as
discussed in section II.C. Note that the hyperparameters and
training/testing approach were kept consistent between the two
network architectures. This provides a more effective way to
compare the performances of the proposed Doppler LSTM
and Bi-LSTM networks across the whole dataset of continuous
signatures, rather than observing individual sequences.
The range of classification accuracy is, on average higher
for the Bidirectional LSTM network compared with the uni-
directional LSTM, and there is less variability across differ-
ent subjects and different sequences performed by the same
subject. This can be described by the mean and standard
deviation across the 45 classification tests, that are recorded
in Table III for the Doppler Bi-LSTM and LSTM networks.
The mean increases to approximately 91% from 78%, whereas
the standard deviation is reduced; the maximum (best case)
and minimum (worst case) are also increased when using a
bidirectional architecture of approximately +6% and +15%,
respectively.
The metrics in Table III and the detailed results in Fig. 9 for
each test sequence show how the bidirectional capability of the
proposed Bi-LSTM provides superior capabilities to classify
human activities in a continuous sequence with respect to a
conventional unidirectional LSTM (for example the increase
in accuracy from LSTM to Bi-LSTM is +30% in the best case
of sequence #31). The robustness and good generalization of
the proposed approach across the diverse set of 45 recorded
sequences and 15 subjects are demonstrated. Furthermore, for
subsequent sequences where there is a drop in the accuracy,
the Bi-LSTM appears to be more robust than the unidirectional
LSTM, for example for sequences 5 and 6, where for the
Bi-LSTM the accuracy drops from 94% to 88% and for the
LSTM it drops from 78% to 57%. As a note, the accuracy
in Fig. 9 and Table III is calculated as the number of correct
classification of the activity (1 out of the 6 performed) in each
time bin of the spectrogram, over the total number of time bins
in the 35s total duration of each testing sequence. We think
that this is a conservative approach, which labels as mistakes
even the very short spikes with erroneous prediction lasting
for only a few time bins, as seen in Fig.7. As part of future
work, smoothing filters approaches could be applied to the
predictions of the LSTM or Bi-LSTM networks to disregard
labels for activities that would last only for few time bins,
and therefore be unrealistic as the subject could not perform
a given activity in such short physical time.
D. Range Bi-LSTM
In the previous sections, we have analyzed the results
of using Doppler spectrograms input to the LSTM and Bi-
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Fig. 9. Comparison between Doppler-LSTM and Doppler Bi-LSTM architectures output as classification accuracy over the 45 test sequences. Although the
layers between these classifiers are different, the hyperparameters and training and testing methodologies are consistent between both network architectures.
TABLE III
ACCURACY METRICS FROM THE TESTED PARTICIPANTS ACROSS
DIFFERENT LSTM ARCHITECTURES WITH DOPPLER AND RANGE INPUT.
Classifier Mean Standard deviation Maximum Minimum
Bi-LSTM 91 5 98 69
LSTM 78 9 92 54
Range BiLSTM 76 7 87 54
LSTM networks, but spectrograms need an additional level
of processing after the generation of the range profiles to be
calculated. This prompts the question of whether sufficient
information can be inferred from the data in the range-time
domain, leaving to the networks the task of extracting the
Doppler information, i.e. the changes between subsequent
range profiles implicitly.
Range profiles do not show the different activities in the
signature in an easily perceivable manner compared to spectro-
grams since only the location relative to the radar is given, and
in the specific case of our radar, the range resolution is limited
to approximately 40cm with the 400 MHz bandwidth. Hence,
to the human eye, the different activities in the range-time plots
appear much less distinguishable than in the spectrograms, but
this may not necessarily be a limitation for neural networks.
Fig. 10 shows an example of such a range-time plot in its
top part; it is evident how this image is less clear than
the corresponding spectrograms in Fig. 8 and Fig. 7 for the
same sequence of actions. A significant difference between
spectrograms and range-time plots, is the number of time
bins, of temporal units that the LSTM or Bi-LSTM network
will need to process. For 35s of data in each sequence of
activities, spectrograms consisted of 1750 time bins with
the selected STFT parameters, whereas range-time plots had
35,000 observations or range profiles, as the data were sampled
at 1 kHz PRF. This increased size of the data led to a
modification of the network with a different number of inputs
reflecting the number of range bins in the range profile. This
network is referred to as Range Bi-LSTM. In terms of its layers
and architecture, the Range Bi-LSTM is similar to the one
shown in Fig. 6.
The bottom part of Fig.10 shows an example of represen-
tative results from this alternative network using range-time
data as input. The performance is reduced compared to the
Doppler based networks.
At 0, 4, and 5 seconds, we see transient detection of A5:
Drink at multiple instances until an apparent misdetection of
activity A1: Walking as A2: Sitting as the target comes to a
halt which is visible in the range-time plot. This is followed by
an early detection of the A2: Sitting. At 28 seconds, multiple
instances of A5: Drinking is detected before A4: picking up
item is correctly identified, which is reminiscent of the spike
transients observed with the Doppler-LSTM. In general, more
spikes and instability in providing a steady prediction are
shown at other transitions, and there are misdetections of all
activities throughout the sequence.
E. Range-time Bi-LSTM performance analysis
The results in Fig.10 for the usage of range-time data as
inputs to the Bi-LSTM show a degradation in performance
compared to the usage of micro-Doppler information. To view
the performance of the network on a sequence by sequence
Fig. 10. Classifier input, ground truth, and the test outcome for a test sequence
for the Range Bi-LSTM network.
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basis across the whole dataset, Fig. 11 shows the results for the
45 test sequences, and Table III shows the overall performance
metrics.
There are cases where the Range BiLSTM performs well.
For example, in the sequences 31-35, an accuracy of ap-
proximately 80% is attained. However, it does not maintain
this rate for the all of the test sequences as the classification
challenge of detecting complex activities designed for this set,
and also delayed and transient detection of classes occur as
demonstrated in Fig. 10. Viewing Table III while comparing
Fig.11 and Fig. 9, show the performance loss of using the
range-time profiles as inputs to the proposed LSTM networks,
despite the potential advantage of avoiding the calculation of
spectrograms at the pre-processing stage before the network.
To put it into perspective, the best classification accuracy, or
the maximum in Table III (87%), for any range input is 4%
less than the mean accuracy for the Doppler Bi-LSTM (91%).
In other words, the best case with range input cannot match
the average case with Doppler input with a similar or even
a range focused network architecture. Directy comparing the
mean accuracy shows an improvement of 15% through the
use of the Doppler Bi-LSTM (91%) instead of Range Bi-
LSTM (76%) and improvements in the maximum by 5% and
minimum rate by 15% when the former architecture and its
corresponding input is used.
IV. FURTHER EXPERIMENTAL VALIDATION
In this section we present further tests to validate the
proposed methods. We discuss the influence of the classifier
having prior information from participants, compared to when
no such information is provided. Additionally, the effect of
static clutter on the classification is analysed and a comparison
TABLE IV
SIZE AND PROPERTY OF LAYERS USED IN Range Bi-LSTM NETWORK.
LAYERS WERE RESIZED TO FIT INPUT DOMAIN AND MEMORY LIMIT.
Layer Size Properties
Input 64 based on the range bins of the input spectrogram
LSTM 240 number selected to store large sequences in memory
Bi-LSTM 240 number selected to store large sequences in memory
FC 6 Based on the number of possible output classes
Output 1 Single output
with a simpler support vector machine classifier (SVM) is
made, with a comparative analysis is provided.
A. Known Prior vs Unknown
Table V shows the results from the networks and input
domains discussed in this paper with the ”Known Prior” and
”New” training and testing methodologies. For each of the
participants, one sequence of activities was taken as a test
sample with the best performing classifier and input domain
combined. In the case of Known Prior, the training set had
included the other two sequences performed by the same
subject (but with a different order of activities), whereas for the
New set, the classifier did not have information on that specific
subject from the other sequences. The Table shows there
appears to be a marginal difference in the prediction between a
classifier that has prior information from the test subject and
one which does not. The only factor inducing a significant
change is the selection of the network and corresponding
input domain, where it follows the trends discussed at the
end of section III-E. Substantially, the Doppler Bi-LSTM
outperforms the other architectures/input domains. As the prior
knowledge of the test subject induces no significant change
in the classification accuracy, we assume that during the data
collection the same activities were not reproduced in the exact
form in all sequences, despite the test subject remained the
same. This was due to the fact that the duration of each
activity was unconstrained and that as the order was different,
the transitions between the activities happening before or
after a given one created diversity in the data. Therefore,
each sequence is distinct, and there is no much difference in
TABLE V
ACCURACY METRICS FOR RANGE VS DOPPLER DOMAIN NETWORKS WITH
”KNOWN PRIOR” AND ”NEW” TRAINING AND TESTING APPROACH.
Classifier Subject Mean Standard deviation
Range Bi-LSTM Known Prior 74 7
Range Bi-LSTM New 77 7
Doppler LSTM Known prior 78 10
Doppler LSTM New 78 9
Doppler Bi-LSTM Known prior 91 4
Doppler Bi-LSTM New 90 6
Fig. 11. Range Bi-LSTM output as classification accuracy over the 45 test sequences.
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Fig. 12. Comparison between testing methodologies: where the network had samples of the test subject but with a separate sequence called Known prior;
and another where the network had no prior information from the test subject called new. Repeated for scenario with and without clutter and SVM results
presented as a classical classifier for comparison. Results generated with the Doppler Bi-LSTM network.
providing to the network knowledge of other sequences at the
training stage for a given test subject. Conversely, it can be
seen that, when the best performing combination of network
and radar data format is used, the proposed approach based
on recurrent LSTM networks is robust enough to generalize
across the cohort of 15 subjects and 45 sequences. The analysis
of some of the individual test sequences for the ”Known
Prior” and ”New” approaches in Fig. 12 shows cases where
prior knowledge appears to help with improving accuracy. For
example, with person 1 and 6, there is an improvement of more
than 10%. However, there are also cases where the opposite
occurs, for example, with person 8. Therefore, prior knowledge
of the test subject with the classifier does not appear to be a
major factor in the overall accuracy.
B. Influence of static clutter
The role of clutter is another aspect which is questioned
about in the research area of using radar for monitoring human
activities as indoor environments consistently have objects
which generate static clutter and possible multipath. This is
usually mitigated by using MTI filters, as it has been done
in this paper since it removes the effect of static clutter. To
demonstrate the impact of clutter, the signatures without MTI
filtering have been used as the input to the classifiers. Fig.
12 shows the results when the spectrogram signature has the
filter removed, therefore the effect of background clutter on the
Doppler signature is included. Both cases of ”Known Prior”
and ”New” approaches for training the Doppler Bi-LSTM
network are reported for the cluttered data.
There are certain cases, e.g. Person 1 and person 13, where
the presence of clutter results in a decrease of approximately
12% from the regular case where the MTI filter is present.
Similarly, there are cases where an extreme decrease is present,
e.g. person 15 where for the ”Known Prior” cases the presence
of clutter has a 50% decrease in accuracy compared to the
filtered/regular counterpart. Incidentally, there appears to be a
marginal benefit in this case where prior knowledge is useful
in classification as in average, there is a 3% difference between
the ”Known Prior” and ”New” cases with clutter considered
as shown in Table VI. With Fig.12 and Table VI, we see
that there is a decrease in performance for all the participants
in both ”Known Prior” and ”New” cases. This suggests that
filtering static clutter is essential to ensure accurate recognition
of sequences with the proposed method.
C. Comparison with conventional Support Vector Machine
A simpler classifier, a support vector machine, is used
with features derived from segmented windows of the whole
sequence to detect the activities, and the results can be then
compared to those generated by the proposed LSTM networks.
This is done to establish a benchmark for the Bi-LSTM archi-
tecture and to validate their use for this classification problem.
SVM utilises as input a selection of features extracted from
the centroid, bandwidth, and singular value decomposition of
the spectrogram signature. This has been previously used in
literature to identify discrete activities [6], [7], together with a
sliding segmenting window. The window length was 4.5s and
overlap was 90% and the kernel of the chosen SVM was linear.
These parameters for the sliding segmenting window approach
were selected as they resulted in the best performance in
previous work [43].
Table VI shows a summary of the results for the SVM to
compare them with those of the Bi-LSTM networks; the results
for individual sequences were shown in Fig. 12. Note that
there was only negligible difference in the SVM case between
the ”Known Priori” and ”New” approach for training the
classifier, hence they are reported together in the table. In
general, the SVM results (green bars in Fig. 12 are lower
than using Doppler Bi-LSTM networks (blue bars in Fig. 12.
While the performance can be close in rare instances, e.g.
for Person 1, in general the SVM is between 20 to 40 %
lower when compared to the regular Doppler Bi-LSTM. This
TABLE VI
ACCURACY METRICS FOR THE DOPPLER BI-LSTM WITH VS WITHOUT
STATIC CLUTTER FILTERED, FOR ”KNOWN PRIOR” AND ”NEW” TRAINING
AND TESTING APPROACH. SVM RESULTS ALSO SHOWN FOR COMPARISON
Classifier Subject Mean Standard deviation
Doppler Bi-LSTM Known prior 91 4
Doppler Bi-LSTM New 90 6
Cluttered Doppler Bi-LSTM Known prior 71 14
Cluttered Doppler Bi-LSTM New 68 12
SVM Both 66 11
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result emphasises the value of the proposed approach with a
temporal-aware classifier such as the proposed Doppler Bi-
LSTM for recognising continuous human activities.
D. Optimising Learning rate
A final point of note in the analysis is the selection of the
learning rate. Fig 13 shows the sweep of the learning rate value
with increments of a factor of ten for the Doppler Bi-LSTM
architecture. It shows that even with an optimized architecture
and input domain if the initial learning rate selected is not
optimal; the classification accuracy can degrade significantly
to the levels where sub-optimal networks and input domains
were used. Note that the mean accuracy presented in this figure
refers to the average across the 45 diverse test sequences, as
discussed in previous tables.
In suboptimal cases, be it with architecture, input domain
or parameter selection, the presence of delayed classification
with respect to the ground truth, transient states (spikes in the
predicted labels), and complete misclassifications exhibited in
fig 10 increase significantly, thus reducing the performances.
E. Line of sight and future direction
One of the recurring questions about using radar for human
activities monitoring is its performance when the target is not
in a direct line of sight (LOS). In this case, the signal-to-noise
ratio of the returned signal will vary, especially if the activity
is being conducted at the edge of the antenna beamwidth. This
is due to the combination of the effects from the attenuation
of the antenna radiation pattern, the RCS fluctuation of the
target, and the relation of the micro-Doppler shift with the
aspect angle.
To assess this effect in a preliminary test, we recorded a
sequence similar to Fig.2 with an added A1: walking. The
participant started the activities outside of the direct LOS
before walking across the LOS to perform the A6: fall event at
Fig. 13. Parameter sweep of the learning rate with the best performing
architecture and radar data domain: Doppler Bi-LSTM. A suboptimal initial
learning rate can be as harmful to the classification accuracy as using a less
suitable architecture or input domain.
Fig. 14. Classifier input at the top sub-figure, ground truth in blue and the test
outcome in orange in the bottom sub-figure for a test sequence with varying
aspect angles and signal to noise ratio for the Doppler-LSTM network.
the edge of the beam. This meant that the aspect angle between
the target and the radar varied from 0 degrees to approximately
30 degrees. This sequence was then tested with the Bi-LSTM
trained with prior single LOS data, as discussed in the previous
sections.
Figure 14 shows the input, output, and ground truth of this
test. The classifier makes two errors. The first is at 0 seconds
where it detects A3: Standing for a small duration, and at
30 s, where it does not immediately detect the transition to
A1: Walking. This is due to a non-movement gap visible
in the Doppler-time map between 28-30 seconds. Other than
this, it appears to track the activities and the sequence well,
with an average of 91.56% overlap between the predicted and
ground truth data. This is consistent with other findings in
literature where an angle up to 30 degrees gives an acceptable
performance [15]. When this angle is larger (i.e, more than
30 degrees) or the target is out of the beam, performances
may degrade further and a different radar deployment would
necessary, such as for instance multistatic, interferometric,
or multi-platform. Improving the robustness of classification
for irrespective of the aspect angles is the subject of further
research, but beyond the scope of this article.
V. CONCLUSIONS AND FUTURE WORK
This paper analysed continuous sequences of experimental
radar data to classify human activities and movements. Unlike
the majority of current work in the literature, the data were not
collected as separate recordings for each specific activity, but
as a continuous stream where transitions between each activity
can happen at any time and have unconstrained duration. These
sequences were processed using novel recurrent Bidirectional
LSTM networks that interpret the data as a temporal series,
rather than as 2D images (i.e. matrices of pixels), as more
conventional classification approaches based on convolutional
networks do.
The proposed approach was validated with experimental data
collected using a C-band FMCW radar with 15 participants
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performing 6 activities. Sequences with 3 different combina-
tions of these activities were recorded to capture and classify
diverse transitions between them. Different architectures for
the recurrent networks were investigated, namely conventional
LSTM and Bi-LSTM layers, as well as the effect of key
hyperparameters such as the learning rate and of different
formats of the input radar data, namely spectrograms and
range-time sequences.
The results show that the proposed Bi-LSTM architecture
outperforms unidirectional LSTM, as the former can capture
connections within the data in both the backward (past)
and forward (future) temporal directions. This is particularly
important for the classification of continuous sequences of
human movement data, as the activity/movement performed
at a specific time has a strong dependence on what was per-
formed previously and influences what the subject can perform
afterward. Classification accuracy over 90% was achieved
for the optimized Bi-LSTM architecture across 45 different
sequences of activities tested with a leave-one-subject-out
cross-validation approach, demonstrating promising robustness
and generalization capabilities for the proposed approach.
Micro-Doppler data yielded higher accuracy than using range-
time profiles as inputs to the networks. It is anticipated that
the range information can be more relevant for classification
when the subjects perform activities at an unfavorable aspect
angle for Doppler-based measurements, or where a radar with
wider bandwidth and finer range resolution is available (for
example those operating in the mm-wave spectral region). It
was also shown the benefit in carefully designing the network
architecture and select its hyperparameters to fit the selected
radar input data domain, as optimal architectures for the micro-
Doppler domain did only provide sub-optimal performances
when fed with range profiles.
An open problem faced by the radar research community
for human monitoring is when multiple people are in the
radar field of view and the recognition of activities while
subjects are occluded by other subjects or objects. Techniques
to separate the signatures of multiple subjects have been
proposed using the fine range information of UWB radar [44]
or the separation of the scatterers points of multiple subjects in
the 3D radar cube [45]. These techniques could help separate
and decompose the total signature into individual signatures
that can then be subsequently processed by the proposed
classification approach. The thorough investigation of this
challenging scenario is left to future work, with different
subjects, activities, environments, and trajectories or aspect
angles.
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