ABSTRACT The speech denoising problem in the presence of mixed impulsive and Gaussian noises is investigated by exploiting transform domains. To that end, the proposed noise suppression scheme is a cascaded form consisting of an impulsive noise suppression module and a Gaussian noise suppression module. For the impulsive noise reduction subsystem, in this paper, the noise is sparsely represented by the time domain, whereas short-time Fourier transform, wavelet transform, and wavelet synchrosqueezed transform are studied to provide sparse representations for the speech. By utilizing the transform domains, the speech recovery and the impulsive noise suppression are simultaneously achieved under an optimization framework. Subsequently, the alternating direction method of multipliers is used to solve 1 -norm constrained optimization. In the Gaussian noise reduction subsystem, the Gaussian noise is suppressed by the famous Wiener filter in the transform domains as well. Numerical studies, including simulations and real data analysis, demonstrate the superior performance of the proposed scheme.
I. INTRODUCTION
The objective of speech denoising is to remove the background noise from received signal that is corrupted by noise and/or interferences. The speech denoising plays an important role in the applications of speech enhancement and speech recognition [1] , [2] .
Over the years, many researchers have contributed to solving this problem and approaches developed are generally divided into four classes, namely spectral subtractive algorithms [3] , [4] , Wiener filtering [5] , subspace methods [6] , [7] , and statistical based methods [8] , [9] . In spectral subtractive algorithms, the noise spectrum is estimated and then subtracted from the noisy spectrum. They are simple and fast to implement, but the incorrect noise estimation usually leads to degraded recovery speech quality. Consider the fact that noise may affect different bands in different ways, a more refined approach was developed to control the subtraction [1] . Minimizing the mean square error (MSE) criterion, the famous Wiener filter was developed where the filter is calculated by the usage of the cross-correlation between the clean and noisy speech and the auto-correlation of the noisy speech. Based on this concept, many improved versions of Wiener filter are subsequently proposed, for example, constrained Wiener filtering [1] and iterative Wiener filtering [10] , to name a few. In Wiener filters, the noise estimation is usually needed and therefore its estimation accuracy is a deciding factor in the final recovered speech quality. For the subspace based methods, the filter weight is calculated based on the assumption that the noise and clean speech reside in two orthogonal subspaces of noise subspace and signal subspace. To obtain the subspaces, the singular value decomposition (SVD) is usually employed to perform the decomposition in the noisy speech. However, the orthogonality of two spaces cannot be satisfied with a high accuracy in practice, which means the noise energy may leak into the signal subspace, or vice versa. Exploiting some statistical models, in the statistical based methods, maximum likelihood (ML) and minimum mean square error (MMSE) were developed to perform noise reduction. The performance of these methods obviously depends on the accuracy of the assumed probability distributions. The recent developments of compressed sensing (CS) [11] , [12] also spark intensive interests to apply this technique to conduct the speech enhancement [13] . In [14] , using short time Fourier transform (STFT) as the sparse domain, noise reduction problem was investigated. Using the idea of learning dictionary based on the spectrogram patches, the CS was applied to suppress the noise. In [15] , compressive sampling matching pursuit (CoSaMP) was further generalized to perform speech enhancement in the case of time-domain noise. The nonlinear filter is formulated as the solution to an elastic net regularization problem, where band-limited signals and independent noise are attenuated and superimposed spikes are enhanced in [16] .
In the discussions of the above approaches, one assumption implicitly made is that the additive noise is Gaussian distributed. In practice, however, another type of noise that is often encountered is impulsive noise, for example, car noise and click interferences. This noise in distribution has thicker tail than that of Gaussian distribution and it is usually modeled by α-stable distribution [17] . The complication of suppressing this noise is that its second moment is infinite in theory, and therefore the approaches designed explicitly for Gaussian noise will not function well. To suppress click-like noise, in [18] , the clicks are first removed and then signal is interpolated by unaffected samples in the neighborhood. However, the identification of clicks must be accurate enough to guarantee the satisfactory recovery needs. By using Laplace as a prior distribution for the noise, the denoising problem based on MMSE approach was studied in the frequency domain [19] . Recently, in [20] , a binary time-frequency (TF) masking was designed and then modified autoregressive (AR) detection and AR interpolation are applied to recover the speech. In fact, the impulsive noise only lasts very short period of time indicating that the noise contains few large amplitudes and many small/zero amplitudes. Recent studies show that by utilizing the sparse property of the impulsive noise in time domain, the noise can be actively suppressed, and as a result, the noise suppression ability is greatly enhanced [21] , [22] . The impulsive suppression problem is also encountered in other applications, for example, in the multicarrier modulation communications, the impulsive noise is removed by clipping or nulling approaches [23] - [26] , to name a few.
The main objective of this work is to perform the speech recovery in the presence of the mixed impulsive and Gaussian noises by utilizing sparse transform domains. To effectively suppress the mixed noise, in this work, the cascade form of noise suppression is developed. To be exact, the speech enhancement is achieved by an impulsive noise suppression module followed by a Gaussian noise suppression module. For the impulsive noise suppression module, several TF domains (TFD) including STFT, wavelet transform (WT), and wavelet synchrosqueezing transform (WSST) are studied to represent the speech. It is well documented that the speech coefficients are sparse in the TFDs. For the impulsive noise, in this work, the time domain is still utilized to sparsely represent the impulsive noise. Therefore, in the impulsive noise suppression module, the noise reduction and speech recovery are simultaneously achieved under a sparse optimization framework. To obtain the solution, an alternating direction method of multipliers (ADMM) based approach to solve 1 -norm constrained optimization is utilized. After the impulsive noise suppression, the resultant signal acts the input signal to the Gaussian noise suppression module and in this work, Wiener filter is chosen to reduce the Gaussian noise because of its wide usages and satisfactory performance. Simulations based on the quasi-harmonic model (QHM) [27] of the speech demonstrate the superior performance of the proposed scheme. Experimental data analysis including the usages of recorded street and factory signals also indicate the proposed approach is able to suppress the mixed noise. The main contributions of this work are twofolds. First, the different TFDs are utilized to sparsely represent the nonstationary speech. Second, to effectively suppress the noise, the cascade form of speech enhancement is utilized.
The remainder of the paper is organized as follows. The different transform domains are briefly introduced to sparsely represent the speech noise and time domain is utilized to represent the impulsive noise in Section II . In Section III , noise suppression scheme is developed including the impulsive noise suppression module and Gaussian noise suppression module, and ADMM approach is utilized to solve 1 -norm based optimization problem. In Section IV , numerical studies including simulations and real data analysis are presented to demonstrate the effectiveness of the proposed approach. Finally, this paper concludes with a brief summary in Section V .
II. TRANSFORM DOMAINS
Due to the non-stationary property of the speech signal, it is usually represented in time-frequency domains (TFD). Therefore, in what follows, several transform domains that will be utilized in this work are briefly introduced.
A. SHORT-TIME FOURIER TRANSFORM (STFT)
The core idea behind the STFT is to apply the FT to the truncated signal of interest (SOI) x(t), realized by utilizing a sliding window h(t), given by [28] 
where STFT(t, f ) is the STFT coefficient, and (1) corresponds to the analysis equation. It is noted that STFT is a function of time t and frequency f , which provides one an opportunity to represent the SOI in the time-frequency domain. From the STFT, the local spectrum characteristic of the SOI can be easily determined by evaluating the STFT(t, f ) at any given instant time t 0 , namely STFT(t 0 , f ) is the so-called instantaneous frequency. Since the STFT is just a modified version of the FT, and based on this idea, the inverse STFT (ISTFT) can be calculated by
where w(t) is the synthesis window, and (2) also corresponds to the synthesis equation. From both (1) and (2), if one wants to achieve good time resolution, the analysis window h(t) must be narrow, whereas if the good frequency localization is preferred, the synthesis window w(t) must be narrow. Unfortunately, both h(t) and w(t) cannot be arbitrarily narrow simultaneously, which means that there is an inherent tradeoff between time and frequency resolution. This is also the famous Heisenberg uncertainty principle [29] . The STFT coefficients of the speech signal are provided in Figure 1b , and it is observed that the speech signal indeed has a sparse representation in the STFT domain. In a matrix setting, the STFT coefficients are denoted by
where W STFT represents the matrix form of the STFT transform.
B. WAVELET TRANSFORM
The wavelet transform (WT) produces a time-frequency representation of a signal, which offers a very good time and frequency resolution. Given the mother wavelet ψ(t), the WT of the SOI of x(t) is defined as [30] CWT
where * denotes the complex conjugate, a and b indicate the scaling and translation factors, respectively. From (3), it is seen that the WT is a function of scale and translation/position. The scale a plays important role in the WT as it compresses the wavelet when it is small which in return reveals the rapidly changing details of the signal, and when it is large, it stretches the wavelet to reveal the coarse features of the signal. The inverse WT is defined as
where ψ(t) is the dual function of ψ(t) and C −1 ψ is the admissible constant.
In the discrete setting, we use matrix W WT to indicate the wavelet decomposition and W T WT to denote the wavelet reconstruction. With these notations, the wavelet coefficient of the signal is
and the signal is reconstructed from the coefficient by
The consensus is that the wavelet coefficient α WT of speech is sparse, meaning that it contains many negligible components, see [30] , [31] . The wavelet coefficients of the speech is signal are presented in Figure 1c , and the observation confirms the consensus that speech signal can be sparsely represented by wavelet domain.
C. WAVELET SYNCHROSQUEEZING TRANSFORM (WSST)
The SST offers high-resolution in both time and frequency domains, and it mainly contains three steps of CWT calculation, initial instantaneous frequency (IF) estimate, and the SST calculation via wavelet coefficients reassignment [32] , [33] . The details of each step are provided for reference as follows. The CWT of x(t) is already given by (3), and based on the CWT coefficients, the IFs can be computed by taking the derivative with respect to the translation variable, given by
where j is the imaginary unit. Using the IFs, the SST of
where ω l is the center of successive bins
In a similar note, matrix W WSST is utilized to represent the WSST decomposition and W T WSST to denote the WSST reconstruction. With those notations, the WSST coefficients are α WSST = W WSST x. In Figure 1d , the WSST coefficients for a recorded speech are provided. It is seen that the coefficients obtained are sparse, which is the property that will be explored in developing speech recovery approach. In addition, due to the reassignment, the WSST coefficients are more sparse than others, which means that the speech recovery quality will be superior to other TFD domains, see the simulation section.
D. TIME DOMAIN
We are accustomed to the time domain so that it is usually overlooked. The usefulness of the time domain in this work is that it is utilized to represent the impulsive noise as a sparse domain. The reason of doing so comes from the fact that the noise is impulsive, which means that the large amplitudes suddenly occur. One example of the impulsive noise is generated by α-stable distribution with α = 1.5, γ = 0.5, shown in Figure 2a . For more information on the α-stable distribution or the impulsive noise, the interested readers are referred to [17] . Observing the figure reveals that the noise contains many relatively small amplitudes and a few spikes indicating that the impulsive noise can be viewed as a sparse signal in time domain [21] , [34] . In Figure 2 , two noise samples from street and factory are recorded and displayed in Figure 2b and 2c, respectively. In the case of street noise, due to the sudden changes in the environment, for example, car honking, the noise indeed exhibits impulsive nature. Similarly, for the factory case, the noise also contains large spikes caused by the machinery operations. These two noises will be utilized for the data analysis to demonstrate the performance of the proposed noise suppression algorithm.
III. PROBLEM FORMULATION
In this study, the noise corrupted speech signal is considered, given by where y, x, i, and w respectively represent the noisy speech, clean speech, impulsive noise, and the Gaussian noise. In this work, the subscripts of STFT , WT , and WSST are dropped and the matrix W is used to indicate the transform domain decomposition and W T denotes the transform domain reconstruction. With this notation, the received noisy speech in (9) becomes
where α denotes the transformation coefficient that is sparse, I is an identity matrix of proper size indicating the time domain. Since I is an identity matrix, it is dropped as well to simplify the notation usages. In (10), the additive noise is the mixture of the impulsive and Gaussian noises. To effectively recover the clean speech, in this work, the noise suppression includes two parts, namely impulsive noise suppression module and Gaussian noise suppression module, and the entire system is the cascade of two modules.
A. IMPULSIVE NOISE SUPPRESSION
In the discussion of impulsive noise suppression, the Gaussian noise is ignored. In doing so, the noisy speech in (10) is
To simultaneously recover the speech and suppress the noise, the following optimization problem is devised, given by
with variables α and i. In (12), · 0 is 0 -norm that is known to enforce sparse solutions [11] . To efficiently obtain the solution of 0 -norm based optimization, the greedy algorithms, for example, OMP, CoSaMP, to name a few, are developed. The second strategy to solve 0 -norm based optimization is by means of convex relaxation, namely the 1 -norm is utilized to replace the 0 -norm to promote the sparse solutions. Therefore, the sparse solution is obtained based on the 1 -norm as
with variables α and i. By solving (12) and (13), one achieves the objective of simultaneous speech recovery and impulsive noise suppression. In (13), the impulsive disturbance suppression is an optimization problem, and to efficiently solve this problem, the alternating direction method of multipliers (ADMM) approach [35] is utilized. For detailed procedures of ADMM, the interested readers are referred to [35] . 
B. GAUSSIAN NOISE SUPPRESSION
In section III − A, the problem of the impulsive noise suppression is addressed. The ideal situation should be that the speech is completely free of impulsive noise interference after its cancelation. The reality, however, is that the residue may still cause certain interference. In addition to that, the speech is usually faced by another important interference, namely Gaussian noise. Therefore, Gaussian noise suppression is also required. In fact, as discussed in the Introduction, the Gaussian noise reduction has been intensively studied. In light of wide usages and satisfactory performance, in this work, Wiener filter is utilized to suppress the Gaussian noise. The design of Wiener filter can be conducted either in time domain or in transform domain. Since the different transform domains are introduced early, the Wiener filter in transform domain is briefly discussed. Take the STFT as an illustrative example, and after performing the STFT on the speech signal, it is
where X (k, l), W (k, l), Z (k, l) denote the STFT coefficients of x, w, and z, respectively, and z is the output of the impulsive noise suppression module. The aim of Wiener filter is to design a function that is multiplied with Z (k, l) to recover
where G(k, l) is the filter function that is devised based on minimizing the mean square error (MSE). That is,
with variable G(k, l). Solving (16) yields the Wiener filter, given byĜ
where σ xz (k, l) = E{X (k, l)Z * (k, l)} is the cross correlation of the clean and noisy speech, and are many improved versions of Wiener filters, for example, iterative Wiener filtering [10] and constrained Wiener filtering [1] , to just name a few, and interested readers are referred to [1] and [10] .
In sections of III − A and III − B, the impulsive noise and Gaussian noise suppressions are developed, and to effectively suppress the mixed noise, two subsystems are cascaded and the final output of the cascade system produces the recovered speech, provided in Figure 3 .
IV. NUMERICAL STUDIES
In this section, numerical studies including the simulations and real data analysis are conducted to demonstrate the performance of the proposed cascade scheme. In the simulations, the values of λ and ρ are 0.5. For comparison purposes, the 1 -OMP method in [36] , clipping and nulling methods in [26] , and the results from the recently developed impulsive noise suppression method in [21] are also provided, where the frequency domain was utilized as a sparse domain, and because of that, this method is referred to as DFT approach in this work. For a fair comparison, the DFT and 1 -OMP methods are also cascaded with the Wiener filter to further reduce the residual noise.
A. SIMULATED DATA
In this section, the clean speech is synthesized by the QHM, where the deterministic part is modeled using an adaptive quasi-harmonic model while the stochastic part is modeled by the time-varying AR filter. The synthesized speech as the clean speech and its corresponding spectrum are provided in Figure 4 . The α-stable distribution with α = 1.8 and different values of γ is used to generate the impulsive noise at different SNR levels, which is defined by SNR = 10 log 10 ( P sig 2γ 2/α ), where P sig indicates the signal power. In section II , several transform domains are introduced and therefore, the denoising results obtained by STFT, WT, and WSST are respectively presented in Figures 5, 6 , and 7. From visual inspections, the WSST based approach provides clearer restoration in both the waveform and spectrum compared with the STFT and WT based methods, because WSST produces a more sparse representation for the speech, also see the Figure 1d . In addition to that, since the proposed scheme is a cascade form, namely it consists of two steps, where the the first step is to perform the impulsive noise suppression and the second step is to conduct the Gaussian noise reduction, the results from each step are also demonstrated. Taking the WSST results in Figure 7 as an example, it is observed after the first step of impulsive noise suppression, the recovered speech is still not noise free, and after the Wiener filter, the reconstructed speech is clean and close to the original speech. This phenomenon really indicates the benefits of our proposed cascade form. To further demonstrate the merits of the cascade form in noise suppression, in Figure 8 , the perceptual evaluation of speech quality (PESQ) scores obtained in each transform domain before and after Wiener filter are provided. It is noted that the gain is significantly achieved, which again agrees with our analysis in Figure 7 .
In Figures 9 and 10 , performance indexes of segmental signal-to-noise ratio (SegSNR) and PESQ obtained by different approaches are depicted. It is expected, as the input SNR grows, the SegSNR improves as well for all the methods. In Figure 9 , the WSST based method outperforms others because the sparser representation provided by the WSST transform, whereas the DFT approach cannot compete with others since the frequency domain cannot fully capture the non-stationary property of the speech. Because of the non-joint scheme, the 1 -OMP produces the worst performance among all the approaches. The clipping and nulling approaches exhibit the similar performance in this case. For the PESQ, the similar conclusion can be drawn as well that the DFT approach is not able to compete with other ones, demonstrated in Figure 10 . 
B. REAL DATA
In this section, the effectiveness of the proposed algorithm is verified by the real data. The real speech signal was respectively recorded on the street and at the factory, demonstrated in Figures 11 and 14 . The reason of doing so is that, as seen in Figures 2b and 2c , the street and factory noises can be considered as impulsive noise. The proposed VOLUME 5, 2017 algorithm is then applied to the street noise corrupted signal and the recovered speech at each domain is provided respectively in Figures 11, 12 , and 13. It is seen that the recorded speech is noisy and after denoising by different dominans, the removal of noise is noticeable. Among them, the WSST based method still produces the cleanest speech waveform and spectrum. Since the ground-truth speech is not available, the best approach cannot be determined with the absolute certainty. However, judging from the performance provided by WSST in the simulation, it is safe to assume that the WSST based approach provides best performance, demonstrated in Figure 13 .
In Figures 14, 15 and 16, the denoising results of the proposed scheme at different domains are provided in the presence of factory noise. For all the methods, after the first step of impulsive noise suppression, the residual interference is still present, and after the second step of Gaussian noise suppression, the obtained speech is clean. For the STFT and the WT based methods, the part of the useful signal is mistakenly considered as the noise and is removed, see the left bottom corner of Figures 14b and 15b . For the WSST based approach, however, the same issue is avoided since the representation by WSST is more sparse, which indicates that less useful signal coefficients are affected by the noise, see the left bottom corner of Figure 16b . Therefore, the recovered speech by the WSST based approach is of high quality. To conclude both the simulation and real data analysis, the WSST based approach is a good candidate to conduct the noise suppression.
V. CONCLUSION
In this work, a cascade solution is developed to suppress the mixture of impulsive noise and Gaussian noise. It is found VOLUME 5, 2017 after impulsive noise suppression the residual noise is still present to interfere the speech. This is the reason why the extra Gaussian noise suppression is required. In the development of impulsive noise suppression, the speech recovery and impulsive noise reduction are jointly achieved by exploring different transform domains in the optimization formulation. Because of wide applications of Wiener filter, it is utilized to perform Gaussian noise suppression in this work. The numerical simulations demonstrate that the proposed cascade scheme provides superior performance. RUIBO 
