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CHAPTER 1. INTRODUCTION
Design is a creative process by which we conceptualize and specify
products, processes, and their interconnections to perform desired
functions. AH phases and disciplines of engineering involve design;
yet it has been relatively neglected and poorly understood area. Almost
all current knowledge of engineering design is embeded in human expert
designers, who are usually quite unaware of the precise nature and form
of knowledge they possess. Thus, considerable work is needed to
extract, organize, and apply this knowledge.
Attempts at computerizing the design process have been primarily in
the detailed design phase and not in the critical concept generation
phase. Clearly, the quality of the final product is limited by the
quality of the basic concept. The research efforts, therefore, should
be directed towards evolving the basic principles and axiomatic systems
for design and formalization of design methodologies, leading to the
conceptual and theoretical frameworks for design. Attempts should be
made to characterize, model, and quantify the designers' thought
processes involved in representation of problems, organization of
information, and visualization, conception as well as evaluation of new
designs. Understanding the role of engineering heuristics in making the
design decisions is crucial to have effective interaction of designers
with the automated design and analysis tools. To accomplish these
seemingly formidable tasks, a knowledge-based approach is inevitable.
A knowledge-based approach to problem solving involves extraction
and formalization of the underlying knowledge behind any cause-effect
relationship, and devising suitable schemes to represent and manipulate
this knowledge. Thus, the knowledge-based approach relies upon the
domain-specific knowledge, rather than a generalized solution
methodology, to solve complex problems. This approach to problem
solving has resulted from the successes over the past decade in
Artificial Intel I igence (AI) research; it has given rise to a new
discipline, Knowledge Engi neering (see, e.g., Barr and Feigenbaum,
1981). The knowledge-based approach enables us to build a computational
model to solve a problem. This computational model closely mimics the
reasoning process of a domain expert and hence, acts as an unbiased
vehical for experimenting with various theories and strategies for the
design process. Additionally, it leads to automated design systems that
can perform on par with the domain experts. As demonstrated by its
successes in several application areas, AI and Knowledge Engineering are
capable of dealing with the type of problems encountered in design
automation. For example, the knowledge-based approach has been
successfully applied to integrated circuit (IC) design, including the
LSI and VLSI design. It is the purpose of this work to demonstrate that
such an approach can lead to significant progress in automating the
design of chemical processes.
Design of a chemical process is an iterative procedure, typically
consisting of four stages: synthesis, analysis, evaluation and
optimization. Synthesis is the conceptualization step involving the
specification of physical and chemical operations as well as the
selection and interconnection of units (equipment) for implementing
these operations to produce the desired physico-chemical
transformations. Since the advent of the computer era, significant
progress has been made in the development of more scientific and less
empirical framework for modeling, simulating and optimizing the
parameters for a given design. However, the generation of a processing
structure or a flowsheet, a necessary prerequisite of design, remains
largely a creative art (Siirola, 1982). The importance of correct
structural choices in meeting process objectives has been demonstrated
by the resultant economic benefits . This realization has led to the
present efforts to investigate the possibility of formalizing the
synthesis activity. It is worth noting that the ultimate goal of
process synthesis automation is not merely to invent technically
feasible designs; it is also to produce structural configurations that
when analyzed, evaluated and optimized, will prove to be superior to
(possibly all) other structural arrangements on the basis of the design
objective criteria (Siirola, 1982).
Some efforts at automating the synthesis step have resulted in
systems which have performed at levels far below that of even a novice
design engineer (e.g., AIDES and BALTAZAR systems). This failure of
machines to synthesis a process at an expert level can be ascribed to
the fact that the synthesis step demands extensive knowledge from
diverse areas within Chemical Engineering as well as from various other
disciplines. Furthermore, the nature of the synthesis step is such that
it requires the conceptual and symbolic manipulation of domain-specific
knowledge in contrast to the numerical manipulation of "data" required
for the other steps of process design. Consequently, if any significant
progress is to be made in automating this step, a knowledge-based
approach is inevitable. This work attempts to demonstrate how a
knowledge-based approach can be employed to automate the task of process
synthesis. The approach is applied to the problem of heat exchanger
network synthesis.
ORGANIZATION OF THESIS
Chapter 2 provides an introduction to process synthesis automation
and Knowledge Engineering. The chapter begins with a discussion of the
nature and scope of process synthesis, followed by the analysis of the
impact of computers on process synthesis. Next, the definitions and
scopes of Artificial Intelligence (AI) and Knowledge Engineering are
presented, along with the knowledge Engineering issues relevant to the
automation of process synthesis. Finally, the classification of
synthesis problems is provided, and a specific subproblem of
synthesizing heat exchanger networks (HEN's) is chosen for demonstrating
the use of the knowledge-based approach.
Chapter 3 contains a comprehensive review of the existing
literature and the solution methodologies for the selected subproblem of
heat exchanger network synthesis. The chapter is comprised of three
parts; the first part discusses the problem specifications, the second
part deals with the three steps of heat exchanger network (HEN)
synthesis including preanalysis, network invention, and evolutionary
modifications, and the third and the last part describes the problem
representation scheme employed in the present work.
Chapters 4 and 5 are concerned with the extraction and
formalization of knowledge for HEN synthesis. An elimination strategy
to generate HEN's with the minimum number of units is presented in
Chapter 4. The effect of a pinch point is analyzed and the necessary
and sufficient conditions for elimination are derived. Chapter 5
discusses the need for stream splitting, with the help of an
illustrative example. Stream splitting for this example problem is
carried out as an exercise. Finally, the task of stream splitting is
formalized, and a systematic procedure that employs the elimination
conditions is proposed for carrying out stream splitting.
Schemes to represent and manipulate the HEN synthesis knowledge
(formalized in Chapters 4 and 5) are proposed in Chapter 6. By
resorting to these schemes, a systematic procedure is formulated for
synthesizing a HEN featuring the minimum utility consumption and the
minimum number of units
. The procedure is demonstrated using an
illustrative example. Finally, the conceptual design of a knowledge-
based system for HEN synthesis is proposed; it utilizes the extracted
knowledge as well as the proposed representation and manipulation
schemes. A summary of accomplishments and the recommendations for
future work are provided in the last chapter.
CHAPTER 2. KNOWLEDGE ENGINEERING AND PROCESS SYNTHESIS AUTOMATION
The activities related to process synthesis have a long history;
these activities are involved in process development, design and
modification, all of which play essential roles in the chemical and
allied industries. Nevertheless, the development of systematic and
formal approaches to process synthesis dates back only to 1968, except
for the isolated treatment of selected subproblems, viz.. Heat Exchanger
Network Synthesis and Synthesis of Multicomponent Distillation Sequences
(see, e.g., Hendry, et al. , 1973). Thus process synthesis as a research
area is barely two decades old. During these years, significant
progress has been made, mostly in solving individual and specific
problems. Substantial results are yet to be obtained in solving the
all-encompassing, general problem of synthesizing complex processes in
their entirety.
In this chapter, we shall briefly examine the scope of process
synthesis and the impact of computers on this field. Recent
developments in the field of computer science, specifically in
Artificial Intelligence and Knowledge Engineering, have necessitated the
development of an improved and innovative approach to computer-aided
process synthesis. A brief discussion on this is followed by a review
of some of the relevant issues of this new approach, a knowledge-based
approach; it offers a promising future for the automation of process
synthesis. Finally, the application of this knowledge-based approach to
process synthesis is discussed.
NATURE AND SCOPE OF PROCESS SYNTHESIS
Several authors have described the field of synthesis in diverse
ways. Some of these descriptions are reproduced here.
The development of an industrial process requires skills in
synthesis and analysis. In the words of Webster, synthesis is "the
combination of often diverse concept ions into a coherent whole" and
analysis is "an examination of a complex, its elements and their
relations. In the words of Herbert A. Simon, "synthesi s deals with how
to make artifacts that have desired properties; analysis deals with how
things are and how they work" (Rudd, et al. , 1973).
According to Siirola and Rudd (1971), process synthesis begins by
the discovery , in the laboratory, of a sequence of chemical reactions
which link readily available raw materials to more valuable products; it
ends with the development of the flowsheet for the commercial process
which exploits the chemistry most successful ly.
Westerburg (1980) states that the activity of synthesis occurs
throughout a design, from the original process conception to the
construction and operation, all involving discrete decision-making. He
regards process synthesis as a nonl inear , mixed integer and continuous
variable optimization problem, in which selection of the building blocks
of the process and their interconnections is formulated as a set of
discrete decisions represented by zero/one variables. For a particular
set of discrete decisions, we must determine the optimal operating level
for the corresponding process structure.
Nishida et a_l. (1981), in their review paper, have defined process
synthesis as an act of determining the optimal type and design of the
units within a process system; the interconnections of processing units
generate the structure of the system. According to them, even when the
desired performance of the system is specified, the structure of the
system and the performance levels of the processing units are not
determined uniquely; the task of synthesis is to select a particular
structure out of a large number of alternatives which meet the specified
performance requirements.
Several additional versions of the definition of process synthesis
can be found in the literature (see, e.g., Umeda, 1983). Nevertheless,
the descriptions given in the preceding paragraphs adequately represent
the entire spectrum. These descriptions clearly fall into two distinct
categories: the first two descriptions represent the early age of the
field of process synthesis and the remaining two represent the more
mature, current phase of process synthesis research. The two sets of
descriptions. almost a decade apart, differ substantially in
establishing the nature and scope of process synthesis. The later two
descriptions suggest that the synthesis problem is one of selection of a
particular structure out of several alternatives. The problem is
formulated as an optimization problem, implying the presence of a
"superstructure"
,
i.e., a set of all possible building blocks of the
process structure and all possible "legal" connections are specified at
the "onset" of the synthesis. The task of synthesis is then to select
an optimal subset of building blocks and their interconnections. In
contrast, the first two descriptions view the synthesis problem to be
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one of conception of a feasible structure with specified constraints. A
broader scope of synthesis is implied in that it involves decision-
making at a higher level; instead of selecting a subset from a pre-
specified, "legal 1 ' or feasible set of connections, decisions have to be
made regarding what building blocks and connections are needed to
accomplish the desired task (i.e., determining what are the "legal"
building blocks and connections). The difference in viewpoints between
the two sets of definitions has significant implications, which will be
explored in subsequent sections. For the present, it will suffice to
state that the "newer" or the more recent of the two opinions has a
distinct flavor of computerization and is widely accepted among the
researchers
.
It should be noted, however, that until recently the use of
computers was restricted to numeric computing only. Thus selection
based on performance evaluation could be easily carried out by
computers, but conceiving a structure, which requires symbolic,
conceptual manipulation, could not be accomplished by the machines.
This constraint seems to have substantially influenced the "newer" or
more recent definitions and scopes for the field of process synthesis.
Throughout this work, the earlier, broader descriptions will be followed
and accepted, primarily because it is the aim of this work to
demonstrate the feasibility of creating computer-aided process synthesis
systems that fit into this broader scope of the synthesis description.
10
COMPUTERS IN PROCESS SYNTHESIS
The use of computers at various stages of process engineering work
is widely accepted by engineers. In fact, computers have become such an
integrated part of process synthesis that "process synthesis" has
essentially become synonymous with "computer-aided process synthesis."
Consequently, it is no surprise that most of the synthesis techniques
developed over the years are primarily oriented towards computer usage.
In the 1960's, when the research on formalizing synthesis
techniques was in its infancy, process design including the synthesis
activities was carried out by engineers with the aid of computers; with
the availability of time-sharing computer systems with on-line
input/output devices, the interactive usage of computers had already
become widely prevalent by that time. In such an interactive
environment, the evolutionary steps of process synthesis were performed
alternately by man and machine; the engineer's role was to give the
information on process structure to the machine, which then analyzed the
given structure and reported its performance evaluation back to the
engineer for decision-making. Thus computers performed the extensive
numeric calculations needed for analysis and simulation, whereas the
task of "actual synthesi s" was accomplished by the engineers.
The decade of the 1970's saw the proliferation of new, formal,
systematic procedures and algorithms for solving the problems from
various subgroups of synthesis, e.g., heat exchanger network synthesis
and synthesis of separation sequences. Each of the subgroups has
special characteristics, thus requiring different techniques for
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solution. These techniques can be classified into the following broad
categories (see, e.g., Nishida et al. , 1981; Umeda , 1983).
(a) Algorithmic methods including linear and non-linear programming,
dynamic programming, mixed integer and continuous variable
programming, etc.
(b) Search methods, such as total enumeration, depth first, breadth
first and branch and bound.
(c) Evolutionary methods, e.g., parametric optimization.
(d) Heuristic methods based on a set of thumb-rules developed from
past experience.
However, many of the latest synthesis methods do not fall strictly under
any one category, they combine the principles of two or more categories,
e.g., algorithmic evolutionary methods, heuristic evolutionary methods,
etc
.
Almost all the techniques, except the heuristic ones, involve
extensive numeric computations; naturally, they would necessitate the
use of computers. They take advantage of the fact that computers can
crunch numbers several orders of magnitude faster than humans, thereby
drastically reducing the necessary computational time. However, all
these techniques require pre- and/or post-processing by engineers. Pre-
processing involves transformation of a synthesis problem into an
abstract computational model which can then be processed by a machine.
Post-processing involves the interpretation of the results supplied by
the machine. Except for extremely simple test cases, this processing
tends to be rather involved and complex, so much so that at times it is
"easier" to solve the problem "manual ly" , without resorting to any
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abstract computational model . One of the most severe disadvantages of
using an abstract model is that it behaves like a black-box; it is not
possible to establish its "goodness" without exhaustive testing. We can
not guarantee that the model will generate "good" solutions for each
"new" problem it solves, even after testing it successfully with several
problems. Furthermore, if the performance of a model is not up-to-the-
mark, then it has to be "thrown away", to analyze its shortcomings and
upgrade it is almost impossible. This is because the model is so far
removed from the physical aspects of the problem that it is extremely
difficult to relate the model to the existing and emerging knowledge as
well as the insights and experience of an expert process engineer.
Techniques involving search strategies have severe limitations on
the size of problems they can solve. Even for a moderate size problem,
the combinatorial explosion generates a very large search space. In
addition, evaluation of each possible solution (a node) in the search
tree tends to be rather cumbersome. Moreover, generating the possible
solutions for complex problems like synthesizing entire process
flowsheet requires a great deal of knowledge about the problem domain
and the experience and insight into problem solving strategies. These
limitations have forced researchers to abandon "pure" search methods
altogether. In case it is employed, a search strategy is almost always
coupled with other approaches, model based (algorithmic) or heuristic.
Parametric methods suggest an optimization approach to synthesis.
They require as a starting point, a super-structure which is a superset
of all possible candidate solutions. To generate such a super-
structure, we need to resort to some other synthesis techniques.
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Consequently, these methods should more suitably be labeled optimization
techniques and not synthesis techniques.
Heuristic methods are useful in that they usually give reasonable
solutions, but the quality of solution is not guaranteed. Process
engineers are more comfortable with such methods because these methods
reflect, to a certain extent, the knowledge that the engineers
themselves possess. The advantage of using such methods is that they
can be easily updated when more knowledge is available to solve the
problem. Also, if a method fails to give reasonable results, the
methods is amenable to analysis, upgrading and modification. However,
when computerized, these methods tend to lose their power because the
conventional computerization transforms the method into an algorithmic
one. Moreover, an engineer uses his judgement, common-sense knowledge
and his knowledge about the problem domain in conjunction with the
heuristics. In a computerized version, the heuristics work in isolation
resulting sometimes in totally ridiculous solutions.
All avenues, explored so far by researchers in computerizing
process synthesis, have led to blind alleys; even though sufficient
knowledge exists for process engineers to conceive and synthesize
process flowsheets, automated synthesis systems are still very far from
reality. Consequently, the synthesis activities in process industries
is still carried out using man-machine systems where the machines carry
out the analysis and simulation and the men provide the decision-making
ability so crucial for synthesis and design tasks. Essential to a
competent designer is the ability to make decisions in the presence of
incomplete, uncertain or fuzzy information. This necessitates the use
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of fundamental concepts and "standard" procedures (heuristics or thumb-
rules). This pool of information, termed as domai n-speci f ic knowledge
,
is largely missing in the current design and synthesis systems. If we
are to have computer-aided process synthesis systems that utilize
machines effectively so as to minimize the human work load, then the
domain-specific knowledge and the ability to make decisions based on
this knowledge must be imparted to the machines. This will give rise to
computer-aided process synthesis systems whose performance level will be
comparable to that of human experts, in other words, systems that will
be "trusted" by the process engineers.
Though it may sound over ambitious, this task has already been
accomplished in numerous fields. Several systems, employed routinely,
perform tasks that are thought to require human intelligence and
creativity. Some of the well-known systems are: MYCIN, CASNET,
CADUCEUS, and PUFF for medical diagnosis, DENDRAL for chemical structure
elucidation, XCON for computer configuration, PROSPECTOR for mineral
exploration and DIPMETER ADVISOR for oil well log interpretation (see,
e.g., Barr and Feigenbaum, 1981). These systems have demonstrated
performance levels that rival or exceed those of human experts in their
respective domains. Building such computer a system falls under the
purview of the emerging field of Knowledge Engineer i ng which was born
out of the research in Artificial Intel I igence. The success of the
Knowledge Engineering approach to problem solving gives us a ray of hope
and the promise of one day having a fully automated process synthesis
system. To construct such a system, it is most appropriate to begin
with an overview of Knowledge Engineering and Artificial Intelligence.
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ARTIFICIAL INTELLIGENCE AND KNOWLEDGE ENGINEERING
Artificial Intelligence (AI) deals with making machines emulate
intelligent human behavior. According to Barr and Feigenbaum (1981), AI
is a branch of computer science which deals with designing computer
systems that exhibit some of the characteristics usually associated with
intelligent human behavior: understanding natural (common) languages,
learning, reasoning, solving complex problems, and so on. Rich (1983)
gives an interesting description of AI : "It is the study of how to make
machines do things at which, at the moment, people are better."
In the 1970's, researchers in AI recognized that human intelligence
is domain specific, and that intelligence has the form of problem
solving expertise in a specific field. It was also realized that this
expertise comes from diverse forms of knowledge accumulated by experts
over a period of time. This has resulted in a knowledge-based approach
to AI research. This approach has two basic tenets:
(I) Knowledge is power,
(ii) Knowledge is a precious resource.
Consequently, key research issues in this approach are acquisition,
representation, and utilization of diverse forms of knowledge.
Knowledge Engineering is a subfield of AI that is concerned with
the issues related to the representation and manipulation of the real
world knowledge in a machine so that it can solve complex problems in a
narrow field of expertise. It is the art of tinkering with knowledge to
make products useful to mankind. Before proceeding to the applications
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to process synthesis, it is essential to review some of the basics of
Knowledge Engineering.
There are two important characteristics of knowledge.
(i) Awareness: The machine should be aware of its knowledge; i.e.,
It should know what it knows.
(li) Independence: The knowledge must be separate (independent) form
the control mechanism that manipulates it.
From both these standpoints, a conventional program, written in a
language such as BASIC, FORTRAN or Pascal, can not be said to possess
knowledge. Knowledge can be expressed in two forms: declarative, or
knowing "that" and procedural, or knowing 'how'. No single form is
adequate to represent all kinds of knowledge. In fact, some domains
require both forms to effectively represent their knowledge.
Over the last decade, the researchers in AI have proposed numerous
schemes for knowledge representation (KR schemes). These include Logic,
Production Rules, Semantic Nets, Frames, Conceptual Graphs, Functional
Programming, and Object Oriented Programming (see, e. g., Barr and
Feigenbaum, 1981; Rich, 1983; Sowa , 1984; Stefik and Bobrow, 1986).
Each of these schemes have merits and demerits. Consequently, the
choice of a scheme for an application depends upon the nature of the
domain knowledge. Nevertheless, knowledge engineers, based on their
experience, have realized the limitations of resorting to any one single
scheme. Therefore, more powerful schemes, called hybrid systems, have
been developed. These systems incorporate more than one individual
scheme. Notable among such systems are LOOPS, KEE and ART. Such
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systems allow various parts of domain knowledge to be represented in
different forms that are most appropriate.
Knowledge can be represented at a variety of levels. In a
descending order, these levels are
(i) Linguistic
(ii) Conceptual
(iii) Epistemological
(iv) Logical
(v) Physical
Each of the KR scheme mentioned above is capable of representing the
knowledge at various levels. Domain experts usually express their
knowledge in linguistic form. Although this knowledge may be in a
highly formal and systematized form, it still must be transformed at the
level of the representation scheme. Any such transformation usually
results in some degree of loss of knowledge; the lower the level, the
greater the loss. Consequently, we must aim to represent our knowledge
at the highest possible level. However, as long as we do not have
machines that understand natural languages such as English, we have to
settle for, at most, the conceptual level. Developing schemes to
represent knowledge at the conceptual level is an area that is currently
at the forefront of AI research.
KNOWLEDGE ENGINEERING FOR COMPUTER-AIDED PROCESS SYNTHESIS
Having seen the necessity of incorporating domain knowledge into
computer programs to create "better" design/synthesis systems, some of
the important issues of Knowledge Engineering need be examined prior to
embarking on building such systems.
How much knowledge is enough?
This depends upon the nature of the problem domain. There are two
extremes, game playing and newspaper story understanding. In game
playing, the knowledge is important only to constrain the search for a
solution whereas in (newspaper) story understanding, a large amount of
knowledge is required even to be able to recognize a solution. With
"unlimited" computing power, very little knowledge is needed to create a
"perfect" solution for the problems of first type. In contrast, for the
problems of second type, even with a great amount of knowledge, we can
not guarantee a "perfect" solution. In process synthesis. Heat
Exchanger Network (HEN) synthesis problem falls under the first type,
whereas the problem of synthesizing entire process flowsheets falls
under the second type.
At what level should the knowledge be represented?
The production rule formalism, by far the most "popular" KR scheme
in numerous areas of application, represents knowledge at most at an
epistemological level. On the other hand, a significant part of
synthesis knowledge exists at a conceptual level. Also, the task of
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synthesis/design, as carried out by the experienced process engineers,
involves conceptual manipulation of knowledge; each word or symbol used
in our heuristic reasoning has an associated concept influencing the
decision-making to a significant extent. Although it is desirable to
choose as high a representation level as possible, some parts of
knowledge may exist at lower levels. Consequently, we should have
available a spectrum of levels, from conceptual to logical, and
represent "chunks" of knowledge at suitable levels. The hybrid systems
mentioned earlier, enable us to accomplish this.
Desired characteristics of resultant systems.
As is the case with any design procedure, before we attempt to
"build" knowledge-based systems, we aught to know what features such a
system should exhibit. The following are some of the important
characteristics that can be expected from a synthesis system.
(i) The system should be smart enough to solve simple problems
easily and to know when it is "stumped",
(ii) The system should be able to explain/ justify its results and
decisions,
(iii) The system should be able to judge the reliability of its own
conclusions
.
(iv) The system should be able to communicate smoothly with the users
(clients) as well as with the domain experts,
(v) The system should be able to reason on various levels, resorting
to different tools such as rules of thumb, mathematical models,
and if necessary, detailed simulation.
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(vi) The system should be capable of knowledge acquisition and
updating by itself and/or by knowledge engineers in conjunction
with the domain experts. It may not be entirely feasible to
attain this feature in the immediate future, but the rapidly
advancing AI technology should enable us to achieve this in a
few years' time.
Having discussed some knowledge engineering issues pertinent to process
synthesis, we are now ready to tackle the synthesis problems.
21
PROCESS SYNTHESIS PROBLEMS
Synthesis of a process flowsheet is usually carried out in various
phases: selection of process route, selection and sequencing of unit
operations, separation system synthesis, energy integration, and others.
Associated with each of these phases is a synthesis subproblem. The
following classification of synthesis problems is widely accepted (see,
e.g., Westerberg, 1980; Nishida et al. , 1981).
(a) Reaction path synthesis
Find a sequence of reactions which will lead to a given target
molecule, starting with the available (or specified) raw materials.
(b) Separation systems synthesis
Synthesize a cost and/or energy minimizing sequence of separation
systems that can isolate the specified products from the feed
stream with known conditions such as composition, temperature,
pressure, etc.
(c) Heat exchanger network synthesis
Find a cost and/or energy minimizing network of heat exchangers to
meet the required condition of target temperatures of process
streams by heating or cooling.
(d) Control system synthesis
Determine the control structure for a given process by selecting
the controlled and manipulated variables and pairing them, so as to
satisfy the control objectives.
(e) Entire process flowsheet synthesis
Develop a process configuration which converts the available raw
materials to the desired products in the most economical fashion
from the cost and/or energetic point of view.
Additional subgroups are being created as progress is being made in the
already existing subgroups, e.g., energy transfer network synthesis
involving mechanical work exchange as well as heat exchange to transfer
energy, energy integrated separation sequence synthesis (currently
restricted to heat integrated distillation sequences), and reactor
network synthesis.
The solution to each of the problems, described in the preceeding
paragraph, involves different kinds and amounts of knowledge.
Furthermore, the phases of process synthesis are by no means independent
or sequential; we need to iterate through the phases to obtain
acceptable results. Thus building an automated synthesis system in its
entirety is a task of considerable complexity; it requires a thorough
understanding of the fundamentals of AI , concepts in Knowledge
Engineering and expertise in process synthesis. It would be wise to
solve each of the subproblems (a) through (d) in isolation. Once
sufficient experience is gained by solving these subproblems, it would
be easier to build a system to solve the entire problem by utilizing the
resultant insights in the intricacies of the issues of conceptualization
and implementation.
The problem of synthesizing a heat exchanger network is chosen for
this work; it is the easiest and the most widely studied synthesis
subproblem. As shall be seen in the next chapter, sufficient knowledge
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exists to conceive optimal or near optimal heat exchanger networks
(HEN's) for a given problem. However, all of the currently available
softwares have been developed using the conventional computerization
approach, and they fall short of matching the performance of the
experts. It would be interesting to see if a knowledge-based approach
can improve upon this.
The following three-step strategy is adopted in this work:
(i) Knowledge extraction and formalization.
(ii) Development of schemes to represent and manipulate the
knowledge.
(iii) Development of a conceptual design of a knowledge-based system
for HEN synthesis.
Note that the scope of this work is limited only to the conceptual
design; physical design (implementation) is left for the future. The
outcome of this work will be a methodology/tool for HEN synthesis, which
can be used and mastered by men or machines.
CHAPTER 3. A REVIEW OF HEAT EXCHANGER NETWORK SYNTHESIS
It is widely believed that the problem of systematic synthesis of
heat exchanger networks (HEN's) was first introduced by Masso and Rudd
(1969), although some previous work can be found in the literature,
e.g., Whistler (1948) and Hwa (1965). Solution of this particular
synthesis problem has progressed substantially since then. While scores
of methods have since been reported, no single method has proven to be
the best candidate for automatic generation of optimal networks; that
there is a need for such a method is beyond any doubt. Some methods
proposed in the recent past have made significant contributions towards
fulfilling this need. The method proposed in this work exhibits some of
the concepts from the selected methods of the past; thus a brief review
of these methods is highly desirable for identifying the strength and
usefulness of the proposed method.
This chapter begins with an overview of the work accomplished to
date in the field of HEN synthesis. The problem specifications and the
solution strategy are discussed first, followed by the detailed
discussion of the three steps of HEN synthesis: preanalysis, network
invention, and evolutionary modifications. Finally, the representation
scheme for the solution adopted for this work, is described.
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PROBLEM SPECIFICATIONS
The heat exchanger Network synthesis problem can be formulated as
follows:
Given a set of process streams, with specified flow rates and heat
capacities, find the energy-optimum and minimum-cost set of heat
transfer units (HTU's) that will transform the given initial
(source) temperatures of all the streams to the desired final
(target) temperatures.
The following simplifying assumptions are usually made (see, e.g.,
Nishida et al. , 1981)
.
(a) The utility streams, such as steam and cooling water, are
available at desired temperatures. The flow rates are not
specified, but are assumed to be as much as needed by the
problem.
(b) The temperature effect on heat capacities can be ignored.
(c) Each HTU is either a counter-current single-pass heat exchanger, a
heater, or a cooler.
(d) The necessary cost data, viz. the correlation for the investment
(capital) cost of an HTU as a function of its area, and the annual
cost per unit flow for each of the utility streams are available.
(e) The heat transfer coefficients, which may be stream/stream match
dependent, are available for all the HTU's.
Under these assumptions, the specifications of the HEN synthesis problem
correspond to the information typically available from a process
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flowsheet which is yet to be heat integrated but for which the heat and
material balances have been performed. Thus, it represents a reasonably
realistic and useful problem.
Even for a relatively small problem, for which the number of
required HTU's is small, the number of possible alternative HEN
configurations is substantially large (see, e.g., Motard and Westerberg,
1978). The synthesis problem is to find a network that has the least
annualized cost. This annualized cost includes the investment (capital)
cost for the HTU's, converted to a cost per year basis, and the annual
cost of the necessary utilities. The problem becomes that of trading
the capital cost against the utility cost.
Almost all the earlier methods require computation of the total
annual cost in determining the "best" solution. This, in general, gives
rise to a great deal of inefficiency since, without any approximation,
the cost computations are rather involved; in contrast, computations
needed for the network generation are much simpler. Furthermore, the
changes in the component costs may necessitate repeating the entire
solution procedure. A little insight to the problem enables us to
circumvent this predicament by conceiving an alternate basis of
evaluating a network that is independent of the cost. The investment
(capital) cost depends largely on the number of HTU's and their heat
loads. For a given total heat load, the networks with the least number
of units obviously will have the lowest costs. The operating cost
depends upon the quantities of utilities consumed; in most cases, it is
mainly the quantity of hot utility (usually steam). The utility costs
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form an overwhelmingly large share of the total cost; consequently, the
following selection rule can be stated:
Among various candidates , the best or the cost-minimizing network
must have the lowest utility requirements and the fewest number of
HTU's, in that order.
Naturally, there can be more than one networks satisfying this
criterion. In such cases, the selection can be made based on additional
criteria. Adopting this criterion eliminates the need for computing the
costs of the candidate networks and hence eliminates the need for
assumptions (d) and (e) stated at the begining of this section. Also,
it enables a method to disregard the precise knowledge of the costs and
the heat transfer coefficients; both can be altered without affecting
the network structure and without sacrifising the optimality of the
chosen solution. This rule will be assumed throughout the course of
this work. As a consequence, any method that does not resort to this
rule, i.e., any method that involves cost calculations, will not be
explored subsequently.
The problem has now been transformed from the cost domain to the
domain of structural characteristics of the network. Interesting
foresights can be obtained directly from the problem specifications
regarding the optimality of the network that we attempt to generate.
Three major results, pertaining to the three important properties of an
optimal network, are available. Two of these were stated by Hohmann
(1971), and the third one was hinted at by him, but not explored. The
first two of these results are that we can predict a minimum utility
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usage target and the fewest possible number of HTU's required for a
problem, prior to developing an actual network structure. In other
words, these two aspects are independent of the network structure.
These targets can usually be met in an actual design, which then turn
out to be the most economic one. Linhoff and his co-workers have
systematized these two results (Boland and Linhoff, 1978; Linhoff and
Flower, 1978a; Linhoff, 1979). Also, the conjecture by Hohmann that
both the targets could always be met, if stream splitting is permitted,
has been shown by Linhoff not to be true by a counterexample (see, e.g.,
Linhoff et al.
, 1981). The third major result is that we can locate the
"bottlenecks" called pinches in a process design, again prior to
developing a network solution. The process designs can be altered or
revised through the discovery of these bottlenecks or pinches, which
preclude further heat integration (see, e.g., Linhoff, 1979; Umeda et
al.
, 1979a; Umeda et al. , 1979b). These results are industrially
significant and would by themselves justify the research expended to
date in the entire area of process synthesis (Nishida et al. , 1981).
The solution to a HEN problem can be partitioned into the following
three major steps (Nishida et al., 1981).
1. Preanalysis to set the targets for the optimal network.
2. Network Invention to conceive an "initial" network.
3. Evolutionary modifications of the "initial" network.
Almost all the HEN solution methods proposed so far can be broken into
these steps; some combine the last two steps. The succeeding three
sections discuss these steps in detail.
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PREANALYSIS
Preanalysis involves establishing the targets for the network to be
designed. Recapitulating from the preceeding section, these targets are
the minimum utility and the minimum number of HTU's required to solve
the problem. In addition, some of the earlier methods involved
prediction of the minimum total area required for the network. Since we
have already transformed the problem from the cost domain to the domain
of the structural characteristics, we are no longer dealing with the
cost of the resultant HEN; therefore, the area calculations are not
required.
The minimum utility requirement target can be arrived at in the
following five ways (Nishida et al. , 1981).
UB-1. Net difference between the heating needed for the cold streams
and the cooling needed for the hot streams.
UB-2. Same as UB-1, but modified to account for the portions of hot
streams that are colder than all of the cold streams, and the
portions of cold streams that are hotter than all of the hot
streams.
UB-3. Exact bounds accounting for a uniform minimum allowed approach
temperature.
UB-4. Same as UB-3, but modified to account for the user defined
stream/stream match restrictions.
UB-5. Same as UB-4, but with stream/stream match dependent minimum
approach temperatures.
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UB-1 and UB-2 were used by some of the earlier workers (see, e.g.,
Rathore and Powers, 1975; Grossman and Sargent, 1978). These bounds are
not always feasible, since they do not take into consideration the
restriction imposed by the second law of thermodynamics, viz., the hot
stream must be hotter than the cold stream with which it is matched.
Presence of a pinch point, except when at one of the ends, will
guarantee the failure (infeasibility) of these bounds.
UB-3 gives the exact bounds which can always be met, since it
accounts for the second law restriction by imposing a minimum allowable
approach temperature for a match to be feasible. This method has been
by far the most "popular" one (see, e.g., Hohmann
, 1971; Linhoff and
Flower, 1978a; Umeda et al.
, 1978; Flower and Linhoff, 1979; Greenkorn
et a_l., 1980). UB-4 and UB-5 were first proposed and used by Cerda et
al. (1980). These bounds allow the users to exclude matches between
designated pairs of streams, either in total or over a certain
temperature range. Also, UB-5 permits the minimum approach temperature
to be stream/stream match dependent. The problem is formulated as a
"network flow" or an assignment problem in linear programming.
As for the second target, that of predicting the minimum number of
HTU's, the rule proposed by Hohmann (1971) is still widely used: the
minimum number of HTU's for a HEN is usually, but not always, one less
than the total number of streams, including the utility streams. Thus,
u
. N - 1 Cj_i i
man ' J l >
where u
mln is the (probable) fewest number of HTU's required for a
problem, and N is the total number of streams, including the utility
streams. Linhoff et al. (1982), in an attempt to amplify Hohmann's
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result, studied the conditions under which Eq. 3-1 does not hold. They
have proposed the following modified result.
Vn = N + L " S < 3 - 2 >
where u
.
and N are the minimum number of HTU's and total number ofin
streams, respectively (same as in Eq. 3-1), L is the number of loops
(cyclic structures where the same two streams are matched more than
once, with other matches in between), and s is the number of subsets of
streams that form independent subnetworks. However they have not
explicitly stated the effect of stream splitting on Eq. 3-2.
Linhoff et al. (1982) also noted that it is not always possible to
simultaneously attain both the targets, even if the stream splitting is
permitted. Through analysis of all such cases, they have discovered the
concept of pinch point in a HEN. [This was the third result hinted at
by Hohmann (1971).] A pinch point is a temperature where the
"bottleneck" in heat integration occurs. Any HEN problem always has at
least one pinch point and very rarely does it have more than one
(although it can not be ruled out). If the pinch point is at one of the
ends of the network (i.e., either the highest of the hot stream source
temperatures or the lowest of the cold stream source temperatures), then
Eq. 3-2 does indeed predict the minimum number of HTU's that will
constitute the HEN's featuring the minimum utility consumption.
However, if the pinch point is between these two extremes, then the
actual minimum number of HTU's required to generate a HEN with minimum
utility consumption is more than the number obtained from Eq. 3-2 (cf.
Chapter 4). Once again, this analysis does not hold entirely when one
or more streams are split during the network generation step (cf.
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chapter 5). The concept of pinch point is extremely important for HEN
synthesis because, for a HEN to have minimum utility consumption, no
heat transfer should take place across the pinch point (see, e.g.,
Linhoff and Hindmarsh, 1982; Linhoff et al. , 1982). Also, the problem
is most constrained at the pinch point since the driving force for the
heat transfer is minimum at the pinch. Pinch points are independent of
the HEN configuration; they are characteristic of only the problem
specifications. As a consequence, locating the pinch points must be the
first step in the preanalysis and hence in any HEN synthesis method.
NETWORK INVENTION
The network invention step can be divided into four substeps
(Nishida et al. , 1981)
.
(a) Partitioning the problem.
(b) Merging equivalent heat sources and sinks.
(c) Selecting stream/stream matches (i.e., which streams to match).
(d) Selecting the heat loads of the HTU's to produce feasible matches
between the selected streams.
Note that all the substeps are not necessarily present in all of the
methods proposed so far; some combine two or more of these steps whereas
some others omit a step or two.
Partitioning, if present in a method, is usually done in one of the
two ways: by some key temperature intervals or by pinch points. Some
methods merge the streams with equivalent heat (within the same
interval) to form hot and cold superstreams. Merging of streams is
characteristic of minimum area algorithms. More often than not, the
last two steps, (c) and (d), are combined together. Once the decision
regarding which streams to match is made, selecting the HTU size or load
to generate a feasible match is fairly straight forward; to ensure that
the HEN can attain the target of the minimum number of HTU's, we must
maximize the quantity of heat transferred in each unit. The second law
of thermodynamics determines the extent of feasible matching: the
driving force for the heat transfer must remain above zero. Thus, we
should choose the magnitude of heat duty for an HTU such that either at
least one of the streams is "eliminated" from the problem for any
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further consideration (i.e., its heat load is satisfied) or the driving
force for the heat transfer reduces to the minimum allowable value,
since it is not possible to attain a zero driving force. Naturally, the
selection of HTU load depends upon which streams are being matched.
Consequently, it is of utmost importance that we make the "right"
choices in selecting the streams to be matched. Although this selection
has been accomplished in many ways, two broad classes can be defined.
Some methods carry out this step as a sequence of match decisions, while
others make their decisions in parallel.
Sequential Match Decision Algorithms
The essence of these algorithms developing a HEN as a sequence of
match decisions, is to construct a tree of networks, with the initial
node (the root of the tree) being the network with no matches, i.e., the
original problem. The children of this node are all the networks
containing one (feasible) match, their children contain two (feasible)
matches and so on; each child contains one more match than its parent.
Each leaf node of the tree is a network containing all the matches
(i.e., a fully heat integrated network).
Algorithms of this type have two steps: generation of the
sequential match tree and selection of a leaf node that best satisfies
the optimality criteria. One of the earlier algorithms of this type,
proposed by Pho and Lapidus (1973), suggests developing the entire tree
of networks in accordance with their rules; however, the tree becomes
excessively large even for a reasonable size problem. More recent
algorithms of this type use an improved approach, generating only one
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level of nodes at a time. One of the node is selected from amongst all
the children, and the nodes of the next level are generated for this
selected node only. A number of tree search methods are available,
including the depth first, breadth first, branch and bound, and
heuristic methods, which combine the tree generation and search. To
reduce the search space, several criteria for match restrictions are
employed which prevent, directly or indirectly, the violation of the
optimality constraints established during the preanalysis step. Various
match restrictions incorporated in different methods are listed below
(see, e.g., Nishida et al .
, 1981)
.
MR-1. Disallow stream splitting.
MR-2. Disallow stream/stream rematching (to prevent cyclic
structures)
.
MR-3. Disallow a match if it precludes the predicted minimum utility
usage.
MR-4. Disallow a match if it precludes a network having the predicted
fewest number of HTU's.
The methods based on the branch and bound approach require
extensive computations, but they tend to guarantee the globally optimal
solution. Hence this approach has been quite popular (see, e.g.,
McGalliard, 1971; Rathore and Powers, 1975; Greenkorn et al., 1978;
Grossmann and Sargent, 1978). Heuristic methods, on the other hand, do
not guarantee an optimal (local or global) solution, but they require
relatively little computational effort. The optimality of the solution
depends upon the set of heuristics and order of their application.
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Summarized below are some of the common heuristics employed for
selecting a pair of streams to match (Nishida et al.
, 1981).
HR-1. Select the hot stream with the highest source temperature and
the cold stream with the highest target temperature.
HR-2. Select the hot stream with the coldest target temperature and
the cold stream with the coldest source temperature.
HR-3. Select the match giving the least value of average temperature
difference
.
HR-4. Select the match giving the least value of the estimated upper
bound on the overall network cost.
Upon selection of the streams to be matched, decisions regarding
which portions of heat to be transferred need be made. One (each for
the hot and the cold streams) of the following heuristics, called stream
heat selection rules, Is employed for this purpose (Nishida et a_l .
,
1981).
HS-l/)(c). Take heat from (supply heat to) the hottest end of a hot
(cold) stream.
HS-2/)(c). Take heat from (supply heat to) the coldest end of a hot
(cold) stream.
HS-3/)(c). Take heat from (supply heat to) the intermediate portion of
a hot (cold) stream.
The heat selection options (HS-l/i to HS-3/i and HS-lc to HS-3C) can have
profound effect on the resultant network. Earlier methods match the
hottest portion of the hot stream against the coldest portion of the
cold stream (HS-1A/HS-2C)
, leaving the hot end of the cold stream and/or
the cold end of the hot stream for subsequent heating or cooling, most
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probably by utility streams. Of course, for the current match, this
will give rise to an HTU with the minimum area, but the final result
will be a network with a greater number of HTU's and perhaps, higher
utility requirements. This is because it is quite likely that the hot
end of the cold stream will be at a higher temperature than the hot end
of the rest of the hot streams, thus prohibiting further heat exchange
and consequently requiring "extra" amount of utilities.
Ponton and Donaldson (1974) were the first to advocate the matching
of the hot end of a hot stream with the hottest portion of the cold
stream (HS-l/l/HS-2c)
.
This heat selection rule is quite reasonable for
the above-ambient networks, as it tends to allow the lower temperature
hot utility to be used (if such a selection is available), in the
process needing the cold utility at a lower temperature. This
trade-off is reasonable since the above-ambient hot utilities are far
more expensive than the above-ambient cold utilities.
Some of the more recent papers describe the sequential algorithms
simultaneously satisfying the constraints of minimum utility usage
(MR-3) and using the (predicted) minimum number of HTU's (MR-4) (see,
e.g., Greenkorn et al.
, 1978; Grimes et al. , 1980).
Simultaneous Match Decision Algorithms
To establish the stream/stream match decisions "in parallel" or
"simultaneously", two approaches have been used by the methods published
so far (Nishida et al.
, 1981). The first one was employed by some of
the earliest workers and is based on the assignment problem in linear
programming. According to this approach, each of the streams, including
the utility streams, is partitioned into a set of smaller substreams
having identical heat contents. The partitioning can be sequential
(see, e.g., Kesler and Parker, 1969; Cena et aj.. , 1977), which is
equivalent to no stream splitting, or parallel (see, e.g., Kobayashi
et al. , 1971), which is equivalent to splitting the streams. The
problem is to assign the hot substreams to the cold ones in a manner
which minimizes the sum of the cost associated with each assignment;
constraints precluding certain assignments can be readily added. The
basic constraints arise out of thermodynamic considerations, with the
additional user defined constraints being the optional ones. The
objective function is the total cost of the network. This approach has
rarely been used in recent years because it involves cost calculations
and generates a large number of substreams and constraints, even for a
relatively small problem (Nishida et al. 1981).
The second simultaneous match decision approach is the
thermodynamic-combinatorial (TC) method (Linhoff, 1979; Flower and
Linhoff, 1980). This method generates all the HEN's satisfying the
match restrictions MR-1 (no stream splitting), MR-3 (minimum utility
usage), and MR-4 (predicted fewest number of HTU's). In addition, the
resultant HEN's are acyclic. The method involves little computational
effort, but may terminate without yielding any solution. This second
approach to simultaneous match decision is strikingly different from
that of the rest of the HEN synthesis methods. The approach can be used
effectively to yield a powerful, yet simple method for generating
optimal HEN's.
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Selection of Network
For a sequential match decision algorithm, this step is
accomplished at the same time when the stream/stream match decisions are
made. In contrast, it is carried out as a separate step for a
simultaneous match decision algorithm. The methods which merge
equivalent heat contents (e.g., Nishida et al. , 1971) have only selected
which merged heat sources are to supply heat to which merged heat sinks.
It is left to the user to choose among the various possible
alternatives, which pairs of streams to match for developing a final
network. In the thermodynamic-combinatorial (TC) method, all the
networks having positive approach temperatures (for all the matches) are
retained.
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EVOLUTIONARY MODIFICATIONS
Most early methods do not include this step; each method attempts
to generate the optimal network at one shot — a hit or miss approach.
McGalliard and Westerberg (1972) were the first to advocate the
evolutionary approach; the approach allows a non-optimal HEN to be
generated as the first step of the method, which is then updated
subsequently. They have proposed a method to determine if a
modification to a flowsheet leads to an improved flowsheet without
requiring either the original or the modified flowsheet to be optimized.
The method is based upon primal/dual bounding. Since then many methods
have been proposed to improvise (non-optimal) HEN's. Shah and
Westerberg (1975) have presented a set of evolutionary rules for
carrying out "small" modifications in a HEN in a recursive fashion. The
crucial problem is to access what type of changes constitute "small
modifications". Nishida et al. (1977) have proposed a set of
evolutionary rules to improve networks developed by the minimum area
algorithm of Nishida and coworkers (Nishida et al.
, 1971), which gives
rise to HEN's containing an excessive number of HTU ' s . These
evolutionary rules were to reduce the number of HTU's.
The evolutionary development (ED) method of Linhoff and Flower
(1978b) consists of a set of rules for reducing the number of HTU's and
the total heat transfer area of a HEN. The method was primarily devised
for improving the HEN's generated by their TI method (Linhoff and
Flower, 1978a), although it can be used to improve any non-optimal
network. The rules allow only those modifications which lead to a
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thermodynamically feasible network. While suggesting that the method is
designed to reduce the number of HTU's to a minimum, it does not give
any specific strategy for utilizing the rules to achieve that goal. The
thesis by Grimes (1980) proposes two evolutionary rules to find the
neighbouring structures of the original network, all satisfying the
match restrictions MR-3 (minimum utilities) and MR-4 (predicted fewest
HTU's). Furthermore, he has presented theorems showing that all such
structures can be reached from any starting structure through successive
evolutionary steps by resorting only to his two rules. Su (1979) has
proposed an evolutionary loop-breaking algorithm for optimizing the
initial networks generated by the TI method of Linhoff and Flower
(1978a). The method also explores the possibility of stream splitting
to achieve its goal. The same method has been successfully used by Lin
(1983) to improve the network generated by the pinch design (PD) method
of Linhoff and Hindmarsh (1982). As can be seen, in spite of decoupling
the two steps of network generation and evolution, the evolution methods
are still closely related to the manner in which the initial network is
generated.
PROBLEM REPRESENTATION
Several representations have been used in developing HEN's.
(a) Temperature enthalpy diagram (Whistler, 1948).
(b) Simple match matrix (Pho and Lapidus, 1973).
(c) Heat Content diagram (Nishida et al. , 1971).
(d) Grid representation (Linhoff and Flower, 1978a).
An excellent discussion of all these schemes can be found in the review
papers by Westerberg (1980) and Nishida et a_l. (1981). The first three
schemes do not permit the network representation; as a result, separate
networks must be drawn. In contrast, the last scheme incorporates the
network representation, so that the networks are easily visible, even
the partial ones obtained during the process of synthesis. Also, this
method of representation is most suitable for evolutionary
modifications. Hence, the grid representation scheme is chosen for the
present work. Before we proceed any further, a brief description of the
scheme is in order.
Figures 3-1 and 3-2 show typical grid diagrams. Each stream is
represented by a directed line, going from the source to the target
temperature both of which are labeled at each end of the stream. All
the hot streams are drawn at the top with the source temperatures on the
left-hand side and the target temperatures on the right-hand side, i.e.
the hot streams "go" from the left to the right at the top of the
diagram. The cold streams are drawn at the bottom of the diagram with
the source temperatures on the right-hand side and the target
temperatures on the left-hand side; i.e., the cold streams "go" from
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Fig. 3-1. A typical grid diagram for a HEN problem.
44
HI (10.5) 260
H2 (26) 221
H3 (16) 204
1 CI}* 43 (909.5) HI
<D
Cl (37) 216
—<E>
' 110 (2886) H2
43 (0) H3
(399.5) (2576) (1369)
-4 (3795.5) Cl
Fig. 3-2. Grid diagram for a partial solution to the HEN problem in Fig. 3-1.
45
right to left at the bottom of the diagram. Note that for all the
streams, hot and cold, the higher temperatures are at the left end of
the diagram. Two values are associated with each stream; on the left
edge of the stream is the heat capacity flow rate (the product of flow
rate and specific heat of the stream), and on the right is the
unsat i sf i ed heat load of the stream. To distinguish these values from
the source and the target temperatures, they are parenthesised.
Finally, the identification tags of the streams, e.g., HI, H2 and
CI, C2, ... etc., are displayed at both the ends of the streams. With
this description, we can now represent any HEN problem into the grid
diagram form. Nevertheless, to represent the solutions (full and
partial), additional information is required (see Figure 3-2).
Each HTU is represented by a circle on the corresponding stream(s).
A heater and a cooler has H and C, respectively, within the circle. A
heat exchanger involving two streams is represented by a vertical line
connecting the two circles on the corresponding streams. The top circle
(of a heat exchanger) contains the identification number indicating the
sequence in which the heat exchanger has been created. Thus the heat
exchangers in a HEN will be labeled 1, 2, 3, and so on. The heat duty
of a heater is displayed in parenthesis below the corresponding circle,
that for a cooler in displayed above the corresponding circle, and for a
heat exchanger, it is displayed below the "bottom" circle, i.e., the one
on the cold stream. Intermediate temperatures of the streams, if
needed, are displayed above the position for cold streams and below the
position for the hot streams; the position is indicated by a small
vertical bar at the appropriate location on the stream (see, Figure
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3-2). The temperatures on all streams decrease from the right to the
left, though not to a scale. Armed with these conventions we can now
represent any HEN in a grid format without any ambiguity. The units for
the values are not shown anywhere in the diagram; there are no
restrictions except that all the values must be in a consistent set of
units. Unless otherwise mentioned, the standard set of units will be
used throughout this work: Temperatures in °C, heat loads in kcal/hr
and heat capacity flow rates in kcal/hr-°C.
In addition to the grid diagram, the temperature-enthalpy diagrams
are needed to gain insights into some of the concepts (see. e.g.,
Nishida et al . , 1981, Westerberg, 1980). As shown in Figure 3-3, a
stream in such a diagram is represented by a line in a two-dimensional
coordinate system with the enthalpy on relative basis, denoted by H, as
the X-axis and the temperature, denoted by T, as the Y-axis. Thus, a
hot stream goes from the top-left to the bottom-right, and a cold stream
in exactly opposite direction. The same diagram can be used to
represent sets of streams with x-axis now representing the cumulative
enthalpy. Note that enthalpy scale is only relative; thus, streams may
be moved to the right or to the left without any effect. A match
between the two streams is represented by placing a cold stream directly
below a hot stream. Where the streams overlap, the match takes place.
A match is thermodynamically feasible if and only if the hot stream is
"above" (hotter than) the cold stream in the entire span along the
match. The vertical distance between the streams is the temperature
difference (driving force) experienced along the match. Note also that
the left-hand edge of any stream is at a higher temperature than the
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Fig. 3-3. A typical temperature - enthalpy diagram.
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right-hand edge. Consequently, for any match, the left edge will be
referred to as the hot end and the right edge as the cold end.
Additionally, the slope is inversely proportional to the heat capacity
flow rate of a stream; thus a steeper stream (higher slope) has a lower
heat capacity flow rate whereas a shallower stream (lower slope) has a
higher heat capacity flow rate. Once again, the diagram is not
necessarily drawn to any exact scale.
The grid diagram will be used to show the solutions (full and
partial) of the HEN problem while discussing and demonstrating the
proposed solution strategy. On the other hand, the temperature-enthalpy
diagram will be used to demonstrate the relevant "theoretical" issues
during the knowledge extraction and formalization phase.
CHAPTER 4. MINIMUM NUMBER OF UNITS FOR HEAT EXCHANGER NETWORKS
As discussed in the preceeding chapter, two targets are established
during preanalysis: the minimum utility consumption and the minimum
number of HTU's. A variety of methods and algorithms are available to
predict the minimum utility consumption (cf. Chapter 3). However, none
of the relationships proposed so far in the literature enables us to
predict the "exact" or guaranteed minimum number of HTU's for a HEN
featuring the minimum utility consumption. In fact, Linhoff et al.
(1982) have reported that it is not always possible to simultaneously
attain both targets, even if the stream splitting is permitted.
However, they assume that the minimum number of units is given by the
relationship proposed by them (cf. Eq. 3-2). Thus, according to their
analysis, the optimality with respect to the number of HTU's of a HEN,
generated by any method, can not be guaranteed unless an exhaustive
search is performed over the entire solution space. This obviously
defeats the purpose of predicting or setting a target; if there is a
possibility that the actual number of HTU's may be higher or lower than
the predicted target, then the importance of setting the target will
diminish drastically. To prevent such a situation, a means is needed
for predicting an always attainable target (of minimum number of HTU's)
which will never be exceeded. To accomplish this, we should search for
the cause that gives rise to the minimum number of units. This is in
accord with the intent of the knowledge-based approach, which seeks to
formalize the underlying knowledge behind any cause-effect relationship.
In this chapter, we shall examine the cause-effect relationship for
setting the target of the minimum number of HTU's for a HEN.
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ELIMINATION STRATEGY FOR MINIMUM NUMBER OF UNITS
Each HTU in a HEN is a result of matching a pair of hot and cold
streams. Whenever such a match is made, the heat duties of both streams
are satisfied fully or partially, thus effectively reducing the problem.
The outcome of each match is one of the following three possibilities;
(a) The heat duties of both streams are fulfilled, thereby
eliminating them from any further consideration.
(b) The heat duty of one of the two streams is fulfilled, thereby
eliminating it from further consideration.
(c) The heat duty of neither of the two streams is fulfilled, thus
both remain under consideration for subsequent matching.
Depending upon the outcome of the match, we shall classify it to be of
type (a), (b) or (c).
The ultimate goal of HEN synthesis is to "eliminate" all streams
from consideration by fulfilling their heat duties. An ideal situation,
therefore, would result if both (hot and cold) streams can be eliminated
in all matches, i.e., all matches are of type (a). Such a situation
occurs rarely in practice; it is extremely unlikely that a HEN problem
will have all its streams as conjugate pairs of hot and cold streams
such that they have exactly identical heat duties and thermodynamically
compatible source and target temperatures. The next best situation
would be to have all the matches of either type (a) or type (b), i.e.,
each match eliminating at least one stream. As we shall see in
subsequent sections, it is indeed possible to generate HEN solutions by
following this strategy. Making a match such that no stream gets
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eliminated [type (c) match] will give rise to a HEN having more than the
minimum number of HTU's. This is because to eliminate any stream, at
least one match is required. The "remaining portions" of the streams
from the "incomplete" [type (c)] match will therefore require two
additional matches; thus at least three matches will be required for two
streams. However, if we restrict the solution method to create matches
of types (a) and (b) only, we can "eliminate" two streams in two
matches. In summary, the following guideline can be proposed to attain
the minimum number of HTU's for a HEN.
To generate a HEN featuring the minimum number of HTU's, let each
match "el iminate" at least one of the two streams and if possible,
both.
Any method adhering to this guideline will always generate HEN's
featuring the fewest number of HTU's. Note that while this guideline
ensures the attainment of the fewest number of HTU's, it does not yield
this number apriori. Consequently, to assure the optimality of the
generated HEN, all possibilities of making matches of type (a) must be
explored during the synthesis. However, if we can predict the number of
matches of type (a) and (c) for a HEN, it is possible to predict the
"exact" minimum number of HTU's in a HEN using the relationship derived
in the succeeding paragraphs.
Let a, b, and c be the number of matches of types (a), (b) , and
(c), respectively, in a HEN. Then, the number of HTU's in this HEN, u,
is given by
u = a + b + c (4-1)
Also, the total number of streams in the HEN including the utilities (N)
is related to the matches as follows:
N - 2a + b (4-2)
To minimize the number of HTU's in a HEN, the number of matches of
type (a) must be maximized (to a ) and the number of matches of type
max
(c) must be minimized (to c . ). Thus, for minimizing the total number
mt n
of HTU's, the number of matches of type (b) is given by, from Eq. 4-2,
b = N - 2a (4-3)
max
Hence, the minimum number of HTU's (u . ) for the HEN is given by
mi n
u. = a + (N - 2a )+c.mm max max mm
• N - a + c . (4-4)
max mm
Note that the minimum value of a is 1, since at least one match of
max
type (a) is always present in a HEN. This is because the original
problem (with utilities) is already "heat-balanced" so that the last
match will always eliminate both, the hot and cold streams. Also, it is
possible to prevent the matches of type (c). as discussed in the
subsequent sections. Under these conditions, with only one match of
type (a) and none of type (c), Eq. 4-4 reduces to
u . = N - 1 (4-5)mm
This relationship is identical to that proposed by Hohmann (1971), i.e.,
Eq. 3-1.
Equation 4-4 also explains the relationship proposed by Linhoff et
al. (1982) to predict the minimum number of HTU's for a HEN, i.e., Eq.
3-2, which can be written as
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\in - N " s + L (4 " 6)
Each match of type (a) partitions the network by creating an independent
subset of streams (which form an independent network) . On the other
hand, each match of type (c) gives rise to one (closed) loop in the HEN,
since the unfulfilled heat duties of the two streams must be matched
with some streams from the rest of the network. Thus Eqs . 4-4 and 4-6
are exactly identical.
EFFECT OF PINCH POINT
As mentioned in the preceeding chapter, the effect of pinch point
on the relationship predicting the minimum number of units (Eq. 4-6) has
not been studied, even though the presence of pinch points precludes the
attainment of minimum units target as predicted by Eq. 3-2. In this
section we shall derive the exact relationship for predicting the
minimum number of units in the presence of a pinch point. The target of
the minimum number of units given by this relationship will always be
attainable simultaneously with the other target, the minimum utility
consumption.
The maximum energy recovery and hence the minimum utility
consumption is possible if and only if (see, e.g., Linhoff et a_l. , 1982)
(a) no heat is transferred across the pinch,
(b) no hot utility is used below the pinch, and
(c) no cold utility is used above the pinch.
Figure 4-l(a) depicts the temperature-enthalpy diagram for a typical HEN
problem with a pinch point. The driving force at the pinch point is, by
definition, the minimum allowable, AT
.
(see, e.g., Linhoff and
min
Hindmarsh, 1982; Linhoff et al
.
, 1982). Q, and Q are the hot and cold
—
— he
utility requirements, respectively. Figures 4-l(b) and 4-l(c)
illustrate the heat balance for the HEN problem. Note that any amount
of heat (AQ) transferred across the pinch necessitates an equivalent
amount of additional hot and cold utilities. Consequently, no heat
should be transferred across the pinch for the minimum utility
consumption. Thus, in essence, the pinch divides a HEN into two
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(a)
(b)
(c)
Fig. 4-1. Pinch decomposition (Linhoff et. al., 1982).
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independent subnetworks, one above the pinch point (hot subnetwork) and
the other below it (cold subnetwork). As seen from Figure 4-l(b), the
pinched ends of both subnetworks, i.e., the cold end of the hot
subnetwork and the hot end of the cold subnetwork, are perfectly
"heat-balanced" (again, by definition of the pinch point).
Consequently, no cold utility is required for the hot subnetwork, and no
hot utility is required for the cold subnetwork. This explains the
conditions (b) and (c); viz., no hot utility below the pinch and no cold
utility above the pinch.
A HEN problem is said to have no pinch (called unpinched problem)
when the pinch point lies at either end of the HEN. In such cases, the
problem consists of only one subnetwork, and hence needs only one type
of utility, either hot or cold, depending upon the end at which the
pinch point is located.
Since no heat transfer is permitted across the pinch point, any
stream in a subnetwork must be matched with another one from the same
subnetwork. Thus, two separate networks need be synthesized; therefore,
Eq
.
4-4 holds for both the subnetworks, thereby giving rise to
hot „/jof hot hot
u . « N - a + c . (4-6)mm max mm
and
cold „cold cold cold
u . = N - a + c . (4-7)mm max mm ' '
Consequently, the minimum total number of HTU's in a pinched problem is
hot cold
u . = u . + u .mm mm mm
...hot „cold. , hot cold. , hot cold.
,, „.
=(N + N )-(a + a ) + (c , + C , ) (4-8max max mm mm ' v '
Note that (N + N ) is not the same as the total number of streams
N in the overall HEN problem, since there is at least one stream (and
usually more) that straddles the pinch point, thus belonging to both the
subnetworks. If N is the number of such streams, then we have
P
N
"ot
U
COld
- N N (4-9)
P
Based on this relationship, we have from Eq. 4-8,
/ », » v tot tot . . . _
,
u. = (N + N ) - a +c. (4-10mm p max mm
where the superscript tot on the last two terms represent the summation
of the corresponding terms (viz., a and c . ) for the constituent
max mm
tot
subnetworks (hot and cold). Note that the minimum value for a is 2,
max
since each subnetwork is heat-balanced and hence will have at least one
match of type (a). Once again, type (c) matches can be prevented,
thereby eliminating the last term in Eq. 4-10. Thus, for a pinched
problem, if we generate a HEN featuring the minimum utility consumption
exclusively by the matches of type (b), then the minimum number of HTU's
are obtained by the following relationship;
u
.
- N + N -2 (4-11)mm p
Although this relationship has been derived for a pinched problem, it
can be readily transformed into the corresponding relationship for an
unpinched problem (Eq. 4-5) by assigning a value of 1 to N . This
P
suggests that an unpinched problem is equivalent to a pinched problem
with one stream straddling the pinch point (i.e., N = 1), as far as the
setting the target of minimum number of units is concerned.
Equations 4-10 and 4-11 Imply that when a HEN synthesis has to be
carried out as a part of entire process synthesis; the decisions
pertaining to the process synthesis should be made such that the number
of streams straddling the pinch point (N ) is minimized, if such a
choice is available.
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NECESSARY AND SUFFICIENT CONDITIONS FOR ELIMINATION
We have seen that to attain the minimum number of HTU's in
synthesizing a HEN, we should match only those pairs of streams
resulting in elimination of at least one of the streams from further
consideration. This will ensure that the final network will not contain
any match of type (c). We, therefore, need necessary and sufficient
conditions under which this criterion will be satisfied. To arrive at
such conditions, we should inquire: "What prevents the el iminat ion of
at least one of the streams in a watch?"
Figure 4-2 illustrates a typical situation when a pair of streams
are being selected for matching. The temperatures of the hot stream (h)
are designated by T. and those of the cold stream (c) by T , with
superscripts s and t denoting the source and target temperatures. The
remainder of the HEN problem, which may contain any combination of
matched and unmatched streams, is represented by the rectangle labeled
HEN. The left edge of this rectangle is termed as the hot end and the
right edge as the cold end, since the temperatures at the left edge are
higher than the corresponding ones on the right edge. The temperature
difference between the two streams at the hot end is given by
s t
AT, = T. - T (4-12)he h c
and that at the cold end is given by
AT » T. - T
S
(4-13)
ce h c
We need to ensure that the match between the two streams will eliminate
one of them (the one with the lower heat duty). Towards this end, is it
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HEN
Fig. 4-2. Stream/stream match selection.
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sufficient that the driving forces, AT, and AT , be greater than (or
he ce
equal to) the minimum allowable driving force? As shown in the
succeeding paragraphs, it is necessary, but not sufficient, that at
least one of the two driving forces be greater than (or equal to) the
minimum allowable driving force. The necessary and sufficient condition
is that at all points throughout the match, the driving force (7\- T )
must be greater than the minimum allowable value (AT . ). If we are to" mm J
resort to this condition for selecting the stream/stream match, it must
be quantified in terms of the known values, viz., the heat capacity flow
rates (mc values), the heat duties (Q values), and the stream
temperatures (T. and T values),
h c
As shown in Figure 4-3, there are two ways in which a pair of
streams can be matched; one way is to match them at the hot end (hot end
match) and the other, to match them at the coid end (cold end match).
For both types of matches, it is possible to eliminate one of the
streams. We shall derive the conditions for each type of matches.
Figure 4-4 shows the driving force at an intermediate point in a match,
upto which Q units of heat has been transferred. This driving force is
given by
AT = T
h
- T (4-14)
The elimination condition is
AT > AT
.
(4-15)mm
at all point in a match.
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(a) hot end match (Qh > Qc) (b) hot end match (Qh < Qc)
(c) cold end match (Qh > Qc) (d) cold end match (Qh < Qc)
Fig. 4-3. Possible ways to match a pair of streams.
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(a) hot end match
U« Q
(b) cold end match
Fig. 4-4. Driving force at an intermediate point in a match.
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Hot End Match
The temperatures of the streams at an intermediate point, for a hot
end match are given by
T. - T* -
,J (4-16)h h <™c
p
) h
and
T - T* -
,
Q
,
(4-17)
c c (mc
p ) c
Hence, the driving force becomes
AT . u° _ (Li . /Tt . Q\
I
h (mc p'J I c (rac p»cJ
L h cJ [ (mcp ) h (mcp ) cj
From Eq. 4-12 it can be seen that the first term in the right hand side
of Eq. 4-18 is nothing but the driving force at the hot end (AT. ). For
he
elimination, the driving force given by Eq. 4-18 must not be less than
the minimum allowable value for all the points in the match, i.e., from
the beginning of the match till the end when the heat duty of one of the
streams get exhausted. At the outset of the match,
Q - (4-19)
and at the end,
Q - min(Q
h
, Q ) (4-20)
Consequently, the condition for elimination, Eq. 4-15, on substitution
of Eqs. 4-18 and 4-19, becomes
AT, > AT
. (4-21)he inn l '
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at the outset of the match, and on substitution of Eqs. 4-18 and 4-20,
becomes
(at. - min(Q.
, Q ) I . -
,
,
,
]\ > AT . (4-22)
[ he
,vh V[(mc
p ) h (
racp> cJ
J mln
at the termination of the match. In the limiting case, when AT. equals
he
AT
. ,
the condition in Eq. 4-22 reduces to
min
(mc
p ) h
> (mc
p ) c
(4-23)
Cold End Hatch
The temperatures of the streams at an intermediate point, for a
cold end match, are given by
T. = T, +
,
Q
,
(4-24)
h h (mc
p ) h
and
T - T
S
+
,
Q
; (4-25)
c c ( mcp ) c
Hence, the driving force becomes
I
h (>cp>J I c '"VcJ
L h cJ
[ (^p'h (mcP i cJ
Eq. 4-13 indicates that the first term is nothing but the driving force
at the cold end, AT . Once again, for elimination, the driving force
given by Eq. 4-26 must not be less than the minimum allowable value for
all the points in the match. Based on the same end values for Q given
by Eqs. 4-19 and 4-20, the condition for elimination. Eq. 4-15, becomes
87
AT > AT
. (4-27)
ce nun
at the outset of the match, and
{at + min(Q.
, Q ) [7-^-5 , * , 1} > AT . (4-28)
[ ce
vh xc L(">cp ) h <
mc
P > cJJ
mln
at the end of the match. In the limiting case, when AT equals AT .
,
ce mm
the condition in Eq. 4-28 reduces to
(mc
p
)
c
> (mc
p
) h
(4-29)
As stated earlier, the conditions given by Eqs . 4-21 and 6-25 are
necessary, but not sufficient. The elimination conditions, given by
Eqs. 4-21 through 4-23 and Eqs. 4-27 through 4-29, are nothing but the
formalization and generalization of the matching criteria proposed by
Linhoff et al. (1982). These criteria, identical to those in Eqs. 4-23
and 4-29, have been proposed for selection of the stream/stream matches
on either side of a pinch point. Although the criteria are exactly the
same, the approaches for arriving at them are entirely different;
whereas Linhoff et al_. (1982) have proposed theirs specifically and only
for selecting matches at the pinch, the same conditions derived in this
work are applicable for selecting matches whenever the approach
temperature at any end of a match (AT, or AT ) is equal to the minimumhe ce
value (AT
. ) . The pinch point is only a specific instance of this
min
equality; there may be situations other than the pinch point where the
equality requirement is satisfied.
In addition, the Eqs. 4-23 and 4-29 can prove to be important
short-cut conditions for developing a synthesis strategy; when the
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approach temperature (AT. or AT ) are greater than the minimum valuehe ce
(AT
. ), then these conditions are sufficient (but not necessary) to
min
guarantee the elimination of one of the streams, thus allowing us to
skip the computation of the left hand sides of the Eqs . 4-22 and 4-28.
As we shall see in the subsequent sections, this observation is indeed
very useful in devising a strategy for HEN synthesis.
The insight into the problem of minimum number of HTU's obtained in
this section is entirely due to the rigorous formalization of the
underlying knowledge. The failure of the previous workers, e.g.,
Linhoff et si, (1982), can be attributed, in part, to their not "asking"
the "correct" questions and to their reliance upon only the qualitative
analysis
.
CHAPTER 5. STREAM SPLITTING FOR HEAT EXCHANGER NETWORKS
Several results derived In Chapter 4 are based on the assumption
that matches of type (c) can be entirely avoided during the synthesis of
a HEN. In this chapter, we shall see how this can be achieved.
The necessity for creating type (c) matches arise when
(i) a certain stream can not "participate" in generating a type (a)
or type (b) match with any other stream, and
(ii) a certain stream can "participate" in generating a type (a) or
type (b) match, but doing so would lead to utility consumption in
excess of the predicted target.
While we can proceed by generating a match of type (c), it will prevent
the attainment of the minimum number of HTU's, as discussed in the
preceeding chapter. However, by resorting to stream splitting,
generation of type (c) matches can be prevented. By splitting a stream,
we "replace" it by two or more substreams having lower values of heat
capacity flow rates (mc p values), thereby enhancing the possibility of
satisfying the elimination criteria (developed in Chapter 4) for
individual substreams. Thus, stream splitting enables us to continue
HEN synthesis while adhering to the elimination strategy.
NEED FOR STREAM SPLITTING
Consider the problem depicted in Figure 5-1; this is the well-known
4SP2 problem (see, e.g., Ponton and Donaldson, 1974; Pehler and Liu,
1984) with all values of the parameters (temperatures and heat capacity
flow rates) expressed in SI units, after rounding off. The problem has
a pinch point at the left edge, at -4°C. Since the problem contains
only the hot subnetwork (above the pinch), it requires only hot utility,
with a minimum consumption target of 399.5 kW. The minimum driving
force is specified to be 10°C.
We begin our synthesis by matching the hot utility. Obviously, the
hot utility must be used for heating a cold stream. Adopting the
stream/stream heat selection criteria HSlh/HS2c, (cf. Chapter 3) the
hottest part of the hot stream (hot utility) will be matched with the
hottest part of the cold stream. Since the problem involves only one
cold stream, CI, a heater with a duty of 399.5 kW is "placed" on CI, as
illustrated in Figure 5-2.
Applying the feasibility criteria for eliminating at least one
stream (the elimination conditions, developed in the preceeding
chapter), it can be readily seen that each of the two hot streams HI and
H2 can be matched with CI at both ends (hot and cold), whereas the third
hot stream, H3, can be matched with CI only at the cold end; all matches
are of type (b)
.
Also, since no cold utility is required in the
problem, each of the three hot streams must be cooled by matching with
CI. Thus, a question arises; in what order should the streams be
matched?
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HI (10.5) 260 * 43 (2278.5) HI
H2
<
26) 221 ^- 110 (2886) H2
H3 (16) 204 » 43 (2576) H3
CI (37) 216 <4 -4 (8140) CI
Fig. 5-1. 4SP2 problem (Ponton and Donaldson, 1974).
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HI (10.5) 260
H2 (26) 221
H3 (16) 204
CI (37) 216 ^H>
(399.5)
-O *« (0) HI
110 (2886) H2
" 43 (2576) H3
o
(1369)
•4 (5462) CI
Fig. 5-2. A dead-end situation for the 4SP2 problem.
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When CI is matched with any of the three hot streams, HI, H2 and
H3
,
its source temperature will increase from the "initial" value of
-4°C. Obviously, the increment is directly proportional to the heat
load of the HTU generated by the match. Consequently, the feasibility
of subsequent matches may be affected since the driving force at the
cold end is reduced. Let us minimize this affect by selecting the
lowest heat load for this HTU, i.e., let us chose HI which has the
lowest value of Q among the three hot streams. The resultant match, as
indicated in Figure 5-2, raises the source temperature of CI from -4°C
to 57.6°C.
Now it is not possible to match H3 with CI such that H3 gets cooled
to 43°C, since the driving force at the cold end is negative. This is
reflected in the fact that the elimination condition (Eq. 4-27) is not
satisfied for H3/C1 match. Thus we have reached a dead end; no type of
match would enable us to get out of this situation (the target
temperature of H3 can never be attained). The only way out is to use
additional amount of cold utility and the corresponding amount of
additional hot utility (to maintain the heat balance). Since we have
chosen hot stream H3 with the lowest value of Q, any other stream, H2 or
HI, will create a similar dead end situation, because the source
temperature of CI for these cases will be higher then 57.6°C, there by
leaving one or both of streams, HI and H3, "unmatchable"
.
One way to circumvent this difficulty, without consuming "extra"
amounts of utilities, is to allow the Hl/Cl match to be of type (c),
i.e., match the streams only to the point when the source temperature of
CI is raised to a value just enough to cool H3 , i.e., a value of 33°C.
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Now H3 can be matched with CI. Again, if a type (b) match is generated,
which is feasible at the cold end of the two streams, the "new" source
temperature of CI becomes 102. 6°C; this is not sufficiently low (100°C
or lower) to cool H2, as illustrated in Figure 5-3. Thus, once again we
are at a dead end; no match of any type can enable H2 to attain its
target temperature without consuming "extra" utilities, both, hot and
cold. To get out of this predicament, we need to resort to the same
approach that was employed earlier; the H3/C1 match should be of such
magnitude that the "new" source temperature of CI is 100°C.
Continuing in this fashion, we arrive at a solution shown in Figure
5-4; which has eight units. This network has four type (c) matches
(matches 1, 2, 3, and 5) resulting in four extra HTU's than the minimum
value of 4, predicted by Eq . 4-5. Several alternate HEN configurations
are possible, but it is impossible to synthesize a network featuring
simultaneously the minimum utility consumption and the minimum number of
HTU's, without resorting to stream splitting. In other words, in
situations like this one, stream splitting enables us to synthesize a
HEN featuring both the minimum HTU's and the minimum utility
consumption.
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HI (10.5) 260
H2 (26) 221
H3 (16) 204
f~~\ 2052
CI (37) 216 -4 (Hj 1
(399.5)
<T>-43 (909.5) HI
197.9 —
'
110 (2886) H2
43 (0) H3
102.6 JL 33
1 (^J) hT_J
"4 (3795.5) CI
(2576) (1369)
Fig. 5-3. Another dead-end situation for the 4SP2 problem.
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HI (10.5) 260
112 (26) 221 '
113 (16) 204
©t^KD
©
©-«
-
1—
©
174 S-
©
97.9 ^-r
110 (0) H2
_~205 2 JL "" ,-k 164 1 147.6 1'45 I 100 I 33
(399.5) (302.7) (1221) (606.8) (97) (1665) (2479) (1369)
Fig. 5-4. A possible solution for the 4SP2 problem;
featuring the minimum utility consumption
without stream splitting.
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AN EXERCISE IN STREAM SPLITTING
Having demonstrated the need for stream splitting, let us see how
this task can be performed. A rather limited number of the synthesis
strategies proposed thus far permit stream splitting. Further, those
permitting the stream splitting lack the definite guidelines or rules to
perform this task. Linhoff et al. (1982) have proposed algorithms for
splitting streams at a pinch point; however, these algorithms are not
concerned with stream splitting anywhere else in the network.
Consequently, in a situation such as the one we are confronted with in
solving the 4SP2 problem, their algorithms are useless.
Traditionally, the task of stream splitting has been left to the
design engineer's insight, experience , and creat ivity; this task has
been thought to be beyond the capabilities of computers. It is the
ultimate goal of this work to demonstrate that, with a proper approach,
it is possible to "teach" the machines (computers) how to perform such a
task. Towards this end, it is essentia] that we attempt to formalize
the insight and experience of expert designers to create a "knowledge
bank" which can be accessed by humans or machines. This will not only
facilitate the automation of HEN synthesis, but also enable the novice
engineers/designers to gain access to the expertise of the expert
designers. Let us explore the possibilities of stream splitting for the
4SP2 problem and see what insight it offers towards identifying the
issues affecting the task of stream splitting.
Figure 5-5 shows four possible splitting patterns for the 4SP2
problem. For brevity, the hot streams are not depicted; instead, the
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CI
-©
Pattern (a)
CI -« H
CI
—
©
T2
H2 H3 HI
Tl
o
Pattren (b)
2i Q\ ^n
H2 HI H3
Pattern (c)
CI
CI
Pattern (d)
Fig. 5-5. Possible splitting patterns for the 4SP2 problem.
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hot stream for each match is indicated as a label on the match. Also,
the values of the heat loads and the temperatures are omitted since we
are only concerned with the feasibility of the structural configuration
of the split substreams.
Splitting is concerned with distributing the heat capacity flow
rate (mc ) of the original stream among the newly created substreams.
For a pattern to be feasible, the elimination conditions derived in
Chapter 4 must be satisfied for all matches involved in the stream
splitting. These elimination conditions, Eqs . 4-21 through 4-23 and
Eqs . 4-27 through 4-29, will define constraints on the mc values for
the substreams. Specifically on rearrangement of Eqs. 4-22 and 4-28, we
obtain
TAX - AT
. 1
(mc
p
) h
(mc
p ) h
for a hot end match, and
r 1 i TAT - AT . 1
T_^ 1 1 < L ce *±Hl (s-21[<mc
p ) c
<mc
p )J Q
,5 )
for a cold end match, respectively, where Q is the heat load of the HTU
resulting from the match. If all the constraints are satisfied
simultaneously, then the pattern is feasible; otherwise, it is not. Let
us examine each of the four patterns shown in Figure 5-5 and establish
its feasibility.
Consider pattern (a). The cold stream CI is split into two
substreams, CI and CI , which are matched with HI and H3 , respectively.
These streams are then merged back to form CI and matched with H2. Note
that the match with H2 "follows" the matches with HI and H3 since the
target temperature of H2, T , is the highest and thus it can be
H2
attained by matching with a cold stream having a higher source
temperature
.
Applying the elimination conditions to H2/C] match from the cold
end, Eq. 4-27 gives
AT - T - T > 10
ce H2 1
For T 110°C, this reduces to
T < 100 (5-3)
The intermediate temperature T of stream CI is given by the following
heat balance equation;
(
"VC1 (V TC1» = QH1 + QH3
T = + T
1 (mc
p
)
cl
CI
Substituting the values into the right hand side of this equation, we
obtain
T, -
2278
^7
+ 2576
» (-4)
= 127. a-C (5-4)
Since T exceeds the maximum allowable value of lOO'C, we conclude that
pattern (a) is infeasible.
Next, consider pattern (b). Again, the cold stream CI is split
into two substreams, CI and CI . This time, however, CI is matched
with HI, "followed" by the match with H2 , whereas CI is matched with
H3, as in pattern (a). Pattern (b) is feasible if and only if the
elimination conditions are satisfied for all the matches.
For the H2/C1 match, the elimination conditions, based on the cold
end matching are
*T
ce "
T
H2 "
T
2 *
10
or, on substitution
T
2
< 100 (5-5)
at the outset of the match, and
r ^ , , AT - AT .1 1 ce min
L
(>C
P
,
C1
1
'"VhzJ QH2
or, on substitution
1
(110 - T
2
) - 10
1
(mc
p ) cl
2886 ' 26 (5-6)
at the termination of the match. The intermediate temperature T is
given by the following heat balance relationship;
(BC
P ) C1
1
<T
2 -
T
C1» ' V
which, on substitution and simplification, yields
_
2278.5
_
2 (««C D ) r1
,5 7)
From Eqs
.
5-5 and 5-7, we obtain
(mc
p ) ci
> 19.99 (5-8)
Eliminating T from Eqs. 5-6 and 5-7, and solving for (mc ) , we have
(mc
p ) cl
> 24.02 (5-9)
For the Hl/Cl match, the elimination condition at the beginning of the
match is satisfied since
AT
ce *
T
H1 "
T
C1 *
43
-
(
-4)
*
47
which is indeed greater than the minimum value of ICC. At the end of
the match, the elimination condition is given by Eq. 5-2, for this
match, it reduces to
[" 1 1 I L
T
H1 "
T
ClJ "
AT
min
[(C
p ) Ci
i
" <"Vh 2 J «H1
which on substitution and simplification, yields
(mc
p ) ci
> 8.97 (5-10)
For the H3/C1 match, the elimination conditions are
AT
ce " 4 " TC1 * 43 " ( "4) " 47 > 10
which is true, and
IT - T
S
1 - AT
L H3 ClJ min
[(C
p ) c
" (mc
p
) H3j
;
°P' J QH3
which, on substitution and simplification, yields
(«c.)., > 13.01 (5-11)
P ci
2
For this pattern to be feasible, the constraints on mc values, obtained
in Eqs. 5-8 through 5-11, must be satisfied. Eqs . 5-8 through 5-10 can
be combined to form the following single feasible region for (mcD ) r1 ;
(Cp)
C j
» 24.02 (5-12)
Since CI and CI are substreams of CI, we have
(mc
p
)
cl
+ (mc
p
)
cl
37 (5-13)
From Eqs. 5-11 through 5-13, we can conclude that pattern (b) is
infeasible. However, if we round off the values, we see the existence
of a singular point corresponding to the values
'Vcij = 24
and
< mc P>ci
2
'
13
The resultant network is shown in Figure 5-6. Note that the driving
force at the hot end of the H2/C1 match is 9.81°c, just under the
minimum allowable value of 10°C. Thus, even though the solution
violates slightly the constraint of AT . it is acceptable.mm r
Pattern (c) is similar to pattern (b) except that H2 is now matched
with CI
,
following the H3/C1 match. Analysis, similar to that for the
pattern (b), yields the following results.
For the H2/C1 match the elimination conditions at the outset and
at the termination result in
(Kj., > 24.7 (5-14)
P L1
2
Ill (10.5) 260
112 (26) 221
113 (16) 204
CI (37) 216 -*
(399.5)
(2576)
43 (0) HI
1 10 (0) H2
43 (0) H3
-4 (0) CI
Fig. 5-6. Solution for the 4SP2 problem with pattern (b).
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and
(mc
p
)
ci
> 19.2 (5-15)
respectively. For the H3/C1 match, the elimination condition at the
beginning of the match is satisfied (since AT 47°C > 10°C), and that
ce
at the end of the match results in the following feasible region;
(mc
p ) ci
> 13.01 (5-16)
For the Hl/Cl match, once again the condition at the beginning of the
match is satisfied (since AT - 47 C > 10°C) and the condition at the
ce
end of the match reduces to
(mc
p
)
ci
> 8.97 (5-17)
Once again, for the substreams CI and CI , we have
(mc
p'ci
+
'"Vci
= 37 (5_18)
Based on Eqs
.
5-14 through 5-18, we can conclude that the feasible
regions for the mc values are
8.97 < ( mC
p
)
cl
< 12.3 (5-19)
and
24.7 < (»Cp ) Cj < 28.03 (5-20)
subject to the constraint given by Eq . 5-18. The resultant network is
shown in Figure 5-7 with four possible values of (mc ) : 25, 26, 27.
P ci
2
and 28.
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Ill (10.5) 260
H2 (26) 221
H3 (16) 204
CI (37) 216 -*
(399.5)
43 (0) HI
110 (0) H2
43 (0) H3
-4 (0) CI
(2886) (2576)
Heat capacit)
Cll
flow rates
C12
Tl T2 T3
12.0 25.0 185.9 214.5 99.0
11.0 26.0 203.1 206.1 95.1
10.0 27.0 223.9 198.3 91.4
9.0 2S.0 243.2 191.1 88.0
Fig. 5-7. Solution for the 4SP2 problem with pattern (c).
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Finally, pattern (d) splits up the stream CI into three substreams,
CI i CI , and CI , matched with HI, H2 , and H3 , respectively. Once
again, carrying out the same analysis as in the previous case, we see
that the elimination conditions are satisfied at the beginning of all
three matches (AT 47°C). Using Eq. 5-2 for the elimination
conditions at the end of all the matches, we obtain the following
constraints. For the match Hl/Cl
,
(mc
p ) ci
> 8.97, (5-21)
for the match H2/C1
(mc ) > 13.42, (5-22)
P L1
2
and for the match H3/C1
,
(mc_)_, > 13.01 (5-23)
F L1
3
On summation of Eqs . 5-21 through 5-23, we obtain
(mc
p
)
ci
t (mc
p
)
ci
+ ( mc
p
)
cl
* 35 - 4 (5-24)
Also, for this pattern, we know that
'"VCIj = ("CP)C1
2
+
'^P'dg = ^ (5
"25)
Based on these last two results, we conclude that pattern (d) is
feasible, subject to the constraints given by Eqs. 5-21 through 5-25.
The resultant network is depicted in Figure 5-8, with mc value triplets
(9. 13.5, 14.5), (9, 14, 14), (9, 14.5, 13.5), and (10, 13.5, 13.5).
One of the simplest ways of distributing the heat capacity flow
rates among the substreams is to make the temperature drop for all the
HI (10.5) 260
H2 (26) 221
H3 (16) 204
CI (37) 216 -*
(399.5)
& 43 (0) HI
110 (0) 112
43 (0) H3
4 (0) CI
Heat cai
Cll
jacity flc
CI2
w rates
C13
Tl T2 T3
9.0 13.5 14.5 249.2 209.8 173.7
9.0 14.0 14.0 249.2 202.1 180.0
9.0 14.0 13.5 249.2 195.0 186.8
10.0 13.5 13.5 223.9 209.8 186.8
Fig. 5-8. Solution for the 4SP2 problem with pattern (d).
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substreams to be equal. Such a situation can be arrived at by
distributing (mc
p
)
cl
in the ratios of the heat load on each branch
(substream). This condition can be expressed as follows
'Vc. V
1
(mc ) Q (5-26)
where c. is the i th substream of the cold stream c, Q is the1 c
.
l
summation of the heat loads of all the HTU's on c. and Q is the
l c
summation of the heat loads of all the HTU's on all the substreams of c.
Applying this criterion to the three feasible patterns for the 4SP2
problem, we obtain the following distributions:
For the pattern (b),
lmC
p'ci
= 24 ' 69 and (mc
p'ci
= 12-31.
for pattern (c)
,
(mCp)
cl
= 10.89 and (mc
p ) cl
- 26.11,
and finally, for pattern (c),
(mc ) = 10.89, (mc ) = 13.80, and (mc ) , = 12.31P «j p ci 2 p ci 3
Comparison with the feasible regions for the mc values established
earlier in this section, it can be seen that of the above distributions,
only the one corresponding to pattern (b) is feasible.
SYSTEMATIC PROCEDURE FOR STREAM SPLITTING
The insights obtained by solving the 4SP2 problem can be utilized
to formulate a systematic approach to stream splitting. Before
proceeding any further in this direction, let us define some terms which
will facilitate the description of the approach.
All the streams (hot and cold) that take part in splitting will be
termed as part ici pat ing streams. These streams are further classified
into two categories; the streams to be split (usually one per
splitting), termed as the candidate streams, and the streams that
"force" the splitting, termed as the competing streams. The substreams
resulting from the splitting of a candidate stream shall be termed as
the candidate substreams. Note that the candidate stream (as well as
the candidate substreams) and the competing streams will always be of
the opposite kinds, hot or cold.
A splitting (or split) pattern refers to an arrangement of matches
between the competing streams and the candidate substreams; the pattern
may or may not be feasible. Several patterns can be generated for a
given set of participating streams; depending upon the source/target
temperatures and the heat capacity flow rates of the streams involved,
any number of these patterns may be feasible.
A particular pattern of interest is the one which contains as many
candidate substreams as the number of competing streams. Each candidate
substream has exactly one match. In other words, each match
"eliminates" one competing stream and one candidate stream. This
pattern will be termed as the fully split pattern. Note that for a
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given set of participating streams there exists a unique fully split
pattern. Any pattern that has fewer candidate substreams than the
number of competing streams, will be termed as a partially split
pattern. Obviously, a partially split pattern will have at least one
candidate substream which has multiple matches. The process of
transforming a fully split pattern into a partially split pattern will
be termed as folding, and the reverse process, unfolding. The
subnetwork formed by matching the participating streams according to a
pattern will be called split subnetwork. Each feasible split pattern
will give rise to a split subnetwork; the subnetworks obtained from the
fully and partially split patterns will be called the fully split
subnetwork and partially split subnetwork , respectively. Armed with
this set of terminologies, we are ready to develop a systematic approach
to stream splitting.
First we shall identify the situations where stream splitting is
required. On examining our test case, the 4SP2 problem from the
preceeding section, it can be seen that the problem required us to match
more than one hot stream with one cold stream. However, we could not
generate matches of type (a) or (b). More specifically, creating one
match left the remaining streams without any match, leading to a dead-
end situation. This observation enables us to propose the following
guideline for identifying the situation warranting stream splitting.
When more than one streams of any kind (hot or cold) are required to
be matched with only one stream of the opposite kind (cold or hot) and
their source/target temperatures are such that sequent ial matches are
not feasible while adhering to the el Iml nation strategy, then we need
to split the latter, i.e., the stream of the opposite kind.
This will not only indicate when to split a stream, but also enable us
to identify the candidate stream (the one to be split) and the competing
streams (the streams that "force" the splitting).
Second, we need to know how to split a candidate stream, once it
has been identified. Four splitting patterns were obtained for our test
case, the 4SP2 problem in the preceeding section. As the complexity of
the problem increases, we may have several options. How do we choose a
pattern? Again, based on our experience with the 4SP2 problem, we can
propose that we should choose a splitting pattern that allows us to
continue HEN synthesis by adhering to the elimination strategy.
Obviously, the pattern should be a feasible one.
HEN synthesis can be continued with the elimination strategy if we
ensure that each match in the split subnetwork eliminates a competing
stream. All four patterns considered for the 4SP2 problem fall into
this category. As expected, all three feasible patterns lead to HEN's
featuring the minimum number of units, i.e., 4 (see Figures 5-6, 5-7,
and 5-8)
.
Feasibility of a splitting pattern is established by examining
whether or not the elimination conditions (Eqs. 4-21 and 4-22 for the
hot end matching and Eqs. 4-27 and 4-28 for the cold end matching) are
satisfied for all the matches in the pattern. These conditions can be
satisfied unconditionally (evaluate to be true for any mc value) or
conditionally (evaluate to be true only for a specific range of mc
values). In other words, the elimination conditions establish a range
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of mc
p
values, for which the pattern is feasible; this range is null
when the condition is not satisfied. If there exist a set of mc values
(one each for for all the candidate substreams)
, all of which fall into
the respective allowable ranges, and if they satisfy the constraint that
sum of the mc values for all the substreams must equal to the mc value
of the candidate stream, then the corresponding pattern is feasible.
Thus for any feasible pattern, there exists a range of mc values
that the candidate substreams can have. How should we choose a set of
values in order to generate a split subnetwork? In the absence of any
external constraint, we can adopt an equal temperature difference
policy. This policy mandates that the mc values of the candidate
substreams should be chosen such that the temperature differences across
all the candidate substreams be equal. This ensures that when the
substreams are mixed (combined) to form the original stream, the mixing
will be isothermal. Mixing streams of varying temperatures is
thermodynamically inefficient, since it results in the dissipation of
available energy. According to the equal temperature difference policy,
the heat capacity flow rate of j th candidate substream, (mc ) , is
P ij
given by
Q i.
'""Vi
=
Q
J
( mcp)i (i = c, h; j = 1, 2, ... etc.) (5-27)
j i
where i represents the the stream to be split (the candidate stream),
cold or hot, and (mc
p
).. is the heat capacity flow rate of the candidate
stream. Q. is the total heat load on the j th substream; it is simply
j
the sum of the heat duties of all the HTU's involving the j th
substream, that will be generated by the pattern. Q. is the summation
of heat loads on all the candidate substreams , and is given by
m
Q
i
" ih «i. (5-28)
In the event that the values obtained by using Eq. 5-27 do not fall into
the feasible regions, the values from the feasible regions closest to
the ones obtained using the equal temperature difference policy (i.e.,
using Eq. 5-27 can be selected.
Having established the criterion that a feasible pattern is needed
to continue the HEN synthesis based on the elimination strategy, we
shall still be left with several patterns to choose from. The choice of
pattern can have profound effects on some of the structural properties
of the resultant HEN, including the total heat transfer area,
resiliency, operability, and controllability. Since for any given set
of participating streams, there exist a unique fully split pattern, it
seems to be a reasonable choice to start with; we do not have to worry
about how to generate various patterns. We can simply split the
candidate stream into as many substreams as the number of competing
streams and match each substream with one of the competing streams.
Furthermore, a fully split pattern
, if feasible, will always
result in a HEN with better properties than those of a HEN resulting
from a partially split pattern; in comparision with the latter, the
former possesses lesser heat transfer area because of higher driving
force, greater resilience because of the reduced effect of load
fluctuations which are "localized" to only one match within the split
subnetwork, better operability and controllability because all matches
In the split subnetwork are "independent" of each other. By
"independence", we mean that the performance of a match on one
substream does not affect the performance of the matches on the rest of
the substreams . Therefore, we shall always try and obtain a fully split
solution.
If a fully split pattern is not feasible (which is quite possible),
then we need to fold the pattern into a partially split pattern by
"pooling" two matches on one substream, thus reducing the number of
candidate substreams by 1. If the pattern is still not feasible, then
further folding is required. Folding can be performed in many ways; it
is a combinatorial problem, with possible combinations depending upon
the source/target temperatures and the mc values of the participating
streams. Systematic guidelines for folding (a fully split pattern) can
only be obtained by analyzing the consequences of folding on the
structural properties of the resultant HEN. However, this task is too
complex to be included in the scope of this work. As far as this work
is concerned, if a fully split pattern is not feasible, then folding
will be performed in an ad hoc fashion based on the source/target
temperatures and the heat capacity flow rates of the streams involved.
No attempt will be made to obtain an "optimally" folded pattern, or the
"best" partially split pattern.
The proposed procedure for stream splitting can be summarized as
follows
:
Step 1. Identify the streams involved in the splitting, including the
candidate stream and the competing streams.
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Step 2. Generate a fully split pattern and examine its feasibility by
employing the elimination conditions.
Step 3. If the pattern is feasible, determine the mc values for the
substreams using the equal temperature difference policy,
create the corresponding split subnetwork, and continue with
the synthesis of the remainder of the network; otherwise
proceed to step 4.
Step 4. Create a feasible partially split pattern and the
corresponding split subnetwork by folding the fully split
pattern.
As mentioned previously, the folding in step 4 will be performed in an
ad hoc fashion, based on the heat capacity flow rates, heat loads and
source/target temperatures of the participating streams. As additional
knowledge is gained, this ad hoc approach to folding will be replaced by
a systematic procedure to identify an optimally folded pattern.
CHAPTER 6. REPRESENTATION AND MANIPULATION OF KNOWLEDGE
FOR HEN SYNTHESIS
Having extracted and formalized some of the knowledge pertaining to
the two aspects of HEN synthesis, viz., the minimum number of units and
stream splitting, we are in a position to explore how this knowledge can
be utilized effectively. To accomplish this, we require schemes to
represent and manipulate this knowledge in an appropriate fashion. It
is worth noting that we seek to represent symbols and associated
concepts, not merely the numeric values. Further, the schemes should be
capable of being utilized by both men and machines.
REPRESENTATION SCHEME
The proposed representation scheme, as illustrated in Figure 6-1,
consists of two parts: a grid diagram and a match matrix. Figure 6-l(a)
shows a typical grid diagram. The grid diagram representation and the
information it portrays have been discussed in Chapter 4; hence it will
not be repeated here.
Figure 6-1 (b) shows the match matrix corresponding to the grid
diagram in Figure 6-l(a). Each row of the match matrix contains the
match information for a cold stream, and each column, the match
information for a hot stream; the rows and the columns are labeled with
the corresponding stream "names". In other words, each entry ("box") in
the matrix displays the information regarding the match between the cold
and hot stream corresponding to the row and column to which it belongs.
If a match already exists between two streams, then the corresponding
"box" contains the heat duty of the resultant HTU; otherwise, it
indicates the feasibility of matching the streams. The feasibility of a
hot end match is denoted by "H" and that of a cold end match, by "C".
The infeasibility for both, hot and cold end matches, is denoted by an
asterisk (star,"*"). The feasibility (or infeasibility) is established
using the elimination conditions developed in Chapter 4. If the heat
load of a stream is fully satisfied, then it no longer needs to be
considered for subsequent matches. For such a stream, the match matrix
contains a dash ("— ") in each "box" in the corresponding column (for a
hot stream) or row (for a cold stream), except for the "boxes"
containing the heat load(s) of HTU's.
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(3017.5)
•I CJ m 150 (1182.5)
H3 (4.5) 430 115 (1417.5) H3
H4 (60) 430
H5 (12) 430
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©
o
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(a) grid diagram
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60 (11350) CI
Cold ^V HI H3 114 H5 H6 Qc
CI H C * C 5100 • C 11350
CU 3017.5
___
3600
Qh
1 182.5 1417.5 8750 11350
(b) match matrix
Fig. 6-1. Representation scheme for HEN synthesis.
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The last row, labeled Q, , contains the unsatisfied or residual heat
loads of the hot streams (i.e., the heat loads yet to be satisfied).
Similarly, the last column, labeled Q , contains the unsatisfied or
c
residual heat loads for the cold streams. Additionally, the last
element in the match matrix, corresponding to row Q, and column Q ,h c
contains the total amount of heat integration yet to be carried out in
the problem. It is simply the sum of all the values in the
corresponding row or column.
The match matrix in Figure 6-l(b) presents the following
information on the "current" status of the problem.
(i) The partial solution (network) consists of three HTU's; one
cooler each on streams HI and H5 , with heat duties of 3017.5
and 3600 units respectively, and a heat exchanger for H4/C1
match, with a heat duty of 5100 units,
(ii) Three streams have been "eliminated" from the problem: cold
utility Cu and hot streams H4 and H5.
(iii) Hl/Cl match is feasible at both, hot and cold, ends whereas
H3/C1 and H6/C1 matches are feasible only at the cold ends,
(i) and (ii) indicate that so far, the solution has been able to adhere
to the elimination strategy. In other words, upto this point in
synthesis, the solution has managed to have only the minimum number of
HTU's, independent of the strategy employed in arriving at this
solution. The information contained in (iii) facilitates in deciding
which streams should be matched next. Thus, from this example, it is
clear that a match matrix displays the current status of a problem
(i.e., the partial solution attained until a given instant); it plays an
important role in charting the path for the rest of the HEN synthesis
task.
As part of the entire representation scheme, the grid diagram
displays the spatial configuration of the HEN, the chronological order
of the matches (i.e., the order in which the matches have been
selected), and the intermediate temperatures of the streams between the
matches. All this information can not be obtained from the match
matrix. Note that it is possible to construct a match matrix from a
grid diagram, but not vice-versa. To construct a grid diagram from a
match matrix, we need to know the order in which the matches have been
generated and at what end each match is made (hot or cold end).
Together, the match matrix and the grid diagram provide us with a
representation scheme that is fairly complete and powerful. As
discussed in the next sections, the scheme provides us with a vehicle to
experiment for the purpose of extracting and formalizing additional
knowledge
.
MANIPULATION SCHEME
Equipped with the knowledge and the representation scheme, we are
in a position to proceed to synthesize a HEN. The knowledge extracted
and formalized thus far deals with ways to attain the minimum utility
target with the minimum number of HTU's. The elimination conditions
derived in Chapter 4 specify the matches that will violate these
constraints; they do not say anything about which match should be chosen
out of all the feasible ones. To develop a knowledge-based system for
HEN synthesis, it is imperative that a selection strategy be developed.
However, to develop such a strategy, a considerable amount of
experimentation is required; several candidate strategies need be
evaluated by solving as many HEN problems as possible. Towards this
end, a scheme to manipulate the existing knowledge is required: a scheme
that enables us to utilize the knowledge formalized in the present work,
and simultaneously, capable of accomodating additional knowledge. A
manipulation scheme that meets these requirements is proposed in this
section. The synthesis of a HEN can be carried out in two stages:
preanalysis and network invention. The proposed manipulation scheme is
to be employed in the second state, i.e., for network invention.
Preanalysis deals with identifying the location of the pinch point
and determining the minimum utility requirement for the problem under
consideration. It is not required to set. the minimum units target as
long as the network invention strategy adheres to the elimination
criterion. In the course of the present work, all the illustrative
problems have been taken from the literature where they have been
preanalyzed and solved. Consequently, for these problems, the reported
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results of preanalysis will be used. Problems for which these results
are not available, preanalysis can be performed using the temperature-
interval (TI) method (See, e.g., Linhoff and Flower, J978a, I.inhoff et
al., 1982).
A select-match-update cycle is proposed as the knowledge
manipulating scheme for network invention. First, based on the
information contained in the match matrix, a pair of streams (a hot and
a cold stream) are selected for matching. Next, these streams are
matched to generate an HTU on the grid diagram. Finally, the match
matrix is updated to reflect the changes in the feasibilities of various
possible matches. Repeated application of this select-match-update
cycle will generate a HEN featuring the minimum number of HTU's and the
minimum utility requirement.
Selection of a pair of streams to be matched involves two types of
knowledge: problem-specific and domain-specific. Both types of
knowledge require considerable experiential expertise. The problem-
specific knowledge has already been incorporated in the representation
scheme, in the form of a match matrix. The domain-specific knowledge,
dealing with ways of utilizing the problem-specific knowledge, exists in
an empirical form; to formalize it is a task of paramount difficulty; it
is beyond the scope of the present work. In lieu of any formal
knowledge, this step can be performed in an ad hoc fashion by a
designer. Once substantial expertise is gained by solving several
problems, a systematic strategy can be formulated, which can then be
used by machines.
After selecting the streams to be matched, the next step in the
select-match-update cycle is to "make" the match on the grid diagram.
Since the manipulation scheme adheres to the elimination criterion, the
heat load of one of the two streams (the "smaller" one) gets fully
satisfied, thereby eliminating it from further consideration. The
temperature of the remaining stream (the "larger" one) will change at
the end at which the match is made, i.e., for a hot end match, the hot
end temperature will change and for a cold end match, the cold end
temperature will change. This "new" temperature is calculated and
displayed on the grid diagram, along with the newly created HTU (e.g.,
the H4/C1 match in Figure 6-l(a), which is a hot end match, changes the
hot end temperature of CI to 301. 5°F).
The last step in the select-match-update cycle is to update the
match matrix. The feasibilities of all the matches, involving either of
the streams matched in the preceding step (the "match" part of the
cycle), change as a result of the match. The "box" corresponding to the
current match now contains the heat duty of the HTU generated as a
result of the match [see, e.g., H4/C1 match in Figure 6-l(a)]. The
remaining "boxes" corresponding to the "eliminated" stream now contain
the dashes ("— "). Also, the values of heat loads for the matched
streams (Q and Q ) get reduced by an amount equal to the heat duty of
the resultant HTU. Lastly, the feasibilities for the matches involving
the larger of the two streams matched (the one that does not get
eliminated) are reevaluated. Note that the feasibilities of only those
matches, which involve the uneliminated stream, need be reevaluated,
since the feasibility of a match at any end depends only upon the
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driving force at that end, the heat loads of the streams and the heat
capacity flow rates of the streams. Thus, the feasibility of a match is
independent of the rest of the problem and therefore, all the
feasibilities in a match matrix need not be reevaluated for every
select-match-update cycle. For example, in Figure 6-1 (b), only the
feasibilities of Hl/Cl, H3/C1 and H6/C1 have been reevaluated.
At times, the select-match-update cycle may end up in a dead-end
situation where a particular stream can not be matched with any other
stream without consuming any "extra" utility or without violating the
elimination criterion. Such a situation can easily be detected from the
match matrix, which contains at least one stream which has an
unsatisfied heat load and no feasible matches, i.e., all the "boxes"
corresponding to that stream contain two *'s. In such cases, we need to
backtrack and "undo" the last match, select an alternate pair of streams
for matching, and continue with the select-match-update cycle to
synthesize the HEN. This backtracking is not restricted to one step;
any number of steps can be retraced and matches undone, depending upon
the need.
The ability to backtrack is necessary, but not sufficient to
guarantee a solution that satisfies the constraints of the minimum
utility and the minimum number of HTU's. There may arise a situation
where all the alternate match selections lead to the dead-end situation.
In such cases, stream splitting is required. The participating streams
can be easily identified; they include all the streams that form the
alternate matches leading to the dead-end situation. The stream
splitting is carried out as described the preceedlng chapter. After
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generating the split subnetwork, the synthesis is continued using the
select-match-update cycle. Note that the stream splitting requires
creation of additional rows or columns, depending upon whether a cold
stream is split or a hot stream is. This is accomplished simply by
dividing the corresponding "boxes" in the match matrix to enter the heat
duties of the HTU's constituting the split subnetwork.
The ability to perform stream splitting, in conjunction with the
backtracking facility guarantees that a HEN that features both, the
minimum utility consumption and the minimum number of HTU's can always
be synthesized using the proposed manipulation scheme. The overall
procedure for HEN synthesis can be summarized as the following sequence
of steps.
1. Determine the pinch point location and the minimum utility
requirement using the temperature-interval (TI) method. Decompose
the problem at the pinch point and synthesize the two subnetworks
independently by following steps 2 through 6. Obviously, this
decomposition is not required for the problems having the pinch
point at one end of the problem.
2. Create the initial grid diagram and the match matrix for the
problem.
3. Select a pair of streams based on the information contained in the
match matrix. In absence of any formal selection strategy, this
task can be carried out in an ad hoc fashion.
4. Make the selected match on the grid diagram, recomputing the values
that change as a consequence of the match.
5. Update the match matrix by reevaluating the feasibilities of the
matches involving the stream not eliminated in step 4.
6. If updating in step 5 results in a dead-end situation, then go to
step 7; otherwise repeat steps 3 through 6 until the entire HEN is
synthesized.
7. "Undo" the match created in step 4, restore the grid diagram and the
match matrix, select an alternate pair of streams to match (other
than those pairs that have already been found to lead to the dead-
end situation). Return to step 4 and continue the synthesis. If no
such alternate pair can be found then go to the next step, step 8.
8. Identify the participating streams and perform the stream splitting.
After generating a split subnetwork, go to step 5 and continue the
synthesis procedure.
AN EXERCISE IN HEN SYNTHESIS: THE 7SP4 PROBLEM
This section will show how the proposed representation and
manipulation schemes can be employed to synthesize a HEN. Figure 6-2
shows the problem selected for this purpose, the 7SP4 problem. The
problem has been taken from Papoullas and Grossmann (1982). The pinch
point is located at 430°F for hot streams and 410°F for cold streams.
The problem requires 8390 Btu of hot utility and 6617.5 Btu of cold
utility. The problem is split into two parts at the pinch point and the
two parts are synthesized independently; the two resultant subnetworks
are integrated to generate the overall solution.
Part I. Synthesis of the Above Pinch (Hot) Subnetwork
Step 1. Figure 6-3(a) shows the initial grid diagram for the problem,
which consists of three hot streams, HI, H2 , and H3 , one cold
stream, CI, and the hot utility Hu. Figure 6-3(b) shows the
corresponding match matrix.
Step 2. Since there is only one cold stream (CI), the hot utility must
be matched with this cold stream. The match has to be at the
hot end since the hot utility must be supplied at the highest
temperature. Thus, the first match is between CI and Hu , at
the hot end, with the resultant HTU having a heat duty of 8390
Btu. The smaller of the two streams, Hu, gets eliminated and
the target temperature of CI changes to a value given by
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HI (15) 675 — ^. 150 (7875) HI
H2 (11) 590 » 450 (1540) H2
H3 (4.5) 540 ». 115 (1912.5) H3
H4 (60) 430 — » 345 (5100) H4
H5 < 12 > 40° ' *- 100 (3600) H5
H6 (125) 300 ^. 23o (g7jo) H6
CI (47) 710 •+ 60 (30550) CI
Fig. 6-2. 7SP4 problem: the initial grid diagram.
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HI (IS) 675 430 (3675) HI
H2 (11) 590 450 (1540) H2
H3 (4.5) 540 430 (495) 113
CI (47) 710 ^- 410 (14100) CI
(a) grid diagram
\. Hot
Cold^V
111 112 H3 111! Qc
CI " C • C • C 11 • 14100
Qh 3675 1540 495 8390 14100
(b) match matrix
Fig. 6-3. Hot subnetwork for 7SP4 problem:
at the onset of synthesis (step 2).
11.1
t 8390
T = 710 — = 531. 5°F
The resultant problem status is shown in Figure 6-4(a) in the
form of a grid diagram. The modified match matrix is shown in
Figure 6-4(b)
.
Step 3. Next, all three hot streams need to be matched with CI. Since
none of the hot streams, HI, H2 , and H3, can be matched with CI
at the hot end, and CI must have at least one match at the hot
end in order to attain its target temperature, we can not make
sequential matches. For illustration, making the H3/C1 match
at the cold end would result in a situation depicted in Figure
6-5, with no matches possible for HI at the hot end.
Similarly, making H2/CI or Hl/Cl match also leads to a dead-end
situation. This indicates that stream splitting is required.
Step 4. The stram splitting is carried out according to the procedure
described in Chapter 5. The competing streams are, HI, H2, and
H3, whereas CI is the candidate stream. For the fully split
pattern, CI needs to be split into three substreams , CI
,
CI
,
and CI to be matched with HI, H2, and H3, respectively.
Applying the elimination conditions to these matches, we obtain
the following feasible regions for mc values for the candidate
substreams
.
<"%)« * 15 (6_1)
HI (15) 675 430 (3675) HI
H2 (11) 590 450 (1540) H2
H3 (4.5) 540 430 (495) H3
CI (47) 710
<s>
(8390)
(a) grid diagram
410 (5125) ci
v Hot
ColdN.
HI 112 113 llu Qc
CI » C • C * C 8390 5710
Qh 3675 1540 495 5710
(b) match matrix
Fig. 6-4. Hot subnetwork for 7SP4 problem:
after the Hu/Cl match (step 2).
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HI (15) 675 • 430 (3675) HI
H2 (11) 590 450 (1540) 112
113 (4.5) 540
CI (47) 710
<!>
(a) grid diagram
<>
o
(495)
-* 430 (0) 113
(b) match matrix
Fig. 6-5. Hot subnetwork for 7SP4 problem:
after the H3/C1 match (step 3).
410 (5125) ci
\- Hoi
Cold\^ HI H2 113 Ilu Qc
CI « C 495 8390 5215
Qh 3675 1540 5215
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(mc ) > 9.625 (6-2)
P 01
2
(mc
p'ci * 4 ' 5 (6_3)
Summation of Eqs
.
6-1, 6-2, and 6-3, gives rise to the
following feasibility condition;
(mc
p ) cl + (™C P ) C1
+ ( racp)ci * 29125 ( 6_4 >
which holds since the left-hand side is (mc ) which has a
value 47, greater than 29.125. Thus, we conclude that a fully
split pattern is feasible and folding is not required. For
equal temperature drop across all three candidate substreams,
the
'
mcp' cl
should be divided among the substreams in the
ratio of the heat loads. Therefore, from Eq. 5-26, we obtain
Q
HI
, ,
3675
,
P C1
l
=
^T ° P C1
=
*™
= 3 °' 25 <6_5)
Q
<mCp
' C1
2
=
^ (mCp>C1
=
57TH (47)
= 12 ' 68 (6"6)
and
<-cp>ci
3
=
qJ
( "cp>ci " S7T5 (47) " 4 ' 07 (6
" 7)
The feasible regions of mc values given by Eqs. 6-1, 6-2, and
6-3, readily indicate that the values obtained in 6-5, 6-6,
and 6-7, render the pattern infeasible. However, based on
Eqs. 6-1 through 6-7, we can arrive at the following
compromise values;
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(mc
p
)
cl
» 30.0
|k
p»ci
2
"
12 ' 5
and
(mc
p>ci
3
= 4 - 5
Corresponding solution is shown in Figure 6-6. This completes
the synthesis of the above-pinch (hot) subnetwork.
Part II. Synthesis of the Below Pinch (Cold) Subnetwork
Step 5. Figure 6-7(a) shows the initial grid diagram for the problem,
consisting of five hot streams, HI, H3, H4, H5 and H6, one cold
stream CI and the cold utility Cu. The corresponding match
matrix is shown in Figure 6-7(b).
Step 6. Out of the five hot streams, only H4 can be matched with CI at
the hot end. H5 and H6 do not have high enough source
temperature (AT, < AT
. for matches with CI); whereas HI andhe min
H3 do not have high enough (mc ) values [for a hot end match at
pinch point, (mc ). > (mc ) ]. Hence, the H4/C1 match is made,
thereby eliminating H4 . The "new" target temperature of CI is
now 301. 5°F. The resultant status of the problem is shown is
Figure 6-8.
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HI (15) 675
H2 (11) 590
H3 (4.5) 540
CI (47) 710
430 (0) HI
450 (0) 112
430 (0) H3
410 (0) CI
(8390)
(495)
(a) grid diagram
\. Hoi
ColdN.
HI H2 H3 llu Qc
CI
C1
,
3675
8390CI
2
— 1540
C '
3
495
Qh
(b) match matrix
Fig. 6-6. Hot subnetwork for 7SP4 problem:
after stream splitting (step 4).
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HI (15) 430 150 (4200) HI
H3 (4.5) 430- 115 (1417.5) H3
H4 (60) 430 • 345 (5100) 114
H5 (12) 400 100 (3600) H5
H6 (125) 300 230 (8750) 116
CI (47) 410 ^- 60 (16450) CI
(a) grid diagram
\ Hoi
Cold ^v HI H3 114 115 116 Qc
CI * C » C H C • C * C 16450
CU » C • c « C « C « C 6617.5
Qh
4200 1417.5 5100 3600 8750 23067.5
(b) match matrix
Fig. 6-7. Cold subnetwork for 7SP4 problem:
at the onset of synthesis (step 5).
i. is
HI (15) 430 ' ISO (4200) HI
H3 (4.5) 430 115 (1417.5) H3
H4 (60) 430
H5 (12) 400
116 (125) 300-
Cl (47) 410-^-
<l>
o
(5100)
(a) grid diagram
345 (0) H4
"* 100 (3600) 115
230 (8750) H6
60 (11350) CI
Cold^\_ HI 113 114 H5 116 Qc
CI « C * C 5100 • C » C 1 1350
CU * C • C
—
• C • C 6617.5
Qh 4200 14 I 7.5 3 6 00 8750 17967.5
(b) match matrix
Fig. 6-8. Cold subnetwork for 7SP4 problem:
after the H4/C1 match (step 6).
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Step 7. Next the cold utility can be matched with any of the four
remaining hot streams, HI, H3, H5 and H6 . Stream H5 is chosen
since it has the lowest target temperature among all the hot
streams. Higher target temperatures of the remaining hot
streams imply increased AT values; hence, they are likely to
ce
have "greater" feasibilities for subsequent matching. H5 gets
eliminated and the heat load of Cu is reduced to 3017.5 Btu.
Step 8. The remaining part of Cu is matched with H3 because its target
temperature is lower than that of the other two hot streams, HI
and H6 . The match eliminates H3 and reduces the heat load of
Cu to 1600 Btu.
Step 9. Cu is next matched with HI since its target temperature is
lower than that of H6 . The match eliminates Cu and reduces the
heat load of HI to 2600 Btu. The "new" target temperature of
HI is 256. 7°F. The resultant status of the solution is
displayed in Figure 6-9. However, at this point, we can no
match CI with any hot stream at the hot end. We have arrived
at a dead-end situation, thus necessitating the redistribution
of cold utility. This time, instead of making the second match
of Cu with H3, it is matched with HI. This match eliminates Cu
and reduces the heat load of HI to 1182.5 Btu. The new target
temperature of HI is 351. 2"F. The resultant status of the
solution is displayed in Figure 6-10. Now the Hl/Cl match is
feasible at the hot end.
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HI (15) 430 '
(1600)
<ZK 150 (2600) HI
H3 (4.5) 430
(1417.5)
-©- 115 (0) 113
114 (60) 430
H5 (12) 400
H6 (125) 300
CI (47) 410 •*-
<D
O
(5100)
(a) grid diagram
"" 345 (0) 114
(3600)
<5K 100 (0) 115
* 230 (8750) H6
60 (11350) CI
^XHot
Cold ^S^
HI H3 H4 115 H6 Qc
CI * C
___
5100 « C 1 1350
CU 1600 1417.5 3600
___
Qh 2600 8750 1 1350
(b) match matrix
Fig. 6-9. Cold subnetwork for 7SP4 problem: a dead-end situation
after the Hl/Cu, H3/Cu, and H5/Cu matches (step 9).
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HI (15) 430 .
(3017.5)
\J~) * 150 (1182.5) HI
H3 (4.5) 430 115 (1417.5) H3
H4 (60) 430
H5 (12) 400
H6 (125) 300 i
<D
301.5
1 1o
(5100)
(a) grid diagram
345 (0) H4
(3600)
100 (0) H5
230 (8750) H6
60 (11350) CI
Hot
Cold >v
HI H3 H4 H5 H6 Qc
CI H C C 5100 • C 1 1350
CU 3017.5
___
3600
Qh
1 182.5 1417.5 8750 1 1350
(b) match matrix
Fig. 6-10. Cold subnetwork for the 7SP4 problem:
alternate arrangement for the coolers (step 9).
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Step 10. Next, we generate Hl/Cl match at the hot end, since no other
hot steam can be used to heat CI to its new target temperature
of 301. 5°F. The match eliminates HI and reduces the heat load
of CI to 10167.5 Btu. The target temperature of CI is changed
to 276. 3°F. The resultant status of the problem is depicted in
Figure 6-11.
Step 11. Next, we make H6/C1 match at the hot end since the only other
remaining hot stream, H3 , can not be used to heat CI to its
largest temperature (the corresponding hot end match is not
feasible). The match eliminates H6 and reduces the heat load
of CI to 1417.5 Btu. The "new" target temperature of CI is
90.2°F. The resultant status of the problem is displayed in
Figure 6-12.
Step 12. The last match is the H3/C1 match, which eliminates both the
streams. Note that for elimination of both the streams in a
match, it must be feasible at both ends and the two streams
must have identical heat loads. The final solution for the
cold subnetwork is shown in Figure 6-13.
Step 13. Combining the two subnetworks yields the overall solution to
the 7SP4 problem, as shown in Figure 6-14.
(3017.5)
HI (15) 430
H3 (4.5) 430
€>
H4 (60) 430
H5 (12) 400
H6 (125) 300
<•>
CI (47) 410 -
301.5,-K 276 - 3
i—CTO
(5100) (1182.5)
(a) grid diagram
<i>~ 150 (0) HI
115 (1417.5) H3
"* 345 (0) 114
(3600)
<2^ 100 (0) 115
230 (8750) 116
60 (10167.5) CI
—
Hot
Cold >v
HI H3 H4 115 116 Qc
CI 1182.5 * C 5100 H C 10167.5
CU 3017.5 3600
Qh
1417.5 8750 10167.5
(b) match matrix
Fig. 6-11. Cold subnetwork for 7SP4 problem:
after the Hl/Cl match (step 10).
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HI (15) 430
H3 (4.5) 430 •
H4 (60) 430
H5 (12) 400
116 (125) 300
CI (47) 410
<^
0-
<i>
301.5 J__ 276.3 L 90.2
(S100) (1182.5) (8 750)
(a) grid diagram
(3017.5)©— 150 (0) HI
115 (1417.5) H3
• 345 (0) 114
(3600)
100 (0) H5
230 (0) H6
60 (1417.5) CI
—
Hot
Cold ^s.
HI 113 H4 H5 116 Qc
CI 1182.5 11 C 5100
___
8750 1417.5
CU 3017.5 3600
Qh 1417.5 1417.5
(b) match matrix
Fig. 6-12. Cold subnetwork for 7SP4 problem:
after the H6/C1 match (step 11).
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HI (15) 430 '
€>
(3017.5)
H3 (4.5) 430
.
114 (60) 430 [ 1
H5 (12) 400
H6 (125) 300
£>- 150 (0) HI
0- -115 (0) 113
0"
. 345 (0) H4
(3600)
100 (0) H5
. 230 (0) H6
CI (47) 410 „ Q 1 (^_J) 1 C^)-^""CZ^ . 60 (0) CI
(5100) (1182.5) (8750) (1417.5)
(a) grid diagram
v Hot
Cold^v^ HI 113 H4 115 H6 Qc
CI 1 182.5 1417.5 5100 8750
CU
3017.5 — _ 3600 —
Qh
(b) match matrix
Fig. 6-13. Cold subnetwork for 7SP4 problem:
at the end of synthesis.
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Figure 6-15 shows the solution of the 7SP4 problem obtained by
Papoulias and Grossmann (1982). Comparision of the present solution
with it indicates that the former has only one instance of stream
splitting whereas the latter has two instances of stream splitting.
This can be attributed to the fact that the present approach does not
resort to stream splitting until all possibilities of generating an
unsplit solution have been explored. In other words, if it is possible
to have a solution of a HEN problem without stream splitting, then the
present approach will fd it; the more knowledge it contains, less
amount of backtracking is required. In addition, the two solutions
differ in the manner in which the splitting is performed. The stream
splitting above the pinch point, common to both solutions, gives rise to
different distribution of mc
p
values. Consequently, the hot end
temperatures of the candidate substreams , CI , CI and CI , are
different in the two solutions. For the present solution, these
temperatures are very close to each other, within a range of 12.5°F,
whereas for the other solution these temperatures are farther apart,
having a range of 64.3°F. This difference arises due to the fact that
the present approach attempts to generate split subnetworks with as near
equal temperature drops across the candidate substreams as possible.
In summary, the proposed representation and manipulation schemes
enable us to effectively utilize the available knowledge for
synthesizing "better" HEN's. The success of these schemes is due to the
rigorous formalization of the domain-knowledge necessary to solve the
problem.
cc
„. E
-t
ft,
CO
129
TOWARDS A KNOWLEDGE-BASED SYSTEM FOR HEN SYNTHESIS
The ultimate goal of the present work is to demonstrate the
feasibility of process synthesis automation based on the knowledge-based
approach. To accomplish this, we have chosen the problem of heat
exchanger network synthesis. Up to this point, we have extracted and
formalized some of the domain knowledge, and proposed representation and
manipulation schemes to effectively utilize this knowledge. However,
unless we ensure that the proposed strategy can be implemented on a
machine, our demonstration is incomplete. Consequently, it is only
fitting that we end this work with a brief discussion on how to
transform the proposed strategy into a knowledge-based system.
Before attempting to develop a conceptual design of such a system,
let us summarize some of the salient features of the proposed strategy
that makes it a suitable candidate for our purpose.
(a) It enables us to synthesize HEN'S featuring the minimum utility
consumption and the minimum number of HTU's.
(b) At all times during the solution process, it displays the partial
solution and the residual problem. This feature enables us to
analyze and upgrade the strategy and/or the domain knowledge to
improve the performance of the system.
(c) It shows explicitly all possible matches that can be made at any
instant during the synthesis process.
(d) It can easily detect dead-end situations.
(e) It has an easy backtracking capability, enabling a system to
explore "what if ...?" situations and to explain and justify the
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line of reasoning. In conjunction with (c) and (d), this feature
ensures that if a solution exists, it can always be found.
(f) It is capable of identifying the situations warranting stream
splitting, along with the participating streams.
(g) It can work with an incomplete and changing knowledge base, thus
enabling us to build the knowledge base in an incremental
fashion. This feature also allows us to explore various
strategies for performing different subtasks, such as selection
of streams for the "next" match, folding of a fully split pattern
and the alternate match selection for backtracking.
None of the HEN synthesis methods proposed so far in the literature
possesses even half of these features. In light of this, it is little
wonder that we have not yet seen any computer-aided HEN synthesis system
that is widely accepted by the industry or academia. The proposed
system, described in the next few paragraphs, promises to reverse this
trend.
The suggested architecture for the knowledge-based HEN synthesis
system is the blackboard architecture (see, e.g., Reddy et al., 1976;
Erman et al., 1980) which consists of a set of independent knowledge
sources cooperatively solving a problem by communicating through a
shared, common blackboard. This modular architecture allows a variety
of combinations of knowledge sources and control strategies. It has
been incorporated into the systems solving diverse tasks in
crystallography, signal interpretation, vision, and psychological
modeling (see, e.g., Barr and Feigenbaum, 1981). In contrast with these
systems, the HEN synthesis system may involve knowledge sources that are
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not completely independent, but instead, have complex interrelations.
This might entail modification of the classic blackboard architecture.
The nature and type of modifications are implementational detail and
need not be discussed at this point.
Figure 16 shows the conceptual design of the HEN synthesis system.
The system has a blackboard architecture, with seven knowledge sources,
and a user interface communicating with the blackboard. The user
interface helps with problem specification and input/output of
information between the user and the system. The blackboard contains
the knowledge representation scheme for the problem, i.e., the grid
diagram and the match matrix. It also contains the intermediate values
and results that are required by various knowledge sources. Each
knowledge source "reads" the blackboards and contributes towards the
solution, based on the knowledge contained in it.
Each knowledge source (KS) deals with a particular aspect of HEN
synthesis. Thus we have KS ' s corresponding to the selection of streams
to match, matching, updating of the blackboard, backtracking, stream
splitting, problem decomposition, and the explanation and reasoning.
The knowledge within each KS can be partitioned depending upon the task
it pertains to. Thus, the KS corresponding to stream splitting has
partitions that deal with the generation of a split pattern,
establishing the feasibility of a split pattern, folding of a split
pattern, and generation of a split subnetwork. Similarly, backtracking
consists of restoration of the blackboard, selection of the alternate
matches and recognition of the situations requiring stream splitting.
The tasks corresponding to each KS are recorded in Figure 6-16. The
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system performs the HEN synthesis task by following the stepwise
procedure described in the preceeding section.
Note that the design of the knowledge-based HEN synthesis system
proposed in this work is by no means in final form; this is the initial
system configuration proposed at the outset of the implementation. As
the conceptual and physical designs progress, the structure may change
to a considerable extent.
BACKTRACKING
* Restoration of blackboard
* Selection of alternate match
* Invokation of stream splitting
STREAM
SPLITTING
* Pattern
generation
* Feasibility of
pattern
* Folding strategy
* Generation of
split subnetwork
* Updating of
blackboard
SELECT
* Selection strategy
* User defined
constraints
and/or
preferences
? Q~*
m >c1
•«—
<
1
u
DECOMPOSITION
* Pinch
decomposition
" Search for
type (a) matches
MATCH
* Computation of
intermediate
temperatures
^
\
UPDATE
* Reevaluation
of affected
feasibilities
* Invokation of
backtracking
EXPLANATION
AND
REASONING
V J
BLACKBOARD
USER INTERFACE
* Preanalysis
• Input/output
Fig. 6-16. Conceptual Design of a knowledge-based system for HEN synthesis.
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CHAPTER 7. CONCLUSIONS AND RECOMMENDATIONS
Conventional approaches to computerize the synthesis task have not
enjoyed much success. At the outset of the present work, therefore, a
goal has been set to build an automated synthesis system, with a
contention that a knowledge-based approach can provide us with a
breakthrough in automating process synthesis. In the course of this
work, a rationale for resorting to the knowledge-based approach has been
presented. To begin with, the nature and scope of process synthesis
have been examined; specifically, we saw how, in the past decade, the
scope of synthesis has been narrowed down to exclude the task of
conceptualization. This change of scope has resulted due to the
limitation of the available computer technology. To include this task
in an automated synthesis system, we need to borrow concepts from the
latest developments in the field of Artificial Intelligence and
Knowledge Engineering. Some of the Knowledge Engineering issues
pertaining to process synthesis automation have been discussed.
Having seen the need for a knowledge-based approach, the remainder
of the work dealt with demonstrating the approach using a specific
synthesis subproblem, that of synthesizing heat exchanger networks.
First, an exhaustive review of the available solution methodologies has
been presented and the strengths and weaknesses of various approaches
have been analyzed. Next, some of the knowledge required for
synthesizing HEN's has been extracted and formalized. The major issue
under consideration was how to conceive HEN's featuring the minimum
utility consumption and the minimum number of units. In the process,
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the cause giving rise to the minimum number of units has been
established; eventually, the elimination strategy has been conceived to
attain it. To simultaneously attain both the optimality criteria, the
effect of pinch point has been analyzed. Also, the necessary and
sufficient conditions for the elimination strategy have been derived.
It is likely that the elimination strategy may lead to a dead-end
situation, when it is not possible to continue HEN synthesis without
violating at least one of the two constraints, the minimum utility and
the minimum units. We saw how, in such situations, backtracking and/or
stream splitting can be used to continue HEN synthesis without
sacrificing the elimination strategy. In the process, a systematic
procedure has been evolved to perform stream splitting by resorting to
the elimination conditions derived earlier in the work.
Finally, the representation and manipulation schemes have been
presented to effectively utilize the HEN synthesis knowledge that has
been formalized in the present work. Based on these schemes, a
systematic procedure has been proposed for HEN synthesis. The
applicability and efficacy of the proposed method are demonstrated by
solving the 7SP4 problem. This method, in turn, has given rise to the
conceptual design of a knowledge-based system for HEN synthesis.
Having recapitulated the accomplishments of the present work, let
us examine how far we have succeeded in attaining our goals. The
systematic procedure proposed in this work generates HEN's featuring the
minimum number of units, the minimum utility consumption, and minimal
stream splitting. What has been obtained here is a computational model
of the HEN synthesis process that closely mimics the reasoning pattern
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of an expert designer. This model will not only lead to an automated
HEN synthesis system, but also enable us to experiment with novel ideas
and strategies for various aspects of HEN synthesis, e.g., stream/stream
match selection strategy that will minimize the backtracking, and
incorporation of additional optimality criteria like minimizing the
total heat transfer area of the network. The proposed knowledge-based
system contains all the knowledge that has been formalized in this work
and has provision for incorporating additional knowledge, as and when it
is available in the required form. As a final note it is worthwhile to
remember that in the process of building a computational model using the
knowledge-based approach, we have obtained considerable insight towards
solving the HEN synthesis problem in a "better" fashion, even without
the use of computers. Generalizing this observation we can conclude
that in attempting to automate the synthesis task, we will make
ourselves better designers.
RECOMMENDATIONS FOR FUTURE WORK
There are two possible directions for continuing this work. One,
we can proceed breadthwise in the synthesis field and use the knowledge-
based approach to solve additional synthesis subproblems, including the
separation system synthesis, reaction path synthesis, and control system
synthesis. Once sufficient experience and insight have been obtained,
then we can embark upon the all-encompassing problem of synthesizing the
entire process flowsheets. However, before this can be accomplished, we
need to build systems for the individual synthesis subproblems.
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The second direction corresponds to the depthwise progress in the
synthesis field. Additional knowledge for solving the HEN synthesis
problem can be extracted, formalized, and incorporated in the proposed
knowledge-based system. For this purpose, the following stepwise
implementation scheme is suggested.
(a) As the first step, implement the core of the proposed knowledge-
based system. This core can include the blackboard, the user
interface, and the basic select-match-update cycle. In absence
of any formal selection strategy, the selection of the pair of
streams to be matched can be obtained from the user. The stream
splitting can be restricted to the fully split pattern. Any
folding, if required, can come from the user. Any backtracking
in solving the problem can also come from the user. This
skeleton or core system will provide us with an excellent tool
for experimentation, to try out novel strategies.
(b) With the tool developed in (a), it will be possible to experiment
with several strategies to evolve systematic procedures for
folding during the stream splitting, selection of streams to
match, backtracking, and identifying all possible matches of type
(a) (i.e., matches that eliminate both the streams).
(c) With the additional knowledge obtained in (b) , a full-fledged
knowledge-based system, as proposed in the present work, can be
developed. Additionally, the constraints arising from the
resiliency, operability, and controllability of the resulting HEN
can be readily added as separate knowledge sources. The
resultant system will be capable of generating automatically an
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optimal HEN. With an explanation module, the system will also be
able to supply the user the reasons and justifications for the
results/decisions reached during the process of synthesizing a
HEN.
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ABSTRACT
Process synthesis is one stage of design where efforts at
computerization have not enjoyed much success. In this work a
knowledge-based approach to process synthesis is presented. A
knowledge-based approach is comprised of extraction, formalization,
representation and manipulation of domain-specific knowledge to solve
complex problems. The need and rationale for resorting to such an
approach to develop automated process synthesis systems are discussed.
Some Knowledge Engineering issues relevant to process synthesis
automation are also discussed, along with the desired characteristics of
the resultant systems. The approach is demonstrated by applying it to
the wellknown problem of Heat Exchanger Network (HEN) synthesis. To
begin with, a comprehensive review of the nature and scope of the
existing HEN synthesis methodologies is presented. Strength and
weaknesses of the currently employed approaches are briefly discussed.
As the first step of the knowledge-based approach, HEN synthesis
knowledge is formalized. The cause leading to the minimum number of
units for a HEN is established. The effect of a pinch point is analyzed
and an elimination strategy is proposed to attain the minimum number of
units for a HEN. The necessary and sufficient conditions for adhering
to the elimination strategy are derived. The need for stream splitting,
to generate HEN's featuring the minimum number of units and the minimum
utility consumption, is established with the help of an illustrative
example. A systematic procedure to carry out the stream splitting in
accordance with the elimination strategy is developed.
As the second step of the knowledge-based approach, schemes for
representing and manipulating the HEN synthesis knowledge are proposed.
A stepwise procedure that employs the the proposed representation and
manipulation schemes, is proposed for HEN synthesis. The procedure
generates HEN's with the minimum number of units, the minimum utility
requirement and the minimal amount of stream splitting. Based on this
procedure, a conceptual design of a knowledge-based system for HEN
synthesis is presented, along with its desired characteristics. An
incremental implementation strategy is recommended for constructing the
system.
