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Maximization of the basic reproduction ratio or R0 is widely believed to drive the emergence of novel pathogens. The presence of
exploitable heterogeneities in a population, such as high variance in the number of potentially infectious contacts, increases R0 and thus
pathogens that can exploit heterogeneities in the contact structure have an advantage over those that do not. However, exploitation of
heterogeneities results in a more rapid depletion of the potentially susceptible neighbourhood for an infected host. Here a simple model
of pathogen evolution in a heterogeneous environment is developed and placed in the context of HIV transmission. In this model, it is
shown that pathogens may evolve towards lower R0, even if this results in pathogen extinction. For sufﬁciently high transmissibility, two
locally stable strategies exist for an evolving pathogen, one that exploits heterogeneities and results in higher R0, and one that does not,
and results in lower R0. While the low R0 strategy is never evolutionarily stable, invading strains with higher R0 will also converge to the
low R0 strategy if not sufﬁciently different from the resident strain. Heterogenous transmission is increasingly recognized as fundamental
to epidemiological dynamics and the evolution of pathogens; here, it is shown that the ability to exploit heterogeneity is a strategy that
can itself evolve.
r 2006 Elsevier Ltd.
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Theoretical epidemiology is underpinned by the concept
of a invasion threshold associated with the basic reproduc-
tion ratio or R0. For R041, a pathogen will be successful,
in the sense that the introduction of a single infected
individual into a wholly susceptible population will on
average result in at least one other infected individual
(Anderson and May 1991; Diekmann et al., 1990).
Heterogeneities in the available host population that
increase the susceptibility and transmissibility (probability
of transmission per potentially infectious contact or t)
associated with a host subpopulation confer advantages to
pathogens that can exploit them, and for a given average
transmissibility, results in higher R0 (Yorke et al., 1978). In
the case of sexually transmitted diseases (STD’s) for
example, highly active and therefore highly connected
individuals are both more exposed and cause more
infections, and they can play a crucial role in disease006 Elsevier Ltd.
i.2006.04.003
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Open access under CC BY license.spread and persistence (Anderson and May, 1991; Heth-
cote et al., 1982). In theory, disease can persist even for
vanishingly small t, so long as the variance in the number
of contacts per individual is sufﬁciently high (Albert et al.
2000). Thus exploitation of heterogeneities has been
suggested as a route by which new pathogens can emerge
(May et al. 2001). As the ‘‘adaptive model’’ of evolution is
typically driven by maximization of R0 (Anderson and
May, 1982), this also implies that, at least initially, a
pathogen able to exploit heterogeneities in the host
population will always be favoured over one that does not.
However, a strategy that relies on heterogeneity has
disadvantages; the high-risk individuals are infected ﬁrst,
and thus while R0 is higher, the average number of
individuals infected by a single infectious individual at a
given time in an epidemic (the reproduction rate R(t))
declines more quickly if heterogeneities are exploited than
if they are not (Barthelemy et al., 2004; Kiss et al., 2006a).
This can result in a lower ﬁnal epidemic size compared to a
strategy with the same t, but which does not exploit
heterogeneities (Kiss et al., 2006b; May and Lloyd, 2001).
Since an evolving pathogen will only be able to exploit R(t)
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maximization of R0 does not necessarily predict the
direction of evolution. Here a simple, deterministic model
of a population with heterogeneous contacts is developed,
showing that evolution towards low R0 may occur, possibly
resulting in pathogen extinction even if the starting value of
R0 would predict successful pathogen invasion. In this
model, stable states only exist if the pathogen either fully
exploits available heterogeneities or does not exploit them
at all (i.e. the strain has the same potential to infect all
individuals). The ﬁnal state depends on both the demo-
graphic structure and the initial conditions. Implications
for epidemic diseases are brieﬂy considered, establishing a
plausible mechanism for evolution to low R0 where disease
persistence is maintained by a metapopulation structure.
While the high-R0 strategy is an evolutionarily stable one
(ESS), the low-R0 strategy is not, though invading strains
insufﬁciently differentiated from the prevailing strain are
predicted to ‘‘converge’’ towards it.
2. Model description—evolution in diseases with SIRS or
SIS dynamics
Heterogeneity in the number of potentially infectious
connections is considered, though the model would apply
to any form of heterogeneity that equally affects both
susceptibility and transmissibility. Consider a population
of which a ﬁxed number Nx individuals are highly
connected, with the average number of connections scaled
by a factor s above the low risk population Ny, individuals
of which are poorly connected. The epidemiology is
described by a susceptible–infected–removed–susceptible
(SIRS) system for each of the subpopulations Nx and Ny,
with states , Sx, Sy, Ix, Iy, Rx, Ry referring to the states of
the subpopulations. Infected individuals either recover and
eventually become susceptible again or equivalently are
removed and replaced by susceptible individuals in such a
way that Nx and Ny are constant. In a population with
heterogeneities in the contact structure, each individual in
Ny has k potentially infectious contacts or links, and each
individual in Nx has s41 more links than individuals in
Ny. Then the expected value of the number of connections
per individual over the whole population is
kh i ¼ kav ¼
NxksþNyk
Nx þNy
. (1)
Assume that the pathogen can exploit this heterogeneity
in the contact structure to a variable degree, ranging from
full, or a ‘‘high-R0 strategy’’, to no exploitation, a ‘‘low-R0
strategy’’. Let z be the extent to which the low-R0 strategy
is adopted, so that at z ¼ 1, all individuals potentially
infect a number of others given by kav in Eq. (1). Therefore
(1-z) is the proportion of transmission that exploits
heterogeneities in the population. Shifts in the net strategy
of the pathogen population are governed by the relative
proportion of new infections that occur according to each
of the two extreme strategies, at a rate determined by aparameter m. The ‘‘direction’’ of evolution is determined by
the relative numbers of new infections resulting from each
route; in order to retain biologically sensible dynamics, a
multiplier of z(1-z) forces dz/dt to be zero at z ¼ 0 and 1.
Let the mortality of the infected individuals be d and that
of removed individuals be e and recall that the probability
of transmission per connection is t. Then the model system
can be described by a set of differential equations:
dIx
dt
¼ F 1 Ix; Iy
 þ F2 Ix; Iy  dIx,
dIy
dt
¼ G1 Ix; Iy
 þ G2 Ix; Iy  dIy,
dRx
dt
¼ dIx  eRx,
dRy
dt
¼ dIy  eRy,
dz
dt
¼ mtz 1 zð Þ F2 Ix; Iy
 þ G2 Ix; Iy 
þ F1 Ix; Iy
  G1 Ix; Iy ,
F1 Ix; Iy
  ¼ 1 zð Þt ksIx þ kIy  ks Nx  Ixð Þ
NxksþNyk
,
F2 Ix; Iy
  ¼ ztkav ðIx þ Iy  Nx  Ix
N
 
,
G1 Ix; Iy
  ¼ 1 zð Þt ksIx þ kIy  k Ny  Iy
 
NxksþNyk
,
G2 Ix; Iy
  ¼ ztkav Ix þ Iy  Ny  Iy
N
 
,
Nj ¼ Sj þ I j j ¼ x; y ðconstÞ,
0pzp1,
s41.
Taking proportions of populations x ¼ Ix/Nx, y ¼ Iy/Ny,
rx ¼ Rx/Nx, ry ¼ Ry/Ny, f ¼ Nx/N, letting tky=d ¼ g and
Z ¼ e=d and assuming dimensionless time (equivalently,
setting the removal rate of infected individuals d ¼ 1), the
model can be expressed as
dx
dt
¼ g 1 zð Þ sxþ yð Þ s f  x rxð Þ
f sþ 1 f

þ z f sþ 1 fð Þ xþ yð Þ f  x rxð Þ

 x ð2aÞ
drx
dt
¼ x Zrx, (2b)
dy
dt
¼ g 1 zð Þ sxþ yð Þ 1 f  y ry
f sþ 1 f

þ z f sþ 1 fð Þ xþ yð Þ 1 f  y ry
  y, ð2cÞ
dry
dt
¼ y Zry, (2d)
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dt
¼ mgz 1 zð Þ z f sþ 1 fð Þ xþ yð Þ 1 x y rx  ry
 
 1 zð Þ sxþ yð Þ f  x rxð Þs
f sþ 1 f þ
1 f  y ry
f sþ 1 f
 
.
ð2eÞ
If there is no recovery/removed stage (SIS model), this
becomes a system of three equations:
dx
dt
¼ g 1 zð Þ sxþ yð Þ s f  xð Þ
f sþ 1 f

þ z f sþ 1 fð Þ xþ yð Þ f  xð Þ

 x, ð3aÞ
dy
dt
¼ g 1 zð Þ sxþ yð Þ 1 f  y
f sþ 1 f

þ z f sþ 1 fð Þ xþ yð Þ 1 f  yð Þ

 y, ð3bÞ
dz
dt
¼ mgz 1 zð Þ z f sþ 1 fð Þ xþ yð Þ 1 x yð Þ

 1 zð Þ sxþ yð Þ f  xð Þs
f sþ 1 f þ
1 f  y
f sþ 1 f
 
. ð3cÞ
As the main interest is in evolution of the pathogen, and
the stability results for z are unchanged between the SIRS
and SIS models since dz/dt does not depend on the
removed population, the remainder of the analysis will
concentrate on the three equation SIS system. Finally, a
division of populations is chosen such that for all scalings,
the fraction of highly connected individuals is ﬁxed so that
the average susceptibility is ﬁxed as twice the low risk
susceptibility, i.e. f ¼ 1=ðs 1Þ with sX2.3. Competition between strains and evolutionarily stable
strategies
Thus far, the model presented only considers the
convergence stability of a single evolving strain, or the
behaviour of a ‘‘cloud’’ of strains none of which diverge
signiﬁcantly from the mean strategy. In this case, the
equations are rewritten to allow a second strain with
complete cross-immunity between the two strains, and
indicated by primes:
dx
dt
¼ g 1 zð Þ sxþ yð Þ s f  x x
0ð Þ
f sþ 1 f

þz f sþ 1 fð Þ xþ yð Þ f  x x0ð Þ

 x,
dy
dt
¼ g 1 zð Þ sxþ yð Þ 1 f  y y
0
f sþ 1 f

þz f sþ 1 fð Þ xþ yð Þ 1 f  y y0ð Þ

 y,
dx0
dt
¼ g 1 z0ð Þ sx0 þ y0ð Þs f  x x
0ð Þ
f sþ 1 f
þ z f sþ 1 fð Þ x0 þ y0ð Þ f  x x0ð Þ

 x0,
dy0
dt
¼ g 1 zð Þ sx0 þ y0ð Þ 1 f  y y
0
f sþ 1 f z

þ z0 f sþ 1 fð Þ x0 þ y0ð Þ 1 f  y y0ð Þ

 y0,
dz
dt
¼ mgz 1 zð Þ z f sþ 1 fð Þ xþ yð Þ 1 x x0  y y0ð Þð
 1 zð Þ sxþ yð Þ f  x x
0ð Þs
f sþ 1 f þ
1 f  y y0
f sþ 1 f
 
,
dz0
dt
¼ mgz0 1 z0ð Þ z0 f sþ 1 fð Þ x0 þ y0ð Þ 1 x x0  y y0ð Þð
 1 z0ð Þ sx0 þ y0ð Þ f  x x
0ð Þs
f sþ 1 f þ
1 f  y y0
f sþ 1 f
 
.
In order to consider competition between strains, it is
necessary to evaluate the basic reproduction number
R0ðz0; sÞ of a new invading strain, in the presence of a
prior existing strain, where z0 is the extent to which the new
strain exploits heterogeneity in the host population, and
s ¼ 1 x  y is the susceptible population when the
initial strain is at equilibrium. If R0ðz0; sÞo1 for all z0, then
the initial strain is an ESS and is resistant to invasion by
any competing strain within the context of the model. Note
that for the single strain case, R0 ¼ R0ðz0; 1Þ.4. Results
4.1. Equilibria and local convergence stability
The mutation rate m is only a multiplicative factor for
Eqs. (2e) and (3c), and thus does not affect the existence of
local stability, though it can affect the size of the locally
stable regions. Eq. (3c) is of the form dz=dt ¼ zð1 zÞaðzÞ,
where a(z) is a linear increasing function of z. Thus for any
given coordinates (x0, y0), there are at most three ﬁxed
points in z: at the extrema z ¼ 0, and 1 and at one
intermediate point, (x0, y0, z0) where the set of all these
points is deﬁned by the surface aðzÞ ¼ 0. As a(z) is a linear
function, the intermediate ﬁxed point must be unstable as
for z values below the surface deﬁned by aðzÞ ¼ 0, the value
of a(z) and therefore dz/dt is strictly negative, and above
the surface they are strictly positive. Since this is true for all
(x0, y0), there are no intermediate stable ﬁxed points for a
given value of z.
The remaining two ﬁxed points are identiﬁed by the
solution of the system at z ¼ 0:
y ¼ sx
2  fs2f  1=fs x
f  xð Þ ,
x ¼ f 1 fð Þ  1ð Þy fy
2
fsð Þy fs 1 fð Þ ,
f ¼ g
f sþ 1 f
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xþ y ¼ 1 1
g f sþ 1 fð Þ ,
x
f
¼ y
1 f .
Fig. 1 shows the surface deﬁning dz=dt ¼0 (excluding
z ¼ 0 and 1). A transformation v ¼ sxþ y, and w ¼ xþ y,
shows that this surface is deﬁned by
z0 v;wð Þ ¼
ð2 vÞv
4ð1 wÞwþ ð2 vÞv . (4)
In general, the trajectory of a solution in (x, y, z) space
is not restricted to ﬁxed values of z. A trajectory may
‘‘pierce’’ the surface deﬁned by Eq. (4) (potentially more
than once) and so the initial direction of evolution does not
necessarily predict the ﬁnal state. Evaluation of the
gradient rðz0ðv;wÞÞ; shows this surface has a single ﬁxed
point at ðv0;o0Þ ¼ ð1; 12Þ. The determinant of the Hessian
Matrix
H z0ð Þ ¼
@2z0
@v2
@2z0
@v@w
@2z0
@w@v
@2z0
@w2
2
4
3
5
at (v0, w0) is strictly negative, and by deﬁnition the ﬁxed
point is therefore a saddle point (e.g. Barr, 2000). For
R0ðz; 1Þ41, there is therefore a region of local stability for
both the purely low-R0 strategy and high-R0 strategies,
provided z4Maxðzjdz=dt ¼ 0Þ and zoMinðzjdz=dt ¼ 0Þ
respectively, which are deﬁned at the boundaries of the
xy solution space (i.e. combinations of x ¼ 0 or x ¼ f ,
and y ¼ 0 or y ¼ 1 f ).0.05
0.1
0.2
0.2
0.4
0.6
0.4
0.5
0.6
0.7
0.15
x
y
z
Fig. 1. The dz=dt ¼ 0 surface. Above the surface, the direction of
evolution is upwards, while below the surface, the direction of evolution is
downwards. Axes are the proportion of the total population that is high
risk and infected (x), the proportion of the population that is low risk and
infected (y), and the extent to which the transmission dynamics affects all
individuals equally (z ¼ 0 indicating full exploitation of population
heterogeneities, and z ¼ 1 indicating no exploitation of heterogeneities
and all individuals equally likely to become infected). The surface is a
saddle, with maxima and minima at the edges of the surface. The scaling
factor (increased risk of the subpopulation x) is s ¼ 5 and the proportion
of population that is high risk is f ¼ 1=4.4.2. The basic reproduction number
The basic reproduction number or R0 is typically deﬁned
in the epidemiology literature as the number of secondary
cases resulting from a single infected primary case,
introduced into a wholly susceptible population at
equilibrium (Anderson and May, 1991). Using the next
generation matrix deﬁnition (Diekmann et al., 1990), it is
more generally the ratio of the number of individuals in all
infected classes in successive generations, in the limit of a
large number of generations and a large population, i.e.:
R0 ¼ limN ;n!1 Inþ1=In
 
; where N is the population size, n
is the generation number, and In is the number of infected
individuals in all classes in generation n.
If a single node is infected at random, then the average
number of secondary cases created by this index case is
r0 ¼
P
ktkp kð Þ where the summation is over all possible
values of the number of connections k. To calculate R0, let
the number of infected nodes of degree i in generation j be
Ii,j . If the links amongst individuals are ﬁxed, then the
degree of the infected node should be reduced due to the
link to the original infecting node which now cannot infect
anyone. Should turnover of links be fast relative to the
incubation period and/or infectious period, then this effect
will be reduced, ultimately to zero; see also (Dietz and
Hadeler, 1988). For example, if the links represent sexual
partnerships, the incubation period is 1 month, and
(unrealistically) all partnerships last less than 1 month,
then there will be minimal overlap in the pattern of
partnerships when the individual is infected, as compared
to when the individual is infectious, assuming that links are
formed randomly, and this is the assumption made here.
Then in the subsequent generation, Ikjþ1;jþ1 ¼P
kjtkjP kjþ1jkj
 
Ikj ;j ; where Pðkjþ1jkjÞ is the probability
that a link from a node of degree kj+1 is connected to a
node of degree kj. As the network here is randomly
connected, in the ﬁrst generation P k1jk0ð Þ ¼ k1p k1ð Þ= kh i;
i.e. it does not depend on k0. The number of infected
elements of an arbitrary degree k1 in the ﬁrst generation of
transmission is then:
Ik1;1 ¼
tk1p k1ð Þ
P
k0
k0p k0ð Þ
kh i
¼ tk1p k1ð Þ
and in the following generation is
Ik2;2 ¼
X
k1
t k1  1ð ÞIk1;1p k2jk1ð Þ
¼ t2k2p k2ð Þ
k2
 
kh i .
Summing over all connections in both cases, I1 ¼
t
P
k1k1p k1ð Þ ¼ t kh i and similarly I2 ¼ t2 k2
 
. It is easy
to show that the ratio I2=I1 ¼ Inþ1=In for all subsequent
successive generations n and nþ 1, and therefore R0 ¼
t k2
 
= kh i (equivalent to the result for sexually transmitted
diseases and other expressions derived for networks, see for
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Fig. 2. Proportion of population infected as a function of the normalised
transmission rate. The high-variance strategy (exploiting heterogeneities in
the population) persists at lower transmission rates and initially infects a
greater proportion of the population, but as the transmission rate
increases is at a disadvantage compared to the low-variance strategy.
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assumed form here,
k2
  ¼ f k2s2 þ 1 fð Þk2
¼ f 1 zð Þksþ z f ksþ 1 fð Þkð Þð Þ2 þ 1 fð Þ 1 zð Þkð
þ z f ksþ 1 fð Þkð ÞÞ2,
kh i ¼ f ksþ 1 fð Þk
¼ f 1 zð Þksð Þ þ 1 fð Þ 1 zð Þkð Þ þ z f ksþ 1 fð Þkð Þ
Therefore using the scaling restriction f ¼ 1=ðs 1Þ, then
R0 ¼ R0 (z, 1) at a ﬁxed value of z is
R0 z; 1ð Þ ¼ g z2
s 2
2
 
þ z 2 sð Þ þ sþ 2
2
  
.
0ozo1,
s42,
which is a maximum at z ¼ 0 and monotonically decreas-
ing in z. Thus the existence of a locally stable steady state
(xs, ys, zs ¼ 1) implies the existence of a region where
pathogens can successfully evolve to lower R0. Under
conditions of pathogen introduction when there is a
prevailing endemic strain, not only the proportion of
susceptibles (s*) must be considered, but also the relative
proportions of highly connected (s*x) and poorly connected
(s*y) individuals must be considered. In this case,
R0 z; s
ð Þ ¼ g
1 zð Þs s

xsþsy
2
þ zkavs
 2
sx þ 1 zð Þ
sxsþsy
2
þ zkavs
 2
sy
1 zð Þs sxsþsy2 þ zkavs
 
sx þ 1 zð Þ
sxsþsy
2 þ zkavs
 
sy
,
(5a)
sx þ sy ¼ s  1. (5b)
4.3. Convergence stability and evolution in a metapopulation
model with SIR dynamics
Evolution of pathogens in epidemic diseases can differ
from that for endemic diseases. For the SIR epidemic
model there is by deﬁnition no endemic equilibrium, as
there is no recovery of infected individuals to maintain the
population of susceptibles. Therefore there is no unique
ﬁnal evolutionary state, if only a single population is
considered. Persistence can be maintained in a metapopu-
lation model, if it is assumed that a population patch will
be repopulated by susceptible hosts after disease extinction
has occurred. Individual pathogen population extinctions
are balanced by pathogen migration which occurs at a
different time-scale, allowing exhausted patches to be
repopulated with susceptible hosts—in this sense it is more
correctly an SIRS model with very slow host repopulation
rates (Levins and Culver, 1971). While it is beyond the
scope of this paper to explore the full consequences of the
metapopulation model, it is clear that Eq. (3c) has the same
dependencies whether susceptible renewal is allowed, or
not. Therefore, there are no intermediate stable ﬁxed pointsfor z, and there are local regions bounded below by z ¼ 0
where the evolution of z is strictly negative whatever the
initial values of x and y, with a similar region bounded
above by z ¼ 1, where the evolution of z is strictly positive.
Thus, should the pathogen evolve to a state that lies in the
stable regions for all subpopulations, the pathogen in
the metapopulation model will eventually evolve to either
z ¼ 0 or 1, provided it does not go extinct.
4.4. Evolutionary Stability
Fig. 2 shows the increase in the equilibrium prevalence
when z ¼ 0 and 1, as g increases. Mirroring the result for
the ﬁnal epidemic size in the SIR model (May and Lloyd,
2001), above a critical value gcrit, the low-R0 strategy has a
higher endemic equilibrium than the high-R0 strategy, as
the latter ‘‘uses up’’ the highly connected individuals more
efﬁciently. Intuitively, this implies that above gcrit, a low-R0
strain should be able to invade a prevailing, endemic, high-
R0 strain. This is conﬁrmed using Eq. (5); Fig. 3 shows
that, for sufﬁciently low g , the high-R0 strategy is an ESS,
but above gcrit strains exploiting lower R0 strategies are able
to invade. In contrast, when the prevailing strain is low-R0,
strains that exploit heterogeneity are always able to invade.
Intriguingly however, such invading strains may evolve
towards a low-R0 strategy (effectively, they are assimilated
into the prevailing population).
4.5. Novel introduction into a wholly susceptible population
Speciﬁc stability results are dependent on the initial
conditions, however consideration of a particular example
provides some insight; in this case, the novel introduction
of the pathogen into a wholly susceptible population. It is
assumed that the pathogen has previously evolved in a
population with differing demographic characteristics, so
that effectively it is at an intermediate value of z. The
example considers introduction of a single infected
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Fig. 4. Phase representation of the ﬁnal state following introduction of
disease in a single, highly susceptible individual. The phase diagram shows
regions in which there is no stable steady state (U), where a high variance
strategy is stable (H), and where a low variance strategy is stable (L).
Without control (a), one quarter of the population is ﬁve times as
susceptible as the rest, with targeted disease control in place (b), one
quarter of the population is only 3 times as susceptible. In ﬁgure 4b, the
original phase diagram without control is shown in grey for comparison.
The shift in relative susceptibility can make pathogen evolution to the
‘‘low variance strategy’’ more likely. The dashed line indicates R0 ¼ 1.
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of 10,000 with scaling s ¼ 5 and mutation rate m ¼ 1.
Fig. 4 shows the resultant phase diagram in z and g
under these parameters (Fig. 4a), and with the same
parameters but with the scaling factor reduced to s ¼ 3
(Fig. 4b). This is equivalent to changing the behaviour of a
targeted proportion of the population (e.g. increased use of
prophylactics in the high risk population to prevent STD
transmission). For R0ðz; 1Þo1, the disease-free equilibrium
is the only steady-state. As g increases, the high variance
strategy ðz ¼ 0Þ becomes locally stable, but the low-R0
strategy ðz ¼ 1Þ remains unstable. The locally stable region
around z ¼ 1 appears as soon as the low-R0 strategy
becomes viable (i.e. R0ðz; 1Þjz¼141). Fig. 4 shows the
existence of a region where R0ðz; 1Þ41, but the solution can
still tend towards the z ¼ 1, R0ðz; 1Þo1 regime, and thus
the pathogen disappears. This is illustrated in Fig. 5. At
higher g the low-R0 strategy becomes more likely, but
dependence on g is not strong (less than a 5% increase in
the locally stable region, for a doubling of g from 0.5 to 1).
Changing the scaling factor s (i.e. decreasing the extent of
heterogeneity) can have a more dramatic effect on the
phase diagram, as reducing s from 5 to 3 increasing the
stable regime by approximately 20% at g ¼ 1:0.
An examination of the time course of the epidemic where
both strategies can be successful (Fig. 6) shows that highly
connected individuals become infected more rapidly, but as
the pathogen evolves towards the low-R0 strategy the
proportion of highly infected can decrease, though the
overall proportion of the population infected will be
higher, similar to previous results for investigations in
populations with scale-free distributions of connections
(Barthelemy et al., 2004; Kiss et al., 2006a). As expected, a
slight shift in the initial conditions can change the direction
of evolution. Note that the initial direction of evolution
does not predict the ﬁnal state.5. Discussion
The restriction to evolution of pathogens with ﬁxed
transmissibility per act is a device to explore the
consequences of allowing pathogen exploitation of host
heterogeneity to evolve, and is not a real restriction on
possible directions of pathogen evolution. It is used here to
illustrate how the relationship between demographics and
transmission characteristics is vital to understanding
disease evolution—transmission characteristics alone are
insufﬁcient, as, in the absence of disease control, any
pattern of potentially infectious contacts (the ‘‘social
network’’) plus transmission probabilities per contact that
generates the same pattern of truly infectious contacts (the
‘‘epidemiological network’’) will have the same character-
istics (Kao et al., 2006). It has been suggested (Frank, 1996)
that endemic diseases favour prolonged infectious periods
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istics) at the expense of viral replicative ﬁtness (more
heterogeneous transmission characteristics), while epidemic
diseases favour the converse. However, here it has been
shown that regions of local stability exist for both strategies
that depend only on the demographic parameters, and not
on the disease prevalence or whether the disease is endemic
(SIS) or epidemic (SIR), implying that both strategies are
potentially viable. Taking into account exploitable hetero-
geneities in the population, epidemic diseases can poten-
tially evolve to lower viral replication rates and longer
infectious periods, and endemic diseases the converse. Real
pathogens, of course, will have limitations on their
evolution not considered in this model (Brander and
Walker, 2003), and the epidemiological consequences mustbe viewed in the context of both within-host and between-
host considerations.
While the model is expressed in general terms of
heterogeneity, the example of HIV transmission provides
a plausible application. It is well known that the distribu-
tion of human sexual contacts has high variance (Liljeros et
al., 2001). Though the exact form of the distribution is the
subject of some dispute (Jones and Handcock, 2003), this
distribution has been posited as the driving force behind
the emergence and spread of HIV (May et al., 2001). The
number of partners and duration of partnership appear to
be negatively correlated (Ghani et al., 1997; Kretzschmar,
2000). While repeated exposure to infected partners would
be expected to increase the risk of becoming infected, viral
loads, believed to be a good indicator of infectiousness
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and infectiousness per heterosexual coital act has been
estimated to drop as much as an order of magnitude within
six months post-infection (Wawer et al., 2005), though
there is a rise in infectiousness as the infected individual
approaches the terminal stages of disease. Thus the effect
of multiple exposures in long term partnerships is
mitigated, and the number of partnerships and not number
of acts remains the key epidemiological parameter
(Anderson and May, 1988). There is recent evidence
however, that HIV-1 may be evolving towards lower viral
replicative ﬁtness (Arien et al., 2005), suggesting decreased
pathogenicity of HIV-1 over time. However, if lower
pathogenicity (presumably resulting in a lower probability
of transmission per act) is accompanied by a longer
infectious period, individuals involved in relatively few
longer term partnerships with greater exposure would have
an increased risk of infection per partnership than
individuals involved in many short term partnerships. Thus
while the social network pattern is unchanged, the changes
in the transmission characteristics result in a different
epidemiological network, equivalent here to increasing z.
For sufﬁciently low values of t the system can evolve
from one of successful disease invasion ðR041Þ to one
where the disease cannot successfully invade ðR0o1Þ, as the
solution drifts towards more homogeneous transmission.
The prediction that there are no stable mixed strategies
reﬂects an earlier result which show that mixed strategies
result in lower ﬁnal epidemic size than either wholly high-
or low-R0 strategy (Kiss et al., 2006b). Of course, the
underlying mechanism here only captures the character-
istics of pathogen evolution in an abstract fashion. More
detailed approaches such as via individual-based models
and the addition of stochastic effects will undoubtedly
provide further illumination.
While exploitation of heterogeneity is the only successful
strategy for low t, as t increases, evolution towards a stable
low-R0 strategy becomes possible. While this strategy is not
an ESS, it is robust in the sense that there is local
convergence towards the strategy. Evolution of pathogen
virulence in the presence of imperfect vaccination has
previously been discussed (Gandon et al., 2001). Here it is
suggested that changes in the demographic structure of a
population, whether by behavioural changes, invasion of a
new population or through imperfect, targeted disease
control could drive a pathogen towards lower R0, but result
in a larger proportion of the population becoming infected.
This difference is driven by the variable rate of exploitation
of the different subpopulations, with depletion of high risk
susceptibles changing the characteristics of the available,
susceptible neighbourhood. The role of R0 maximisation is
often emphasised in our understanding of pathogen ﬁtness,
and this is sensible in establishing the minimum pathogen
invasion threshold. However, pathogens rarely evolve in a
wholly susceptible or unchanging environment; the ‘‘local
neighbourhood’’ may be signiﬁcantly different from the
wholly susceptible one that lies behind the R0-basedhypothesis, resulting in a more complicated picture of the
mechanisms behind evolutionary dynamics.
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