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NEYMAN’S C(α) TEST FOR UNOBSERVED HETEROGENEITY
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UNIVERSITY OF ILLINOIS AT URBANA-CHAMPAIGN
Abstract. A unified framework is proposed for tests of unobserved heterogeneity in para-
metric statistic models based on Neyman’s C(α) approach. Such tests are irregular in the
sense that the first order derivative of the log likelihood with respect to the heterogeneity
parameter is identically zero, and consequently the conventional Fisher information about
the parameter is zero. Nevertheless, local asymptotic optimality of the C(α) tests can
be established via LeCam’s differentiability in quadratic mean and the limit experiment
approach. This leads to local alternatives of order n−1/4. The scalar case result is already
familiar from existing literature and we extend it to the multi-dimensional case. The new
framework reveals that certain regularity conditions commonly employed in earlier devel-
opments are unnecessary, i.e. the symmetry or third moment condition imposed on the
heterogeneity distribution. Additionally, the limit experiment for the multi-dimensional
case suggests modifications on existing tests for slope heterogeneity in cross sectional and
panel data models that lead to power improvement. Since the C(α) framework is not
restricted to the parametric model and the test statistics do not depend on the particular
choice of the heterogeneity distribution, it is useful for a broad range of applications for
testing parametric heterogeneity.
1. Introduction
Neyman’s (1959) C(α) test can be viewed as a generalization of Rao’s (1948) score test in
the presence of nuisance parameters and thus provides a unified framework for parametric
statistical inference. We will see that many of the existing tests for neglected parameter
heterogeneity can also be formulated as C(α) tests and share common features. However,
for these tests the usual score function is identically zero under the null hypothesis, and
conventional Fisher information is thus zero. Fortunately, in these cases the second deriva-
tive of the log likelihood is non-degenerate and approximations based on it can be used to
form a modified version of LeCam’s differentiability in quadratic mean (DQM) condition.
Local asymptotic normality (LAN) theory, then leads to local asymptotic optimality results
for the C(α) test in such settings under local alternatives of order n−1/4.
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We find that LeCam’s limit experiment perspective is very useful in analyzing tests for
neglected heterogeneity especially in the multi-dimensional setting. It allows us to first
develop optimal test statistics for the Gaussian limit and then extend them to the cor-
responding asymptotic C(α) test. The one-sided nature of the limit experiment reveals
that we require the mixture of χ2 asymptotics which leads to power improvement com-
pared to the conventional χ2 type test. This finding is relevant to the Information Matrix
test and some of the recent applications to slope heterogeneity testing in panel data models.
We focus initially on the case of a scalar heterogeneity parameter. Although some of the
results are already familiar in the literature, the use of the LeCam framework is new and it
leads to a set of less restrictive assumptions and sheds light on why reparameterization leads
to unnecessary conditions employed in previous literature. Discussing the scalar case in the
LeCam framework also facilitates the extension to multivariate settings which is described
at the end of Section 2 and is the major contribution of the paper. In Section 3 we consider
four different examples. In the first example, the C(α) tests for parameter heterogeneity in
Poisson regression model under two slightly different alternative specifications lead to tests
introduced in Lee (1986). The second example considers testing for slope heterogeneity in
cross sectional linear regression models; the C(α) test in this setting shares many features
of the Breusch and Pagan (1979) LM test, but the positivity constraints revealed via the
limit experiment suggest a modification that leads to a power gain. We then illustrate an
example using the C(α) test to jointly test for heterogenous location and scale parameters
in Gaussian panel data models. Lastly, we compare the C(α) test for slope heterogeneity
in panel data model to the test considered in Pesaran and Yamagata (2008). For a wide
range of N and T , the C(α) test, since it pays explicit attention to the positivity constraints
under the alternative, enjoys a power improvement.
The C(α) test for heterogeneity formulated in this paper is very similar to the setup used
in some previous development. In a seminal paper, Chesher (1984) points out the score
test for unobserved parametric heterogeneity is identical to White’s (1982) Information
Matrix (IM) test. Cox (1983) obtains similar results using a more general mixture model.
These papers can be viewed as important extensions of a somewhat neglected example on
testing for parameter heterogeneity in Poisson models in Neyman and Scott (1966). Moran
(1973) investigates the asymptotic behavior of these score tests. However, as we will show
in Section 4, the parameterization adopted in Moran (1973) and also in Chesher (1984)
requires some unnecessary additional assumptions, i.e. the zero third moment or symmetry
of the heterogeneity distribution, even though it delivers the same score function formed
based on the second derivative as the C(α) test constructed here. The explanation is that
the likelihood under their parameterization obtains the same expansion of the likelihood
under the C(α) test parameterization only if symmetry holds. In addition, even though
the score function is the same, the positivity constraints lead to a different decision rule
with mixture of χ2 asymptotics in contrast to the conventional χ2 test for the IM test.
Furthermore, there are situations where the C(α) test for unobserved heterogeneity is no
longer identical to the IM test and we illustrate some conditions for equivalence to hold in
Section 4. Lastly, a Monte Carlo simulation is carried out to evaluate the power performance
for various examples.
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2. The C(α) test for unobserved parameter heterogeneity
Neyman (1959) introduces the C(α) test with the consideration that hypotheses testing
problems in applied research often involve several nuisance parameters. In these compos-
ite testing problems, most powerful tests do not exist, motivating search for an optimal
test procedure that yields the highest power among the class of tests obtaining the same
size. Neyman’s locally asymptotically optimality result for the C(α) test employs regularity
conditions inherited from the conditions used by Crame´r (1946) for showing consistency
of MLE and some further restrictions on the testing function to allow for replacing the
unknown nuisance parameters by its
√
n-consistent estimators. It is the confluence of these
Crame´r conditions and the maintained significance level α that gives the name to the C(α)
test.
2.1. C(α) test in regular cases. In regular cases, where all the score functions with
respect to parameters in the model are non-degenerate and the Fisher information matrix
is non-singular, the C(α) test is constructed as follows. Suppose we have X1, . . . ,Xn as
i.i.d. random variables with density p(x; ξ, θ) where θ are nuisance parameters belonging
to Θ ⊂ Rp and ξ are parameters under test that belong to Ξ ⊂ Rq. For densities satisfing
the regularity conditions (Neyman (1959, Definition 3)), we consider testing the hypothesis
H0 : ξ = ξ0 against Ha : ξ ∈ Ξ \ {ξ0} while nuisance parameters θ ∈ Θ are left unspecified.
We define the conventional score functions as
Cξ,n =
1√
n
n∑
i=1
∇ξ log p(Xi; ξ, θ)|ξ=ξ0
Cθ,n =
1√
n
n∑
i=1
∇θ log p(Xi; ξ, θ)|ξ=ξ0
and denote the corresponding Fisher information matrix as,
I =
(
Iξξ Iξθ
Iθξ Iθθ
)
.
Since nuisance parameters θ are left unspecified by H0, Neyman (1959) shows that for the
test statistic to have the same asymptotic behavior when we replace the nuisance parameters
θ by any
√
n-consistent estimator θˆn, it is necessary and sufficient for the test statistics to
be orthogonal to Cθ,n. For example, the ”residual” score, which constitutes the vector of
projecting Cξ,n onto the space spanned by the score vector Cθ,n, denoted by
gn(θ) = Cξ,n − IξθI
−1
θθCθ,n,
provides such a test function with variance Iξ.θ ≡ Iξξ − IξθI−1θθIθξ. Given a
√
n-consistent
estimator θˆn for θ, the C(α) test
Tn(θˆn) = gn(θˆn)
>I−1ξ.θgn(θˆn)
is then asymptotically χ2q under H0 and is optimal for local alternatives of the form
ξn = ξ0 + δ/
√
n. When θˆn is the restricted maximum likelihood estimator of θ, Cθ,n
is zero and the C(α) test reduces to Rao’s score test. The component IξθI
−1
θθIθξ subtracted
from the information Iξξ for ξ measures the amount of information lost due to not knowing
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the nuisance parameters (see e.g. Bickel, Klaassen, Ritov, and Wellner (1993), section 2.4).
2.2. Testing for unobserved parameter heterogeneity. The C(α) test for unobserved
heterogeneity is usually formulated under a random parameter model. Following Neyman
and Scott (1966) we will focus initially on testing homogeneity of a scalar parameter against
the alternative that the parameter is random. Consider having i.i.d. random variables
X1, . . . ,Xn, with each Xi having density function p(x; λi). Heterogeneity of the model is
introduced by regarding the individual specific λi as a random parameter of the form,
λi = λ0 + τξUi,
where the unobserved Ui’s are independent random variables with common distribution
function, F, satisfying moment conditions E(U) = 0, V(U) = 1. The parameter τ is a
known finite scale parameter, which allows us to rescale the variance for U to be unity.
It is not restrictive to assume τ known, as we will see later that τ does not enter the test
statistics. It is cancelled out when the test function is studentized by its standard deviation.
The hypothesis we would like to test is H0 : ξ = 0, which implies λi = λ0 for all i’s. The
alternative hypothesis is Ha : ξ 6= 0.
Under the above setup, the standard C(α) test described in Section 2.1 breaks down
because the score function for ξ for each individual observation xi, defined as the first order
logarithmic derivative of the density function with respect to ξ, is identically zero under
the null, hence the Fisher information is also zero,
∂
∂ξ
log
∫
p(xi; λ0 + τξu)dF(u) |ξ=0 = τ
∫
udF(u)
p′(xi; λ0)
p(xi; λ0)
= 0.
However, in circumstances like this, we can compute the second-order derivative, denoted
as si(λ0) below,
si(λ0) :=
∂2
∂ξ2
log
∫
p(xi; λ0 + τξu)dF(u) |ξ=0 = τ
2
∫
u2dF(u)
p′′(xi; λ0)
p(xi; λ0)
= τ2
p′′(xi; λ0)
p(xi; λ0)
.
The normed sum of these independent second-order derivatives, s(λ0) =
1√
n
∑
i si(λ0), can
be shown to be asymptotically normally distributed with mean zero and variance E(s21(λ0))
under H0 by the central limit theorem and by noticing that E(p′′(xi; λ0)/p(xi; λ0)) = 0 as
a consequence of differentiating
∫
p(x; λ)dx = 1 as a function of λ twice. This leads to a
close analogy with the classical theorem, in which s(λ0) acts as the score function and the
variance E(s21(λ0)) plays the role of the Fisher information in the irregular setting consid-
ered here.
In regular cases, score tests exploit the fact that if the null hypothesis is false, the gradient
of the log likelihood should not be close to zero. Clearly this fails in the irregular case,
because no matter how data is generated, the gradient is always zero. It is natural then to
make use of the curvature information provided by the second-order derivative for inference.
If the null is false, one expects the second-order derivative to be positive. We will see that
this second-order score function plays the essential role of constructing the C(α) test for
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unobserved heterogeneity. The positivity condition also anticipates that the C(α) test will
be one-sided. The goal of the remaining part of this section is to show that the optimality
of the C(α) test, as in the regular case, is still preserved under this irregularity and its
asymptotic theory, although different from the regular cases in certain perspectives, still
takes a simple form.
2.3. Asymptotic optimality of the C(α) test for parameter heterogeneity. Under
the irregularity discussed above, in order to establish the optimality of the test statistics
based on the second-order score function, one could consider modifying the Crame´r type
regularity conditions in Neyman (1959, Definition 3), requiring the density function to
be five times differentiable pointwise and impose a Lipschitz condition on the fifth order
derivative with respect to the parameter under test. The main motivation is to obtain a
quadratic approximation of the log likelihood ratio using the second-order score function
through a higher order Taylor expansion. To be more specific, using the example in Section
2.2 as an illustration, for local alternatives λi = λ0 + τξnUi, with ξn be a sequence that
converges to zero at certain rate, we have the following Taylor expansion of the log likelihood
ratio,
Λn =
∑
i log
p(xi;λi)
p(xI;λ0)
= ξ
2
nτ
2
2! E(U
2)
∑
i si(λ0) +
ξ3nτ
3
3! E(U
3)
∑
i
∇3λp(xi;λ0)
p(xi;λ0)
+ξ
4
nτ
4
4!
[
E(U4)
∑
i
∇4λp(xi;λ0)
p(xi;λ0)
− 3E(U2)2
∑
i s
2
i(λ0)
]
+ oP(1).
Let ξn be of order n
−1/4 and provided the third and fourth moments of U are finite in ad-
dition to the zero mean and unit variance assumption, we obtain a quadratic approximation
of the log-likelihood. More details of such regularity conditions can be found in Rotnitzky,
Cox, Bottai, and Robins (2000), in which they consider the maximum likelihood estimation
of ξ in the irregular cases in a very general context. Lindsay (1995, Chapter 4) also has a
brief discussion of this.
An alternative formulation, rooted in LeCam’s local asymptotic normality (LAN) the-
ory, can be based on his differentiability in quadratic mean (DQM) condition. The latter
condition is less stringent in regular cases: while Crame´r conditions assume the density to
be three times differentiable and impose a Lipschitz condition on the third order derivative,
the DQM condition only requires first order differentiability and the derivative to be square
integrable in L2 space. Pollard (1997) provides a nice discussion of the DQM condition
in these regular cases. This is the new approach we take for analyzing the asymptotic
behavior of the C(α) test for heterogeneity. We will show below that by modifying the
DQM condition slightly, we can obtain the local asymptotic normality of the log-likelihood
ratio and establish the asymptotic optimality of the C(α) test for the irregular cases under
assumptions much weaker than those suggested by the classical Neyman’s approach. One
prominent example for which the classical conditions fail while the DQM conditions are sat-
isfied is the double exponential location model with pθ(x) = f(x−θ) and f(x) =
1
2 exp(−|x|).
For this model, the density function f is not differentiable at 0 but it satisfies the DQM
condition. We would thus have no difficulty constructing a test for homogeneity in the
location parameter for this model under the LeCam type conditions.
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Suppose we have a random sample (X1, . . . ,Xn) with density function p(x; ξ, θ) with
respect to some measure µ. The joint distribution of this i.i.d. random sample will be
denoted as Pn,ξ,θ, which is the product of n copies of the marginal distribution P(x; ξ, θ).
Assumption 1. The density function p satisfies the following conditions:
(1) ξ0 is an interior point of Ξ
(2) For all θ ∈ Θ ⊂ Rp and ξ ∈ Ξ ⊂ R, the density is twice continuously differentiable
with respect to ξ and once continuously differentiable with respect to θ for µ-almost
all x.
(3) Denoting the first two derivatives of the density with respect to ξ evaluated under
the null as ∇ξp(x; ξ0, θ) and ∇2ξp(x; ξ0, θ), we have P (∇ξp(x; ξ0, θ) = 0) = 1 and
P
(∇2ξp(x; ξ0, θ) 6= 0) > 0 for all θ ∈ Θ ⊂ Rp.
(4) Denoting the derivative of the density with respect to θ evaluated under the null as
∇θp(x; ξ0, θ), for any p-dimensional vector a, P
(∇2ξp(x; ξ0, θ) 6= a>∇θp(x; ξ0, θ)) >
0.
Remark. Here ξ is the parameter under test and θ is the vector of nuisance parameters.
The list of regularity conditions in Assumption 1 tailors the standard conditions for a regular
C(α) test to the heterogeneity test we consider here. In particular, condition (3) reflects
the irregularity of these tests that the first order logarithmic derivative with respect to ξ
vanishes but the second-order derivative is non-vanishing. Condition (2) secures existence
of the respective derivatives. Condition (4) rules out the case where there is a perfect linear
relationship between the second-order score for ξ and the score for θ. It ensures the new
Fisher information thus defined to be non-singular and the C(α) test statistics to be non-
degenerate.
Under Assumption 1, we can now define the modified DQM condition that is crucial for
establishing the local asymptotic normality of the model.
Definition 1. The density p(x; ξ, θ) satisfies the modified differentiability in quadratic
mean condition at (ξ0, θ) if there exists a vector v(x) = (vξ(x), v
>
θ (x))
> ∈ L2(µ) such that
as (ξn, θn)→ (ξ0, θ),∫
|
√
p(x; ξn, θn) −
√
p(x; ξ0, θ) − h
>
nv(x)|
2dµ(x) = o(||hn||
2)
where hn = ((ξn − ξ0)
2, (θn − θ)
>)>. Here || · || denotes the Euclidean norm and L2(µ)
denotes the L2 space of square integrable functions with respect to measure µ.
Furthermore, let β(hn) be the mass of the part of p(x; ξn, θn) that is p(x; ξ0, θ)-singular,
then as (ξn, θn)→ (ξ0, θ),
β(hn)
||hn||2
→ 0
Usually the vector v(x) contains derivatives of the square root of density
√
p(x; ξn, θn)
with respect to each parameter evaluated under their null value. Definition 1 modifies the
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classical DQM condition such that whenever the first order derivative is identically zero for
certain parameters, it is differentiated again until it is nonvanishing. The corresponding
terms in hn also need to be raised to the same power. For the heterogeneity test, the
score function with respect to ξ is of second order and its associated term in hn is hence
quadratic. This further implies that the contiguous alternatives must be O(n−1/4). For the
following theorems, we will thus focus on the sequence of local models on (X1, . . . ,Xn) with
joint distribution Pn,ξn,θn in which ξn = ξ0 + δ1n
−1/4 and θn = θ+ δ2n
−1/2.
Theorem 1. Suppose (X1, . . . ,Xn) are i.i.d. random variables with joint distribution
Pn,ξn,θn and the density satisfies Assumption 1 and the modified DQM condition with
v(x) = (vξ(x), v
>
θ (x))
> =
(
1
4
∇2ξp(x; ξ0, θ)√
p(x; ξ0, θ)
I[p(x;ξ0,θ)>0],
1
2
∇θp(x; ξ0, θ)>√
p(x; ξ0, θ)
I[p(x;ξ0,θ)>0]
)>
,
then for fixed δ1 and δ2, the log-likelihood ratio has the following quadratic approximation
under the null:
Λn = log
dPn,ξn,θn
dPn,ξ0,θ
= t>Sn −
1
2
t>Jt+ oP(1)
where t = (δ21, δ
>
2 )
>,
Sn = (Sξ,n,S
>
θ,n)
> =
(
2√
n
∑
i
vξ(xi)√
p(xi; ξ0, θ)
,
2√
n
∑
i
v>θ (xi)√
p(xi; ξ0, θ)
)>
and
J = 4
∫
(vv>)dµ(x) =
(
E(S2ξ,n) Cov(Sξ,n,S>θ,n)
Cov(Sξ,n,Sθ,n) E(Sθ,nS>θ,n)
)
≡
(
Jξξ Jξθ
Jθξ Jθθ
)
.
Corollary 1. With Sn and J defined as in Theorem 1, we have
Sn
Pn,ξ0,θ
; N(0, J),
and hence the sequence of models Pn,ξn,θn is locally asymptotically normal (LAN) at (ξ0, θ)
with Sn being interpreted as the score vector and J as the associated Fisher information
matrix. Furthermore, Pn,ξn,θn is mutually contiguous to Pn,ξ0,θ.
Theorem 1 shows that under Assumption 1, the modified DQM condition is sufficient
for obtaining a quadratic approximation of the log-likelihood ratio for the sequence of local
models in the n−1/4 neighborhood of the null value ξ0 and the n
−1/2 neighborhood of the
nuisance parameter θ. The joint normality of the vector Sn, as established in Corollary 1,
further indicates the LAN property of this sequence of models. It is important to note that
the vector Sn, in which the degenerately zero first-order score function for ξ is replaced
by the corresponding second-order derivative of the log-likelihood, acts as the score vector
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in this irregular case. Naturally, J has the interpretation of the Fisher information matrix.
Under Assumption 1, since we rule out perfect dependence between Sξ,n and Sθ,n in con-
dition (4), J is non-singular.
Having established the LAN property of this sequence of local models, we can now make
use of LeCam’s (1972) limit experiment theory to show that the C(α) test is locally asymp-
totically optimal in the scalar case.
Following the definitions given in LeCam (1972) and van der Vaart (1998), an experiment
E indexed by a parameter set H is a collection of probability measures {Ph : h ∈ H} on the
sample space (X,A). A sequence of experiments En = (Xn,An,Pn,h : h ∈ H) is said to
converge to a limit experiment E = (X,A,Ph : h ∈ H) if the likelihood ratio process for
En,
dPn,h
dPn,h0
(Xn), converges in distribution to the likelihood ratio of the limit experiment,
dPh
dPh0
(X), for h in every finite subset I ⊂ H and for every null value h0 ∈ H . A common
feature is that many sequences of experiments produce a Gaussian limit experiment. One
important example is that for i.i.d. sample from a smooth parametric model with distri-
bution Pϑ, if the sequence of the local model Pn,ϑn in which ϑn = ϑ0 + rnδ with rn as
the appropriate norming rate is locally asymptotically normal, then it has a Gaussian shift
experiment as its limit.
The advantage of establishing the limit experiment is several fold. First, the limit ex-
periment is often easier to analyze than the original sequence of models. Second, the limit
experiment provides a bound for the optimal estimation (in terms of lower bound on the as-
ymptotic variance) or testing procedure (in terms of upper bound on the asymptotic power)
one could achieve in the original model. Third, by the asymptotic representation theory
(van der Vaart (1998, Chapter 9)), any sequence of statistics that converges in the original
experiment can be matched in the limit experiment and they share identical asymptotic be-
havior. We will show in particular that the C(α) test statistics is matched with the optimal
testing procedure in the Gaussian shift limit experiment, hence establishing its optimality.
We first focus on the scalar case, leaving the multi-dimensional case to a separate discussion.
Theorem 2. Let En be a sequence of experiments based on i.i.d. random variables
(X1, . . . ,Xn) with joint distribution Pn,ξn,θn on the sample space (Xn,An). We further
index the sequence of experiment by t = (δ21, δ
>
2 )
> ∈ R+ × Rp. The log-likelihood ratio of
the sequence of models satisfies,
log
(
dPn,ξn,θn
dPn,ξ0,θ
)
= t>Sn − 12t
>Jt+ oP(1),
with the score vector Sn defined as in Theorem 1 converging in distribution under the null
to N(0, J). Then the sequence of experiments En converges to the limit experiment based
on observing one sample from Y = t + v, where v ∼ N(0, J−1). The locally asymptotically
optimal statistic for testing H0 : δ1 = 0 vs. Ha : δ1 6= 0 is
Zn = (Jξξ − JξθJ
−1
θθJθξ)
−1/2(Sξ,n − JξθJ
−1
θθSθ,n).
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Corollary 2. Under H0, Zn has distribution N(0, 1). Under Ha, by applying LeCam’s
third lemma (see e.g. van der Vaart (1998, Example 6.7)), it follows a shifted normal
distribution N(δ21(Jξξ − JξθJ
−1
θθJθξ)
1/2, 1).
The optimal test statistic Zn takes the form of a C(α) test. It projects the second-order
score Sξ,n for ξ onto the space spanned by the first-order score vector Sθ,n for θ. It is the
sequence of statistics from the original experiment that can be matched with the optimal
test statistic in the limit Gaussian experiment for inference on δ1, which is the first element
in the one sample Y.
One common feature of C(α) heterogeneity tests is that the limit distribution under local
alternative is always a right-shifted normal distribution even if we have a two-sided alterna-
tive hypothesis for δ1. This is not surprising given that the shift parameter corresponding
to ξ in the Gaussian limit experiment is a quadratic term δ21 ∈ R+. In other words, the
best inference procedure one could possibly achieve in the limit experiment is for δ21. We
lose the sign information on δ1, and the asymptotically optimal test, if rejects the null, fails
to distinguish whether the deviation is from the left or from the right (this phenomenon is
also emphasized in Rotnitzky, Cox, Bottai, and Robins (2000)). Let Y = (Y1, Y2)
> where
the partition is such that Y1 is a scalar and Y2 ∈ Rp as in Theorem 2. In the Gaussian
limit experiment based on the one sample from Y ∼ N(t, J−1), the one-sided test, rejecting
H0 if Y1 > Φ−1(1 − α)(Jξξ − JξθJ−1θθJθξ)−1/2, is the uniformly most powerful test. Since
the sequence that converges to the rescaled first element (Jξξ − JξθJ
−1
θθJθξ)
1/2Y1 is exactly
Zn, it implies that the asymptotic C(α) test rejects H0 if Zn > Φ−1(1 − α) for any level
α. Observe that for α < 0.5, this is equivalent to rejecting H0 if (0∨ Zn)
2 > c, where c is
the (1− α)-quantile of 12χ
2
0 +
1
2χ
2
1 and χ
2
0 is a degenerate distribution with mass 1 at 0. No
solution exists for c if α > 0.5 although this is of little relevance in practice. We mention the
mixture of χ2 asymptotics just to be more cohesive with the multi-dimensional extension
later. The weight 1/2 associated with χ20 is due to the fact that Zn takes negative values
with probability 1/2 under H0.
There is another intuitive interpretation of the one-sidedness of the test, as we have al-
ready anticipated in Section 2.2. The C(α) test Zn, constructed from the second-order score
for ξ, exploits information of the curvature of the log-likelihood function. Since at ξ = ξ0,
the gradient of the log-likelihood function with respect to ξ is always zero, it depends on the
sign of the second-order derivative to determine whether the null point is a local maximum
or a local minimum. Only positive values of Zn indicates the null point as a local minimum
of the log-likelihood function, leading to a rejection of the null hypothesis. As n→∞, due
to normality of Zn, only half the time we get the ”correct” curvature allowing us to reject
the null. In the simulation exercise in Section 4, we show that paying attention to this one-
sided feature in the decision rule gives more power on testing for parameter heterogeneity.
For the random parameter model, one could of course also consider a likelihood ratio
test as an alternative testing strategy for heterogeneity. Among many others, Chen, Chen,
and Kalbfleisch (2001) considers a modified likelihood ratio test for homogeneity in finite
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mixture models, which is very close to the setup we consider in this paper. They also obtain
a mixture of χ2 asymptotics for their likelihood ratio test statistics. Their modified LRT
can be viewed as an asymptotically equivalent testing procedure in mixture models to the
C(α) test considered here. The latter, however, inheriting the nice feature of the score test,
is much easier to compute. Furthermore, the C(α) test statistics does not depend on the
specification of F as long as the moment conditions are satisfied. This can be viewed as
a merit of the test because it has power for a large class of alternative models. On the
other hand, it can also be viewed as its disadvantage because rejecting the hypothesis does
not provide information on what plausible alternatives might be. Comparison between the
general LR test for mixture models and the C(α) test is considered in Gu, Koenker, and
Volgushev (2013).
The result established thus far is not confined to the heterogeneity test problem. It
is applicable whenever the first-order score for the parameter under test vanishes but the
second-order score is non-degenerate. There is another possible scenario for the score test
to break down, in which none of the first-order score function is vanishing, but there is
linear dependence among them, and thus the Fisher information matrix becomes singular.
This is the case discussed in considerable detail in Lee and Chesher (1986). Models with
selection bias and the stochastic production frontier models fall into this class. They propose
an extremum test which is based on the determinant of the matrix of the second-order
derivatives of the log likelihood function and show the asymptotic optimality of the test.
The extremum test can essentially be reformulated, using a reparameterization slightly
different from what the authors suggested in the paper (i.e. choose k to be 1 in Lee and
Chesher (1986, p. 132)), to fit into the conditions described in Assumption 1. The similar
irregularity also arises in test for symmetry in normal-skew distribution and is investigated
in Hallin and Ley (2013). The reparameterization is a Gram-Schmidt orthogonalization in
the same spirit of Rotnitzky, Cox, Bottai, and Robins (2000, Section 4.4). The C(α) test
can then be constructed and asymptotic optimality of the test follows.
2.4. Replacing the nuisance parameter by a
√
n-consistent estimator. Notice that
the optimal test statistic Zn we obtained in Theorem 2 is a function of θ, to make the
test statistic feasible under unknown nuisance parameters, we need to replace θ by some
estimator θˆ. In order to ensure that the asymptotics for the test statistic Zn in Corollary 2
is still valid, it suffices to show that Zn(θˆ) − Zn(θ) = oP(1) both under the null and local
alternatives. There are various ways to obtain this result. The classical approach taken in
Neyman (1959) was to make additional differentiability and bound conditions on the test
function g(xi, θ), which is defined as
g(xi; θ) = (Jξξ − JξθJ
−1
θθJθξ)
−1/2
( 2vξ(xi)√
p(xi; ξ0, θ)
− JξθJ
−1
θθ
2vθ(xi)√
p(xi; ξ0, θ)
)
,
such that Zn(θ) =
1√
n
∑
i g(xi, θ). Details of these assumptions can be found in Neyman
(1959, Definition 3 (ii) (iii)) and we will not replicate them here. When the conditions are
satisfied, Taylor expansion of Zn(θˆ) around Zn(θ) yields the desired results for θˆ being any√
n-consistent estimator for θ. Neyman’s assumptions are rather strong, for example, he
requires the density to be three times differentiable with respect to θ and also moments of
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the gradient of g with respect to θ to be continuous. LeCam proposes a discretization trick
which works as long as the model satisfies a uniform LAN condition and the
√
n-consistent
estimator satisfies an asymptotic discreteness property. The trick is quite standard in one-
step estimation problems. Our approach, using more modern probability theory, is to view
the difference Zn(θˆ)−Zn(θ) as an empirical process. More precisely, we make the following
assumption on the test function g(x, θ) to establish the equicontinuity of the empirical
process. In fact our Assumption 2 below on g(x, θ) implies the conditions of the Type IV
function in Andrews (1994) with p = 2. We include these results here for completeness.
Assumption 2. There exists some δ > 0 such that for any η,η ′ ∈ Uδ(θ) we have for some
γ > 0
|g(x,η) − g(x,η ′)| 6 ‖η− η ′‖γH(x)
for Pn,ξn,θ-almost all x (for every n ∈ N) where H is square integrable with respect to
Pn,ξn,θ for all n ∈ N, supn EPn,ξn,θH2(X) < ∞ and additionally for some cn = o(1),
n1/2EPn,ξn,θ [H(X)I{H(X)>n1/2cn}] = o(1).
Theorem 3. Under Assumption 2, if θˆ is a
√
n-consistent estimator for θ, then
|Zn(θˆ) − Zn(θ)| = oP(1)
2.5. C(α) test for parameter heterogeneity in higher dimensions. It is of interest
to generalize the C(α) tests of unobserved parameter heterogeneity to higher dimensions
in the irregular case. For example, in a linear regression model, we may want to jointly
test for slope heterogeneity for more than one covariates. When panel data is available,
we may want to test for heterogeneity in the slope coefficients in the presence of individual
variances, see for example Pesaran and Yamagata (2008). The main challenge comes from
the one-sidedness of the test. Fortunately, the limit experiment turns out to be multivariate
Gaussian with location shifts in each coordinate (or in a subset of coordinates) towards the
right tail. This naturally requires us to look for optimal tests for deviations of the location
parameters of the multivariate Gaussian from zero restrictions to the positive orthant.
To be more specific, suppose the limit multivariate Gaussian experiment has mean vec-
tor (µ1, . . . ,µq), we would like to test H0 : µi = 0 for i = 1, . . . ,q against the alternative
Ha : µi > 0 for i = 1, . . . ,q with at least one inequality holds strictly. Unlike in the
univariate case where the one-sided test is optimal in the sense of being uniformly most
powerful and hence the asymptotic analogue C(α) test obtains the same optimality locally
asymptotically, there exists no uniformly optimal test for the multivariate case. There are
two dominant options in the literature. The likelihood ratio test has been studied by many
authors. Chernoff (1954) extends the classical Wilks’s result on likelihood ratio test (LRT)
to cases in which the null value of the parameters under test lie on the boundary of the
parameter space. Bartholomew (1961), Nu¨esch (1966) and Perlman (1969) among many
others consider variants of Gaussian LRT under restricted alternatives. Hillier (1986) pro-
vides details for the LRT with dimension equal to three. Self and Liang (1987) give some
further examples for LRT with nuisance parameters. Alternatively, Abelson and Tukey
(1963) propose tests based on the idea of maximin contrast and this is further extended
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by Schaafsma and Smid (1966) who introduce the optimality concept of “most stringent
somewhere most powerful” (MSSMP) test.
Neither LRT nor MSSMP test uniformly dominates each other, but both are shown to
be substantially more powerful than the usual χ2 or F test for the multivariate Gaussian
case. We construct the C(α) test by extending the LRT via the limit experiment into its
local asymptotic version. It allows a direct power comparison to the usual χ2 test, i.e. the
Information Matrix test, which ignores the positivity constraints. It is also closer to the
historical development of generalization of the regular C(α) test to the multidimensional
case by Bu¨hler and Puri (1966), which can be viewed as the asymptotic analogue of the
usual χ2 test in the Gaussian limit experiment for testing µi = 0 against non-constrained
alternative µi 6= 0. Additionally, as we will show, the C(α) test can also be easily adapted
if only a subset of the shift parameters are subject to positivity constraints.
The LRT statistics for these one-sided test problems in multi-dimensions all obtain a
mixture of χ2 with different degrees of freedom as their asymptotic distribution. One dis-
advantage of the LRT is that the weights of these χ2’s get complicated very quickly as
dimension increases in most cases. In contrast, the MSSMP test has a standard normal
asymptotics. However, it is hard to adapt the MSSMP test to situations where only a
subset of the shift parameters are subject to constraints.
We will present in details the joint test for heterogeneity in dimension two as an il-
lustration and comment on the more general case. Suppose again we have i.i.d. ran-
dom sample (X1, . . . ,Xn) with density p(x; ξ, θ). The parameters under test are now
ξ = (ξ1, ξ2) ∈ Ξ ⊂ R2. They take null value ξ0 = (ξ10, ξ20) and θ ∈ Θ ⊂ Rp are the
nuisance parameters. For heterogeneity tests in particular, we consider testing for hetero-
geneity of a vector of parameters, λi, of the model. Under the alternative, they take the
form, λki = θk+ τξkUki, for k = 1, 2. Let the covariance matrix for Ui = (U1i,U2i) be Ω.
Without loss of generality, we let the diagonal element of Ω be unity. Under H0, ξk = 0, so
that λk’s are homogenous across individuals taking value θk.
The density function satisfies Assumption 1 such that the first-order score vector for ξ1
and ξ2 are vanishing due to the zero mean assumption for Ui but each elements in the
second-order score matrix are non-vanishing. It also satisfies the modified DQM condition
so that the model is locally asymptotically normal. Typically the score function for (ξ1, ξ2)
then consists of all distinct elements in the second-order score matrix. Depending on the
assumption on Ω, some of the elements become zero. For example, if Ω is a diagonal ma-
trix, which implies that U1i is mutually independent to U2i, then the off-diagonal terms of
the second-order score matrix for ξ are zero. If Ω has non-zero off-diagonal elements, then
the corresponding cross terms in the score matrix are also non-vanishing and need to be
included.
It is crucial to distinguish the above-mentioned two scenarios, since the diagonal terms
in the score matrix correspond to the shift terms in the Gaussian limit experiment that are
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subject to positivity constraints, while the off-diagnonal terms correspond to shift parame-
ters that can take value over the whole real line. This implies that if Ω is not diagonal, then
the Gaussian limit experiment has only a subset of the shift parameters that have positivity
constraints under the alternative. Theorem 4 gives the general theory on constructing the
C(α) statistics with the subsequent Corollary 3 discussing the special case if Ω is diagonal.
To proceed, we denote the second-order score vector (all distinct elements in the second
order score matrix stacked into a vector) for (ξ1, ξ2) as (Sξ21,n,Sξ22,n,Sξ1ξ2,n). The first
two corresponds to the diagonal terms and the last the off-diagonal term. Let the first-
order score for θ be Sθ,n. More specifically, under regularity conditions, they are Sξ2k,n
=
1
2
√
n
∑
i
∇2ξkξkp(xi;ξ0,θ)
p(xi;ξ0,θ)
I[p(xi;ξ0,θ)>0] for k = 1, 2; and Sξ1ξ2,n =
1
2
√
n
∑
i
∇2ξ1ξ2p(xi;ξ0,θ)
p(xi;ξ0,θ)
I[p(xi;ξ0,θ)>0]
and Sθ,n =
1√
n
∑
i
∇θp(xi;ξ0,θ)>
p(xi;ξ0,θ)
I[p(xi;ξ0,θ)>0]. Let the associated information matrix be
denoted as, J =
(
Jξξ Jξθ
Jθξ Jθθ
)
, with Jξξ being a 3× 3 block matrix. The residual score for ξ,
similar to the scalar case, is found to be
S˜ξ,n =
 S˜ξ21,nS˜ξ22,n
S˜ξ1ξ2,n
 :=
 Sξ21,nSξ22,n
Sξ1ξ2,n
− JξθJ−1θθSθ,n
and the covariance matrix for S˜ξ,n is Σ = Jξξ−JξθJ
−1
θθJθξ :=
(
Σ(11) Σ(12)
Σ(21) Σ(22)
)
. The partition
of Σ is such that Σ(11) collects covariance terms for the first two elements in S˜ξ,n.
Theorem 4. Let υn be the sequence of experiments based on i.i.d. random variable
(X1, . . . ,Xn) with joint distribution Pn,ξn,θn with ξn = (ξ10, ξ20) + (δ1, δ2)n
−1/4 and θn =
θ + δ3n
−1/2 on the sample space (Xn,An). The log-likelihood ratio of the sequence of
experiment satisfies,
log
(
dPn,ξn,θn
dPn,ξ0,θ
)
= t>Sn −
1
2
t>Jt+ op(1),
with Sn = (Sξ21,n,Sξ22,n,Sξ1ξ2,n,S
>
θ,n)
> ∼ N(0, J). Then the limit experiment of υn is based
on observing one sample from Y = t + ν with t = (δ21, δ
2
2, 2δ1δ2, δ
>
3 )
> ∈ R2+ × R × Rp and
ν ∼ N(0, J−1). We would like to jointly test H0 : δ1 = δ2 = 0 against the alternative
Ha : δ1 6= 0 or δ2 6= 0. Let un := (u1n,u2n)> = (S˜ξ21,n, S˜ξ22,n)> − Σ(12)Σ
−1
(22)S˜ξ1ξ2,n and let
Λ be the Cholesky decompositon of Σ11.2 := Σ(11) − Σ(12)Σ
−1
(22)Σ(21), that is
Λ =
( √
v1 0
ρ
√
v2
√
v2
√
1 − ρ2
)
where ρ is the correlation coefficient between u1n and u2n and v1 and v2 are their respective
variances. Define wn = (w1n,w2n)
> as
wn ≡ Λ−1un =
(
u1n/
√
v1
(1 − ρ2)−1/2(u2n/
√
v2 − ρu1n/
√
v1)
)
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and let w3n := Σ
−1/2
(22) Sξ1ξ2,n. The C(α) test statistic is one of the following four cases:
Tn =

w21n +w
2
2n +w
2
3n if w1n > ρ√1−ρ2w2n,w2n > 0
w21n +w
2
3n if w2n 6 0,w1n > 0
(ρw1n +
√
1 − ρ2w2n)
2 +w23n if −
√
1−ρ2
ρ w2n 6 w1n 6
ρ√
1−ρ2
w2n
w2n > 0
w23n if w1n 6 0,w2n 6 − ρ√1−ρ2w1n
Under H0, the asymptotic distribution of Tn follows (
1
2 −
β
2pi)χ
2
1 +
1
2χ
2
2 +
β
2piχ
2
3 with β =
cos−1(ρ).
Corollary 3. If Sξ1ξ2,n = 0, then the log likelihood ratio of the sequence of experiment
reduces to
log
(
dPn,ξn,θn
dPn,ξ0,θ
)
= t>Sn −
1
2
t>Jt+ op(1),
with Sn = (Sξ21,n,Sξ22,n,S
>
θ,n)
> ∼ N(0, J). Then the limit experiment of υn is based on
observing one sample from Y = t + v with t = (δ21, δ
2
2, δ
>
3 )
> ∈ R2+ × Rp and v ∼ N(0, J−1).
Proceed as in Theorem 4 with un = (S˜ξ21,n, S˜ξ22,n)
> and find the corresponding Cholesky
decomposition Λ for Σ(11) and wn = Λ
−1un. Under H0, the asymptotic distribution of Tn
follows (12 −
β
2pi)χ
2
0 +
1
2χ
1
2 +
β
2piχ
2
2 with β = cos
−1(ρ).
Remark. When dimension gets higher, the construction of the C(α) test follows the
similar idea. We first find residual score S˜ξ,n for (ξ1, . . . , ξq) by projecting away the effect
of the score of θ. LeCam’s third lemma implies that asymptotically S˜ξ,n follows N(0,Σ)
under H0 and N(Σ(δ
2
1, . . . , δ
2
q, (2δjδk)j6=k)>,Σ) under local alternative. The construction
of the C(α) test is to find
(1) Tn = S˜ξ,nΣ
−1S˜ξ,n − inf
µ∈C
(Σ−1S˜ξ,n − µ)
>Σ(Σ−1S˜ξ,n − µ)
where the cone C = Rq+ ×Rq(q−1)/2, the space of the vector (δ21, . . . , δ2q, (2δjδk)j6=k)>. We
observe that Tn is the LR statistics treating Σ
−1S˜ξ,n as the single observation in the limit
experiment (See a similar idea in Silvapulle and Silvapulle (1995)). The wn worked out in
Theorem 4 and Corollary 3 are explicit solution for (1) when q = 2. For q > 2, the solu-
tion for µ, and therefore the test statistics Tn, can be easily found by using the R package
quadprog, Turlach and Weignessel (2013).
The test statistic, when dimension grows, continues to follow a mixture of χ2 distribution
asymptotically under the null, albeit with more complex weights. In the simplest case, if
both J and Ω happen to be diagonal matrices, then all off-diagonal terms in the second-
order score matrix drop and the weights take a very simple form. For ξ ∈ Ξ ⊂ Rq and
let the residual score for ξ be S˜ξ,n with its covariance matrix as Σq. The diagonality of
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J implies diagonality of Σq. The optimal test statistic for H0 : ξ1 = · · · = ξq = 0 against
Ha : ξi 6= 0 for at least one i is
Tn = (0∨ S˜ξ,n)
>Σ−1q (0∨ S˜ξ,n)
Under H0, Tn ∼
∑q
i=0
(
q
i
)
2−qχ2i . As q becomes large, paying attention to the one-sided
nature of the test achieves much better power performance than simply using the inner
product of S˜ξ,n and the χ
2 asymptotics, because the latter wastes 1 − (1/2)q portion of
the type-I error. This point is also stressed in Akharif and Hallin (2003) on the optimal
detection of random coefficient in autoregressive models.
3. Examples
In this section, we describe four examples of using the C(α) test for unobserved parameter
heterogeneity in various models. The first Poisson regression example leads to similar test
statistics already familiar in the literature. This is to illustrate that the C(α) test serves
as a unification of many tests already available. As another example not fully elaborated
here, Kiefer (1984) and Lancaster (1985) develop tests for parametric heterogeneity in Cox
proportional hazard model both of which can be formulated as C(α) tests. Some of these
familiar tests are derived under very specific assumptions on the heterogeneity distribution
F. As we have already noted, this is not necessary as long as some very mild moment
conditions are satisfied. All the other three examples are multi-dimensional cases, as this
is the area where we think the limit experiment and the C(α) test offers most interesting
departures from existing work.
3.1. Tests for overdispersion in Poisson Regression. Overdispersion tests for Poisson
models constitute the most common example on test of parameter heterogeneity. Such a
test was proposed in Fisher (1950) and also serves as the motivating example in Neyman
and Scott (1966). We will consider two distinct versions of the test for unobserved hetero-
geneity in the conditional mean function of the Poisson regression model.
3.1.1. Second Moment Test. Suppose we have (Y1, . . . ,Yn) as i.i.d. random variables follow
Poisson distribution with mean parameter λi. We further assume that
λi = λ0ie
ξUi = exp(x′iβ+ ξUi)
where Ui are i.i.d. with distribution F, zero mean and unit variance. We have set τ to be 1
without loss of generality. The xi’s are covariates of the Poisson regression model including
an intercept term. These covariates could be viewed as observed heterogeneity in the mean
function, while Ui, since it is not explained by the covariates, is unobserved heterogeneity.
Thus, the intercept coefficient, β0, given the assumed form for λi, can be regarded as a
random coefficient. We would like to test H0 : ξ = 0 against Ha : ξ 6= 0 with β as the
unspecified nuisance parameters. Since the first-order score with respect to ξ vanishes, this
problem falls into the framework we considered in Section 2.
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With some straightforward calculation and the nuisance parameters replaced by their
MLEs, we find the C(α) test statistic as
Zn =
∑
i[(yi − exp(x
′
iβˆ))
2 − exp(x′iβˆ)]√
2
∑
i exp(2x
′
iβˆ)
We call this a second moment test because Zn is essentially comparing the sample sec-
ond moment with the second moment for the Poisson model under H0. We reject H0 when
(0∨ Zn)
2 > cα with cα as the critical value from the mixture of χ
2.
Remark. The C(α) test constructed above is identical to the first test statistic proposed
in Lee (1986) for overdispersion in Poisson regression models. In his derivation, Lee as-
sumed that the Poisson mean parameter, λi, follows a Gamma distribution with certain
mean-variance ratio. The Poisson-Gamma compound distribution then leads to a negative
binomial model. As Lee noted (p.700), the same test statistic can also be derived under
some other distribution in addition to the Gamma distribution (See also Dean and Lawless
(1989)). From the C(α) perspective, the test statistic does not depend on the distribution
of U, as long as the moment conditions are satisfied. However, the form of the test statistic
does depend on the particular specification on λi as a function of the observed covariates
and the unobservable Ui. This leads us to the next example.
3.1.2. Second Factorial Moment Test. If instead, under the same setup as we have in 3.1.1,
we assume,
λi = λ0i
(
1 + ξUi/
√
λ0i
)
The residual score for ξ is now found to be, with λ0i = exp(x
′
iβ),
g(yi,β) =
[
yi(yi − 1) − 2λ0i(yi − λ0i) − λ
2
0i
]
/λ0i
and V(g(Yi,β)) = 2. Replacing β by its restricted MLE βˆ, the locally optimal C(α) test is
Zn =
1√
2n
∑
i
[
yi(yi − 1) − λˆ
2
0i
]
/λˆ0i
The test statistic Zn is comparing the second sample factorial moment with that induced
by the Poisson model under the null. Note that this test reduces to the second moment test
if there are no covariates. Noticing again that only overdispersion is possible when deviating
from the null, one-sided alternatives and the mixture of χ2 asymptotics is employed.
3.2. Joint test for slope heterogeneity in linear regression model. We consider a
linear cross sectional model,
yi = x
>
i βi + ui,
where βi is a p×1 vector and ui ∼ IIDN(0,σ2). In addition, we assume βki = βk0+ξkUki
for k = 2, . . . ,p. Without loss of generality, we impose Uki = Ui for all k and Ui has mean
zero and unit variance. As discussed earlier, this implies we need to include all distinct
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elements in the second order score matrix. Replacing nuisance parameters by their MLEs,
it is easy to find the respective score for ξ and for the nuisance parameters θ = (β>,σ2)>:
Sξ,i = (uˆ
2
i/σˆ
2 − 1)zi/σˆ
2
Sσ2,i = (uˆ
2
i/σˆ
2 − 1)/2σˆ2
Sβ,i =
uˆi
σˆ2
xi
where uˆi = yi−x
>
i βˆ and zi is the vector of length p(p−1)/2 that consists distinct elements
of xix
>
i . The same testing problem is considered in the seminal paper by Breusch and Pagan
(1979) who propose the LM test taking the form
LM =
1
2
(
∑
i
zifi)
>(
∑
i
ziz
>
i )
−1(
∑
i
zifi)
with fi = uˆ
2
i/σˆ
2 − 1. Under H0, the LM statistic follows χ
2
p(p−1)/2 asymptotically.
The C(α) test takes the same score function for ξ and θ, but pays explicit attention to
the positivity constraints on those terms in Sξ,i that are inherited from the diagonal terms
of xix
>
i . We can easily find the residual score for ξ as
S˜ξ,n =
1√
n
∑
i
(zi − z¯)(uˆ
2
i/σˆ
2 − 1)/σˆ2
and the associated Information matrix as Σ = 2(
∑
i(zi − z¯)(zi − z¯)
>)/Nσˆ4. Partition S˜ξ,n
and Σ such that S˜(1) and Σ(11) correspond to the elements inherited from the diagonal ele-
ments of xix
>
i and proceed as in Theorem 4. In the simulation section we give a comparison
between the C(α) test and the LM test which provides some encouraging evidence of power
improvement.
3.3. Joint test for location and scale heterogeneity in Gaussian panel data model.
In this example, we consider a two dimensional C(α) test for parameter heterogeneity in a
Gaussian panel data model. The model is assumed to be
yit = µi + σiit
with it ∼ IIDN(0, 1), µi = µ0 + ξ1U1i and σ
2
i = σ
2
0 exp(ξ2U2i) > 0. For convenience, we
assume the random variables Uki are i.i.d. with distribution Fk for k = 1, 2. Both U1 and
U2 have zero mean and unit variance and are assumed to be independent for simplicity.
The unconditional density of observing (yi1, . . . ,yiT ) is
fi =
∫ ∫ ( 1
2piσ20 exp(ξ2u2i)
)T/2
exp
(
−
T∑
t=1
(yit − µ0 − ξ1u1i)
2
2σ20 exp(ξ2u2i)
)
dF1(u1i)dF2(u2i)
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The respective score for (ξ1, ξ2) and the nuisance parameters (µ0,σ
2
0) are
v1i = ∇2ξ1 log fi|ξ1=ξ2=0 = ( y¯i.−µ0σ20/T )
2 − 1
σ20/T
v2i = ∇2ξ2 log fi|ξ1=ξ2=0 = (Zi − T2 )2 − Zi
v3i = ∇µ0 log fi|ξ1=ξ2=0 = y¯i.−µ0σ20/T
v4i = ∇σ20 log fi|ξ1=ξ2=0 = (Zi −
T
2 )/σ
2
0
where y¯i. is the sample mean defined as
∑T
t=1 yit/T and 2Zi =
∑T
t=1(yit − µ0)
2/σ20 ∼ χ
2
T .
Replacing the nuisance parameters by their MLEs, the optimal C(α) test for H0 : ξ1 =
ξ2 = 0 against Ha : ξi 6= 0 for at least one i is:
Tn = (0∨ t1n)
2 + (0∨ t2n)
2
with
t1n = (2NT(T − 1)/σˆ
4
0)
−1/2
(∑
i(
y¯i.−µˆ0
σˆ20/T
)2 − NT
σˆ20
)
t2n = (NT(T/2 + 1))
−1/2
(∑
i(Zi − T/2)
2 − NT2
)
We reject H0 for Tn > cα where cα is the (1 − α)-quantile of
1
4χ
2
0 +
1
2χ
2
1 +
1
4χ
2
2.
Remark. The first component t1n of the test statistics may be recognized again as the test
for individual effect in Gaussian panel data model proposed by Breusch and Pagan (1980).
The second component t2n is equivalent to a single parameter C(α) test for a Gamma model
with heterogenous scale parameter. (Analytical derivation details appear in the Appendix
B.) The factorization provided by the Gaussian model leads to simple asymptotics of the
test statistics. Introducing dependence between the random effects U1 and U2 will add an
extra score function which is the cross term in the second order score matrix, ∇2ξ1ξ2 log fi.
In this case, we proceed as in Theorem 4. Notice the above test is valid for the large N
fixed T setting, and the local alternative for ξn is of order N
−1/4. If T also tends to infinity,
then the local alternative for ξn is of order N
−1/4T−1/2.
3.4. Test for slope heterogeneity in large panels. Example 3.3 above tests for ran-
domness in individual location and variances. Perhaps a more realistic application is to
allow for individual effects and the group-wise heteroscedasticity in the error but test for
randomness in the slope coefficients. This problem has been considered in Swamy (1970)
and is recently revived in Pesaran and Yamagata (2008) (hereafter PY). The PY test is a
standardized version of Swamy (1970) under large N large T setting. The model is assumed
to be,
yit = αi + x
>
itβi + it,
with βi being a p× 1 vector. The null hypothesis of interest is H0 : βi = β for all i against
H1 : βi 6= βj for at least one pair of i 6= j. The PY test is
∆˜PY =
√
N(T + 1)
T − k− 1
(N−1S˜− k√
2k
)
with Mτ being the familiar demean matrix and S˜ =
∑
i(βˆi − βˆWFE)
>X>i MτXi(βˆi −
βˆWFE)/σ˜
2
i where βˆi is the within estimator for each individual regression and βˆWFE is
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the proper pooled estimator that accounts for individual specific variance σ˜2i . Su and Chen
(2013) gives an LM test interpretation for S˜ in the PY test that,
S˜ =
∑
i
ˆ>i MτXi(X
>
i MτXi)
−1X>i Mτˆi/σ˜
2
i
with ˆit =Mτ(yit − x
>
itβˆWFE). This is the LM test statistic for considering the regression
ˆit = αi+(xit− x¯i)
>φi+ηit and test for φi = 0 for all i. As both N and T goes to infinity,
with proper re-centering and standardization, the resulting PY test has a standard normal
asymptotics under H0 and the authors recommend a two-sided test for inference.
In the large N large T setting, we can also construct the C(α) score test for heterogeneity
in coefficients. Assuming again βki = βk0 + ξkUki for k = 1, . . . ,p. The score function for
ξ, Sξ,n, is the distinct p(p+1)/2 elements of the second-order score matrix, which takes the
form 1√
N
∑
i(X
>
i Mτˆiˆ
>
i MτXi/σˆ
4
i − X
>
i MτXi/σˆ
2
i) with nuisance parameters replaced by
MLEs. The elements of Sξ,n are asymptotically jointly normal with mean zero and covari-
ance matrix Σ under H0 and by LeCam’s third lemma, they jointly follow N(Σt,Σ) under the
local alternative (ξj,n = ξj+δjN
−1/4T−1/2, j = 1, . . . , p) with t = (δ21, . . . , δ
2
p, (2δjδk)j6=k)>
as discussed in Section 2.5. Not surprisingly, given the connection to the score test shown
by Chesher (1984), this shares considerable similarity to the White (1982) Information Ma-
trix test. However, the IM test rejects H0 if Sξ,nΣ
−1Sξ,n exceeds the critical value from
χ2p(p+1)/2 at nominal level α, while the C(α) test modifies the IM test by adjusting for
positivity constraints in t for the respective elements in the score function. We do not
repeat the steps here in applying Theorem 4. In the simulation section, we compare the
C(α), the IM test and the PY test and the results show that the C(α) test enjoys a power
gain compared to the other two tests. It is also worth mentioning that the advantage of the
C(α) test is that we only need to estimate under the null model. In addition, the test can
be derived in the same way for large N and fixed T setting, except the local alternative for
ξn is then of order N
−1/4.
4. Reparameterization and connection to the Information matrix Test
4.1. Reparameterization. A common strategy in prior literature to circumvent the ir-
regularity, that the first-order score function is degenerately zero, is to reparameterize the
model. In fact, this is the advice given in the original Neyman (1959) C(α) paper (Section
9, p. 225) and also in Cox and Hinkley (1974, p. 117-118). For the heterogeneity tests
considered in this paper in particular, Cox (1983) and Chesher (1984) adopt such a repa-
rameterization by letting η = ξ0 + (ξ − ξ0)
2. Reconsidering the example in Section 2.2,
without loss of generality, we set ξ0 = 0 and have the density function as p(x; λ0+ τ
√
ηUi).
Cox (1983) tests for heterogeneity of λi by testing H0 : η = 0 against H1 : η > 0. Under
H0, this is to test whether Var(λ) = 0. Chesher (1984) takes the same model assuming
Ui follows a symmetric location-scale distribution. A more recent treatment, focusing on
random individual effects in panel data models by Bennala, Hallin, and Paindaveine (2012)
also uses the same reparametrization but adopts a less stringent LeCam framework.
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At first sight, reparameterization avoids the irregularity of having a degenerate score
function. The first order derivative with respect to η, albeit an undefined 00 function, can
be evaluated by the l’Hoˆpital’s rule. As long as E(U2) is non-zero, the score function is
nonvanishing. The score function thus derived also involves the second derivative and is
identical to the score function in the C(α) test using the original parameterization that
λi = λ0 + τξUi. However, the second order derivative for η is unbounded unless we impose
an additional moment condition on U, that E(U3) = 0 (See the derivation in the Appendix
C). This condition is implicitly satisfied in Chesher (1984) because of the symmetry distri-
bution assumption on U. Moran (1973) also employed this zero third moment condition
and remarked that it was hard to rationalize. One explanation for this extra condition is
that the original, more natural specification on the random parameter λi = λ0 + τξUi with
ξ ∈ R is not equivalent to the reparameterization λi = λ0 + τ√ηUi with η ∈ R+ unless U
has a symmetric distribution. When symmetry does not hold for the distribution of U, the
likelihood does not obtain a proper expansion around η. As we have seen, the ξ parameteri-
zation has the advantage that no symmetry or higher moment conditions on U are necessary.
4.2. Connection to the Information Matrix test. Chesher (1984) was the first to
point out that White’s (1982) Information Matrix (IM) test is a score test for unobserved
heterogeneity. Since Chesher (1984) can be viewed as a reparameterized C(α) test, it is of
interest to investigate the connection between the C(α) test for heterogeneity in general and
the IM test. We show that the C(α) test for heterogeneity nests the IM test as a special case.
Take again the example in Section 2.2, Y1, . . . Yn are i.i.d. random variables each with
density function p(y; λi). The parameter λi is a random parameter and we assume it now
takes a more general form λi = λ0 + ξk(λ0)Ui to incorporate both additive and multiplica-
tive specifications. For example, if k(λ0) = 1, we have the additive form λi = λ0 + ξUi,
while if k(λ0) = λ0, then the multiplicative form. The function k(λ0) thus allows flexible
specification for the random parameter.
For simplicity and to fix ideas, we first assume λ0 is known. Theorem 1 then implies the
following expansion of the log-likelihood function, provided that ξn = O(n
−1/4),
l =
∑
i
log
∫
p(yi; λi)dF(u) =
∑
i
log p(yi; λ0) +
1
2
ξ2nE(U2i)
∑
i
k(λ0)
2∇2λp(yi; λ0)
p(yi; λ0)
+OP(1)
The first order derivative of l with respect to ξn is zero evaluated under ξn = 0, and the
second-order score is
∂2
∂ξ2n
l|ξn=0 =
∑
i
k(λ0)
2∇2λp(yi; λ0)
p(yi; λ0)
.
If λ0 is unknown, we find the corresponding score for λ0 and take the projection step to get
the C(α) test. This is very close to the approximation in Cox (1983) except we allow for
a more flexible variance function for the random parameter λi, as ξ
2E(U2i)k(λ0)2. In a re-
gression model with covariates, λ0 will then be a function of the covariates with coefficients
β.
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White’s (1982) Information Matrix test under regression setting, on the other hand, is
constructed based on the following moment conditions:
E
[
vech
(
∇2β log p(y; λ0(xi,β)) +∇β log p(y; λ0(xi,β))∇>β log p(y; λ0(xi,β))
)]
= 0
where vech is the operator which stacks the elements in the lower triangular part of a
symmetric matrix. Using the chain rule, we see that the IM test statistic uses the following
sample analogue of the moment condition
IM =
∑
i
[∇2λp(y; λ0(xi,β))
p(y; λ0(xi,β))
∇βλ0(xi,β)∇>βλ0(xi,β) +
∇λp(y; λ0(xi,β))
p(y; λ0(xi,β))
∇2βλ0(xi,β)
]
There are various forms for the IM test in the literature (see Davidson and MacKinnon
(1998)), we focus on the efficient score version, in which all the nuisance parameters are
replaced by their restricted MLEs. For the C(α) test to be equivalent to the efficient score
version of the IM test, it is sufficient to have the following two identities:
C∇βλ0(xi,β)∇>βλ0(xi,β) = k(λ0)k(λ0)>∑
i
∇λp(y;λ0(xi,β))
p(y;λ0(xi,β))
∇2βλ0(xi,β) = 0
where C is a non-zero constant. We give several examples below as illustrations.
Example 4.1. Normal regression with Yi ∼ N(µi, 1), where µi = µ0i + ξk(µ0i)Ui and
µ0i = x
′
iβ.
Note that ∇βµ0i∇>βµ0i = xix>i and ∇2βµ0i = 0. Considering only the IM test based on the
intercept term, it is equivalent to the C(α) test for heterogeneity in β0 if k(µ0i) = C 6= 0. If
considering all elements in the IM test, the equivalence holds if xix
>
i = k(µ0i)k(µ0i)
>. In
this case, the C(α) test is multivariate, testing for homogeneity for all coefficients β in µ0i.
Example 4.2. Poisson regression with Yi ∼ Poi(λi), where λi = λ0i + ξk(λ0i)Ui and
λ0i = exp(x
′
iβ).
Considering only the IM test for the intercept term, we have ∇β0λ0i = ∇2β0λ0i = λ0i. If β’s
are replaced by their MLEs, the second identity for equivalence holds because the normal
equation for the MLE of β0 gives∑
i
∇λp(y; λ0i)
p(y; λ0i)
∇2β0λ0i =
∑
i
∇λp(y; λ0i)
p(y; λ0i)
∇β0λ0i = 0
Therefore, the IM test is equivalent to the C(α) test if k(λ0i) = λ0i which is satisfied for
the multiplicative alternative λi = λ0i(1 + ξUi). This specification is a first order linear
approximation of the alternative form λi = λ0i exp(ξUi) for small ξ, which leads to the
second moment test for the Poisson regression model as discussed in Section 3.1.1. There
are of course many other possible specifications for the conditional mean function of λ0i
which would lead to other equivalence conditions. We do not delve into further details here,
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but refer the readers to Cameron and Trivedi (1998, Chapter 5) and Dean (1992) for more
elaborated discussions on count data models.
In summary, when the model contains covariates, the functional form of the C(α) test
is equivalent to the IM test only under a particular alternative specification, provided that
the nuisance parameters are also replaced by their corresponding restricted MLEs. When
the model does not contain covariates, the IM test will always be equivalent to the C(α)
test because the function k(λ0) is no longer individual specific and can be factored out as
a constant from the score function. It will then be cancelled when we rescale the score by
its standard deviation to form the C(α) test statistic. To see more clearly how different
specification affect the power performance of various testing procedures discussed here,
especially in cases where the IM test no longer serves as an optimal test, we conduct a
Monte Carlo simulation in the next section. It is also important to deviate from the common
practice in using the χ2 asymptotics for the IM test or the LM test for heterogeneity. The
simulation shows that overlooking the intrinsic one-sidedness of alternatives sacrifices power.
5. Simulation
We first revisit the Poisson regression model to illustrate the points made in Section
4.2. As discussed in Example 4.2 and also in Section 3.1, when k(λ0i) takes different func-
tional forms, one finds different optimal test statistics. For two different data generation
processes, we compare three testing procedures: the second moment test and the second
factorial moment test, both are one-sided tests and use critical value from a mixture of χ2
and the information matrix test, using critical values from the χ2 distribution. The first
experiment generates data from a Poisson regression model with the conditional moment
function as λi = λ0i + τξλ0iUi and the second with λi = λ0i + τξ
√
λ0iUi. In both cases
λ0i = exp(β0+β1xi) and τξUi has a mixture distribution taking value 1.5h with probabil-
ity 2/3 and −3h with probability 1/3. We consider 21 distinct values of h equally spaced
and the design of X is fixed for all experiments as a sample drawn from a standard normal
distribution. Using other X designs does not change the conclusions. The sample size for
all power comparison is fixed at 500 with 10000 replications.
In the left panel of Figure 1, both the second moment test and the information matrix test
performs uniformly better than the second factorial moment test. This is to be expected
since the second moment test is the optimal test derived using the C(α) framework. The IM
test using just the element for the intercept term has an identical test function as the sec-
ond moment test, but using the one-sided test with mixture of χ2 critical value gives better
power, especially for the 10% level case. On the other hand, the second factorial moment
test is superior under the second experiment, although the power for the second moment
test and the IM test also converges to unity albeit much more slowly. It is documented in
the literature that the IM test has poor size in small samples (Chesher and Spady (1991))
and the C(α) test may be subject to similar criticism. We use size-corrected critical values
as suggested by Horowitz (1994).
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Figure 1. Power Comparison of Unobserved Heterogeneity Test for Poisson
Regression Model: The left panel corresponds to the first experiment and
the right panel to the second. The dotted curve corresponds to the power
curve of the second moment test, the curve with triangle signs for the second
factorial moment and the crossed curve for the IM test of the intercept term.
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We then conduct a power comparison between the C(α) test and the Breusch and Pagan
(1979) LM test for Example 3.2. Two different alternative βi distributions are considered.
The first one assumes βi takes value 0 for i = 1, . . . ,N/2 and cN
−1/4 for i = N/2+1, . . . ,N.
We let c take 51 distinct values equally spaced from 0 to
√
50. The second case assumes
βi ∼ N(0,σ
2) with σ taking 21 distinct values from 0 to 1. For simplicity, we consider
the case with dimension two, where both x covariates are standard normal variables. The
sample size is fixed at 500 with 10000 replications. Figure 2 presents the power curve for
the 5 % nominal level. The first experiment has a slightly bigger power gain compared to
the second, but in both cases, the C(α) test dominate the power curve of the LM test based
on the usual χ2 asymptotics.
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Figure 2. Power Comparison of Slope Heterogeneity Test for Linear Re-
gression Model: The left figure corresponds to the first experiment and the
right to the second. The dotted curve corresponds to the power curve of the
C(α) test based on the mixture of χ2 asymptotics and the solid curve for the
LM test based on the χ23 asymptotics.
Lastly, we compare the C(α) test with the Pesaran and Yamagata (2008) test and the In-
formation Matrix test for a Gaussian panel data model. As shown by Pesaran and Yamagata
(2008) Table 1, their standardized Swamy test has very nice size and power performance
compared to some other existing tests, i.e. the Hausman test and the original Swamy (1970)
test for a wide range of N and T . We consider a panel data model with two exogenous re-
gressors and normal errors with individual variances. Table 1 reports the size and power
for the C(α) test, the PY test and the Information matrix test. Both the PY test and the
C(α) test has correct size and the IM test is slightly on the conservative side. For all N and
T combinations, the C(α) test has a significant power gain.
For a further power comparison, we consider with the same model as above for two differ-
ent βi distributions. For 21 distinct equally spaced values of h ∈ [0, 1/3], the first example
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assumes βi ∼ N(0,h
2) and the second assumes βi taking two possible values {1−h, 1+ 2h}
with probability (2/3, 1/3). Results are presented in Figure 3. The sample size is fixed
for each experiment at T = 50 and N = 100 with 5000 replications. The C(α) test again
exhibits encouraging power improvement compared to the other two tests uniformly for all
h values.
Size Power
T N PY C(α) IM PY C(α) IM
20 30 0.053 0.040 0.032 0.064 0.072 0.055
30 30 0.049 0.046 0.034 0.082 0.109 0.095
50 30 0.046 0.054 0.041 0.137 0.215 0.179
100 30 0.045 0.048 0.042 0.434 0.604 0.538
20 50 0.045 0.042 0.037 0.070 0.070 0.063
30 50 0.046 0.038 0.033 0.112 0.154 0.125
50 50 0.045 0.052 0.041 0.263 0.379 0.325
100 50 0.047 0.052 0.044 0.625 0.738 0.721
20 100 0.046 0.040 0.034 0.090 0.099 0.084
30 100 0.051 0.039 0.040 0.172 0.224 0.195
50 100 0.046 0.045 0.047 0.406 0.570 0.484
100 100 0.044 0.042 0.046 0.886 0.946 0.945
20 200 0.049 0.035 0.033 0.151 0.171 0.140
30 200 0.045 0.044 0.036 0.317 0.395 0.336
50 200 0.045 0.047 0.041 0.672 0.800 0.773
100 200 0.048 0.048 0.043 0.993 0.998 0.999
Table 1. Size and Power comparison between the PY test, the Information
Matrix test and the C(α) test for different N and T. Data are generated
as yit = αi + x
>
itβi + it with αi ∼ U(0, 1) and it ∼ IIDN(0,σ
2
i) and
σ2i ∼ U(1, 2). Both regressors are N(0, 0.5
2). Under the null, β1i = β2i = 1
for all i and under the alternative, β1i = β2i ∼ N(1, 0.15
2). The PY test is
based on a two sized N(0, 1) test, the IM test is based on χ23 test and the
C(α) test on a mixture of χ2 test. All tests are conducted at 5% nominal
level with 5000 replications.
6. Conclusion
We have shown that Neyman’s C(α) test provides a unified approach to testing for ne-
glected heterogeneity in parametric models. The irregularity encountered in these testing
problems, that the score function is identically zero, can be circumvented by defining a
second-order score function. Optimality of this new score function is established by for-
mulating the problem in LeCam’s LAN framework and examining the associated limit
experiment. This framework provides neater regularity conditions in the irregular problem
as compared to classical approach in Neyman (1959). The multi-dimensional extension
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Figure 3. Power Comparison of Slope Heterogeneity Test for Gaussian
Panel Data Model: The left figure corresponds to the first experiment
and the right to the second for different values of h. Data are generated
as yit = αi + x
>
itβi + it with αi ∼ U(0, 1) and it ∼ IIDN(0,σ
2
i) and
σ2i ∼ U(1, 2). Both regressors are normal variable with mean zero and stan-
dard deviation 0.5. The solid line with circles is the power curve for the PY
test, the crossed curve for the Information Matrix test with χ2 asymptotics
and the curve with triangle signs for the C(α) test with mixture of χ2 asymp-
totics.
suggests a modification on the usual χ2 test that leads to power improvement in many
applications.
The C(α) test inherits the chief merit of the score test, computation is made easy under
the null model. In contrast, the likelihood ratio test, in face of the generally unknown
heterogeneity distribution F, is computationally challenging. We have also seen that the
C(α) test has local power against a wide class of alternatives, that allows us to avoid strict
parametric assumptions on F, relying instead on weaker moment conditions. A further
advantage of the LeCam framework is that it enables us to dispense with symmetry and
higher order moment conditions that have been employed in earlier work.
A straightforward generalization of the theorems in Section 2 would be to incorporate
density functions that allow the first (m− 1) logarithmic derivatives to vanish. Rotnitzky,
Cox, Bottai, and Robins (2000) also discuss estimation problems in this general case under
classical MLE type of conditions. In such cases, we can define the mth order derivative of
the log density as the score function and require the Pitman-type local alternative to be of
order n−1/2m. LeCam’s DQM condition needs to be modified by raising the corresponding
elements in the expansion to mth power, as we did for m = 2 in Definition 1. It is curious
to observe that only when m is an even integer is the test required to be one-sided and
reparameterization is not advisable. When m is odd, we can use reparameterization to
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transform the irregular problem back to a regular case, without imposing additional restric-
tions (i.e. symmetry of the distribution F).
A drawback of the C(α) test, as reflected in Neyman (1979), is that asymptotic optimality
of the test is only established under local alternatives. The approximation of the power
function, which is characterized by the asymptotic behavior of the test statistics under such
alternatives, relies on n tending to infinity and the parameter ξn converging to the null
value ξ0. The behavior of the power function for finite samples or fixed alternatives is
largely unknown. Some finite sample correction like those pursued in Honda (1988) and
Chesher and Spady (1991) is left for future work.
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Appendix A. Proof of theorems
Before proceeding to the proof for Theorem 1, we first prove the following lemma as an
adaption to Pollard (1997, Lemma 1). Denote fn =
√
p(xi; ξn, θn) and f0 =
√
p(xi; ξ0, θ).
Let vξ and vθ be shorthand for vξ(xi) and vθ(xi). Let ‖ · ‖ be L2(µ)-norm and 〈·, ·〉 be the
inner product. If it contains a vector, then it is defined as the vector of inner product for each
elements. Further, let rn(xi, ξn, θn) = fn−f0−h
>
nv(xi) and denote Ri = rn(xi, ξn, θn)/f0.
Lemma 1. Under Assumption 1 and the modified DQM condition, we have the following:
(1)
∑
i R
2
i = op(1)
(2) E(v(X)/f0) = 0
(3) 2
∑
i Ri = −
1
4t
>Jt+ oP(1)
(4) n−1/2
∑
i Rivξ/f0 = oP(1), n
−1/2
∑
i Rivθ/f0 = oP(1)
(5) max
16i6n
|Ri| = oP(1)
(6) max
16i6n
| 2√
n
vξ
f0
| = oP(1), max
16i6n
| 2√
n
vθ
f0
| = oP(1)
Proof of (1). Under the modified DQM condition, the Markov inequality yields,
P(
∑
i R
2
i > ) 6 −2nE(R21)
= −2n
∫
r2n(x; ξn, θn)dµ(x)→ 0.
Proof of (2) and (3). Since both fn and f0 are objects with L2(µ)-norm 1
0 = ||fn||
2
µ,2 − ||f0||
2
µ,2
= (ξn − ξ0)
4||vξ||
2
µ,2 + (θn − θ)
>||vθ||2µ,2(θn − θ) + ||rn||2µ,2 + 2
〈
(θn − θ)
>vθ, rn
〉
+2(ξn − ξ0)
2(θn − θ)
> 〈vθ, vξ〉+ 2(ξn − ξ0)2 〈vξ, rn〉+ 2(ξn − ξ0)2 〈f0, vξ〉
+2(θn − θ)
> 〈f0, vθ〉+ 2 〈f0, rn〉
Let {θn, ξn} be sequences such that θn − θ = O(n
−1/2) and (ξn − ξ0)
2 = O(n−1/2). Note
that by Cauchy-Schwarz inequality and the fact that both vξ and vθ are square integrable
with respect to measure µ by assumption, 〈vξ, rn〉 = o(1/
√
n) and 〈vθ, rn〉 = o(1/
√
n).
Therefore, the third, fourth and the sixth terms are of order o(1/n). The first, second and
fifth terms are of order O(1/n). The ninth term is of order o(n−1/2) by Cauchy-Schwarz
inequality. The seventh and eighth term are both of order O(1/
√
n), but in order for the
identity to hold, they must be of smaller order to balance with other terms. For this to
happen, we must have
〈f0, vξ〉 = 〈f0, vθ〉 = 0
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This proves (2) since 0 = 〈f0, vξ〉 = E(vξ(X)/f0). Similar argument shows E(vθ(X)/f0) = 0.
Hence,
2 〈f0, rn〉 = −(ξn − ξ0)4||vξ||2µ,2 − (θn − θ)>||vθ||2µ,2(θn − θ)
−2(ξn − ξ0)
2(θn − θ)
> 〈vξ, vθ〉+ o(1/n)
= − 14nt
>Jt+ o(1/n)
with t> = (δ21, δ>2 ).
Since V(2
∑
i Ri) is bounded above by 4
∑
i E(R2i), which goes to 0 from (1), we have
2
∑
i Ri = 2nE(R1) + oP(1)
= 2n 〈f0, rn〉+ oP(1)
= 2n
(
− 18nt
>Jt+ o(1/n)
)
+ oP(1)
= −14t
>Jt+ oP(1)
Proof of (4). By Ho¨lder’s inequality,∑
i
Ri
2√
n
vξ
f0
6
√∑
i
R2i
∑
i
(
2√
n
vξ
f0
)2 = oP(1)OP(1) = oP(1)
Similar argument admits the second result.
Proof of (5).
P( max
16i6n
|Ri| > ) 6 nP(|Ri|2 > 2) 6 −2nE(R2i)→ 0
Proof of (6).
P( max
16i6n
|2vξ/f0| > 
√
n) 6 nP(|2vξ/f0| > 
√
n)
6 −2E
(
(2vξ(X1)/f0)
2
)
I[|2vξ/f0|>√n] → 0
Similar argument admits the second statement.
Proof of Theorem 1 We consider ξn = ξ0+δ1n
−1/4 and θn = θ+δ2n
−1/2 throughout
the proof. Under Assumption 1, we have the following Taylor expansion:
fn = f0 + (ξn − ξ0)
2vξ + (θn − θ)
>vθ + rn(xi; ξn, θn).
Denoting wi = 2(fn/f0 − 1), we have
wi = 2(ξn − ξ0)
2 vξ
f0
+ 2(θn − θ)
> vθ
f0
+ 2Ri.
To show that under the modified DQM condition, the log-likelihood ratio admits a qua-
dratic approximation, we use results in Lemma 1.
The log-likelihood ratio can be represented as
Λn =
∑
i
log
p(xi; ξn, θn)
p(xi; ξ0, θ)
=
∑
i
2 log
fn
f0
=
∑
i
2 log(1 +wi/2)
=
∑
i
wi −
1
4
∑
i
w2i +
1
2
∑
i
w2iβ(wi)
NEYMAN’S C(α) TEST FOR UNOBSERVED HETEROGENEITY 31
with β(x)→ 0 as x→ 0.
Using (3) in Lemma 1 and with Sn = (Sξ,n,S
>
θ,n)
> and J defined in Theorem 1, we
have ∑
i
wi = 2
δ21√
n
∑
i
vξ
f0
+ 2
δ>2√
n
∑
i
vθ
f0
+ 2
∑
i
Ri = t
>Sn −
1
4
t>Jt+ oP(1)
Using (1) and (4) in Lemma 1, we have∑
iw
2
i =
∑
i
(
2δ21√
n
vξ
f0
+
2δ>2√
n
vθ
f0
+ 2Ri
)2
= t>Jt+ oP(1) + 4
∑
i R
2
i + 4
∑
i Ri
(
2δ21√
n
vξ
f0
+
2δ>2√
n
vθ
f0
)
= t>Jt+ oP(1)
Lastly, we need to show that
∑
iw
2
iβ(wi) = op(1). First note that using (5) and (6) in
Lemma 1, we have
P
(
max
16i6n
|wi| > 
)
6 δ21P
(
max
16i6n
∣∣∣ 2√
n
vξ
f0
∣∣∣ > )+ δ>2 P( max
16i6n
∣∣∣ 2√
n
vθ
f0
∣∣∣ > )
+2P
(
max
16i6n
|Ri| > 
)
→ 0
Since when wi → 0, β(wi)→ 0, we have max
16i6n
|β(wi)| = op(1). By Ho¨lder’s inequality,∑
i
w2iβ(wi) 6 max
16i6n
|β(wi)|
∑
i
w2i = oP(1)OP(1) = oP(1).
Therefore, the log-likelihood ratio is approximated by
Λn =
∑
iwi −
1
4
∑
iw
2
i +
1
2
∑
iw
2
iβ(wi)
= t>Sn − 14t
>Jt− 14t
>Jt+ op(1)
= t>Sn − 12t
>Jt+ oP(1)
Proof of Corollary 1 Since Sn is a normed iid sum, by the central limit theorem,
Sn
Pn,ξ0,θ
; N(0, J)
The zero asymptotic mean of Sn is provided by (2) in Lemma 1, then the asymptotic
variance for Sn is J as defined in Theorem 1.
The quadratic approximation for Λn established in Theorem 1 together with the joint
normality of Sn leads to the LAN property of the sequence of model Pn,ξn,θn . Furthermore,
we have
Λn
Pn,ξ0,θ
; N(−
1
2
t>Jt, t>Jt).
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By LeCam’s first lemma (see e.g. van der Vaart (1998, Lemma 6.4)), Pn,ξn,θn and Pn,ξ0,θ
are mutually contiguous.
Proof of Theorem 2 The sequence of experiments En converges to a shifted Gaussian
N(t, J−1) as a result of Theorem 9.4 in van der Vaart (1998). The log-likelihood ratio process
of observing one sample from N(t, J−1) is
log
dN(t, J−1)
dN(0, J−1)
(Y) = t>JY −
1
2
t>Jt
It suffices to show that J−1Sn converges to the distribution of Y under the null. Corollary
1 establishes Sn
Pn,ξ0,θ
; N (0, J), we thus have J−1Sn
Pn,ξ0,θ
; N
(
0, J−1
)
.
The optimal test statistic for H0 : δ1 = 0 against Ha : δ1 6= 0 in the limit experiment is
the first element in Y. The sequence of test statistics from the original experiment En that
matches with the first element in Y is the C(α) statistic,
Zn = (Jξξ − JξθJ
−1
θθJθξ)
−1/2(Sξ,n − JξθJ
−1
θθSθ,n).
Notice the rescaling in Zn is needed to obtain a unit asymptotic variance for the test statis-
tic.
Proof of Corollary 2 Since ξ is a scalar and Sn
Pn,ξ0,θ
; N(0, J) under H0, it is immediate
that the asymptotic null distribution for Zn is N(0, 1).
We can now use LeCam’s third lemma (see e.g. van der Vaart (1998, Example 6.7)) to
derive the asymptotic distribution for Zn under local alternatives. We are interested in the
local alternative that ξn = ξ0 + δ1n
−1/4 and nuisance parameter θ is left unspecified as in
the null, hence we set δ2 = 0 in the log-likelihood ratio expansion. Under H0,
(Zn,Λn)
Pn,ξ0,θ
; N
((
0
−12δ
4
1Jξξ
) (
1 σ12
σ12 δ
4
1Jξξ
))
with σ12 = Cov(Zn,Λn) = δ
2
1(Jξξ− JξθJ
−1
θθJθξ)
1/2. With δ2 = 0, Corollary 1 implies that
Pn,ξn,θ are mutually contiguous to Pn,ξ0,θ, then LeCam’s third lemma implies,
Zn
Pn,ξn,θ
; N(σ12, 1).
Proof of Theorem 3 Define the class of functions:
Fn :=
{
x 7→ (g(x, θ) − g(x,η))
∣∣∣‖θ− η‖ 6 δn}.
If θˆ is a
√
n-consistent estimator of θ, and δn = O(n
−k) with k < 1/2, we obtain that with
probability tending to one ∣∣∣Zn(θˆ) − Zn(θ)∣∣∣ 6 sup
f∈Fn
|Gn(f)|
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where Gn(f) := n−1/2
∑
i(f(Xi) − Ef(Xi)) denotes the empirical process indexed by Fn.
Proving Zn(θˆ) − Zn(θ) = oP(1) thus amounts to establishing asymptotic equicontinuity of
the process Gn with respect to the Euclidean norm.
Let the parameter space near true θ, Uδn(θ), be covered by balls with radius 
1/γ,
the number of balls can be upper bounded by C1
−p/γ with C1 as a constant that does
not depend on n and p being the dimension of the nuisance parameter space. Then for
∀η ∈ Uδn(θ), ∃Nη, such that
‖η− ηNη‖ 6 1/γ
The condition on g in Assumption 2 implies
|g(x,η) − g(x,ηNη)| 6 ‖η− ηNη‖γH(x) 6 H(x)
It follows that the bracketing number, N[ ](‖H‖2,Fn,L2(Pn,ξn,θ)) is bounded from above
by C2
−p/γ.
Furthermore, the assumption also implies that for f ∈ Fn, ‖f‖Pn,2 6 δγn‖H‖Pn,2 with
L2(Pn,ξn,θ)-norm. We can now apply Theorem 2.14.2 in van der Vaart and Wellner (1996)
and get
EPn,ξn,θ( sup
f∈Fn
|Gn(f)|) 6 J[ ](δγn,Fn,L2(Pn,ξn,θ))‖H‖Pn,2+
√
nEPn,ξn,θ [H(X)I{H(X) >
√
na(δγn)}]
where the bracketing integral is defined as
J[ ](δ
γ
n,Fn,L2(Pn,ξn,θ)) =
∫δγn
0
√
1 + logN[ ](‖H‖Pn,2,Fn,L2(Pn,ξn,θ))d
and
a(δγn) = δ
γ
n‖H‖2/
√
1 + logN[ ](δ
γ
n‖H‖Pn,2,Fn,L2(Pn,ξn,θ)).
Provided that δn → 0, we have for n large enough,
J[ ](δ
γ
n,Fn,L2(Pn,ξn,θ)) 6
∫δγn
0
1 + log(C2
−p/γ)d→ 0
Since H(x) is square integrable for all n by Assumption 2, the first term goes to zero.
The upper bound for the bracketing number also yields a lower bound for a(δγn) that is
for δn sufficiently small,
a(δγn) >
δ
γ
n‖H‖Pn,2√
1 + log(C2δ
−p
n )
:= kn → 0
As long as kn converges to zero slower than cn, Assumption 2 ensures that the second
term also tends to zero.
The last step is to check that sup
f∈Fn
1√
n
∑
i EPn,ξn,θ(f(Xi)) = o(1) so that sup
f∈Fn
|Gn(f)| is the
correct upper bound. This is trivially true under the null, where ξn = ξ0 for all n ∈ N, since
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EPn,ξ0,θ(g(Xi, θ)) = EPn,ξ0,θ(g(Xi, θˆ)) = 0. Under local alternatives with ξn = ξ0+δ1n
−1/4
and given the i.i.d. assumption on the sample, it suffices to show that
sup
‖η−θ‖6δn
√
n
∫
(g(x,η) − g(x, θ))p(x; ξn, θ)dx = o(1)
Denote pn = p(x; ξn, θ) and p0 = p(x; ξ0, θ), we have the following expansion
√
n
∫
(g(x,η) − g(x, θ))pndx
=
√
n
∫ (
(g(x,η) − g(x, θ))(
√
p0 + (ξn − ξ0)
2vξ(x) + rn
)√
pndx
=
√
n
∫
(g(x,η) − g(x, θ))
√
p0
√
pndx
+
√
n(ξn − ξ0)
2
∫
(g(x,η) − g(x, θ))
√
pnvξ(x)dx
+
√
n
∫
(g(x,η) − g(x, θ))
√
pnrndx
The last two terms are o(1) uniformly over η for ‖η − θ‖ 6 δn due to the DQM condition
in Definition 1 and assumption on g in Assumption 2. Since Cauchy-Schwarz inequality
implies that with respect to L2(µ)-norm,
|
∫
(g(x,η) − g(x, θ))
√
pnvξ(x)dx| 6 ‖(g(x,η) − g(x, θ))√p0‖µ,2‖vξ‖µ,2
6 ‖η− θ‖γ‖H‖Pn,2‖vξ‖µ,2 = o(1).
Similarly,
|
√
n
∫
(g(x,η) − g(x, θ))
√
pnrndx| 6 ‖(g(x,η) − g(x, θ))√p0‖µ,2
√
n‖rn‖µ,2 = o(1).
The first term is also o(1) by expanding
√
pn again and applying Cauchy-Schwarz inequal-
ity in a similar fashion.
Proof of Theorem 4 As in the proof of Theorem 2, the limit of the sequence υn
is a shifted Gaussian experiment Y ∼ N(t, J−1) but now with t> = (δ21, δ22, 2δ1δ2, δ>3 ). An
equivalent limit experiment observes X ∼ N(Jt, J) with X = JY, because the likelihood ratio
process of dN(t,J
−1)
dN(0,J−1)
(Y) is identical to that of dN(t
>J,J)
dN(0,J) (X).
To be more explicit, denoting the first three elements of X to be Xξ, and the rest to be
Xθ, we have under the alternative,(
Xξ
Xθ
)
D
= N
((
Jξξ Jξθ
Jθξ Jθθ
)(
tξ
tθ
)
, J
)
with tξ = (δ
2
1, δ
2
2, 2δ1δ2)
> and tθ = δ>3 .
To focus on testing for zero restrictions on tξ, we find the conditional distribution of Xξ
on Xθ to be
X˜ξ = Xξ − JξθJ
−1
θθXθ
D
= N((Jξξ − JξθJ
−1
θθJθξ)tξ, Jξξ − JξθJ
−1
θθJθξ).
The matched statistic from the original experiment is then
S˜ξ,n = Sξ,n − JξθJ
−1
θθSθ,n
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!
!!!!
!!!!
① !
!!② !
③ !
④ !
!!
Under H0, S˜ξ,n follows N(0,Σ) with Σ = Jξξ − JξθJ
−1
θθJθξ, and under local alternative, its
asymptotic distribution is N(Σtξ,Σ).
Notice we can decompose S˜ξ,nΣ
−1S˜ξ,n into two independent pieces as u
>
nΣ11.2un +
w>3nw3n. Let the Cholesky decomposition of Σ11.2 be such that ΛΛ> = Σ11.2, then wn :=
Λ−1un
Pn,ξ0,θ
; N(0, I) and wn
Pn,ξn,θn
; N(Λ>
(
δ21
δ22
)
, I). Since (δ21, δ
2
2) ∈ R2+ and(
η1
η2
)
:= Λ>
(
δ21
δ22
)
=
(
δ21
√
v1 + ρδ
2
2
√
v2√
v2
√
1 − ρ2δ22
)
The feasible parameter set is therefore the convex cone defined as,{
(η1,η2) | η2 > 0,η1 −
ρ√
1 − ρ2
η2 > 0
}
.
For test statistic taking a value that falls outside of the feasible set, it needs to be projected
onto the set. This yields the following four cases as illustrated in the figure.
Case 1: When the value of the test statistic wn falls into shaded area 1 , the test statis-
tics is the sum of squares of the elements of wn and w3n which are mutually independent:
Tn = w
2
1n +w
2
2n +w
2
3n ∼ χ
2
3
Case 2: When the test statistic falls into area 2 , we need to project wn onto the convex
cone 1 , which gives a point with coordinates (ρ2w1n+ρ
√
1 − ρ2w2n, ρ
√
1 − ρ2w1n+(1−
ρ2)w2n). The C(α) test statistic is hence:
Tn = (ρ
2w1n + ρ
√
1 − ρ2w2n)
2 + (ρ
√
1 − ρ2w1n + (1 − ρ
2)w2n)
2 +w23n
= (ρw1n +
√
1 − ρ2w2n)
2 +w23n ∼ χ
2
2
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Case 3: When the test statistic wn falls in area 3 , projecting onto the region 1 yields
(w1n, 0) and thus,
Tn = w
2
1n +w
2
3n ∼ χ
2
2
Case 4: Lastly, when wn falls into region 4 , projecting onto region 1 yields (0, 0) and
hence,
Tn = 0 +w
2
3n ∼ χ
2
1
The asymptotic distribution of the C(α) test statistics is a mixture of χ2’s, for which the
weights are characterized by the probability of falling into different regions. The angle β
spanned by the shaded area 1 as marked in the figure is β = cos−1(ρ), hence the probability
of falling into region 1 is β2pi . The probability of falling into 2 and 3 is
1
2 , leaves the
probability of falling into 4 as (12 −
β
2pi).
Appendix B. Computational details in examples
B.1. Joint test for Gaussian panel data model. The information matrix for (ξ, θ) =
(ξ1, ξ2,µ0,σ
2
0) is
I =
(
Iξξ Iξθ
Iθξ Iθθ
)
=
NT
σ40

2T σ20 0 1
σ20 (T + 3)σ
4
0/2 0 σ
2
0/2
0 0 σ20 0
1 σ20/2 0 1/2

We further find
Iξ.θ = Iξξ − IξθI
−1
θθIθξ =
(
2NT(T − 1)/σ40 0
0 NT(T/2 + 1)
)
and
IξθI
−1
θθ =
(
0 2
0 σ20
)
.
As we have remarked in Section 2.5, the diagonality of Iξ.θ provides much convenience
for finding the optimal test statistics. Denote
Tn :=
(
t1n
t2n
)
= I
−1/2
ξ.θ
(∑
i vi1 − 2
∑
i v4i∑
i v2i − σ
2
0
∑
i v4i
)
=
(
(2NT(T − 1)/σ40)
−1/2
(∑
i(
y¯i.−µ0
σ20/T
)2 −NT/σ20
)
(NT(T/2 + 1))−1/2
(∑
i(Zi − T/2)
2 −NT/2
) )
Replacing (µ0,σ
2
0) by their MLEs yields the joint C(α) test.
Appendix C. Claim in Section 4
Here we provide the detail derivation for the claim in Section 4 that the reparameteriza-
tion adopted in Chesher (1984) and Cox (1983) for heterogeneity test requires extra moment
conditions on U for second derivative of log density with respect to the test parameter to
be bounded.
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Proposition 1. For iid random variable Y1, . . . ,Yn each with density function
∫
p(y; λ0 +
τ
√
ηui)dF(ui), where Ui is a random variable with zero mean and unit variance. The
second-order derivative of the log density with respect to η evaluated under η = 0 is un-
bounded unless E(U3) = 0 and E(U4) <∞.
Proof Denote the log density as l = log
∫
p(y; λ0 + τ
√
ηui)dF(ui). The first order
derivative with respect to η is
∇ηl|η=0 =
τ
∫∇λp(y; λ0)udF(u)
2
√
η
∫
p(y; λ0)dF(u)
=
τ2
2
E(U2)
∇2λp(y; λ0)
p(y; λ0)
The last step is obtained by applying the l’Hoˆpital’s rule.
The second order derivative is
∇2ηl
∣∣
η=0
=
τ2
√
η
∫∇2λp(y;λ0)u2dF(u)−τ ∫∇λp(y;λ0)udF(u)
4η
√
η
∫
p(y;λ0)dF(u)
∣∣∣
η=0
−
(
∇ηl|η=0
)2
=
τ3
∫∇3λp(y;λ0)u3dF(u)
12
√
η
∫
p(y;λ0)dF(u)
∣∣∣
η=0
−
(
∇ηl|η=0
)2
Provided that ∇3λp(y; λ0) is not degenerately zero, ∇2ηl is unbounded unless E(U3) = 0 and
E(U4) <∞ so that we can apply l’Hoˆpital’s rule again and get
∇2ηl
∣∣
η=0
=
τ4
12
[
E(U4)
∇4λp(y; λ0)
p(y; λ0)
− 3E(U2)2
(∇2λp(y; λ0)
p(y; λ0)
)2]
<∞
