In this paper, we consider an unconstrained optimization model where the objective is a sum of a large number of possibly nonconvex functions, though overall the objective is assumed to be smooth and convex. Our bid to solving such model uses the framework of cubic regularization of Newton's method. As well known, the crux in cubic regularization is its utilization of the Hessian information, which may be computationally expensive for large-scale problems. To tackle this, we resort to approximating the Hessian matrix via sub-sampling. In particular, we propose to compute an approximated Hessian matrix by either uniformly or non-uniformly sub-sampling the components of the objective. Based upon sub-sampling, we develop both standard and accelerated adaptive cubic regularization approaches and provide theoretical guarantees on global iteration complexity. We show that the standard and accelerated sub-sampled cubic regularization methods achieve iteration complexity in the order of O(ǫ −1/2 ) and O(ǫ −1/3 ) respectively, which match those of the original standard and accelerated cubic regularization methods [12, 27] using the full Hessian information. The performances of the proposed methods on regularized logistic regression problems show a clear effect of acceleration in terms of epochs on several real data sets.
Introduction
In this paper, we consider the following generic unconstrained sum-of-nonconvex optimization problem:
where f : R d → R is smooth and convex. However, each component function f i : R d → R is smooth but may possibly be nonconvex. In addition, we assume f * > −∞. A variety of machine learning and statistics applications can be cast into problem (1) where f i is interpreted as the loss on the i-th observation, e.g., [16, 50, 29, 7, 23] . An important special case of problem (1) is
wheref i : R → R and a i is the i-th observation. The formulation in (2) finds a wide range of applications, for instance (regularized) maximum likelihood estimation for generalized linear models including regularized least squares and regularized logistic regression. We refer the interested readers to Section 1.1 for more applications of (1) and (2) .
Up till now, much of the effort devoted to solving problem (1) has been on developing stochastic firstorder approach (e.g., see, [47, 4] ), due primarily to its simplicity nature in both theoretical analysis and practical implementation. However, stochastic gradient type algorithms are known to be sensitive to the conditioning of the problem and the parameters to be tuned in the algorithm. On the contrary, secondorder optimization methods (see, e.g., [34] ) have been shown to be generally robust [45, 46, 53] and less sensitive to the parameter choices [5] . A downside, however, is that the second-order type algorithms are more likely to prone to higher computational costs for large-scale problems, by nature of requiring the second-order information (viz. Hessian matrix). To alleviate this, one effective approach is the so-called sub-sampled second-order methods, which approximate Hessian matrix via some randomized sampling scheme [13] .
Recent trends in the optimization community tend to improve an existing method along two possible directions. The first direction of improvement is acceleration. [38, 39] pioneered the study of accelerated gradient-based algorithms for convex optimization. For stochastic convex optimization, [30] developed an accelerated stochastic gradient-based algorithm. Since then, numerous accelerated stochastic firstorder methods have been proposed (see, e.g., [48, 17, 21, 2, 26] ). In contrast to stochastic first-order methods, results on accelerated stochastic (or sub-sampled) second-order approaches have been quite limited, as the acceleration with the second-order information is technically difficult. A recent paper [54] proposed a scheme to accelerate regularized sub-sampled Newton methods. However, the proposed algorithm requires the knowledge of certain problem parameters and the theoretical guarantee is only established for strongly convex quadratic objective functions. The second direction of improvement is to investigate adaptive optimization algorithms without prior knowledge of problem parameters such as the first and the second order Lipschitz constants. In view of implementation, it is desirable to design algorithms that adaptively adjust these parameters since they are normally prior unknown. A typical example is an adaptive gradient method (e.g., AdaGrad, see [14] ), which has been popular in the machine learning community due to its robustness and effectiveness.
However, such improvements -though highly desirable due to their relevance in machine learningare largely lacking in the context of stochastic or sub-sampled second-order algorithms. As a matter of fact, we are unaware of any existing accelerated sub-sampling second-order methods that are fully independent of problem parameters while maintaining superior convergence rate. When the objective function f is non-convex, sub-sampling adaptive cubic regularized Newton's methods [28, 52] are capable of reaching a critical point within an iteration bound of O(ǫ −3/2 ). However, to our best knowledge, similar sub-sampling algorithm has not been studied for generic convex optimization problems even without acceleration. Recall that [40] proposed an accelerated cubic regularized Newton's method with provable overall iteration complexity of O ǫ −1/3 for convex optimization. Therefore, a natural question raises:
Can one develop an adaptive and accelerated sub-sampling cubic regularized method with an iteration complexity of O ǫ −1/3 ?
In this paper, we provide an affirmative answer to the above question and develop a novel sub-sampling cubic regularization method that is adaptive and accelerated. To this end, we first investigate the standard sub-sampling cubic regularization methods and then extend to propose the accelerated version of the algorithm. The advantage of our algorithms is threefold. First, the size of sub-sampled set is gradually increased and could be very small at the first a few steps of the algorithm leading to relatively low per-iteration computational cost. Second, our algorithms are fully adaptive and do not require any problem parameters. Third, we propose an accelerated second-order approach to stochastic optimization, which is far less studied than its first-order counterpart. In addition, our methods and analysis are flexible so as to allow both uniform (Lemma 2.3) and non-uniform (Lemma 2.4) sub-sampling techniques.
In terms of iteration complexity, we establish a global convergence rate of O ǫ −1/2 (Theorem 3.2) for the standard sub-sampling cubic regularized method, and further show that an O ǫ −1/3 convergence rate (Theorem 4.5) can be achieved for the accelerated version. Both results match the deterministic counterparts presented in [12, 27] , assuming the availability of the full Hessian information. Besides, our algorithms only require an approximate solution for the cubic regularized sub-problem (see Condition 3.1), echoing similar conditions considered in [12, 27] .
Examples
In this subsection, we provide a few examples in the form of (1) and (2) arising from applications of machine learning. Examples for convex component functions are well known, e.g. the regularized least squares problem
and the regularized logistic regression,
where a i ∈ R d and b i denote the feature and response of the i-th data point respectively. We have b i ∈ R for the least squares loss, and b i ∈ {−1, +1} for logistic regression. The parameter λ > 0 is known as the regularization parameter.
Below we shall provide a few examples where some components in the finite sum may be nonconvex. Consider for instance the nonconvex support vector machine [35, 51] , where the objective function takes the form of
which is an instance of (1) with
Indeed, for some choice of λ > 0, the objective is convex but a few component functions may be nonconvex.
Another example comes from principal component analysis (PCA). Consider a set of n data vectors a 1 , . . . , a n in R d and the normalized co-variance matrix A = 1 n n j=1 a j a ⊤ j , PCA aims to find the leading principal component. [18] proposed a new efficient optimization for PCA by reducing the problem to solving a small number of convex optimization problems. One critical subroutine in the method considered in [18] is to solve
where µ is larger than or equal to the maximum eigenvalue of A. Although the above formulation is convex optimization, component functions in the above optimization problem may be nonconvex.
Related Works
The seminal work of [44] triggered a burst of research interest on developing stochastic first-order methods. The main focus of these efforts -particularly within the machine learning community -has been on accelerating this type of optimization methods (e.g., see, [30, 25, 19, 20, 21, 48, 49, 17, 32, 2, 31, 3, 26] ). Despite its popularity and simplicity, it is known that stochastic first-order methods suffer from being overly sensitive to ill-conditioned instances [45, 46] as well as its sensitivity to the algorithmic parameters such as the choices of stepsize [5] .
Regarding the second-order methods (in particular Newton's method), there has been a recent intensive research attention in designing their stochastic variants suitable for large-scale applications, e.g. subsampling methods [8, 15, 45, 46, 53, 6, 1, 41, 33] . All these works assume that all the component functions are convex. For non-convex optimization, [28] proposed a uniform sub-sampling strategy to approximate the Hessian in the cubic regularized Newton's method. However, in each step of the algorithm the sample size used to approximate the Hessian and gradient is unknown until the cubic subprolem in this iteration is solved. [52] fixed this flaw by conducting appropriate uniform and nonuniform sub-sampling strategies to construct Hessian approximations within the cubic regularization scheme for Newton's method. However, the iteration complexity established in [52] is O ǫ −3/2 .
The literature on the acceleration of second-order methods for convex optimization is somewhat limited as compared to its first-order counterpart. [40] improved the overall iteration complexity for convex optimization from O ǫ −1/2 to O ǫ −1/3 , by means of the cubic regularized Newton's method. [37] managed to accelerate the Newton proximal extragradient method [36] with an improved iteration complexity of O ǫ −2/7 . Notwithstanding its theoretical superiority, the acceleration second-order scheme presented in [40, 37] are not easily implementable in practice, since they assume the knowledge of some Lipschitz constant for the Hessian. To alleviate this, [27] incorporated an adaptive strategy [10, 11, 12] into Nesterov's approach [40] , and further relaxed the criterion for solving each sub-problem while maintaining the iteration complexity of O ǫ −1/3 for convex optimization. However, the deterministic second-order method such as the one in [27] may be computationally costly as it requires the full secondorder information. Recently, [22] proposed an accelerated Newton's method with cubic regularization using inexact second-order information. However, in [22] a worst-case iteration bound of O ǫ −1/3 was not established, although the acceleration is indeed observed in the numerical experiments. Another recent work by [54] proposes a novel way to accelerate stochastic second-order methods, however the theoretical guarantee is only established for the strongly convex quadratic objective, and the algorithm also requires the knowledge of some problem parameters.
Notations and Organization
Throughout the paper, we denote vectors by bold lower case letters, e.g., x, and matrices by regular upper case letters, e.g., X. The transpose of a real vector x is denoted as x ⊤ . For a vector x, and a matrix X, x and X denote the ℓ 2 norm and the matrix spectral norm, respectively. ∇f (x) and ∇ 2 f (x) are respectively the gradient and the Hessian of f at x, and I denotes the identity matrix. For two symmetric matrices A and B, A B indicates that A − B is symmetric positive semi-definite. The subscript, e.g., x i , denotes iteration counter. log(α) denotes the natural logarithm of a positive number α. 0 0 = 0 is imposed for non-uniform setting. The inexact Hessian is denoted by H(x), but for notational simplicity, we also use H i to denote the inexact Hessian evaluated at the iterate x i in iteration i, i.e., H i H(x i ). The calligraphic letter S denotes a collection of indices from {1, 2, . . . , n}, with potential repeated items and its cardinality is denoted by |S|.
The rest of the paper is organized as follows. In Section 2, we introduce assumptions used throughout this paper, and two lemmas on the sample size to randomly construct an inexact Hessian matrix. Then the sub-sampling cubic regularized Newton's method and its accelerated counterpart are presented and analyzed in Sections 3 and 4 respectively. In Section 5, we present some preliminary numerical results on solving regularized logistic regression, where the effect of acceleration together with low per-iteration computational cost are clearly observed. The details of all the proofs can be found in the appendix.
Preliminaries
In this section, we first introduce the main definitions and assumptions used in the paper, and then present two lemmas on the construction of the inexact Hessian in random sampling, leaving the proofs to Appendix A.
Assumptions
Throughout this paper, we refer to the following definition of ǫ-optimality. Definition 2.1 (ǫ-optimality). Given ǫ ∈ (0, 1), x ∈ R d is said to be an ǫ-optimal solution to prob-
where x * ∈ R d is the global optimal solution to problem (1).
To proceed, we make the following standard assumption regarding the gradient and Hessian of the objective function f .
Assumption 2.1
The objective function F (x) in problem (1) is convex and twice differentiable. Each of f j (x) is possibly nonconvex but twice differentiable with the gradient and the Hessian being both Lipschitz continuous, i.e., there are 0 < L j , ρ j < ∞ such that for any x, y ∈ R d we have
A consequence of (4) is that
In the rest of the paper,
The objective function f (x) in problem (1) has bounded level sets, namely,
, where x * is any global minimizer of f and D ≥ 1.
Random Sampling
When each f i in (1) is convex, random sampling has been proven to be an very effective approach in reducing the computational cost; see [15, 45, 46, 6, 53] . In this subsection, we show that such random sampling can indeed be employed for the setting considered in this paper.
Suppose that the probability distribution of the sampling over the index set {1, 2, . . . , n} is p
with Prob (ξ = i) = p i ≥ 0 for i = 1, 2, . . . , n. Let S and |S| denote the sample collection and its cardinality respectively, and define
to be the sub-sampled Hessian. When n is very large, such random sampling can significantly reduce the per-iteration computational cost as |S| ≪ n.
One natural strategy is to sample {1, 2, . . . , n} uniformly, i.e., p i = 1 n . The following lemma reveals how many samples required to get an approximated Hessian within a given accuracy, if the indices are sampled uniformly with replacement. Lemma 2.3 (Sample Size of Uniform Sampling) Suppose Assumption 2.1 holds for problem (1) . A uniform sampling with replacement is performed to form the sub-sampled Hessian. That is for x ∈ R d , H(x) is constructed from (7) with p j = 1 n and sample size
where L is defined as in Assumption 2.1. Then we have
Intuitively, a more "informative" distribution may be constructed for problem (2) , as opposed to simple uniform sampling. In fact, we can bias the probability distribution and pick those relevant f i 's in some sense to form the approximated Hessian, which could result in a much reduced sample set in contrast with that of uniform sampling. Specifically, the Hessian of f in problem (2) is
where A = [a 1 , . . . , a n ] and
. Next we consider a non-uniform sampling distribution p for problem (2).
and denote
where the absolute values are taken sincef j is possibly nonconvex, and let p min = min
The following lemma provides a sampling complexity for the construction of approximated Hessian of problem (2).
Lemma 2.4 (Sample Size of Non-Uniform Sampling) Suppose Assumption 2.1 holds for problem (1).
A non-uniform sampling is performed to form the sub-sampled Hessian. That is for x ∈ R d , H(x) is constructed from (7) with p as defined in Definition 2.2 and sample size
for given 0 < ǫ, δ < 1, whereL and p min are defined in Assumption 2.1 and Definition 2.2 respectively. Then, we have
Compared to Lemma 2.3, the sampling complexity provided in Lemma 2.4 can be much lower becausē L ≤ L. In this case, the non-uniform sampling is more preferable where the distributions of L j are skewed, i.e., some L j are much larger than the others andL ≪ L. Such advantage has been observed in the practical performance of randomized coordinate descent method and sub-sampled Newton method (see [42, 43, 53] ).
, optimality tolerance ǫ ∈ (0, 1) and δ ∈ (0, 1). Choose
, and initial tolerance of Hessian approximation
ConstructH(x i ) according to (7) with sample size |S| satisfying
Update tolerance of Hessian approximation
In this section, we propose the sub-sampling cubic regularized Newton's method and provide its convergence rate.
The Algorithm
We consider the following approximation of f evaluated at x i with cubic regularization [10, 11] :
where σ i > 0 is a regularized parameter adjusted in the process as the algorithm progresses. In each iteration, we approximately solve
where m(x i , s, σ i ) is defined in (8) and the symbol "≈" is quantified as follows:
we have
and for a pre-specified constant 0 < κ θ < 2 σ min 3
In fact, (11) is modified from one of the two stopping criteria for solving the subproblem in the original adaptive cubic regularized Newton's method in [12] .
Observe that the so-called Krylov subspace
can be served as the subspace L i in Condition 3.1 since we always have {∇f (x i )} ⊆ K. Moreover, minimizing m(x i , s, σ i ) in the Krylov subspace only involve factorizing a tri-diagonal matrix, which can be done with the complexity O(d). Thus, s i in Condition 3.1 can be found through the so-called Lanczos process, where the dimension of K is gradually increased until inequality (11) is satisfied, and an orthogonal basis of each subspace K is built up from one matrix-vector product.
Now we present the sub-sampling adaptive cubic regularization for Newton's method (SARC) in Algorithm 1. As opposed to the exact Hessian used in [12] , only a sub-sampled Hessian is used and the sample size is gradually increased leading to relatively low per-iteration computational cost. We shall show that Algorithm 1 retains the same iteration complexity of O 1/ǫ 1/2 as for the deterministic version of [12] even when only the sub-sampled Hessian and (11) are used in approximately solving the sub-problem.
Probability Iteration Complexity
Now we are in the position to present an iteration complexity for Algorithm 1 where the inexact Hessian matrix H(x i ) is constructed according to (7) with the sample size as in Lemma 2.3 for uniform sampling or as in Lemma 2.4 for nonuniform sampling. Since the approximation is stochastic, we only allow a small probability δ of failure for the Hessian approximation across all iterations. In other words, to get an overall and accumulative success probability of 1 − δ for the entire T iterations, the per-iteration failure probability should be set as
Note that the per-iteration failure probability appears only in the "log factor" of the sample size in Lemma 2.3 and Lemma 2.4, and so it is not a dominating cost. Hence, requiring all T iterations are successful in approximation, only necessitates a small (logarithmic) increase in the sample size. For example, when T ∈ O(1/ǫ 1/2 ), we can set the per-iteration failure probability to be δǫ 1/2 . Then, according to Lemma 2.3 and Lemma 2.4, it follows that
with probability 1−δ. In the rest of this section, we shall analyze the adaptive cubic regularized method with sub-sampled Hessian formed either uniformly or non-uniformly.
Denote T and SC to be the total number of iterations and the set of successful iterations in Algorithm 1. We first relate the total iteration number T to the number of successful iterations |SC|.
Lemma 3.1 Suppose in each iteration i of Algorithm 1, we have
Then iteration complexity of Algorithm 1 is described as follows.
Theorem 3.2 Let x * be the global minimum of f , ǫ be the tolerance of optimality, ǫ i be the tolerance of Hessian approximation in (12) for iteratoin i, and δ be the probability of inequality (12) fails for at least one iteration. When Algorithm 1 runs
iterations, then with probability 1 − δ we have
where β is defined as β = min
The proofs of Lemma 3.1 Theorem 3.2 can be found in Appendix B.
Accelerated Sub-Sampling Adaptive Cubic Regularized Newton's Method
In this section, we investigate the accelerated sub-sampling cubic rugularization method and establish a even lower complexity bound.
The Algorithm
We consider the same approximation of f evaluated at an extrapolation y i with cubic regularization in (9) and use the same symbol "≈" with different meaning and quantified as follows:
Condition 4.1 We call s i to be an approximate solution -denoted as
where κ θ ∈ 0, 1 2 is a pre-specified constant.
Note that the bound on the right hand side of (14) is slightly different from that of (11) in Condition 3.1. More importantly, comparing to Condition 3.1 of the non-accelerated algorithm, the above approximity measure does not require s i to be optimal over certain subspace L i (i.e. (10)), and is hence weaker than the previous one. This relaxation opens up possibilities for other approximation methods to solve the sub-problem. For instance, [9] propose to use the gradient descent method, and prove that it works well even when the cubic regularized sub-problem is non-convex. In our case, m(y i , s, σ i ) is strongly convex, which implies that the gradient descent subroutine is expected to have a fast (linear) convergence.
Now we propose the accelerated sub-sampling adaptive cubic regularization method in Algorithm 2. In particular, we adopt a two-phase scheme, where the acceleration is implemented in Phase II and an initial point to start acceleration is obtained in Phase I. From the standpoint of acceleration, we need to solve an additional cubic sub-problem in Phase II:
where ψ 1 (z) = 1 6 ς 1 z −x 1 3 , and
Fortunately, this problem admits a closed-form solution (see [40, 27] for details)
We remark that a direct extension of accelerated cubic regularization method under inexact Hessian information fails to retain the superior convergence property theoretically (see [22] ). Therefore, the two-phase scheme is necessary in our analysis to establish the accelerated rate of convergence.
Algorithm 2 Accelerated Sub-Sampling Adaptive Cubic Regularization for Newton's Method
Given γ 2 > γ 1 > 1, γ 3 > 1, η ∈ (0, 1), σ min ∈ (0, 1), optimality tolerance ǫ ∈ (0, 1) and δ ∈ (0, 1). Choose x 0 ∈ R d , σ 0 ≥ σ min , κ θ ∈ (0, 1) and initial tolerance of Hessian approximation ǫ 0 = min 1,
.
Begin Phase I:
ConstructH(x 0 ) according to (7) with sample size |S| satisfying
, and update tolerance of Hessian approximation ǫ i+1 = min 1,
Record the total number of iterations:
ConstructH(y 1 ) according to (7) with sample size |S| satisfying x T 1 +j+1 = y l + s T 1 +j , σ T 1 +j+1 ∈ σ min , σ T 1 +j , and update tolerance of Hessian approximation
Set l = l + 1 and ς = ς l−1 ; Update ψ l (z) as illustrated by using ς l = ς, and compute z l = argmin
z l , and ǫ T 1 +j+1 = min 1,
ConstructH(y l ) according to (7) with sample size |S| satisfying
end if end for Record the total number of iterations: T 2 = j + 1. End Phase II.
Probability Iteration Complexity
Now we are in position to provide iteration complexity analysis for Algorithm 2. We shall show that Algorithm 2 will retain the same iteration complexity of O 1/ǫ 1/3 as for the non-adaptive version of [40] even when the sub-problem is now only solved approximately with sub-sampled Hessian. To give a holistic picture of the proof, we sketch some major steps below.
Proof Outline of Iteration Complexity for Algorithm 2:
1. We denote T 1 to be the total number of iterations in Phase I. Then T 1 is bounded above by some constant (Lemma 4.1) if H(
2. We denote T 2 by the total number of iterations in Phase II, and
to be the index set of all successful iterations in Phase II. Then T 2 is bounded above by |SC| multiplied by some constant (Lemma 4.
3. We denote T 3 by the total number of counts successfully updating ς > 0, and T 3 is upper bound by some constant (Lemma 4.
We relate the objective function to the count of successful iterations in Phase II (Theorem 4.4) if H(x
5. Denoting T = T 1 + T 2 + T 3 , we set the per-iteration failure probability as δǫ 1/3 and T ∈ O(1/ǫ 1/3 ). Then according to Lemmas 2.3 and Lemma 2.4, this ensures that H(x i ) − ∇ 2 f (x i ) < ǫ i , ∀ i ≤ T , with probability 1 − δ. Putting all the pieces together, we obtain the iteration complexity result (Theorem 4.5).
We first prove Lemma 4.1 and Lemma 4.2, which describes the relation between the total iteration numbers in Algorithm 2 and the amount of successful iterations |SC| in Phase II.
Lemma 4.1 Suppose in each iteration i of Algorithm 2, we have
, γ 2 L + γ 2ρ > 0, it holds that
Lemma 4.2 Suppose in each iteration i of Algorithm 2, we have
2 + γ 2 κ θ + γ 2 η + γ 2 , γ 2 L + γ 2ρ + 2γ 2 η > 0 and SC to be the set of successful iterations in Phase II of Algorithm 2, it holds that
Then we estimate an upper bound of T 3 , i.e., the total number of count of successfully updating ς > 0.
Lemma 4.3 Suppose in each iteration i of Algorithm 2, we have
η 2 , which further implies
Recall that l = 1, 2, . . . is the count of successful iterations, and the sequence {x l , l = 1, 2, . . .} is updated when a successful iteration is identified.
Theorem 4.4 Suppose in each iteration i of Algorithm 2, we have
. Let x * be the global minimum of f ; then the sequence {x l , l = 1, 2, . . .} generated by Algorithm 2 satisfies
whereσ 1 is defined asσ
After establishing Theorem 4.4, the iteration complexity of Algorithm 2 readily follows.
Theorem 4.5 Let x * be the global minimum of f , ǫ be the tolerance of optimality, ǫ i be the tolerance of Hessian approximation in (12) for iteratoin i, and δ be the probability of inequality (12) fails for at least one iteration. When Algorithm 2 runs
iterations (including the successful iterations to update ς), then with probability 1 − δ we have
where C is defined as
andσ 2 is defined asσ
We postpone all the proofs in this section to Appendix C.
Numerical Experiments
In this section, we test the performance of our algorithms by evaluating the following regularized logistic regression problem
where
is the samples in the data set, and the regularization parameter is set as λ = 10 −5 . The experiments are conducted on 6 LIBSVM Sets 1 for binary classification, and the summary of those datasets are shown in Table 5 . In the test, we implement Algorithm 1 referred to as SCR. Since the standard cubic regularized Newton's method admits a local quadratic convergence rate [26] , we implement a hybrid of Algorithm 1 and Algorithm 2 referred to as SACR, which starts with Algorithm 2 and switch to Algorithm 1 when entering the region of local quadratic convergence. Specifically, we check the progress made by each iteration of Algorithm 2, and we switch to Algorithm 1 with stopping criterion ∇f (x) ≤ 10 −9 , when the criterion of
To observe the accelerated convergence, the starting point is randomly generated from a Gaussian random variable with zero mean and a large variance (say 5000) such that To observe the acceleration, the starting point is randomly generated from a Gaussian random variable with zero mean and a large variance (say 5000) such that initial solutions are likely to be outside of the "local quadratic" region.
We apply the so-called Lanczos process to approximately solve the cubic subproblem min s∈R d m(x i , s, σ i ) in the implementation. In other words, m(x i , s, σ i ) is minimized with respect to a Krylov subspace
where the dimension of K is gradually increased and an orthogonal basis of each subspace K is built up which typically involves one matrix-vector product. Moreover, minimizing m(x i , s, σ i ) in the Krylov subspace only involves factorizing a tri-diagonal matrix, which can be done at the complexity of O(d).
Conditions (11) and (14) are used as the termination criterion for the Lanczos process in the hope to find a suitable trial step before the dimension of K approaches d.
We also apply 5 baseline algorithms to solve (16) for comparison. They are: the adaptive cubic regularized Newton's method (CR), the accelerated adaptive cubic regularized Newton's method (ACR), the limited memory Broyden-Fletcher-Goldfarb-Shanno method (L-BFGS) that , the accelerated gradient descent (AGD) and the standard stochastic gradient descent (SGD). We resort to SCIPY Solvers 2 to call L-BFGS.
To make a fair comparison between the sub-sampling algorithms and the deterministic algorithms, we measure how the log-residual of the gradient decreases with respect to epochs. In particular, one epoch is counted when a full batch size (i.e. n times) of the gradient or Hessian of the componnet functions is queried. Since the sample size in sub-sampling algorithms is less than n, one epoch is likely to be consumed by the queries from serval iterations. The results are presented in Figure 1 . We can see that SACR outperforms all variants of cubic regularization methods and its clear effect of acceleration. Moreover, SACR is even comparable to L-BFGS, which is carefully tuned and optimized, and put in an open solver (i.e., SCIPY Solvers) for people to use. We first introduce the Operator Bernstein Inequality in [24] . Let C be a finite set and 1 ≤ m ≤ |C|, we define X j ∈ C as a random variable taking values in C with uniform probability, and X = (X 1 , . . . , X m ) are drawn from C with replacement such that X j s are independently identical distributed.
Theorem A.1 (Operator-Bernstein Inequality). Assume that E [X j ] = 0 and the operator norm of X j , i.e., X j ≤ c and the variance of X j , i.e., E X 2 j ≤ σ 2 0 , where c and σ 0 are constants, we define S = m i=1 X j and obtain that
Then we proceed to prove Lemma 2.3 and Lemma 2.4.
Proof of Lemma 2.3: Let C = {1, 2, . . . , n} and a sample set S ⊂ C. For k = 1, 2, . . . , |S|, we construct a sequence of independently identical distributed random matrices Z k such that
Note that for each j = 1, 2, . . . , n,
and thus Z k ≤ 2L. As a result,
Furthermore,
and observe that
Therefore, according to Theorem A.1, it holds that
Simply letting
Proof of Lemma 2.4: Let C = {1, 2, . . . , n} and a sample set S ⊂ C. For k = 1, 2, . . . , |S|, we construct a sequence of independently identical distributed random matrices Z k such that
where p = {p 1 , . . . , p n } is defined as
where p min = min j∈N {p j } > 0, and thus
where the first inequality is due to
Therefore, we can apply Theorem A.1 and get
B Proofs in Section 3
We first prove Lemma 3.1, which describes the relation between the total iteration numbers T in Algorithm 1 and the amount of successful iterations |SC|.
Proof of Lemma 3.1: We have
where the inequalities hold true due to Assumption 2.1. Next we argue that when σ i exceeds a certain constant, then it holds that
The analysis is conducted according to the value of s i in two cases.
When s
which in combination with the fact that ǫ i ≤ ǫ 0 ≤ 1 leads to
2. When s i < 1, according to Condition 3.1, it holds that
where the last inequality holds true since s i < 1 and each component function has bounded Hessian as in (6) . This implies that
Moreover, note that
and combining the above two inequalites yields that
Recall that
then it suffices to show
That is:
In summary, we have concluded that
On the other hand, we observe that
Therefore,
which further implies that
Hence, for any i ∈ SC, σ i can be bounded above byσ = max σ 0 ,
, γ 2 L + γ 2ρ . In addition, it follows from Algorithm 1 that σ min ≤ σ i for all iterations, and γ 1 σ i ≤ σ i+1 for all unsuccessful iterations. Therefore, we haveσ
Consequently,
To establish iteration complexity of Algorithm 1, we provide the following lemma as a technical preparation.
Lemma B.1 Assume in each iteration of Algorithm 1 the Hessian approximation H(x i ) satisfies (12) . Suppose that L i is a subspace of R d with ∇f (x i ) ∈ L i . Then for the successful iteration i ∈ SC, it holds that min
where s * i ∈ argmin s∈L i f (x i + s), and C = max
Proof. We have
where the inequality is due to (17) , (12) and Assumption 2.1. Then the subsequent analysis is conducted according to the value of s i in two cases.
2. When s i < 1, inequalities (28) and (19) still hold. Therefore, we have
Minimizing both sides of (22) gives that
where the second inequality follows from the fact that αs * i ∈ L i for all α ∈ [0, 1]. Moreover, from the convexity of f ,
Recall in the proof of Lemma 3.1, we have shown that f (
, where x * is a global minimizer of problem (1). Consequently, s * i ≤ 2D and we have min
The convexity of f and ∇f (x * ) = 0 yeild that
Therefore the minimum in the right-hand side of (23) is attained at
Finally plugging α * i into (23) gives that
with probability 1 − ǫ 1/2 δ, where ǫ is the tolerance of optimality.
is formed according to (7) . By Lemma 2.3 and Lemma 2.4,
with probability 1 − ǫ 1/2 δ. Then
and since f is convex
The following result is standard. However, we provide a proof here for completeness.
Lemma B.3 Let x * be a global minimizer of f . Suppose the gradient of f is Lipschitz continuous with Lipschitz constant L. Then it holds that
Proof. Since ∇f (x) is Lipschitz continuous, it holds that
Replacing y with x − 1 L ∇f (x) in the above inequality gives that
Equivalently, we have
Now we are ready to establish the iteration complexity.
Proof of Theorem 3.2: According to Lemma B.2, and since T = O(ǫ −1/2 ), we have
for all i ≤ T with probability 1 − δ. For any i ∈ SC
where s m i denotes the global minimizer of m(x i , s, σ i ) over R d . From the choice of T and Lemma B.2, we have that H(x i ) is positive semi-definite and inequality (12) holds for all i ≤ T with probability 1 − δ. Therefore, m(x i , s, σ i ) is convex and
where s = s i or s = s m i . This implies
Further combining with Assumption 2.1 yields that
We let
Combining the above two inequalities with (26) and recall η ≤ 1, we conclude that
Note that x i can only be updated in the successful iterations. Without loss of generality, we rename the index in SC as {1, 2, · · · } withx i be the point obtained in the i-th successful iteration. Let ∆ i = f (x i ) − f (x * ), and (27) implies that
i .
Next, we conduct our analysis in terms of the value of ∇f (x i ) in two cases:
, we have
When
, we denoteŝ i ≈ argmin s∈R d m(x i , s,σ i ) and s * i = argmin s∈L i f (x i + s) , and thusŝ i = argmin s∈L i m(x i , s,σ i ). By Lemma B.1, we have
where the last inequality follows from Assumption 2.2. Therefore, we have i .
This implies that
where the last inequality holds ture since f (x i+1 ) ≤ m(x i ,ŝ i ,σ i ) ≤ f (x i ) and ∆ i ≥ ∆ i+1 . Summing up the above inequalities over all i ∈ SC, we obtain that
As a result,
completing the proof.
C Proofs in Section 4
We first prove Lemma 4.1 and Lemma 4.2, which describe the relation between the total iteration numbers in Algorithm 2 and the amount of successful iterations |SC| in Phase II.
Proof of Lemma 4.1: Obviously, (20) in the proof of Lemma 3.1 still holds for the iterates {x i } in Phase I of Algorithm 2. which implies that σ i < max 3+ρ 2 , L +ρ for i ≤ T 1 − 2. Moreover,
Then it holds that σ i ≤σ 1 for any i ≤ T 1 , sinceσ 1 = max σ 0 ,
, γ 2 L + γ 2ρ . On the other hand, it follows from the construction of Algorithm 2 that σ min ≤ σ i for all iterations, and γ 1 σ i ≤ σ i+1 for all unsuccessful iterations. Consequently, we havē
and hence
Combining the above two inequalities yields that
then it suffices to show L + σ T 1 +j 2 +ρ 2 − σ T 1 +j + η ≤ 0.
That is,
which further implies that for any unsuccessful iteration j ∈ SC,
Therefore, for any successful iteration j ∈ SC σ T 1 +j+1 ≤ σ T 1 +j ≤ γ 2 · σ T 1 +j−1 ≤ γ 2 max ρ 2 + κ θ + η + 1, L +ρ + 2η .
Consequently, for any 0 ≤ j ≤ T 2 , σ T 1 +j is bounded above bȳ σ 2 = max σ 1 , γ 2ρ 2 + γ 2 κ θ + γ 2 η + γ 2 , γ 2 L + γ 2ρ + 2γ 2 η , whereσ 1 is responsible for an upper bound of σ T 1 . In addition, it follows from the construction of Algorithm 2 that σ min ≤ σ T 1 +j for all iterations, and γ 1 σ T 1 +j ≤ σ T 1 +j+1 for all unsuccessful iterations. Therefore, we havē
hence |SC| ≤ T 2 ≤ |SC| + (|SC| + 1) log γ 1 log σ 2 σ min ≤ 1 + 2 log γ 1 log σ 2 σ min |SC|.
To proceed, we need Lemma 3.3 and Lemma 3.4 in [27] , which are restated as follows.
