Abstract Many advancements have been introduced to tackle spatial and temporal structures in data. When the spatial and/or temporal domains are relatively large, assumptions must be made to account for the sheer size of the data. The large data size, coupled with realities that come with observational data, make it difficult for all of these assumptions to be met. In particular, air quality data are very sparse across geographic space and time, due to a limited air pollution monitoring network. These "missing" values make it difficult to incorporate most dimension reduction techniques developed for high-dimensional spatiotemporal data. This article examines aerosol optical depth (AOD), an indirect measure of radiative forcing, and air quality. The spatiotemporal distribution of AOD can be influenced by both natural (e.g., meteorological conditions) and anthropogenic factors (e.g., emission from industries and transport). After accounting for natural factors influencing AOD, we examine the spatiotemporal relationship in the remaining human influenced portion of AOD. The presented data cover a portion of India surrounding New Delhi from [2000][2001][2002][2003][2004][2005][2006]. The proposed method is demonstrated showing how it can handle the large spatiotemporal structure containing so much missing data for both meteorologic conditions and AOD over time and space.
Introduction
Effects of exposure to poor air quality include increased respiratory symptoms, decreased lung function, aggravated asthma, and chronic bronchitis (Environmental Protection Agency 2010) . In addition, particles in the air can make lakes and streams acidic, change the nutrient balance along coasts and river basins, damage forests and crops at high elevations, and affect diverse ecosystems. Thus, it is important to understand as much as we can about sources of air pollution, how it tends to vary over space and time, and what can be done to improve polluted air. Steps to improve polluted air will rely upon knowing what the causes of poor air quality are. Some causes occur from natural phenomena while others will be human influenced, and it is important to be able to differentiate between the two if we are to take corrective measures to improve air quality.
Given the limited spatiotemporal coverage of in situ monitoring of air pollution, researchers are increasingly seeking alternate measures of air quality. Among these measures, satellite remote sensing (SRS) offers unprecedented opportunity to develop time-space resolved estimates of air quality in a cost-effective manner (Gupta and Christopher 2009; Kumar et al. 2007 Kumar et al. , 2011 Kumar 2010) . Various sensors, aboard many satellites orbiting the earth, have daily global coverage, and capture data at various spatial and spectral resolutions. Among many applications of these data, aerosol optical depth (AOD), computed using a radiative transfer model, is being utilized extensively for climate change and weather prediction models. The radiative transfer model, in the context of this paper and atmospheric remote sensing, is a method of conceptualizing the change in electromagnetic radiation traveling from the earth's surface to sensors orbiting the earth. See Remer et al. (2006) for additional details. It seems that researchers have in recent years become more interested in developing air quality models using AOD. AOD is the depletion of reflected solar irradiation, caused by the presence of solid and liquid aerosols in the atmosphere, as measured by sensors aboard satellites. A fraction of AOD also captures airborne particulate matter (PM) of different sizes near the surface of the earth (Kumar et al. 2011) . PM (≤ 2.5 µm and ≤ 10 µm in aerodynamic diameter [PM 2.5 and PM 10 , respectively]) is a widely accepted measure of air quality worldwide (World Health Organization 2006) . If sources of the remaining fraction of AOD are identified, AOD can be utilized to develop PM concentration at a given location and time.
AOD represents columnar presence of solid and liquid aerosols, and has three distinct components: aerosols generated by human activities (AOD h ), aerosols generated by natural processes (AOD n ), and aerosols generated through the interaction of AOD h with AOD n . Note that the average life time of aerosols is approximately 1 week and since the locations of emission sources do not change frequently, AOD h is likely to exhibit a strong spatial pattern. To develop air quality estimates using AOD, either we need to extract AOD h from AOD or identify covariates of the AOD n component. While it is difficult to extract AOD h from AOD using radiative transfer models, this paper presents a Bayesian spatiotemporal model to derive a method to measure AOD h . For the purposes of this paper, we do not separate out the interaction of AOD h with AOD n but assume that this interaction quantity is, at least partly, measured within AOD n . Although we cannot completely separate AOD h and AOD n , we can begin to quantify AOD h by accounting for many of the factors that drive AOD n amounts. Such a model can be useful to develop indirect measures of air quality worldwide-needed for air quality surveillance and management-especially for areas that lack adequate in situ monitoring of air pollution, such as cities of developing countries.
AOD data recorded by MODerate Resolution Imaging Spectroradiometer (MO-DIS) aboard the Terra satellite can be utilized to develop daily air quality estimates. Details regarding the Terra satellite are given in Sect. 2.1. However, statistical analysis of the AOD data is complicated for three important reasons: large data dimensions, spatiotemporal misalignment and missing values due to cloud cover and other factors. present a spatiotemporal model for monthly averaged sparse PM 2.5 . Paciorek and Liu (2009) discuss the importance of and limitations in comparing AOD with PM 2.5 . Since PM 2.5 measurements are often very sparse, work is being done to use AOD as a proxy in improving PM 2.5 predictions (Liu et al. 2007; McMillan et al. 2009; Kumar et al. 2011) .
This paper aims to address these issues and develops daily estimates of air quality for the National Capital Region (NCR) of Delhi, India. We capture the AOD n through the mean model. Although we cannot measure every AOD n process in the mean model, we present an approach that begins to separate out the various components of AOD using factors known to influence AOD n . We believe that these factors drive most of the spatiotemporal structure in AOD that is due to natural factors. We aim to examine the spatiotemporal structure of AOD h through variation unaccounted for in the mean model. Of course, the remaining spatiotemporal structure will include not only human induced AOD, but also will include unaccounted for natural variability, non-linearities, or variability that may be due to different environmental variables. However, we believe that a large portion of the spatial structure will be due to human induced factors because of the static nature of the emissions sources. We employ a Bayesian model with interaction between space and time. Spatiotemporal interaction methods typically require the inversion of large matrices or involves dimension reduction, both of which are not suitable for MO-DIS data sets because they are either too large or too incomplete. The method that we propose allows for the irregular and missing observations of AOD data points. We apply the model to correct for spatiotemporal variability in AOD resulting from meteorological conditions, and spatiotemporal structure inherent in the AOD measurements.
The remainder of this paper is organized as follows. The data sources are presented in Sect. 2. We develop the proposed model in Sect. 3. The modeling results are described in Sect. 4, and the paper concludes with a discussion of the modeling approach in Sect. 5.
Data
The data for this analysis come from two different sources: AOD from NASA (2010) described in Sect. 2.1, and meteorological data from the National Climatic Data Center (NCDC 2007) described in Sect. 2.2.
Satellite data
We used data from MODIS onboard the Terra satellite (10:30A local equatorial crossing time). The Terra satellite was launched on December 19, 1999 and MODIS became operational on February 24, 2000. The NASA aerosol land team has developed an algorithm to extract aerosol over both land and ocean (Chu et al. 2003; Kaufman et al. 2002; Remer et al. 2006; Levy et al. 2007) . Using this algorithm, daily AOD values are extracted globally and made available through Level 1 Atmosphere Archive and Distribution System (LAADS) (NASA 2010) . MODIS data (and data from other sensors as well) are gridded based on the geographic coverage of the viewing angle of the sensor and geographic extent along the satellite path, referred to as granule. The geographic extent of MODIS data is approximately 2,300 km. Given the large size of the satellite data on 36 different channels, these data are stored in hierarchical data format (HDF) to optimize storage, access, and retrieval (TheHDGGroup 2012).
We acquired Level 2 AOD products from NASA in HDF format. The spatial resolution of the Level 2 AOD is roughly 10 km at nadir (i.e., the satellite path). We extracted AOD (using an application written in C++) within the geographic extent from 75.45E to 78.55E and 27.45N to 29.55N, which covered most of the National Capital Region (NCR) including the Delhi metropolitan area and 11 districts within the three states surrounding Delhi. The details on the study area are available in Kumar et al. (2008) , Kumar and Foster (2009) .
Because the satellite path is not the same every day, the centroid of each AOD pixel does not remain the same every day. The same satellite path repeats every 16th day. In addition, there are missing AOD values due to cloud cover and cloud contamination. Given the ad-hoc spatial arrangement of the daily AOD grid, a systematic grid of 0.05 • (∼5.56 km) was overlaid onto the study area ( Fig. 1) and AOD values (if their centroid was within the 0.05 • × 0.05 • [5.56 km × 5.56 km] cell) were averaged to develop a systematic grid of daily AOD at 0.05 • spatial resolution. Thus, we have regular observations across space and regular observations across time except for missing values on cloudy days. This resulted in 1,932 cells in a grid that was 46 cells wide and 42 cells high. AOD measurements are highly right skewed and a natural log transformation was taken to improve normality, ln(AOD). All computations in this paper are taken on the ln(AOD) scale.
The dates collected for this particular study were from February 26, 2000 through December 31, 2006-a total of 2,501 days. An important note is that none of the grid cells had observations on all 2,501 days. The cell with the fewest observations had recordings on only 68 total days while the cell with the most observations had recordings on 2,079 total days. The values of ln(AOD) averaged across the entire region are shown in a time series in the top figure in Fig. 2 . The large number of missing values can be seen in most years, particularly 2000 and 2003. Note that the missing values were for the entire study region and not just individual grid locations.
Observed ln(AOD) values are presented in the first plot in Fig. 3 , which are averaged over the year 2000, as no locations had measurements on every day throughout that time period. In viewing Fig. 3 , we see the largest average concentrations of ln(AOD) are around the capital city, Delhi, and its surrounding region. This area has the largest number of people and is home to many manufacturing industries and services. Because of regional differences in human demographics and emission sources such as these, it important to separate AOD values into human, AOD h , and natural, AOD n , sources.
Meteorological data
Global surface hourly data on meteorological conditions including relative humidity (%), surface temperature ( • F), ceiling height (hundreds of feet), wind speed (miles per hour), and dew point ( • F) from 2000 to 2006 were acquired from NCDC for all meteorological stations within NCR. These data were extracted within 90 min of the time stamp of AOD data (i.e. 900-1200 hours), an optimal time window (Kumar et al. 2008) , and integrated with the closest AOD pixel. The year 2000 averaged values are plotted for the aforementioned meteorological conditions in Fig. 3 . Meteorological data are important for spatiotemporal analysis of AOD because meteorological conditions can influence AOD greatly through chemical and physical atmospheric processes and transportation of aerosol across geographic space and time. For example, the value of AOD increases with a rise in relative humidity, not only because it increases concentration of water vapors, but it also inflates particle size (Ramachandran 2007) .
Other factors, such as wind speed, can influence aerosols mixing within the boundary layer height and transport aerosols from other areas. Although only 2 % of the meteorologic data are missing, imputation was used to ensure a complete set of values for use as predictors in the planned linear model. Bloomfield et al. (1996) impute missing meteorologic values as predictors when ozone was the outcome. Assuming the data are missing at random (MAR), missing values were imputed using a regression approach described as single imputation in Little and Rubin (2002) . In the imputation approach, each meterologic variable was regressed on the other variables plus continuous time using STATA 10.1 (StataCorp 2007) . In this case, given the relatively small number of missing values, summaries from the original (incomplete) dataset and the imputed (complete) dataset are very similar.
To assess whether all variables contributed unique information for modeling AOD, the variables were entered into a multiple regression model. The variance inflation factor (VIF), which is a method to assess multicollinearity, was calculated and all VIFs were less than 9. The traditional rule of thumb is any VIF greater than 10 is a sign of multicollinearity. Thus, we continue with the five meteorologic variables in the analysis. Note, in a regression analysis that ignored spatiotemporal correlation, the five meteorologic variables explained 17 % of the variability in ln(AOD). 
Data model
The space-time domain is a complicated framework to derive a model that is both scientifically justifiable and computationally feasible (Giacomini and Granger 2004) . Although the interaction between space and time for the irregularly spaced AOD data must be accounted for in some way, setting up correlation matrices between all 1,932 grid cells and 2,501 days is inefficient and impractical. In addition, air quality data, such as these, are regularly not fully observable. We consider modeling the spatial and temporal relationships using the autoregressive format. The irregularities in the missing data makes it impracticle to fit a dynamic space × time interaction (Wikle et al. 1998) . Consequently, to practically account for the interaction while accommodating data irregularities, we develop an extended version of the type of models proposed by Waller et al. (1997) , Bernardinelli et al. (1995) , and Sun et al. (2000) , in which heterogeneity effects and spatial effects are nested within time. Our approach differs in that the time scale for the nesting is at a different scale (larger) than we are interested in. Therefore, an additional parameter is included to account for fine scale time changes.
The modeling was performed on the ln(AOD) scale as done in Kang et al. (2010) . Our model can be expressed as The mean model, X i j (k) β, is assumed to capture the aerosols generated by natural factors, AOD n . Not only does it capture the mean, but the factors of the meteorological conditions are spatiotemporal and will capture some of the space-time structure within AOD n . Thus, the parameters Z i(k) and T j capture part of the space and time relationships, respectively, of AOD resulting from human activities, AOD h , along with unaccounted for AOD n measures, as previously mentioned. The individual space and time differences are modeled as Z i(k) + T j . The p covariates represented in the columns of 1 × p dimensional X i j (k) are included in the model as fixed effects with β = (β 1 , . . . , β p ) representing the impact of the p covariates on ln (AOD i j (k) ). The columns of X were standardized to a mean of zero and variance of one so that the relative sizes of β could be compared. Even though the model would allow for yearly or seasonal coefficients on the fixed effects, the coefficients in our model are assumed constant over both space and time. It should be noted that seasonality is still captured by the seasonal fluctuation in the daily recordings of the fixed effects values; we just don't allow for different multiplying effects per season. The Z i(k) are the effects of the ith grid cell nested within year k, which attempt to capture spatially structured clustering among cells per year. The e i j (k) are extra variation effects for the i jth cell of year k which are intended to reflect unstructured heterogeneity, i.e., account for the unexplained factors of the model and are assumed N (0, δ e(k) ).
A simpler model using a single spatial term that did not vary by year, Z i rather than Z i(k) , was investigated. Using the single spatial model, we computed the posterior predictive p value (Gelman et al. 1996) for each year based on the goodness-of-fit discrepency measure
where θ represents the model parameters. Posterior predictive p values that deviate from a value of 0.50 indicate differences between ln(AOD) values that were observed and those that would be predicted by the model. Since significant p values were observed for some years, this indicated that the spatial patterns should be modeled separately across years. In model (1), there are no fixed effects terms specified for human factors as we are concerned with modeling the natural factors explicitly so that remaining variability can be assumed to be from human activities. Known contributors to AOD h could be part of the design matrix, X i j (k) , if that were the goal. Here, we only wish to partition AOD n and AOD h .
Multiple missing observations in grid cells across time is clearly a problem that cannot be ignored. Imputing values and using a dimension reduction process is a possible solution. However, imputations would require detailed knowledge of the AOD spatiotemporal structure from human sources, natural sources, and the interaction of the two. An advantage of the proposed model is that it does not require observations in every cell of the grid to define the correlation matrix. Indeed, a true interaction model would be extremely difficult given the large number of missing observations. Details are given in the following two sections.
Distribution of spatial effects
The spatial effects per year, Z (k) = (Z 1(k) , . . . , Z N (k) ) are designed to capture any remaining spatial relationship not accounted for by the natural factors. Again, the Z i (k) are the effects of the ith grid cell nested within year k. We use the conditionally autoregressive (CAR) models originally introduced by Whittle (1954) and Besag (1974) to induce spatial correlation. In these models, spatial association is defined through a neighborhood structure where one region is correlated with other regions that are defined to be neighbors. We define regions to be neighbors if their five kilometer square grids are adjacent (i.e., share a border).
Specifically, define an N × N adjacency matrix as C = (C uv ) where C uv = 1 if two regions u and v share a common boundary and 0 otherwise, with C uu = 0. In this framework, the conditional mean and variance are
where the parameters δ z(k) represents the degree of spatial precision in year k and Z −(i)(k) are all the elements in Z (k) other than location i for year k. This particular specification of the spatial distribution (the proper autoregressive model) is proper if λ Within any given year, the replicate observations at every grid cell are averaged together since this structure assumes the same spatial structure for every day within that year. Furthermore, if a grid cell being modeled has no recorded data in it, then the CAR model will draw strength from its neighboring cells concentrating on the local average. If the neighboring cells have no information then the value moves toward the global average.
Distribution of temporal effects
A difficulty in specifying a temporal model is the vast amount of missing data. Of the 2,501 days in the study period, the entire region is missing AOD values for 309 (12 %) of them. With irregular time points, using a spatial correlation matrix for time is a crafty option because it allows for the observed value to be related to another observed value, no matter how many time points away it would be. Unfortunately, the period of time in this study is too long to be computationally feasible for the matrix inversion involved. The temporal CAR creates a random walk and is another option if there isn't too much missing data. Aggregating days and modeling weekly or monthly would be another approach, but we wish to model daily, because the goal of the proposed method is to develop daily estimates of air quality.
There is some seasonality seen in time series of observed ln(AOD) values in the top figure of Fig. 2 . Each point represents spatially averaged ln(AOD) values with lower values in winter months and higher values in summer months. In fact, preliminary analyses from ln(AOD) measurements suggested an AR(1) prior for the temporal trend to be appropriate, so we assume a basic AR(1) temporal process. The seasonal component is modelled as an annual harmonic with amplitudes and phases. The T = (T 1 , . . . , T M ) parameter represents the temporal effects of each day in the model.
Assume that the ln(AOD) value is an annual harmonic correlated with the previous day so that the AR(1) is written as
where ω = 2π/365 for the annual harmonic and days j = 1, 2, . . . , 2,501. Let T 0 have a vague normal prior with mean zero and large variance. Note that γ 1 and γ 2 are the 'cosine' and 'sine' coefficients of the series, respectively, while ρ t captures the dependence between successive days. This model does not need to be stationary as ρ t does not need to be restricted to be less than 1.
When there are days with no observed values for the entire study region, then the effect draws strength from the previous days; and if multiple days in a row are missing, then the effect moves toward the global average. That is, the value of T j will converge towards the global (historical) average. This phenomenon is most noticeable when there are multiple days in a row with no observations. Modeling in this way allows the time series to fully utilize all observed data without needing to aggregate days.
Hyperparameters
The model parameters are assigned prior distributions in the Bayesian hierarchical framework. Assume conjugate priors for β q for q = 1, . . . , p such that β q ∼ N (0, 1000). For the temporal correlation parameters, ρ t has a N(0, 1000) prior so that stationarity is not assumed. The seasonal trend parameters are independent normal random variables γ 1 ∼ N (0, 1000) and γ 2 ∼ N (0, 1000). The ρ z(k) parameters are uniform (−0.2512, 0.1255) . The variance components δ z(k) , δ t , and δ e are I G(0.01, 0.01). Results are insensitive to a shift in the prior means.
Estimation via MCMC
The design matrix, X, has five columns representing five variables of meteorologic conditions. In order, the five columns are dew point, relative humidity, wind speed, ceiling height, and surface temperature with corresponding beta coefficients β 1 , . . . , β 5 .
Bayesian computation via numerical integration is not feasible for this hierarchical model. Instead, we use Gibbs sampling for the computation. Full conditional distributions were derived and the model was programmed in Fortran 95. We used a sample of 50,000, and discarded a burn-in sample of 11,000. Geweke convergence diagnostics (Geweke 1992) have p values greater than 0.05 for all parameters. In addition, visual assessment of the chains yielded convergence for all parameters. The goodness of fit was measured by posterior predictive assessment (Gelman et al. 1996) indicating no evidence of lack of fit ( p value = 0.4948). In addition, posterior p values were computed for each year and all p values were approximately 0.5.
Results
A summary of the MCMC samples from the posterior distribution are displayed in Table 1 for most of the parameters included in the model. None of the meteorological effects have 95 % intervals covering zero. Thus, even though the meterologic variables are clearly related to one another, they contribute unique information to ln(AOD). The coefficients are standardized so that a larger absolute posterior estimate signifies a more important variable conditional on all other variables. Therefore, ordered from largest to smallest, the most important variables are dew point, surface temperature, relative humidity, wind speed, and ceiling height.
The plots in Fig. 3 show ln(AOD) along with each of the covariates averaged across the year 2000. Spatially, we see definite similarities between ln(AOD) and the We now turn to the amount of spatial and temporal structure remaining after adjusting for the meteorologic variables. The estimated temporal pattern of T gives an assessment of the AOD h temporal structure and can be viewed as the bottom figure in Fig. 2 . The x-axis displays the 2,501 days from the start of study period on February 26, 2000 until the ending day December 31, 2006. There appears to be variation that was not captured by the AOD n given the large level of temporal variance (0.1392). The peaks in Fig. 2 appear approximately during the summer months and the troughs during the winter months. Specifically, the three highest values in Fig. 2 are June 28, 2000 , July 27, 2002 , and July 14, 2006 . The four lowest values appear on December 20, 2000 , February 24, 2004 , March 2, 2004 , and March 23, 2006 . The posterior mean of the daily correlation in the temporal process was estimated at 0.8566. That amount of correlation is a significant amount of unexplained variation that would be explained by human influenced AOD h not explained by the meteorologic variables. It is also interesting to examine the annual harmonic amplitude [amp = (γ 2 1 + γ 2 2 ) 0.5 ] estimated at 0.039 and phase [ phs = tan −1 (γ 2 /γ 1 )] estimated at −0.874. As expected the phase peak occurs in July [i.e. amp * sin(2π j/365 + phs), j = 1, . . . , 365 is a maximum at j = 142, corresponding to a maximum on July 17].
The estimated posterior means of the spatial effects, Z (k) , are displayed in Fig. 5 . The estimates capture the remaining spatial structure of aerosols not explained by the meteorologic conditions. That is, the estimates represent the spatial structure in human generated aerosols, AOD h . Values higher than zero indicate locations that have a higher than average AOD h value. As expected, since none of the meteorologic variables picked up the large readings around Delhi, these maximum cells are left to be explained as AOD h . The spatial correlation term from the CAR model is at the upper boundary of 0.1255 in each year indicating strong spatial relationships. The high correlation and spatial variance values indicate that, even though some of the spatial pattern in ln(AOD) is captured by meteorologic conditions, a substantial amount of spatial variability remains unaccounted for. Clearly, the spatial process parameters capture the maximum around Delhi.
These results also validate the use of separate spatial structures per year. Although the correlations are all very similar, the estimated spatial variance components are substantially different with the most variability appearing in 2006. The disparity in variance estimates indicates the need for some form of spatiotemporal interaction when modeling ln(AOD). The final terms that require discussion are the model errors. Separate model errors were used for each year. Interestingly, the yearly spatial terms don't capture all of the remaining year-to-year variation which requires the additional error terms.
Discussion
It is clear that the meteorological variables do not capture the highest levels of ln(AOD) centered around Delhi, India. Thus, we can begin to separate measurements of AOD into the components that are due to nature, AOD n , and those that are due to human intervention, AOD h . Outside of the metropolitan area of Delhi, the spatial pattern of AOD tends to relate highly to the meterologic conditions, particularly dew point and relative humidity. Additional variables can easily be incorporated into the Bayesian hierarchical model. We could consider other known human influences of AOD or perhaps natural influences. Of course, the present version of the model excludes additional effects such as natural variation, non-linearities or data manipulations, and different environmental variables as part of the AOD h component. These relationships need to be further explored in future research in order to take the AOD values and better dissect the data into human and natural components. We show here, a method for modeling AOD that are measured daily and at a fine spatial grid. AOD measurements at that fine of a scale inherently include missing val-ues, which can be handled by our spatiotemporal modeling approach. Furthermore, our approach allows for spatiotemporal interaction through the use of different spatial structures per year. A finer scale time structure is additionally used to model daily differences. Given that the data are too sparse to inform fine scale spatio-temporal interaction, our approach provides an informative method of incorporating necessary spatial changes over time but still modeling at a fine temporal scale.
Even with the modeling shown here, further work is needed to deal with outstanding issues such as missing covariate data, and separating out the interaction of AOD h and AOD n . Future work will also develop relationships between AOD h , AOD n , and PM 10 values. Part of this work will be to involve more specific effects for the Delhi region. The work in this paper focused solely on meteorologic conditions and we intend to further develop the sources due to human intervention in future work. Incorporating relationships with PM 10 values also requires additional work because it cannot be measured at such a fine scale. If PM 10 can be shown to have the same properties as AOD h , then we can use the fine scale of AOD h to relate to health outcomes or, at least, develop indirect estimates of air quality.
Since AOD and PM 10 are independent measures of air quality, we would like to understand their relationship better. One of the advantages of AOD is that hourly measurements are available worldwide since measurements come from satellite readings. Our modeling approach further increases the utility of these measurements by breaking AOD into two important components, AOD h and AOD n . 
