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ON THE SITTING CLOSER TO FRIENDS THAN ENEMIES
PROBLEM IN TREES AND AN INTERSECTION MODEL FOR
STRONGLY CHORDAL GRAPHS
ROSA BECERRA AND CHRISTOPHER THRAVES CARO
Abstract. A signed graph is a graph with a sign assignment to its edges.
The Sitting Closer to Friends than Enemies (SCFE) problem is to find an
injection of the vertex set of a given signed graph into a metric space such
that for every pair of incident edges with different signs the end vertices of
the positive edge are injected closer in the space than the end vertices of the
negative edge. Such an injection is called a valid distance drawing. In this
document, we study the SCFE problem in real trees (also known as R-trees).
We show that a complete signed graph has a valid distance drawing in a real
tree if and only if its subgraph composed of all (and only) its positive edges
is strongly chordal. Furthermore, as an instrumental result, we show that the
set of strongly chordal graphs is equal to the set of graphs with an intersection
model of unit balls, proper balls, and balls in a real tree.
1. Introduction
A signed graph is an undirected graph with a positive or negative sign associated
with each of its edges. Signed graphs have attracted increasing attention due to
their capability of representing many real-world relations [11, 17]. In particular,
embedding signed graphs in low-dimensional metric spaces is of special interest
due to their applications in clustering, link prediction, and network visualization
[10,18,19].
The Sitting Closer to Friends than Enemies (SCFE) problem aims to find a
meaningful representation of a signed graph such that it best reveals patterns and
regularities among the data it represents. Formally, the SCFE problem is to find
an injection in a metric space of the vertex set of a signed graph such that for every
pair of incident edges with different sings, the end vertices of the positive edge are
closer than the end vertices of the negative edge, with respect to the metric of the
space. Such an injection is called a valid distance drawing. Spaen et al. in [16]
proved that every signed graph on n vertices has a valid distance drawing in Rn−2.
Nevertheless, and unfortunately for visualization purposes, they also proved the
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2 ROSA BECERRA AND CHRISTOPHER THRAVES CARO
existence of a signed graph on n vertices without a valid distance drawing in Rk for
k < blog5(n − 3)c + 1. Therefore, the number of dimensions required to represent
any signed graph on n vertices is too large for visualization purposes.
In this document, we continue with the quest of finding meaningful representa-
tions of signed graphs in low-dimensional metric spaces. In this case, we consider
metric spaces with a tree-like structure. In other words, the metric spaces in con-
sideration are the union of simple, open curves such that for every two points in
the space there is a unique shortest path between them that is fully contained in
the space, and the distance is determined by the length of that shortest path. Such
metric spaces are known as real trees.
We show that a complete signed graph has a valid distance drawing in a real tree
if and only if its positive subgraph is strongly chordal, where the positive subgraph
of a signed graph is the subgraph composed of all, and only, its positive edges.
Therefore, the problem of deciding the existence of a valid distance drawing in a real
tree for a given signed graph can be solved in polynomial time, since strongly chordal
graphs recognition can be done in polynomial time [13]. As an instrumental result,
we show that the following four families of graphs are equivalent: strongly chordal
graphs, the family of graphs with an intersection model of unit balls on a real tree,
the family of graphs with an intersection model of proper balls on a real tree, and
the family of graphs with an intersection model of balls on a real tree. We believe
that this instrumental result has its own value, since it provides strongly chordal
graphs with a new geometrical characterization. We use this characterization to
design an algorithm that constructs a valid distance drawing in a real tree for signed
graphs with strongly chordal positive subgraphs.
The rest of the document is organized as follows. In Section 2, we present def-
initions and notations that we use along the document. We also state formally
the main results of this document. In Section 3, we present the previous results
of the SCFE problem as they relate to our contributions. In Section 4, we present
a geometric characterization of the family of strongly chordal graphs. This char-
acterization is valuable on its own, but, in our case, is also instrumental. We use
this characterization to prove the results that we present in Section 5, which is a
characterization of complete signed graphs with valid distance drawings in a real
tree.
2. Definitions
Let G = (V,E) be a graph, where V is the vertex set of G and E ⊆ V ×V is the
edge set of G. Given two vertices u and v in V , we use {u, v} to denote the edge
between vertices u and v. If {u, v} ∈ E, we say that u and v are neighbors, or that
they are connected. We use the notationN(v) to denote the set {u ∈ V : {u, v} ∈ E}
of neighbors of v and the notation N [v] := N(v) ∪ {v} to denote the closed set of
neighbors of v. In this document, we consider simple, undirected graphs, i. e.,
graphs where the edges {u, v} and {v, u} are equivalent, there are no parallel edges
(repetitions of the same edge) in E, and there are no self loops (edges of the form
{u, u}) in E.
Given two graphs G = (V,E) and H = (U,F ), H is a subgraph of G if U ⊆ V and
F ⊆ E. Given a subset U of V , the induced subgraph G[U ] of G is the subgraph
G[U ] = (U,F ) such that {u, v} ∈ F ⇐⇒ {u, v} ∈ E. An induced subgraph of G
is a subgraph H for which there exists a subset U ⊆ V , such that H = G[U ]. A
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graph G = (V,E) is complete if {u, v} ∈ E for all {u, v} ∈ V × V . Given a graph
G = (V,E), a clique in G is an induced subgraph of G that is complete. A maximal
clique is a clique that cannot be extended by including one more adjacent vertex,
meaning it is not included in a larger clique.
A signed graph is a graph such that the edge set is partitioned in two subsets,
the set of positive edges, and the set of negative edges. We use the notation
S = (V,E+∪E−) to denote a signed graph, where ∅ = E+∩E−. Given two vertices
u and v in V , we say that they are friends or positively connected if {u, v} ∈ E+.
Equivalently, we sat that u and v are enemies or negatively connected if {u, v} ∈ E−.
Given a vertex u in V , the positive neighborhood of u is the set N+(u) := {v ∈ V :
{u, v} ∈ E+}, and its negative neighborhood is the set N−(u) := {v ∈ V : {u, v} ∈
E−}. Given a signed graph S = (V,E+ ∪ E−), we use n,m+, and m− to denote
|V |, |E+|, and |E−|, respectively. Furthermore, the positive subgraph of a signed
graph S = (V,E+∪E−) is the graph S+ := (V,E+) on the same set of vertices and
containing all, and only, its positive edges. Note that S+ can be seen as a graph,
not necessarily signed, since all its edges are positive.
Definition 2.1. Let (M, d) be a metric space, and S = (V,E+ ∪E−) be a signed
graph. We say that an injection D : V → M of the vertex set of S into M is a
valid distance drawing of S into M if
(2.1) d(D(u), D(v)) < d(D(u), D(w))
for every pair of incident edges with different signs {u, v} ∈ E+ and {u,w} ∈ E−.
Given a metric space M and a signed graph S, the SCFE problem in its most
general form is to decide if there exists a valid distance drawing of S intoM.
In this document, we consider a particular type of metric spaces. We are in-
terested in metric spaces with a tree-like structure. Let (T , d) be a metric space.
A path in T is a continuous function f from the unit interval [0, 1] to T . The
extreme points of a path f are the points f(0) and f(1) in T . We say that a path
f connects points p and q in T if p and q are the extreme points of f . The length
of a path f in T is the length along the curve defined by the image of f . We say
that (T , d) is path-connected if there exists a path connecting any two points in T .
A metric space (T , d) is a real tree (or R − tree) if T is the union of open, simple
curves such that it is path-connected and every triangle is a tripod. That is, for
every three points x, y and z in T , there exists a point c such that the shortest
path Pz,x between z and x, and the shortest path Pz,y between z and y intersect
in the shortest path Pz,c between z and c, and c belongs to the shortest path Px,y
between x and y. An illustration of this situation is shown in Figure 1. We call
such point c the center of the triangle defined by x, y and z.
Definition 2.2. Let S be a signed graph. The SCFE problem in trees for S is to
decide the existence of a real tree (T , d) such that S has a valid distance drawing
in T , and, in case of existence, find such T and such valid distance drawing.
Throughout this document, we also use some families of intersection graphs,
i. e., graphs that represent the pattern of intersections of a family of sets. In fact,
given a family of sets B = {B1, B2, . . . Bn}, the intersection graph G(B) = (V,E)
of B is the graph where V = {1, 2, . . . , n} has one vertex u per each set Bu in B,
and {u, v} ∈ E if Bu ∩ Bv 6= ∅. Classic examples of intersection graphs are the
following: an interval graph is the intersection graph of intervals on the real line, a
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Figure 1. This figure illustrates the main characteristic of a real
tree. For every three points x, y and z there exists a point c such
that the shortest path between x and z and the shortest path
between y and z intersect in the segment between c and z, and
c belongs to the shortest path between x and y. Such point c is
called the center of the triangle formed by x, y and z.
unit interval graph is the intersection graph of intervals of the same length on the
real line, a proper interval graph is the intersection graph of intervals on the real
line such that no interval is fully contained into another. If G is the intersection
graph of a family of sets B, we say that B is an intersection model for G.
A graph is chordal if all its cycles of four or more vertices have an edge that
is not part of the cycle but connects two non consecutive vertices of the cycle.
Interestingly, Gavril in [8] showed that a graph is chordal if and only if it is the
intersection graph of a family of subtrees of a tree. A graph is strongly chordal if it
is chordal and every cycle of even length larger or equal than six has an edge that
connects two vertices that are an odd distance greater than one apart from each
other in the cycle. Figure 2 shows an example of a strongly chordal graph.
The ball centered at p with radius r on a tree (T , d) is the set B(p, r) := {q ∈
T : d(p, q) ≤ r} of points in T . We define the following type of intersection graphs:
a graph is a balls on a tree graph if it is the intersection graph of a family of balls
on a real tree, a graph is a unit balls on a tree graph if it is the intersection graph
of a family of balls, all with the same radius, on a real tree, and a graph is a proper
balls on a tree graph if it is the intersection graph of a family of balls on a real
tree such that no ball is fully contained into another. Their respective intersection
models are called balls intersection model, unit balls intersection model, and proper
balls intersection model.
Now, with all these definitions in place, we formally state our results.
Theorem 2.3. Let G be a graph. The following four statements are equivalent:
i) G is a balls on a tree graph,
ii) G is a proper balls on a tree graph,
iii) G is a unit balls on a tree graph,
iv) G is strongly chordal.
Theorem 2.4. Let S = (V,E+∪E−) be a complete signed graph and S+ = (V,E+)
be its positive subgraph. Then, S has a valid distance drawing in a real tree if and
only if S+ is strongly chordal.
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Figure 2. In this figure we show an example of a strongly chordal
graph that we shall use as an example along the document.
3. Related Work
The history of the SCFE problem, as it is defined in here, started when Kermar-
rec and Thraves Caro introduced the problem in [9]. They presented some coun-
terexamples in the real line and in the plane, i. e., they exhibited signed graphs
without valid distance drawings in R and R2. They also gave a characterization
of the signed graphs with valid distance drawings in R. Later, Cygan et al. in [4]
showed that the SCFE problem in the real line is NP-Complete. They also proved
that a complete signed graph has a valid distance drawing in R if and only if its
positive subgraph is a unit interval graph. Thereafter, Pardo et al. in [15] studied
an optimization version of the SCFE problem in the real line. Their problem was
to find an injection of the vertex set of a signed graph in the real line with the mini-
mum possible number of restrictions given by Equation (2.1) that are broken. They
presented two heuristics based on the combinatorial structure of the problem us-
ing greedy techniques. They also showed a relationship between their optimization
problem and the well known Quadratic Assignment problem.
Benitez et al. in [2] studied the SCFE problem in the circumference. They
proved that it is NP-complete to decide whether a given signed graph has a valid
distance drawing in the circumference or not. Nevertheless, if the given signed
graph is complete, they showed that the decision can be made in polynomial time.
In fact, they showed that a complete signed graph has a valid distance drawing in
the circumference if and only if its positive subgraph is a proper circular arc graph,
i. e., the intersection graph of a family of arcs in the circumference where no arc is
fully contained into another.
Spaen et al. in [16] studied the SCFE problem from a different perspective.
They studied the problem of finding L(n), the smallest dimension k such that any
signed graph on n vertices has a valid distance drawing in Rk, with respect to the
Euclidean distance. They showed that blog5(n− 3)c+ 1 ≤ L(n) ≤ n− 2.
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Aracena and Thraves Caro in [1] studied the SCFE problem for weighted graphs
in the real line, i. e., for graphs with a positive weight assignment to their edges
instead of just a sign assignment. In that case, a valid distance drawing has to
inject the end vertices of the heavier edge closer than the end vertices of the lighter
edge, for every pair of incident edges in the graph. Given a weighted graph G, they
defined a polyhedron M(G)x ≤ b, and proved that a weighted graph G has a valid
distance drawing in R if and only if M(G)x ≤ b is not empty. The SCFE problem
for weighted graphs in the real line appears to be similar to the Seriation problem
(see [12]), however, Aracena and Thraves Caro showed that the SCFE problem for
weighted graphs in the real line and the Seriation problem are different. In fact,
they showed that seriation is a necessary condition to solve the SCFE problem, but
is not sufficient alone.
Regarding intersection models for strongly chordal graphs, M. Farber in [6]
proved the following result. Let T be a tree and r be a special point in T called
the root of T . We say that T is a rooted tree. Let T1 and T2 be two subtrees
of T . T1 is full with respect to T2, denoted by T1 > T2, if for any two points
u, v ∈ T2 such that d(r, u) ≤ d(r, v), v ∈ T1 implies that u ∈ T1. A collection of
subtrees {T1, T2, . . . , Tk} of T is compatible if for each pair of subtrees Ti and Tj
either Ti > Tj or Tj > Ti. A graph is strongly chordal if and only if it is the inter-
section graph of a compatible collection of subtrees of a rooted tree T . There are
two main differences with respect to the intersection models for strongly chordal
graphs that we present here. On one hand, in our case the tree does not need to be
rooted. On the other hand, the subtrees in the intersection model given by Farber
are not necessarily balls of T , while in our case they are. Farber in [7], Lubiw
in [14], Chang and Nemhauser in [3], and Dahlaus et al. in [5] have given many
different characterizations of strongly chordal graphs. Nonetheless, none of those
characterizations provides an intersection model for strongly chordal graphs.
4. Intersection Models for Strongly Chordal Graphs
In this section, we prove Theorem 2.3. We split the theorem in three lemmas.
We start showing the equivalence of statements i), ii), and iii) in Theorem 2.3.
Lemma 4.1. Let G be a graph. Then the following three statements are equivalent:
i) G is a balls on a tree graph,
ii) G is a proper balls on a tree graph,
iii) G is a unit balls on a tree graph.
Proof. Let G = (V,E) be a graph. We first show that iii) implies ii). Assume
that G is a unit balls on a tree graph. Let B be G’s unit balls intersection model.
Since all balls in B have the same radius, B will also be a proper balls intersection
model unless there are two or more balls that are exactly the same. Assume then
that B has two or more balls that are exactly the same. Using standard techniques,
we can slightly modify the center of those repeated balls so that the intersection
model maintains its intersection pattern and no ball is fully contained into another.
Therefore, we obtain a proper balls intersection model. Hence, G is a proper balls
on a tree graph.
Moreover, if G is a proper balls on a tree graph, then it is also a balls on a tree
graph. Therefore, ii) implies i). Hence, now we just need to show that i) implies
iii).
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Figure 3. In this figure, we illustrate the trampoline with 10 ver-
tices. The set W = {w0, w1, w2, w3, w4} of vertices is an indepen-
dent set in the trampolin, while the set U = {u0, u1, u2, u3, u4} is
a maximal clique.
Let T be the real tree in which G has its balls intersection model B. Let B(cv, rv)
be the ball in B corresponding to vertex v ∈ V . Let v∗ be the vertex whose
corresponding ball has the largest radius, denoted rv∗ . Now, for each ball B(cv, rv)
with radius strictly smaller than rv∗ , we add a branch to T at the point cv. Then,
we transform B(cv, rv) by moving its center a distance rv∗ − rv from cv along the
new added branch and increasing its radius to rv∗ .
Since the modified balls only grow along the new added branches, the intersection
pattern is not modified. Hence, the new model is still an intersection model for G.
In the new intersection model all balls have the same radii. Therefore, it is a unit
ball intersection model. Hence, G is a unit balls on a tree graph. 
We shall show that every unit balls on a tree graph is also a strongly chordal
graph. To prove this result, we use the characterization for strongly chordal graphs
presented by Farber in [7] that says that a graph is strongly chordal if and only if
it does not contain as an induced subgraph a cycle of length greater than three or
a trampoline. Where, a trampoline is a chordal graph G on 2n vertices, for some
n ≥ 3, whose vertex set can be partitioned into two sets W = {w0, w2, . . . , wn−1}
and U = {u0, u2, . . . , un−1}, such that: the subgraph induced by U is complete, W
is an independent set, and, for i and j, wi is adjacent to uj if and only if j = i
or j = i + 1 mod n. Figure 3 shows the trampoline on 10 vertices. We show
in two separate claims that neither the cycles nor the trampolines have unit balls
intersection models in real trees.
Claim 1. Let G be a cycle of length at least four, then G is not a unit balls on a
tree graph.
Proof. Let G be cycle with n ≥ 4 vertices. We use a contradiction to prove the
result. Assume that G is a unit balls on a tree graph and let B = {B(ci, 1) :
0 ≤ i ≤ n − 1} be its unit balls intersection model. Therefore, for all i and j in
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{0, 2, 3, . . . , n− 1}
(4.1) d(ci, cj) ≤ 2 ⇐⇒ j = i+ 1 mod n.
To reach a contradiction, we show that:
(4.2) d(c0, ci) < d(c0, ci+1), ∀i ∈ {1, 3, . . . , n− 2}.
The case i = n− 2 implies d(c0, cn−2) < d(c0, cn−1), which is a contradiction with
Equation (4.1) since, taking first i = n − 1 and j = 0 it says d(cn−1, c0) ≤ 2, and
then taking i = 0 and j = n− 2 it says d(cn−2, c0) > 2. Therefore, Equation (4.1)
implies d(c0, cn−1) ≤ 2 < d(c0, cn−2).
We use induction on i to prove Equations (4.2). The first case is i = 1. Since
vertices v0 and v1 are adjacent in the cycle, while vertices v0 and v2 are not, we
have:
d(c0, c1) ≤ 2 < d(c0, c2).
Hence, the first case of the induction is true.
Assume the inductive hypothesis:
d(c0, ck) < d(c0, ck+1).
We shall show now d(c0, ck+1) < d(c0, ck+2). We show this inequality via a contra-
diction. Hence, we assume d(c0, ck+1) ≥ d(c0, ck+2). Let Pc0,ck and Pc0,ck+1 be the
shortest paths in T between c0 and ck, and c0 and ck+1, respectively. These two
paths intersect up to a point p in which they split into two different branches. Let
Pc0,p, Pp,ck , and Pp,ck+1 be the shortest paths between c0 and p, p and ck, and p
and ck+1, respectively. Figure 4 illustrates these three paths.
Note that if p = c0, then Pc0,p has length equal to zero. On the other hand, if
p = ck then Pp,ck has length equal to zero. In that case, Pc0,ck is fully contained
in Pc0,ck+1 . Since the inductive hypothesis says that Pc0,ck is strictly shorter than
Pc0,ck+1 , p cannot be equal to ck+1 (otherwise the inductive hypothesis would be
broken).
The point p allows us to write the following equalities:
d(c0, ck) = d(c0, p) + d(p, ck),(4.3)
d(c0, ck+1) = d(c0, p) + d(p, ck+1),(4.4)
d(ck, ck+1) = d(ck, p) + d(p, ck+1).(4.5)
By inductive hypothesis and equations (4.3) and (4.4),
d(c0, p) + d(p, ck) = d(c0, ck) < d(c0, ck+1) = d(c0, p) + d(p, ck+1).
Therefore, d(p, ck) < d(p, ck+1). On the other hand, Equation (4.1) tells us,
d(ck, p) + d(p, ck+1) = d(ck, ck+1) ≤ 2 < d(ck, c0) = d(c0, p) + d(p, ck). There-
fore, d(p, ck+1) < d(c1, p). Putting together these two inequalities, we obtain:
(4.6) d(p, ck) < d(p, ck+1) < d(c0, p)
Now, there are three options for ck+2: it lies on Pc0,p or in a branch that is born
in a point p′ that lies on Pc0,p, it lies on Pp,ck or in a branch that is born in a
point p′ that lies on Pp,ck , it lies on Pp,ck+1 or in a branch that is born in a point
p′ that lies on Pp,ck+1 . Figure 4 illustrates all three cases. We consider that each
path contains its extreme points.
If ck+2 lies on Pc0,p or in a branch that is born in a point p′ that lies on Pc0,p, we
have d(ck+2, ck) = d(ck+2, p
′) + d(p′, p) + d(p, ck) and d(ck+2, ck+1) = d(ck+2, p′) +
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Figure 4. In this figure, we illustrate paths Pc0,p, Pp,ck , and
Pp,ck+1 defined in the proof of Claim 1. We also illustrate all three
possible placements for ck+2 defined in the same proof.
d(p′, p) + d(p, ck+1). Therefore, using the inequality d(p, ck) < d(p, ck+1) from
Equation (4.6), we obtain:
d(ck+2, ck) = d(ck+2, p
′) + d(p′, p) + d(p, ck)
< d(ck+2, p
′) + d(p′, p) + d(p, ck+1)
= d(ck+2, ck+1),
which is a contradiction with Equation (4.1) taking i = k and j = k + 1.
If ck+2 lies on Pp,ck or in a branch that is born in a point p′ that lies on Pp,ck , we
have d(ck+2, ck) = d(ck+2, p
′)+d(p′, ck), and d(ck+2, ck+1) = d(ck+2, p′)+d(p′, p)+
d(p, ck+1). Furthermore, by Equation (4.6), we have d(p, ck) < d(p, ck+1). Putting
all these together, we obtain:
d(ck+2, ck) = d(ck+2, p
′) + d(p′, ck)
≤ d(ck+2, p′) + 2d(p, p′) + d(p′, ck)
= d(ck+2, p
′) + d(p, p′) + d(p, ck)
< d(ck+2, p
′) + d(p, p′) + d(p, ck+1)
= d(ck+2, ck+1).
Which is a contradiction with Equation (4.1) taking i = k + 1 and j = k + 2.
If ck+2 lies on Pp,ck+1 or in a branch that is born in a point p′ that lies on
Pp,ck+1 , we have d(c0, ck+2) = d(c0, p) + d(p, p′) + d(p′, ck+2), and d(ck, ck+2) =
d(ck, p) + d(p, p
′) + d(p′, ck+2). Therefore,
(4.7) d(c0, ck+2)− d(ck, ck+2) = d(c0, p)− d(ck, p).
On the other hand, by equations (4.4) and (4.5), we have:
(4.8) d(c0, ck+1)− d(ck, ck+1) = d(c0, p)− d(ck, p).
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Figure 5. In this figure, we illustrate points ci, c¯i, pi and qi de-
fined in the proof of Claim 2. We also illustrate the structural
results shown in that proof.
By our supposition d(c0, ck+1) ≥ d(c0, ck+2), and the inequality −d(ck, ck+1) >
−2 > −d(ck, ck+2) given by Equation (4.1), we have:
d(c0, ck+1)− d(ck, ck+1) > d(c0, ck+2)− d(ck, ck+2),
which is a contradiction with equations (4.7) and (4.8).
Therefore, d(c0, ci) < d(c0, ci+1), ∀i ∈ {1, 3, . . . , n − 2}, which contradicts the
fact that B is a unit balls intersection model. 
Claim 2. Let G be a trampoline, then G is not a unit balls on a tree graph.
Proof. The proof of this claim is by contradiction. Let G = (V,E) be a trampoline
on 2n vertices, for some n ≥ 3. We assume that G is a unit balls on a tree graph.
Let V = {u0, u2, . . . , un−1} ∪ {w0, w2, . . . , wn−1} be the set of vertices and
B = {B(ci, 1) : 0 ≤ i ≤ n− 1} ∪ {B(c¯i, 1) : 0 ≤ i ≤ n− 1}
be a unit balls intersection model of the trampoline in a real tree T , where ci and
c¯i are the centers of the balls corresponding to the vertices ui and wi, respectively.
Since the subset {u0, u2, . . . , un−1} of vertices induces a complete subgraph,
(4.9) d(ci, cj) ≤ 2 ∀i 6= j.
Since the subset {w0, w2, . . . , wn−1} of vertices is an independent set in G,
(4.10) 2 < d(c¯i, c¯j) ∀i 6= j.
Since wi is adjacent to uj if and only if j = i or j = i+ 1 mod n,
(4.11) d(c¯i, cj) ≤ 2 ⇐⇒ j = i ∨ j = i+ 1 mod n.
For 2 ≤ i ≤ n− 1, we define pi as the center of the triangle formed by the points
c0, c1 and ci. According to the definition of the center of a triangle in a real tree,
pi belongs to Pc0,c1 , the shortest path between c0 and c1, to Pc0,ci , the shortest
path between c0 and ci, and to Pc1,ci the shortest path between c1 and ci. For
0 ≤ i ≤ n − 1, we define qi as the center of the triangle formed by the points ci,
ci+1, and c¯i. Again by definition, qi belongs to Pci,ci+1 , Pci,c¯i , and Pci+1,c¯i , the
shortest paths between ci and ci+1, ci and c¯i, and ci+1 and c¯i, respectively. Figure
5 illustrates points ci, c¯i, pi, and qi as defined here.
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The proof of this claim is constructed over a repeated application of the next two
inequalities. First, ∀i = 0, 2, . . . , n− 1, ∀p ∈ Pci,ci+1 , and ∀j /∈ {i, i+ 1 mod n}1:
(4.12) d(cj , p) > min{d(ci, p), d(ci+1, p)}.
Second, ∀i = 0, 2, . . . , n− 1, and ∀j /∈ {i, i+ 1 mod n}:
(4.13) d(cj , qi) > min{d(ci, qi), d(ci+1, qi)}.
Equation (4.12) is shown by contradiction. Assume that for some i = 0, 2, . . . , n−
1, some j /∈ {i, i+ 1 mod n}, and some p ∈ Pci,ci+1 , it holds:
d(cj , p) ≤ min{d(ci, p), d(ci+1, p)}.
Therefore, d(cj , p) ≤ d(ci, p) and d(cj , p) ≤ d(ci+1, p). Since qi belongs to Pci,ci+1,
p ∈ Pci,qi or p ∈ Pqi,ci+1 . Assume that p ∈ Pci,qi . Therefore, d(c¯i, ci) = d(c¯i, p) +
d(p, ci). By the triangle inequality, we have d(c¯i, cj) ≤ d(c¯i, p) +d(p, cj). But, since
we are assuming d(cj , p) ≤ d(ci, p), we have d(c¯i, p) + d(p, cj) ≤ d(c¯i, p) + d(p, ci) =
d(c¯i, ci) ≤ 2. Where, the last inequality follows from Equation (4.11) when j = i.
Putting all together, we obtain d(c¯i, cj) ≤ 2 which contradicts Equation (4.11)
when j /∈ {i, i+ 1 mod n}. If we assume p ∈ Pqi,ci+1 instead, using the inequality
d(cj , p) ≤ d(ci+1, p) and equivalent arguments, we also obtain a contradiction.
Equation (4.13) is also shown by contradiction. Assume that for some i =
0, 2, . . . , n− 1, and some j /∈ {i, i+ 1 mod n}, it holds:
d(cj , qi) ≤ max{d(ci, qi), d(ci+1, qi)}.
Therefore, d(cj , qi) ≤ d(ci, qi) or d(cj , qi) ≤ d(ci+1, qi). Assume that d(cj , qi) ≤
d(ci, qi). Now, d(ci, c¯i) = d(ci, qi) + d(qi, c¯i). By triangle inequality, d(c¯i, cj) ≤
d(c¯i, qi) + d(qi, cj) ≤ d(c¯i, qi) + d(qi, ci) = d(c¯i, ci) ≤ 2. The last inequality is
obtained from Equation (4.11) when j = i. But, the inequality d(c¯i, cj) ≤ 2
contradicts Equation (4.11) when j /∈ {i, i + 1 mod n}. If we assume instead
d(cj , qi) ≤ d(ci+1, qi), using the equality d(cci+1, c¯i) = d(ci+1, qi) + d(qi, c¯i) and
equivalent arguments, we also obtain a contradiction.
In the case of the points c0, c1, and cn−1, Equation (4.12) applies from two
ends. In fact, when i = 0 and j = n − 1, we have, ∀p ∈ Pc0,c1 , d(cn−1, p) >
min{d(c0, p), d(c1, p)}. On the other hand, if i = n − 1 and j = 1, we obtain ∀p ∈
Pcn−1,c0 , d(c1, p) > min{d(cn−1, p), d(c0, p)}. Paths Pc0,c1 and Pcn−1,c0 intersect in
the shortest path Pc0,pn−1 between c0 and pn−1. Therefore, ∀p ∈ Pc0,pn−1 , it holds:
d(cn−1, p) > min{d(c0, p), d(c1, p)} and d(c1, p) > min{d(cn−1, p), d(c0, p)}. These
two inequalities imply, ∀p ∈ Pc0,pn−1 :
(4.14) d(cn−1, p) > d(c0, p) ∧ d(c1, p) > d(c0, p).
Otherwise, if for instance d(cn−1, p) ≤ d(c0, p), Equation (4.12) implies on one hand
that d(c1, p) > d(cn−1, p) and on the other hand d(cn−1, p) < d(c1, p), which is a
contradiction. Equivalently, if d(c1, p) ≤ d(c0, p), we obtain a similar contradiction.
In the same way, if we apply Equation (4.12) to points c0, c1, and c2, when i = 0
and j = 2, we obtain ∀p ∈ Pc0,c1 , d(c2, p) > min{d(c0, p), d(c1, p)}. On the other
hand, when i = 1 and j = 0, we obtain ∀p ∈ Pc1,c2 , d(c0, p) > min{d(c1, p), d(c2, p)}.
These two inequalities imply ∀p ∈ Pc1,p2 :
(4.15) d(c0, p) > d(c1, p) ∧ d(c2, p) > d(c1, p).
1All sums of sub-indices throughout this proof are modulo n. However, sometimes it is not
said explicitly.
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Note that, in the case of the trampoline with six vertices (n = 3), we have
p2 ∈ Pc0,p2 ∩ Pc2,p2 , therefore equations (4.14) and (4.15) apply. Equation (4.14)
in this case says d(c1, p2) > d(c0, p2). On the other hand, Equation (4.15) in this
case says d(c0, p2) > d(c1, p2), which is a contradiction. Therefore, the trampoline
with six vertices is not a unit balls on a tree graph. The proof for the trampoline
with 2n vertices follows the same reasoning, but the inequalities have to be applied
several times.
A structural property of the intersection model B that we can obtain from Equa-
tion (4.12) is, ∀j = 2, 4, 5, . . . , n− 2:
(4.16) d(c0, pn−1) < d(c0, pj).
This property is shown by induction. The first step of the induction says:
d(c0, pn−1) < d(c0, p2).
By contradiction, assume d(c0, pn−1) ≥ d(c1, p3). Therefore, p2 ∈ Pc0,pn−1 . Equa-
tion (4.12) with i = 0, j = 2 and p = p2 says:
d(c2, p2) > min{d(c0, p2), d(c1, p2)}.
Now, Equation (4.14) when p = p2 says: d(c1, p2) > d(c0, p2). Therefore, we
conclude d(c2, p2) > d(c0, p2). On the other hand, applying Equation (4.12) to the
case i = 1, j = 0, and p = p2, we have d(c0, p2) > min{d(c1, p2), d(c2, p2)}. Since
we concluded before d(c2, p2) > d(c0, p2), we have now: d(c0, p2) > d(c1, p2) which
is a contradiction with Equation (4.14) in the case when p = p2.
Assume the inductive hypothesis d(c0, pk−1) > d(c0, pn−1). The inductive step
is to show that d(c0, pk) > d(c0, pn−1). Assume by contradiction that d(c0, pk) ≤
d(c0, pn−1), therefore pk ∈ Pc0,pn−1 . Equation (4.12) when i = 0, j = i and
p = pk says: d(ck, pk) > min{d(c0, pi), d(c1, pk)}. Equation (4.14) in the case
when p = pk says: d(c1, pk) > d(c0, pk). Therefore, d(ck, pk) > d(c0, pk). On the
other hand, Equation (4.12) when i = k − 1, j = 0, and p = pk says: d(c0, pk) >
min{d(ck−1, pk), d(ck, pk)}. Since d(ck, pk) > d(c0, pk), we conclude d(c0, pk) >
d(ck−1, pk). Now, Equation (4.12) in the case when i = 0, j = k−1, and p = pk, we
have: d(ck−1, pk) > min{d(c0, pk), d(c1, pk)}. Since d(c0, pk) > d(ck−1, pk), hence
d(ck−1, pk) > d(c1, pk). In conclusion, we have d(c0, pk) > d(ck−1, pk) > d(c1, pk),
which contradicts Equation (4.14) when p = pk. Therefore, Equation (4.16) holds.
A second structural property of the intersection model B that we can conclude
from Equation (4.12) is, ∀j = 3, 5, . . . , n− 1:
(4.17) d(c1, p2) < d(c1, pj).
The proof of Equation (4.17) is by induction. The base case j = 3 is shown by
contradiction. Assume d(c1, p2) ≥ d(c1, p3). Therefore p3 belongs to Pp2,c1 and
Equation (4.12) when i = 0, j = 3, and p = p3 says:
d(c3, p3) > min{d(c0, p3), d(c1, p3)}.
Equation (4.14) when p = p3 says: d(c0, p3) > d(c1, p3). Therefore, d(c3, p3) >
d(c1, p3). On the other hand, Equation (4.12) when i = 2, j = 1, and p = p3 says:
d(c1, p3) > min{d(c2, p3), d(c3, p3)}. Since d(c3, p3) > d(c1, p3), then d(c1, p3) >
d(c2, p3). But, this contradicts Equation (4.15) in the case when p = p3. Hence,
d(c1, p2) < d(c1, p3).
Now, the inductive hypothesis is d(c1, p2) < d(c1, pk−1), and the inductive step
is to show d(c1, p2) < d(c1, pk). By contradiction, assume d(c1, p2) ≥ d(c1, pk),
ON THE SCFE PROBLEM IN TREES 13
therefore pk ∈ Pp2,c1 . Equation (4.12) when i = 0, j = k, and p = pk says:
d(ck, pk) > min{d(c0, pk), d(c1, pk)}. Equation (4.15) when p = pk says:
d(c0, pk) > d(c1, pk).
Hence, d(ck, pk) > d(c1, pk). On the other hand, Equation (4.12) when i = k − 1,
j = 1, and p = pk says: d(c1, pk) > min{d(ck−1, pk), d(ck, pk)}. Since d(ck, pk) >
d(c1, pk), then d(c1, pk) > d(ck−1, pk). Equation (4.12) when i = 0, j = k − 1 and
p = pk says: d(ck−1, pk) > min{d(c0, pk), d(c1, pk)}. Since d(c1, pk) > d(ck−1, pk),
then d(ck−1, pk) > d(c0, pk). In conclusion d(c1, pk) > d(ck−1, pk) > d(c0, pk),
which contradicts Equation (4.15) when p = pk.
Regarding the positions of the points qi, we state the following facts. First
qn−2 ∈ Pcn−1,pn−1 . We show this by contradiction. If qn−2 /∈ Pcn−1,pn−1 then
qn−2 ∈ Pcn−2,pn−1 . Therefore, d(c0, qn−2) = d(c0, pn−1) + d(pn−1, qn−2). Equation
(4.12) when p = pn−1 implies d(cn−1, pn−1) > d(c0, pn−1). Hence, d(c0, qn−2) <
d(cn−1, pn−1) + d(pn−1, qn−2) = d(cn−1, qn−2). Now,
d(c0, c¯n−2) = d(c0, qn−2) + d(qn−2, c¯n−2)
< d(cn−1, qn−2) + d(qn−2, c¯n−2) = d(cn−1, c¯n−2) ≤ 2,
where the last inequality follows from Equation (4.11) when i = n − 2 and j =
n− 1. But, we also obtain d(c0, c¯n−2) ≤ 2 which contradicts Equation (4.11) when
j /∈ {i, i+ 1 mod n}.
It is also true that q2 ∈ Pc2,p2 . Actually, if we assume the opposite, i. e.,
q2 /∈ Pc2,p2 , then, q2 ∈ Pp2,c3 . Since d(c1, p2) < d(c2, p2) by Equation (4.15) when
p = p2, we have: d(c1, q2) = d(c1, p2) + d(p2, q2) < d(c2, p2) + d(p2, q2) = d(c2, q2).
Then,
d(c1, c¯2) = d(c1, q2) + d(q2, c¯2)
< d(c2, q2) + d(q2, c¯2) = d(c2, c¯2) ≤ 2,
where the last inequality is obtained from Equation (4.11) when i = j = 2. But,
this implies d(c1, c¯2) ≤ 2 which contradicts Equation (4.11) when j /∈ {i, i + 1
mod n}.
On the other hand, we have that qn−1 ∈ Pc0,pn−1 . If that were not the case, then
qn−1 ∈ Ppn−1,cn−1 , therefore, d(cn−2, c¯n−1) = d(cn−2, pn−1) + d(pn−1, c¯n−1). Now,
Equation (4.13) when i = n− 2, and j = 0 says:
d(c0, qn−2) > max{d(cn−2, qn−2), d(cn−1, qn−2)}.
Hence, d(c0, qn−2) > d(cn−2, qn−2). Since qn−2 ∈ Ppn−1,cn−1 , then d(c0, qn−2) =
d(c0, pn−1) + d(pn−1, qn−2), and d(cn−2, qn−2) = d(cn−2, pn−1) + d(pn−1, qn−2).
Therefore, d(c0, pn−1) > d(cn−2, pn−1). Now, due to our assumption we have
d(cn−2, c¯n−1) = d(cn−2, pn−1) + d(pn−1, c¯n−1)
< d(c0, pn−1) + d(pn−1, c¯n−1) = d(c0, c¯n−1) ≤ 2,
where the last inequality comes from Equation (4.11) when i = n−1 and j = i+ 1.
But, the inequality d(cn−2, c¯n−1 ≤ 2 contradicts Equation (4.11) when j /∈ {i, i+ 1
mod n}.
It is also true that q1 ∈ Pc1,p2 . Otherwise, q1 would belong to Pp2,c2 . There-
fore, d(c3, q1) = d(c3, p2) + d(p2, q1). Equation (4.13) when i = 1 and j = 3
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says: d(c3, q1) > max{d(c1, q1), d(c2, q1)}. Then, d(c3, p2) + d(p2, q1) = d(c3, q1) >
d(c1, q1) = d(c1, p2) + d(p2, q1). Thus, d(c3, p2) > d(c1, p2). Now,
d(c1, c¯2) = d(c1, p2) + d(p2, c¯2)
< d(c3, p2) + d(p2, c¯2) = d(c3, c¯2) ≤ 2,
where the last inequality comes from Equation (4.11) when i = 2 and j = i+1. But,
the inequality d(c1, c¯2 ≤ 2 contradicts Equation (4.11) when j /∈ {i, i+ 1 mod n}.
All these structural properties obtained from the unit balls intersection model B
are illustrated in Figure 5.
To finish the proof, we shall show that with all these conditions point q0 does
not have any valid position in T , therefore, B cannot exist. Point q0 belongs to
the path Pc0,c1 . This path is split in three parts Pc0,pn−1 , Ppn−1,p2 , and Pp2,c1 . We
shall show that point q0 cannot be placed in any of these three parts.
Point q0 does not belong to Pc0,pn−1 . Otherwise, d(cn−1, q0) = d(cn−1, pn−1) +
d(pn−1, q0), and d(c1, q0) = d(c1, pn−1)+d(pn−1, q0). But, Equation (4.13) when i =
0 and j = n−1 says: d(cn−1, q0) > max{d(c0, q0), d(c1, q0)}, therefore, d(cn−1, q0) >
d(c1, q0). Thus, d(cn−1, pn−1) > d(c1, pn−1). Now,
d(c1, c¯n−1) = d(c1, pn−1) + d(pn−1, c¯n−1)
< d(cn−1, pn−1) + d(pn−1, c¯n−1) = d(cn−1, c¯n−1) ≤ 2,
where the last inequality comes from Equation (4.11) when i = j = n− 1. But, the
inequality d(c1, c¯n−1) ≤ 2 contradicts Equation (4.11) when j /∈ {i, i+ 1 mod n}.
Equivalently, point q0 does not belong to Pp2,c1 . Otherwise, d(c2, q0) = d(c2, p2)+
d(p2, q0), and d(c0, q0) = d(c0, p2) + d(p2, q0). But, Equation (4.13) when i = 0 and
j = 2 says: d(c2, q0) > max{d(c0, q0), d(c1, q0)}, therefore, d(c2, q0) > d(c0, q0).
Thus, d(c2, p2) > d(c0, p2). Now,
d(c0, c¯1) = d(c0, p2) + d(p2, c¯1)
< d(c2, p2) + d(p2, c¯1) = d(c2, c¯1) ≤ 2,
where the last inequality comes from Equation (4.11) when i = 1 and j = i + 1.
But, the inequality d(c0, c¯1) ≤ 2 contradicts Equation (4.11) when j /∈ {i, i + 1
mod n}.
Finally, q0 does not belong to Ppn−1,p2 . Otherwise, equations (4.16) and (4.17)
imply that q0 belong to Pck,ck+1 for some 2 ≤ k ≤ n− 2. In fact, consider
k = argmax{d(pn−1, pi) : d(pn−1, pi) ≥ d(pn−1, q0)}.
Since, d(pn−1, p2) ≥ d(pn−1, q0), therefore, such k exists and it is larger or equal
than 2. Then q0 ∈ Pck,ck+1 . Equation (4.12) when i = k, j = 0, and p = q0
says: d(c0, q0) > min{d(ck, q0), d(ck+1, q0)}. On the other hand, Equation (4.13)
when i = 0 and j = k says: d(ck, q0) > max{d(c0, q0), d(c1, q0)}, and when i = 0
and j = k + 1 says: d(ck+1, q0) > max{d(c0, q0), d(c1, q0)}. Which, all in all, is a
contradiction. 
Now, we can state the following lemma.
Lemma 4.2. Let G be a graph. If G is a unit balls on a tree graph, G is strongly
chordal.
Proof. The property of being unit balls on a tree graph is hereditary for induced
subgraphs. Actually, given a unit balls on a tree graph G and a unit balls inter-
section model for G, we can obtain a unit balls intersection model for any induced
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subgraph H of G by deleting the balls corresponding to vertices not in H. There-
fore, G is not unit balls on a tree if it has a subgraph that is not unit balls on a tree.
Moreover, claims 1 and 2 show that cycles of length at least four and trampolines
are not unit balls on a tree graphs. Hence, if G is a unit balls on a tree graph,
it does not have any cycle of length at least four or any trampoline as induced
subgraphs. Therefore, using the characterization of strongly chordal graphs given
by Farber in [7], if G is a unit balls on a tree graph, G is strongly chordal. 
We conclude this section by proving that strongly chordal graphs are actually
balls on a tree graphs.
Lemma 4.3. Let G be a graph. If G is strongly chordal, G is a balls on a tree
graph.
Proof. There are two things required to prove this lemma. First, given a strongly
chordal graph G, we need to construct a real tree T where G will be represented.
Second, given G and T , we need to construct the balls intersection model for G in
T .
We start with the construction of T given a strongly chordal graph G. To do
this, we first state a structural property of strongly chordal graphs. A vertex v in a
graph G is simple if the set of sets {N [u] : u ∈ N [v]} is linearly ordered by inclusion.
A simple vertex is also simplicial, i. e., the subgraph induced by its neighbors is
complete. Therefore, a simple vertex belongs to a single maximal clique. In [7],
Farber proved that a graph G is strongly chordal if and only if every induced
subgraph of G has a simple vertex. Our interest here is that the last equivalence
implies that every induced subgraph of a strongly chordal graph has a vertex that
belongs to a single maximal clique.
Let G be a graph and v be a vertex of G. We define the function M(v) as the
number of maximal cliques to which vertex v belongs. The conclusion in the last
paragraph says that, every induced subgraph of a strongly chordal graph has a
vertex v such that M(v) = 1.
To construct T , we pick the maximal cliques of G one by one and produce a
linear ordering of its vertices in a compatible way one with each other, i. e., any
clique that belongs to more than one maximal clique follow the same ordering in all
the maximal cliques to which it belongs. Therefore, we produce a partial ordering
on the vertex set of G.
We pick the maximal cliques one by one according to the following criteria.
First, we order the vertices of the maximal cliques with at least one vertex v such
that M(v) = 1. At this level, ties are broken according to the size of the maximal
clique; the less vertices it has the earlier it receives the ordering. Then, we order the
vertices of the maximal clique with the maximum number of vertices already having
an ordering defined by previous maximal cliques orderings. We continue following
these criteria until all maximal cliques have their vertex sets ordered. Any other
tie is broken arbitrarily.
Within a maximal clique, the vertices are ordered according to the following
criteria: If no vertex belongs to a maximal clique with its vertex set having an
ordering, the vertices are ordered increasingly according to the function M(·), i. e.,
first we place the vertices that belong to one maximal clique, then those that belong
to two maximal cliques, and so on. Ties are broken arbitrarily.
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Figure 6. In this figure, we show the tree T = (V, F ) that we
obtain when we consider the ordered edges of the strongly chordal
graph shown in Figure 2.
If one or more vertices belong to a maximal clique with its vertex set having an
ordering, the vertices that belong to only one maximal clique, if any, are placed
first. The vertices that already have an ordering are placed next (these vertices
follow exactly the same ordering that they have been assigned previously). Finally,
the remaining vertices are ordered increasingly according to the function M(·). Ties
are broken arbitrarily.
We say that an edge {u, v} ∈ E is ordered if vertices u and v share at least
one maximal clique and they are consecutive in the ordering given to that maximal
clique by the procedure described previously. Let F be the set of all ordered edges.
We claim that the subgraph T = (V, F ) of G is a tree, if the strongly chordal graph
G is connected. Figure 6 shows this tree for the strongly chordal graph shown in
Figure 2.
To see that T is a tree, we first see that T is connected. Let u and v be two
vertices in V . Since G is connected, there exists a path in G between u and v,
denoted by v = v1, v2, v3, . . . , vk = u. Each vertex vi belongs to a set of maximal
cliques, and two consecutive vertices vi and vi+1 share at least one of the maximal
cliques to which they belong. To move from vi to vi+1 in T , we use the ordered
edges of the maximal clique they have in common. Since all the vertices of every
maximal clique have a linear ordering, following ordered edges, one can go from
any vertex of a maximal clique to any other vertex of the same maximal clique. As
a result, in T each pair of consecutive vertices vi and vi+1 is connected, therefore,
u and v are connected. Hence, T is connected.
Now, we show that |F | = |V | − 1, therefore, T is a tree. We show this by
induction on the number of maximal cliques in G. The first step of the induction
is when G has only one maximal clique, or in other words, G is a clique. In that
case, an ordering of the vertex set of G produces |V | − 1 ordered edges. Therefore,
|F | = |V | − 1. Assume as inductive hypothesis that any strongly chordal graph
with at most k − 1 maximal cliques satisfies that |F | = |V | − 1, where F is the
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set of ordered edges obtained following the procedure described above. Now, for
the inductive step, let G be a strongly chordal graph with k maximal cliques.
Let Q be a maximal clique in G such that there is at least one vertex in Q that
belongs only to one maximal clique (which is Q), and such that the construction
of F did not start in Q. Such maximal clique exists since G is strongly chordal,
and Farber in [7] proved that every strongly chordal graph has at least two simple
vertices. Hence, G has at least two vertices that belong to only one maximal
clique and these two vertices belong to different maximal cliques. Let G′ be the
graph obtained by deleting all the vertices in Q that belong only to Q as maximal
clique. Let F ′ be the set F restricted to G′. The set F ′ can be constructed in
G′ following the procedure described above breaking ties exactly in the same way
as they were broken to obtain F and starting in the same maximal clique. Let Q′
denote the set of vertices that belong only to Q. Therefore, by inductive hypothesis,
|F ′| = |V (G′)| − 1 = |V | − |Q′| − 1. Now, the edges in F not in F ′ are incident to
the vertices in Q′. One of the edges connects one vertex in V (G′) with one vertex
in Q′ and the other edges complete the ordering of Q′. Therefore, there are exactly
|Q′| of them. Hence, |F | = |V | − |Q′| − 1 + |Q′| = |V | − 1, and we conclude that
T = (V, F ) is a tree.
It is worth mentioning that all cliques of G are linearly ordered in T , and bi-
furcations occur on vertices. Therefore, in any bifurcation, there is at least one
branch whose neighbors (or, to be more precise, the neighbors of the vertices that
belong to that branch) are exclusively in one other branch of the bifurcation (oth-
erwise, a triangle would not be linearly ordered). Hence, we can decompose T into
branches without bifurcations, by splitting repeatedly each bifurcation taking apart
the branch with neighbors in only one other branch of the bifurcation.
We progressively split the tree separating one branch at a time, each with only
one leaf (i. e., first we split branches with no bifurcations, then branches with no
bifurcations in the remaining tree, and so on). The vertex where the bifurcation
occurs is duplicated and goes with the two resulting branches. It is worth mention-
ing as well that the subgraphs of G induced by the vertices in each branch of T
without bifurcations is a unit interval graph. Indeed, each of these sub graphs of
G consists of an ordered sequence of maximal cliques Q1, Q2, . . . , Ql where Qi may
intersect only Qi−1 and Qi+1.
The tree graph T determines the structure of the real tree T . We transform
the tree graph T into a real tree T , and at the same time, we construct the balls
intersection model for G in T . Let T1, T2, . . . , Tp be the branches obtained in the
decomposition of T . Let V (Ti) denote the set of vertices in Ti. First, for each i, we
construct a unit interval intersection model of the graph induced by V (Ti) where
the left end of the intervals follow the same ordering than V (Ti) in Ti (from left to
right). Let Ti be the unit interval intersection model of the subgraph induced by
V (Ti). We construct T , and the intersection model for G of balls in T , by gluing
all intersection models Ti. The gluing process follows exactly the reverse order of
the decomposition of T . Therefore, we shall always be gluing a branch to a tree.
Let T be the real tree under construction and Ti be the branch to be glued to
T in the next gluing step. Let v be the vertex through which T and Ti will be
glued. Note that T and Ti already have an intersection model of balls of the graph
induced by the vertices belonging to T and Ti, respectively. Furthermore, there is
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a copy of v in each of these two intersection models. Let B(pv, rv) be the the ball
representing v in T .There are two cases that we treat separately.
Case 1: The vertices in Ti after v may be neighbors only to v in T . We assume
that the intersection model in T is a unit ball intersection model. If this is not the
case, using the construction presented in the proof of Lemma 4.1, the intersection
model in T can be adjusted to be a unit ball intersection model. The branch Ti is
glued to T in pv. We proceed as follows. First, add to T an empty branch that is
born in pv. Let all the balls in T touching pv grow through that branch as much
as required. Since the branch is added in pv, the ball representing v will grow the
farthest in this new branch. Let β be the length of the part of B(pv, rv) in the new
branch in which no other ball is present. Since, the intersection model in Ti is a unit
balls intersection model, it can be scaled to any length. Re-scale the intersection
model of Ti so that all balls have length equal to β. Finally, glue the Ti into the
new branch making it coincide with the ball of v in Ti with the part of B(pv, rv) in
the new branch in which no other ball is present. Call T the new real tree obtained
together with the intersection model in it.
Case 2: The vertices in Ti after v may be neighbors to v and other vertices in
T .
As we have pointed out before, in this case, all the neighbors in T of the vertices
in Ti belong only to one branch of T , called T ′. In this case, we also assume that
the intersection model in T is a unit ball intersection model, if that is not the case,
using the construction presented in the proof of Lemma 4.1, the intersection model
in T can be adjusted to be a unit ball intersection model. Let u be the farthest
neighbor of v in T ′. Let us say that the branch T ′ is at the right hand side of v and
every other branch of the bifurcation at v is at the left hand side of v. We define a
distance α as follows: α := max{1, dT (u, v)}.
We use the distance α to modify the intersection model in T . The modification
is as follows: all balls whose center is located at the left hand side of v do not
change at all. For all balls that are at the right hand side of v and whose center is
at distance smaller or equal than dT (u, v), the center is moved α to the right and
the radius is increased by α, (in this case vertices v and u are included). If there is
a bifurcation at the right hand side of v, this bifurcation is moved with the vertex
in which it occurs. Therefor, no vertex will need to chose which branch to take
when moving to the right. For all vertices whose center is at the right hand side of
v at distance strictly larger than dT (u, v), the center is moved 2α to the right and
the radius is not modified.
This modification of the intersection model in T does not change the intersection
pattern, therefore, it does not change the graph. More over, after this modification,
the only balls containing the point pv are the balls at the right hand side of pv and
representing vertices that are connected to v.
Now, we add to T an empty branch that is born in pv. The only balls that will
grow through that branch, beside the ball representing v, are the balls representing
vertices between v and u, including u. Which are actually the balls representing
vertices that may have neighbors in Ti. The unit ball intersection model in Ti
is adjusted to have balls of half the radius of the ball representing v. Such an
intersection model is glued to the new branch so that the interval representing v
coincides with the part of v’s ball in the new branch. For each ball in the new
branch corresponding to a vertex in Ti different than v, the end of its interval
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Figure 7. In this figure, we show a balls intersection model for
the strongly chordal graph shown in Figure 2.
closest to pv is called the top end, while the opposite end of the interval is called
the bottom end of the interval. Finally, for each vertex w 6= v in Ti the top end
of its interval in the new branch is adjusted so that it intersects its last neighbor
coming from the branch at the right hand side of v.
In this way, T and the intersection model for G of balls in T are constructed.
Figure 7 shows a balls intersection model in a tree for the strongly chordal graph
of Figure 2. 
Now, if we combine lemmas 4.1, 4.2, and 4.3, we obtain Theorem 2.3.
5. Valid Distance Drawing in Trees for Complete Signed Graphs
In this section, we prove Theorem 2.4. Theorem 2.4 says that a complete signed
graph has a valid distance drawing in a tree if and only if its positive subgraph is
strongly chordal. We split the proof of this theorem in two lemmas.
Lemma 5.1. Let S be a complete signed graph. If the positive subgraph S+ of S
is strongly chordal, S has a valid distance drawing in a tree.
Proof. Let S = (V,E+ ∪ E−) be a complete signed graph such that the positive
subgraph S+ = (V,E+) of S is strongly chordal. Using Theorem 2.3, we have that
S+ is a unit balls on a tree graph. Let B = {B(cv, 1) : v ∈ V } be S+’s unit balls
intersection model in some tree (T , d). Consider the injection D : V → T defined
as follows: D(v) := cv. We claim that D is a valid distance drawing for S in T . To
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prove this claim, consider two vertices u and v in V . Note that d(cu, cv) ≤ 2 if u
and v are neighbors, since their balls intersect. Otherwise, d(cu, cv) > 2. Therefore,
if {u, v} ∈ E+ and {u,w} ∈ E− are two incident edges with different signs, we have
that d(cu, cv) ≤ 2 < d(cu, cw). Hence, D is a valid distance drawing for S in T . 
Lemma 5.2. Let S be a complete signed graph. If S has a valid distance drawing
in a tree, the positive subgraph S+ of S is strongly chordal.
Proof. Let S = (V,E+ ∪ E−) be a complete signed graph with a valid distance
drawing in a tree (T , d). Let D : V → T be a valid distance drawing for S in
T . For each vertex v ∈ V , we use v+ to denote its farthest friend, i. e., v+ :=
argmax{d(v, u) : u ∈ N+[v])}. We define the following family of balls in T ,
B := {B(D(v), d(D(v), D(v
+))
2
) : v ∈ V }.
We claim that the intersection graph of B is equal to S+. To prove this claim, we
show that two balls in B intersect if and only if their corresponding vertices are
friends.
Let u and v be two vertices in V . Assume that B(D(v), d(D(v),D(v
+))
2 ) and
B(D(u), d(D(u),D(u
+))
2 ) intersect. Therefore,
d(D(u), D(v)) ≤ d(D(u), D(u
+))
2
+
d(D(v), D(v+))
2
≤ max{d(D(u), D(u+)), d(D(v), D(v+))}.
Hence, either u is closer to v than its farthest friend or v is closer to u than its
farthest friend. In any of these two cases, since D is a valid distance drawing, we
can conclude than u and v are friends.
Now, assume that u and v are friends. Then,
d(D(u), D(v)) ≤ min{d(D(u), D(u+)), d(D(v), D(v+))}
≤ d(D(u), D(u
+))
2
+
d(D(v), D(v+))
2
,
which allows us to conclude the intersection between B(D(v), d(D(v),D(v
+))
2 ) and
B(D(u), d(D(u),D(u
+))
2 ). Therefore, S
+ is a balls on a tree intersection graph and
also a strongly chordal graph. 
Now, if we put together these two lemmas we obtain Theorem 2.4. Figure 8
shows a valid distance drawing in a tree for the graph of the example in the previous
section.
We conclude this document presenting one interesting question regarding the
SCFE problem in trees that remains open. Is it NP-Complete to decide the exis-
tence of a valid distance drawing in a tree when the signed graph is not necessarily
complete?. Previous results show some evidence in that line. In fact, we can say
that finding the tree with the minimum number of leafs for a valid distance draw-
ing of a non necessarily complete signed graph is an NP-Hard problem, due to the
complexity results in [4].
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Figure 8. In this figure, we illustrate a valid distance drawing in
a tree for the strongly chordal graph shown in Figure 2.
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