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Towards Manipulability of Interactive Lagrangian Systems
Hanlei Wang
Abstract—This paper investigates manipulability of interactive
Lagrangian systems with parametric uncertainty and communi-
cation/sensing constraints. Two standard examples are teleop-
eration with a master-slave system and teaching operation of
robots. We here systematically formulate the concept of infinite
manipulability for general dynamical systems, and investigate
how such a unified motivation yields a design paradigm towards
guaranteeing the infinite manipulability of interactive dynamical
systems and in particular facilitates the design and analysis
of nonlinear adaptive controllers for interactive Lagrangian
systems. Specifically, based on a new class of dynamic feedback,
we propose adaptive controllers that achieve both the infinite
manipulability of the controlled Lagrangian systems and the
robustness with respect to the communication/sensing constraints,
mainly owing to the resultant dynamic-cascade framework. The
proposed paradigm yields the desirable balance between network
coupling requirements and controlled dynamics of human-system
interaction. We also show that a special case of our main
result resolves the longstanding nonlinear bilateral teleoperation
problem with arbitrary unknown time-varying delay. Simulation
results show the performance of the interactive robotic systems
under the proposed adaptive controllers.
Index Terms—Dynamic feedback, infinite manipulability, bilat-
eral teleoperation, dynamic-cascade framework, switching topol-
ogy, time-varying delay, Lagrangian systems.
I. INTRODUCTION
One important trend of modern automatic machines is to
facilitate the human-machine interaction. For instance, collab-
orative robots (the study of which has become particularly
active in the robotics industry) are expected to be used in the
scenario that the collaboration between the robots and human
operators is frequently involved (e.g., the teaching operation
in the standard “teach-by-showing” approach [1], [2], [3], [4]).
Another example is teleoperation with a master-slave system
in which case the slave robot is kept to be synchronized with
the master robot that is guided by a human operator (see,
e.g., [5], [6]). The fundamental issues behind these typical
application scenarios are quite different from the common
automatic control systems that emphasize stability with respect
to an equilibrium; for instance, it is well known that the
equilibrium of a teleoperator system is implicitly specified by
the human operator (typically unknown a priori), and that it
is the similar case for a robot manipulator under the standard
teaching operation.
Historically, the control problems involved in teleoperation
have received sustaining interest, which yields many signifi-
cant results (see, e.g., the pioneering result in [7], and [5], [6]).
But the connection between teleoperation and standard control
theory might be still relatively weak, mainly due to the lack
of fundamental concepts that may enhance this connection,
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though there are some exceptional ones. In particular, the
exploitation of the passivity concept in bilateral teleoperation
(see, e.g., [7], [8]) is, in certain sense, a constructive attempt
to address the connection issue (for instance, passivity often
implies the potential stability of the system [7], [8], [9]), and
the past decades have witnessed the wide applications of this
concept in teleoperation (see, e.g., [9], [6], [10]). In recent
years, benefiting from the extensive interest in control of multi-
agent systems, many synchronization-based controllers have
been proposed for teleoperators with their nonlinear dynamics
being taken into account (see, e.g., [11], [12], [13], [14],
[15]) and the special case of the results in [16], [17], [18]
(focusing on consensus of networked Lagrangian systems on
directed topologies) can also be used in a teleopertor system.
A critical issue that spans the long history of teleoperation is
the robustness with respect to the communication delay (see,
e.g., [6]), especially if the delay is time-varying. Many results
(e.g., [7], [12], [19], [14]) achieve robustness with respect to
arbitrary unknown constant delay (which can also be referred
to as delay-independent), yet this becomes frustrating as the
delay is time-varying and in fact delay-independent result has
not yet been witnessed in the case of time-varying delay. For
instance, the results in [13], [20] rely on designing the damping
gain based on the upper bound of the time-varying delay and
the result in [18] also exploits some a priori information of
the delay for specifying the controller gains.
For the more complicated networked Lagrangian systems,
the issue associated with the coupling between the dynamics
of each system and network interaction remains and is even
much more severe, due to the fact that the topology might be
directed and/or switching (see, e.g., [16], [17], [21], [22]). For
linear identical integrator systems or those systems that can be
transformed to integrator systems by feedback, some strong
results have been achieved for the consensus/synchonization
problem—see, e.g., [23], [24]; in particular, both the time-
varying delay and switching directed topologies are considered
in [24] in the context of multiple identical single-integrator
systems. The consideration of uncertain high-order systems
on undirected jointly-connected topologies, using dynamic
feedback, occurs in [25]. The results for uncertain Lagrangian
systems with switching topologies (and time delays) are
presented in, e.g., [21], [26], [22] and due to the use of
static feedback, these results generally impose relatively strong
requirement concerning the interaction topologies or time
delays (for instance, the interaction topologies are required
to be balanced or regular). Some attempts based on dynamic
feedback design for uncertain Lagrangian systems occur in
[27] and [28], which are mainly for realizing consensus of
multiple Lagrangian systems with general switching directed
topologies (and arbitrary time-varying communication delays),
and the obtained topology/delay-independent solutions are
2mainly attributed to the dynamic feedback design. However,
most of these results do not systematically consider the in-
teraction between the network and an external subject (for
instance, a human operator) while this becomes typical in the
previously discussed problems of teleoperation and teaching
operation.
The systems involving interaction with an external subject
are typically referred to as interactive systems and in the
specific context here as interactive Lagrangian systems. The
investigation of such systems over the past mainly concentrates
on the stability of the interactive systems; one common con-
cept that is exploited is passivity since it is well recognized that
passivity of the system typically implies stability as the system
interacts with a human operator. On the other hand, achieving
passivity shows some potential limitations as handling the sys-
tem uncertainty and tough circumstance of the communication
channel (see, for instance, [19], [16], [29]). The attempts to
resolve this issue along other perspectives (not based on pas-
sivity) occur in, e.g., [19], [16], [14], [17], [18], [20]. Yet the
systematic and rigorous formulation concerning the interactive
behaviors of the combined system (for instance, the networked
system and human operator) is still rarely witnessed. The
results in [14], [20] either consider some specific dynamics of
human operators or present some particular ad hoc discussions
concerning the human-robot interaction, and no rigorous or
systematic formulation is presented, especially concerning the
general fundamental mechanism behind the human-system
interaction (beyond the standard passivity concept that mainly
focuses on stability concerning the human-system interaction).
In this paper, we systematically formulate the concept of
infinite (dynamical) manipulability to rigorously quantify the
interactive behavior of Lagrangian systems under an external
input action (force or torque), and the concept here ex-
tends/generalizes the one introduced in the specific context
of consensus of networked robotic systems in [15] to general
dynamical systems with mathematically rigorous formulation.
Motivated in part by the result in [15] concerning the im-
portance of existence of an infinite gain from the external
force/torque to consensus equilibrium increment, a design
paradigm towards guaranteeing the infinite manipulability of
general interactive dynamical systems (namely, the existence
of an infinite gain from the external input action to the
specified output) is formally proposed. Differing from the
concept of passivity in the literature that mainly addresses
the stability issue of a human-manipulator interactive system,
the concept of infinite manipulability is mainly for addressing
the required amount of effort associated with the dynamic
maneuvering of interactive (Lagrangian) systems. Specifically,
based on a new class of dynamic feedback, we develop
adaptive controllers to systematically address the issue of
manipulability of a single Lagrangian system and that of
networked Lagrangian systems with switching topology and
unknown time-varying communication delays; the resultant
closed-loop system is a dynamic-cascade one, which is in
contrast to the system in [28] and also to the standard cascade
system. The new feature of the proposed adaptive controllers
lies in the dynamic feedback design of the reference velocity
and acceleration while the basic adaptive structure is the same
as the standard one in [30]. Our result covers two practically
important applications, i.e., teaching operation of a robot
manipulator and bilateral teleoperation with unknown time-
varying communication delay. In particular, we demonstrate
how the motivation of studying the manipulability of bilateral
teleoperators leads to the first delay-independent solution to
the longstanding benchmark nonlinear bilateral teleoperation
problem with arbitrary unknown time-varying delay (to the
best of our knowledge).
II. PRELIMINARIES
A. Equations of Motion of Lagrangian Systems
The equations of motion of a m-DOF (degree-of-freedom)
Lagrangian system can be written as [31], [32]
M(q)q¨ + C(q, q˙)q˙ + g(q) = τ (1)
where q ∈ Rm is the generalized position (or configuration),
M(q) ∈ Rm×m is the inertia matrix, C(q, q˙) ∈ Rm×m is the
Coriolis and centrifugal matrix, g(q) ∈ Rm is the gravitational
torque, and τ ∈ Rm is the exerted control torque. Three typical
properties concerning the dynamics (1) are listed as follows.
Property 1 ([31], [32]): The inertia matrix M(q) is sym-
metric and uniformly positive definite.
Property 2 ([31], [32]): The Coriolis and centrifugal matrix
C(q, q˙) can be appropriately chosen so that the matrix M˙(q)−
2C(q, q˙) is skew-symmetric.
Property 3 ([31], [32]): The dynamics (1) depends linearly
on a constant dynamic parameter vector ϑ and this leads to
M(q)ζ˙ + C(q, q˙)ζ + g(q) = Y (q, q˙, ζ, ζ˙)ϑ (2)
where ζ ∈ Rm is a differentiable vector, ζ˙ is the derivative of
ζ, and Y (q, q˙, ζ, ζ˙) is the regressor matrix.
B. Input-Output/State Properties of Linear Time-Varying Sys-
tems
The following lemmas concerning the input-output/state
properties of linear time-varying systems are fundamental for
most results given later.
Lemma 1 ([28]): Consider a linear time-varying system with
time-varying delays and with an external input
x˙ = FD(x) + u
y = C∗(t)x (3)
where x is the state, y is the output, FD(·) is a linear mapping
with FD(x) containing delayed version of x and the time-
varying delays are uniformly bounded, C∗(t) is the output
matrix and is uniformly bounded, and u is the external input.
Suppose that the output of the system (3) with u = 0 uniformly
exponentially converges to zero. Then
1) the system (3) is uniformly integral-bounded-input
bounded-output stable, i.e., if
∫ t
0 u(σ)dσ ∈ L∞, then
y ∈ L∞;
2) if the time-varying delays Tk(t), k = 1, 2, . . . in FD(x)
satisfy the standard assumption that (see, e.g., [29], [33])
T˙k(t) ≤ 1− ǫ (4)
3where ǫ is a constant satisfying the property that 0 <
ǫ < 1, and if
∫ t
0 u(σ)dσ + c ∈ Lp∗ with c being certain
constant vector, then y ∈ Lp∗ , p∗ ∈ [1,∞).
A special case of Lemma 1 (i.e., the case without involv-
ing time-varying delays) can be formulated as the following
lemma.
Lemma 2: Consider a linear time-varying system with an
external input
x˙ = A∗(t)x+ u
y = C∗(t)x (5)
where x is the state, y is the output, A∗(t) is the system
coefficient matrix and is uniformly bounded, C∗(t) is the
output matrix and is uniformly bounded, and u is the external
input. Suppose that the output of the system (5) with u = 0
uniformly exponentially converges to zero. Then
1) the system (5) is uniformly integral-bounded-input
bounded-output stable, i.e., if
∫ t
0 u(σ)dσ ∈ L∞, then
y ∈ L∞;
2) if
∫ t
0 u(σ)dσ + c ∈ Lp∗ with c being certain constant
vector, then y ∈ Lp∗ , p∗ ∈ [1,∞).
Lemma 3 ([28]): Consider a uniformly marginally stable
linear time-varying system of the first kind (i.e., uniformly
marginally stable linear systems with the state uniformly
converging to a constant vector) with time-varying delays and
an external input
x˙ = FD(x) + u (6)
where x is the state, FD(·) is a linear mapping with FD(x)
containing delayed version of x and the time-varying delays
are uniformly bounded, and u is the external input. Then
1) the system (6) is uniformly bounded-input differential-
bounded-state stable, i.e., if u ∈ L∞, then x˙ ∈ L∞; if
u ∈ Lp∗ , then x˙ ∈ Lp∗ , for p∗ ∈ [1,∞); if u → 0 as
t→∞, then x˙→ 0 as t→∞;
2) the system (6) is uniformly integral-bounded-input
bounded-FD(x) stable in the sense that if
∫ t
0
u(σ)dσ ∈
L∞, then x˙− u = FD(x) ∈ L∞.
III. MANIPULABILITY OF DYNAMICAL SYSTEMS
We start by considering a standard simple example, namely,
the motion of a point mass governed by
mx¨ = u+ f (7)
where x ∈ R is the position of the point mass, m ∈ R is the
mass, u ∈ R is the control input, and f ∈ R is the external
force from a subject (for instance, a human operator). Let us
now consider the problem of the degree of the adjustability of
the position x under the action of the force f . Suppose that
the control input u takes the standard damping action as
u = −bx˙ (8)
with b being a positive design constant, and we have that
mx¨ = −bx˙+ f. (9)
Since this is a linear time-invariant system, by following the
standard practice, we obtain the transfer function from f to x
as
G(p) =
1
mp2 + bp
(10)
with p denoting the Laplace variable, and further theH∞ norm
of G(p) as
sup
ω
|G(jω)| = sup
ω
1
|ω|√m2ω2 + b2 =∞ (11)
where |·| denotes the modulus of a complex number. As is well
recognized, the H∞ norm (which is well known to be equal
to the L2-gain for linear time-invariant systems) describes the
energy-like relation between the input and output, i.e., the
relation between the L2 norm of the output and that of the
input. Specifically, for the example above, we have that (see,
e.g., [34], [35])
sup
f 6=0
‖x‖2
||f ||2 = supω |G(jω)| =∞ (12)
where ‖ · ‖2 denotes the standard L2 norm of a function.
This would imply that an input with finite L2 norm holds
the possibility of producing an output with infinite L2 norm,
and consequently, it would be possible for a human operator
to maneuver the position of the point mass to an arbitrary
value with finite energy consumption (in the sense that the L2
norm of the exerted force is finite). This potentially reduces
the required amount of effort from the human operator. In
particular, consider an external force f(t) = 1/(t+1) [which is
well known to have finite L2 norm (or be square-integrable)],
and the output x, in accordance with (12), holds the possibility
of having infinite L2 norm. The actual consequence can be
illustrated by considering the output corresponding to this
specific input, and by integrating (9) with respect time, it can
be shown that [suppose that x(0) = 0 and x˙(0) = 0]
mx˙ = −bx+ ln(t+ 1) (13)
and this implies that the output x is the response of a standard
stable filter with an unbounded input ln(t + 1). It is well
recognized that the output x (i.e., the position of the point
mass) converges to infinity as t → ∞ (x has infinite L2
norm), in comparison with the fact that the external force
f(t) = 1/(t+ 1) is square-integrable and actually converges
to zero as t→∞ [f(t) has finite L2 norm].
We now formally introduce the concept of infinite ma-
nipulability or infinite dynamical manipulability for general
dynamical systems, which generalizes the one introduced in
the specific context of consensus of networked robotic systems
in [15] to consider general dynamical systems with mathe-
matically rigorous formulation. Manipulability of a dynamical
system in terms of its specified output basically describes
the degree of adjustability of the output corresponding to
an external input action, and it is essentially equivalent to
the standard concept of reachability/controllability or output
reachability/controllability for dynamical systems. The distin-
guished or particular point concerning (dynamical) manipu-
lability may lie in its emphasis on the physical interactive
maneuvering behavior of (controlled) dynamical systems acted
4upon by an external subject, in contrast to the concept of reach-
ability/controllability or output reachability/controllability that
is typically associated with stability or stabilizability of a
dynamical system itself. What is of particular interest, as is
shown in our later result, is the infinite manipulability and it is
typically associated with marginally stable dynamical systems.
Definition 1:
1) A dynamical system is said to be infinitely manipulable
if the gain of the mapping from the external input action
to the output is infinite.
2) A dynamical system is said to be infinitely manipulable
with degree k, k = 1, 2, . . . if the gain of the mapping
from the external input action to the output is infinite
and if the mapping contains k pure integral operations
with the infinite portion of the gain being solely due to
the k pure integral operations.
The “gains” used in the standard input-output analysis (see,
e.g., [34], [35], [36]) can be directly adopted for quantifying
the system (dynamical) manipulability (as also illustrated in
the above simple example), and for facilitating the formulation
later, the quantification of (dynamical) manipulability of a
dynamical system over the interval [0, t] is denoted byMtf 7→y
with y denoting the output and f the external input action,
and M∞f 7→y is typically denoted by Mf 7→y for conciseness.
In many applications, it is desirable to maintain the infinite
manipulability of the system concerning the specific output
(e.g., for reducing the amount of effort exerted by the human
operator in the course of adjusting the system equilibrium). On
the other hand, for a system with overly high manipulability,
it might be difficult for a human operator to accurately adjust
the system equilibrium.
For instance, the mapping given by (10) contains one pure
integral operation [i.e., there is only one factor 1/p in G(p)],
and thus the system (9) is said to be infinitely manipulable with
degree one. In contrast, if the damping parameter b is set to be
zero, the manipulability degree of the system becomes two. It
would typically be more difficult to manipulate an infinitely
manipulable system with degree two in comparison with an
infinitely manpulable system with degree one. Intuitively, we
can consider the manipulation of a point mass on a frictionless
horizontal plane and that of a point mass on a horizontal plane
with viscous friction. The accurate positioning for the case
without any friction is expected to be much more difficult
than that for the case with viscous friction. In many practical
applications, the infinite manipulability with degree one tends
to be more feasible and safer.
We further discuss the case of using a time-varying and
uniformly positive damping gain b(t), and it is well known
that the approach relying on calculating the H∞ norm is no
longer applicable for this case. As now standard, consider the
Lyapunov function candidate
V =
1
2
mx˙2 (14)
whose derivative along the trajectories of the system can be
written as
V˙ = −bx˙2 + x˙f. (15)
By resorting to the standard basic inequalities, we have that
V˙ ≤ − b
2
x˙2 +
1
2b
f2 (16)
which directly yields
V (t)+
∫ t
0
b(σ)
2
x˙2(σ)dσ ≤ V (0)+
∫ t
0
1
2b(σ)
f2(σ)dσ. (17)
By following the typical practice (see, e.g., [37]), we obtain
that the L2-gain of the mapping from f to x˙ is less than or
equal to 1/min{b(t)} (i.e., finite). Therefore, the L2-gain of
the mapping from f to x is the composite of a finite L2-gain
(less than or equal to 1/min{b(t)}) and the L2-gain of a pure
integral operation (which is well known to be supω
1
|ω| =∞).
Hence the manipulability of the system is infinite with degree
one.
For conciseness of the subsequent formulations and demon-
strations, the manipulability analysis based on input-output
gains in the sequel, if not particularly mentioned, follows the
standard practice; see also the relevant results in, e.g., [38],
[39], [36], [37], [34], [35], [40], [41] for the details.
IV. MANIPULABILITY OF A LAGRANGIAN SYSTEM
For the Lagrangian system given by (1), we investigate the
manipulability of the system with its generalized position or
velocity as the output. We expect to realize the infinite manip-
ulability of the system in terms of the output. In particular, the
infinite manipulability of the system in terms of its generalized
position has important applications in teaching operation of
robot manipulators.
A. Damping Control With Gravitational Torque Compensation
Consider the standard damping control with the gravitational
torque compensation
τ = −αq˙ + g(q) (18)
where α is a positive design constant. Under an external input
action τh, this controller yields
M(q)q¨ + C(q, q˙)q˙ = −αq˙ + τh. (19)
The above system defines a mapping from τh to q, and as is
previously discussed, the gain of this mapping quantifies the
manipulability of the system. For analyzing the manipulability
of the system, as is typically done, consider the Lyapunov
function candidate
V =
1
2
q˙TM(q)q˙ (20)
and we then have that (using Property 2)
V˙ = −αq˙T q˙ + q˙T τh. (21)
Using the following result derived from the standard basic
inequalities
q˙T τh ≤ α
2
q˙T q˙ +
1
2α
τTh τh, (22)
we obtain from (21) that
V˙ ≤ −α
2
q˙T q˙ +
1
2α
τTh τh. (23)
5Then by following the typical practice (see, e.g., [37]), we
obtain that the L2-gain from τh to q˙ is less than or equal to
1/α. On the other hand, the L2-gain from q˙ to the position
increment q − q(0) is that of a pure integral operation, i.e.,
supω
1
|ω| = ∞. Therefore, the L2-gain from τh to q − q(0)
satisfies the property that Mτh 7→q−q(0) ≤ 1α supω 1|ω| = ∞
and in addition Mτh 7→q−q(0) has the same order as the upper
bound (as in the typical practice of calculating the gains for
general nonlinear dynamical systems), and thus the infinite
manipulability of the system with degree one is ensured. In
addition, in the case that τh = 0 (i.e., the system is in free
motion), we immediately obtain by the typical practice that
q˙ → 0 as t→∞.
Theorem 1: The controller (18) for the Lagrangian system
given by (1) ensures that the system with q as the output is
infinitely manipulable with degree one.
Remark 1: The damping control with gravitational torque
compensation as well as the stability of the closed-loop system
in the case that τh = 0 is well recognized (especially in the
standard teaching operation of robots), and the result here is
for revisiting this standard problem in the context of rigorously
analyzing the manipulability of the system and for showing
that the system is actually infinitely manipulable with degree
one.
B. Adaptive Control
In the presence of parametric uncertainty, the gravitational
torque compensation is no longer accurate which would pos-
sibly result in the reduction of manipulability of the sys-
tem. More importantly, we expect to rigorously address the
quantitative performance of the system (e.g., guaranteeing
the efficiency of teaching operation of a robot manipulator)
in addition to the manipulability even if we do not exactly
know the system model or the system model is subjected to a
variation. This can be accommodated in part by the flexibility
provided by adaptive control (see, e.g., [42], [43]).
We first introduce a vector z ∈ Rm by
z˙ = −αq˙ + λM(q˙ − z) (24)
where α and λM are positive design constants, and define
s = q˙ − z. (25)
The adaptive controller is given as
τ =−Ks+ Y (q, q˙, z, z˙)ϑˆ (26)
˙ˆ
ϑ =− ΓY T (q, q˙, z, z˙)s (27)
where K and Γ are symmetric positive definite matrices, and
ϑˆ is the estimate of ϑ. The dynamics of the system can then
be described by

q¨ = −αq˙ + λMs+ s˙
M(q)s˙+ C(q, q˙)s = −Ks+ Y (q, q˙, z, z˙)∆ϑ+ τh
˙ˆ
ϑ = −ΓY T (q, q˙, z, z˙)s
(28)
where ∆ϑ = ϑˆ − ϑ. Equation (28) defines a system which
we refer to as dynamic-cascade system since the cascade
component λMs + s˙ involves both the vector s [generated
by the lower two subsystems of (28)] and its derivative s˙, in
contrast to the system in [28] and also to the standard cascade
system.
Remark 2: The insertion of the action λM(q˙− z) in (24) is
for ensuring the infinite manipulability of the system in terms
of its generalized position. The basic structure of the adaptive
controller given by (26) and (27) follows the fundamental
result in [30] (this adaptive structure is also exploited in
the sequel in the context of networked Lagrangian systems
and teleoperator systems), and new reference velocity and
acceleration [i.e., z and z˙ given by (24)] are introduced to
address the manipulability issue of a single Lagrangian system
with parametric uncertainty.
As is standard (see, e.g., [30], [44]), consider the Lyapunov-
like function candidate
V =
1
2
sTM(q)s+
1
2
∆ϑTΓ−1∆ϑ (29)
and its derivative along the trajectories of the system can be
written as (using Property 2)
V˙ = −sTKs+ sT τh. (30)
Theorem 2: The adaptive controller given by (26) and (27)
for the Lagrangian system given by (1) ensures that q˙ → 0
in the case that τh = 0. In addition, the system with q as the
output is infinitely manipulable with degree one.
Proof: In the case that τh = 0, from (30), we directly
obtain that V˙ = −sTKs ≤ 0, which implies that s ∈
L2∩L∞ and ϑˆ ∈ L∞. This immediately yields the result that∫ t
0
s˙(σ)dσ = s− s(0) ∈ L∞ and
∫ t
0
s˙(σ)dσ + s(0) = s ∈ L2.
Consider the first subsystem of (28) with q˙ as the output,
and in accordance with the standard linear system theory, the
output can be considered as the superposition of the output
under the input λMs and that under the input s˙. The system
given by q¨ = −αq˙ with q˙ as the output is exponentially
stable and strictly proper by the standard linear system theory.
Hence from the input-output properties of exponentially stable
and strictly proper linear systems [34, p. 59], we obtain that
the output of the system corresponding to the input λMs is
square-integrable and bounded. From Lemma 2, we obtain
that the output corresponding to the input s˙ is also square-
integrable and bounded. This implies that q˙ ∈ L2 ∩ L∞
in accordance with the standard superposition principle for
linear systems. We then obtain that z = q˙ − s ∈ L2 ∩ L∞,
and this leads us to obtain from (24) that z˙ ∈ L2 ∩ L∞.
From the second subsystem of (28) and using Property 1,
we obtain that s˙ ∈ L∞. Therefore q¨ ∈ L∞ and thus q˙ is
uniformly continuous. From the properties of square-integrable
and uniformly continuous functions [34, p. 232], we obtain
that q˙ → 0 as t→∞.
We now consider the manipulability of the system with
q as the output. First, consider the mapping from τh to s,
and as is well recognized in adaptive control, this mapping
is obviously not L∞-gain bounded yet it is L2-gain bounded
and also L2 7→L∞-gain (see, e.g., [39], [40], [41] for the detail)
bounded. In fact, by using the standard basic inequalities, we
6can obtain from (30) that
V˙ ≤ −1
2
sTKs+
1
2
τhK
−1τh (31)
and this implies that the L2-gain from τh to s is less than
or equal to 1/λmin{K} with λmin{·} denoting the minimum
eigenvalue of a matrix and that if τh ∈ L2, then s ∈ L2 ∩
L∞. From the first subsystem of (28), we can investigate the
mapping from s to q, and the output q˙ of this subsystem, due to
its linear nature, can be considered to be the superposition of
two outputs corresponding to two inputs s and s˙, respectively
in accordance with the standard superposition principle for
linear systems. From Lemma 2, the input s˙ yields a square-
integrable and bounded output since
∫ t
0 s˙(σ)dσ + s(0) = s ∈
L2 and
∫ t
0
s(σ)dσ = s − s(0) ∈ L∞ in the case that s ∈
L2 ∩ L∞. In addition, the input s˙ yields the first portion of
q (bounded), which can be observed by the integral operation
of
q¨ = −αq˙ + s˙
with respect to time. In fact, we have that
q˙ = −αq + αq(0) + q˙(0)− s(0) + s (32)
which means that q in (32) is the output of an exponentially
stable linear system with bounded input and is thus bounded
by the standard linear system theory. The input s, on the
other hand, only yields a square-integrable and bounded output
(second portion of q˙) and it does not lead to the boundedness
of the second portion of q since the integral operation of
q¨ = −αq˙ + λMs
with respect to time gives
q˙ = −αq + αq(0) + q˙(0) + λM
∫ t
0
s(σ)dσ (33)
and s ∈ L2 ∩ L∞1. We now explicitly calculate the L2-gain
of the mapping from s to q and to this end, we combine (32)
and (33) as
q˙ = −α[q − ψ0] + λM
∫ t
0
s(σ)dσ + s (34)
with ψ0 = [αq(0)+ q˙(0)−s(0)]/α. By following the standard
practice, the L2-gain from λM
∫ t
0
s(σ)dσ+s to q−ψ0 can be
derived as 1/α (i.e., the H∞ norm of the transfer function),
and the L2-gain from s to λM
∫ t
0
s(σ)dσ+s can be derived as√
λ2M supω
1
|ω|2 + 1. Therefore, the L2-gain from τh to q−ψ0
satisfies
Mτh 7→q−ψ0 ≤
1
αλmin{K}
√
λ2M sup
ω
1
|ω|2 + 1 =∞. (35)
As in the typical practice of calculating the gains for general
nonlinear dynamical systems, this shows that the system is
infinitely manipulable with degree one. 
Remark 3: Following the result in [42], we choose the
matrix K in (26) as K = λcMˆ(q) and modify the regressor
1It is well known that square-integrability of a function does not imply that
its integral is bounded and this function holds the possibility of being integral
unbounded.
matrix in (27) as Y ∗ = Y (q, q˙, z, z˙ − λcs) where λc is a
positive design constant and Mˆ(q) is the estimate of M(q)
[which is obtained by replacing ϑ inM(q) with ϑˆ]. This imme-
diately yields the dynamicsM(q)s˙+C(q, q˙)s = −λcM(q)s+
Y ∗∆ϑ + τh [in comparison with the second subsystem of
(28)] and the result that V˙ = −λcsTM(q)s+sT τh (similar to
[42]), upon which it can be demonstrated by following similar
arguments as in [42], [43] that this modification efficiently
guarantees (improves) the performance (and also facilitates
the quantification of the performance) concerning the dynamic
response from τh to s in the sense of certainty equivalence.
Considering the fact that the dynamic response from s to q−ψ0
is described by a standard linear time-invariant system, the
performance of the dynamic response from τh to q−ψ0 is thus
guaranteed/improved and also well quantifiable in the sense of
certainty equivalence.
C. Velocity as the Output
The controllers above ensure the infinite manipulability of
the system with the generalized position as the output, and on
the other hand, we note that the gain of the mapping from
the external input action to the velocity q˙ is actually finite,
yielding finite manipulability of the system with respect to the
velocity. This would imply that for adjusting the velocity of the
system to a desired value, the external input has to hold a force
or torque constantly. To achieve the infinite manipulability of
the system in terms of the velocity, we can simply set α =
0 and then the gain of the mapping from τh to q˙ becomes
infinite and in addition this mapping contains one pure integral
operation. Hence, the infinite manipulability with degree one
can be guaranteed.
V. MANIPULABILITY OF NETWORKED LAGRANGIAN
SYSTEMS
In this section, we consider n Lagrangian systems with the
dynamics of the i-th system being governed by [31], [32]
Mi(qi)q¨i + Ci(qi, q˙i)q˙i + gi(qi) = τi (36)
where qi ∈ Rm is the generalized position or configuration,
Mi(qi) ∈ Rm×m is the inertia matrix, Ci(qi, q˙i) ∈ Rm×m
is the Coriolis and centrifugal matrix, gi(qi) ∈ Rm is the
gravitational torque, and τi ∈ Rm is the exerted control torque.
We briefly introduce the graph theory in the context involv-
ing n Lagrangian systems by following [45], [46], [47].
As now standard, we adopt a directed graph G = (V , E)
for describing the interaction topology among the n systems
where V = {1, . . . , n} is the vertex set that denotes the
collection of the n systems and E ⊆ V×V is the edge set that
denotes the information interaction among the n systems. A
graph is said to contain a directed spanning tree if there exists
a vertex k∗ ∈ V so that any other vertex of the graph has a
directed path to k∗, where the vertex k∗ is referred to as the
root of the graph. Denote by Ni = {j|(i, j) ∈ E} the set of
neighbors of the i-th system. The weighted adjacency matrix
W = [wij ] associated with G is defined in accordance with
the rule that wij is strictly positive in the case that j ∈ Ni,
and wij = 0 otherwise. The standard assumption regarding the
7diagonal entries of the matrixW that wii = 0, ∀i = 1, . . . , n is
adopted. With the definition of the weighted adjacency matrix
W , the Laplacian matrix Lw = [ℓw,ij] associated with G is
defined in accordance with the rule that ℓw,ij = Σ
n
k=1wik if
i = j, and ℓw,ij = −wij otherwise.
In the case that the interaction topology switches, the
interaction graph among the systems becomes time-varying.
Denote by GS = {G1, . . . ,Gns} the set of the interaction
graphs among the n systems, and these graphs share the same
vertex set V yet their edge sets are typically different. The
union of a collection of graphs Gi1 , . . . , Gis with is ≤ ns
is a graph with the vertex set given by V and the edge set
given by the union of the edge sets of Gi1 , . . . , Gis . Denote by
t0, t1, t2, . . . a series of time instants at which the interaction
graph switches, and it is assumed that these instants satisfy
the standard property that 0 = t0 < t1 < t2 < . . . and that
TD ≤ tk+1 − tk < T0, ∀k = 0, 1, . . . with TD and T0 being
two positive constants where the assumption concerning the
dwell time that tk+1− tk ≥ TD, ∀k = 0, 1, . . . is standard for
the case of switching interaction topology (refer [47] for the
details).
In the following, we design adaptive controllers to realize
consensus of the n Lagrangian systems with switching directed
topologies (and unknown time-varying communication delay)
and simultaneously ensure the infinite manipulability of the
system.
A. Consensus With Switching Topology
We first consider the case of n Lagrangian systems with
switching directed topologies. Define a vector zi ∈ Rm by
the following dynamic system
z˙i =− αq˙i + λM(q˙i − zi)
− Σj∈Ni(t)wij(t)[(q˙i + αqi)− (q˙j + αqj)] (37)
with α and λM being positive design constants, and define a
sliding vector
si = q˙i − zi. (38)
The adaptive controller is given as
τi =−Kisi + Yi(qi, q˙i, zi, z˙i)ϑˆi (39)
˙ˆ
ϑi =− ΓiY Ti (qi, q˙i, zi, z˙i)si (40)
where Ki and Γi are symmetric positive definite matrices, ϑˆi
is the estimate of the unknown parameter vector ϑi, and the
regressor matrix Yi(qi, q˙i, zi, z˙i) and the unknown parameter
vector ϑi are defined in accordance with the standard linearity-
in-parameter property of the Lagrangian system (see, for
instance, [31], [32]), i.e.,
Mi(qi)z˙i + Ci(qi, q˙i)zi + gi(qi) = Yi(qi, q˙i, zi, z˙i)ϑi. (41)
The dynamics of the i-th system can then be described by

q¨i = −αq˙i − Σj∈Ni(t)wij(t)[(q˙i + αqi)− (q˙j + αqj)]
+λMsi + s˙i
Mi(qi)s˙i + Ci(qi, q˙i)si = −Kisi + Yi(qi, q˙i, zi, z˙i)∆ϑi
˙ˆ
ϑi = −ΓiY Ti (qi, q˙i, zi, z˙i)si
(42)
where ∆ϑi = ϑˆi−ϑi. The above system, similar as before, is
also a dynamic-cascade system in the sense that the cascade
component λMsi + s˙i involves both the vector si and its
derivative s˙i.
Theorem 3: Suppose that there exist an infinite number of
uniformly bounded intervals [tiℓ , tiℓ+1), ℓ = 1, 2, . . . with
ti1 = t0 satisfying the property that the union of the interaction
graphs in each interval contains a directed spanning tree. Then
the adaptive controller given by (39) and (40) with zi being
given by (37) ensures 1) the consensus of the n systems in free
motion (i.e., no external physical interaction), i.e., qi−qj → 0
and q˙i → 0 as t → ∞, ∀i, j = 1, . . . , n and 2) the infinite
manipulability of the system with degree one in terms of
an external physical input action at the torque level and the
consensus equilibrium increment.
Proof: We first follow the standard practice to analyze
the lower two subsystems of (42) (see, e.g., [44], [30]).
Specifically, consider the Lyapunov-like function candidate
Vi = (1/2)s
T
i Mi(qi)si+(1/2)∆ϑ
T
i Γ
−1
i ∆ϑi and its derivative
along the trajectories of the system can be written as V˙i =
−sTi Kisi ≤ 0 with the skew-symmetry of M˙i(qi)−2Ci(qi, q˙i)
(see, e.g., [31], [32]) being utilized, ∀i. This leads us to
immediately obtain that si ∈ L2 ∩ L∞ and ϑˆi ∈ L∞, ∀i.
By introducing the following sliding vector (the same as [48])
ξi = q˙i + αqi, (43)
we can rewrite the first subsystem of (42) as
ξ˙i = −Σj∈Ni(t)wij(t)(ξi − ξj) + λMsi + s˙i. (44)
The combination of all the equations like (44) gives
ξ˙ = −[Lw(t)⊗ Im]ξ + λMs∗ + s˙∗ (45)
where ξ = [ξT1 , . . . , ξ
T
n ]
T and s∗ = [sT1 , . . . , s
T
n ]
T , ⊗ denotes
the Kronecker product [49], and Im denotes them×m identity
matrix. By following the standard practice (see, e.g., [50],
[47]), we introduce two vectors ξE = [ξ
T
1 − ξT2 , . . . , ξTn−1 −
ξTn ]
T and sE = [s
T
1 − sT2 , . . . , sTn−1 − sTn ]T , upon which we
obtain from (45) that (by following [47])
ξ˙E = −Ω(t)ξE + λMsE + s˙E (46)
with sE ∈ L2∩L∞ and Ω(t) being a time-varying matrix that
is determined by Lw(t). In accordance with [47, p. 48, p. 49],
the system (46) with sE = 0 and s˙E = 0 is uniformly
exponentially stable. By the standard linear system theory, the
output ξE of (46) can be considered as the superposition of
the output ξ∗E of
ξ˙∗E = −Ω(t)ξ∗E + λMsE (47)
and the output ξ∗∗E of
ξ˙∗∗E = −Ω(t)ξ∗∗E + s˙E . (48)
For the system (47) with λMsE as the input, we obtain from
the standard input-output properties of uniformly exponentially
stable linear systems that ξ∗E ∈ L2 ∩L∞ since λMsE ∈ L2 ∩
L∞. For the system (48) with s˙E as the input, we obtain from
Lemma 2 that ξ∗∗E ∈ L2 ∩ L∞ since
∫ t
0
s˙E(σ)dσ + sE(0) =
8sE ∈ L2 and
∫ t
0
s˙E(σ)dσ = sE − sE(0) ∈ L∞. Hence ξE ∈
L2 ∩ L∞. Using (38), we can rewrite (37) as
z˙i = −αzi + (λM − α)si − Σj∈Ni(t)wij(t)(ξi − ξj)︸ ︷︷ ︸
ψ∗
i
(49)
where ψ∗i ∈ L2 ∩ L∞, ∀i. Using the input-output properties
of exponentially stable and strictly proper linear systems [34,
p. 59], we obtain from (49) that zi ∈ L2∩L∞, z˙i ∈ L2∩L∞,
and zi → 0 as t→∞, ∀i. This leads us to directly obtain from
(38) that q˙i ∈ L2 ∩ L∞, ∀i. From the second subsystem of
(42) and using the property that Mi(qi) is uniformly positive
definite (see, e.g., [31], [32]), we obtain that s˙i ∈ L∞, and
as a consequence, q¨i ∈ L∞, ∀i. Using (43), we can directly
express ξE as
ξE = q˙E + αqE (50)
with qE = [q
T
1 − qT2 , . . . , qTn−1 − qTn ]T , and equation (50) can
further be written as
q˙E = −αqE + ξE . (51)
For the system (51) with ξE as the input and qE as the output,
using the input-output properties of exponentially stable and
strictly proper linear systems [34, p. 59] yields the result that
qE ∈ L2∩L∞, q˙E ∈ L2∩L∞, and qE → 0 as t→∞, which
immediately gives the result that qi − qj → 0 as t → ∞,
∀i, j. The result that q¨i ∈ L∞ implies that q˙i is uniformly
continuous, ∀i. Using the properties of square-integrable and
uniformly continuous functions [34, p. 232], we obtain that
q˙i → 0 as t→∞, ∀i.
We next demonstrate that the manipulability of the system
is infinite with degree one if an external physical input action
is exerted at the torque level on a system that acts as the
root of the interaction graph (in the sense that there exist an
infinite number of uniformly bounded intervals such that the
system acts as the root of the union of the interaction graphs
in each interval). Without loss of generality, suppose that the
κ-th system acts as the root of the interaction graph and is
subjected to an external physical input action τh,κ, and we
then have that

Mκ(qκ)s˙κ + Cκ(qκ, q˙κ)sκ
= −Kκsκ + Yκ(qκ, q˙κ, zκ, z˙κ)∆ϑκ + τh,κ
˙ˆ
ϑκ = −ΓκY Tκ (qκ, q˙κ, zκ, z˙κ)sκ.
(52)
The derivative of Vκ along the trajectories of the system now
becomes (by using the standard basic inequalities)
V˙κ = −sTκKκsκ + sTκ τh,κ ≤ −
1
2
sTκKκsκ +
1
2
τTh,κK
−1
κ τh,κ
(53)
and this implies that the L2-gain from τh,κ to sκ is less than
or equal to 1/λmin{Kκ}. The L2-gain from s∗ to λMs∗+ s˙∗,
similar as before, can be directly obtained by calculating the
H∞ norm of the transfer function as
√
λ2M + (supω |ω|)2.
For the system (45) with s∗ = 0 and s˙∗ = 0, ξ uniformly
asymptotically converges to certain constant vector in accor-
dance with [46], [47], and thus the system (45) with s∗ = 0
and s˙∗ = 0 is a uniformly marginally stable linear system of
the first kind (i.e., with the state uniformly converging to a
constant vector) by the standard linear system theory. It can
then be directly shown from Lemma 3 that the L2-gain from
λMs
∗ + s˙∗ to ξ˙ is finite, and by letting ξc = (1/n)Σ
n
i=1ξi,
we directly obtain that the L2-gain from λMs∗ + s˙∗ to ξ˙c is
less than or equal to a positive constant h∗ (i.e., finite). The
L2-gain from ξ˙c to ξc− ξc(0) is supω 1|ω| . Then we obtain the
L2-gain from τh,κ to ξc − ξc(0) as
Mτh,κ 7→ξc−ξc(0) ≤
h∗
λmin{Kκ}
√
λ2M + (sup
ω
|ω|)2 sup
ω
1
|ω|
=
h∗
λmin{Kκ}
√
λ2M sup
ω
1
|ω|2 + 1 =∞.
(54)
Let qc = (1/n)Σ
n
k=1qk, and by exploiting the relation that
ξc = q˙c + αqc [obtained from (43)] with the L2-gain from
ξc − ξc(0) to qc − [qc(0) + (1/α)q˙c(0)] being 1/α (which is
obtained, similar as before, by calculating the H∞ norm of
the transfer function), the L2-gain from τh,κ to qc − [qc(0) +
(1/α)q˙c(0)] thus satisfies
Mτh,κ 7→qc−[qc(0)+(1/α)q˙c(0)]
≤ h
∗
αλmin{Kκ}
√
λ2M sup
ω
1
|ω|2 + 1 =∞. (55)
This implies that the infinite manipulability of the system with
degree one is guaranteed. 
B. Consensus With Switching Topology and Communication
Delays
For addressing the more complicated case that both the
switching directed topologies and unknown time-varying com-
munication delays are involved, we define the vector zi by
z˙i =− αq˙i + λM(q˙i − zi)
− Σj∈Ni(t)wij(t)[ξi − ξj(t− Tij)] (56)
where Tij is the time-varying communication delay from the
j-th system to the i-th system. The communication delay is
assumed to be rather general in the sense that it is piecewise
uniformly continuous and uniformly bounded. The adaptive
controller remains the same as the one given by (39) and (40)
yet with zi being given by (56).
Theorem 4: Suppose that there exist an infinite number of
uniformly bounded intervals [tiℓ , tiℓ+1), ℓ = 1, 2, . . . with
ti1 = t0 satisfying the property that the union of the interaction
graphs in each interval contains a directed spanning tree and
that the time-varying communication delays are piecewise uni-
formly continuous and uniformly bounded. Then the adaptive
controller given by (39) and (40) with zi being given by (56)
ensures 1) the consensus of the n systems in free motion (i.e.,
no external physical interaction), i.e., qi− qj → 0 and q˙i → 0
as t→∞, ∀i, j = 1, . . . , n and 2) the infinite manipulability
of the system with degree one in terms of an external physical
input action at the torque level and the consensus equilibrium
increment.
9Proof: The proof of Theorem 4 is quite similar to that of
Theorem 3 except that the interconnected system (44) now
becomes
ξ˙i = −Σj∈Ni(t)wij(t)[ξi − ξj(t− Tij)] + λMsi + s˙i (57)
where the time-varying communication delays are involved,
and in addition, si ∈ L2 ∩ L∞ and ϑˆi ∈ L∞ (which is
guaranteed by the adaptive controller, similar to the proof of
Theorem 3), ∀i. All the equations expressed as (57) can be
written compactly as
ξ˙ = FD(ξ) + λMs∗ + s˙∗ (58)
with FD(·) denoting a linear mapping that involves delay
operation, and the output is specified to be the same as the
one in (46), which can be explicitly expressed as (see, e.g.,
[50])
ξE = (C¯ ⊗ Im)ξ (59)
where C¯ ∈ R(n−1)×n is given as
C¯ =


1 −1 0 . . . 0
0 1 −1 . . . 0
...
. . .
. . .
. . .
...
0 . . . 0 1 −1

 . (60)
In accordance with the result in [24], the output ξE of the
linear system given by (58) and (59) with s∗ = 0 and
s˙∗ = 0 uniformly asymptotically converges to zero (with ξ
uniformly asymptotically converging to a constant vector) and
furthermore ξ˙ also uniformly asymptotically converges to zero
(in the case that s∗ = 0 and s˙∗ = 0). Therefore, by the
standard linear system theory, the system (58) with s∗ = 0
and s˙∗ = 0 is a uniformly marginally stable linear system of
the first kind (i.e., with the state uniformly converging to a
constant vector), and in addition, it is well known from the
standard linear system theory that both ξE and ξ˙ uniformly
exponentially converge to zero in the case that s∗ = 0 and
s˙∗ = 0. For the system given by (58) and (59), using Lemma
1, the standard input-output properties of linear time-varying
systems, and the standard superposition principle (with λMs
∗
and s˙∗, respectively, as the input), we obtain that ξE ∈ L∞.
For the system given by (58), using Lemma 3 and the standard
superposition principle (with λMs
∗ and s˙∗, respectively, as
the input), we obtain that FD(ξ) ∈ L∞. Equation (56) can be
rewritten as (using the definition of si)
z˙i =− αzi + (λM − α)si
− Σj∈Ni(t)wij(t)[ξi − ξj(t− Tij)] (61)
which yields the result that zi ∈ L∞ and z˙i ∈ L∞ in
accordance with the input-output properties of exponentially
stable and strictly proper linear systems [34, p. 59], ∀i. Thus,
q˙i ∈ L∞, ∀i. We then obtain that s˙i ∈ L∞ from the following
equation [i.e., the second subsystem of (42) with zi and z˙i
being given by (56)]
Mi(qi)s˙i+Ci(qi, q˙i)si = −Kisi+ Yi(qi, q˙i, zi, z˙i)∆ϑi (62)
and by using the property that Mi(qi) is uniformly positive
definite (see, e.g., [31], [32]), ∀i. This implies that q¨i ∈ L∞,
∀i. Hence, q˙i and si are uniformly continuous, ∀i. Using
the properties of square-integrable and uniformly continuous
functions [34, p. 232], we obtain that si → 0 as t → ∞,
∀i. The result that q˙i ∈ L∞, z˙i ∈ L∞, and ˙ˆϑi ∈ L∞
[from (40) with zi and z˙i being given by (56)] implies that
qi, zi, and ϑˆi are all uniformly continuous, ∀i. Then we
obtain from (56) that z˙i is piecewise uniformly continuous by
additionally considering the assumption that the time-varying
delays are piecewise uniformly continuous and uniformly
bounded and the standard assumption concerning the dwell
time (i.e., tk+1− tk ≥ TD, ∀k = 0, 1, . . . ), ∀i. From (62) and
using the aforementioned property that Mi(qi) is uniformly
positive definite, we obtain that s˙i is piecewise uniformly
continuous, ∀i. The application of the standard generalized
Barbalat’s Lemma (see, e.g., [51]) immediately yields the
result that s˙i → 0 as t → ∞, ∀i. For the system given by
(58) and (59) with λMs
∗+ s˙∗ as the input, we obtain from the
standard input-output properties of linear time-varying systems
that ξE → 0 as t → ∞, and we also obtain from Lemma 3
that ξ˙ → 0 as t → ∞. From the definition of ξi given by
(43), we directly obtain that q¨i = −αq˙i + ξ˙i, upon which, we
obtain from the input-output properties of exponentially stable
and strictly property linear systems [34, p. 59] that q˙i → 0 as
t→∞, ∀i. From (51) and using the input-output properties of
exponentially stable and strictly property linear systems [34,
p. 59], we obtain that qE → 0 as t → ∞, and therefore,
qi − qj → 0 as t→∞, ∀i, j.
The proof of the second part of Theorem 4 can be performed
by following similar procedures as in that of Theorem 3. 
Remark 4: The definition of zi by the dynamic system (37)
or (56) is motivated by but different from [27], [28] in the
sense that zi is no longer the pure integration concerning the
system state. This is reflected in the newly introduced term
λM(q˙i − zi) = λMsi, which, as is shown, is crucial for
guaranteeing the high (infinite) manipulability of the system.
Remark 5: The proposed adaptive controllers can also
ensure the position consensus of the networked Lagrangian
systems or the asymptotic convergence of the velocity of a
single Lagrangian system (i.e., the case of manipulation of
a single Lagrangian system in Sec. IV) in the case that the
external input action is square-integrable, as can directly be
observed from the previous analysis. This, in turn, fundamen-
tally ensures that the external subject (e.g., a human operator)
can easily manipulate the interactive systems and simultane-
ously that the asymptotic consensus among the systems or
convergence of the velocity of the system be maintained. An
intuitive interpretation concerning the possibility of simul-
taneously achieving the two objectives is tightly associated
with the properties of functions that are “square-integrable yet
not integral bounded”. A well-known function that is square-
integrable yet not integral bounded is
f(t) =
1
t+ 1
,
and its integral can be directly demonstrated to satisfy the
well-recognized property that∫ t
0
f(σ)dσ = ln(t+ 1)→∞
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as t → ∞. In particular, due to the square-integrability of
the external input action, the asymptotic consensus among
the systems or convergence of the velocity of the system is
maintained even under the external input action, and due to
the possibility of integral unboundedness of the external input
action, manipulating the system to an arbitrary equilibrium
without using so much effort (i.e., with finite energy consump-
tion) becomes possible.
VI. APPLICATION TO BILATERAL TELEOPERATION WITH
TIME-VARYING DELAY
Bilateral teleoperation with arbitrary unknown time-varying
communication delay is a longstanding benchmark prob-
lem in the literature, and to the best of our knowledge,
no delay-independent solutions have been reported and sys-
tematically developed. The standard scattering/wave-variable-
based approach [7], [8] can typically handle arbitrary un-
known constant communication delay. The modifications to
the original scattering/wave-variable-based approach appear
in, e.g., [33], [52], [29], [53], [54], [55] for handling time-
varying delay or position drift. It is typically recognized
that the scattering/wave-variable-based approach exhibits po-
tential limitations as handling the problem of position drift
(see, e.g., [11], [56]). For resolving this problem, numerous
synchronization-based results under constant or time-varying
delay are presented (see, for instance, [56], [11], [12], [13],
[57], [58], [19], [59], [60], [61], [62]). However, most of these
results, as handling the case that the delay is time-varying, are
generally delay-dependent.
Here we provide a delay-independent (i.e., independent
of the arbitrary time-varying delay in the sense that the
delay is only required to be piecewise uniformly continuous
and uniformly bounded) solution to this longstanding open
problem and this solution can be considered as a special
case of the result in Sec. V. The distinguished point of the
proposed solution here, in contrast with those in the literature,
is the appropriate composite of using a new class of dynamic
feedback and guaranteeing the infinite manipulability of the
teleoperator system. Specifically, we consider a teleoperator
system consisting of two robots with their dynamics being
given by [6], [32]
M1(q1)q¨1 + C1(q1, q˙1)q˙1 + g1(q1) = τ1 + τ
∗
1 (63)
M2(q2)q¨2 + C2(q2, q˙2)q˙2 + g2(q2) = τ2 − τ∗2 (64)
with τ∗1 the torque exerted by the human operator on the
master robot (the 1st robot) and τ∗2 the torque exerted by the
slave robot (the 2nd robot) on the environment. The adaptive
controller is given as
τ1 =−Ks1 + Y1(q1, q˙1, z1, z˙1)ϑˆ1 (65)
˙ˆ
ϑ1 =− Γ1Y T1 (q1, q˙1, z1, z˙1)s1 (66)
τ2 =−Ks2 + Y2(q2, q˙2, z2, z˙2)ϑˆ2 (67)
˙ˆ
ϑ2 =− Γ2Y T2 (q2, q˙2, z2, z˙2)s2 (68)
with z1 and z2 being defined as
z˙1 =− αq˙1 + λM(q˙1 − z1)− λ[ξ1 − ξ2(t− T12)] (69)
z˙2 =− αq˙2 + λM(q˙2 − z2)− λ[ξ2 − ξ1(t− T21)] (70)
where K is a symmetric positive definite matrix and λ is a
positive design constant.
Theorem 5: Suppose that the time-varying communication
delays are piecewise uniformly continuous and uniformly
bounded. Then the adaptive controller given by (65), (66),
(67), and (68) with z1 and z2 being respectively given by (69)
and (70) for the teleoperator system given by (63) and (64)
ensures position synchronization of the master and slave robots
in free motion (i.e., τ∗1 = τ
∗
2 = 0) and static torque reflection
without considering the gravitational torque estimation errors.
In addition, the manipulability of the teleoperator system is
infinite with degree one.
The proof of Theorem 5 can be performed by following
similar procedures as in those of Theorem 3 and Theorem
4. The special issue that needs to be further demonstrated
in the case of bilateral teleoperation is that of force/torque
reflection, and the analysis of the torque reflection property of
the teleoperator system can be completed by following the
standard practice (see, e.g., [11], [14], [59]). In particular,
consider the scenario that q˙i, q¨i, and z˙i converge to zero,
i = 1, 2, in which case it can be directly shown that
τ∗1 =
λαK
λM
(q1 − q2)− [gˆ1(q1)− g1(q1)] (71)
τ∗2 =−
λαK
λM
(q2 − q1) + [gˆ2(q2)− g2(q2)] (72)
with gˆi(qi) being the estimate of gi(qi), i = 1, 2. This
then leads us to straightforwardly obtain that if there are no
gravitational torque estimation errors, then τ∗1 = τ
∗
2 , i.e., the
static torque reflection in the sense of [11] is achieved.
Remark 6: Our result is in contrast to those in [18] and
[13] which rely on the conditions associated with the choice
of the gains based on some a priori information of the time-
varying delay, and in particular, neither the upper bound of
the delay nor that of the discontinuous change of the delay is
required. The standard assumption concerning the derivative
of the time-varying delay in, e.g., [33], [29] is also no longer
required.
VII. SIMULATION RESULTS
A. Teaching Operation of A Single Robotic System
Consider a standard two-DOF planar robot with the adaptive
controller given in Sec. IV-B being exerted. The controller
parameters are chosen as K = 16.0I2, α = 2.0, Γ = 8.0I3,
and λM = 2.0. The initial parameter estimate is set as
ϑˆ(0) = [0, 0, 0]T . Suppose that the controlled robotic system is
subjected to the manipulation action by a human operator with
the exerted control torque being modeled as the standard PD
control, i.e., τh = −5.0q˙− 10.0(q− qh) with qh = [3.5, 3.0]T
being the desired position. The sampling period is set as 5 ms.
The simulation results are shown in Fig. 1 and Fig. 2. As is
shown, the position of the robot is manipulated to the desired
one and in addition, the exerted control torques of the human
operator asymptotically converge to zero (implying that the
human operator does not need to constantly maintain a holding
torque). For comparison, we also conduct a simulation with
λM = 0 (in which case, the manipulability of the system is
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Fig. 1. Positions of the two-DOF robot with λM = 6.0.
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Fig. 2. Control torques exerted by the human operator with λM = 6.0.
finite rather than infinite), and as shown in Fig. 3, it becomes
difficult for the human operator to manipulate the robot to the
desired position.
B. Networked Robotic Systems
Let us consider six standard two-DOF planar robots and
the interaction graph among the six robots randomly switches
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Fig. 3. Positions of the two-DOF robot with λM = 0.
among the ones given in Fig. 4. The interaction graph ran-
domly switches among the three graphs in Fig. 4 every 150
ms, in accordance with the uniform distribution and the union
of the three graphs is shown in Fig. 5.
The initial joint positions of the robots are set as
q1(0) = [−π/3,−π/2]T , q2(0) = [−2π/3, π/3]T , q3(0) =
[5π/6,−π/3]T , q4(0) = [π/6, π/2]T , q5(0) = [π/2, π/6]T ,
and q6(0) = [−π/6,−π/3]T . The initial joint velocities of the
robots are set as q˙i(0) = [0, 0]
T , i = 1, . . . , 6. The controller
parameters are chosen as Ki = 16.0I2, α = 1.6, Γi = 8.0I3,
i = 1, . . . , 6, and λM = 10.0. The initial value of zi is set
as zi(0) = [0, 0]
T , i = 1, . . . , 6. The adjacency weights are
set as wij(t) = 1.0 if j ∈ Ni(t), and wij(t) = 0 otherwise,
∀i, j = 1, . . . , 6. The initial parameter estimates are set as
ϑˆi(0) = [0, 0, 0]
T , i = 1, . . . , 6. Suppose that the 3rd robot is
manipulated by a human operator with the standard PD control
action τh,3 = −5.0q˙3 − 10.0(q3 − qh) with qh = [3.5, 3.0]T
being the desired position. The simulation results are shown
in Fig. 6 and Fig. 7 and the positions of the robots apparently
converge to qh, which implies that the human operator does
not need to hold the 3rd robot with a torque constantly, due to
the infinite manipulability of the closed-loop system. In fact,
τh,3 converges to zero as the positions of the robots converge
to qh. To highlight the role of the action λMsi employed in
the controller, we perform another simulation under the same
context except that λM is set as λM = 0. The simulation
results are shown in Fig. 8 and Fig. 9, from which we observe
that the positions of the robots do not converge to qh. This
in turn implies that the holding torque of the human operator
does not converge to zero.
We next perform a simulation with the time-varying com-
munication delay being taken into account. The controller
parameters are chosen to be same as above except that Γi
is reduced to Γi = 1.0I3, i = 1, . . . , 6. The time-varying
communication delays are set as Tij(t) = 0.3 + ηij with
ηij conforming to the uniform distribution over the interval
[0, 0.9] and changes every 30 ms, j ∈ Ni(t), i = 1, . . . , 6.
The simulation results are shown in Fig. 10 and Fig. 11, and
we can observe that the positions of the robots indeed converge
to the desired one (qh).
C. Bilateral Teleoperation With Time-Varying Delay
We now consider the case of bilateral teleoperation involv-
ing the first two robots used in Sec. VII-B and one acts as
the master and the other acts as the slave. The context is
quite the same except that the interaction topology between
the two robots now becomes time-invariant. The controller
parameters are chosen as K = 16.0I2, Γ1 = Γ2 = 1.0I3,
α = 0.5, λ = 2.0, and λM = 10.0. The master robot (i.e., the
first one) is manipulated by a human operator who exerts the
standard PD control action as τ∗1 = −5.0q˙1−10.0(q1−qh) with
qh = [3.5, 3.0]
T being the desired position. The simulation
results are shown in Fig. 12 and Fig. 13. For comparison,
we perform another simulation with λM being reduced to
λM = 1.0 and the simulation results are shown in Fig. 14
and Fig. 15. This shows the significance of the magnitude
of the gain excluding that corresponding to the pure integral
12
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Fig. 5. Union of the interaction graphs.
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Fig. 6. Positions of the robots with the 3rd robot being manipulated by a
human operator with λM = 10.0 (first coordinate).
0 5 10 15 20 25 30
−2
−1
0
1
2
3
time (s)
po
sit
io
ns
 (r
ad
)
 
 
q1
(2)
q2
(2)
q3
(2)
q4
(2)
q5
(2)
q6
(2)
Fig. 7. Positions of the robots with the 3rd robot being manipulated by a
human operator λM = 10.0 (second coordinate).
0 5 10 15 20 25 30
−3
−2
−1
0
1
2
3
time (s)
po
sit
io
ns
 (r
ad
)
 
 
q1
(1)
q2
(1)
q3
(1)
q4
(1)
q5
(1)
q6
(1)
Fig. 8. Positions of the robots with the 3rd robot being manipulated by a
human operator with λM = 0 (first coordinate).
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Fig. 9. Positions of the robots with the 3rd robot being manipulated by a
human operator with λM = 0 (second coordinate).
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Fig. 10. Positions of the robots with the 3rd robot being manipulated by a
human operator and with switching topology and communication delay (first
coordinate).
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Fig. 11. Positions of the robots with the 3rd robot being manipulated by
a human operator and with switching topology and communication delay
(second coordinate).
operation; even if in both the two cases, the infinite manip-
ulability is achieved, the performance is, however, still quite
different due to the fact that the infinite manipulability in the
two cases has different increasing speeds with respect to the
system operational frequency.
VIII. CONCLUSION
In this paper, we have systematically formulated the concept
of infinite dynamical manipulability or simply infinite manip-
ulability for dynamical systems and then investigated how a
unified motivation based on this concept yields a systematic
design paradigm for general interactive dynamical systems and
interactive Lagrangian systems with parametric uncertainty
and communication/sensing constraints. Specifically, the pro-
posed design paradigm guarantees the infinite manipulability
of the controlled Lagrangian systems with particularly strong
robustness with respect to the interaction topology and time-
varying communication delay. In addition, our result provides
a solution to the longstanding benchmark problem of nonlinear
bilateral teleoperation with arbitrary unknown time-varying
0 5 10 15 20 25 30
−3
−2
−1
0
1
2
3
4
5
time (s)
po
sit
io
ns
 (r
ad
)
 
 
q1
(1)
q2
(1)
Fig. 12. Positions of the master and slave robots with λM = 10.0 (first
coordinate).
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Fig. 13. Positions of the master and slave robots with λM = 10.0 (second
coordinate).
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Fig. 14. Positions of the master and slave robots with λM = 1.0 (first
coordinate).
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Fig. 15. Positions of the master and slave robots with λM = 1.0 (second
coordinate).
communication delay, and in fact, our result gives the first
delay-independent (independent of the time-varying delay)
nonlinear adaptive teleoperation controller (to the best of our
knowledge).
We would like to further discuss the connection between
the physics of human-system interaction and mathematical
properties of general functions, which becomes particularly
prominent in the present work and shows some interesting
features that might arouse our sense/adimiration of the delicate
connection between the pure mathematics and physics (which
has been historically witnessed for numerous times in various
context). Our result can be considered as a contribution to
this (probable) historical truth/fact from the perspective of
systems and control. Specifically, what attracts our attention
in this study are those functions that are square-integrable yet
not integral bounded. As is shown in our main result, the
insertion of a controlled square-integrable function that is not
integral bounded (this function is generated by the closed-loop
system) is crucial for ensuring both the easy manipulation
of the system (this yields the infinite manipulability of the
closed-loop system and consequently reduces the required
amount of effort of the human operator) and the asymptotic
position consensus (synchronization) among the Lagrangian
systems. Square-integrability of functions often leads to the
consequence that they converge to zero (for instance, if the
functions are further uniformly continuous), which is well
recognized in the field of systems and control. On the other
hand, it is also well known that some of the square-integrable
functions hold the possibility that their integrals with respect
to time are unbounded. Our study shows how such a prop-
erty concerning general functions is systematically exploited
in designing nonlinear controllers for interactive Lagrangian
systems and associated with the gain properties of dynamical
systems such as infinite manipulability and physical properties
such as finite amount of energy.
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