Abstract-A spatial-color-based non-parametric backgroundforeground modeling strategy in a GPGPU by using CUDA is proposed. This strategy is suitable for augmented-reality applications, providing real-time high-quality results in a great variety of scenarios.
I. INTRODUCTION
The last generation of consumer electronic devices, such as smart-phones, tablets or home and portable video game consoles, are endowed with Augmented-Reality (AR) tools [1] . These tools require new, fast and efficient (i.e. lightweight) computer vision applications [2] where moving object detection is a key step for several high level analysis tasks such as segmentation, tracking, classification, or event detection.
Recently, non-parametric based moving object detection strategies, able to provide satisfactory results (low number of misdetections and false detections) in complex scenarios with dynamic backgrounds, non-static cameras and illumination changes, have been proposed [3] . These strategies, modeling the background and the foreground from spatial-color sets of reference samples, are able to improve the quality provided by other strategies [4] . Nevertheless, they require the evaluation of very large amounts of multidimensional computations and, thus, they are not suitable for AR applications.
However, these strategies can greatly benefit from moving them to a modern programmable general-purpose graphical processing unit (GPGPU). These devices are becoming commonplace in regular computers and are even advancing into mobile computing scenarios [5] . They provide very good numeric performance and a high degree of parallelism, being capable of executing simultaneously hundreds or even thousands of threads concurrently [6] .
In this paper we propose a novel non-parametric based moving object detection strategy in a GPGPU by using CUDA (Compute Unified Device Architecture) [7] , which provides real-time high-quality results in a great variety of scenarios and, accordingly, can be used in AR applications.
II. NON-PARAMETRIC MODELING
Let us consider a pixel x n , in the current image, defined by its RBG color components (R n ,G n ,B n ) and by its coordinates (r n ,c n ). The probability of x n belonging to the background, β, or to the foreground, ϕ, can be evaluated using Bayes' This work has been partially supported by the Ministerio de Ciencia e Innovación of the Spanish Government under project TEC2010-20412 (Enhanced 3DTV). theorem:
where Pr(ϕ) and Pr(β) are the prior probabilities for foreground and background, p(x n | ϕ) is the probability density function (pdf) estimated for the foreground and p(x n | β) is the correspond pdf estimated for the background.
Applying 5-dimensional Gaussian kernels with diagonal bandwidth matrices, H=diag(h R ,h G ,h B ,h r ,h c ), the background pdf for x n can be estimated, from N β reference samples,
, from the T β previous images, as: 
, from the foreground pixels detected along the previous T ϕ images as a mixture of a uniform function, γ, and a kernel density estimation: To decrease the computational cost of this non-parametric based strategy, we propose to fix the bandwidth matrices and to use lookup tables (LUT). Nevertheless, for each pixel at each new image, a very large amount of memory accesses are required (typically, more than 10 7 samples) and, as a result, background and foreground modeling cannot be efficiently computed in typical Central Processing Units (CPUs).
III. GPU-CUDA IMPLEMENTATION
Our algorithm, described in Fig.1 , very naturally lends itself to parallelization because belonging to foreground or background is evaluated in a per-pixel basis, which allowed us to devote a thread for each pixel in every stage of the process. New frames are transferred to the global memory of the GPU as textures, which allows for faster read operations. Then each of the steps of the algorithms is implemented in parallel stages as CUDA kernels, which we describe in the following paragraphs.
Background model: The input image is tessellated into windows sized 16x16 pixels to be processed by one CUDA thread block each. To evaluate the sum of Gaussians on each pixel, we need to retrieve all the samples from past images belonging to the window and its neighborhood. However, most pixels (those inside the window) will be input to several Moving Object Detection Strategy for Augmented-Reality Applications in a GPGPU by Using CUDA Daniel Berjón, Carlos Cuevas, Francisco Morán, and Narciso García Grupo de Tratamiento de Imágenes -Universidad Politécnica de Madrid, Spain threads, so we avoid reading them several times from the relatively slow texture memory. Pixels to be read are distributed evenly among the threads in the block, which concurrently copy them into the shared memory region, which is much faster. Finally, each thread computes the value of the sum of Gaussians for its own pixel. High arithmetic intensity and operands stored in a fast memory region make this operation very efficient.
Foreground model: The process for this model is largely the same than that for the background model. However, in addition to the current image, this model requires the past foreground images. Since holding in memory both the whole past input images and the past foreground images does not make sense, the latter being a subset of the former, foreground images are stored as binary masks packed as 16-bit integers. This coding method allows the threads to disregard in a single comparison a whole row of the 16x16 window, greatly improving the speed of this phase despite the fact that the input spatial window is usually larger than in the background model.
Classification: Only one read operation per pixel is needed, so the shared memory strategy is unnecessary. However, the image is tessellated in 256x16 windows. Thus, each thread is responsible for a 16x1 sub-window, yielding a whole 16-bit mask as described earlier, thereby eliminating the need for synchronization among threads.
IV. RESULTS show that the proposed strategy provides high-quality detections where moving objects are correctly identified and well defined. Finally, Table I resumes with the computational reduction resulting from the use of the parallel programming with CUDA. V. CONCLUSIONS
Here we have described a novel background-foreground non-parametric based moving object detection strategy in a GPGPU by using CUDA.
Obtained results have demonstrated that the proposed strategy is able to provide high-quality real-time results in a large variety of multimodal and complex scenarios and, therefore, it is suitable for AR tools required by the last generation of consumer electronic devices endowed with integrated smart cameras.
