In this paper we compute the main ingredients necessary to construct the Hamiltonian part of the propagator for the third quantized theory stemming arising from the quantum constraints of general relativity in the Chang-Soo variables. This necessitates the use of momentum space methods on the infinite dimensional functional space of the configuration variables. It is found that a naive inversion of all nine degrees of freedom in the momentum space conjugate to the ChangSoo variables produces a divergent result. As a necessary condition for a finite state of quantum gravity in the full theory, a contraint is imposed which separates the unphysical from the physical degrees of freedom, making the result convergent leading to the possibility of a finite state. It is envisioned that the requirement to produce convergent functional Green's functions is relevant to the issue of reality conditions in quantum gravity.
Introduction
The purpose of this paper is to construct the ingredients necessary to determine the Hamiltonian part of the propagator for the quantum constraints in the Chang-Soo variables X ae . By application of the semiclassical-quantum correspondence, we have provided the interpretation of the quantum constraints of gravity as classical equations of motion for a third-quantized theory of the field ǫ ae = ǫ ae [X bf (x)] known as the CDJ deviation matrix. The field ǫ ae , which has the interpretation of the self-dual part of the Weyl tensor which as well encodes deviations from DeSitter spacetime, is defined on a manifold X bf ∈ Γ on the functional space of fields at each point x in 3-space Σ. The field X bf has already been second-quantized as in [1] . Therefore, in conjuction with solving the equations resulting from the constraints of quantum gravity, ǫ ae can be interpreted as the field for a third-quantized theory with the basic variables of the second quantized theory, the ChangSoo variables X ae or the Ashtekar variables A a i as appropriate, appearing as labels. One of the requirements of a usual quantum field theory is to identify the kinetic operator of the theory so that the propagator and Green's functions can be determined. The bare propagator can be defined by 0 ǫ ae [ X, x] λ bf [ X ′ , x ′ ] 0 = δ 2 S δǫ ae δλ bf −1 .
(
Equation (1) is the generalization of the two-point correlation function for a second-quantized field on spacetime M theory to a third-quantized theory on the space of functions Γ, where S is the action for the theory. This presumes the existence of a vacuum state 0 on which the fields ǫ ae act to produce a third-quantized particle having a given configuration on the functional space of fields at a given point x. The pure Kodama state Ψ Kod has the physical interpretation of this vacuum state, since it was about Ψ Kod that the expansion of the constraints was carried out order to put them into a form allowing the extraction of a kinetic operator [1] . The kinetic operator can take on a variatey of forms depending on whether one adopts the dimensionally extended ot the dimensionally reduced form of the constraints. In the present paper we adopt as a starting point the full-blown constraints on the nine dimensional space of CDJ deviation matrix elements, not including the mixed partials condition. From this form of the constraints can be extracted a kinetic operator consisting of nine by nine matrix with operator-valued entries given by 
To solve the constraints at the linearized level it is necessary to invert this nine by nine matrix. A physically intuitive way to carry out the inversion is to partition the nine by nine matrix into block three by three matrices, given by
where the blocks denote their corresponding constraints. The Green's function then is given by (O −1 ) mngh . The kinetic operator O abcd consists of three main parts. There is a part corresponding to diffeomorphisms, which govern the short distance interaction of two sources of spatial momentum. This part is in a sense trivial in the nine-dimensional version of the constraints, since the diffeomorphism constraint does not involve derivatives of the field ǫ ae . There is a part corresponding to the Gauss' law constraint, treated in [3] .
For this constraint there exists a certain basis (irreducible representation of SU (2) − in which the propagation is confined to within a three dimensional subspace over the space of spatial positions Σ. This is an instantaneous interaction which involves the propagation of ǫ ae between configurations separated in Σ, since the Gauss' law constraint involves spatial derivatives. 1 Finally, there is a part corresponding to the Hamiltonian constraint. This part involves functional differentiation in the space of fields Γ. 2
Propagator at the linearized level of the quantum constraints
As a practical method to compute the inverse of the original nine by nine matrix we first 'normalize' it by multiplying through by the inverse of the block three by three matrix forming the diagonal, given by
which requires that each block matrix must be invertible. Though the choice of normalization or decomposition of the kinetic operator is not unique, the significance of the matrix D cd ab is that it forms a reducible representation of the matter sources, whereas the original matrix O cd ab is irreducible. Next we 1 Actually, shifted spatial derivatives, since it uses the configuration space 'labels' Cae = A a i B i e , the product of the Ashtekar connection and its magnetic field, as a connection. 2 We adopt the interpretation that the kinematic subspace of the inverted part of the kinetic operator encodes nonphysical transformations such as gauge transformations, and that the subspace correlating to the inverted part of the Hamiltonian counterpart encodes physical dynamics.
compose the inverted diagonal elements with the off-diagonal ones, since it may be more convenient to compute the inverse of a set of three by three rather that a nine by nine matrix. The composed matrix is given by
where I (3) denotes the unit three by three matrix and a, b, c and d correspond to three by three operator matrices. To find the inverse one may take advantage of the following decomposition
which can be written in the following form
where (U † ) ef cd is the adjoint to the matrix U we wish to invert. This can be straightforwardly computed from the operators themselves, and turns out to produce a result close to a diagonal matrix except for the remainder operator matrix ρ cd ab , which contains an off-diagonal commutator term. To find the inverse of the nine by nine operator matrix O ab cd it remains to find the inverses of the constituent block 3 by 3 matrices.
Hence, to solve the quantum constraints of general relativity in Ashtekar variables in the full theory at the linearized level via the chosen decomposition, one must first be able to invert (3), which requires that one must first be able to invert the three by three matrices G 2 and H 3 . The inversion then proceeds as follows.
The solution then is given by
The propagator can then be written in compact form
Each part of this can be straightforwardly computed. The diagonal matrices Υ and D must be treated separately.
3 Transformation of the propagator into the irreducible basis
Let us now transform the constraints into an irreducible basis under internal SO(3) rotations. We will choose a basis consisting of diagonal (anisotropy), off-diagonal symmetric (shear), and antisymmetric (rotation) components. The CDJ deviation elements and their conjugate variables, prior to implementation of the contraints, are given in the Chang-Soo variables by
where the basis vectors are given, for the anisotropy components, by The commutation relations read
Equation (7) can be separated into its orthogonal subspaces starting with the rotation elements, by
for the shear elements, given by
and for the anisotropy elements by
Equations (8), (9), (10) in conjunction with (7) imply the following completeness relation amongst the basis vectors
Upon solution to the constraints, the momenta will be expressed entirely in terms of the configuration space variables [2] and the commutation relations of the second-quantized theory are no longer applicable.
Linearized part of the constraints in the irreducible basis
Transformation into the basis of as irreducible representation of the rotation group simplifies the form of the kinetic operator of the third-quantized theory. The bare kinetic operator is given by,
where we have made use of the definition of the Gauss' law 'connection' C ae = A a i B i e as in [3] , as well as the identifications
Similarly the latter system can be solved on the original nine dimensional configuration space as in the previous basis, by separating into block 3 by 3 operator matrices
The solution to this system can then be found by the decomposition
An advantage of the irreducible basis is that it is necessary only to invert at most four three by three matrices in order to determine the inverse of the original nine by nine matrix, in order to find the Green's function of the theory. At the most limiting stages in the process, this requires inversion only of the operators G 2 , which and H 3 in the rightmost factor of the decomposition. This leaves remaining the computation of
The first factor is given by [3] (
which can be written as a matrix of covariant derivative operators with respect to a redefined basis of vector fields and a redefined connection. Hence, all that remains in order to invert the bare kinetic operator is to compute (H 3 ) −1 , which we devote the remainder of the paper to. Nevertheless, taking into consideration the full set of constraints as a dimensionally extended 9+N system, including the mixed partials condition, one would need to solve the system
The solution at the linearized level can be written in the form
where we have defined
as a kind of self-energy correction to the bare propagator due to the existence of matter fields. We focus in the present paper upon determining the bare part of the Green's function, relegating the model-specific 'dressed' contributions to separate works.
Components of the functional divergence and functional Laplacian operator in CDJ variables
We will now compute the ingredients necessary to invert the Hamiltonian part of the kinetic operator. One advantage of the Chang-Soo variables X ae over the Ashtekar variables A a i is that the partial derivatives with respect to the former commute, whereas in the latter ther exist additional terms in the constraint operators due to the presence of the magnetic field B i a . This is a natural consequence of a flat metric on the configuration space of the Chang-Soo variables [4] , [5] . 3 We use the following shorthand notation for derivatives with respect to the configuration space variables
We will need to make use of the functional divergence and the functional Laplacian operators in the Chang-Soo variables derived in [1] . The quadratic functional divergence operator ∂ aebf , is given by
It is intuitive to write the quadratic functional divergence in terms of its action on quadratic CDJ matrix elements.
The linear functional divergence operator ∇ ae is the trace of the quadratic functional divergence operator on the first two or last two indices, and is given by
The individual components are given by
3 Hence the operators expressed in the Chang-Soo variables more closely resemble minisuperspace, yet still represent the full superspace theory.
We must now compute the components of the functional Laplacian ∆ ae . The advantage of the CDJ variables can be seen from the simplicity of these terms. The general expression is given by
We will compute a few terms and note that the remaining terms can be obtained by cyclic permutation of indices. There are essentially two types of terms, namely of the form ∆ 21 and ∆ 11 , with all cyclic permutations of the indices. Starting with ∆ 21 ,
Likewise, one has that It will be convenient to use the following shorthand notation for these operators
Observe that (25) closely resembles minisuperspace, but is in actuality corresponds to the full theory in CDJ variables. The only aspect of the full theory that distinguishes itself from minisuperspace in these variables are the components of the Gauss' law operators, which involve differentiation with respect to position. Hence, it is envisioned that there is no essential difference, with respect to the equations stemming from the quantum Hamiltonian constraint, between the treatment of the full theory and minisuperspace when computing the bare propagator.
Inversion of the bare kinetic operator H 3
It is necessary only to directly invert the kinetic operator H 3 corresponding to the diagonal Chang-Soo variables X ae in order to compute the functional Green's function for O cd ab . Observe that the functional differential operators in these variables commute amongst each other. Therefore finding the inverse is no more difficult than inverting a three by three matrix of c-numbers. We need a matrix M ∼ M ae such that M H 3 is diagonal.
where we have made the identifications ∆ 11 = ∆ 1 , ∆ 22 = ∆ 2 and ∆ 33 = ∆ 3 for the functional Laplacian operators, and ∇ 11 = ∇ 1 , ∇ 22 = ∇ 2 and ∇ 33 = ∇ 3 for the functional divergence operators. The matrix M ae is simply the adjoint matrix, with components given by
The operator D can be written in the following form
It will be convenient, when computing the functional propagator, to go into momentum space. Hence we make the following identifications
The momentum space version of the matrix M is µ ae , given by
Since the Green's function for a problem is not unique, there must be a physical criterion for choosing one Green's function over another. The criterion we adopt is that the generalized Kodama state Ψ GKod must be finite, taking into account the full dressed Green's function. We must ultimately find 
from which the functional Green's function can be found via
We will make repeated use of the Cauchy integral formula in complex variables theory, which states that for an analytic function f (z) of a complex variable z
In our application of (32) we shall regard the variable z as within a functional manifold, Γ corresponding to a particular component of the Chang-Soo variables at a fixed point in three space Σ. Hence we are applying the formula to field theory. Additionally, we will make use of the version of (32) obtained by repeated differentiation of both sides, as in
On a final note prior to proceeding, let us note that the momentum space treatment of the propagators might have some relevance to the reality conditions on Chang-Soo variables, since integration contours must occur along the real axis prior to being deformed onto the infinite semicircle in the complex plane as necessary to ensure convergence of the required integrals.
Naive inversion of D
Since kinetic operator D does not contain any dependence upon the combination p 1 + p 2 + p 3 , then the functional Green's function must propagate configurations of the source which preserve the conjugate variable X = X 1 + X 2 + X 3 , since integration over the momentum space counterpart will produce a delta function. The physical interpretation of the variable X, as noted in [4] , [5] , is given by
which is the Chern-Simons functional. The Chern-Simons functional is the three dimensional boundary term corresponding to the four dimensional topological invariant trF ∧ F , which is the instanton number of the Ashtekar connection whose integral over all space produces an integer labeling the topological sector. Hence, the functional Green's function for H 3 propagates functional configurations which preserve the topological sector of the source. The functional Green's function can then be written as a product
where X ae is the traceless part of X ae . The only question left is what configurations of the remaining variables X ae are propagated and whether or not they make a finite contribution to the full functional Green's function. Making the definitions
We would like to compute
where we have made the definitions
We will first show that the naive integral over all degrees of freedom blows up. To do this we invoke the the Schwinger representation of the propagator,
as in usual field theories. Upon substitution of the Schwinger representation, we then interchange the order of integration over t and the momentum variables in (37), which assumes that the integral is convergent. 5 We now carry out the momentum space integrals, making use of the Cauchy integral formula where applicable. 6 The integral can be written in the form
This can be seen from the following manipulations, for example doing the α 1 , α 2 integrals, taken along the real axis
The first integral in (78) produces a delta function which is implemented upon evaluation of the second integral. So far the Green's function is symmetric in the off-diagonal elements. We must decide upon a sequence of integration over the diagonal components p and q, given the integral
It turns out that the integral (79) results in the follwoing expression which is badly divergent (See appendix A for the steps of the derivation.)
where C lmn (X ae ) is a function of the configuration space Chang-Soo variables. The explicit form of this function is not important except for the feature that it mixes the traceless diagonal Chang-Soo variables with the off-diagonal variables. The mathematical expression for this function can be found in appendix A. Since the integers l, m and n each range from 0 to ∞, the integral over t in (101) produces an infinite number of divergent terms which would make the functional Green's function divergent. Hence we see that naive integration over all configurations of the conjugate momenta to the traceless variables X ae produces a divergent bare Green's function, which is extremely unlikely to result in a finite generalized Kodama state Ψ GKod in the full nonlinear theory. Note that any attempt to regularize the integral is fruitless unless one implements a prescription for extending the lower limit to −∞. In this case, if one correspondingly extends the variable t into the complex plane 7 The the Green's function becomes rapidly convergent and vanishes. This would result, upon iteration to all orders by the error vector, in Ψ GKod = Ψ Kod , which is a the trivial solution to the constraints. Therefore, we conclude that in order to have the chance of a nontrivial finite state in the full theory, some degrees of freedom in the Chang-Soo variables must be somehow restricted. The only question that remains is whether there exists a sound physical basis, other than the requirement of finite states of quantum gravity, which can be invoked to impose the required restrictions. The claim is that the answer is yes.
Restriction of the degrees of freedom
We have seen that the naive integration over all momentum space degrees of freedom preserves topological sectors by propagating only configurations which keep the trace X fixed. However, it produces a divergent result with respect to the remaining degrees of freedom of the remaining Chang-Soo variables. In order to have finite generalized Kodama states we require that the full Green's function must as a necessary condition be finite. It is not necessarily so much physically unappealing the divergence of the total Green's function, 8 but rather that the propagation of degrees of freedom are not separable. It appeals to the intuition to associate the off-diagonal Chang-Soo variables with unphysical degrees of freedom, since they correlate to the kinematic constraints, and to associate the diagonal variables, which correlate to the degrees of freedom exhibiting the dynamics of the quantum Hamiltonian coinstraint, with physical degrees of freedom. It would be a fortuitous happenstance for the functional Green's function corresponding to H 3 propagate the physical degrees of freedom independently of the unphysical ones, just in the same way that it propagates the trace independently of all degrees of freedom. However, the expression for C lmn (X ae ) based upon the naive inversion of D fails to accomplish this. An examination of the expression for D reveals a way around this quandary. Note that in the case α = β = γ, the obstruction to cancellation of singular elements between D and µ ae disappear, still maintaining the preservation of topological sectors. The total Green's function factorizes into a product of Green's functions for the diagonal and the off-diagonal variables Chang-Soo, whereas in the more general naive case there is interaction between these degrees of freedom. So we would have the following situation
In (45) K is the Green's function of the off-diagonal elements, and the diagonal variables separate into produce a propagator matrix, given in momentum space by
We would like to determine the configuration space Green's functions for this propagator
wheret ae is a matrix of differential operators and D constitutes a particular of the denominators of (46). We will see that the Green's function depends upon the sequence of integration over momentum space and falls into one of two distinct categories. Let us take for example the Green's function element corresponding to u 11 . It is clear that this is symmetric in the variables p 2 and p 3 and that the variable p 1 is special. Let us define the symmetric integration sequence as (K 11 ) II in which the integration is carried out first over dp 2 and dp 3 , and last over dp 1 . Hence we have
This corresponds to the propagation of configurations which preserve the combination X 1 + X 2 + X 3 . The coordinate space representation of the functional propagator then is given by
where we have defined X = tr(X ae ). Note that the off-diagonal Chang-Soo variables are spectator variables with respect to this propagation. Let us now perform the asymmetric integration sequence, in which dp 1 is integrated first and dp 2 and dp 3 last.We have (Z 11 ) I = −(1/2πi) 3 dp 2 dp 3 e
. (49) In (49) there is a pole at p 1 = p 2 and another pole at p 1 = p 3 . We must apply the residue theorem, maintaining the chosen order of integration.
3 dp 2 dp 3 e
The any other integration sequencence fall into the I and II category, with the results for the remaining elements Z ae derivable by cyclic perumitation of indices.
(Z 11 ) I = (Z 11 ) 1→2→3 = (Z 11 ) 1→3→2 = (Z 11 ) 2→1→3 = (Z 11 ) 3→1→2 = 0. (51) 8 Propagation of the off-diagonal elements
Given the minimum restriction in the degrees of freedom necessary for the propagation of the diagonal Chang-Soo variables to occur independently of the off-diagonal ones, the main question then becomes whether the resulting restriction is sufficient to produce a finite full Green's function. Conversely, assuming that the aforementioned separation of degrees of freedom has occurred, which implies that there must have been a restriction to the subspace spanned by
will the residual Green's function in the unphysical variables still be finite? It is not enough to simply make the substitution α = β = γ. We must verify through calculation the Green's function necessary to propagate configurations of the off-diagonal Chang-Soo variables independently of the diagonal ones. The second main question of relevance is what physical principle should dictate such a constraint as (52) on the momentum space of the variables, and what is the manifestation of this in the configuration space conjugate variables. 9 Since the equality of two sets of the variables implies equality with the third, we will disregard the third delta function in (52). The question then becomes whether the quantity
where
Here we have relabeled by even and odd variables, respectively by
(54) 9 We present the case for the finiteness of quantum gravity as a compelling argument.
Integration over the even momentum space variables
We will first integrate over the even variables and then over the odd variables. Starting first with the integral over α 1 , we have 10
Moving on to the dα 2 integral,
The substitution α 2 = α 3 (β 3 /β 2 ) has been implemented by the delta function. Here we see why the third delta function in (53) is unecessary. It simply would contribute a numerical factor of δ(0). Continuing on, the dα 2 integral implements the substitution α 2 = α 3
by delta function, yielding
Moving on to the dα 3 integral, we have
Hence, if (V 1 , V 2 , V 3 ) correspond to the even variables, then their Green's function at the current level is symmetric in the arguments. 11
Integration over the odd momentum space variables
We now need to evaluate the triple momentum space integral
Let us illustrate first the integration over β 3 . This is given by 1 2πi
Substitution of (60) into (59) collapses the integral to
There is an infinite order pole for β 2 V 1 + β 1 V 2 = 0. We will perform a Laurent expansion followed by application of the residue theorem.
(1/2πi)
Starting with the integral in brackets over dβ 2 , we have
Application of the residue theorem leads to
Substituting (64) back into (62) while interchanging the order of summation and integration we have, after cancellation of the the n! due to the derivatives of β 1 with the n! due to application of the Cauchy integral formula,
where we have defined C nk by
So we see that the functional Green's function Appears rapidly convergent due to the factorials in the denominator.
Physical interpretation
The derivatives of the delta function in (65) have the following interpretation, by analogy to the covariant propagator of massless and massive particles in four dimensional psacetime. The result of [6] the propagator in n dimensions can be though of in terms of derivatives of the propagator for zero dimensions, which is the Dirac delta function. The following results were derived for the massless and massive propagators in d dimensional spacetime
where a = (d − 1)/2 and s 2 = t 2 − r 2 . The propagator in n dimensions can be derived by taking the n th derivative of the one-dimensional propagator.
For usual field theories, the photon propagator has support only on the light cone. The result of (65) can be seen in terms of a 'massless' photon in the following sense. The light cone structure is propagated in the zeroth dimension, zeroth with respect to the functional space of fields. The following light cone structure W 1 V 1 − W 2 V 2 = 0, which in terms of the basic variables is given by
Equation (68) derfines a three dimensional manifold of the Chang-Soo variables. Hence the analogue of the mass shell condition is that a certain combination of a pair of symmetric and antisymmetric parts of the variable X ae forms a null vector with respect to a metric of signature (2, 2) . This configuration must be propagated as a sufficient condition in order to ensure Green's functions which do not blow up. The higher derivatives of this quantity signify the higher dimensional counterparts with respect to the field space of these configurations. Between an arbitrary initial point and an arbitraty final point, the relationship can be written in the form
Hence, a sufficient condition to guarantee finite Green's functions is to restrict oneself to configurations of the form
So, in general, of the nine Chang-Soo variables, eight can be arbitrarily chosen and the ninth is determined by a specific combination of three of them constrained to the lightcone. So the compromise of obtaining a finite Green's function in the off-diagonal variables, with the corresponding separation from the diagonal variables, is a reduction in merely one degree of freedom.
Discussion
The main result of this paper has been to provide a prescription for inverting the kinetic operator derived from the quantum constraints of general relativity in the Chang-Soo variables. The invertibility of this operator is a necessary step in the construction of finite states of quantum gravity as introduced in [2] . We have devoted our main focus in the present work to addressing the invertibility within the dynamical subspace of the constraints. When the interpretation was adopted in terms of a third-quantized theory, the possibility to perform the inversion by momentum space methods presented itself, in direct analogy to finding the Feynman propagator for a second quantized theory, except with respect to propagation in field configurations as opposed to position space. The latter mode of propagation is governed within the kinematic subspace of the constraints, treated elsewhere. The dynamical functional bare Green's function propagates configurations preserving the topological sector of theChang-Soo variables, namely the trace. It was found that the navie integration over all momentum space variables produces a badly divergent result. This necessitated a condition that the dynamic momentum space modes propagate independently of the kinematic modes in order to yield a convergent result. The manifestation in configuration space is a single constraint restricting a particular combination of Chang-Soo variables to be null vectors with respect to a (2,2) signature. The present work, in conjunction with separate works, puts in place the major ingredients necessary to begin the construction of generalized Kodama states for the full theory.
10 Appendix: Derivation of the divergence of the naive Green's function 11 Naive inversion of D Since kinetic operator D does not contain any dependence upon the combination p 1 + p 2 + p 3 , then the Green's function is guaranteed to propagate configurations of the source which preserve the conjugate variable X = X 1 + X 2 + X 3 . The physical interpretation of the variable X, as noted in [4] , [5] , is given by
where X ae is the traceless part of X ae . The only question left is what configurations of the remaining variables X ae are propagated and whether or not they make a finite contribution to the functional Green's function. Making the definitions
Starting from the Schwinger representation of the functional propagator (39, we will show that the naive integration over all degrees of freedom of the Chang-Soo variables blows up.
as in usual field theories. Upon substitution of the Schwinger representation, we then interchange the order of integration over t and the momentum variables, which assumes that the integral is convergent. 12 We now carry out the momentum space integrals, making use of the Cauchy integral formula where applicable. The integral can be written in the form
The first integral in (78) produces a delta function which is implemented upon evaluation of the second integral. So far the Green's function is symmetric in the off-diagonal elements. We must decide upon a sequence of integration over the diagonal components p and q, given the integral 
We see that there is a pole of infinite order at q = 0 and at q = −p. We will perform a Laurent expansion followed by application of the Cauchy residue theorem with respect to these poles. Starting with q, we make the identification q ∼ −i∂/∂z and thus write the integral on the right hand side of (82) 
Note that the function F is always polynomial at any given order. We then have the following result for the integration over all momentum space variables. dp p e ipy e 
where we have defined the following function of the configuration space variables 14 C lmn (X ae ) = 1 l!m!n! C lmn (y, z) + C lnm (y − z, z) (u 1 u 2 ) l (v 1 v 2 ) m (w 1 w 2 ) n (102) 13 We relegate a more in-depth analysis of the convergence property to separate works. 14 As a reminder, note that (y, z) are the diagonal Chang-Soo variables excluding the trace, which has a separate Green's function, and (u1, u2, v1, v2, w1, w2) are the off-diagonal Chang-Soo variables ∂ ∂X [a] .
Since the result is symmetric in the indices ae, the contraction with the epsilon tensor vanishes. Since the off-diagonal symmetric parts X (ae) are zero, they do not contribute to ∆ (ae) and there is no contribution from the antisymmetric part ∆ [ae] , then the only contribution to the functional Laplacian in CDJ variables comes from the diagonal part.
