With the cellular networks becoming increasingly agile, a major challenge lies in how to support diverse services for mobile users (MUs) over a common physical network infrastructure. Network slicing is a promising solution to tailor the network to match such service requests. This paper considers a system with radio access network (RAN)-only slicing, where the physical infrastructure is split into slices providing computation and communication functionalities. A limited number of channels are auctioned across scheduling slots to MUs of multiple service providers (SPs) (i.e., the tenants). Each SP behaves selfishly to maximize the expected long-term payoff from the competition with other SPs for the orchestration of channels, which provides its MUs with the opportunities to access the computation and communication slices. This problem is modelled as a stochastic game, in which the decision makings of a SP depend on the global network dynamics as well as the joint control policy of all SPs. To approximate the Nash equilibrium solutions, we first construct an abstract stochastic game with the local conjectures of channel auction among the SPs. We then linearly decompose the per-SP Markov decision process to simplify the decision makings at a SP and derive an online scheme based on deep reinforcement learning to approach the optimal abstract control Manuscript policies. Numerical experiments show significant performance gains from our scheme. Index Terms-Network slicing, radio access networks, mobileedge computing, packet scheduling, Markov decision process, deep reinforcement learning. 0733-8716 he has been with the VTT Technical Research Centre of Finland, Oulu, Finland, where he is currently a Senior Scientist. His research interests cover various aspects of wireless communications and networking, with emphasis on human-level and artificial intelligence for resource awareness in next-generation communication networks. He is serving and served as a Track Co-Chair and a TPC member for a number of IEEE ComSoc flagship conferences. He is a Vice Chair of IEEE Special Interest Group on Big Data with Computational Intelligence, the members of which come from over 15 countries worldwide. Zhifeng Zhao (M'06) received the Ph.D. degree in communication and information system from the
I. INTRODUCTION
W ITH the proliferation of smart mobile devices, a multitude of emerging broadband applications are driving up the demands of wireless mobile services [1] . To keep up with the demands, new cellular network infrastructures, such as small cells, are being constantly deployed [2] . An advanced dense network infrastructure can reach much higher network capacity due to a shorter transmission range and a smaller number of mobile users (MUs) per cell site. However, the coordinated control plane decisions in a dense radio access network (RAN) make it expensive to deploy and extremely complex to manage. Meanwhile, the computation-intensive applications, e.g., augmented reality and online gaming, are gaining increasing popularity in recent years [3] , [4] . In general, the MU-end terminal devices are constrained by battery capacity and processing speed of the central processing unit (CPU). The tension between computation-intensive applications and resource-constrained terminal devices calls for a revolution in computing infrastructure [5] . Mobile-edge computing (MEC), which brings the computing capabilities within the RANs in close proximity to MUs, is envisioned as a promising solution [4] , [6] , [7] . Offloading a computation task to a MEC server for execution involves wireless transmissions. Hence how to orchestrate wireless radio resources between MEC and traditional mobile services requires a careful design and adds another dimension of complexity to the network management [8] , [9] . By abstracting all physical base stations (BSs) in a geographical area as a logical big BS, the software-defined networking (SDN) concept provides infrastructure flexibility as well as service-oriented customization [10] , [11] , and hence simplifies the management of a dense RAN [12] - [14] . In a software-defined RAN, the SDN-orchestrator handles all control plane decisions.
Another key benefit from software-defined RAN is to facilitate network sharing [15] . Network sharing has been studied by 3rd Generation Partnership Project (3GPP) Technical Specification Group (TSG) Service and System Aspects (SA) 1 -Services in [16] . Based on such a study, the sharing paradigm introduced by 3GPP TSG SA 5 -Telecom Management considers that an infrastructure provider (InP), which is referred to as a master operator, is responsible for the configuration of a shared physical network [17] . As such, the same network infrastructure is able to host, on a RAN-as-a-service basis, multiple service providers (SPs), which is also known as multiple tenants [18] . This breaks the traditional business model regarding the single ownership of a network infrastructure [19] and creates new business scenarios [16] . For example, an over-the-top (OTT) application provider (e.g., Netflix and Google [20] ) can become a SP so as to lease wireless radio resources from the InP to improve the Quality-of-Service (QoS) and the Quality-of-Experience (QoE) for its subscribed MUs. In addition, a SP can also be a cellular network operator based on a long-term contractual agreement with the InP [17] . Building upon the 3GPP TSG SA 5 network sharing paradigm [17] , a software-defined RAN architecture and its integration with network function virtualization enable RAN-only slicing that splits the physical RAN infrastructure into multiple virtual slices [21] , [22] . The RAN slices can be customized for diverse service requests with various QoS and QoE requirements. Under the context, we are concerned in this paper with a softwaredefined RAN where the RAN slices are specifically tailored to accommodate both computation and communication functionalities [23] .
From an economic viewpoint, the relationship among InP, SPs and MUs under the service-oriented RAN-only slicing fits well the business-to-business-to-consumer business model [25] . In this model, the InP takes the role as a wholesale provider, which provides the brokers with the wireless connections to the RAN slices. The SPs (i.e., the brokers) play as the middlemen between the InP and the MUs (i.e., the consumers). From a technical point of view, the challenges yet remain for the deployment of RAN-only slicing. Particularly, the mechanisms that efficiently exploit the decoupling of control plane and data plane under a software-defined architecture must be developed to achieve optimized radio resource utilization across logically independent RAN slices. For the considered software-defined RAN in this paper, the SDN-orchestrator manages a limited number of channels. Multiple SPs compete to orchestrate channel access opportunities for their subscribed MUs, which request emerging MEC and traditional mobile services in accordance with the network dynamics. Network dynamics originate from the mobilities as well as the random computation task and data packet arrivals of MUs. Upon receiving the auction bids from all SPs, the SDN-orchestrator allocates channels to MUs through a Vickrey-Clarke-Groves (VCG) pricing mechanism 1 [26] . Each MU then proceeds to offload computation tasks and schedule data packets over the assigned channel with the objective of optimizing the expected long-term performance. The main technical contributions from this paper are listed.
• We formulate the multi-tenant cross-slice radio resource orchestration problem as a non-cooperative stochastic game under the multi-agent Markov decision process (MDP), in which each SP interacts with other competing SPs in the network and aims to selfishly maximize its own expected long-term payoff. • Without any information exchange among the SPs, we transform the stochastic game into an abstract stochastic game with a bounded performance regret. • We further put forward a linear decomposition approach to solve the per-SP MDP, leading to simplified decision makings. The decomposition approach allows a MU of each SP to locally compute the state-value functions. • To deal with the huge local state space faced by a MU, we leverage a deep reinforcement learning (DRL) algorithm [27] to learn the optimal computation offloading and packet scheduling policies without a priori statistical knowledge of the network dynamics. • Numerical experiments using TensorFlow [28] are carried out to verify the theoretical studies in this paper, showing that our proposed scheme outperforms three state-of-theart baseline schemes. The remainder of this paper is organized as follows. In the next section, we briefly review the related works in the literature. In Section III, we describe the considered system model and the assumptions used throughout this paper. In Section IV, we formulate the problem of competitive multitenant cross-slice resource orchestration as a stochastic game and discuss the general best-response solution. In Section V, we propose to approximate the stochastic game by an abstract stochastic game and derive an online learning scheme to approach the optimal decision makings. In Section VI, we provide numerical experiments under various settings to compare the performance from our scheme with other state-of-the-art baselines. Finally, we draw the conclusions in Section VII. For convenience, Table I summarizes the major notations of this paper.
II. RELATED WORKS
Network slicing has been introduced as one of the key features of the International Mobile Telecommunication (IMT)-2020 network [24] . Basically, we have three types of network slicing implementation as in previous work [25] In this paper, we consider RAN-only slicing since the interplay among the InP, the competing SPs and the MUs exists on the RAN part of the whole network and the SDN-orchestrator makes all control plane decisions. There exist a number of research efforts on resource allocation for network slicing. Game theory has been useful as an analytical framework for assessing the multi-tenant resource allocation performance in network slicing [29] , [30] . In [31] , Datsika et al. introduced a matching theoretic flow prioritization algorithm that respects network neutrality for the network resource scheduling problem, in which the OTT service providers interact with the InP. In [32] , Xiao et al. formulated a network slicing game based on the overlapping coalition formation game to investigate the potential cooperation among the cellular network operators. In [33] , Caballero et al. analyzed a "share-constrained proportional allocation" mechanism for resource sharing to realize network slicing, which falls into a network slicing game framework. In [34] , D'Oro et al. designed a near-optimal low-complexity distributed algorithm to settle down the problem of RAN slicing, which was modelled as a congestion game. In [35] , Sun et al. established a Stackelberg game to describe the interplay among the global radio resource manage, the local radio resource managers and the MUs in fog RAN slicing. All above works fail to adequately characterize the long-term resource allocation performance.
To achieve long-term performance optimization, the resource allocation in network slicing should account for the network dynamics. In [36] , Xiao et al. studied dynamic network slicing for a fog computing system under randomly fluctuating energy harvesting and workload arrival processes and proposed a Bayesian learning approach to achieve the optimal resource slicing structure among the fog nodes. The approach in this work relies on the statistics of network dynamics. To alleviate the requirement of a priori statistical knowledge of network dynamics, Fu and Kozat developed an online reinforcement learning algorithm to solve the optimal policy for the stochastic game which models the non-cooperative behaviours of SPs during the competition for transmission rate allocation [37] . However, these efforts concentrate on the traditional mobile services and are constrained by only either infrastructure slicing or spectrum resource slicing [32] . On the other hand, network slicing assisted by intelligent learning enables adaptability and robustness to a dynamic networking environment [38] . Machine learning techniques are currently being actively discussed by several standards development organizations and industrial forums, for example, International Telecommunication Union-"Focus Group on Machine Learning for Future Networks including 5G" [39] , European Telecommunications Standards Institute-Industrial Specification Group "Experiential Networked Intelligence (ENI)" [40] , International Organization for Standardization-"Artificial Intelligence" [41] and TeleManagement Forum-Catalyst Project "Artificial Intelligence makes Smart BPM Smarter" [42] .
III. SYSTEM DESCRIPTIONS AND ASSUMPTIONS
As being illustrated in Fig. 1 , this paper considers a system with RAN-only slicing. The physical network infrastructure is split into virtual computation and communication slices tailored to heterogeneous mobile service requests, which can be basically categorized as the emerging MEC and the traditional mobile services. The shared RAN, which consists of a set B of physical BSs, covers a service region with a set L of Fig. 1 . Architecture of the radio access network-only slicing (BS: base station; SDN: software-defined networking.). A physical network infrastructure managed by an infrastructure provider is split into virtual slices with functionalities particularly designed for serving computation and communication requirements. Multiple service providers (SPs), which is also known as the tenants, provide both emerging mobile-edge computing (MEC) and traditional mobile services. The mobile users (MUs) of SPs, which are shown in the different colors, move across the service region. Over the time horizon, the SDN-orchestrator allocates the limited wireless radio resource to MUs for the access to two network slices based on the bids that are submitted by their respective subscribing SPs. locations (or small areas) with each being characterized by uniform signal propagation conditions [43] , [44] . We choose L b to designate the set of locations covered by a BS b ∈ B. 
Different SPs provide different mobile services, and each MU can subscribe to only one SP i ∈ I = {1, . . . , I}. Let N i be the set of MUs of SP i, then N = ∪ i∈I N i denotes the set of all MUs across the whole network.
A. Inter-Tenant Channel Auction
We consider a system with a set J = {1, . . . , J} of nonoverlapping orthogonal channels with the same bandwidth η (in Hz). The whole system operates across discrete scheduling slots, each of which is indexed by an integer k ∈ N + and is assumed to be of equal time duration δ (in seconds). Over the time horizon, the MUs move in the service region L following a Markov mobility model. Such a mobility model is widely used in the literature [45] , [46] . Let N k b,i be the set of MUs appearing in the coverage of a BS b ∈ B at a scheduling slot k ∈ N + that are subscribed to SP i ∈ I, then N i = ∪ b∈B N k b,i , ∀k ∈ N + . We assume that during a scheduling slot, a MU at a location can only be associated with the BS that covers the location. The SPs compete for the limited number of channels in order to provide their MUs the access to the virtual computation and communication slices. Specifically, at the beginning of each scheduling slot k, each SP i submits to the SDN-orchestrator a bid given byβ
being the number of potentially needed channels within the coverage of a BS b and ν k i is the true value over C k i . Upon receiving the auction bidsβ k = (β k i : i ∈ I) from all SPs, the SDN-orchestrator proceeds to allocate the channels to MUs and computes the payment τ k i for each SP i. Let ρ k n = (ρ k n,j : j ∈ J ) be the channel allocation vector for a MU n ∈ N , where
We apply the following constraints for the centralized channel allocation at the SDN-orchestrator during a single slot, ⎛
to ensure that a channel cannot be allocated to the coverage areas of two adjacent BSs in order to avoid interference in data transmissions, and in the coverage of a BS, a MU can be assigned at most one channel and a channel can be assigned to at most one MU. As we will see later in this paper, such assumptions make the decision makings from SPs only coupled during the channel auctions. We denote by φ k = (φ k i : i ∈ I) the winner determination in the channel auction at a scheduling slot k, where φ k i = 1 if SP i wins the channel auction while φ k i = 0 indicates that no channel is allocated to the MUs of SP i during the slot. The SDN-orchestrator calculates φ k through the VCG mechanism that maximizes the true value of all SPs, 2
where φ = (φ i ∈ {0, 1} : i ∈ I) and ϕ k n = j∈J ρ k n,j is a channel allocation variable that equals 1 if MU n is assigned a channel and 0, otherwise. Moreover, the payment for each SP i is calculated as
where −i denotes all the other SPs in I without the presence of SP i. The economic properties of the VCG-based channel auction at a scheduling slot k are as follows.
• Efficiency -When all SPs announce their true bids, the SDN-orchestrator allocates the channels to maximize the sum of values, resulting in efficient channel utilization. • Individual Rationality -Each SP i can expect a nonnegative payoffν k i − τ k i at any scheduling slot k. • Truthfulness -No SP can improve its payoff by bidding differently from its true value, which implies that the optimal bid at any slot k isβ
B. Computation and Communication Models
Let L k n ∈ L be the location of a MU n ∈ N during a scheduling slot k, and the average channel gain H k n = h(L k n ) experienced by MU n during the slot is determined by the physical distance between the MU and the associated BS 3 [43] , [44] . At the beginning of each scheduling slot k, each MU n independently generates a random number
} of computation tasks. We represent a computation task by (μ (t) , ϑ) with μ (t) and ϑ being, respectively, the input data size (in bits) and the number of CPU cycles required to accomplish one input bit of the computation task. This work assumes that the task arrival sequence {A k n,(t) : k ∈ N + } follows a Markov process [48] . Two options are available for each computation task: 4 1) being processed locally at the MU; and 2) being offloaded to the logical MEC gateway in the computation slice. In other words, the arriving computation tasks must be executed during the scheduling slot. 5 The computation offloading decision for MU n at a slot k specifies the number R k n,(t) of tasks to be transmitted to the MEC server. The final number of tasks to be processed by the mobile device hence is A k n,(t) − ϕ k n · R k n, (t) . Meanwhile, a data queue is maintained at each MU to buffer the packets coming from the traditional mobile service. The arriving packets get queued until transmissions and we assume that every data packet has a constant size of μ (p) (bits). Let W k n and A k n,(p) be, respectively, the queue length and the random new packet arrivals for MU n at the beginning of slot k. The packet arrival process is assumed to be independent among the MUs and identical and independently distributed across the scheduling slots. Let R k n,(p) be the number of data packets that are to be removed from the queue of MU n at slot k. Then the number of packets that are eventually transmitted via the communication slice is ϕ k n · R k n,(p) , and the queue evolution of MU n can be written in the form of
3 It's straightforward that given the mobility model, the average overhead of a MU incurred during inter-BS handovers is fixed. 4 The kind of computation tasks that can only be processed at the mobile devices [48] does not affect the optimization goal and hence is neglected. 5 For simplicity, we assume that the CPU power at a mobile device matches the maximum computation task arrivals and a MU can hence process A
tasks within one scheduling slot.
where W (max) is the maximum buffer size that restricts
Following the discussions in [49] , the energy (in Joules) consumed by a MU n ∈ N for reliably transmitting input data of ϕ k n · R k n,(t) computation tasks and ϕ k n · R k n,(p) packets during a scheduling slot k can be calculated as
where σ 2 is the noise power spectral density. Let Ω (max) be the maximum transmit power for all MUs, namely, P k n,(tr) ≤ Ω (max) · δ, ∀n and ∀k. For the rest number A k n,(t) − ϕ k n · R k n, (t) of computation tasks that are processed at the mobile device of MU n, the CPU energy consumption is given by
where ς is the effective switched capacitance that depends on chip architecture of the mobile device [50] and is the CPUcycle frequency at a mobile device.
C. Control Policy
We denote χ k n = (L k n , A k n,(t) , W k n ) ∈ X = L × A × W as the local network state observed at a MU n ∈ N. Thus χ k = (χ k n : n ∈ N) ∈ X |N | characterizes the global state of the network, where |N | means the cardinality of the set N . Each SP i ∈ I aims to design a control policy π i = (π i,(c) , π i,(t) , π i,(p) ), where π i,(c) , π i,(t) = (π n,(t) : n ∈ N i ) and π i,(p) = (π n,(p) : n ∈ N i ) are the channel auction, the computation offloading and the packet scheduling policies, respectively. Note that the computation offloading policy π n,(t) as well as the packet scheduling policy π n,(p) are MU-specified, hence both π i,(t) and π i,(p) depend only on χ k i = (χ k n : n ∈ N i ) ∈ X i = X |Ni| . The joint control policy of all SPs is given by π = (π i : i ∈ I).
With the observation of χ k at the beginning of each scheduling slot k, SP i announces the auction bid β k i to the SDN-orchestrator for channel allocation and decides the numbers of computation tasks R k i,(t) to be offloaded and packets
We define an instantaneous payoff function for SP i ∈ I at a slot k as below,
where ϕ k i = (ϕ k n : n ∈ N i ) and α n ∈ R + can be treated herein as the unit price to charge a MU n for realizing utility U n (χ k n , ϕ k n , R k n,(t) , R k n,(p) ) from consuming power to process the arriving computation tasks and transmit the queued packets to avoid the packet overflows, which is chosen to be
where
, 0} defines the number of packet drops that occur when the queue vacancy is less than the number of arriving packets, the positive and monotonically decreasing functions U
n (·) and U (4) n (·) measure the satisfactions of the packet queuing delay, the packet drops, the CPU energy consumption and the transmit energy consumption, and n ∈ R + is a constant weighting factor that balances the importance of the energy consumption within a scheduling slot.
IV. PROBLEM STATEMENT AND GAME-THEORETIC SOLUTION
In this section, we first formulate the problem of crossslice resource orchestration among the non-cooperative SPs (i.e., the competitive channel auction, computation offloading and packet scheduling) across the time horizon as a stochastic game and then discuss the best-response solution from a gametheoretic perspective.
A. Stochastic Game Formulation
Due to the limited radio resource and the stochastic nature in networking environment, we therefore formulate the problem of cross-slice resource orchestration among multiple noncooperative SPs over the time horizon as a stochastic game, SG, in which I SPs are the competitive players and there are a set X |N | of global network states and a collection of control policies {π i : ∀i ∈ I}. The joint control policy π induces a probability distribution over the sequence of global network states {χ k : k ∈ N + } and the sequences of perslot instantaneous payoffs
From assumptions on the mobility of a MU and the random computation task and data packet arrivals, the randomness lying in {χ k : k ∈ N + } is hence Markovian with the following state transition probability
where P(·) denotes the probability of an event, ϕ = (ϕ i : i ∈ I) is the global channel allocation by the SDN-orchestrator, while π (c) = (π i,(c) : i ∈ I), π (t) = (π i,(t) : i ∈ I) and π (p) = (π i,(p) : i ∈ I) are, respectively, the joint channel auction, the joint computation offloading and the joint packet scheduling policies.
Taking expectation with respect to the sequence of perslot instantaneous payoffs, the expected long-term payoff 6 of a SP i ∈ I for a given initial global network state χ 1 = χ (χ n = (L n , A n,(t) , W n ) : n ∈ N ) can be expressed as in (14) shown on the bottom of the next page, where γ ∈ [0, 1) is a discount factor and (γ) k−1 denotes the discount factor to the (k − 1)-th power. V i (χ, π) is also termed as the statevalue function of SP i in a global network state χ under a joint control policy π. The aim of each SP i is to device a best-response control policy π * i that maximizes V i (χ, π i , π −i ) for any given initial network state χ, which can be formally formulated as
A Nash equilibrium (NE) describes the rational behaviours of the SPs in a stochastic game. Definition 1: In our formulated stochastic game, SG, a NE is a tuple of control policies π * i : i ∈ I , where each π * i of a SP i is the best response to the other SPs' π * −i . For the I-player stochastic game SG with expected infinitehorizon discounted payoffs, there always exists a NE in stationary control policies [51] . Define V i (χ) = V i (χ, π * i , π * −i ) as the optimal state-value function, ∀i ∈ I and ∀χ ∈ X |N | .
Remark 1: From (14), we can easily observe that the expected long-term payoff of a SP i ∈ I depends on information of not only the global network state across time horizon but also the joint control policy π. In other words, the decision makings from all SPs are coupled in SG.
B. Best-Response Approach
Suppose that in the SG, the global network state information is known and all SPs play the NE control policies π * , the bestresponse of a SP i ∈ I under χ ∈ X |N | can then be obtained as (16) shown on the bottom of the next page, where χ i = (χ n : n ∈ N i ) and χ = (χ n = (L n , A n,(t) , W n ) : n ∈ N ) is the next global network state.
Remark 2: It is a challenging task to find the NE for the SG. In order to operate the NE, all SPs have to know the global network dynamics, which is prohibited in our non-cooperative networking environment.
V. ABSTRACT STOCHASTIC GAME REFORMULATION AND DEEP REINFORCEMENT LEARNING In this section, we elaborate on how SPs play the crossslice resource orchestration stochastic game with limited information. We reformulate an abstract stochastic game with the conjectures of the interactions among the competing SPs. By linearly decomposing the abstract state-value functions of a SP, we derive a DRL-based online learning scheme to approximate the optimal control policies.
A. Stochastic Game Abstraction via Conjectures
To capture the coupling of decision makings among the competing SPs, we abstract SG as AG [52] , [53] . In the abstract stochastic game AG, a SP i ∈ I behaves based on its own local network dynamics and abstractions of states at other competing SPs. Let S i = {1, . . . , S i } be the abstraction of state space X −i , where S i ∈ N + . The existing mechanisms for state abstraction are NP-complete [54] and require full network state information sharing among SPs. On the other hand, we note that the behavioural couplings in SG exist in the channel auction [55] and the payments of SP i depend on X −i . We allow each SP i in AG to construct S i by classifying the value region [0, Γ i ] 7 of payments into S i intervals, namely,
where Γ i,Si = Γ i is the maximum payment value and we let Γ i,1 = 0 for a special case in which SP i wins the auction but pays nothing to the SDN-orchestrator. 8 With this regard, a global network state (χ i ,
from the channel auction in previous scheduling slot, wherẽ X i = X i × S i and s i ∈ S i . Hence S i can be treated as an approximation of X −i but with the size S i |X −i |. To ease the analysis in the following, we mathematically represent the conjecture by a surjective mapping function g i :
Remark 3: Classifying the payment values brings the immediate benefit of a much reduced abstract state space for a SP. More importantly, the conjecture makes it possible for the prediction of expected future payment, which is needed when we specify an auction bid in the next Section V-B.
Letπ i = (π i,(c) , π i,(t) , π i,(p) ) be the abstract control policy in the abstract stochastic game AG played by a SP i ∈ I over the abstract network state spaceX i , whereπ i,(c) is the abstract channel auction policy. In the abstraction from stochastic game SG to AG for SP i, we have (17) shown on the bottom of next page, whereF i (
,π (c) = (π i,(c) : i ∈ I), and π (c) is the original joint channel auction policy in SG. Likewise, the abstract statevalue function for SP i underπ = (π i : i ∈ I) can be defined as (18) shown on the bottom of the next page, ∀χ i ∈X i , whereχ k = (χ k i = (χ k i , s k i ) : i ∈ I) with s k i being the abstract state at slot k. We will shortly see in Lemma 1 that the expected long-term payoff achieved by SP i from theπ i in AG is not far from that from the original π i in SG. Let
Lemma 1: For an original control policy π and the corresponding abstract policyπ in games SG and AG, we have,
Proof: The proof proceeds similar to [52] , [54] . Instead of playing the original joint control policy π * in the stochastic game SG, Theorem 1 shows that the NE joint abstract control policy given byπ * = (π * i : i ∈ I) in the abstract stochastic game AG leads to a bounded regret, wherẽ π * i = (π * i,(c) , π * i,(t) , π * i,(p) ) denotes the best-response abstract control policy of SP i ∈ I.
Theorem 1: For a SP i ∈ I, let π i be the original control policy corresponding to an abstract control policyπ i . The original joint control policy π * corresponding to a joint abstract control policyπ * satisfies
is the joint control policy that results from SP i unilaterally deviating from π * i to π i in the original stochastic game SG.
Proof: The proof uses a contradiction. Assume for a SP i ∈ I, there exists χ ∈ X |N | such that V i (χ, (π i , π * −i )) > V i (χ) + 2 · Υ i , where π i is the original control policy corresponding to a non-best-response abstract control policyπ i . Using the result from Lemma 1, we arrive at
which is contradicted the definition of a NE in the abstract stochastic game AG. This concludes the proof. Hereinafter, we switch our focus from the stochastic game SG to the abstract stochastic game AG. Suppose all SPs play the NE joint abstract control policyπ * in the abstract stochastic game AG. DenoteṼ i (χ i ) =Ṽ i (χ i ,π * ), ∀χ i ∈X i and ∀i ∈ I. The best-response abstract control policy of a SP i can be computed as in (20) shown on the bottom of the next page, ∀χ i ∈X i , which is based on only the local information.
Remark 4: There remain two challenges involved in solving (20) for each SP i ∈ I: 1) a priori knowledge of the abstract network state transition probability, which incorporates the statistics of MU mobilities, the computation task and packet arrivals and the conjectures of other competing SPs' local network information (i.e., the statistics of S i ), is not feasible; and 2) given a specific classification of the payment
V i (χ) = max πi(χ)
values, the size of the decision making space {π i (χ i ) :χ i ∈ X i } grows exponentially as |N i | increases.
B. Decomposition of Abstract State-Value Function
Observing that: 1) the channel auction decision as well as the computation offloading and packet scheduling decisions are made in sequence and are independent across a SP and its subscribed MUs; and 2) the per-slot instantaneous payoff function (11) of a SP is of an additive nature, we are hence motivated to decompose the per-SP MDP described by (20) into |N i | + 1 independent single-agent MDPs. More specifically, for a SP i ∈ I, the abstract state-value functionṼ i (χ i ), ∀χ i ∈X i , can be calculated as
where the per-MU expected long-term utility U n (χ n ) and the expected long-term payment U i (s i ) of SP i satisfy, respectively,
and
withπ * (c) (χ) = (π * i,(c) (χ i ) : i ∈ I), while R n,(t) and R n,(p) being the computation offloading and packet scheduling decisions under a current local network state χ n of MU n ∈ N i . It is worth to note that the winner determination and the payment calculation from the VCG auction at the SDN-orchestrator deduce the derivation of (23).
Remark 5: We highlight below two key advantages of the linear decomposition approach in (21). 1) Simplified decision makings: The linear decomposition motivates a SP i ∈ I to let the MUs locally make the computation offloading and packet scheduling decisions, which reduces the action space of size (A × W) |Ni| at SP i to |N i | local spaces of size A × W at the MUs. 2) Near optimality: The linear decomposition approach, which can be viewed as a special case of the featurebased decomposition method [56] , provides an accuracy guarantee of the approximation of the abstract statevalue function [57] . With the decomposition of the abstract state-value function as in (21), we can now specify the number of requested channels by a SP i ∈ I in the coverage of a BS b ∈ B as
and the true value of obtaining C i = (C b,i : b ∈ B) across the service region as
which together constitute the optimal bidπ * i,(c) (χ i ) = β i (ν i , C i ) of SP i under a current abstract network stateχ i ∈X i , where for a MU n ∈ N i , z n given by z n = arg max z∈{0,1}
(1 − γ) · U n χ n , z, π * n,(t) (χ n ), π * n,(p) (χ n ) + γ · χ n ∈ X P χ n |χ n , z,π * n,(t) (χ n ), π * n,(p) (χ n ) · U n (χ n ) ,
indicates the preference of obtaining one channel, and 1 {Ξ} is an indicator function that equals 1 if the condition Ξ is satisfied and 0 otherwise. We can easily find that the calculation of the optimal bid β i at SP i needs the private information of (s i , P(s |s, ι−1)) and (U n (χ n ), z n , L n ) from each subscribed MU n ∈ N i , where s ∈ S i and ι ∈ {1, 2}.
C. Learning Optimal Abstract Control Policy
In the calculation of true value as in (25) for a SP i ∈ I at the beginning of each scheduling slot k, the abstract network state transition probability P(s |s, ι − 1), which is necessary for the prediction of the value of expected future payments, is unknown. We propose that SP i maintains over the scheduling slots a three-dimensional table Applying the union bound and the weak law of large numbers [58] , (28) (which is shown on the bottom of the next page) establishes for an arbitrarily small constant ω ∈ R + , ∀s, s ∈ S i and ∀ι ∈ {1, 2}. The state-value function U i (s i ), ∀s i ∈ S i , is learned according to (29) (which is shown on the bottom of the next page) based on φ k i and τ k i from the channel auction, where ζ k ∈ [0, 1) is the learning rate. The convergence of (29) is guaranteed by [57] . Given that all SPs deploy the best-response channel auction policies, the well-known value iteration [57] can be used by the MUs to find the optimal per-MU state-value functions (22) . However, this method requires full knowledge of the local network state transition probabilities, which is challenging without a priori statistical information of MU mobility, computation task arrivals and packet arrivals.
1) Conventional Q-Learning: One attractiveness of the Q-learning is that it assumes no a priori knowledge of the local network state transition statistics. Combining (22) and (26), we define for each MU n ∈ N the optimal state action-value function Q n : X × {0, 1} × A × W → R, Q n χ n , ϕ n , R n,(t) , R n,(p)
where an action (ϕ n , R n,(t) , R n,(p) ) under a current local network state χ n consists of the channel allocation, computation offloading and packet scheduling decisions. The optimal statevalue function U n (χ n ) can be hence derived from U n (χ n ) = max ϕn,R n,(t) ,R n,(p) Q n χ n , ϕ n , R n,(t) , R n,(p) . (31) By substituting (31) into (30), we get (32) shown on the bottom of the next page, where (ϕ n , R n,(t) , R n,(p) ) is an action under χ n . Using Q-learning, the MU finds Q n (χ n , ϕ n , R n,(t) , R n,(p) ) iteratively using observations of the local network state χ n = χ k n at a current scheduling 9 To ensure that division by zero is not possible, each entry in a table Y 1 i , ∀i ∈ I, needs to be initialized, for example, to 1 as in numerical experiments. slot k, the action (ϕ n , R n,(t) , R n,(p) ) = (ϕ k n , R k n,(t) , R k n,(p) ), the achieved utility U n (χ n , ϕ n , R n,(t) , R n,(p) ) and the resulting local network state χ n = χ k+1 n at the next slot k + 1. The learning rule is given in (33) shown on the bottom of the next page, which converges to the optimal control policy if: a) the local network state transition probability is stationary; and b) all state-action pairs are visited infinitely often [59] . Condition b) can be satisfied when the probability of choosing any action in any local network state is non-zero (i.e., exploration). Meanwhile, in order to behave well, a MU has to exploit the most recently learned Q-function (i.e., exploitation). A classical way to balance exploration and exploitation is the -greedy strategy [57] .
Remark 6: The tabular nature in representing Q-function values makes the conventional Q-learning not readily applicable to high-dimensional scenarios with huge state space, where the learning process can be extremely slow. In our system, the sizes of local network state space X and action space {0, 1}× A×W are calculated as |L|·(1+A
)·(1+W (max) )
) · (1 + W (max) ), respectively. Consider a service region of 1.6 · 10 3 locations (as the network simulated in [44] and the numerical experiments in Section VI), A (max) (t) = 5 and W (max) = 10, the MU has to update totally 1.39392 · 10 7 Q-function values, which is impossible for the conventional Q-learning process to converge within a limited number of scheduling slots.
2) Deep Reinforcement Learning: The advances in neural networks [60] and the success of a deep neural network in modelling an optimal state-action Q-function [61] inspire us to resort to a double deep Q-network (DQN) to address the massive local network state space X at each MU n ∈ N i of a SP i ∈ I in our considered system [27] . That is, the Q-function in (32) can be approximated by Q n (χ n , ϕ n , R n,(t) , R n,(p) ) ≈ Q n (χ n , ϕ n , R n,(t) , R n,(p) ; θ n ), where θ n denotes a vector of parameters associated with the DQN of MU n. The implementation of such a DRL algorithm for finding the approximated Q-function of MU n is illustrated in Fig. 2 .
More specifically, each MU n ∈ N i of a SP i ∈ I is equipped with a replay memory of a finite size M to store the experience m k n given by
which is happened at the transition between two consecutive scheduling slots k and k + 1 during the process of DRL. The memory of experiences can be encapsulated as M k n = {m k−M+1 n , . . . , m k n }. Each MU n maintains a DQN as well as a target DQN, namely, Q n (χ n , ϕ n , R n,(t) , R n,(p) ; θ k n ) and Q n (χ n , ϕ n , R n,(t) , R n,(p) ; θ k n,− ), with θ k n and θ k n,− being the associated parameters at a current scheduling slot k and a certain previous scheduling slot before slot k, respectively. According to the experience replay technique [62] , at each scheduling slot k, MU n randomly samples a mini-batch O k n ⊆ M k n of size O < M from the replay memory M k n to train the DQN. The training objective is to update the parameters θ k n in the direction of minimizing the loss function given by (35) shown on the bottom of the this page, which is a mean-squared measure of the Bellman equation error at a scheduling slot k. By differentiating LOSS n (θ k n ) with respect to θ k n , we obtain the gradient as in (36) shown on the bottom of the next page. Algorithm 1 details the online training procedure of MU n.
VI. NUMERICAL EXPERIMENTS
In order to quantify the performance gain from the proposed DRL-based online learning scheme for multi-tenant cross-slice resource orchestration in a software-defined RAN, numerical experiments based on TensorFlow [28] are conducted.
A. Parameter Settings
For experimental purpose, we build up a physical RAN, which is composed of 4 BSs in a 2×2 Km 2 square area. Fig. 3 shows the layout of the RAN. The BSs are placed at equal distance apart. The entire service region is divided into 1600 locations with each representing a small area of 50×50 m 2 .
Q n χ n , ϕ n , R n,(t) , R n,(p) = (1 − γ) · U n χ n , ϕ n , R n,(t) , R n,(p)
Q k+1 n χ n , ϕ n , R n,(t) , R n,(p) = Q k n χ n , ϕ n , R n,(t) , R n,(p) + ζ k · (1 − γ)U n χ n , ϕ n , R n,(t) , R n,(p)
LOSS n θ k n = E (χ n ,(ϕn,R n,(t) ,R n,(p) ),Un(χ n ,ϕn,R n,(t) ,R n,(p) ),χ n )∈O k n (1 − γ) · U n (χ n , ϕ n , R n,(t) , R n,(p) ) + γ ·Q n χ n , arg max ϕ n ,R n,(t) ,R n,(p) Q n χ n , ϕ n ,R n,(t) , R n,(p) ; θ k n ; θ k n,− −Q n χ n ,ϕ n , R n,(t) ,R n,(p) ;θ k n 2 In other words, each BS covers 400 locations. 10 The average channel gain experienced by a MU n ∈ N in the coverage of a BS b ∈ B at location L k n ∈ L b during a scheduling slot k is given as [64] h
where H 0 = −40 dB is the path-loss constant, ξ 0 = 2 m is the reference distance and ξ k b,n is the physical distance between MU n and BS b. The state transition probability matrices for the Markov processes of mobilities and computation task arrivals of all MUs are independently and randomly generated. The packet arrivals are assumed to follow a Poisson arrival process with average rate λ (in packets/slot). U (1) n (·), U (2) n (·), U
n (·) and U (4) n (·) in (12) are chosen to be
U (4) n P k n,(tr) = exp −P k n,(tr) .
For a MU, we design a DQN with 2 hidden layers with each consisting of 16 neurons. 11 Tanh is selected as the activation [67] and Adam as the optimizer [68] . With the consideration of limited memory capacity of mobile devices, we set the replay size as M = 5000. Other parameter values used in the experiments are listed in Table II . For performance comparisons, three baseline schemes are simulated, namely, 1) Channel-aware control policy (Baseline 1) -At the beginning of each slot, the need of getting one channel at a MU is evaluated by the average channel gain; 2) Queue-aware control policy (Baseline 2) -Each MU calculates the preference between having one channel or not using a predefined threshold of the data queue length; 3) Random control policy (Baseline 3) -This policy randomly generates the value of obtaining one channel for each MU at each scheduling slot. During the implementation of the above three baselines, after the centralized channel allocation at the SDN-orchestrator, each MU proceeds to select a random number of computation tasks for offloading and decides a maximum feasible number of packets for transmission [55] .
B. Experiment Results

1) Experiment 1 -Convergence Performance:
Our goal in this experiment is to validate if the considered system remains stable by implementing our proposed online learning scheme for multi-tenant cross-slice resource orchestration. We fix the average packet arrival rate and the number of channels to ∇ θ k n LOSS n θ k n = E (χ n ,(ϕn,R n,(t) ,R n,(p) ),Un(χ n ,ϕn,R n,(t) ,R n,(p) ),χ n )∈O k n (1 − γ) · U n (χ n , ϕ n , R n,(t) , R n,(p) ) + γ · Q n χ n , arg max ϕ n ,R n,(t) ,R n,(p) Q n χ n , ϕ n , R n,(t) , R n,(p) ; θ k n ; θ k n,− − Q n χ n , ϕ n , R n,(t) , R n,(p) ; θ k n · ∇ θ k n Q n χ n , ϕ n , R n,(t) , R n,(p) ; θ k n (36) 3: At the beginning of scheduling slot k, the MU observes the packet arrivals A k n,(p) , takes χ k n as an input to the DQN with parameters θ k n , and then selects a random action (z k n , R k n,(t) , R k n,(p) ) with probability or with probability 1 − , an action (z k n , R k n,(t) , R k n,(p) ) that is with maximum value Q n (χ k n , z k n , R k n,(t) , R k n,(p) ; θ k n ). 4: MU n sends [Q n (χ k n , z k n , R k n,(t) , R k n,(p) ; θ k n ), z k n , L k n ) to the subscribing SP i. SP i submits its bidding vector β i = (ν i , C i ) to the SDN-orchestrator, where ν i is given by (25) and C i = (C b,i : b ∈ B) with each C b,i given by (24) . 5: With the bids from all SPs, the SDN-orchestrator determines the auction winners φ k and channel allocation ρ k i = (ρ k n : n ∈ N i ) according to (6) , and calculates the payments τ k i according to (7) for SP i. 6: With the channel allocation ρ k n , winner determination φ k i and payment τ k i , SP i updates Y k i and U k+1 i (s k i ) according to (29) , and MU n makes computation offloading ϕ k n R k n,(t) and packet scheduling ϕ k n R k n,(p) . 7: MU n achieves utility U n (χ k n , ϕ k n , R k n,(t) , R k n,(p) ) and observes χ k+1 n at the next slot k + 1. 8: MU n updates the M k n with m k n = (χ k n , (ϕ k n , R k n,(t) , R k n,(p) ), U n (χ k n , ϕ k n , R k n,(t) , R k n,(p) ), χ k+1 n ). 9: With a randomly sampled O k n from M k n , MU n updates the DQN parameters θ k n with the gradient in (36). 10: MU n regularly reset the target DQN parameters with θ k+1 n,− = θ k n , and otherwise θ k+1 n,− = θ k n,− . 11: The scheduling slot index is updated by k ← k + 1. 12: until A predefined stopping condition is satisfied. be λ = 6 packets per slot and J = 9, respectively. The batch size is set as O = 200. In all experiments in this work, we use S i = 36, ∀i ∈ {1, 2, 3}. Without loss of the generality, we plot the variations in U 1 (2) of SP 1 and the loss function LOSS 1 (θ k 1 ) of a MU 1 ∈ N 1 = {1, 2, . . . , 6} versus the scheduling slots in the upper subplot in Fig. 4 , which validates the convergence behaviour of our scheme. The learning scheme converges within 10 4 scheduling slots. In the lower subplot in Fig. 4 , we plot the average utility performance per MU with different batch size choices. The average performance per MU across the learning procedure has been commonly selected as the metric, for example, in works [37] , [52] . It is obvious from (36) that for a MU, a larger batch size results in a more stable gradient estimate, i.e., a smaller variance, hence a better average utility performance across the learning procedure. Given the replay memory capacity, the utility performance improvement, however, saturates, when the batch size exceeds 150. Hence we continue to use 2) Experiment 2 -Performance Under Various λ: This experiment primarily aims to demonstrate the average performance per scheduling slot in terms of the average queue length, the average packet drops, the average CPU energy consumption, the average transmit energy consumption and the average utility under different packet arrival rates. We assume in the system J = 11 channels that can be used across the MUs to access the computation and communication slices. The results are exhibited in Figs. 5, 6 and 7. Fig. 5 illustrates the average queue length and the average packet drops per MU. Fig. 6 illustrates the average CPU energy consumption and the average transmit energy consumption per MU. Fig. 7 illustrates the average utility per MU.
Each plot compares the performance of our proposed scheme with the three baseline multi-tenant cross-slice resource orchestration schemes. From Fig. 7 , it can be observed that the proposed scheme achieves a significant gain in average utility per MU. Similar observations can be made from the curves in Fig. 5 , which shows that the minimum queue length and packet drops can be realized from the proposed scheme. As the packet arrival rate increases, each MU consumes more transmit energy for the delivery of incoming data packets. However, when implementing Baselines 1 and 3, the average CPU energy consumption per MU keeps constant due to the fact that the opportunities of winning the channel auction do not change. On the other hand, the average CPU energy consumption per MU from Baseline 2 decreases since a larger queue length indicates a bigger chance of getting one channel and hence a higher probability of offloading the computation task. In contrast to Baseline 2, the proposed scheme transmits more data packets to avoid packet drops by leaving more computation tasks processed at the mobile devices, leading to increased average CPU energy consumption.
3) Experiment 3 -Performance With Different J: In the last experiment, we simulate the average resource orchestration performance per scheduling slot achieved from the proposed scheme and other three baselines versus the numbers of channels. The packet arrival rate in this experiment is selected as λ = 8. The average queue length, average packet drops, average CPU energy consumption, average transmit energy consumption and average utility per MU across the entire learning period are depicted in Figs. 8, 9 and 10. It can be easily observed from Figs. 8 and 10 that as the number of available channels increases, the average queue length and the average packet drops decrease, while the average utility per MU improves. As the number of channels that can be allocated to the MUs increases, it becomes more likely for a MU to obtain one channel. Therefore, the MU is able to offload more computation tasks and transmit more data packets, while the average CPU energy consumption decreases and the average transmit energy consumption increases, as shown in Fig. 9 . From both Experiments 2 and 3, the proposed online learning scheme outperforms the three baselines.
VII. CONCLUSIONS
We study in this paper the multi-tenant cross-slice resource orchestration in a system with RAN-only slicing. Over the scheduling slots, the competing SPs bid to orchestrate the limited channel access opportunities over their MUs with MEC and traditional mobile service requests to the computation and communication slices. The SDN-orchestrator regulates the channel auction through a VCG pricing mechanism at the beginning of each slot. We formulate the non-cooperative problem as a stochastic game, in which each SP aims to maximize its own expected long-term payoff. However, the channel auction, computation offloading and packet scheduling decisions of a SP require complete information of the network dynamics as well as the control policies of other SPs. To solve the problem, we approximate the interactions among the SPs by an abstract stochastic game. In the abstract stochastic game, a SP is thus able to behave independently with the conjectures of other SPs' behaviours. We observe that the channel auction decision and the computation offloading and packet scheduling decisions are sequentially made. This motivates us to linearly decompose the per-SP MDP, which greatly simplifies the decision making process of a SP. Furthermore, an online scheme based on DRL is proposed in order to find the optimal abstract control policies. Numerical experiments showcase that significant performance gains can be achieved from our scheme, compared with the other baselines.
