Abstract-Mobile applications such as VoIP, (live) gaming, or video streaming have diverse QoS requirements ranging from low delay to high throughput. The optimization of the network quality experienced by end-users requires detailed knowledge of the expected network performance. Also, the achieved service quality is affected by a number of factors, including network operator and available technologies. However, most studies measuring the cellular network do not consider the performance implications of network configuration and management. To this end, this paper reports about an extensive data set of cellular network measurements, focused on analyzing root causes of mobile network performance variability. Measurements conducted on a 4G cellular network in Germany show that management and configuration decisions have a substantial impact on the performance. Specifically, it is observed that the association of mobile devices to a point of presence (PoP) within the operator's network can influence the end-to-end performance by a large extent. Given the collected data, a model predicting the PoP assignment and its resulting RTT leveraging Markov chain and machine learning approaches is developed. RTT increases of 58% to 73% compared to the optimum performance are observed in more than 57% of the measurements. Measurements of the response and page load times of popular websites lead to similar results, namely, a median increase of 40% between the worst and the best performing PoP.
I. INTRODUCTION
T HE QUALITY of service (QoS) of mobile applications such as mobile cloud gaming or live video streaming relies on certain bandwidth and round-trip time (RTT) guarantees [1] , [2] . Also the profit of commercial web services depends on low network latency [3] . To optimize QoS according to available network capacity and avoid failing connections such as dropped VoIP calls, mobile applications need to rely on information about the performance of the underlying mobile network. This depends on a number of aspects, including the number of active users, their location, time, and other factors. One approach improving mobile applications' performance is to use information provided by mobile operators. However, performance figures advertised by mobile operators in many cases report primarily maximum values that often not match the actual performance [4] . Moreover, detailed information about users per cell, backbone capacity and also expected delays and available throughput are not available at the required granularity for confidentiality reasons.
An alternative approach is collecting network performance data on end-user devices in a crowd-sourcing based manner [4] - [6] . This allows estimating and predicting from those the cellular network quality at certain times and locations, as experienced by the end-user. Still, active measurements are expensive in terms of energy and may even cause monetary cost for the users. Knowing the network and cell utilization, a number of optimizations can be derived for the handset. For example background traffic may be delayed as long as the network performance is low. This allows App developers to optimize their application to adjust the quality of the consumed content a priori, and to improve the user experience by reducing delays, reducing the power consumption, and such increasing the quality of experience (QoE) of the end-user. This paper focuses on analyzing the parameters affecting the cellular network performance. Special emphasis was put on the RTT, as an increasing number of services are delay sensitive (e.g. mobile cloud gaming, or health care). Hence, this paper aims to address the following questions: 1) How does network configuration and management influence the cellular network performance? 2) Can the performance of the cellular network be predicted based on the available measurements? 3) What is the optimization potential in the given network configuration, and how can this be exploited? 4) How is the user-perceived mobile service quality affected by routing decisions of the mobile operator?
The analysis is based on the results of a crowd sourced measurement campaign, and an extensive stationary network measurement study.
The findings in this paper differ from related studies in that the analysis performed also includes data paths taken through the network to derive their influence on end-to-end performance. RTT increases of more than 58% compared to the best performing point of presence (PoP) have been observed for stationary devices. These show a periodicity of 36 hours. Combining these observations with traces through the network leads to the conclusion that network configuration and management are the main factors affecting the cellular network performance in the measured network. These results are confirmed for general mobile network access by assessing the response times of the 25 most popular websites in Germany.
The remainder of this paper is organized as follows. In Section II, similar studies and related publications are summarized. Section III explains the measurement methodology applied and summarizes the data sets in Section IV, which are used in the analysis in Section V. Section VI analyses the realworld influence of the PoP selection on the mobile network's end-to-end performance. Based on network measurements and time, a prediction model for the network performance is proposed in Section VII. Finally, Section VIII concludes the paper and gives an outlook into further research directions.
This publication differs from [7] in that the effects of the network operator's PoP selection on realistic traffic patterns are assessed. Therefore, the related work is extended by studies related to CDNs and their placement. Further, references showing similar effects to the ones observed in this work are added. For the analysis of the user perceived network quality, additional measurements were conducted. The setup is described in Section III, while the measurements are discussed in Section IV. Section VI analyzes the measurements and derives the implications on the mobile service quality. The results are discussed and compared to the previous measurements in Section VIII.
II. BACKGROUND AND RELATED WORK
The analysis of mobile network performance [4] - [6] , its prediction [6] , [8] , energy consumption [9] , [10] , and mechanisms improving the mobile QoS, while preserving the QoE [11] are in the constant focus of current research. A large number of studies focus on 3G networks [6] , [10] , [12] , while others [4] , [13] - [15] evaluate the low-level network-based performance or model the energy efficiency.
A number of publications analyze the cellular performance based on samples collected at the mobile backbone. Gerber et al. [16] describe an approach to measure the maximum mobile throughput based on packet traces. This approach is extended by Huang et al. [4] , evaluating the throughput of a 4G network and individual flows in a similar manner. Both studies observe the traffic generated by a large number of devices over the area of several base stations. This allows deriving data rates for single devices as well as the overall throughput from within the network. In contrast, this paper analyzes the RTT with focus on long-term variations.
Wylie-Green et al. [17] analyze the throughput and RTT performance of an unloaded and loaded LTE network from different distances using multiple devices. The described measurements were conducted on newly built hardware and hence analyze the optimum network performance. The purposely generated traffic does not affect the system performance, as it is below the system capacity.
A detailed analysis of the one-way delay of different parts of the network can be found in [18] . The authors measure the timing between a local machine connected to an LTE and HSPA network, a time synchronized server, and additional vantage points within the mobile network. In this work, end-to-end measurements from mobile devices are used to evaluate the performance based on network management decisions.
A different approach, based on measuring network performance from handsets only, is published by Sonntag et al. [5] . They developed an application measuring a number of network parameters like throughput and RTT, and collect the data on their server. The analysis of the collected data is limited to a few general metrics and the creation of bandwidth maps. Contrary, this paper analyzes the measured RTT in detail to derive the performance based on the path taken through the cellular network.
Nicholson et al. [19] use the prediction of the availability of WiFi networks to improve mobile connectivity. This approach is extended by Bui et al. [8] , who propose a stochastic mobile bandwidth prediction model. A different approach is used by Wac [20] , applying machine learning techniques to predict mobile QoS. In this paper, this approach is extended to forecast the RTT based on the time of the connection.
Measurements profiling the cellular network performance are also conducted in [21] . They use the German T-Mobile cellular network to analyze the presence and effects of middle boxes on the end-user perceived network performance and on network measurements. The first part covers throughput measurements and buffer estimation, while the second part is focused on the connection establishment process and HTTP performance. In their performance measurements, similar effects to the ones observed in this work are visible, but lack a convincing explanation. This paper provides an analysis of the underlying effects.
Gabale et al. [22] analyze the traffic paths between a mobile device and a server to analyze the delay of the individual network domains. Based on their observations, they argue in favor of edge computing, reducing the delay as experienced by a mobile client. In this paper a similar analysis is conducted, but focusing on the influence of different PoPs on the perceived network performance of the mobile user and the possible optimization thereof.
As more of the popular web services and web-sites are supported by CDNs, their influence on the mobile network performance cannot be neglected. The structure of a CDN is detailed in [23] and [24] on the example of the Akamai CDN, one of the largest CDN providers world-wide. It started as a platform to offload static web content, but now it has evolved to provide HD-quality delivery of live and on-demand media and edge computing applications such as executing Java J2EE services. Upon request for content, the user is assigned to his closest edge server, which fetches him the content or service. Chen et al. [25] describe traditional CDN architectures, where the user is assigned to a CDN server based on the location of his name server. As these are usually located in the same geographic region, the assignment is optimal, as long as the closest DNS server is used. This leads to problems with user-defined DNS servers, for which they propose an extension of the DNS protocol. Using the operator's DNS server, this paper analyses the changes in perceived network quality of the most popular websites, including content provided by CDNs.
A number of public data-sets detailing cellular network performance were analyzed. Still, these are either focused on coverage and theoretical data rates (FCC Measuring Measuring Mobile Broadband 1 ), not publicly available (e.g. OpenSignal 2 ), or not granular enough (Netalyzr 3 ). Hence, an independent measurement study was set up to analyze the cellular network and CDN interactions in detail.
Contrary to [4] - [6] this paper focuses on the root cause analysis of performance variations in the cellular network. Two different data sets were collected, complementing each other. The crowd sourcing based data set is similar to the data collected by Sonntag et al. [5] , but additionally includes fine granular location and cell information. A complementary data set extends the first one by RTT measurements to the DNS server and trace-routes between the mobile device and measurement server. Based on the combination of both, a detailed analysis of the cellular network performance becomes possible. No such data set or analysis is available to the best of the authors' knowledge.
III. MEASUREMENT METHODOLOGY
The mobile network measurements have been performed with our Android application, the NetworkCoverage App 4 . This application was developed to gather measurements from various devices, users, and locations. It consists of a service that passively monitors system resources like GPS and the cell interface and a component executing active measurements probing the network performance by generating traffic on the cell or WiFi interface.
The application passively monitors the local signal strength, the network provider, and the used wireless access technology. These measurements are linked to the time-stamped location derived from the Android framework. The location is either GPS-based, or based on information from available networks using Google's location API. Active measurements include RTT and throughput measurements. The RTT measurements are executed periodically in background, resulting in a large number of samples. Throughput measurements are generally only collected upon user request, as the data transfer might cause additional data cost at the user's end. The measurement values are stored in a local SQLite database and later transmitted to a data collection server for analysis.
Both RTT and throughput are measured with respect to a dedicated server at TU Darmstadt (Germany), allowing maximum flexibility in the measurement setup. The server and the university network are well connected to the public Internet using a lightly loaded network. The mobile devices used in the measurement campaigns are all Nexus 5 devices running Android 4.4.4, while the devices used by the users of the public application vary. Hence, thorough filtering was applied to assure high quality of the measurements.
When measuring throughput and RTT, the cellular network poses additional challenges compared to wired networks, requiring adaptation of the measurement procedure. Due to the mobility of the users, the duration of the measurements must be kept to a minimum. This is particularly important for throughput measurements, as the available data rates may change within seconds.
The RTT measurements use the native ping command on the Android device to determine the latency to the server. The minimum, average, and maximum RTT out of five consecutive ping measurements (excluding the connection upgrade delay) were recorded. These measurements were run once per minute to obtain a fine-grained view on the network performance.
Network operations on mobile devices cause an additional, device internal delay, stemming from kernel and operating system processing the outgoing and incoming packets [26] . This delay is different depending on the chosen measurement implementation (e.g. native ping, HTTP ping, socket connect duration). For our measurements, the RTT is measured using the native ping command, eliminating the influence of the Android virtual machine and its scheduling on the accuracy of the measurements. The ping command directly accesses the low level timing functions. According to [18] the additional delay of the sent and received packets on the Nexus 5 for a measured RTT of 20 ms and 50 ms is 6.028 ms and 7.70 ms with a 95% confidence interval of ±0.811 ms and ±2.331 ms.
The TU Darmstadt server used for the RTT measurements is also used to measure the throughput between the end-user device and the server. The measurements are run using a patched version of iPerf 5 , allowing to measure the down-link bandwidth (conventional iPerf always measures the up-link from the iPerf client). The generated traffic is reduced by limiting the time of the measurement, which by default is set to run for 10 s. In lab trials the minimum measurement duration on WiFi was determined to be 3 s for the connection to exit the slow start phase and remain within a limit of ±10% compared to the full measurement. Repeating the same measurements on a 3G network led to a minimum measurement interval of 5 s due to the higher RTT. The accuracy of this setting was also verified on LTE and hence set as the default interval for all measurements.
The performance of popular websites is measured by connecting to the respective URLs of the service as derived from the Alexa website ranking service 6 . These addresses are used on the mobile client to first measure the RTT using the ping command, measure the connect duration using a TCP connection to the server, and measure the HTTP connect duration by connecting to the web-server. According to Chen et al. [25] , this performance is comparable to the low-level ping measurements on Android devices. Still, as Becker et al. [21] have observed, the HTTP connect is usually intercepted and an ACK is returned by the performance enhancing proxy server (PEP). Its presence in the measured network is confirmed running Netalyzr, which is also described in [27] . Hence, instead of the HTTP connect duration (HTTP ping) the time to first byte (TTFB) is measured for the 25 most popular URLs, on which the subsequent analysis is based.
IV. DESCRIPTION OF THE DATA SETS
The data sets used for the analysis of the network performance are split into two sets as the focus of the analysis and the collected data are slightly different. Furthermore, this simplifies referring to the respective subset of measurements. The first data set consists of the crowd-sourcing based data used for the estimation of the location-dependent network performance, while the second data set is focused on the time-based analysis of network performance.
A. Crowd-Sourcing Based Cellular Network Measurements
The first data set, targeted at analyzing the locationbased network performance, was collected by users of the NetworkCoverage Application. The measurements go back to December 2013, when the first version of the application was released. The full data set consists of 7.1M coverage samples, 395k RTT samples, and 6.8k throughput measurements. The measurements cover mainly Darmstadt, Germany and the surrounding areas, although a number of measurements have been collected in other cities. Table I lists the break down for the different technologies and measurement types.
The full data set covers 6596 cells operated by 64 cellular service providers worldwide. An interesting effect is that single cell IDs of one operator have been observed serving multiple generation networks. User mobility affects the frequency each cell is observed. Some cells were observed more than 10k times while some where only observed a small number of times. The median number of measurements per cell is 12, while the mean is 636 measurements.
During this time, also a measurement study collecting mobile traces for the analysis of the RTT and its relation to the signal strength and the network throughput was run, which began on June 2 nd 2014 and ran for two weeks. For this, five students were recruited to carry one smartphone periodically probing the network performance during their daily routine. The phone model used by all participants in the study was the Nexus 5. Most of the time, these were connected to the LTE network, providing a basis for the detailed analysis of its performance. Over the course of the measurement study, the RTT measurements were executed once every minute, and the throughput measurements were run every 25 minutes.
B. Data Set Collected by the Stationary Measurement Study
To assess the time-based performance of the cellular network, additional measurements are required. Hence, a second study targeted on the time-variability of the network performance was run. Contrary to the first study, the location of the devices was kept stationary to keep as many parameters constant as possible. The target was to reduce the effect of handovers, different network technologies, and varying signal strengths. The measurement study was run between December 19, 2014 and January 19, 2015, and hence includes measurements of two regular weeks as well as measurements during the Christmas and New Year's celebrations. An overview of the measurements recorded during the study is given in Table II .
The second data set consists of measurements collected by devices placed at three different locations in the city, allowing to assess the time-based network performance without the influence of fast varying signal strengths, cell IDs, network technologies and handovers. Two devices were positioned in different residential areas approximately 1 km from the city center, while a third device was located in an office building adjacent to the central park. These locations were chosen to represent different loads in different cells of the mobile network. These measurements were run for 4 weeks to assess the timebased network performance. For reference, two devices were taken on the usual trips between the residential areas and the office building for the course of one week.
Additionally to the previously measured metrics, also the trace-route between the mobile device and the server was recorded on the mobile devices. This will be referenced as the forward trace-routes in the remainder of this paper. As these proved problematic (due to errors or traffic engineering in the cellular network at the time of the measurements), the measurement server was extended to also run trace-routes to connecting mobile hosts. In the following, this is referenced as reverse trace-route. The goal of this setup is to defer the routes taken through the core network, and such derive the root cause of the observed RTT deviations. The recorded information on the server consists of an identifier of the mobile device, the time stamp, and the complete output of the trace-route. By combining both measurements, the RTT to the different hops can be derived. These reference measurements, including the traceroutes, were exclusively conducted on the 4G network. The end-toend RTT as in the previous campaigns was recorded once every minute. For reference, also the RTT to the DNS server as configured by the mobile operator was recorded periodically. Both, the forward and reverse trace-routes as well as the RTT measurement to the measurement and DNS servers were run once every 15 minutes, limiting the load on the intermediate routers.
This also reduces the risk of being blocked due to excessive probing. Furthermore, the large changes in RTT as observed during the stationary measurement campaign are in the range of days; hence the chosen resolution of 15 minutes is sufficient. The overview of the additional measurements conducted during the reference study is given in Table III. The stationary data set is extended by further measurements analyzing the effects of routing decisions within the cellular backbone on the user-experienced network performance. Therefore, additional tests were implemented and run on the measurement devices. The extended test suite measures the HTTP response time, TTFB, and page load time of the 25 most popular websites in Germany. These metrics are normalized for each website, eliminating the effect of content size on the measurement result. This data set represents the performance of the most popular web pages and hence is used to analyze the effect of routing on the user-perceived network performance. The IP address of the given URL is requested from the operator-configured DNS server, automatically selecting the optimal server based on the user location within the network, as is also done during normal user requests.
The tests are run from devices located in Darmstadt, Germany and are executed once every 30 minutes with the goal to also derive time differences in server response times. These tests record the response time (TTFB) of these websites, their IP address, host name, HTTP response, load-time of the mainpage, size of the transferred content, as well as the time the test was run. Over the course of the study 195 measurements of each URL were performed, often using different PoPs. In parallel, the trace route tests remain active. Such the page load times can be correlated to the path traveled through the network and such assigned to PoPs. 
V. ANALYSIS OF THE 4G NETWORK PERFORMANCE
From the full data set as described in Section IV-A a number of conclusions can be drawn. First, relations between individual parameters are described. Then, the observed patterns are analyzed in detail using additional information on the network topology derived from the traceroute measurements. From this, the influence of network management and configuration on the achieved network performance is derived.
A. General Observations
The correlations between different metrics were analyzed to determine whether more expensive measurements (e.g. throughput) can be estimated using cheaper ones (e.g. signal strength, RTT). Figure 1 shows the relation between the RTT and the down-link rate. The main observation is that 4G supports higher data rates and lower RTT than 3G, as expected. The 3G measurements show a consistent maximum throughput rate, while the RTT is almost uniformly distributed in the range of 30 ms to 80 ms. Also for an increasing RTT a decreasing data rate is visible. The 4G measurements show a similar behavior, but as expected the RTTs are much lower. An interesting observation is that the 4G measurements show RTT clusters at around 20 ms and 30 ms. This will be analyzed in detail in Section V-D.
The collected data allows estimating the signal strength at a given location. But as also the cell ID, location area code (LAC), and mobile operator are stored with each sample, hence also the size of cells can be derived. The measurements resembling the extent of a cell are determined by grouping all samples with the same operator, LAC, and cell ID. The accuracy of the estimate is achieved by limiting the location accuracy of the selected samples to better than 15 m, and removing points where the signal strength is invalid. To discard the influence of sparsely sampled cells, only cell-IDs with more than 100 measurements are considered. From the remaining samples, the extent of the cell is estimated by calculating a convex hull covering all points. The mean size of the remaining 480 cells is 5.3 km 2 , while the median is only 0.56 km 2 , indicating a small number of large, and a large number of small cells. The CDF of the number of observed cells at each location is given in Figure 2 . The cell density for the city of Darmstadt is evaluated by creating a grid of sample points covering the inner part of the city. The cell density was sampled at the centers of each circle in Figure 3 . For each sample point, the number of cells observed at this location is calculated and a heat map is generated. The map shows that a larger number of unique cell IDs is observed in the city center, while the number is smaller in the outer areas. As each cell provides bandwidth at a different frequency range, this is expected to be closely related to the mobile data traffic generated in the respective area. Furthermore, smaller cells provide a better signal-to-noise ratio, and such, higher bandwidths to the individual user. Based on this information, scheduling decisions can be adapted by calculating the probability of leaving a cell within a given time interval. Figure 4 shows the distribution of the measured RTTs in the 4G network. The graph shows three peaks, one at 20 ms and two merged ones at around 28 ms and 31 ms. Only a small number of samples is observed in the gap between the first two peaks. As the scheduling of packets in LTE is conducted once per ms, samples between the peaks should be present. Retransmissions in LTE (HARQ retransmissions) are initiated after 8 ms, but considering the number of samples in the second peak, a retransmission of 2/3 of the packets is highly unlikely. As no simple explanation for this behavior could be found in 
B. Analysis of the Network Topology
The network topology is defined by the intermediate routers processing the generated traffic between the smartphones and the measurement server. This is analyzed in detail by running trace-route measurements on the mobile devices to the server, and recording the path taken from the server in the direction of the mobile device. The detailed measurement setup is described in Section III. In the trace-route measurements, the mobile part of the network is opaque, i.e. no ICMP unreachable messages are generated by routers within the mobile operator's domain. From the host names it can be derived that the last visible hop corresponds to a router in the core network, which is likely the gateway to the mobile part of the network. In the following, this is taken as the discriminating point between the Internet backbone and the mobile operator's domain.
To compare these measurements, the trace-route measurements on both sides and the end-to-end RTTs are correlated using the device identifier stored with every measurement and the time. The RTT measurements appear to be quite stable, but for sudden jumps observed after many hours. Hence, the data is grouped into one hour wide bins. For each measurement (E2E, device to server, server to NAT), the minimum RTTs of each measurement series is recorded. Figure 5 shows the measured RTTs for an exemplary device in different parts of the network. The solid line indicates the minimum RTT as already discussed in the previous sections. The line marked with crosses gives the minimum RTT between the mobile device and the DNS server configured by the operator. The dotted line corresponds to the minimum RTT as measured between the server at TU Darmstadt and the last hop visible in the trace-routes. This is indicated as MobEdge to Srv. Subtracting the minimum RTT between server and mobile edge from the end-to-end RTT allows estimating the influence of the mobile operator's network (wireless network and cellular backbone) on the overall RTT as measured between the mobile device and the server. This is represented as the line marked with plus signs in the figure, showing a similar behavior to the RTT between smartphone and DNS server. Analyzing the address of the DNS server over the course of the measurements shows that the same address is configured on all devices at all times. Still, comparing the RTT to the DNS in Figure 5 shows differences over time. From this it follows that either DNS requests are always rerouted to the closest DNS server, or the same subnets are used at different PoPs. Another important observation in Figure 5 is the changing performance over time. This is consistent with the observations in Figure 4 , but contrary to the aggregated measurements over the full duration of the study, three different performance levels are visible. Furthermore, the performance is constant over the course of days, after which it changes abruptly to stay constant for another time frame of similar length.
Groups of PoPs can be derived from the host names of the traversed routers. From here on, these will be referred to as PoP 1 to PoP 3. The unique part of the host names is used to distinguish the geographic locations for the performance analysis in Figure 6 . These routers also show similar performance, leading to the conclusion that the performance of the cellular network is mainly related to the routes taken through the network. By clustering these by location, the cellular operator's PoPs can be derived. These groups can then be used to map the end-to-end measurements collected on the mobile device to specific PoPs, from which their performance can be calculated. This is done by identifying the intervals with constant PoP from the reverse trace-routes and then collecting the end-to-end measurements for the identified interval. The resulting distribution of the minimum RTT observed at these locations is plotted in Figure 6 and the measurements are also detailed in Table IV . The graph shows the mean RTT with the inner 50% of the samples contained in the box. The whiskers extend to the maximum sample within 150% of the width of the inner quartiles. All other samples are indicated by plus signs and denote outliers. As is already visible in Figure 4 , the measurements for PoP 2 and Pop 3 overlap. This is caused by the noise on the measurements introduced by scheduling and delays in the mobile network.
The increase in the minimum end-to-end RTT is identified in Table V . Taking the best observed performance as reference, the RTT increase when being assigned to a sub-optimal PoP in the mobile network is higher than 58%. Analyzing the RTT in the different network domains leads to an increase between the server and the mobile edge of more than 245%, while the increase in the mobile operator's domain is higher than 41%.
Considering that only 19% of the traffic is routed via the optimal path (PoP 1 in this case), a large potential for improvement is apparent. The E2E RTT may be reduced by between 37% (PoP 2) and 42% (PoP 3), while the reduction on the Internet path is between 70% and 78%. Contrary, the optimization potential in the operators domain with 29% to 32% is comparatively low. Figure 7 shows the discovered network architecture. Traffic from devices located in a small geographical region is routed via geographically distributed PoPs. This contradicts the common assumption that traffic is generally routed via the shortest path. Contrary this means, that for any measurements involving the cellular network, the assumptions on which the analysis is based must be reconsidered. 
C. Comparison of the Observed Variances On-Device Overhead
Comparing the measured variances with the results by Li et al. [26] , the variances are similar. For the Nexus 5 ±2.331 ms for an RTT of 20 ms and ±0.811 ms for an RTT of 50 ms were determined for processing data packets received on the WiFi interface. The measurements of minimum RTT as reported here (cf . Table IV) show a width of less than 1 ms in the case of PoP 1 and PoP 3. Only for PoP 2 the confidence interval is larger. Still, as the RTT measurements show no normal distribution (cf. Fig. 6 ), the 95 th percentiles give a more accurate representation of the underlying data.
The measurements reported here are observed by the native ping command in the user space. Hence, if the RTT excluding the processing on the local device was required (i.e. between network interface and server) the measured RTTs as presented here may be reduced by 6.028 ms to 7.700 ms.
D. Analysis of the Periodicity of Cellular Network Performance
The performance of the cellular network, as is already visible in Figure 5 , is time dependent. To derive the pattern, the begin and end of each PoP assignment as derived from the reverse trace-routes are analyzed.
Calculating the duration of each PoP assignment interval and aggregating the results allows deriving the periodicity of changes in network performance. These measurements are given in Figure 8 in form of the red bars. This histogram shows the number of occurrences of the specific connection duration. For visualization purposes 6 hour wide bins were chosen, although the deviations around the mean are in the range of less than ±1 hour. Our findings show that a major peak is visible at 36 hours, and additional peaks at multiples of 36 hours (72, 108, 144) . From this it is concluded that a re-assignment to the PoPs is executed every 36 hours.
Cross correlating the PoP re-assignment intervals with the duration of use of a single public IP by the individual devices shows a similar behavior. The calculated intervals are given in Figure 8 as blue bars. Also here, the observed intervals are a multiple of 36 hours. As the number of observed public IPs is larger than the number of available PoPs, the probability to detect a change is higher. Concluding, the interval of 36 hours is a configuration parameter. Its purpose is not fully clear, but it can be expected that it allows cleaning buffers and re-adjusting the load on the respective PoPs.
E. Considerations on the PoP Assignment
The optimal PoP for the mobile device mainly depends on the destination of the remote servers. As this depends on the used services, and hence the user behavior, this poses a challenging problem in current cellular networks.
On the end-user device, a re-assignment to a different PoP can be triggered manually by disabling mobile data and reenabling it as soon as the connection was fully shut down. This leads to a random association to one of the available PoPs. From the frequency of assignments to the respective PoPs, the mobile device is assigned to the optimal location for the measured connection with a chance of 19%. Considering the placement of data centers within Germany, where a large number is built close to the German Internet exchange DE-CIX, the structure of the cellular network, as observed by these measurements is even worse.
A pragmatic approach on the end-user device to improve the RTT if a specific server must be contacted with best performance would be to automatically connect and disconnect the mobile device from the network until RTT measurements indicate the optimal performance. Clearly this is suboptimal as it may cause a considerable delay and requires probing of the network after each connection change.
A possible solution on the operator side to reduce the average path length is re-allocating the device to a more advantageous PoP as soon as the traffic patterns indicate the most likely remote locations. Alternatively, past traffic patterns may be used to derive the best PoP when registering on the network. A re-assignment may also be conducted during connection upgrades (e.g. from UMTS to HSDPA+), which delay transmission requests by more than 1 s in any case.
By assigning the optimal PoP according to the server location, the RTT of subsequent requests can be reduced by more than 10 ms, depending on the server location. Considering the effort by commercial web-site operators in reducing the latency by a few milliseconds to increase the profit, considerable improvements are possible in the mobile network management by optimizing the PoP assignment for mobile devices depending on the destination.
F. Comparison to Other Networks
To assess the validity of the observations, reference measurements were also conducted on different Spanish and Danish networks. These measurements show also periodic changes in the public IP visible to the measurement server. The observed intervals for the IP re-assignment are between 3 and 24 hours, suggesting that this is indeed an operator configurable parameter for network maintenance. These observations are consistent for the observed operators, and independent of the used handset.
Considering that mobile devices sometimes keep a large number of connections open enabling bi-directional communication and notification of changes by the server, a large number of ports on the NAT gateway needs to be kept open and mapped to the mobile device. Re-assigning the devices allows the operator to clean the state kept on the NAT gateways.
Due to the limited number of measurements, only one PoP was visible in the Spanish data set. Contrary to the measurements in the German network, the last hop within the mobile network is visible in the forward trace-routes. This allows directly measuring the influence of the cellular network from the mobile device. Two devices were visible, acting as NAT gateways, giving a coherent RTT of 30 ms. From this it can be concluded that only one PoP was measured. Comparing the overall RTT to the measurements conducted in Germany shows that the performance is only slightly worse compared to the suboptimal PoPs within Germany, all measured against the same server.
VI. IMPLICATIONS ON CDN PERFORMANCE
The response times of the most popular web pages in Germany are analyzed in the following section to derive the influence of PoP selection on the user perceived network performance. For this, the measurement software running on the devices was extended to measure the performance of the 25 most popular websites (as of October 1, 2015) . For each server, the contacted URL, IP, host name, and time stamp are recorded. The metrics collected are: RTT, TCP connect duration, HTTP status, TTFB, time to completion (TTC), and the response size. Combined with the PoPs as derived in the previous chapter, the performance implications of the PoP assignment on the mobile service quality can be assessed.
For each measurement, the server is selected using the operator configured DNS server. Contrary to the previous section, this is expected to reduce the performance penalties compared to a static server. In particular for websites making use of CDNs, the performance degradation should decrease to the overhead within the operator's network as given in Table V . This further allows getting a rough approximation of the server locations based on the measured RTTs. Figure 9 shows the TTFB for the ten most popular websites for 4 different PoPs (PoP 1, PoP 2 and PoP 3 from the previous analysis, plus PoP 4, which was not visible in the previous measurement campaign). The horizontal axis shows the requested Fig. 9 . Increasing time-to-first-byte (TTFB) for sub-optimal PoP selection for the ten most popular domains in Germany (2015-10-07).
URL, the traversed path indicated by its PoP, and the number of successful and overall samples of each route.
The measurements show a high variety in response times for different web pages. This is likely caused by the type of service offered. Mostly static pages like news (www.bild.de) or corporate websites (www.telekom.de) show the lowest response times, while more interactive services (www.ebay.de, www.facebook.com) show a higher TTFB. This is congruent with common knowledge that static content can easily be served by CDNs, being closer to the end-users. Contrary, highly dynamic websites are generated on request, generally increasing the servers' response times. The measurements (cf. Fig. 9) show that for each domain four different routes through the network were measured. For each, the response time increases with the increasing distance. This observation confirms the results of the previous section.
Commonly, the influence of a single factor on the mean of different sub-groups of the same population is verified by conduction an analysis of variance (ANOVA). Besides a few other assumptions, the distribution of the observed data must be a normal distribution. As this is generally not the case for RTT measurements, typically showing a long tail behavior, an ANOVA analysis is not possible. Hence, the validity of the observations is assessed by running a Kruskal-Wallis test on the collected data. This allows analyzing the differences in different sub-groups with non-normal distributed observations. As derived in the last section, the absolute response times of the individual URLs differ. Thus, each URL is treated individually. The influence to be tested is the PoP. Hence, the data collected for a specific URL is divided into groups by PoP. The hypothesis H 0 against which the data is tested is that all data comes from the same distribution, meaning that no effect of the PoP grouping should be detected. For a probability of less than 0.05 (equal to a 95% confidence confirming differences in the mean) we conclude that the PoP location has significant influence on the resulting RTT. Hence, the differences in performance are not caused by chance.
For the Kruskal-Wallis test to be applicable, a number of prerequisites must be met. First, the observations must be independent. As each measurement is conducted without relying on previous data, the independence of the samples on the client side are fulfilled. As HTTP servers are requested, it is also reasonable to expect that no state is kept in between measurements. The already small likelihood of state being kept at the server is further reduced by running the tests only once every 30 minutes -a time much longer than most timeouts used in communication networks. The only possible location keeping any kind of state between measurements is the cellular network. Obviously, the registration of the devices in the network is kept for some time. The public IP of the device and the associated PoP as derived in the last section are not necessarily changed between consecutive samples. As PoP and public IP can be mapped to each other, measuring the influence of the PoP is not affected by changing IPs, hence the PoP is selected as the dependent variable. Secondly, the distributions of the input groups must be similar. Their similarity was confirmed by analyzing the histograms of the individual groups.
Running the Kruskal-Wallis test on the data reveals that for no URL the change in performance between the different groups is likely to be caused by chance. The resulting probabilities are generally smaller than 5 · 10 −5 . Hence, we conclude that the PoP selection has significant influence on the resulting network performance. Figure 10 shows the median increase in TTFB aggregated over all measured domains. This is calculated by taking the median TTFB for each domain-PoP group and normalizing it by the median TTFB via PoP 1. Calculating this for each domain and aggregating the data in a box plot leads to the plot in Figure 10 . For the optimal PoP (PoP 1) as determined in Section V, there is no variance, as it is used as reference for each URL. The additional delay induced by PoPs two to four is for the best case only a few percent. It is interesting to observe that no website shows a lower median TTFB on any other PoP compared to PoP 1. For 50% of the requested domains, the TTFB is increased by 20% to 40% (Pop 2 to Pop 4). In the worst case, the TTFB is increased by more than double the TTFB compared to the optimal PoP. Contrary, the TTFB for half of the most popular web pages can be reduced by more than 30% when using the optimal PoP, or between 7% and 15% when using any other PoP.
Evaluating the median TTC for the main HTML document of each website and PoP shows a similar behavior. Analogue to the TTFB evaluation, the TTC for each website is normalized to the TTC as measured via PoP 1. The median increase in TTC is between 13% and 36% and such comparable to the increase in TTFB. Still, the variance of each measurement is lower compared to the TTFB measurements in Figure 10 .
Clearly, these measurements confirm the observations made in Section V. The increase in TTFB for the less affected URLs is caused by their main pages being located at CDNs close to the PoPs of the cellular operator, while these with overheads of more than 50% are likely located close to PoP 1. The median RTT increase of approximately 40% is also visible in the CDN measurements, although for some cases the performance is better than predicted based on the RTT. In general, the observations from the previous sections are confirmed based on measurements to a large number of different servers.
VII. PREDICTING THE CELLULAR NETWORK PERFORMANCE
Based on the observations derived from the measurements, first a Markov Chain modeling the assignment to the PoPs is derived. Secondly, a machine learning approach is used to predict the PoP of a mobile user when connecting to the mobile network, from which the RTT performance is derived.
A. PoP-Transition Probabilities Using a Markov Chain
To understand the possible transitions between the PoPs, first a Markov Chain is calculated, modeling the observed data. The data set used for the analysis is the second data set as described in Section IV. Within the data set 44 different states can be observed by splitting the measurements into 36h intervals. From these, 38 transitions are derived. These contain changes between different PoPs, or no change after the reassignment interval. No transition between PoP 1 and PoP 2 has been observed, but frequent changes between other PoPs.
Whenever the device connects to the cellular network it is associated with one of the three PoPs (with probability of 56% for PoP 3, 25% for PoP 2 and 18% for PoP 1). The chain of dependencies between states is presented in Figure 11 . The transition probabilities between the PoP states represent the change of the PoP after the re-assignment interval. The probabilities are not equal, and some nodes and transitions are more likely than others.
The Markov Chain can be used for any new device attempting to attach to a network to predict its most likely attachment state and subsequent transitions. In a given PoP state, the distribution function for the next transition is triangular T (0, 0, 36), representing the deterministic change of PoP for a device after 36 h of being attached to a given PoP. 
B. Prediction of PoP
This subsection presents the results for machine learning employed for predicting the PoP value when the user is connected to the 4G network. The measurement set includes 40267 measurements for LTE for 8 users. The features selected for machine learning are day of the week, hour, and user ID value. The "InfoGain" algorithm indicated that day of the week and hour are amongst the most predictive values for PoP. There were 3 different PoPs with distribution of 56% (PoP 3, highest delay), 25% (Pop 2) and 18% (PoP 1). There was no missing data in this dataset.
A prediction task has been defined as a binary classification task, i.e., towards a prediction of the PoP. The machine learning method selected is a classification tree (J48 in WEKA suite) and the analysis has been executed such that a stratified 60% of the data have been used for a training of a model and the remaining 40% of the data for testing. This has been repeated 10 times to get statistically significant results.
The "educated guess" accuracy value, i.e., when the prediction is made based only on the historical values of the PoP observed in the training dataset is 56%. The prediction accuracy when decision tree is employed and evaluated on the testing dataset is 97.13% (±1.24%). The confusion matrix indicates that the errors originate in miss-classification of the PoP 2 being classified as PoP 3, inducing only 1 ms difference in delay, which may be negligible for most of nowadays applications. The advantage of this method is that it is possible to predict the user's PoP solely based on time features.
VIII. CONCLUSIONS
The aim of this paper was to analyze the cellular network performance based on an extensive measurement study. In particular the analysis of performance limiting factors and their root cause was targeted. The data was collected during an extensive crowd-sourcing study and additional targeted measurement campaigns, generating reference measurements using a more extensive test set. From this data, a number of observations regarding the cellular network and its performance are derived. The crowd-sourced measurements are well suited to derive general, location based network parameters like cell size and density, as well as available technologies and the respective signal strength. Compared to simple RTT and throughput measurements, the network performance related parameters can only be derived using dedicated measurements and a more complex measurement setup. From these, the implications of network management decisions -namely PoP selection -on the end-to-end performance of cellular network access have been shown. These were confirmed for general web access by measuring the performance of the 25 most popular web sites and determining the influence of PoP selection on the response time.
The main findings are summarized along the research questions posed in the beginning for which the answers are outlined in the following:
How does the network configuration and management influence the cellular network performance? The analysis of the stationary measurements shows that the network performance (i.e. RTT) is highly dependent on network configuration and management decisions. In the data sets, four different PoPs were discovered. One of these is selected for each device connecting to the mobile network. The assignment was observed to be random but with unequal probabilities. The resulting RTT between the mobile devices and the server at TU Darmstadt also strengthens this observation. Due to the random assignment of the mobile devices to the PoPs the performance experienced on the mobile devices is often sub-optimal. This performance also depends on the location of the application server. Considering that a large number of application servers and Internet services are located near PoP 1, and only 19% of the traffic is routed using this PoP, the resulting performance shows a clear optimization potential.
Can the performance of the cellular network be predicted based on the available measurements? Analyzing the assignment of the mobile devices to the PoPs provides an indication of periodicity. Hence, a Markov Chain was derived to model the starting state probability and transition probabilities for the PoPs. This is also exploited to predict the assignment of the devices to the PoPs. As time patterns were also visible in the Spanish measurements, discovering similar effects in other networks is probable. Applying a binary classification tree, a 97% accuracy predicting the correct PoP has been achieved.
What is the optimization potential in the given network configuration, and how can this be exploited? The analysis in Section V shows a large additional RTT when using a suboptimal PoP. An overhead of 58% to 73% was visible in more than 57% of the measurements. This overhead is nearly constant for the full time of the PoP association. Automatic re-assignments are only carried out after a connection duration of 36 hours. Hence, the performance of the current connection can be considered stable. The performance does neither change with handovers in between cells. Still, forcing a re-assignment to another PoP is possible by disabling and re-enabling cellular data. Such, the performance penalty imposed by the sub-optimal PoP assignment can be mitigated.
How is the user-perceived mobile service quality affected by the routing decisions of the mobile operator? Differences in absolute response times between different websites were observed in the collected data set, but cannot be accounted to the PoP selection alone. Instead, these are caused by processing on the server side. Comparing the relative difference in response times of the 25 most popular websites in Germany shows a similar behavior to the previous observations. This confirms the measurements conducted in Section V, although the effects are less pronounced due to CDN servers being located close to the operator's PoP. Still, performance penalties of more than 40% increased server response times in 50% of the connections using the slowest PoP have been observed. Under some circumstances the time-to-first-byte (TTFB) was even doubled. The time-to-completion (TTC) shows similar behavior, although the variance on each PoP is lower compared to the TTFB measurements.
Summarizing the above findings, the performance of an operational 4G cellular network with the current load depends more on the network configuration and management than on the signal strength, time, cell ID or other parameters. From the measurements it was derived that the current configuration and PoP selection of the network is often sub-optimal, providing a large optimization potential. Hence, it is suggested to modify the cellular operators PoP assignment algorithms to assign the mobile devices to an advantageous PoP. As this also depends on the location of the remote server, a network with higher flexibility is required, allowing to dynamically select the optimum PoP for individual connections. An intermediate step towards reducing the latency for a large number of connections would be extending the infrastructure proportional to the most likely server locations. Assigning the devices to the optimum PoP based on their usage patterns promises to considerably improve the network performance for a large number of users.
Future work will focus on increasing the number of cellular measurements available for analysis to further detail the performance of the cellular network and its backbone. Furthermore, increasing the efficiency of the mobile throughput measurements with their particular requirements (fast, minimal traffic generated) will enable the wide-spread measurement of cellular throughput and as such, increase the availability of data allowing an even more fine-grained analysis of the mobile network quality and performance trade-offs. 
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