Considering the popularity of using data-driven non-linear methods for forecasting streamflow, there has been no exploration of how well such models perform in climate regimes with differing hydrological characteristics, nor has the performance of these models, coupled with wavelet transforms, been compared for lead times of less than 1 month. This study compares the use of four different models, namely artificial neural networks (ANNs), support vector regression (SVR), wavelet-ANN, and wavelet-SVR in a Mediterranean, Oceanic, and Hemiboreal watershed. Model performance was tested for 1, 2 and 3 day forecasting lead times, measured by fractional standard error, the coefficient of determination, Nash-Sutcliffe model efficiency, multiplicative bias, probability of detection and false alarm rate. SVR based models performed best overall, but no one model outperformed the others in more than one watershed, suggesting that some models may be more suitable for certain types of data. Overall model performance varied greatly between climate regimes, suggesting that higher persistence and slower hydrological processes (i.e. snowmelt, glacial runoff, and subsurface flow) support reliable forecasting using daily and multi-day lead times.
INTRODUCTION
Forecasting daily streamflow with a reasonable level of accuracy plays a key role in the management of water resource systems. Reliable forecasts can be used as a tool by water authorities to more effectively allocate the resource among competing users (e.g. domestic, agriculture, environment, hydroelectric power), as well as to plan for the future expansion and/or reduction of water resources infrastructure. Forecasting is important in all climatic regions of the world; however, the performance of forecasting methods varies considerably depending on the characteristics of the watershed. For example, methods that are found effective for forecasting streamflow in relatively water abundant regions may, in fact, be unsuitable for use in dryer watersheds, where water scarcity is a reality due to the intermittent nature of streams. These climate characteristics, and others, may dramatically affect the performance of various forecasting methods in different watersheds and this area of research still requires much more exploration.
Due to the sensitivity of water resources in many areas around the world, it is becoming increasingly important to ensure that water is managed in a sustainable manner. To do this requires an understanding of stream flow dynamics, which are governed by various physical mechanisms acting on a wide range of temporal and spatial scales (Sivakumar problems of over parameterization and equifinality (Beven ) . This is in contrast to data-driven models, which have found appeal due to their minimum information requirements, rapid development times, simplicity, and accuracy in streamflow forecasting (Adamowski a) .
That being said, data-driven models do have limitations, which become increasingly apparent as the data become more complex.
When using a data-driven approach to forecast stream- Another hybrid method that has recently been proposed is the wavelet transform coupled with wavelet-SVR (WSVR).
To the best knowledge of the authors, there has been very little research into the application of this technique for streamflow forecasting. Kisi & Çimen () and Guo et al. () both applied WSVR models with different methodologies to forecast monthly streamflow, and both found that the WSVR models outperformed the stand alone SVR. Nevertheless, to date, there has been no research that: (1) explores the use of WSVR methods for streamflow forecasting of lead times less than 1 month; and (2) compares the WSVR method to other hybrid methods, most notably WANNs.
Finally, the majority of the aforementioned studies for forecasting streamflow use either lagged precipitation, lagged streamflow, or both as inputs, and rarely is temperature ever used except in a few cases. Furthermore, all of the studies test the methods in one or, at most, two watersheds that are always in the same climate regime, providing little insight into the performance of these methods when climatic conditions change. The goal of the current research was to compare the forecasting performance of hybrid methods (i.e. WANN and WSVR) and their stand alone counterparts (i.e. ANN and SVR) using multiple lead times with daily data in Mediterranean, Oceanic, and Hemiboreal climates.
STUDY AREAS
To allow for a more robust test of the different modeling methods, three climates -Mediterranean, Oceanic, and Hemiboreal -were selected because each has varying degrees of annual precipitation, streamflow, and temperature. All climates are classified according to the Koppen-Gieger climate classification system described by Peel et al. () and the watersheds presented in Figure 1 were chosen because each existed in one of the selected Table 1 shows the different characteristics of each watershed.
Hydrographs for all of the watersheds during the selected time period are shown in Figure 2 and Tables 2-4 show the descriptive statistics for each of the variables in each of the watersheds.
The Mediterranean watershed was chosen for this study because it is intermittent and is subject to fast peaks and declines in the annual hydrograph. This is portrayed in Finally, the Hemiboreal watershed was selected for this study because it differs from the other two watersheds in that a significant amount of streamflow originates from snowpack, and there is continuous ice cover during the winter months. It is the largest watershed and it carries the most streamflow (Table 4 ) throughout the year, with 
r (tÀ 1) ¼ Correlation coefficient between variable time series delayed 1 day and total daily streamflow at time (t).
r(tÀ 2) ¼ Correlation coefficient between variable time series delayed 2 days and total daily streamflow at time (t). r(tÀ 3) ¼ Correlation coefficient between variable time series delayed 3 days and total daily streamflow at time (t). 
r(tÀ 1) ¼ Correlation coefficient between variable time series delayed 1 day and total daily streamflow at time (t). r (tÀ 2) ¼ Correlation coefficient between variable time series delayed 2 days and total daily streamflow at time (t). r (tÀ 3) ¼ Correlation coefficient between variable time series delayed 3 days and total daily streamflow at time (t).
MODEL DEVELOPMENT
Four different types of model were developed in this study:
ANNs, WANNs, SVRs, and WSVRs. For each of the four variables discussed in the previous section (i.e. total streamflow volume, total precipitation, minimum daily temperature, maximum daily temperature), two sets of inputs were created: the variables themselves delayed by 1 (tÀ1), 2 (tÀ2), and 3 (tÀ3) 
where L is the level of decomposition and N is the length of the signal. In this study, the training and validation set comprises N ¼ 8752 samples; therefore, the level decomposition is L ¼ 3. Considering that log(N) is much closer to 4 than it is to 3, the models were also tested using L ¼ 4, but under these conditions, model performance decreased in all cases, suggesting that L ¼ 3 is a more appropriate level of decomposition.
The signals were decomposed using the redundant à trous algorithm according to Murtagh et al. () in conjunction with the non-symmetric Haar wavelet as the lowpass filter. Four sets of wavelet sub-time series were created, including: a low-frequency component (Approximation) that uncovers the signal's trend, and three sets of high-frequency components (Details), which reveal the periodicity at each dyadic scale of 2, 4 and 8 days.
The motivation for using the à trous algorithm with the Haar wavelet is to overcome two inherent problems with using DWTs for forecasting applications, namely 'shift variance' and the inclusion of future data as inputs to the models. Classical DWTs use 'decimation', or the retaining of one sample out of every two, to decompose a signal.
This means that only half of the coefficients of the details are left at the current level and half of the coefficients of the approximation are recursively processed using high-pass and low-pass filters for coarser resolution levels. This has many advantages for some applications like compression but it presents a challenge for forecasting applications in that it makes the signal 'shift variant' (i.e. if we change the values at the beginning of our time series, all of the wavelet coefficients will change). To overcome this challenge, we use the redundant or non-decimated à trous algorithm. Finally, because the wavelet transformation necessitates a convolution of the Haar filter, careful attention must be given to the boundary conditions at the beginning of the newly created inputs. To compensate, the first eight samples of each newly created input were discarded so as to remove any coefficients that were not created entirely with original data.
The selection of significant inputs
The next step in the model development process (for all models) is to determine which inputs are significant. This variable. Deciding how the data will be partitioned is a matter of assigning which column vectors will be used for training and which will be used for validation. When the column vectors were assigned randomly, performance was improved.
Finding the optimum random index was done with the SVR models due to the robustness of their output compared to ANNs. To clarify, if SVR models are given the same random index and same parameters, they will always train with the same number of epochs and produce the exact same results. This is unlike the ANN models, which produce results that vary as a consequence of their internal mechanics (discussed more below).
For each watershed, the SVR model was run 100 times, each time with a new randomized order of inputs. The observed values that the model uses as its target were also divided according to the same random index. The random index that produces the lowest testing root mean squared error (RMSE) was selected as the optimum index for each watershed and is the same one used to train the ANN, WANN, SVR, and WSVR models. RMSE is a measure of model precision, expressed as:
where y i and y i are the observed and forecasted streamflows, respectively, and n is the number of samples.
The model becomes more precise as the RMSE decreases, with a perfect forecasting capability expressed as RMSE ¼ 0.
ANN models
The ANN used in this study was a feed forward MLP archi- There are up to a maximum of 12 inputs (4 variables × 3 lag periods) for each of the ANN models. The inputs that meet the significance criteria were normalized between À 1 and 1 and the output data were normalized between 0 and 1 according to Equation (3) below: Table 6 shows the number of hidden neurons that were selected for each of the ANN and WANN models.
There was no need to go beyond 20 hidden neurons in any of the ANN models due to the large increase in generalization RMSE after this point.
As previously mentioned, 80% of the data was used for training/validation and the last 20% was used for testing.
The training/validation set was further divided into 80% training and 20% validation, so overall, 64% of the data was used for training, 16% was used for validation, and 20% was used for testing. The partitioning of the training and validation data sets was decided according to the optimum random index selected for each watershed, discussed above.
Every time the model was trained, there was a mechanism to stop training early when the model had converged.
This mechanism is a default operation of the ANN toolbox.
Model convergence was determined when the training and validation error reached a minimum and performance did not continue to increase. Depending on where the model begins on the error surface, the initial setting of the weights and biases, and whether the model gets stuck in a local minima or not, convergence times will differ and produce different outcomes. These are elements inherent to the ANN used for this study that prevent the performance of the training and simulation from being exactly the same each time. To overcome this and better quantify model performance, each ANN model was trained and simulated 500 times and the performance results were analyzed to construct a 99% confidence interval. Out of all of the results, the widest confidence interval was found to be less than 0.01% of the mean and, therefore, negligible, so only the mean values of the 500 simulations are reported.
WANN models
The procedure for the WANN models is exactly the same as for the ANN models except for the number and type of inputs. Instead of inputs that consist of undecomposed variables, the inputs were the significant sets of wavelet sub-time series. In previous studies, the wavelet sub-time series for a given signal were often summed once the insignificant coefficients were discarded (e.g. Partal ; Kisi & Çimen );
however, for this study each set of wavelet coefficients were used as inputs into the model. Consequently, there are up to a maximum of 48 inputs (4 variables × 4 wavelet sub-time series × 3 lag periods) for each of the models. The reason for this procedure is twofold: (1) to allow the model to better extract the non-stationary components from the data; and (2) to prevent a recreation of the original signal when no details are discarded. Finally, the training and validation data sets were partitioned according to the optimum random index selected for each watershed.
SVR models
In SVR, the goal is to find a functional dependency f(x) between the input variables X ¼ (x 1 ,x 2 , . . . . . .x n ) and the target values (2)) is chosen as the best combination. Finally, the selected combination is adjusted with even more precision through a trial and error process for a more localized optimization of the model parameters. Table 7 shows the optimum parameters selected for each of the SVR and WSVR models.
WSVR models
The WSVR models were created in the same manner as the WANN models. Significant sets of wavelet sub-time series were used as inputs for the SVR models and the training and validation data sets were partitioned according to the optimum random index selected for each watershed, as discussed above. Lastly, the procedure for finding the optimum parameters was the same as before and the selection of parameters is shown in Table 7 . Performance criteria for prediction of individual values FSE is the RMSE (Equation (2)) divided by the corresponding mean of the targets (observed values). It is a scalable measure of model precision, expressed as:
Model performance comparison
where y i , yì, and y are the observed, forecasted, and mean of the observed streamflows, respectively. The model becomes more precise as the FSE reaches zero.
The coefficient of determination (R 2 ) is expressed as:
where ym ean is the mean of the forecasted streamflows. The 
Performance criteria for hydrological interpretation
The Nash-Sutcliffe model efficiency (E) is expressed as:
E is used widely in hydrology because it measures the ability of the model to forecast values that are better than the mean. Values of E range from À∞ to 1, with 1 showing perfect model performance.
Multiplicative bias (B), is expressed as:
B provides a good measure of whether the model is overestimating (B > 1) or underestimating (B < 1) compared to observed values. B ¼ 1 indicates perfect model performance.
POD and FA depend on a threshold determined by the user. Typically, the threshold is set to test the ability of the model to forecast certain events (e.g. streamflow peaks) in relation to observed events. Due to the differences in data among the catchments, it was very hard to set a threshold that is representative of all events in all catchments; therefore, the threshold for this study was set at the 90th percentile of total daily streamflow (m 3 ) for the testing period of each catchment. The 90th percentile was selected because it eliminates those events that are more periodic than others. The values for each threshold are reported in Tables 2-4 .
The POD is expressed as: 
FA indicates how many times the model forecasts events greater than the 90th percentile of total daily streamflow when there is no observation of such event.
RESULTS

Mediterranean climate regime
The model performance statistics for the Mediterranean watershed are reported in Table 8 
Oceanic climate regime
The model performance statistics for the Oceanic watershed are reported in Table 9 . The SVR model outperformed all of the other models for all three lead times. Figure 5 shows a comparison of observed versus forecasted values for the SVR model and Figure 6 shows a residual comparison of the SVR model versus the second best performing model, the WSVR. For the 1 day lead time, coupling the ANN and SVR models with wavelet transformed data decreased model performance by 1.6 and 0.8%, respectively.
Overall, all of the models forecasted well for 1 day lead times and much better than similar forecasts in the Mediterranean watershed. The models also captured more of the peak flow periods than models in the Mediterranean watersheds, but did not capture all of them. Furthermore, an analysis of model performance with relation to the lead time shows that performance deteriorates with increasing lead times, but more gradually than in the watersheds with less correlated inputs. One and 2 day lead time forecasts are still useable; however, 1 day lead times are more reliable.
Hemiboreal climate regime
The model performance statistics for the Hemiboreal watershed are reported in Table 10 . The WSVR model outperformed all of the other models in this watershed.
The WSVR produced the lowest training and testing FSE (0.101 and 0.110, respectively), had the highest testing R 2 (0.992), and was the best at forecasting outcomes different Overall, all the models were successful in predicting the large majority (>99%) of information, including the peak flows. Furthermore, although model performance deteriorated as the lead time increased, the decrease is smaller than all of the other watersheds and performance is still relatively good at a 3 day lead time.
Overall model performance
Using the methodology described in this paper, all of the models performed within a close range of one another (0-10%) and there was no one model that outperformed the others in the majority of cases. The same is true considering those models that performed best and second best; however, SVR-based models outperformed ANN-based models in four out of six cases. The improved performance of the SVR models likely reflects their ability to better find the global minima, whereas the ANN models may have been occasionally getting stuck in local minima.
Using data pre-processed with wavelet transformation increased model performance in two out of three water- (Table 4) . Furthermore, the correlation for temperature in the Oceanic and Hemiboreal watersheds increases with the lead time, indicating the potential improvement that temperature data may have for larger lead times in these climate regimes.
SUMMARY AND CONCLUSIONS
The application of new data-driven methods for forecasting daily streamflow in three different climate regimes was analyzed in this study. Four models were tested in each Three watersheds in three different climate regimes were used for this study. Performance in the Oceanic and
Hemiboreal watersheds far exceeded that in the Mediterranean watershed, most likely because of the much higher persistence, slower processes (i.e. snowmelt, glacial runoff, etc.) that contribute to streamflow, and the highly correlated temperature data in those watersheds. That being said, even though model performance in the Mediterranean watershed was relatively less reliable, the models were still able to capture the majority of information and performance was improved by as much as 7% by using wavelet sub-time series.
Further research into the performance of these techniques in different climate regimes should be investigated with a much larger sample size to determine if ANN or SVR-based models are more appropriate for certain types of data. Considering the promise of using SVR-based methods for forecasting streamflow, it may be useful to combine this method with bootstrapping in an effort to better address uncertainty. Although this study showed model performance for lead times of 1, 2 and 3 days, it is likely beneficial to shorten the lead time for watersheds wherein flow originates almost entirely from surface runoff, and lengthen the lead time for watersheds wherein flow originates from a variety of sources. Ideally, one would derive the appropriate lead time according to the watershed's characteristics, but that was not possible in this study due to the unavailability of data. It should also be noted that while long records (e.g. 30 years) of daily data are widely available, such records of data with shorter time intervals are much rarer, implying that the selected station is considerably more distant from the watershed.
