test is employed to verify whether the new forecasting models, which vary among industries based on the in-sample results, can have better predictions than the two benchmark models. Our results show that default return and default yield have significant impacts on stock return volatility.
Introduction
The determinants of stock return volatility have long been studied over the past two decades (Campbell, Lettau, Malkiel and Xu, 2001; Sohn, 2009) . Although these studies commonly look into a wide range of macroeconomic variables, their different methodologies yield results that are hardly comparable. While some studies suggest that macroeconomic factors have impacts on stock return volatility, others find such evidence lacking. Schwert (1989) examines the relationships between stock return volatility and economic activities using monthly data from 1857 to 1987. He finds that inflation volatility predicts stock volatility for the period 1953-1987, money growth volatility is a good predictor of stock return volatility, and industrial production volatility weakly explains stock return volatility. Kearney and Daly (1998) show that conditional inflation volatilities and interest rates have direct impacts on Australian stock market volatility. Engle and Rangel (2008) also argue that volatility in macroeconomic factors, such as inflation, short-term interest rates and GDP growth, could explain the increase in stock market volatility.
In the literature, very few studies have examined the impact of macroeconomic variables on stock return volatility at the industry level (Faff and Brailsford, 1999; Hess, 2003) . Industry analysis contains important information for asset allocation, which helps control portfolio risk by diversifying investments across various industries. The objective of this paper is to investigate whether different macroeconomic factors can forecast the volatility of various industries. A multi-factor augmented model is constructed by adopting the main approaches in Schwert (1989) with U.S. stock market data across different industries over the period 1927 to 2012 . Paye (2012 concludes that the macroeconomic variables Granger cause stock return volatility at monthly horizons, and that the default return and default yield spread are the two variables contributing the most. Following Paye (2012), we include explanatory variables that reflect monetary policies (default return and default yield), economic conditions (industrial production growth and its volatility) and price levels (inflation rate).
The findings illustrate that for major industries, the aforementioned variables have significant impacts on stock return volatility. Meanwhile, differences in the impact of macroeconomic variables are evident among disaggregated industries.
These new forecasting models are empirically superior, based on the results of the in-sample analysis. As for the out-of-sample analysis, the new forecasting models perform better than the benchmark models constructed by auto-regressions or basic settings for the aggregate market. However, the superiority is not exactly the same under the two approaches in four sub-periods.
The remainder of this paper is organized as follows. Section 2 reviews the relevant literature on the differences in the fluctuations and macroeconomic determinants of stock return volatility at the industry level. Section 3 describes the variables and data. Sections 4 and 5 present the methodology and empirical results of in-sample and out-of-sample analyses respectively. Section 6 concludes the paper.
Literature Review
The attempt to examine the different effects of macroeconomic factors on volatility in different industries is mainly driven by the diverse characteristics of industry-level volatility. Some industries are cyclical, such as the oil and gas industry (Sadorsky, 2001 ) and durable equipment-based industries (machinery and transportation equipment). Conversely, non-cyclical industries, such as food and beverage, tobacco, and utilities (Campbell et al., 2001) , sail through economic downturns. Boudoukh et al. (1994) conclude that stock returns in non-cyclical industries tend to co-vary positively with the expected inflation, while the reverse holds for cyclical industries. According to Hess (2003) , firms in sensitive sectors underwent severe structural changes during the 1990s recession because of fierce international competition and technological progress. Insensitive sectors, however, did not face such significant challenges at the time.
Fama and French (1997) find substantial differences in factor sensitivities across U.S. industries. As shown by Faff and Brailsford (1999) , oil price movements have varying effects on different industries. Specifically, while a significantly positive sensitivity is spotted in diversified resources and the oil and gas industries, a significantly negative sensitivity is observed in the transportation, paper and packaging industries. In addition, sensitivities appear to be long-term phenomena.
Based on the investigation on the Pacific Stock Exchange (PSE) Technology 100 Index, the conditional volatilities of oil prices, the term premium, and the consumer price index all have significant impacts on the conditional volatilities of technology stock prices (Sadorsky, 2003) .
A relatively large number of studies focus on the varying impacts of interest rates and other factors in various industries. For example, Sweeney and Warga (1986) perform regressions on the stock returns of 21 industry portfolios against the market and a series of simple changes of long-term interest rates. They found that from 1960 to 1979, only stocks of electric utilities and those of the banking, finance and real estate industries are consistently sensitive to interest rates. Dinenis and Staikouras (1998) conclude that the effect of unanticipated changes in interest rates on nonfinancial institutions is also statistically significant, but is substantially less significant than the corresponding effect on financial institutions. Specifically, with three-factor index model regressions, Oertmann et al. (2000) estimate interest rate sensitivity by looking into various types of financial companies and industrial corporations. Generally, the industrial corporations' equity returns are positively affected by interest rate changes. Oertmann et al. (2000) conclude that the relationship commonly presumed negative between interest rate shifts and stock returns is largely facilitated by financial companies in the market. Czaja and Scholz (2007) use the term-structure model to examine the linkage between variables and summarise the negative effects of the slope of term structure or term spread on stock returns. The effects, nonetheless, vary among industries. For instance, the automobile and utilities industries, which depend on large initial capital investments and long-term financing, are more sensitive to the term spread.
For variables reflecting price levels, the service sector tends to react more sensitively to inflation surprises than the capital-intensive industrial sector does (Hess, 2003) . Specifically, the reaction of hotels to inflation shocks is more than two time as strong as any other sector, as hotels may involve highly leveraged firms.
Retail-related sectors likewise are quite sensitive to inflation shocks, which may be attributable to consumer behaviour. Comparatively, banks are only moderately sensitive to inflation surprises.
Variables and Data

Explanatory Variables
Since countercyclical volatility may arise from investor uncertainty towards economic status and risk premiums, observable variables correlating to these channels are examined in the following analysis. This paper utilises the following macroeconomic factors, which are sampled monthly from January 1927 to December 2012.
Industrial production growth (ipg)
This variable is defined as 1 ln( )
, where , the U.S. Industrial Production Index, is sourced from the Board of Governors of the Federal Reserve System. It measures movements in the level of output and highlights the structural development of the economy.
Volatility of industrial production growth (ipgvol)
The volatility of industrial production growth is a proxy for the conditional volatility of growth in U.S. industrial production . We estimate an autoregressive model with 12-monthly dummy variables to evaluate the monthly volatility of industrial production growth ( 2 t  , from the following regression). The volatility of industrial production is expressed as 12 12
where t X denotes the monthly industrial production growth.
Default return spread (dfr)
This variable is the difference between returns from long-term corporate bonds and long-term government bonds. Data (including the following two variables, dfy and tms) are sourced from Goyal and Welch (2008) , which was updated by Goyal through 2012.
Default yield spread (dfy)
This variable is the difference between the yield on BAA-rated corporate bonds and long-term U.S. government bonds.
Term spread (tms)
This variable is the difference between the long-term yield on government bonds and the Treasury bill rate. Industrial production growth and overall production growth provide useful information about the uncertainty towards macroeconomic prospects. The growth of the industrial production index can be consistent with the average growth of firms' sales and cash flows (Chen, Roll and Ross, 1986) . Humpe and Macmillan (2009) find a positive correlation between the industrial production index and stock prices in both American and Japanese markets. In addition, stock market volatility may increase as industrial production volatility increases.
Factors representing price levels
Inflation rate (infl)
Paye (2012) The realised volatility in each industry from January 1927 to December 2012 is obtained from the standard deviation formula below:
where (t) SRV is the stock return volatility in period t; , ,
is the daily stock return in industry j on the date i in period t ; , j t R is the average return in industry j in period t, and t N is the number of trading days in this period.
The three panels in Table 2 Moreover, the differences are obvious during the sub-periods. The stock return volatility of the aggregate market (S&P_vwv) and that of the industries based on the 5-industry classification in three sub-periods are shown in Table 3 . The first period The correlation coefficients between stock return volatility at the aggregate level and macroeconomic variables are shown in Table 4 . The default yield, term spread, and industrial production growth volatility correlate positively with the S&P 500 stock return volatility, while the default return, industrial production growth, and inflation rate have weak and negative impacts on volatility. Moreover, we do not find significant correlations among macroeconomic variables, reinforcing the credibility of the results.
In-Sample Analysis
Model
The multi-factor forecasting model used in this paper is given by
where , j t SRV is the stock return volatility in industry j in time t , and 1 t X  stands for the first-order lag of macroeconomic variables (i.e., default return, default yield, term spread, industrial production growth, volatility of industrial production growth, and inflation rate). The null hypothesis states that there is no Granger causality, meaning that given a vector 1 t X  , the coefficients of macroeconomic variables 0   can be tested using the F-test. Meanwhile, the t-test is used to assess the significance of each macroeconomic determinant. When 0   , the model becomes an AR (6) regression for each industry, which is the benchmark model given by
where , j i  is the coefficient associated with each lag of stock return volatility.
Results
Tables 5, 6, and 7 show the in-sample predictive regression results on a monthly horizon of the 5-, 10-and 40-industry classifications respectively. For each industry, the tables display the estimated slope coefficients  and their significance. Since all macroeconomic variables are standardised prior to analysis, the coefficients reported are measured in units of standard deviation.
In addition, the bottom parts of Tables 5 to 7 show the R-squared of the predictive models and of the benchmark models, as well as the relative increase in R-squared expressed as percentages and Granger causality test results for the macroeconomic variables. production growth, volatility of industrial production growth, and inflation rate) have significant impacts.
The null hypothesis of no Granger causality is rejected in all industries at the 5% significance level. The R-squared of the model and benchmark model, and the relative change are also reported. Cnsmr1 (Consumer Goods), Hlth1 (Health Care, etc.), and Manuf1 (Manufacturing, etc.) show relatively greater increases in R-squared after adding all macroeconomic factors to the benchmark AR (6) model.
To a large extent, the results of the coefficient estimates for these five main industries are consistent with Paye (2012), who finds that the macroeconomic variables Granger-cause stock return volatility at monthly horizons, and that the default return and default yield spread are the two variables contributing the most.
With regards to a more disaggregated industry classification, Table 6 displays the results of in-sample predictive regressions in 10 industries, which contain Nodur2 (Non-Durable Goods), Durbl2 (Durable Goods), Enrgy2 (Oil, Gas, etc.) and Shops2 (Wholesale, Retail, etc.) . Similar to the results in 5 major industries, the macroeconomic variables here Granger-cause stock return volatility in 10 industries.
However, industry differences become more apparent.
The effects of default return and default yield are significant among the aforementioned 10 industries except Manuf2 (Manufacturing Industry), which is not sensitive to the default return but reacts significantly to the default yield. Since the production and business involved in the manufacturing industry generally requires large initial investments and possess relatively longer profit cycles, this industry may not be sensitive to the realised risk changes reflected by the return difference between long-term corporate bonds and long-term government bonds.
However, it is highly sensitive to the changes of long-term expected risk reflected in the yield difference between BAA-rated corporate bonds and long-term U.S. government bonds.
In addition, the stock return volatility of the Hitec2 (Business Equipment)
industry reacts significantly to the term spread changes, probably owing to the relatively higher risk and R&D cost of business equipment firms. The volatility of Utils2 (Utilities) co-varies with the volatility of industrial production growth. This is evident given that utilities contain electric, gas, and water supply services that are directly related to industrial production. Furthermore, the three composites of
Cnsmr1, namely Nodur2 (Non-Durable Goods), Durbl2 (Durable Goods) and
Shops2 (Wholesale, Retail, etc.) , have a relatively greater increase in R-squared.
Many more clues of different effects can be found in the results (Table 7) In summary, the impact of macroeconomic variables on stock return volatility is largely consistent within a general industry classification, where macroeconomic factors that cause volatility have significant effects, including default return and default yield spread, while other factors do not. However, the differences in impact are obvious within disaggregated sectors (10-and 40-industry classifications). For example, the consumption-related and medical equipment industries show better forecasts after these macroeconomic determinants are added to the benchmark model.
Out-of-Sample Analysis
Methodology
The target models in this section are the forecasting regressions in Equation (4), while the macroeconomic variables contained in 1 t X  are different among industries. Only those found to have a significant effect on industry stock return volatility are included in the forecasting models.
The benchmark models have two specifications. One is the benchmark model in Equation (5) and the other is the new model. The new model adds default return and default yield to the right-hand side of the regression in Equation (5). These two factors have obvious impacts on the stock return volatility of the whole market.
Specifically, the models are expressed as
Model 1 (benchmark model 1):
Model 2 (benchmark model 2):
Model 3 (new forecasting model): 
The new forecasting model has a smaller MSPE than the benchmark model. 
Hence, 1972-2012 and 1982-2012) . The results show that the forecasts incorporating AR (6), default return, default yield, volatility of industrial production growth and inflation are relatively more accurate during the periods.
A comparison of results from the 1972 -2002 and 1982 -2012 periods demonstrates that the predictive power for stock return volatility is sensitive to the inclusion of the 1970s. For instance, the volatility of Manuf2 (Manufacturing, etc.) seems to have better prediction with AR (6) and the default yield in the 1982 -2012 period, using both rolling and recursive approaches. However, the same phenomenon cannot be found during the 1972 -2002 period.
The discrepancy between results obtained from the rolling and recursive approaches is substantial. Generally, under a recursive scheme, the benchmark models of AR (6) 
Conclusion
Stock return volatility is largely countercyclical and is often connected to macroeconomic determinants. This paper employs an augmented model to detect the impacts of macroeconomic factors on stock return volatility in different industries.
The results show that the difference in the impacts of macroeconomic factors is obvious among disaggregated industry sectors. As for the out-of-sample analysis, the new forecasting models perform better than the benchmark models constructed by auto-regressions or basic settings for the aggregate market. However, the superiority is not exactly the same under the two approaches in four sub-periods.
This paper extends the results of previous studies mainly by Paye (2012) via focusing on the industry-level analysis. The investigation proves that the impacts of the examined macroeconomic factors differentiate themselves from one industry to another. Furthermore, to some degree, the modified models improve the predictive accuracy. The next intriguing step for future studies is to explore the specific reasons behind the discrepancies, for example, by including industry specific variables. Table 5 depicts the in-sample predictive regression results for the S&P 500 and 5-industry classification. It reports the estimated slope coefficients and their significance, the R-squared of the predictive models and those of the benchmark models, as well as the relative increase in R-squared, expressed as percentage and Granger causality test results for the macroeconomic variables. ***, ** and * represent statistical significance at the 1%, 5% and 10% level respectively. Similarly, the results of disaggregated industries are presented in Table 6 and Table 7 . 
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