In most progressive image coding tcchniques the compressed data vary in importance for reconstructing the original image. Obtaining certain parts of these data by an eavesdropper could reveal significant information about the transmitted or stored image. In this paper different encryption methods to secure the transmission or storage of such data are proposed and evaluated. The methods are chosen in a manner that allows high encryption and decryption rates, simple key management and utilization of widely available encryption algorithms such as DES (Data Encryption Standard). Effect of channel noise on the encrypted data is also considered and a modification of these methods to combat channel errors is also proposed and evaluated.
Introduction
With the increasing amount of sensitive data exchanged daily between different communicating parties around the world, practical methods to provide privacy and authenticity of such data are becoming of vital interest. Many encryption techniques have been proposed in the literature for such purposes [l, 7, 91 . In general, once the information are put in a digital form, modern cryptographic techniques can be used to provide a high level of security in the sense of making the recovery of the information by an eavesdropper a difficult, if not an impossible task.
On the other hand, with limitations in channel transmission rates and data storage, compression techniques are usually used on source information before transmission or storage. Many compression techniques have been proposed in the literature for different applications [a, 81 . In most still image compression techniques, however, the compressed data vary in their importance for reconstructing the image. Images compressed by JPIG, a widely used technique and is an I S 0 standard, is an example. In addition to its compression efficiency, it has the advantage that it can be parameterized for progressive coding where images are captured as a low resolution rendition plus a sequence of delta files for providing further resolution enhancement. This is useful for database applications, browsing over medium rate communication links and on packet networks [8] .
In such an application, recovery of the first part of the data by an unauthorized user can be more damaging than other parts of the data. This paper is concerned with encryption methods for providing general secure transmission of image data with an additional protection of the important parts. The presence of noise in the channel, on the other hand, increases the sensitivity of the compressed data t o channel errors in the sense that the errors propagate into blocks of errors in the data after decryption. This can
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severely degrade the quality of the reconstructed image. This issue is also addressed in this paper, where a pre-error-correcting scheme is proposed to correct such errors.
ecompressior-
The paper is organized as follows: In Section 2 some preliminaries from image compression and cryptography are reviewed. In Section 3 the proposed method for multilevel protection of compressed image data is introduced and evaluated.
In Section 4, the problem of secure transmission over noisy channels is studied and analyzed. In Section 5 numerical results are discussed. Finally, conclusions of this research are given in Section 6.
Preliminaries
A schematic diagram of the transmission (Storage) system is shown in Figure 1 . The data are first compressed then encrypted and transmitted on a coded channel. The function of the channel coding is to reduce the effect of the channel errors. In bursty environments interleaving is usually used to distribute the errors among the different codewords and hence reduce the error effect [3, 51. [a]. Since most of the signal power and information is located in the low frequency band of the image, special attention should be given to this band to protect its information against channel errors. Sub-band coding (SBC) have been used for progressive transmission of images and can be considered as a special case of pyramid coding when using constrained linear operators in the absence of quantization. However, it has been found that pyramid coding can be a better choice when high quality must be maintained across a number of scales.
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Encryption Teclnniques
Enciphering algorithms are generally classified into either stream or block [SI.
Block Ciphers
In block ciphers data are processed in blocks where a block of m information bits is mixed with IC bits secret key in a complicated manner that makes the recovery of such information without key knowledge computationally unfeasible. A block cipher can be viewed as a set of indexed invertible mappings, f h ' ( X ) , where, for a particular key, K , the ciphertext block, Y , is given by
Here it is assumed that the size of the input and the output blocks is m bits and the size of the key is IC bits. A schematic of this process is shown in Figure 2 .
Since block ciphers process data in blocks, they generally have faster encryption rates than stream ciphers and will be used in this paper. Block ciphers can be operated in different modes. In the basic mode (Electronic Code Book) each block of data is encrypted independently from other blocks resulting in similar ciphertext blocks for similar data blocks. To prevent such leakage, source data are usually randomized before encryption by means of compression or padding each data block by a number of random bits. By doing so encrypting the same data block results in different ciphertext block. Other modes of operating block ciphers include Cipher Block Chaining and Cipher Feedback Modes. These latter modes also allow for diffusing the data statistics and, therefore, hiding any repeated patterns.
Stream Ciphers
In stream ciphers each information bit is encrypted by modulo 2 addition with a bit from a running-key generator. These are mostly based on Linear Feedback Shift Registers (LFSR) combined with non linear processing. LFSRs are known for their good statistical properties but can be easily broken if used alone for encryption. The nonlinear processing is required to increase the complexity of recovering the encrypted in- 
Secure Progressive Transmission Of Compressed Images
In this section we propose an algorithm for encrypting image data in which all the image is encrypted, but with more security protection for the important part. This unequal or multi-level security problem is similar to that in database These algorithms are attractive in the sense that only a single short secret key is needed for the whole encryption process. In addition , all the different level subkeys can be securely generated from the main secret key. The proposed algorithm for image encryption is discussed next.
The method
Although stream ciphers can be used to provide the required security, we suggest using a block cipher instead for the following reasons:
0 Block ciphers are widely available in both hardware and software such as DES or IDEA [9] .
0 Their security is well studied in the literature. 
Decrypt ion
To decrypt, the receiver using K , first generates the subkeys K b and K , and use them to decrypt each block individually by its corresponding keys.
Key management
As can be seen for the above algorithm only a single secret key is needed t o implement the algorithm. This will allow for simple key management and storage. In general, a one-way function is needed to generate all the subkeys needed for the different encryption stages. From a computational point of view, a one-way function is a function that is easy t o compute but extremely difficult t o invert. Either block ciphers or some number theoretic algorithms can be used t o implement this one-way function.
Techniques Based On Block Ciphers
Using a block cipher can serve as a one-way function in which computing the output of the cipher is easy while inverting the block cipher, without knowing the key, is computationally difficult. This can be achieved by using K , as both a key and an input to the block cipher. The result of this first encipherment is our first subkey K b . Repeating the same process using K b as a key and input t o the block cipher we obtain the second subkey K,. This is shown in Figure 5 . 
Techniques Based On Number Theoretic Algorithms
Number theoretic encryption algorithms are known for their high security but need intensive calculations resulting, therefore, in slow encryption processing rates. There are different methods based on number theoretic problems for obtaining one-way functions. Examples include methods based on factoring or exponentiation over finite fields. The following algorithm serves as an example using exponentiation.
0 First a large prime, p , (usually greater than 512 bits) with its generator element, a , are generated.
0 From the master key K,, other subkeys K b and K , are then generated according to and Kc = aKbmod p.
The security of the above algorithm is based on the problem of finding II: given a"mod p known as the discrete logarithm problem.
Security
Since the security of block ciphers depends on the complexity of reversing the cipher transformation, such security is increased by cascading block ciphers of different keys [9] . Note here that the amount of work needed in our case results from the difficulty of of obtaining the subkey K b from K, and the subkey I{, from Kb. Generally cascading block ciphers can result in increasing the key space of the cipher and, thereby, increasing the overall security. However, one should be careful when selecting the keys in order to avoid any weaknesses that could result. A cascade of 3 is usually recommended. On the other hand, multiple encryption and decryption may decrease the speed in which data are processed. In our case, however, since the number of blocks in level A is typically small, such effect will not be significant. Therefore, for our algorithm high encryption and decryption rates are possible.
Practical Considerations
In some situation the source output contains repeated patterns. In this case, if the above algorithm is used then the same ciphertext will be obtained each time the pattern occurs. This can lead to security weaknesses. One can avoid this by randomizing the output from the source by, for example, padding some random bits to each transmitted block. These bits can be thrown out after decryption. This, however, may lead to extra transmission requirements but will significantly enhance security. Other modes of operation can, of course, be used such as the Cipher Block Chaining (CBC) and Cipher Feed-
4 Secure Transmission Over Noisy Channels
In certain situations when the channel is very noisy, some of the errors will not be corrected by the channel decoder and will be passed as erroneous information to the decryptor. The decryptor will propagate the error from a single bit error to a block of m bits. If the affected bits are part of the important information, then a distorted image will result.
Effect Of Channel Errors On Encrypted Data
As previously stated, it is possible that some of the errors will be passed from the channel decoder to the decryptor. A problem here is that even a single bit error from the channel is amplified to a block of erroneous bits. This is expected since good ciphers have this chaotic behavior. In this case, all the errors after decryption are of a block nature. To solve this problem, we propose using both interleaving and a pre-coding to correct these errors. Here we propose using Reed-Solomon (RS) Codes for error corrections [3]. These are maximal distance separable codes that meets the Singleton bound.
That is, for an ( N , K') RS-code ( N -K ' ) / 2 errors can be corrected; this is the maximum that can be corrected by any linear code. However, because of the sensitivity of block A to errors, more error protection is required for this block.
For the purpose of demonstration we propose applying (8,4) RS over G F ( 2 8 ) that can correct two bytes of errors for block A codewords.
For the second level B we propose using (€46)
RS code over the same field which can correct a single error byte. The encryption and the decryption processes are as follow:
Encryption:
A 32 bytes are arranged in an 4 x 8 array and each column is then encoded using the (8,4) RS code. The result is a (8 x 8) array of bytes. Each row is then encrypted and the result is then channel encoded and transmitted.
A similar procedure is used to encrypt the second level B but using the (8,6) RS code.
The last level of compressed data C is encrypted directly, ch'annel encoded and transmitted. The whole process is summarized in Figure 6 . 
Decrypt ion:
The decryption process is the inverse of that of the transmission side. In case a channel error is passed to the decryptor, the interleaver will distribute the errors among the 8 codewords which can be corrected as long as this number is less than or equal to two bytes of errors. Similarly, a single error can be corrected by level B decoder.
Numerical Results and Discussion
In this section the progressive image transmission with pyramid coding and DES encryption are used. A 128 x 128 image shown in Figure 7a is used for this purpose. The level A compressed data is a 8 x 8 pixels image. The reconstructed image from these data is shown in Figure 7b at an average of 1.2 bpp while the encrypted version is shown in Figure 7c . One can rely on the channel coding to pass error free data t o the decryption unit. However, for very noisy environments, it is possible that some of the errors will be passed to the decryption unit. A single error in a decrypted 64 block can result in propagating this error to the whole 64 bits block. This is further propagated when building up the 8 x 8 compressed image into a 32x32 and then into 128x128 image. In this example a one bit error in a single block will be propagated into a 128 pixels or a complete horizontal scan of the image. The effect of two and three errors are shown in Figure 7d and 7e. Using interleaving and pre-coding of the data before encryption some of these errors can be corrected. Implementation of a particular rate requires knowledge about the structure of possible channel errors. DES in its code book mode can leak information about the image especially if the compressed image has some repeated patterns or equivalently redundant information. According to the many files tested, it is found that the compressed data has negligible amount of redundancy. The test can be performed on the compressed image data using any one of the widely available lossless compression techniques. This suggests that DES in its code book mode is sufficient for encryption. However, other modes of DES such as the cipher block chaining mod The result of encryption by this shown in Figure 8 .
Conclusions
In this paper different encryption methods for progressive image transmission are proposed. The techniques are designed in a manner to allow for high encryption rate, utilize widely available encryption algorithms such as DES, allow for easy key management and storage and to use widely available and powerful linear error control codes. The proposed methods allow for high security level for the compressed image data while providing even further security to the important parts. The key management and storage are minimal where only a small key is required for the whole encryption process in which all subkeys are securely generated from the master key. In addition we also consider the effect of channel errors on the decrypted data where a pre-coding technique is proposed to correct such errors. and Standards," Second Edition, Plenum, 1995.
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