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Abstract. Ambient Intelligence research is about ubiquitous computing and 
about social and intelligent properties of computer-supported environments. 
These properties aim at providing inhabitants or visitors of ambient intelligence 
environments with support in their activities. Activities include interactions be-
tween inhabitants and between inhabitants and (semi-) autonomous agents, in-
cluding mobile robots, virtual humans and other smart objects in the environ-
ment. Providing real-time support requires understanding of behavior and ac-
tivities. Clearly, being able to provide real-time support also allows us to pro-
vide off-line support, that is, intelligent off-line retrieval, summarizing, brows-
ing and even replay, possibly in a transformed way, of stored information. 
Real-time remote access to these computer-supported environments also allows 
participation in activities and such participation as well can profit from the real-
time capturing and interpretation of behavior and activities performed and sup-
ported by ambient intelligence technology. In this paper we illustrate and sup-
port these observations by looking at results obtained in several European and 
US projects, in particular projects on smart environments, whether they are 
smart meeting or lecture rooms, smart offices or intelligently monitored events 
in public spaces. In particular we look at the Augmented Multi-party Interac-
tion (AMI) project in which we are involved and we try to sketch a framework 
in which we can transform research results from the meeting context to the 
home environment context. 
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Real-time remote access to these computer-supported environments also allows 
participation in activities and such participation as well can profit from the real-
time capturing and interpretation of behavior and activities performed and sup-
ported by ambient intelligence technology. In this paper we illustrate and sup-
port these observations by looking at results obtained in several European and 
US projects, in particular projects on smart environments, whether they are 
smart meeting or lecture rooms rooms, smart offices or intelligently monitored 
events in public spaces. In particular we look at the Augmented Multi-party In-
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work in which we can transform research results from the meeting context to 
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1 Introduction 
There is Google and there are other search engines. They are designed - and also their 
further development can be foreseen to occur - in such a way that they will not only 
be seen as search engines, but rather as tools for retrieval, searching and summariz-
ing, and employed in (virtual) environments that are familiar to the users and that are 
adapted to their preferences. Being active in our ‘own’ hypermedia environments has 
become part of our daily activities, during our work, at home and during times of 
recreation. WWW and its tools have become part of our personal environment, 
whether this environment is embedded in our home, office or mobile environment. 
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Through bookmarks, self-created web pages with interesting links, audio and web 
camera links that provide access to environments inhabited by friends, colleagues or 
others that we want to relate to, we can build our own personalized and real-life web 
environment and tools to do so will be provided by companies that are now associ-
ated with browsers and search engines. The environments allow us access to previ-
ously stored and transformed information, but also access to real, mixed reality and 
virtual reality worlds, to access and take part, in real-time, in events and to act as a 
member of self-chosen communities in which we can also display interest, self-
disclosure and become involved in shared activities with family, relatives, friends and 
colleagues. 
Obviously, it looks like a long way to go, from current search engines to personal-
ized engines and personalized searchable and otherwise accessible environments, 
where the environments allow querying and attending real-time events and querying 
and re-experiencing previously stored events. However, presently we see three devel-
opments taking place in parallel.  
(1) Companies such as Microsoft, Google, Yahoo and others are continuously 
extending their services to their users (chat environments, blogs, domain 
search engines, natural language access, picture search, sharing files, shar-
ing music, sharing photographs, 2D maps and satellite images, annotated 3D 
Earth maps, et cetera) 
(2) Ambient Intelligence (AmI) research has become a leading paradigm in hu-
man-computer interaction and ubiquitous computing. Inhabitants of AmI 
environments expect social and intelligent support from the environments 
they visit or live in. The environment is attentive and pro-active and sup-
ports multi-party interaction. 
(3) ‘Electronic Chronicles’, ‘Memories for Life’, and ‘Lifelogs’ are among the 
terms that are used to denote the research area dealing with the capture, 
analysis, interpretation and storage of temporal streams of data. Surveillance 
data is one example, but also data obtained from wearable and mobile sen-
sors, patient monitoring, biometrical information, video recordings, etc. 
In this paper we discuss these developments and show how they will be integrated in 
future (virtual) home, office and public environments. We will look at technology 
that is being developed in European research projects on multimodal and multi-party 
interaction in order to support our views on the integration of these three develop-
ments in the near future. In particular we will explore current and future ambient 
intelligence research and technology and look at the way results from research and 
development done in the context of some research projects on the design and devel-
opment of meeting support technology (smart meeting rooms, remote meeting par-
ticipation, distributed meetings, distributed collaborative work spaces, etc.) can be 
explained and explored in the context of the ambient intelligence point of view on 
home environments and in the context of an electronic chronicles point of view of 
collecting and exploring personal data. One recurring point of view will be the ability 
to store human activity, to take part in (i.e., experience) human activity, to support 
human activity (based on some level of understanding of the human activity), and to 
re-experience activities. This re-experience may go from looking at the electronic 
minutes of a meeting to re-experience, in an immersive way, your own wedding. 
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Contents of this Paper 
In section 2 of this paper we have some global observations on searching, browsing 
and visiting virtual environments (not necessarily virtual reality environments) and 
developments that allow users to design personal environments and environments 
users want to share with others (family, friends, colleagues, everyone). 
Section 3 is devoted to ambient intelligence technology and environments. Ambi-
ent intelligence (AmI) is about ubiquitous computing and social and intelligent inter-
faces [49]. Inhabitants and visitors of AmI environments obtain support from these 
environments in their activities, including their design of personal and shared envi-
ronments as discussed in section 2. Their personal and shared environments have 
become AmI environments that allow searching, browsing and visiting. In AmI envi-
ronments we have sensors (including cameras and microphones) that capture events 
and activities. In order to provide support to humans involved in these events and 
activities they need to be interpreted, requiring theory and models about human be-
havior and social interaction, in particular, when these environments are inhabited by 
several agents (human, robotic or virtual), multi-party interaction. Remote (on-line) 
access to AmI environments and off-line access to stored events and activities are 
issues that are discussed and that are part of research on capturing, representing, or-
ganizing, analyzing, and presentation of temporal streams of data [14]). Ultimately, 
rather than talking about access to stored information about events and activities, we 
prefer to talk about re-experiencing events and activities. Clearly, virtual reality envi-
ronments are then the most obvious ways of replaying or regeneration of events and 
activities in which users are involved. Nevertheless, providing someone asking a 
question about events in the past with a verbally expressed answer, a verbal summary, 
or a multimedia summary composed from the fission of several multimedia streams 
can be useful as well and don’t require 3D virtual reality replay or advanced video 
manipulation. Whatever way of answering, summarizing or regeneration and replay is 
chosen, it needs to be based on theory and computational models that allow interpre-
tation of the captured events and activities. 
Although much research is done in the context of the AmI paradigm, hardly any 
research on human activities in smart environments takes into account both real-time 
support, remote real-time participation, storing events and (multi-party) activities and 
off-line access and replay or re-experience of events and activities. Research on smart 
meeting rooms is an exception. In section 4 we explain and review these research 
approaches from points of view that allow exportation to other research and applica-
tion areas. Obviously, our views are very much biased by our own involvement in the 
European AMI (Augmented Multi-party Interaction) project on multi-modal interac-
tion modeling in meeting contexts. Among others, we present our case study on (dis-
tributed) virtual reality representations of meeting events and activities. Visualization, 
virtual reality, multimodal interaction and embodied agents (virtual humans) play 
important roles. With appropriately equipped smart home environments we can as 
well support (1) multi-party interaction and joint activities of family members (in-
cluding robots, virtual pets and virtual humans), (2) real-time monitoring and partici-
pation in such activities, and (3) retrieving, browsing, and replaying of previously 
captured and stored information about activities that took place in a particular home 
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environment. Finally, section 5 contains conclusions and has observations about fu-
ture research. 
2 Browsing, Sharing, Visiting, Inhabiting, Participating 
In current commercial web environments and web tools there are ways for users to 
create their own environments and there are ways for the environments to adapt to 
their users. Concerning the latter, navigation behavior can be observed, patterns of 
behavior can be distinguished and depending on these patterns a browser can suggest 
navigation acts to a user in order to reduce inefficiency and the feeling of being lost 
in hyperspace. Search engines have been provided with natural language interfaces, it 
has become possible to retrieve pictures, and query results can be categorized accord-
ing to relevance and to categories that fit the user’s interests. Text, audio, pictures, 
video and virtual reality have become available on the web and can be queried. Navi-
gation tools and web engines allow us to search and browse previously stored and 
automatically annotated (indexed) multimedia information. Recommendations to 
continue, to visit related websites or to buy products (articles for example) can be 
added. User profiles, domain dependency (see e.g., Google Scholar), context aware-
ness and context histories are research issues from which we can expect a transforma-
tion from being a visitor to being an inhabitant of self designed multimedia ‘web’ 
environments. 
However, rather than searching and browsing multimedia that has been put on the 
web by people unknown to us, tools become available, also provided by browser and 
search engine companies, that allow non-professionals to design not only their own 
homepages, but also to share their diaries, their photo albums, their music and their 
video collections. It may be expected that tools will be developed and offered to the 
casual user to put more of her life on the web, share it with friends, relatives and 
possibly unknowns (as many people prefer to do) and that tools will be developed and 
offered for manual, semi-automatic and automatic annotation of this material in order 
to make it suitable for intelligent retrieval and browsing and for more advanced que-
rying, including asking for a multimedia presentation of a selection of stored personal 
information. MyLifeBits [18] is an ambitious attempt of Microsoft Research to de-
velop such tools. Tools that allow continuous archival of personal information, con-
tinuous registration of experiences and replay of experiences (for example, a trip 
replay visualization) are part of the project and this issue of replay will be discussed 
later in this paper. 
Extrapolating current developments we assume that more and more personal in-
formation will be put on the web, but in such a form that the medium reflects the 
contents. There will be links between the various displays of personal information 
and the design of the personal information space will be done in such a way that de-
signer and visitors (family, relatives, friends) feel at ease in this environment since 
visual and audio clues are present that can be recognized and interpreted since they 
reflect knowledge that is available about the ‘designer’, the physical world and the 
community he or she is living in. An address of your home is not that interesting. A 
photo of your home is more interesting, a photo of your study provides even more 
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information (preferably in the context of your home) and your webcam brings you 
even closer to those who are interested in you and the information you provide. 
On the web we can find virtual communities in which we can participate and can 
represent ourselves as avatars in virtual 3D environments. ‘There’ 
(http://www.there.com) and ActiveWorlds (http://www.activeworlds.com) are good 
examples of 3D chat and shopping environments. In ActiveWorlds you can build 
your own home and have it visited by other members of the community. While these 
artificial worlds allow the display of personal information through chat, choice of 
avatars and the design of buildings and rooms, there is hardly a sense of reality which 
makes it possible to feel at home. As is well known, many digital and 3D virtual cities 
are being developed. Many techniques have been developed, including satellite im-
agery and airborne laser scanning, to obtain 2D and 3D manipulative digital represen-
tations. 3D virtual cities, whether they are obtained by manual design or by automatic 
means, can be digital equivalents of real cities and visitors of these cities are provided 
‘with a genuine sense of walking around an urban place’ [12]. These “true” virtual 
cities can be used to allow tourists, visitors or inhabitants to explore a particular city 
and to get a drive-through experience. 
In this context we should also mention Google’s initiative to provide web users 
with Google Map and Google Earth. They allow interactive access to maps and satel-
lite photos and, although presently only for a limited number of locations, 3D views 
of parts of cities. In addition to services provided by Google (finding a business, get 
directions, obtain sightseeing information), users can build their own Google Map 
based services. That is, Google Map can be annotated with multimedia information, 
allowing traffic information, dating, and housing services. Millions of users will be 
able to add information and services, turning these environments into global property-
based and more local, geographically-based communities. In addition to access to 
text-based environments, future search and browse engines need to be able to provide 
access to these multimedia-annotated 3D environments. Apart from many ‘serious’ 
applications one can think of designing games and of providing other types of enter-
tainment in these environments. 
As a next step we may consider modeling our home environments in 3D virtual re-
ality. Clearly, no aerial or satellite photos will help us to obtain such 3D representa-
tions. However, in ambient intelligent research there is already the assumption that 
future smart home environments are equipped with cameras, microphones and other 
sensors, and from the information that can be captured we can not only build a virtual 
reality representation of the home environment, but we can also consider real-time 
support to activities performed in these environments and we can allow real-time 
remote access. On- and off-line searching, browsing and participating in such envi-
ronments are issues that will be discussed in the next sections of this paper. In addi-
tion to Google Earth, and possible ‘Google City’ and ‘Google Street’, these possibili-
ties make it acceptable to think of a Google Home that allows us to explore our home, 
our home activities and also allows us remote access to home activities and off-line 
access to our captured home activities and events. 
In general, visualization and digitalization of real-world events in 3D virtual reality 
allows (immersive) browsing, searching and retrieval of events. Hence, it allows 
someone to become an observer of events that took place. There is no need to confine 
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ourselves to a straightforward mapping of real world events to events in a “true” 
virtual environment. Events can be given different representations (and visualiza-
tions) depending on a particular application or user, and extra information (obtained 
from context, user interests and history) can be added. 
What becomes possible if we can do this in real-time? First of all, we can observe 
events taking place in reality in a virtual reality representation that allows us to take 
different viewpoints, including the viewpoints of the actors in the events, and it al-
lows us to view and access meta-information that is provided by the built-in intelli-
gence of the generated environment. Secondly, real-time generation allows real-time 
interaction with human and virtual agents in these environments and participation in 
joint activities and events. As mentioned, we will explore these possibilities in the 
next sections. 
3 Ambient Intelligence Technology and Environments 
Environments equipped with Ambient Intelligence technology provide social and 
intelligent support to their inhabitants. The majority of ambient intelligence research 
is on providing support to individuals living or working in these smart environments. 
However, in home and office environments we have also people interacting with each 
other and interacting with smart objects (e.g., a mobile robot, furniture, intelligent 
devices, and virtual humans on ambient displays). Cameras, microphones and other 
sensors can be used to detect and capture such activities. Obviously, this ‘multi-party 
interaction’ needs support by the environment as well, requiring theories and (compu-
tational) models of social and professional interaction. 
In this section we discuss support to individuals and parties hat visit or inhabit so-
cial and intelligent home environments. We discuss remote participation in events 
that take place in such environments and we discuss off-line access to the captured 
information in social and intelligent home environments. This off-line access should 
also allow the replay of experiences. Clearly, some of these views are unusual. There-
fore we first look at our meeting paradigm. This paradigm will make clear why we 
extend the usual viewpoint on ambient intelligence, that is, to provide real-time sup-
port to activities taking place in a smart environment, with facilities to have real-time 
access to these activities, to memorize these activities, and to manipulate and replay 
these activities. 
3.1 The Meeting Paradigm 
There is one important domain of application of ambient intelligence technology 
where many of the viewpoints we mentioned above come together in a natural way. 
This is the domain of meetings supported by smart environment technology. In this 
domain it is useful to provide support during the meeting, it is useful to allow people 
who can not be present to view what is going on, it is useful to allow people to re-
motely participate and it is useful to provide access to captured multimedia informa-
tion about a previous meeting, both for people who were present and want to recall 
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part of a meeting and for people who could not attend. Meetings involve multi-party 
interaction and looking at smart environments from the point of view of supporting 
multi-party interaction adds some interesting research issues to the area of ambient 
intelligence research. 
Firstly, in order to be able to provide support, the environment is asked to under-
stand the interactions between its inhabitants and between inhabitants and the envi-
ronment or smart and maybe mobile objects available in the environment. Although 
we see the development of theories of interaction and behavior, these theories are 
rather poor from a computational point of view and therefore they hardly contribute 
to the design of tools and environments that support activities of human inhabitants. 
Hence, the need for computational theories of behavior and interactions needs to be 
emphasized. Input can be obtained from sensors for sound, image, and haptics. The 
interaction that has to be perceived does not only include all aspects of focused inter-
action, but also aspects of unfocused interaction. Interpretation requires the fusion of 
all modalities that can be perceived by the environment into various levels of annota-
tion schemes and semantic/pragmatic representations that allow further processing. 
Based on the interpretation and the resulting representation(s) the environment, its 
virtual inhabitants and its smart objects need to provide real-time support to the hu-
man inhabitants or visitors of the environment. They need to decide how to present 
this support, through which modalities, and with which content. On the one hand 
there can be implicit and explicit calls for support by the inhabitant or visitor of the 
environment, on the other hand the environment can decide that this particular person 
or group of persons can benefit from its previously obtained knowledge and may 
suggest or perform, preferably welcome, spontaneous real-time support. 
A second research issue that needs to be mentioned is the real-time monitoring of 
activities, the on-line access to information about activities taking place and also the 
on-line remote participation in activities or influencing activities in smart environ-
ments. Clearly, topics associated with this issue are also present when we look at 
surveillance technology and computer supported collaborative work (future work-
spaces). 
The third research issue concerns the off-line access to stored information about 
activities in smart environments. This latter issue may involve retrieval, summariza-
tion, and browsing of raw data but also the display of newly composed multimedia 
presentations of the captured data. Automatic annotation of information coming from 
different input sources and fusion of information coming from different input modali-
ties into a representation that allows support to the inhabitant or visitor of an envi-
ronment also allows indexing and retrieval of events, (hypermedia) browsing of ac-
tivities, reporting and summarization, and a replay, e.g. in virtual reality, of what has 
been going on in a particular period of time or before, during and after a particularly 
interesting event in the environment. 
Finally, controlling the environment and its inhabitants is an other issue. Capturing 
events into representations that allow retrieval, browsing, summarization and multi-
media generation also allows others (owners, providers, visitors) to use this informa-
tion to influence and control the inhabitants and visitors of these environments. 
Clearly, this issue is very much related to privacy questions, that is, who has access to 
this information and who owns the ambient intelligence environment? The inhabi-
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tants of an environment are spied on. How does this influence their behavior? Know-
ing that there are eyes and ears that observe their behavior in possibly unknown ways 
may have a negative impact on the natural behavior of inhabitants and visitors of 
ambient intelligence environments and therefore will have negative consequences for 
the performance of the environments. Due to these eyes and ears, available in natural 
objects and more or less hidden in the environment, we may even ask whether being 
the sole inhabitant of such an environment is in fact impossible.  Being there assumes 
being part of a gathering and also assumes behaving as being in a public environ-
ment, including feelings of presence, co-presence, focused and unfocussed interaction 
behavior [19]. 
When looking at these issues, there is no need to confine ourselves to (smart) 
meeting rooms. Points of view and technology to be obtained can be applied to smart 
office environments, to educational environments, to home environments, and to 
public spaces. Depending on the point of view and the environment, more or less 
attention can be paid to issues of efficiency, privacy, control, ownership of access and 
information, trust, presence, well-feeling, family-feeling, social relationships, enter-
tainment, and education. Sometimes we are only interested in providing real-time 
support to an individual entering an ambient intelligence environment. Sometimes we 
just want to monitor what is happening and having an alert when something unusual 
is going on. Sometimes we just want to know what has been going on while we were 
not present. 
The points of view expressed in this section have emerged in the context of some 
projects on smart meeting environments. The models and technology developed in 
these projects will be discussed in section 4. 
3.2 Social and Intelligent Home Environments: Support and Looking Back 
Whatever kind of situation we are in, when ‘ambient intelligence’ in one or other way 
is able to support our activities we can be happy with it. Maybe the activities can be 
done more efficiently due to this support or they can become more enjoyable. Do we 
want to look back at activities, do we want to retrieve information about previous 
activities or do we want to experience these activities again, maybe from an other 
view point or being in an other’s person skin? 
Our viewpoint is that there are lots of reasons for wanting to look back on a previ-
ous activity in which we or our friends and relatives were involved. Spontaneous 
gatherings at home, family gatherings and, generally, meetings and joint activities 
with friends, relatives and family members differ from meetings. Meetings are struc-
tured and certain goals are defined in advance. Although meetings differ from joint 
activities in a home environment, also in home environments meeting support tech-
nology that is now developed in some large European projects can play useful roles. 
The home environment can ask for real-time support for activities that take place, 
sometimes it can be useful or enjoyable to remotely take part in home activities and 
sometimes we would like to experience in some or other way an important moment 
again. Presently this is done with diaries, photo albums and video collections. Web 
providers make it already possible to share these collections with others. Personal 
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archives are made accessible for others and personal notes and thoughts appear in 
blogs on the web. This can be considered as a first step to a continuous registration of 
events in social environments [11] and at the same time to technology that makes it 
possible to search, browse and replay such information or allow to get immersed in 
this information (see also [50]). 
Currently, most ambient intelligence technology that is being developed concerns 
applications as home environment control and automation. Personal entertainment, 
health care and security are other application areas. In our view we should also look 
at events that involve multi-party interaction for which real-time support is useful and 
where support requires some high-level interpretation (in contrast with turning on the 
lights when someone enters the room). This interpretation allows also for off-line 
intelligent search in the stored information, the development of intelligent browsing 
tools and multimedia presentation of the information. Among the possibilities for 
multimedia presentation we include ways of replaying, probably in a transformed and 
manipulated way of home activities (family meetings, visits of relatives, playing with 
children, a birthday party, a wedding, just an evening at home with everyone doing 
usual things, preparing a dinner in the kitchen, et cetera). 
Here, we will not go into details of Ambient Intelligence research. Results of this 
research can be found in, among others, the yearly proceedings of the European Sym-
posia on Ambient Intelligence [1] [28] [4], and in many conferences on ubiquitous 
and pervasive computing. Neither do we have detailed looks at attempts for the con-
tinuous archival and retrieval of personal experiences. We refer the reader to the 
Memories of Life approach [14], DARPA’s, LifeLog project 
(http://www.darpa.mil/ipto/Programs/lifelog/) and Microsoft’s MyLifeBits [18] [3]. It 
may be useful, when capturing information, to make a distinction between informa-
tion obtained from body area networks, personal area networks, local area networks, 
wide area networks and Cyberworlds [42]. Having a (mixed reality) ‘album’ of im-
portant (personal) events is one of the streams (My Life Album) of the IntoMyWorld 
candidate Presence II project [48]. Among the examples that are mentioned is the 
possibility to allow people to re-immerse themselves in their own weddings. Storing 
and replaying experiences is discussed in [8] [9]. We will return to the latter in the 
next subsections and in Section 4. 
3.3 The Role of Autonomous and Semi-autonomous Embodied Agents 
Ambient Intelligence research requires user modeling. The environment and its smart 
objects and devices need to be aware of the characteristics and the preferences of the 
user. And, since the environment may have multiple interacting users it needs to be 
aware of relationships between these users. Users can be modeled as agents and, 
when we invite virtual visitors from remote places to our environment (family mem-
bers that are away, relatives that are not able to join a party, colleagues or partners in 
an entertainment game), then it can be useful to have them and ourselves represented 
as 3D embodied agents. These agents are real-time controlled by the behavior of their 
human equivalents. The mapping from human behavior to embodied agent behavior 
does not have to be one-to-one. Their may be changes of appearance, movements or 
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cognitive and perceptual abilities. There may even be some autonomy added to these 
agents. This autonomy may make it possible that even when its human equivalent is 
not alert, not present or not interested, it nevertheless can take some actions. An agent 
can change from semi-autonomous behavior to human-guided and human-controlled 
behavior. 
More fully autonomous agents can be present as well in an Ambient Intelligence 
environment. Obviously, any Ambient Intelligence environment has reactive and pro-
active agents that somehow ‘control’ the environment in accordance with the prefer-
ences, the concrete actions and the global behavior of its inhabitants. For some of the 
roles played by these agents it seems useful to add embodiment to the features of 
these agents. That is, in addition to the synthetically embodied equivalents of human 
beings that may inhabit the environment, we can have virtual humans inhabiting the 
environment playing roles that act as an intermediate between the cognitive and social 
intelligence embedded in the environments and its inhabitants and visitors. When we 
introduce this embodiment we should be aware of the effects of the “Media Equation” 
[38] and we should try to turn the effects of this viewpoint into an advantage in de-
signing useful relationships between embodied agents and their human partners. 
In this well known book the authors report about experiments on humans assigning 
human characteristics to computers. It became known as the “social reactions to com-
munication technology” perspective in which “computers are social actors”. Made 
clear by experiments, it is not only a matter of contributing personality characteristics 
to computers; it is also a matter of being influenced by these properties while com-
municating. The book’s conclusion? 
“Our strategy for learning about media was to go to the social science section of 
the library, find theories and experiments about human-human interaction - and then 
borrow. We did the same for information about how people respond to the natural 
environment, borrowing freely. Take out a pen, cross out “human” or “environ-
ment,” and substitute media. When we did this, all of the predictions and experiments 
led to the media equation: People’s responses to media are fundamental social and 
natural.” 
In various experiments the findings of Reeves and Nass have been refined and 
confirmed. Not only for ‘media’ in general, but also for the embodied agents which 
we do want to play roles in Ambient Intelligence environments [16] [10]. For a criti-
cal look at the Media Equation, advising more refined approaches, the reader is ad-
vised to consult [44]. 
Remarkably, looking at the experiments underlying the re-search presented in this 
book and looking at the experiments designed after the publication of this book, the 
so-called ‘natural environment’ does not really play a role in the observations in the 
book and the experiments that were designed. That is, rather than to rely on these 
authors’ observations, in future research we have to look at the interaction character-
istics of human-environment interaction and design our own research. 
We should mention that it is not unusual to contribute personality characteristics to 
a room, a house, a mall, a street or square, to a town or even to a landscape or another 
natural environment. On the one hand, one may think that thoughts and activities (i.e., 
interactions with the environment) are influenced by the particular environment, on 
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the other hand, users or inhabitants may choose a particular environment, may adapt 
the environment to their preferences and, whatever they do, leave their traces and 
because of that, their personalities in these environments. There are links between 
individuals and the physical environments they occupy [20]. Similarly, we may as-
sume that whenever technology allows, consciously and unconsciously, links are 
created between individuals and their (Ambient Intelligence) environments. 
A next issue that needs to be put on the Media Equation research agenda is being 
part of a community of agents. Until now the Media Equation has been looked at 
from the point of view of the computer as a social actor and the point of view of em-
bodied agents or talking faces as social actors. Above we mentioned a possible view 
that has been mentioned but not investigated in which the environment is considered 
as a social actor. In the context of Ambient Intelligence we need as well investigate 
how humans interact within a community of embodied agents that is situated in a 
home environment. 
The observations above should make us aware of what users will think and what 
they will expect when they communicate with embodied agents in their personal, 
their mobile and their work environments. Obviously, we can learn form situations 
where embodied agents are already employed. They have found their way already on 
commercial websites, in museum and other cultural heritage environments, and in 
educational, training and entertainment environments. Companies have been founded 
that design embodied agents on demand for such applications. Hence, there are al-
ready lots of embodied agents available, but they have extremely limited cognitive 
and social intelligence. The more remarkable, although being in accordance with the 
views expressed in the “Media Equation”, in situations where these agents have been 
employed we see a more than significant impact on the behavior of the humans they 
interact with. When communicating with an embodied agent, humans reveal much 
more personal information, have a more careful language use and accept much more 
suggestions and recommendations [27]. 
When looking at Ambient Intelligence home applications we can easily think of a 
long list of useful home and personal agents that can make our life easier, more inter-
esting, more secure and healthier. In fact, the home inhabitant should have the means 
to introduce agents that suit his or her interests and needs. Clearly, other (embodied) 
agents (relatives, friend, and colleagues) can be allowed to have access to our home 
environment and may have the ability to communicate with our virtual agents, but 
also to physical robot agents that move around in our environment. 
Obvious embodied agents we would like to see perform in our environments are 
agents that allow interaction about home control and automation, agents that are re-
sponsible for our agenda, agents that know about our history, our family, relatives, 
friends and colleagues, agents that help us to prepare meals, health or fitness agents, 
agents we can play games with, agents that mediate between us and companies that 
supply us with goods and services, and agents that we can consider as our personal 
assistant, butler or friend. As examples we want to mention, Maior-Domo [17], Laura 
[6] and the virtual room inhabitant [26]. Maior-Domo is a domotic controller repre-
sented as avatar (see Fig. 1) that acts in a home lab situation where a real kitchen and 
living room have been built. This embodied agent helps the user to prepare a meal, to 
create a shopping list, program the washing machine and with other domestic tasks. 
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The user is wearing a wireless microphone to have her conversation with the embod-
ied agent. Laura acts as a personal trainer who advises you, depending on what you 
tell her about your recent activities and mood, about physical exercises. Facial ex-
pressions, body movements and gestures help to make Laura believable and her ad-
vice acceptable. Laura is a typical example of an agent that acts better when there is 
the possibility to develop a personal relationship between agent and human partner 
[33], [46]. The Virtual Room Inhabitant knows about the human inhabitant and there-
fore is able to offer situated assistance. Interesting is that this virtual agent is able to 
move along the walls, the smart devices and smart objects that are available in the 
environment. 
 
Fig. 1. Maior-Domo helps the user performing tasks in the kitchen and living 
room 
3.4 Coping with Embodied Agents: Some Design Considerations 
Without making any distinction, for the moment, between the different types of em-
bodied agents that can usefully inhabit a home environment, it is clear that we need 
models of multi-party interaction (cf. [47]) rather than models of traditional human-
human or human-computer interaction. Being able to model the external display of 
verbal and nonverbal interactions using interaction acts, interaction history, and inter-
action representation theory, requires, at a deeper level, the modeling of the beliefs, 
desires and the intentions of the individual task-oriented agents. Beliefs are about 
what the agent knows, desires are long-term goals and intentions are about the next 
steps the agent intends to take, taking into account its long-term goals, the contextual 
constraints and its capability to reason and to plan. Apart from contextual constraints 
that guide the agent’s reasoning and behavior, there are constraints on behavior that 
follow from general models that describe emotions (emerging from an appraisal of 
events, from the point of view of goals that are pursued, taking place in the environ-
ment). A model of emotion synthesis that has become the standard (event appraisal) 
model for emotion synthesis is the so-called OCC model [36]. Among the appraisal 
variables are desirability, urgency or unexpectedness. Causal attribution is another 
issue (who should be blamed or credited) and so is the coping potential. A coping 
response can be problem-focused (where the agent decides to act on the world) or 
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emotion-focused (where the agent decides to change its beliefs). In this way not being 
able to reach a certain goal may also have impact on the existing beliefs and desires 
of an agent. When an agent realizes that it cannot reach its goals, it can decide to cope 
with its emotions of disappointment by adapting its beliefs and goals. Both appraisal 
and coping need to be modeled [21]. In current research it is also not unusual to in-
corporate a personality model in an agent to adapt the appraisal, the reasoning, the 
behavior, and the display of emotions to personality characteristics. A well-known 
personality model that is often used in agent design is the five-factor personality 
model based on five personality dimensions (Openness, Conscientiousness, Extraver-
sion, Agreeableness, and Neuroticism) [31]. 
Clearly, agents involved in multi-party interaction not only have goals that follow 
from short-term and individual benefits that can be reached, but they can also take 
into account goals that are pursued by a community of agents and they can also take 
into account social relationships that exist between agents. As mentioned before, 
when we talk about agents, these agents can be humans taking part in the interaction, 
virtual humans (autonomous agents) that take part in the interaction and embodied 
agents that represent humans that take part in the interactions. When we talk about 
goals of a community of agents, we need to talk about cooperation between agents 
and how social relationships influence cooperation. Clearly, agents can be designed to 
be responsible, helpful and cooperative. While acting in a virtual environment they 
can take into consideration their own benefits, the benefits of society or the benefits 
of both themselves and the society. It means that they need to get involved in social 
decision-making [22] and they need to be aware of the effects of their acts with re-
spect to themselves and their society. In these situations an agent needs other agents 
to achieve its intended goal and so social dependencies become important. An agent 
can have social power over other agents [7]. 
Finally, when we put humans and embodied agents in shared environments we 
should take into account the question why they share a particular environment and 
how we can make use of that kind of knowledge in order to obtain a better interpreta-
tion of what is or has been going on in an environment. Does the environment aim at 
collaboration, entertainment, health improvement, home work, discussing the past? 
Understanding what is going on in a particular (mixed-reality) environment in order 
to allow real-time support and off-line access to captured information requires under-
standing of the tasks and the domain associated with the environment. This requires 
also, as argued above, going from all kinds of existing agent theories that start with 
beliefs, desires and intentions, to agent theories that try to take into account interac-
tion subtleties, interaction rituals and emotions associated with interactions. For ex-
ample, depending on the application, we need to look at theories of how people be-
have, in home situations and in public spaces [5] [19]. 
It is certainly not our intention here to survey all existing agent theories that we 
expect to be useful in the context of Ambient Intelligence home environments. How-
ever, from our observations it should be sufficiently clear that when we introduce 
human and virtual (embodied) agents in these environments, the above-mentioned 
aspects have to be dealt with in order to understand and support social and intelligent 
interactions in the environments. 
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3.5 Capturing Human Activities in Context 
In Ambient Intelligence environments human activities need to be captured in order 
for the environment to provide, after interpreting the activities, real-time support to 
humans involved in these activities. And, of course, allowing off-line access to the 
captured information. Access may mean being able to ask questions about specific 
events, questions about persons involved in these events and why they did behave the 
way they did, asking a summary of events or asking for a personalized answer, sum-
marization, or replay of events that took place and that have been captured. There is a 
lot of technology available to capture events in a physical environment. However, to 
do this in an unobtrusive way is a problem and to do this in a way that allows the 
fusion of information coming from different streaming information sources and a 
subsequent interpretation is even more a problem. Nevertheless, examples that dem-
onstrate this are available. See also section 4 of this paper. 
Video-capturing of environments and transforming video images to 3D virtual re-
ality representations of these environments is a well-established research area. Recon-
struction of environments in virtual reality can be done in real-time. However, it is 
also possible to have the environments downloaded from a database. An interesting 
approach can be found in [45] where a PDA is introduced that can be used as inter-
face to all devices in the ambient intelligence environment. When entering a room the 
3D scene of room is loaded from a database and the available devices are discovered 
and positioned in the 3D scene. The PDA allows access to the devices through the 3D 
interface. Hence, here we have a real-time positioning of the devices that can be ac-
cessed in a virtual reality representation of an environment. 
However, we need capturing of human activity and multi-party interaction in order 
to be able to provide real-time support. In order to replay or re-experience certain 
events and in order to retrieve events or ask questions about them, we also need to 
store events. That is, we need to be able to store multimedia information about events 
and we need to be able to present, transform and recompose multimedia information. 
One possible way to do this is to make use of virtual reality technology, that is, to 
regenerate events in a 3D virtual reality representation. If this can be done in real-
time with the capturing of the events, it also becomes possible to provide real-time 
virtual access to activities and have participants that are geographically dispersed to 
share the same virtual environment.  
4 Smart and Distributed Meeting Environments 
“What do people do at work? They go to meetings. How do we deal with meet-
ings? What is it about sitting face to face that we need to capture? We need 
software that makes it possible to hold a meeting with distributed participants -- 
a meeting with interactivity and feeling, such that, in the future, people will 
prefer being telepresent.” 
Bill Gates, 1999 
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4.1 General Background and Introduction 
By looking at the earlier mentioned AMI project we want to make clear that technol-
ogy obtained in multi-party interaction research as is now becoming available, can be 
usefully employed in the context of other smart environments. The AMI4 project 
builds on the earlier M4 project (Multi-Modal Meeting Manager). Both projects are 
concerned with the design of a demonstration system that enables structuring, brows-
ing and querying of archives of automatically analyzed meetings. The meetings take 
place in a room equipped with multimodal sensors. Multimedia information captured 
from microphones and cameras are translated into annotated multimedia meeting 
minutes that allow for retrieval, summarization and browsing. The result of the M4 
project was an off-line meeting browser. 
More than in M4, in the recently started AMI project attention is on multimodal 
events. Apart from the verbal and nonverbal interaction between participants, many 
events take place that are relevant for the interaction and that therefore have impact 
on their communication content and form. For example, someone enters the room, 
someone distributes a paper, a person opens or closes the meeting, ends a discussion 
or asks for a vote, a participants asks or is invited to present ideas on the whiteboard, 
a data projector presentation is given with the help of laser pointing and later dis-
cussed, someone has to leave early and the order of the agenda is changed, etc. Par-
ticipants make references in their utterances to what is happening, to presentations 
that have been shown, to behavior of other participants, etc. They look at each other, 
to the person they address, to the others, to the chairman, to their notes and to the 
presentation on the screen, etc. Participants have facial expressions, gestures and 
body posture that support, emphasize or contradict their opinion, etc. 
To study and collect multimodal data smart meeting rooms are maintained by the 
different research partners. They are equipped with cameras, circular microphone 
arrays and, recently introduced, capture of whiteboard pen writing and drawing and 
note taking by participants on ‘electronic paper’. Participants also have lapel micro-
phones and cameras in front of them to capture facial expressions. 
4.2 AMI: From Signal Processing to Interpretation 
The meeting support application researched in the AMI project [29] requires the de-
velopment of tools that take into account the meeting context. Rather than zooming in 
on constraining general methods of detecting and interpreting events in physical envi-
ronments, we have a bottom-up approach starting with observed events in meeting 
environments and attempting to model and explain them using more general observa-
tions on theories of verbal and nonverbal communication. 
                                                          
4 AMI (http://www.amiproject.org/ started on 1 January 2004 and has duration of three years. It 
is supported by the EU 6th FP IST Programme (IST IP project FP6-506811). AMI is suc-
ceeded by yet an other three year project, called AMIDA (Augmented Multi-party Interac-
tion with Distant Access).  
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Models are needed for the integration of the multimodal streams in order to be able 
to interpret events and interactions. These models include statistical models to inte-
grate asynchronous multiple streams and semantic representation formalisms that 
allow reasoning and cross-modal reference resolution. Apart from the recognition of 
joint behavior, i.e., the recognition of group actions during a meeting, there is also the 
recognition of the actions of individuals, and the information fusion at a higher level 
for further recognition and interpretation of the interactions. 
When looking at the actions of the individuals during a meeting several useful 
pieces of information can be collected. First of all, there can be person identification 
using face recognition. Current speaker recognition using multimodal information 
(e.g., speech and gestures) and speaker tracking (e.g., while the speaker rises from his 
chair and walks to the whiteboard) are similar issues. Other, more detailed but never-
theless relevant meeting acts can be distinguished: for example, recognition of indi-
vidual meeting actions by video sequence processing. 
Presently models, annotation tools and mark-up languages are being developed in 
the project. They allow the description of the relevant issues during a meeting, includ-
ing temporal aspects and including low-level fusion of media streams. In our part of 
the project we are interested in high-level fusion, where semantic/pragmatic (tuned to 
particular applications) knowledge is taken into account (see e.g. [32]). I.e., we try to 
explore different aspects of the interpretation point of view. We hope to integrate 
recent research in the area of traditional multimodal dialogue modeling. These issues 
will become more and more important since models, methods and tools that need to 
be developed in order to make this possible can be used for other events taken place 
in smart and ambient intelligence environments as well. 
4.3 Progress and Research Results  
In this section we review in some more detail the research themes of the AMI project 
and we illustrate some of the themes with results that have been obtained. We will 
look at data recording and annotation, at meeting modeling, at audio-video process-
ing, and at providing access to multi-modal meeting data. We end this section with a 
few observations on real-time support during meetings and meeting assistants. 
4.3.1 Data Recording and Annotation 
A large effort has been the collecting of the AMI Meeting Corpus consisting of 
100 hours of multi-modal meeting data [30]. The meetings are in English, often with 
non-native English speakers as meeting participants. The data allows empirical ob-
servations and the training of statistical models, for example, for speech recognition, 
for gesture and body pose recognition, the recognition of meeting activities and gaze 
and turn taking behavior of participants. Machine learning techniques are based on 
manually annotated meeting data. The techniques aim at developing techniques for 
automatic recognition of properties that have been annotated explicitly in the training 
sets. Obviously, the data is also analyzed with the aim to obtain models that allow the 
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design of rules and algorithms for extracting properties of the meeting data. Recog-
nizing such properties underlies the interpretation of meeting activities. 
In the corpus there is approximately 65 hours of scenario-driven meeting data and 
about 35 hours of natural meeting data. The scenario-data has been elicited using a 
design task, the design of a new type of television remote control. The participants 
played different roles (project manager, marketing expert, user interface designer, and 
industrial designer). Four design phases have been distinguished (kick-off, functional 
design, conceptual design and detailed design) and for each of these phases meetings 
were organized. 
The rooms in which the meetings were recorded were equipped with microphones, 
both for close-talking and far-field audio, and with cameras capturing close-ups of the 
participants and cameras that capture global room views. In Fig. 2 some sample cam-
era views are shown. 
 
 
 
Fig. 2. Sample camera views in the Edinburgh meeting room 
Tools have been developed to annotate the meeting data that has been captured. In 
Fig. 3 we show a tool developed by us to annotate the emotions of the meeting par-
ticipants as they are perceived by the annotators when listening to and looking at a 
particular meeting participant. In the left window the video from a close-up camera is 
shown, in the right window the annotator marks the emotions that are perceived. 
Emotion annotation is just one example of a type of annotation, and obviously, in 
order to extract useful information from a corpus, it need to be combined, as any 
other type of property annotation,  with all kinds of annotations that are considered to 
be useful for recognizing and interpreting meeting behavior and meeting events. That 
is, interdependencies of annotated phenomena need to be explored in order to allow 
us or an automatic extraction procedure to understand meeting activities. Among 
others, the following properties are annotated: speech transcription, location of indi-
viduals, dialogue acts, hand and head gestures, group activity, topic segmentation, 
emotion display, and focus of attention. The interdependencies of these properties, 
considered from the point of view of meetings, are input for possible models of meet-
ings. 
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Fig. 3. The emotion annotation interface 
4.3.2 Meeting Modeling 
Having meeting models allows us to develop technology to give real-time support to 
meeting participants. These participants can be physically present in the same meet-
ing room, we can have remote participants or we can have a situation where all meet-
ing participants are distributed. Meeting models also allow us to structure and present 
meeting information in such a way that it can be more easily accessed, in an off-line 
manner, after a meeting, by both participants and others that are interested. Some 
objectives of meeting modeling that are in the core of the AMI interests are providing 
answers to questions such as “what is the current focus of attention for the group”, 
developing turn-taking models for meetings (especially useful to provide real-time 
support in the case of distributed meetings, and the development of dialogue models 
that reveal the discourse structure. With these models querying and browsing of meet-
ing data can be done more intelligently and, when the methods work in real-time, 
chairpersons and meeting assistants can use this information about the meeting to 
improve their performance and the meeting process. 
Preliminary results have been obtained for evaluating successful meeting behavior. 
This has been done by using questionnaires and by considering the various input, 
process and output variables for meetings. More importantly for the subject of this 
paper, since in every ambient intelligence environment we need to consider multi-
party interaction are results that have been obtained for modeling floor, turn taking 
and addressing behavior. Relevant features have been identified for the automatic 
recognition of addressees from visual focus of attention (gaze), speech and contextual 
dialogue parameters [23], [24]. Argumentation modeling is another research issue in 
the context of meeting modeling. The ultimate goal is to design recognizers for argu-
mentation episodes using multimodal surface cues. A scheme for annotation of dis-
cussions and arguments has been defined and applied to 250 discussions in the AMI 
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corpus. From the (presently manual) annotations argumentation diagrams can be 
obtained automatically. They are intended to aid the process of cognitive understand-
ing of meeting discussions. The scheme and its rationale are discussed in [39]. 
4.3.3 Audio-video Processing 
Various recognition algorithms (among them HMMs, Bayesian networks and neu-
ral networks) have been ported to the AMI meeting domain and evaluated. Automatic 
recognition from audio, video, and combined audio-video streams is meant to provide 
us the means to: 1) recognize what is said by participants, 2) recognize what is done 
by participants (physical actions), 3) recognize where each participant is, at each 
time, 4) recognize participants’ emotional states, 5) track what (person, object, or 
region) each participant is focusing on, and 6) recognize the identity of each partici-
pant. The main results have been obtained in the following areas. 
Speech Recognition. Verbal communication is the backbone of meetings. Auto-
matic transcription of this communication is needed for meeting analysis, content 
analysis, browsing, retrieval and summarization. In addition to automatic speech 
recognition and system architecture issues there are issues such as speech activity 
detection, evaluation, keyword spotting and phoneme recognition (e.g. for speaker 
recognition). 
Localization and Tracking. Underlying many useful meeting recognition and in-
terpretation tasks is the ability to detect and track multiple persons in the video se-
quences. Detecting and tracking of head, face and hands provides us with information 
about locations and it is a first step towards identifying people, face recognition, 
facial expression recognition and emotion recognition. Methods need to work under 
different real-world conditions and they have to deal with the problem of object and 
person occlusion. Statistical models and algorithms have been introduced for fusing 
multimodal information obtained from different cameras and microphones and from 
multiple visual conditions. 
Actions and Gestures. Actions and gestures that occur frequently within meetings 
have been identified. The important ones are those that add to a semantic analysis of a 
meeting. Examples are certain head gestures (e.g., nodding and shaking), certain body 
gestures (e.g., leaning forward/backward, sitting down, standing up) and certain hand 
gestures (e.g., voting, pointing, writing). In addition there are speech supporting ges-
tures (beats, iconic gestures, et cetera). Algorithms for automatic extraction of fea-
tures (using a model-based pose estimation program [37]) and automatic segmenta-
tion of feature streams have been designed and are evaluated. 
4.3.4 Access to Multi-modal Meeting Data 
The multimodal meeting data that has been captured needs to be accessed by users. 
This can be done off-line, for instance by meeting participants who want to verify 
what exactly has been decided or what they did promise, or by persons who could not 
make it to the meeting and need to know about decisions and the way they were 
made, the argumentation that was used [39] and who were in favor or against the final 
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decision that was reached. In an on-line setting we can have a remote participant that 
participates in one or other way thanks to some kind of (visual) representation of 
meeting activities going on. To achieve these goals methods to structure and segment 
meetings are under investigation. They set the floor for information extraction, re-
trieval, summarization and browsing. The methods deal with syntactic chunking, 
dialog act classification and segmentation, topic segmentation, and meeting act rec-
ognition. Other research helpful for interpreting and retrieving meeting information 
deals with the earlier mentioned focus of attention research, addressee identification 
[23] and dominance detection [40]. 
For browsing meeting information a multi-media browser was developed (jFerret) 
in which research results can be embedded. It allows the presentation of video, audio, 
slides and annotation time-lines, but it also allows plug-ins that visualize the argu-
mentation structure of a discussion or that show dominance levels of the meeting 
participants (see Fig. 4). 
 
 
Fig. 4. Display of dominance information in a meeting browser 
4.3.5 Real-time Support 
Clearly, since the research approaches and the research results mentioned in the pre-
vious subsections contribute to the design of smart (meeting) environments that un-
derstand what is going on in the environment, they can be used, assuming that they 
work in real-time, to assist meeting participants (distributed or not) during their meet-
ing activities. Meeting assistants that analyze activities and based on these analyses 
provide support to meeting participants become possible [41]. In the next section one 
particular approach to meeting visualization is explored. 
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4.4 Visualization, Virtual Reality Representation and Replay 
In our research we have looked at capturing meeting activities from an image proc-
essing point of view and at capturing meeting activities from a higher-level point of 
view, that is, a point of view that allows, among others, observations about domi-
nance, focus of attention, addressee identification, and emotion display. We studied 
posture and gesture activity, using our vision software package. A flock-of-birds 
package was used to track head orientation of some of our 4-party meetings. It al-
lowed us to display animated representations of meeting participants in a (3D) virtual 
reality environment [34] [35]. An early attempt to display meeting events in a virtual 
meeting room can be found in [15]. In an EU roadmap document of future work-
spaces we find similar ideas [13]. Presently, various kinds of 3D reconstruction tech-
nology allow the reconstruction of events in virtual reality environments. In our envi-
ronment visualized events can be augmented with meta-observations provided by 
support agents and displayed in the virtual environment. This is illustrated in Fig. 5. 
 
 
Fig. 5. The virtual meeting room showing speaker, gestures, head movements, 
and addressee(s) 
Even more attractive is it to have meetings represented in a virtual meeting room 
(VMR), where participants do not all share the same physical space. We introduced a 
prototype version of a distributed meeting room set-up. This set-up allows the con-
nection of several inhabited smart meeting rooms and the representation of the par-
ticipants and their activities in a shared virtual environment, made accessible for 
participants (and observers) in real-time. It allows the participants to take part in the 
meeting, perceiving the verbal and nonverbal communication by other participants 
through their avatars, from their assigned position around the meeting table. As 
shown in Fig. 6, also in this distributed version we can add meta-information about 
the meeting and its progress to the visualization of the virtual room. 
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Fig. 6. Capturing, manipulation and re-generation of activities in remote loca-
tions in a joint virtual meeting room 
The technology used within the DVMR experiment differs substantially from nor-
mal video conferencing technology. Rather than sending video data as such, this data 
is transformed in a format that enables analysis and transformation. For the DVMR 
experiment the focus was on representing poses and gestures, rather than, for exam-
ple, facial expressions. Poses of the human body are easily represented in the form of 
skeleton poses [37], essentially in the same format as being used for applications in 
the field of virtual reality and computer games. Such skeleton poses are also more 
appropriate as input data for classification algorithms for gestures.  
Another advantage for remote meetings, especially when relying on small hand-
held devices, using wireless connections, is that communicating skeleton data re-
quires substantially less bandwidth than video data. A more abstract representation of 
human body data is also vital for combining different input channels, possibly using 
different input modalities. Here we rely on two different input modalities: one for 
body posture estimation based upon a video camera, and a second input channel using 
a head tracker device. Although the image recognition data for body postures also 
makes some estimation of the head position, it turned out that using a separate head 
tracker was much more reliable in this case. 
The general conclusion is, not so much that everyone should use a head tracker 
device, but rather that the setup as a whole should be capable of fusing a wide variety 
of input modalities. This will allow one to adapt to a lot of different and often diffi-
cult situations. In the long run, we expect to see two types of environment for remote 
meetings: specialized meeting rooms, fully equipped with whatever hardware is 
needed and available for meetings on the one hand side, and far more basic single 
user environments based upon equipment that happens to be available. The capability 
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to exploit whatever equipment is available might be an important factor for the accep-
tance of the technology. In this respect, we expect a lot from improved speech recog-
nition and especially from natural language analysis. The current version of the vir-
tual meeting room requires manual control, using classical input devices like key-
board or mouse, in order to look around, interact with objects etcetera. It seems 
unlikely that in a more realistic setting people that are participating in a real meeting 
would like to do that. Simpler interaction, based upon gaze detection but also on 
speech recognition should replace this situation.  
5 Conclusions  
In this paper we introduced some general observations about ambient intelligence in 
the home environment. Home automation is important, but providing real-time sup-
port to the inhabitants during their activities is important as well. This real-time sup-
port requires interpretation of home activities. In many of these activities we have to 
deal with multi-party interaction. That is, there are verbal and nonverbal interactions 
between the human inhabitants of the environment. Moreover, with the introduction 
of mobile robots, smart objects and virtual embodied agents displayed on walls and 
objects, the multi-party members will also include these artificial and pro-active 
agents. The environment needs some understanding of such interactions and therefore 
we need to look for models for multi-party verbal and nonverbal interaction. 
Meetings are rather controlled events and therefore they are a more acceptable tar-
get for preliminary research in this direction. For that reason we looked at the ap-
proaches and the (preliminary) results that are obtained in the European AMI (Aug-
mented Multi-party Interaction) project on smart meeting environments. In this pro-
ject real-time support is only one of the objectives. Rather the emphasis is on query-
ing and browsing the multimedia information that has been captured using various 
types of sensors. Being able to replay in one or other form of a meeting is also an 
interesting objective. Maybe not at first sigh, but these additions to real-time support 
are useful in home environments as well. In fact, there are many examples of such 
research projects in the area of ambient intelligence. Moreover, rather than connect-
ing distributed meeting participants or smart meeting rooms in a virtual reality meet-
ing room as we discussed in section 4, we can also consider virtual visits to a smart 
home environment or virtual participation in activities (e.g. a birthday party) in a 
home environment. Very often an interactive wall is the interface between spatially 
distributed participants. In the RemoteHome [43 there is not only a wall, but also 
furniture and other objects that can communicate with their counterparts in another 
room. Many other examples where physical objects act as interface, allowing social 
interaction, between remote spaces exist (see e.g. [25]). Yet another example is the 
hug suit, a wireless, sensor-rigged ‘jacket’, developed at the Nanyang Technological 
University in Singapore. Such a suit, worn by the child, allows parents that are away 
from home to use the internet to give their children a (virtual) hug. That is, the jacket 
transforms received signals in vibrations (pressure changes) and temperature. Instead 
of using keyboard and mouse it is foreseen that pets, for example a teddy bear, can be 
used to record the parental hugs and transmit them over the Internet Apart from real-
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time support to home inhabitants and real-time remote access from other smart envi-
ronments, the meeting technology that has been discussed in section 4 also allows 
intelligent querying, browsing and replay of previous interesting home events. Obvi-
ously, going from detecting rather straightforward events as entering a room, being in 
the proximity of a certain object or identifying a person in the room, to the interpreta-
tion of events in which more persons are involved is a rather big step. However, in 
AMI and some other large EU projects we now see, as discussed in this paper, that 
small steps in this direction are taken. 
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