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Abstract. We address the question of duality for the dynamical Poisson groupoids
of Etingof and Varchenko over a contractible base. We also give an explicit descrip-
tion for the coboundary case associated with the solutions of (CDYBE) on simple Lie
algebras as classified by the same authors. Our approach is based on the study of a
class of Poisson structures on trivial Lie groupoids within the category of biequivari-
ant Poisson manifolds. In the former case, it is shown that the dual Poisson groupoid
of such a dynamical Poisson groupoid is isomorphic to a Poisson groupoid (with triv-
ial Lie groupoid structure) within this category. In the latter case, we find that the
dual Poisson groupoid is also of dynamical type modulo Poisson groupoid isomor-
phisms. For the coboundary dynamical Poisson groupoids associated with constant
r− matrices, we give an explicit construction of the corresponding symplectic double
groupoids. In this case, the symplectic leaves of the dynamical Poisson groupoid are
shown to be the orbits of a Poisson Lie group action.
1. Introduction.
The classical dynamical Yang-Baxter equation (CDYBE) was introduced by
Felder in [F] as a consistency condition for the Knizhnik-Zamolodchikov-Bernard
equations. The geometric meaning of (CDYBE) was subsequently unraveled by
Etingof and Varchenko in the fundamental paper [EV]. While the solutions of the
classical Yang-Baxter equation are related to Poisson Lie groups [D], the authors
in [EV] showed that an appropriate geometrical setting for (CDYBE) is that of a
special class of Poisson groupoids (as defined in [W1]), the so-called coboundary
dynamical Poisson groupoids. Given a Lie group G, a Lie subgroup H ⊂ G, an
Ad∗H invariant open set U ⊂ h
∗ (here h∗ is the dual of h = Lie(H)), and a solu-
tion of (CDYBE), Etingof and Varchenko constructed a Poisson bracket on the set
X = U × G × U compatible with its trivial Lie groupoid structure. This Poisson
bracket intertwines a left and a right inclusion of the restricted symplectic cotangent
H ×U into X together with a Sklyanin-like term on G. In addition, the authors in
[EV] identified an appropriate abstract context in which to view these objects as
the category of H-bi-equivariant Poisson manifolds CU .
It is classical that the study of Poisson Lie groups relies in an essential way on
duality and the construction of doubles [D, STS, LW1]. For Poisson groupoids,
the notion of duality was introduced by Weinstein in [W1], and was developed
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by MacKenzie and Xu in [MX1, MX2]. In the same paper [W1], Weinstein also
introduced the notion of symplectic double groupoids (see also [M2]), and described
a program for showing that, at least locally, Poisson groupoids in duality arise as
the base of a symplectic double groupoid.
In order to state our objectives and results, let us begin by recalling that a sym-
plectic groupoid is a pair (Γ,Π), consisting of a Lie groupoid Γ together with a
non-degenerate Poisson structure Π, in such a way that the graph of the multi-
plication map is a Lagrangian submanifold of Γ × Γ × Γ [W2,K]. It is a classical
fact that Poisson structures can be understood at least locally by the notion of
symplectic groupoids. On the other hand, double groupoids are intrinsically com-
plicated objects introduced by Ehresmann [E] in the 1960’s and have found usage in
category theory [E], homotopy theory [BH], differential geometry [P], and Poisson
groups [M3, LW2]. By definition, a double Lie groupoid is a quadruple (S;H,V, B)
where H and V are Lie groupoids over B, and S is equipped with two Lie groupoid
structures, a horizontal structure with base V, and a vertical structure with base
H, such that the structure maps of each groupoid structure on S are morphisms
with respect to the other. Finally, a symplectic double groupoid is a double Lie
groupoid (S;H,V, B) in which S is equipped with a symplectic structure such that
both S ⇒ V and S ⇒ H are symplectic groupoids. Note that for the case of Pois-
son Lie groups, the program in [W1] which we mentioned above has been carried
out globally in [LW2]. Thus a Poisson Lie group and its dual are the bases of a
symplectic groupoid.
This work is the first part of a series to understand the geometry of dynamical
Poisson groupoids. Our goal here is three-fold. First of all, for a general dynamical
Poisson groupoid X = U ×G× U (not necessarily of coboundary type), we would
like to characterize certain properties of its (global) dual Poisson groupoid in a
simple nontrivial case in which its existence is guaranteed. In this connection,
we should point out that in contrast to (finite dimensional) Lie algebras, not all
Lie algebroids can be integrated to Lie groupoids [AM]. For (finite dimensional)
general Lie algebroids, the necessary and sufficient condition for integrability was
only obtained quite recently in [CF]. Thus we work at the outset with the class
C∗ of Poisson groupoids X = U ×G × U (with the trivial Lie groupoid structure)
which admits a (base preserving) Poisson groupoid morphism I : H × U −→ X,
where U is Ad∗H invariant and contractible. If X is a dynamical Poisson groupoid in
C∗, the corresponding Lie algebroid dual A(X)
∗ must be transitive, i.e., the anchor
map is a surjective submersion. Consequently, we can invoke a general theorem of
MacKenzie [M1], according to which A(X)∗ ≃ TU⊕(U×g′), where the latter is the
trivial Lie algebroid over U and g′ is a typical fiber of the adjoint bundle of A(X)∗.
As a result, A(X)∗ integrates to a unique global Lie groupoid X∗ isomorphic to the
trivial Lie groupoid U ×G′ × U , where G′ is the connected and simply connected
Lie group with Lie(G′) = g′. Thus the existence of the dual Poisson groupoid is
not an issue. Our main result in this direction (Theorem 3.2.4) is the following:
if X is a dynamical Poisson groupoid in C∗, then its dual Poisson groupoid X
∗ is
isomorphic to a Poisson groupoid (U × G′ × U, { , }U×G′×U ) in C∗. In particular,
the Poisson structure { , }U×G′×U is uniquely determined by a (unique) Poisson
groupoid morphism I ′ : H × U −→ U × G′ × U and a unique groupoid 1-cocycle
P ′ on U × G′ × U . The proof of this theorem consists of two steps: in the first
step, we establish the existence of the unique Poisson groupoid morphism I ′; while
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the second step involves a careful analysis of the form of the Poisson bracket for a
Poisson groupoid in C∗(Theorem 2.2.5). As a corollary of Theorem 3.2.4, we obtain
via Poisson reduction a reduced duality diagram for the Poisson quotients G/H×U
and G′/H × U and for the vertex Lie algebras g and g′. In the special case when
h∗ = 0, this duality diagram is just the well-known diagram of Drinfeld for Poisson
Lie groups.
In [EV], extending Belavin and Drinfeld’s classic paper [BD], Etingof and Var-
chenko obtained a classification of solutions of (CDYBE) for pairs (g, h) of Lie
algebras, where g is simple and h ⊂ g is a Cartan subalgebra. These solutions of
(CDYBE) are parametrized by subsets S of a simple system of roots ∆s and closed
meromorphic two-forms on h∗.
Our second objective is to give an explicit study of duality for the coboundary
dynamical Poisson groupoids associated with this class of dynamical r− matrices.
Note that in this case, the base U (where the r− matrix is analytic) is neither
contractible nor simply-connected. We proceed in two steps. To start with, we
construct (see Theorem 4.4) an explicit trivialization of the Lie algebroid dual
A(X)∗ of the (full) coboundary Poisson groupoidX = U×G×U. This, in particular,
establishes the integrability of A(X)∗ as a Lie algebroid. Then an argument similar
to that of Theorem 3.2.4 applied to any connected and simply connected open
subset U ′ of U shows that the dual Poisson groupoid of U ′ ×G× U ′ is isomorphic
to a dynamical Poisson groupoid U ′ ×G′ × U ′. Here, the vertex Lie group G′ is a
semi-direct product LS⋉IS where LS ⊂ G is the Levi factor and IS is a normal Lie
subgroup containing the productN+S ×N
−
S of unipotent radicals. More importantly,
the Poisson bracket is uniquely determined by the value of a Lie groupoid 1-cocycle
P ′ : U ′ × G′ × U ′ −→ L(g′
∗
, g′) whose partial derivatives are explicitly given in
terms of the Lie-Yamaguti data of the reductive pair (g, h).
Our final objective in this paper is to understand how to construct symplec-
tic double groupoids for the coboundary dynamical case in the special instance
where the r− matrix is constant. For this class of coboundary dynamical Pois-
son groupoids, the base is h∗ and so Theorem 3.2.4 applies. However, from the
point of view of constructing the symplectic double groupoids, it is more natu-
ral (and considerably simpler) to work directly with the dual Poisson groupoid
whose Lie algebroid is T ∗h∗ × g∗. Since we have a constant r− matrix, the Lie
group G equipped with the Sklyanin bracket is a Poisson Lie group (for simplic-
ity, we assume G is complete) and as it turns out, the dual Poisson groupoid of
X is given by X∗ = H × h∗ × G∗ with appropriate structure maps (G∗ is the
dual Poisson group of G) and the Poisson structure is a product structure (The-
orem 5.1.4). The construction of a symplectic double groupoid having X and X∗
as side groupoids proceeds via a number of steps (Proposition 5.2.3, Corollary
5.2.6, Corollary 5.2.8,Theorem 5.2.10 and 5.2.13). First of all, we show X and X∗
form a matched pair of Lie groupoids. The upshot of this is that X and X∗ act
on each other via groupoid actions and give rise to a vacant double Lie groupoid
(Svac;X
∗,X, h∗). However, this is not the correct underlying double Lie groupoid of
the sought-for symplectic double groupoid (in contrast to the Poisson group case).
In the second step of the construction, we extend the Lie groupoids X and X∗ to
the product groupoids X∗e = X
∗ ×H ⇒ H × h∗ and Xe = (H ×H)×X ⇒ H × h
∗
(H × H −→ H is the coarse groupoid). Then we show that there is a left action
of X∗e on X and a right action of Xe on X
∗. The corresponding action groupoids
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S ≃ X∗e ⋉X ⇒ X and S ≃ X
∗
⋊Xe ⇒ X
∗ then give the horizontal structure and
the vertical structure respectively of a nonvacant double Lie groupoid (S;X∗,X, h∗)
which has (Svac;X
∗,X, h∗) as a double Lie subgroupoid. Finally, we show that the
double Lie groupoid (S;X∗,X, h∗) where S is equipped with an appropriate sym-
plectic structure is a desired symplectic double groupoid. We would like to point
out that the actions of the extended Lie groupoids on the unextended ones obey
a number of properties (Proposition 5.2.9) which are important in showing that
(S;X∗,X, h∗) is a double Lie groupoid. The reader should contrast these proper-
ties with actions via ‘twisted automorphisms’ (Proposition 5.2.4, [M3, LW1]). As
an application/amplification of this result, we show the existence of a natural Pois-
son Lie group structure on the set H ×H ×G∗ such that the symplectic leaves of
(X, { , }X) are the orbits of a Poisson action of H×H×G
∗ on X(Theorem 5.2.28).
Finally, we use this result to describe the symplectic leaves of a natural Poisson
quotient associated with X.
The paper is organized as follows. In Section 2, we begin by giving some back-
ground material which we recall here for the convenience of the reader. The rest
of Section 2 is devoted to the description of all Poisson groupoids (X, { , }) which
admit a Poisson groupoid morphism I : H×U −→ X = U ×G×U , where X is the
trivial Lie groupoid over a connected base U . Section 3 is concerned with Poisson
groupoids in duality with dynamical Poisson groupoids over a contractible base
U . It also treats duality diagrams for the Poisson quotients mentioned earlier and
for the vertex Lie algebras. In Section 4, we consider the coboundary dynamical
Poisson groupoids associated with a class of solutions of (CDYBE) for pairs (g, h)
of Lie algebras, where g is simple, and h is a Cartan subalgebra of g [EV]. Here,
we obtain a more refined description of the dual Poisson groupoid. Finally, Section
5 treats the coboundary dynamical Poisson groupoids in the constant r− matrix
case in detail. We begin with an explicit description of the dual Poisson groupoid
X∗ whose Lie algebroid is T ∗h∗ × g∗. Then we move on to the construction of a
symplectic double groupoid having X and X∗ as side groupoids. We conclude the
paper by describing the symplectic leaves of (X, { , }) as well as a Poisson quotient
associated with X.
We shall address the construction of symplectic double groupoids for the gen-
eral dynamical case, together with its relationship to other works (in particular
[LWX]) in a sequel to this paper. On the other hand, the links between duality and
the recent work [KW], as well as the relevance of coboundary dynamical Poisson
groupoids to integrable systems (see the papers [HM, LX1, LX2] in this connection)
will be considered in separate publications.
Acknowledgements. L.-C. Li would like to thank the members of Institut
G. Desargues for hospitality and CNRS support (UMR 5028) during his visits to
Universite´ Lyon 1.
2. A class of biequivariant Poisson groupoids.
2.1. Preliminaries.
In this preliminary subsection, we recall some of the basic concepts and constructs
which we shall use in this paper (other results will be recalled when needed).
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Let Γ be a Lie groupoid over B (see [DSW,M1] for details), with target and source
maps α, β : Γ −→ B, and multplication map m : Γ ∗ Γ −→ B defined on the set of
composable pairs Γ ∗ Γ := {(x, y) | β(x) = α(y)}. We shall denote the unit section
by ǫ : B −→ Γ, and the inversion map by i : Γ −→ Γ.
Definition 2.1.1 [W1] (Poisson groupoid.)
A Lie groupoid Γ equipped with a Poisson structure Π is called a Poisson groupoid
if and only if the graph of the multiplication map
Gr(m) ⊂ Γ× Γ× Γ
is a coisotropic submanifold, i.e. if and only if
(
Π⊕Π⊕−Π
)
(ω, ω′) = 0, ∀ω, ω′ ∈ (T (Gr(m)))⊥ ⊂ T ∗(Γ× Γ× Γ).
Γ is called a symplectic groupoid if Π is non degenerate with Gr(m) a Lagrangian
submanifold.
In both cases, we shall say that the Poisson structure and the groupoid structure
are compatible.
Let G be a connected Lie group, H ⊂ G a connected Lie subgroup with respective
Lie algebras g and h and let U ⊂ h∗ be a connected Ad∗H− invariant open subset. In
[EV], Etingof and Varchenko introduced the category CU of biequivariant Poisson
manifolds over U as follows.
An object in CU is a Poisson manifold (X, { , }X) equipped with commuting left
Hamiltonian H−action φ− and right Hamiltonian H− action φ+ with U -valued
Ad∗H equivariant momentum maps j± : X −→ U satisfying the polarity condition
{j∗+ϕ, j
∗
−ψ}X = 0, for all ϕ,ψ ∈ C
∞(U).
A morphism in CU between (X, { , }X) and (X
′, { , }X′) is an equivariant Poisson
map σ : X −→ X ′ such that j′± ◦ σ = j±.
Definition 2.1.2[EV] (Poisson groupoid in CU )
We say that X ∈ CU is a Poisson groupoid in CU if it is equipped with a compatible
groupoid structure over U such that α = j−, β = j+.
Example 2.1.3 (The Hamiltonian unit)
The most basic (but not simplest) symplectic groupoid in CU is the (restricted)
Hamiltonian unit H × U equipped with the nondegenerate bracket
{f, g}(h, p) = − < D′g, δf > + < D′f, δg > − < p, [δf, δg] >,
(< D′f, Z >= d
dt |0
f(hetZ , p), < δf, λ >= d
dt |0
f(h, p+ tλ), Z ∈ h, λ ∈ h∗) the H−
actions
φ−k (h, p) = (kh, p), φ
+
k (h, p) = (hk,Ad
∗
kp),
and the action groupoid structure
α0(h, p) = j−(h, p) = Ad
∗
h−1p, β0(h, p) = j+(h, p) = p
(h, j−(k, q)) · (k, q) = (hk, q), ǫ(q) = (1, q), i(h, p) = (h
−1, Ad∗h−1p).
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If U = h∗, this is clearly isomorphic to the cotangent symplectic groupoid T ∗H
[W2] under the trivialization map.
We now recall a fundamental construction of [EV] which interprets dynamical r−
matrices in terms of Poisson groupoids.
Let ι : h −→ g be the Lie inclusion. We say that a smooth map R : U −→ L(g∗, g)
(here and henceforth we denote by L(g∗, g) the set of linear maps from g∗ to g) is
a classical dynamical r− matrix if and only if it is skew symmetric
< R(q)(A), B >= − < A,R(q)B >,
and satisfies the classical dynamical Yang- Baxter condition
dR(q)ι∗AB − dR(q)ι∗BA+ ιd < R(q)A,B >
− [R(q)A,R(q)B]−R(q)ad∗R(q)(A)B +R(q)ad
∗
R(q)BA = χ(A,B),
(2.1.1)
where χ : g∗ × g∗ −→ g is adg− invariant, i.e.
adX χ(A,B) + χ(ad
∗
XA,B) + χ(A, ad
∗
XB) = 0,
for all A,B ∈ g∗,X ∈ g, and all q ∈ U.
The dynamical r− matrix is said to be ad∗h− equivariant if and only if
dR(q)ad∗Zq +R(q)ad
∗
ι(Z) + adι(Z)R(q) = 0, (2.1.2)
for all Z ∈ h, and all q ∈ U.
Note that if χ(A,B) = 0 in Eqn. (2.1.1), the resulting equation is called the classical
dynamical Yang-Baxter equation (CDYBE) [F]. On the other hand, if χ(A,B) =
[T (A), T (B)] for some nonzero symmetric map T : g∗ −→ g with adXT + Tad
∗
X =
0, the resulting equation is called the modified dynamical Yang-Baxter equation
(mDYBE).
Let X = U ×G × U . For f ∈ C∞(X), define its partial derivatives and left/right
gradients (w.r.t. G) by
< δ1f, λ >=
d
dt |0
f(p+ tλ, x, q), < δ2f, λ >=
d
dt |0
f(p, x, q + tλ), λ ∈ h∗
< Df,X >=
d
dt |0
f(p, etXx, q), < D′f,X >=
d
dt |0
f(p, xetX , q), X ∈ g.
We shall equip X with the trivial Lie groupoid structure over U with structure
maps
α(p, x, q) = p, β(p, x, q) = q, ǫ(q) = (q, 1, q), i(p, x, q) = (q, x−1, p)
m((p, x, q), (q, y, r)) = (p, xy, r).
(2.1.3)
The following theorem gives the Poisson groupoid analog of coboundary Poisson
Lie groups (in the context of trivial Lie groupoids over U).
Theorem 2.1.4[EV]
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(a) The formula
{f, g}X(p, x, q) =< p, [δ1f, δ1g] > − < q, [δ2f, δ2g] >
− < ιδ1f, Dg > − < ιδ2f,D
′g >
+ < ιδ1g, Df > + < ιδ2g,D
′f >
+ < R(p)Df,Dg > − < R(q)D′f,D′g >
defines a Poisson bracket on X if and only if R : U −→ L(g∗, g) is an ad∗h−
equivariant dynamical r− matrix.
(b) The trivial Lie groupoid X equipped with the Poisson bracket { , }X in (a) and
the Hamiltonian H− actions
φ−h (p, x, q) = (Ad
∗
h−1p, hx, q), φ
+
h (p, x, q) = (p, xh,Ad
∗
hq),
is a Poisson groupoid in CU .
We shall call (X, { , }X) a coboundary dynamical Poisson groupoid.
Note that the dynamical Poisson groupoid X of Thm 2.1.5 admits a Poisson
groupoid embedding
I : H × U −→ X : (h, p) 7→ (Ad∗h−1p, h, p). (2.1.4)
where H×U is the Hamitonian unit. As we shall see in later sections, this property
turns out to play a crucial role in the study of duality.
We now recall the notion of a Lie algebroid (for more details see [DSW], [M1]).
Definition 2.1.5 A Lie algebroid is a smooth vector bundle q : A −→ B equipped
with a Lie bracket [ , ]A on the set Γ(A) of smooth sections of A and a smooth base
preserving bundle map a : A −→ TB, called the anchor map, such that
a [ζ, η]A = [a(ζ), a(η)]B
[ζ, f η]A = f [ζ, η]A + a(ζ)(f) η,
for all ζ, η ∈ Γ(A) and all f ∈ C∞(B).
The Lie algebroid of a smooth groupoid Γ over B is the vector bundle
A(Γ) :=
(
Ker(Tα)
)
|ǫ(B)
over B with anchor map a given by the restriction of T [α, β] to A(Γ) (here [α, β](z)
= (α(z), β(z)), z ∈ Γ) and bracket of sections [X,Y ](b) := [Xl, Y l]Γ(ǫ(b)) where
Xl : Γ −→ Ker(Tα)
is the unique left invariant vector field whose restriction to ǫ(B) is X.
Let V be a vector space and let ρ : Γ −→ Aut(V ) be a smooth groupoid morphism
where Aut(V ) is viewed as a groupoid over its unit element IV .
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Definition 2.1.6 A smooth map Σ : Γ −→ V is called a groupoid 1−cocycle iff
Σ(xy) = Σ(x) + ρ(x)Σ(y)
for all (x, y) ∈ Γ ∗ Γ. The induced map Σ∗ : A(Γ)→ V defined as the restriction of
TΣ to A(Γ) is called the induced Lie algebroid 1− cocycle.
Finally, we recall the notion of an action of a Lie groupoid Γ⇒ B on a manifold S
with moment map f : S −→ B. (We use the terminology of [MW].)
Let
Γ ∗f S = {(x, s) ∈ Γ× S | β(x) = f(s)}
S ∗f Γ = {(s, x) ∈ S × Γ | f(s) = α(x)}
Definition 2.1.7
(a) A left action of Γ on S with moment f is a smooth map φl : Γ ∗f S −→ S :
(x, s) 7→ x · s such that
f(x · s) = α(x), y · (x · s) = (yx) · s, ǫ(f(t)) · t = t,
for all (y, x) ∈ Γ ∗ Γ, (x, s) ∈ Γ ∗f S, t ∈ S.
(b) A right action of Γ on S with moment f is a smooth map φr : S ∗f Γ −→ S :
(s, x) 7→ s · x such that
f(s · x) = β(x), (s · x) · y = s · (xy), t · ǫ(f(t)) = t,
for all (x, y) ∈ Γ ∗ Γ, (s, x) ∈ S ∗f Γ, t ∈ S.
2.2. Trivial Lie groupoids in CU .
Our purpose in this subsection is to provide an explicit class of Poisson brackets
on trivial Lie groupoids which extends the construction of thm 2.1.4 (a), and is
essential for our subsequent study of duality.
We assume that the Lie subgroup H ⊂ G is connected. We begin with a general
property.
Proposition 2.2.1 Let Y be a Poisson groupoid over U with source and target
maps α and β and unit map ǫ. If there exists a (base preserving) Poisson groupoid
morphism
I : H × U → Y,
(here H × U is the Hamiltonian unit) then Y belongs to CU .
Proof. It follows from a general property of Poisson groupoids [W1] that
{α∗ϕ, β∗ψ}Y = 0, ∀ϕ,ψ ∈ C
∞(U).
So it remains to show that Y admits two commuting Hamiltonian H− actions
φ−, φ+ with equivariant momentum maps α and β.
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Set, as in Def. 2.1.7,
(H × U) ∗α Y = {(h, p, y) | β0(h, p) = α(y)}
Y ∗β (H × U) = {(y, h, p) | β(y) = α0(h, p)}
Here α0, β0 are as in Example 2.1.3.
The morphism I induces a left (resp. right) groupoid action of H ×U on Y over α
(resp. over β):
φ− : (H × U) ∗α Y −→ Y
(h, α(y), y) 7→ I(h, α(y)) · y
φ+ : Y ∗β (H × U) −→ Y
(y, h,Ad∗hβ(y)) 7→ y · I(h,Ad
∗
hβ(y))
which, upon the natural identifications
(H × U) ∗α Y ≃ H × Y, Y ∗β (H × U) ≃ Y ×H,
induce a left and a right action of H on Y (also denoted φ±).
We now show that φ− is Hamiltonian with momentum map α. (The verification for
φ+ and β is similar.)
Note that α is equivariant since α(φ−k (y)) = α(I(k, α(y)) · y) = α(I(k, α(y))) =
α0(k, α(y))= Ad
∗
k−1α(y).
Let Z−(y) = ddt |0φ
−
etZ
(y) be the infinitesimal generator of the action corr. to Z.
We want to show Z− coincides with the Hamiltonian vector field X̂fZ◦β where
fZ ∈ C
∞(U) is defined by fZ(q) =< Z, q >, ∀q ∈ U.
Since I(1, q) = ǫ(q), we have
Z−(y) =
d
dt |0
I(etZ , α(y)) · y = Tǫ◦α(y)ry T(1,α(y))I(Z, 0),
which shows that Z− ∈ KerTβ. On the other hand,
Z−(ǫ ◦ α(y)) =
d
dt |0
I(etZ , α(y)) · I(1, α(y))
=
d
dt |0
I(etZ , α(y))
= T(1,α(y))I(Z, 0),
thus Z− is right invariant. Since X̂fZ◦α is also right invariant [X], it suffices to
show that both vector fields coincide on ǫ(U). But from the Poisson property of I,
we have
X̂fZ◦α(ǫ ◦ α(y)) = Π
#
Y (ǫ ◦ α(y))d(fZ ◦ α)
= T(1,α(y))I Π
#
0 (1, α(y))d(fZ ◦ α ◦ I)
= T(1,α(y))I Π
#
0 (1, α(y))d(fZ ◦ α0)
= T(1,α(y))I Π
#
0 (1, α(y))(ad
∗
Zα(y), Z)
= T(1,α(y))I (Z, 0).
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Now, since Z− is Hamiltonian, its flow φ−
eZ
at t = 1 preserves the Poisson bracket
of Y . Therefore, the connectedness of H implies that φ− is Hamiltonian with
momentum map α. Hence the claim.
For the rest of this subsection, we let X = U ×G × U be the trivial Lie groupoid
of section 2.1 (see eqn (2.1.3)). We shall describe all pairs
(X, { , }), I : H × U → X,
where { , } is a Poisson bracket on X compatible with its groupoid structure and I
is a morphism of Poisson groupoids, where H × U is the Hamiltonian unit.
Let ρ : G −→ Aut(V ) be a representation of G on the vector space V. We are going
to restrict ourselves to groupoid 1 cocycles P : X −→ V which satisfy
P (p, xy, q) = P (p, x, r) + ρ(x)P (r, y, q) for all p, q, r ∈ U, x, y ∈ G.
Proposition 2.2.2 P is a 1− cocycle on X iff
P (p, x, q) = −l(p) + π(x) + ρ(x)l(q),
for some smooth map l : h∗ −→ V with l(q0) = 0 for some q0 ∈ U , and a group 1−
cocycle π : G −→ V.
Proof. Clearly any such map is a 1− cocycle. Conversely, if P is a cocycle then
P (p, 1, p) = P (p, 1, q0) + P (q0, 1, p) = 0 and π(x) = P (q0, x, q0) is a group cocycle.
The claim then follows from P (p, x, q) = P (p, x, q0)+ρ(x)P (q0, 1, q) = P (p, 1, q0)+
P (q0, x, q0) + ρ(x)P (q0, 1, q) = −P (q0, 1, p) + π(x) + ρ(x)P (q0, 1, q).
Proposition 2.2.3 Let Π ∈
∧2 TX be a bivector field. Then the graph of m :
X ∗X −→ X is Π− coisotropic in X ×X ×X iff
Π#(p, x, q)(Z1, B, Z2) = (−K(p)Z1 −A
∗(p)T ∗1 rxB,
T1rxA(p)Z1 + T1lxA(q)Z2 + T1rxP (p, x, q)T
∗
1 rxB,
K(q)Z2 −A
∗(q)T ∗1 lxB),
for some smooth maps K : U −→ L(h, h∗), A : U −→ L(h, g), and a groupoid 1−
cocycle P : X −→ L(g∗, g) for the adjoint action. Here, K and P are pointwise
skew-symmetric.
Proof. The graph of the multiplication m is
Gr(m) = {
(
(p, x, q), (q, y, r), (p, xy, r)
)
} ⊂ X ×X ×X.
Therefore, Ω ∈
(
T(
(p,x,q),(q,y,r),(p,xy,r)
)Gr(m))⊥ if and only if
Ω =
(
(Z1, ω, Z2), (−Z2, T
∗
y (ry−1 ◦ lx)ω,Z3), (−Z1,−T
∗
xyry−1ω,−Z3)
)
,
for some Z1, Z2, Z3 ∈ h and ω ∈ (TxG)
∗.
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One then verifies (see the appendix for the details) that the Π− coisotropy of
Gr(m):
(Π⊕Π⊕−Π)(Ω,Ω′) = 0, ∀Ω,Ω′ ∈ (TGr(m))⊥,
is equivalent to our assertion. 
Now, a map I : H × U −→ X is a (base preserving) groupoid morphism iff
I(k, q) = (Ad∗k−1q, χ(k, q), q) (2.2.1)
for some smooth map χ satisfying
χ(hk, q) = χ(h,Ad∗k−1q)χ(k, q), (2.2.2)
in particular χ(1, q) = 1, and if 0 ∈ U , the map H −→ G : k 7→ χ(k, 0) is a group
morphism.
Note that Eqn. (2.2.2) says that χ : H ×U −→ G is a groupoid morphism when G
is viewed as a groupoid over its unit element. Applying the Lie functor to χ then
provides an algebroid morphism
A(χ) : U × h −→ g
(q, Z) 7→ T(1,q)χ(Z, ad
∗
Zq),
which we shall henceforth denote as (q, Z) 7→ Aχ(q)Z. The morphism property then
says that for all Z,Z ′ ∈ h, p ∈ U ,
Aχ(p)[Z,Z
′] = dAχ(p) · ad
∗
Zp · Z
′ − dAχ(p) · ad
∗
Z′p · Z
+ [Aχ(p)Z,Aχ(p)Z
′].
(2.2.3)
Proposition 2.2.4 If (X,Π) is a Poisson groupoid with Π# expressed as in Prop.
2.2.3 above, then the map I is a Poisson map iff
(a) K(p)Z = ad∗Zp, ∀Z,Z
′ ∈ h.
(b) Aχ(p) = A(p)
(c) For all α, β ∈ g∗,
< α,P (I(h, p))β >=< λα, Zβ > − < λβ , Zα > − < p, [Zα, Zβ ] >,
where λα ∈ h
∗ and Zα ∈ h are defined by
< λα, Z >=< α, T(h,p)(r(χ(h,p))−1 ◦ χ)(T1lhZ, 0) >, ∀Z ∈ h
< Zα, λ >=< α, T(h,p)(r(χ(h,p))−1 ◦ χ)(0, λ) >, ∀λ ∈ h
∗.
Proof. This is a spelled out form of {I∗f, I∗g}H×U = I
∗{f, g}X .
Assembling the above propositions, we can now formulate the main assertion of
this subsection.
Theorem 2.2.5 If (X, { , }) is a Poisson groupoid which admits a Poisson groupoid
morphism I : H × U → X as in Eqn. (2.2.1), then,
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(a) The Poisson bracket must be of the form
{f, g}(p, x, q) =< p, [δ1f, δ1g] > − < q, [δ2f, δ2g] >
− < Aχ(p)δ1f,Dg > − < Aχ(q)δ2f,D
′g >
+ < Aχ(p)δ1g,Df > + < Aχ(q)δ2g,D
′f >
+ < Df,P (p, x, q)Dg >,
where the groupoid 1− cocycle P satisfies Prop. 2.2.4 (c)
(b) The Jacobi identity for { , } is equivalent to the condition
< β, [Pα,Pγ] > − < β,DP · Pα · γ > + < β, δ1P · (Aχ(p)
∗α) · γ >
+ < β, δ2P · (Aχ(q)
∗Ad∗xα) · γ > +cp(α, β, γ) = 0
for all α, β, γ ∈ g∗, where P stands for P (p, x, q) and
δ1P (λ) =
d
dt |0
P (p+ tλ, x, q), δ2P (λ) =
d
dt |0
P (p, x, q + tλ),
DP ·X =
d
dt |0
P (p, etXx, q).
(c) (X, { , }) belongs to CU with Hamiltonian H− actions
φ− : H ×X −→ X
(h, p, x, q) 7→ (Ad∗h−1p, χ(h, p)x, q)
φ+ : X ×H −→ X
(p, x, q, h) 7→ (p, xχ(h,Ad∗hq), Ad
∗
hq).
Proof. (a) This is simply a restatement of Prop. 2.2.3 and Prop. 2.2.4.
(b) We give the main steps (see the appendix for the details of the calculations):
For the Jacobi identity, we use the shorthand notation Jijk, i, j, k ∈ {1, 2, ∗} to
stand for {p∗iϕ, {p
∗
jϕ
′, p∗kψ}} + c.p., where, as an index, ∗ = G, and p1, pG, p2 are
the projections from X = U ×G× U onto the first, second, and third factor of X
respectively. Thus for example J12∗ = {p
∗
1ϕ, {p
∗
2ϕ
′, p∗Gψ}} + c.p..
Clearly, we have Jijk = 0 for i, j, k ∈ {1, 2} and J∗12 = 0 and these do not impose
any conditions. On the other hand, J∗11 = 0 ⇔ J∗22 = 0 ⇔ Aχ satisfies (2.2.3).
Writing P (p, x, q) = −l(p) + π(x) +Adxl(q)Ad
∗
x as in Prop. 2.2.2, we have
J∗∗1 = 0⇔ J∗∗2 = 0⇔
< α, (dl(p)ad∗Zp+ adAχ(p)Z l(p) + l(p)ad
∗
Aχ(p)Z
+ dπ(1)Aχ(p)Z)β >
= + < dAχ(p)(Aχ(p)
∗α)Z, β > − < dAχ(p)(Aχ(p)
∗β)Z,α >, ∀α, β ∈ g∗.
(⋆)
But the latter follows upon differentiating the identity of Prop. 2.2.4 (c) at (1, p).
Indeed, that lhs(⋆) = ddt |0 < α,P ◦ I(e
tZ , p)β > is clear. On the other hand, upon
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using
< λ,Zα(1, p) >=< α,
d
dt |0
χ(1, p + tλ)χ(1, p)−1 >= 0
< λα(1, p), Z >=< α,
d
dt |0
χ(etZ , p)χ(1, p)−1 >=< Aχ(p)
∗α,Z >,
we have
d
dt |0
(
< λα, Zβ > (e
tZ , p)− < λβ , Zα > (e
tZ , p)− < p, [Zα(e
tZ , p), Zβ(e
tZ , p)] >
)
=< Aχ(p)
∗α,
d
dt |0
Zβ(e
tZ , p) > − < Aχ(p)
∗β,
d
dt |0
Zα(e
tZ , p) >
= rhs(⋆).
Thus, with our assumptions, the bracket { , } satisfies the Jacobi identity if and
only if J∗∗∗ = 0 which is precisely (b).
(c) This is Prop. 2.2.1: The morphism I : H × U → X induces a left groupoid
action of H × U on X over αX
φ− : (H × U) ∗αX X −→ X : ((h, p), (p, x, q)) 7→ I(h, p) · (p, x, q)
and a right groupoid action on X over βX
φ+ : X ∗βX (H × U) −→ X : ((p, x, q), (k,Ad
∗
kq)) 7→ (p, x, q) · I(k,Ad
∗
kq).
With the identifications (H × U) ∗αX X ≃ H ×X and X ∗βX (H × U) ≃ X ×H,
these actions are the ones given above. .
We end this subsection with a definition and some remarks.
Definition 2.2.6
Following Etingof and Varchenko, we shall say that the Poisson groupoid (X, { , })
of Theorem 2.2.5 is of dynamical type iff I(k, q) = (Ad∗k−1q, k, q). In this case, the
corresponding Lie algebroid dual A(X)∗ (which is a Lie algebroid) will be called a
dynamical Lie algebroid.
Remarks 2.2.7
(a) For X of dynamical type, χ(h, p) = χ(h, 1) = h, thus Aχ(p)Z = Z. Therefore,
the first six terms of the Poisson bracket coincide with those of the coboundary
case. The last term however, which is given by
P (p, x, q) = −l(p) + π(x) +Adxl(q)Ad
∗
x
differs from the coboundary case by the group 1− cocycle π : G→ L(g∗, g).
As we shall demonstrate in section 4 for a class of solutions of the modified dynam-
ical Yang-Baxter equation on simple Lie algebras, Poisson groupoids of dynamical
type with π 6= 0 arise naturally as Poisson groupoid duals (modulo Poisson groupoid
isomorphisms) of certain coboundary dynamical groupoids. Note that the situation
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here is analogous to that for Poisson Lie groups: Typically, the Poisson Lie group
dual of a Lie group equipped with the Sklyanin bracket is not of coboundary type.
(b) For X of dynamical type, the identity of Prop. 2.2.4 (c) simplifies to
P (Ad∗h−1p, h, p) = 0
In other words P vanishes on the H− orbit of ǫ(U) ⊂ X. This condition is the
natural extension of the h− equivariance of the dynamical r− matrix which it
reduces to when π(x) = 0.
3. Duality.
The purpose of this section is to characterize the Poisson groupoid dual to a dy-
namical Poisson groupoid X = U × G × U where U ⊂ h∗ is an Ad∗H− invariant
contractible open set, and study some derived duality diagrams for Poisson quo-
tients.
3.1. Duality of Poisson groupoids.
Following [W1],[M2], [MX2], we begin by recalling the notion of duality of Poisson
groupoids and the definition of the dual (when it exists) of a Poisson groupoid.
Let (Y, { , }Y ) be a Poisson groupoid over B with target and source maps α, β, and
unit map ǫ. We use, as above, the sign convention {f, g}Y =< df, Π
#dg > .
Since Y is Poisson, the set of 1− forms Ω1(Y ) inherits a Lie bracket from C∞(Y )
[W1], [KSM], given by
[ω, ω′] = −LΠ#ωω
′ + LΠ#ω′ω − d < ω,Π
#ω′ >, (3.1.1)
and the map
Ω1(Y ) −→ X(Y ) : ω 7→ −Π#ω
is a morphism of Lie algebras, where X(Y ) is the set of vector fields on Y with
ordinary Lie bracket. Therefore, T ∗Y is a Lie algebroid over Y.
Now, it follows from a general result in [W1] that the unit submanifold ǫ(B) of the
Poisson groupoid Y is coisotropic in Y , hence its conormal bundle
N∗
(
ǫ(B)
)
:=
⋃
q∈B
(
Tǫ(q)ǫ(B)
)⊥
⊂ T ∗Y|ǫ(B)
inherits a Lie algebroid structure: the bracket of two sections θ1, θ2 : B −→
N∗(ǫ(B)) is
[θ1, θ2]N∗(q) = [θ1, θ2]ǫ(q) (3.1.2)
for arbitrary θ1, θ2 ∈ Ker ǫ
∗ subject to θ1 ◦ ǫ = θ1, θ2 ◦ ǫ = θ2, while the anchor
map a∗ : N
∗
(
ǫ(B)
)
→ TB is given by the restriction of −Π# to N∗
(
ǫ(B)
)
.
Since we have a natural identification N∗
(
ǫ(B)
)
≃ A(Y )∗, we shall therefore always
take A(Y )∗ with the induced Lie algebroid structure and the pair (A(Y ), A(Y )∗)
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will be called the tangent Lie bialgebroid of (Y, { , }). For the precise definition of
Lie bialgebroids see [MX1]; note however that (A,A∗) is a Lie bialgebroid if and
only if (A∗, A) is.
Definition 3.1.1 [M2] We shall say that two Poisson groupoids Y and Y ′ over
the same base are in duality if and only if the Lie bialgebroids (A(Y ), A(Y )∗) and
(A(Y ′)∗, A(Y ′)−) are isomorphic. Here, A(Y ′)− is obtained from A(Y ) by changing
the sign of both anchor and bracket of sections.
Note that if the Lie algebroid A(Y )∗ is integrable, then there exists (by Lie I) a
unique source-simply connected Lie groupoid Y ∗ integrating A(Y )∗. In this case,
it follows from a general theorem of MacKenzie and Xu [MX2] that the latter may
be equipped with a unique Poisson bracket { , }Y ∗ compatible with its groupoid
structure such that (Y ∗, { , }Y ∗) has tangent Lie bialgebroid (A(Y )
∗, A(Y )).
The Poisson groupoids Y and Y ∗ are Poisson groupoids in duality and (Y ∗, { , }Y ∗)
is called the dual of (Y, { , }Y ).
The following example is already in [W1]:
Example 3.1.2 The Poisson groupoid dual to the Hamiltonian unit H × U of
Example 2.1.3 is the coarse groupoid U × U with Poisson bracket
{f, g}U×U (p, q) =< p, [δ1f, δ1g] > − < q, [δ2f, δ2g] > .
Note that U × U belongs to CU with the Hamiltonian H− actions
φ−k (p, q) = (Ad
∗
k−1p, q), φ
+
k (p, q) = (p,Ad
∗
kq).
The associated tangent Lie bialgebroid is given by
(
A(H × U), A(U × U)
)
=
(
U × h, U × h∗
)
and the respective Lie brackets on smooth sections are as follows
[Z1, Z2](q) = [Z1(q), Z2(q)]h + dZ2(q)ad
∗
Z1(q)
q − dZ1(q)ad
∗
Z2(q)
q, Z1, Z2 : U → h
[X1,X2](q) = dX2(q)X1(q)− dX1(q)X2(q), X1,X2 : U → h
∗.
We now recall a special (and simplest) instance of Lie bialgebroid morphisms. Let
(A,A∗) and (A′, (A′)∗) be two Lie bialgebroids over B with bundle projections
q : A → B, q∗ : A
∗ → B, anchors a : A → TB, a∗ : A
∗ → TB , and similarly for
(A′, (A′)∗).
Definition 3.1.3
A bundle map
φ : A −→ A′
q ց ւ q′
B
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is called a Lie bialgebroid morphism if and only if both φ and φ∗ are Lie algebroid
morphisms, i.e.
a′ ◦ φ = a, φ[X,Y ]A = [φ(X), φ(Y )]A′
a∗ ◦ φ
∗ = a′∗, φ
∗[α′, β′](A′)∗ = [φ
∗(α′), φ∗(β′)]A∗
for all sections X,Y : B → A, α′, β′ : B → (A′)∗.
The following property [MX1] is basic.
Proposition 3.1.4 Let Y, Y ′ be Poisson groupoids over B with tangent Lie bial-
gebroids (A,A∗) and (A′, (A′)∗). If µ : Y −→ Y ′ is a base preserving morphism of
Poisson groupoids, then
A(µ) : A −→ A′
is a (base preserving) morphism of Lie bialgebroids.
3.2. The dual of a dynamical Poisson groupoid
Throughout this subsection, we shall equip X = U × G × U with the trivial Lie
groupoid structure and we assume that the subgroup H ⊂ G is connected and
simply connected. We begin with a description of the tangent Lie bialgebroid of a
Poisson groupoid (X, { , }), a special instance of which is described in [BKS].
Proposition 3.2.1 Let (X, { , }) be a Poisson groupoid with Poisson bracket as in
Proposition 2.2.3. Then the Lie bialgebroid tangent to X is (isomorphic to) the
pair
(
U × h∗ × g, U × h× g∗
)
with anchor maps
a : U × h∗ × g→ U × h∗ : (q, λ,X) 7→ (q, λ)
a∗ : U × h× g
∗ → U × h∗ : (q, Z,B) 7→ (q,−K(q)Z +A∗(q)B)
and Lie brackets of sections [ , ], [ , ]∗ given by the following expressions
[(λ,X), (λ′,X ′)](q) = (dλ′ · λ− dλ · λ′, dX ′ · λ− dX · λ′ + [X(q),X ′(q)]g)
< [(Z,B), (Z ′, B′)]∗, (Λ, Y ) > (q) =
< −dZ ′(K(q)Z −A∗(q)B) + dZ(K(q)Z ′ −A∗(q)B′),Λ >
− < Z ′, dK(q)(Λ)Z >
− < B, δ1P (Λ)B
′ > − < B′, dA(q)(Λ)Z > + < B, dA(q)(Λ)Z ′ >
+ < dB(K(q)Z ′ −A∗(q)B′)− dB′(K(q)Z −A∗(q)B), Y >
+ < ad∗A(q)ZB
′ − ad∗A(q)Z′B,Y >
+ < B, ∂P (Y )B′ >,
where λ, λ′ : U → h∗;X,X ′ : U → g; Z,Z ′ : U → h;B,B′ : U → g∗ are smooth
maps, Λ ∈ h∗, Y ∈ g, all differentials and sections are evaluated at q, and the
partial derivatives of the groupoid 1− cocycle P (see Thm. 2.2.5) are evaluated at
(q, 1, q).
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Proof: The Lie algebroid A(X) is well known (see, for example, [M1]). Although
for the dynamical coboundary case an algebraic description of the Lie algebroid
dual A(X)∗ was given in [BKS], it was not derived there from the Poisson groupoid
using Weinstein’s coisotropic calculus. So we shall briefly indicate the steps of the
calculation.
The unit section of X is given by ǫ : U → U × G × U : q 7→ (q, 1, q). Therefore,
γ ∈ N(ǫ(U))q if and only if γ = (−Z,B,Z), for some Z ∈ h and B ∈ g
∗.
Let α,α′ : U → N(ǫ(U)) be two sections written as α(q) = (−Z(q), B(q), Z(q)) and
α′(q) = (−Z ′(q), B′(q), Z ′(q)). Set ω(p, x, q) = (−Z(q), T ∗x lx−1B(q), Z(q)), and
similarly for ω′. By (3.1.2), it suffices
1) to compute
[α,α′]N(ǫ(U))(q) = [ω, ω
′](q, 1, q),
where the rhs is given by (3.1.1) with Hamiltonian operator
Π#(p, x, q)(Z1, B, Z2) = (−K(p)Z1 −A
∗(p)T ∗1 rxB,
T1rxA(p)Z1 + T1lxA(q)Z2 + T1rxP (p, x, q)T
∗
1 rxB,
K(q)Z2 −A
∗(q)T ∗1 lxB),
and
2) to choose an identification of N(ǫ(U)) with U × h× g∗.
The computation for (1) is rather standard (although somewhat lengthy) and may
be performed with the help of
< LΠ#ωω
′, (Λ,Xl,Λ′) >= d < ω′, (Λ,Xl,Λ′) > ·Π#ω+ < ω′, [(Λ,Xl,Λ′),Π#ω] >,
where Λ,Λ′ ∈ h∗,X ∈ g, and Xl is the left invariant vector field on G with Xl(1) =
X.
As for 2) the natural identification to make is given by ι− : N(ǫ(U))q → h × g
∗ :
(−Z,B,Z) 7→ (Z,B). Setting [(Z,B), (Z ′, B′)]∗(q) = ι−[ω, ω
′](q, 1, q) then gives
the stated formula.
Remark 3.2.2 The coboundary dynamical case in [BKS] corresponds to the choice:
χ(h, q) = h, and the groupoid 1− cocycle
P (p, x, q) = −R(p) +AdxR(q)Ad
∗
x.
Note that A(q)Z = Aχ(q)Z = ι Z is constant in this case, while the induced
algebroid 1− cocycle defined as
P∗ : U × h
∗ × g −→ L(g∗, g)
(q,Λ, Y ) 7→ (∂P · Y + δ2P · Λ)(q, 1, q) = (∂P · Y − δ1P · Λ)(q, 1, q)
which appears in the bracket of Prop. 3.2.1 is given by
P∗(q,Λ, Y ) = dR(q)Λ +R(q)ad
∗
Y + adYR(q).
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The proposition which follows is a special instance of the functorial relationship
between Poisson groupoids and Lie bialgebroids.
Proposition 3.2.3 Let (X, { , }) be a Poisson groupoid with Poisson bracket as in
Prop. 2.2.3 and let
I : H × U −→ U ×G× U
(h, p) 7→ (Ad∗h−1p, χ(h, p), p)
be a groupoid morphism. If A(I) is a morphism of Lie bialgebroids, then I is also
a Poisson map. Hence I is a Poisson groupoid morphism.
Proof. We have to show that the three conditions of Prop. 2.2.4 are satisfied. From
the definition of I, it is clear that the induced morphism A(I) : U×h −→ U×g×h∗
is given by
(q, Z) 7→ (q,Aχ(q)(Z), ad
∗
Zq),
so its dual map A(I)∗ : U × g∗ × h −→ U × h∗ is of the form
(q,B,Z) 7→ (q,A∗χ(q)B − ad
∗
Zq),
where Aχ(q)(Z) = A(χ)(q, Z). Thus A(I)
∗ preserves the anchor maps if and only
if
K(q)(Z) = ad∗Zq and A
∗(q) = A∗χ(q),
while a direct calculation shows that
A(I)∗[(Z,B), (Z ′, B′)]∗ = [A(I)
∗(Z,B), A(I)∗(Z ′, B′)]U×h∗ (⋆)
is equivalent to
< B, ∂P (Aχ(Z))B
′ − δ1P (ad
∗
Zq)B
′ >
=< B′, dAχ(A
∗
χ(B))Z > − < B, dAχ(A
∗
χ(B
′))Z > . (⋆⋆)
Clearly, the anchor conditions are precisely the conditions (a) and (b) of Prop.2.2.4.
Therefore, it remains to verify condition (c). To this end, let ρ : G −→ Aut(L(g∗, g))
be the adjoint action and set
ρχ : H × U −→ Aut(L(g
∗, g))
(h, p) 7→ ρ(χ(h, p)).
Then ρχ is a groupoid representation. We begin by showing that both sides of
condition 2.2.4 (c) are groupoid 1−cocycles for ρχ (see Def. 2.1.6).
That the left hand side P ◦ I : H × U → L(g∗, g) is a groupoid 1−cocycle for ρχ is
immediate from the fact that P : U ×G× U → L(g∗, g) is such a cocycle for ρ.
As for the right hand side, we have to show that the map Σ : H × U → L(g∗, g)
defined by
< α,Σ(h, p)β >=< λα, Zβ > − < λβ , Zα > − < p, [Zα, Zβ ] >
satisfies
Σ(hk, p) = Σ(h,Ad∗k−1p) +Adχ(h,Ad∗
k−1
p)Σ(k, p)Ad
∗
χ(h,Ad∗
k−1
p).
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But this follows by a direct calculation which makes successive use of the following
three identities
< Zα(hk, p), λ > =< Zα(h,Ad
∗
k−1p), Ad
∗
k−1λ > + < ZAd∗χ(h,Ad∗
k−1
p)
α(k, p), λ >
< λα(hk, p), Z > =< Ad
∗
kλα(h,Ad
∗
k−1p), Z >
< λα(hk, p), Z > =< λAd∗
χ(h,Ad∗
k−1
p)
α(k, p), Z > + < p, [Adk−1Zα(h,Ad
∗
k−1p), Z] >
Now, since H is simply connected, by Prop. 7.3 of [X] the two groupoid 1−cocycles
P ◦ I and Σ coincide iff their induced algebroid cocycles are the same. But the
latter is equivalent to (⋆⋆) above. This concludes the proof.
Recall that a Lie algebroid A over a (connected) base B is said to be transitive iff its
anchor map a : A→ TB is a surjective submersion. In this case the Kernel Ker a
of a is a Lie algebra bundle [M1] called the adjoint bundle of A whose fibers are
called the vertex (or isotropy) Lie algebras k of A. If A is a transitive Lie algebroid
over a contractible base B, it is shown in [M1] that A isomorphic to the trivial Lie
algebroid TB ⊕ (B × k) (Whitney sum), where k is the typical fiber; in particular
A integrates to a global Lie groupoid isomorphic to B × K × B where K is the
connected and simply connected Lie group with Lie(K) = k.
With these facts, we immediately obtain a description of the dual of a dynamical
Poisson groupoid.
Let X be a dynamical Poisson groupoid as in Def. 2.2.6 over the contractible base
U with embedding of the Hamiltonian unit given by
I(h, q) = (Ad∗h−1q, h, q).
Let ι : h→ g be the inclusion map.
Theorem 3.2.4 (Duality)
The dual Poisson groupoid X∗ of X is isomorphic to the Poisson groupoid (U×G′×
U, { , }U×G′×U ) where G
′ is the connected and simply connected Lie group whose
Lie algebra is the vector space k := {(Z,A) ∈ h × g∗ | ad∗Z(q0) = ι
∗A} for some
q0 ∈ U , equipped with the Lie bracket
[(Z,A), (Z ′, A′)] =
(
− [Z,Z ′]− < A, δ1P (·)A
′ >,
ad∗ιZA
′ − ad∗ιZ′A+ < A, ∂P (·)A
′ >
)
,
and the Poisson bracket { , }U×G′×U is given by Theorem 2.2.5 for a (unique) Pois-
son groupoid morphism I ′ : H×U → U×G′×U and a (unique) groupoid 1− cocycle
P ′ : U ×G′ × U −→ L(k∗, k)
for the adjoint action of k.
Proof. For the first part, observe that the anchor map of A(X)∗
a∗(q, Z,A) = (q,−ad
∗
Zq + ι
∗A)
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is a surjective submersion since ι is injective. ThusA(X)∗ is transitive and therefore,
by MacKenzie’s theorem, it is isomorphic to the trivial Lie algebroid A′ = h∗×h∗×
(Kera∗)q0 . Now the fiber (Ker a∗)q0 is the vector space k equipped with the Lie
bracket given by the restriction of the bracket of sections of A(X)∗ of Prop. 3.2.1
(with K(q)Z = ad∗Zq and A(q)Z = ιZ). Hence the claim.
For the second part, let
τ : A(X)∗ −→ A′
be the (base preserving) trivializing isomorphism of MacKenzie’s theorem, and
denote by
T : X∗ −→ U ×G′ × U
the unique groupoid isomorphism such that A(T ) = τ. We may thus transport the
Poisson groupoid structure of X∗ to U ×G′ × U by setting
{f, g}U×G′×U = {f ◦ T, g ◦ T}X∗ ◦ T
−1.
We now show that there is a (base preserving) Poisson groupoid morphism
I ′ : H × U −→ U ×G′ × U,
where H × U is the Hamiltonian unit.
Consider the Poisson groupoid morphism (this is the anchor map of X)
J : U ×G× U −→ U × U : (p, x, q) 7→ (p, q)
where U × U is the coarse groupoid of Example 3.1.2. Its induced Lie bialgebroid
morphism
A(J) : U × g× h∗ −→ U × h∗
is of course just the anchor map a of A(X). By the lifting property of Lie algebroid
morphisms, and Prop. 3.2.3 above, the dual morphism
A(J)∗ = a∗ : U × h −→ U × g∗ × h
may be lifted uniquely to a (base preserving) Poisson groupoid morphism
J∗ : H × U −→ X∗.
Thus I ′ = T ◦ J∗ is the sought-for Poisson groupoid morphism. The uniqueness of
P ′ now follows from the uniqueness of the Poisson structure of a (suitably simply
connected) Poisson groupoid with prescribed tangent Lie bialgebroid [MX2]. Hence
the claim. 
Caveat
We shall see in section 5 that, for h 6= 0, even when X is coboundary with constant
r− matrix, the vertex group G′ is different from the Poisson Lie group dual to G
equipped with the Sklyanin bracket { , }(R,−R).
We close this subsection with a description of natural Poisson quotients associated
with Thm 3.2.4. We now assume that the contractible set U contains 0.
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Let X be as in Thm 2.2.5 with the mapH −→ G : h 7→ χ(h, 0) one to one. Consider
the restriction of the left Hamiltonian action
φ− : H ×X −→ X : (h, (p, x, q)) 7→ (Ad∗h−1p, χ(h, p)x, q)
to α−1(0) = {0} ×G× U :
φ− : H ×G× U −→ G× U : (h, x, q) 7→ (χ(h, 0)x, q).
Let π : G× U → G/H × U : (x, p) 7→ (x, p) be the canonical projection.
Proposition 3.2.5 (Hamiltonian reduction)
The Poisson bracket { , }red. of the reduced space α
−1(0)/H ≃ G/H × U vanishes
at (1, 0). Its linearization at (1, 0) coincides with the vertex Lie algebra of A(X)∗
at 0.
Proof. We have to calculate the Poisson bracket {f, g}X (0, x, q) of two functions
f, g ∈ C∞(X) whose restriction to {0} ×G× U is H− invariant.
Since H is connected, the restriction of f to {0} × G × U is H− invariant if and
only if
A∗χ(0)Df(0, x, q) = 0 for all x ∈ G, q ∈ U.
Thus (see Thm 2.2.5)
{f, g}X (0, x, q) = − < q, [δ2f, δ2g] > − < Aχ(q)δ2f,D
′g >
+ < Aχ(q)δ2g,D
′f > + < Df,P (0, x, q)Dg > .
Now, P (0, 1, 0) = 0 and A∗χ(0)D
′f(0, 1, 0) = A∗χ(0)Df(0, 1, 0) = 0. Therefore,
{f, g}X (0, 1, 0) = 0.
Set Z = δ2f, Z
′ = δ2g,A = Df,A
′ = Dg, all evaluated at (0, 1, 0). A direct
calculation then gives
d{f, g}X(0, 1, 0)(0, Y, λ) = − < λ, [Z,Z
′] > − < dAχ(0)(λ)Z,A
′ >
+ < dAχ(0)(λ)Z
′, A > + < ad∗Aχ(0)ZA
′, Y >
− < ad∗Aχ(0)Z′A,Y > + < A, (∂P (X) + δ2P (λ))A
′ > .
To conclude, observe that this coincides with the restriction of the Lie bracket of
Prop. 3.2.1 (with K(q)Z = ad∗Zq and A = Aχ) to the kernel Ker a∗ at 0.
Prop. 3.2.5 provides in some sense an indirect Poisson integration of the vertex
Lie algebra (Ker a∗)0 of A(X)
∗ by the natural quotient space G/H × U. For X
dynamical, combining Prop. 3.2.5 with Thm 3.2.4 then gives a reduced vertex
diagram reminiscent of the Poisson Lie group duality of Drinfeld.
Let X = U × G × U be a dynamical Poisson groupoid as in Def. 2.2.6 with
dual Poisson groupoid X∗ ≃ U × G′ × U. Assume that the map H → G′ : h 7→
χ′(h, 0) is one to one. Denote the units of G and G′ by 1 and equip both spaces
G/H × U, G′/H × U with the Poisson brackets obtained via Poisson reduction.
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Let h⊥ ⊂ g∗ be the annihilator of h.
Theorem 3.2.6 (Reduced duality diagram)
We have the diagram
X∗ X
red.ց ւ red.
G′/H × U G/H × U
ց ւ
lin. at (1, 0)
ւ ց
A(X)∗ ⊃ (Ker a∗)0 = h× h
⊥ g = (Ker a)0 ⊂ A(X)
In case H is reduced to its unit, this diagram reduces to that of Drinfeld’s duality
for Poisson Lie groups. 
4. An explicit case study of duality
In [EV], Etingof and Varchenko obtained, among other things, a classification of
solutions of the (CDYBE) for pairs (g, h) of Lie algebras, where g is simple, and
h ⊂ g is a Cartan subalgebra. Our purpose in this section is to give an explicit study
of duality for the corresponding class of coboundary dynamical Poisson groupoids.
We begin by recalling the general form of these dynamical r− matrices.
First, let us fix some notation. Let g be a complex simple Lie algebra with Killing
form ( , ), h ⊂ g a Cartan subalgebra, and g = h ⊕
∑
α∈∆ gα the root space de-
composition. We let ∆s be a fixed simple system of roots and denote by ∆± the
corresponding positive/negative system. For any positive root α ∈ ∆+, we choose
root vectors eα ∈ gα and e−α ∈ g−α which are dual with respect to ( , ) so that
[eα, e−α] = hα. We also fix an orthonormal basis (xi)1≤i≤rank(g) of h. Lastly, for
a subset of simple roots Γ ⊂ ∆s, we shall denote the root span of Γ by < Γ >⊂ ∆
and set Γ
±
= ∆±\ < Γ >± .
For any subset Γ ⊂ ∆s, we give the adh− invariant solutions of (mDY BE) (see
eqs. (2.1.1), (2.1.2)) associated with the triple (g, h,Γ) as (cf.[EV]):
R(q)B =
∑
i,j
Cij(q) < xj , B > xi +
∑
α∈∆
φα(q) < e−α, B > eα (4.1)
where
φα(q) =
1
2
for α ∈ Γ
+
, φα(q) = −
1
2
for α ∈ Γ
−
φα(q) =
1
2
coth(
(α, q − µ)
2
) for α ∈< Γ >,
and where
∑
i,j Cijdq
i ⊗ dqj is any closed meromorphic 2− form on h∗ and µ ∈ h∗
is arbitrary.
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We shall denote by U the domain of analyticity of R and let G be the connected
and simply-connected Lie group with Lie(G) = g. Note that U is trivially Ad∗H−
invariant as H is abelian, hence we can consider the coboundary dynamical Poisson
groupoid X = U ×G×U associated with R. Our immediate goal is to construct an
explicit trivialization of the dynamical Lie algebroid A(X)∗ ≃ U × h∗ × g∗. Note
that, as U is not contractible, this is not guaranteed by MacKenzie’s theorem. In
what follows, we shall make the identification g∗ ≃ g using the Killing form ( , ).
Then we have h⊥ ≃ n :=
∑
α∈∆ gα, and the Lie bracket between the sections of the
dynamical Lie algebroid takes the form
[(Z,B),(Z ′, B′)]∗(q)
= (dZ ′(q)i∗B(q)− dZ(q)i∗B′(q)− (dR(q)(.)B(q), B′(q)),
− dB(q)i∗B′(q) + dB′(q)i∗B(q)
− [R(q)(B(q)) + Z(q), B′(q)]− [B(q), R(q)(B′(q)) + Z ′(q)]), (4.2)
We shall begin our construction with a description of the vertex Lie algebra Vq =
(Ker a∗)q = h× h
⊥ ≃ h× n of A∗ at q ∈ U. To do so, let us introduce the following
Lie subalgebras of g associated with Γ ⊂ ∆s:
hΓ :=< (hγ)γ∈Γ >C,
h⊥Γ := the orthogonal complement of hΓ in h w.r.t. ( , )|h×h ,
lΓ := hΓ⊕ < (eα)α∈<Γ> >C the Levi factor ,
n±Γ :=< (eα)α∈Γ± >C the nilpotent radicals .
Clearly [hΓ, n
±
Γ ] ⊂ n
±
Γ and [lΓ, n
±
Γ ] ⊂ n
±
Γ .
If g1, g2 are two Lie algebras, we denote by g1⊖g2 the vector space g1⊕g2 equipped
with the Lie bracket [x1+x2, y1+ y2] = [x1, y1]− [x2, y2]. Let IΓ = h
⊥
Γ ⋉
(
n+Γ ⊖n
−
Γ
)
be the semidirect product Lie algebra where h⊥Γ acts on each summand of the
anti-direct sum by the adjoint action of g. Set
g′ := lΓ ⋉ IΓ
where lΓ also acts on IΓ by the adjoint action of g.
Proposition 4.1 Let q ∈ U . Then the map ψ(q) : Vq −→ g
′ defined by
ψ(q)(0, eα) =
−1
2sinh
( (α,q−µ)
2
)eα for α ∈< Γ >,
ψ(q)(0, eα) = −e
∓ 12 (α,q−µ)eα for α ∈ Γ
±
,
ψ(q)(Z, 0) = −Z for all Z ∈ h,
is an isomorphism of Lie algebras.
Proof. The Lie bracket of Vq = h × n can be calculated from Eqn. (4.2) and we
have
[(Z, n), (Z ′, n′)]∗ =
(
− (dR(q)(.)n, n′),−[R(q)n + Z, n′]
− [n,R(q)n′ + Z ′]
)
.
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Writing n =
∑
α∈∆ n
αeα and similarly for n
′, we have
(dR(q) (Λ)n, n′) =
∑
α∈<Γ>
dφα(q) (Λ)n
αn′
−α
=
∑
α∈<Γ>
(
1
4
− φα(q)
2)(α,Λ)nαn′
−α
.
A direct calculation then gives the following Lie bracket relations :
[(0, eα), (0, eβ)]∗ = (0,−(φα(q) + φβ(q))[eα, eβ ]) for α ∈< Γ >,β ∈ ∆, α+ β 6= 0,
[(0, eα), (0, e−α)]∗ = (−(
1
4
− φα(q)
2)[eα, e−α], 0) for α ∈< Γ >,
[(0, eα), (0, eβ)]∗ = (0, 0) for α ∈ Γ
+
, β ∈ Γ
−
,
[(0, eα), (0, eβ)]∗ = (0,−[eα, eβ ]) for α, β ∈ Γ
+
[(0, eα), (0, eβ)]∗ = (0,+[eα, eβ ]) for α, β ∈ Γ
−
,
[(Z, 0), (0, eα)]∗ = (0,−α(Z)eα) for all α ∈ ∆, Z ∈ h
[(Z, 0), (Z ′, 0)]∗ = (0, 0), Z, Z
′ ∈ h.
where the bracket [ , ] on the r.h.s. is that of g. After rescaling the basis of n by
setting
Eα(q) = 2sinh
( (α, q − µ)
2
)
eα, α ∈< Γ >; Eα(q) = e
± 12 (α,q−µ)eα, α ∈ Γ
±
,
the above relations yield
[(0, Eα(q)), (0, Eβ (q))]∗ = (0,−Nα,βEα+β(q)) for α ∈< Γ >,β ∈ ∆, α+ β 6= 0,
[(0, Eα(q)), (0, E−α(q))]∗ = (−[eα,−e−α], 0) for α ∈< Γ >,
[(0, Eα(q)), (0, Eβ (q))]∗ = (0, 0) for α ∈ Γ
+
, β ∈ Γ
−
,
[(0, Eα(q)), (0, Eβ (q))]∗ = (0,−Nα,βEα+β(q)) for α, β ∈ Γ
+
[(0, Eα(q)), (0, Eβ (q))]∗ = (0,+Nα,βEα+β(q)) for α, β ∈ Γ
−
,
[(Z, 0), (0, Eα(q))]∗ = (0,−α(Z)Eα(q)) for all α ∈ ∆, Z ∈ h,
[(Z, 0), (Z ′, 0)]∗ = (0, 0) Z,Z
′ ∈ h,
where Nα,β are the structure constants of g.
We shall check the first Lie bracket above with β ∈ Γ
−
; the others are similar.
For a root γ ∈ ∆, set xγ = (γ, q − µ). We have φα(q) + φβ(q) =
1
2
coth(xα
2
) − 1
2
=
1
exα−1
, Eα(q) = e
xα
2 (1− e−xα)eα, and Eβ(q) = e
−xβ
2 eβ . Thus,
[(0, Eα(q)), (0, Eβ (q))]∗ = (0,−
e
xα
2 (1− e−xα)e
−xβ
2
(exα − 1)
Nα,βeα+β).
Now, if α + β is a root, then it belongs to Γ
−
; thus eα+β = e
xα+xβ
2 Eα+β(q), and
this immediately gives the assertion.
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The Lie bracket relations above show that the structure constants of Vq in the basis
((xi, 0) 1 ≤ i ≤ rank(g); (0, Eα(q)), α ∈ ∆) are opposite to those of g
′. Therefore the
map ψ : Vq −→ g
′ defined by (Z, 0) 7→ −Z and (0, Eα(q)) 7→ −eα is an isomorphism
of Lie algebras. Hence the claim.
Corollary 4.2 The map ψ˜ : U × g′ −→ Ker a∗ : (q, ξ) −→ (q,−Πhξ, ψ(q)
−1(Πnξ))
is an isomorphism between the trivial Lie algebra bundle U × g′ and the adjoint
bundle Ker a∗. Here, Πh and Πn are the projections relative to the direct sum
decomposition g = h⊕ n. 
Let us briefly comment on the vertex isomorphism of Prop. 4.1. If Γ ⊂ ∆s is the
empty set, the vertex Lie algebra Vq, q ∈ U, of A(X)
∗ is isomorphic to h⋉(n+⊖n−),
which is reminiscent of (although not identical to) the Lie algebra dual of g equipped
with the standard constant r− matrix (see also example 5.1.8). If Γ = ∆s, we have
Vq ≃ g
′ = l∆ = g. For a general subset Γ ⊂ ∆
s the vertex Lie algebra Vq ≃ g
′ is
seen to naturally intertwine the Levi factor lΓ with the summand IΓ which is again
reminiscent of the Lie algebra dual of g equipped with the standard constant r−
matrix.
Our next step is to construct a flat connection θ∗ : TU ≃ U × h
∗ −→ U × h × g∗
satifying the condition [ θ∗(λ), ψ˜(ξ) ]∗ = ψ˜(dξ · λ) for λ : U −→ h
∗ and ξ : U −→ g′.
To simplify notation, we shall identify the elements (Z, n) ∈ h × n ≃ Vq of the
vertex Lie algebra with Z + n ∈ g from now onwards.
Let C# : U → L(h∗, h) be the map defined by C#(q)λ =
∑
i,j Cij(q)λ(xj)xi. We
shall seek θ∗ in the form θ∗(q, λ) = (q, f(q)λ, λ), where f : U −→ L(h
∗, h). By
definition, θ∗ is a flat connection if and only if θ∗[λ, λ
′ ] = [ θ∗(λ), θ∗(λ
′) ]∗ for
λ, λ′ : U −→ h∗ By using Eqn. (4.2), a straightforward calculation shows that this
is equivalent to the following two conditions:
(1) df(q)(λ′(q))λ(q)− df(q)(λ(q))λ′(q) = −(dR(q)( . )λ(q), λ′(q))
(2) [R(q)(λ(q)), λ′(q)] + [λ(q), R(q)(λ′(q))] = 0
for q ∈ U
On the other hand, the condition [ θ∗(λ), ψ˜(ξ) ]∗ = ψ˜(dξ · λ) is equivalent to
(3) (dR(q)( . )λ(q), n) = 0
(4) dψ−1(q)λ(q)(n) − [f(λ)(q), ψ−1(q)(n)]
−
(
[R(q)(λ(q)), ψ−1(q)(n)] + [λ(q), R(q)(ψ−1(q)(n))]
)
= 0,
for n ∈ n and q ∈ U .
From the properties of R, (2) and (3) are immediately seen to hold. We now examine
condition (4). Set ψ(q)(eα) = ψα(q)eα, for all α ∈ ∆, then dψ
−1(q)λ(q)(eα) =
φα(q)ψα(q)
−1(λ(q), α)eα. Meanwhile, it is easy to check that
[f(λ)(q), ψ−1(q)eα] = ψα(q)
−1α(f(λ(q)))eα(
[R(q)(λ(q)), ψ−1(q)eα] + [λ(q), R(q)(ψ
−1(q)eα)]
)
=
(
ψα(q)
−1(α(C#(q)(λ(q))) + (α, λ(q))φα(q)
)
eα.
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Therefore, condition (4) is equivalent to
α
(
f(λ)(q) +C#(q)(λ(q))
)
= 0, for all α ∈ ∆,
that is to f = −C#. Finally, inserting f = −C# into condition (1) shows that it is
trivially satisfied as it is equivalent to the closedness of the 2− form
∑
i,j Cijdq
i ⊗
dqj . Hence we have
Proposition 4.3 The map
θ∗ : TU ≃ U × h
∗ −→ U × h× g∗
(q, λ) 7→
(
q,−C#(q)λ, λ)
is a flat connection on U×h×g∗ satisfying [ θ∗(λ), ψ˜(ξ) ]∗ = ψ˜(dξ ·λ) for λ : U −→
h∗ and ξ : U −→ g′.
Theorem 4.4 (Trivialization) Let A′ := U × h∗ × g′ be the trivial Lie algebroid
over U (see Prop. 3.2.1), then the (bijective) bundle map
σ : A′ −→ U × h× g∗
(q, λ, ξ) 7→ θ∗(q, λ) + ψ˜(q, ξ)
is an isomorphism of Lie algebroids. Its inverse is given by τ(q, Z, λ + n) =
(q, λ,−C#(q)λ− Z + ψ(q)n).
Proof. This is clear from the properties of θ∗ and the fact that ψ˜ is an isomorphism
of Lie algebra bundles.
Note that the theorem implies, in particular, that the dynamical Lie algebroid
A(X)∗ ≃ U × h × g∗ is integrable. In what follows, we let U ′ be a connected
and simply-connected open subset of U and we consider the coboundary Poisson
groupoid X(U ′) = U ′×G×U ′ associated with R. We also let G′ be the connected
and simply connected Lie group with Lie(G′) = g′ and denote by
T : X(U ′)∗ −→ X ′ = U ′ ×G′ × U ′
the unique (base preserving) Lie groupoid isomorphism such that A(T ) = τ|U′×h×g∗ .
If we define the Poisson bracket on X ′ by
{f, g}X′ = {f ◦ T, g ◦ T}X(U ′)∗ ◦ T
−1,
then (X ′, { , }X′) and (X(U
′), { , }X(U ′)) are Poisson groupoids in duality (see Def
3.1.1) and T is an isomorphism of Poisson groupoids.
The following theorem characterizes the Poisson groupoid (X ′, { , }X′).
Let j : h −→ g′ : Z 7→ Z be the inclusion.
Theorem 4.5 The Poisson groupoid (X ′, { , }X′) is of dynamical type with Poisson
bracket
{f, g}X′(p, u, q) =< p, [δ1f, δ1g] > − < q, [δ2f, δ2g] >
− < jδ1f,Dg > − < jδ2f,D
′g >
+ < jδ1g,Df > + < jδ2g,D
′f >
+ < Df,P ′(p, u, q)Dg >,
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where P ′ : U ′×G′×U ′ −→ L(g′
∗
, g′) is the unique skew symmetric groupoid cocycle
whose tangent cocycle P ′∗(q,Λ,Z+ n) := −δ1P
′ (Λ) + ∂P ′ (Z+ n) is given by
(n, δ1P
′ (Λ)n′) = (Πh[ψ
∗n,ψ∗n′],Λ)
(λ, δ1P
′ (Λ)n′) = 0
(λ, δ1P
′ (Λ)λ′) = (dC#(λ′)λ− dC#(λ)λ′,Λ)
(n, ∂P ′ (n)n′) = −(Πn[ψ
∗n,ψ∗n′], ψ−1n)
(λ, ∂P ′ (n)n′) = −(d(ψ∗−1)(λ)ψ∗n′,n)− ([C#λ, n′],n)
(λ, ∂P ′ (n)λ′) = 0
∂P ′ (Z) = 0.
Here, Πh and Πn are the projections relative to the direct sum decomposition g =
h⊕n, n, n′,n ∈ n,Z ∈ h, and λ, λ′,Λ ∈ h∗ ≃ h, and the differentials of P ′ are taken
at (q, 1, q).
Proof. For the sake of clarity, we shall begin by repeating the argument of Theorem
3.2.4 here. Consider the Poisson groupoid morphism
J : X −→ U ′ × U ′ : (p, h, q) 7→ (p, q),
with induced Lie bialgebroid morphism A(J). Applying Prop. 3.2.3 to the dual
morphism
A(J)∗ : U ′ × h −→ U ′ × h× g∗
we infer the existence of a (base preserving) Poisson groupoid morphism
J∗ : H × U ′ −→ X∗
and so of a morphism
I ′ = T ◦ J∗ : H × U ′ −→ U ′ ×G′ × U ′.
Now, (see Eqn (2.2.1)) I ′ is necessarily of the form
(h, p) 7→ (p, χ′(h, p), p),
for some groupoid morphism χ′ : H×U ′ −→ G′ with tangent map A(χ′) : U ′×h −→
g′. Therefore, the Poisson bracket { , }X′ is given by Thm 2.2.5 for Aχ′ and some
groupoid 1− cocycle P ′ : X ′ → L(g′∗, g′).
Denote the Lie algebroid of U ′ × G′ × U ′ by A′ and let (A′, [ , ]′, a′;A′
∗
, [ , ]′∗, a
′
∗)
be the Lie bialgebroid structure of Prop. 3.2.1. For A′
∗
, we have K = 0 since h
is abelian, and A = Aχ′ . The Poisson bracket { , }X′ is now uniquely determined
by the duality requirement (see Def. 3.1.1) that the trivialization map τ of Thm.
4.4 be a Lie bialgebroid isomorphism from (A(X)∗, A(X)−) to (A′, A′∗), that is, by
the condition that the map
τ∗ : A′
∗
= U ′ × h× g′
∗
−→ A(X)− = U ′ ××h∗ × g
(q, Z, λ + n) 7→
(
q,−λ,C#(λ) + Z + ψ∗(n)
)
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satisfies
−aA(X) τ
∗ = a′∗, τ
∗[(Z, λ+n), (Z ′, λ′+n′)]′∗ = −[τ
∗(Z, λ+n), τ∗(Z ′, λ′+n′)]A(X).
Now (see Prop. 3.2.1) the anchor condition is equivalent to Aχ′(q)(Z) = j(Z) = Z
so the groupoid morphism χ′ : H × U ′ −→ G′ is just the inclusion of H into G′.
Therefore (see Def. 2.2.6) X ′ is of dynamical type. On the other hand, a direct
calculation shows that the bracket condition holds if and only if δ1P
′ and ∂P ′
satisfy the equations given above. Hence the claim. 
Remarks 4.6
(a) The relationship between P ′ and P ′∗ is as follows. Fix q0 ∈ U
′ and write P ′ as
P ′(p, u, q) = −l(p) + π(u) +Adul(q)Ad
∗
u
for some map l : U ′ → L(g′
∗
, g′) with l(q0) = 0 and some group cocycle π : G
′ →
L(g′
∗
, g′). We have
P ′∗(q,Λ,X
′) = dπ(1)X ′ + adX′ l(q) + l(q)ad
∗
X′ + dl(q)Λ.
Therefore (this is a special case of a result of [X])
dl(q)(Λ) = P ′∗(q,Λ, 0), dπ(u)T1luX
′ = Adudπ(1)X
′Ad∗u = AduP
′
∗(q0, 0,X
′)Ad∗u.
(b) Writing out the equations of Thm 4.5 for δ1P
′ using the basis (eβ) of n and
integrating yields
l(q)(eβ) = (φβ(q)− φβ(q0))eβ , if β ∈< Γ >
l(q)(eβ) = e
(β,µ)(e−(β,q0) − e−(β,q))eβ , if β ∈ Γ
+
l(q)(eβ) = e
−(β,µ)(e(β,q) − e(β,q0))eβ , if β ∈ Γ
−
l(q)(λ) = (C#(q)− C#(q0))(λ) for all λ ∈ h
∗
On the other hand, the remaining equations evaluated at q = q0 give
< λ, dπ(1)(n)eβ >= −(φβ(q0)(λ, β) + (C
#(q0)λ, β)) < eβ ,n >
< eα, dπ(1)(n)eβ >= −
ψ−α(q0)ψ−β(q0)
ψ−(α+β)(q0)
< [eα, eβ ],n >
< λ, dπ(1)(n)λ′ >= 0, dπ(1)Z = 0
for all α, β ∈ ∆, λ, λ′ ∈ h∗,Z+ n ∈ g′, where we have set ψ(eα) = ψα(q)eα.
The latter equations allow, in principle, for an explicit expression of π(u) but we
shall postpone this integration to a future publication as it will not be needed in
the rest of this paper.
5. Coboundary dynamical Poisson groupoids - the constant r− matrix
case.
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The purpose of this section is two-fold. In Section 5.1, we give a construction of
the dual X∗ of the coboundary dynamical Poisson groupoid X = h∗ × G × h∗ (of
Theorem 2.1.4) for the constant r− matrix case, i.e., for the case where R is a
constant map from h∗ to L(g∗, g). As the reader will see,the construction involves
the use of Poisson Lie group theory. More specifically, the Poisson Lie group G
equipped with the Sklyanin bracket admits an extension to a bigger Poisson Lie
group whose dual is critical in the construction. In Section 5.2, we construct a
symplectic double groupoid which has X and X∗ as its side groupoids. This leads,
in particular, to a description of the symplectic leaves of X as orbits of a Poisson Lie
group action. We shall discuss the non-constant r− matrix case in a forthcoming
publication.
5.1. The dual Poisson groupoid.
Let ι : h −→ g be the inclusion map. We assume here that the Lie groups G and
H are connected and simply connected. Let R : g∗ −→ g be a skew-symmetric
constant r− matrix which satisfies Eqn. (2.1.1) and Eqn.(2.1.2). Recall that the
group G equipped with the Sklyanin bracket
{f, g}G(x) =< R(Df),Dg > − < R(D
′f),D′g > (5.1.1)
is a Poisson Lie group with tangent Lie bialgebra (g, [ , ]; g∗, [ , ]∗) where
[A,B]∗ = ad
∗
R(A)B − ad
∗
R(B)A. (5.1.2)
Lemma 5.1.1 H is a trivial Poisson Lie subgroup of G.
Proof. Since R is h− equivariant, we have
< [A,B]∗, ιZ >= < ad
∗
R(A)B, ιZ > − < ad
∗
R(B)A, ιZ >
= < B, [R(A), ιZ] > + < A, [ιZ,R(B)] >
= < B, [R(A), ιZ] > − < A,R(ad∗ιZB) >= 0,
therefore [g∗, g∗]∗ ⊂ h
⊥. In particular, h⊥ is an ideal in g∗ and the connected
Lie subgroup H ⊂ G is a Poisson Lie subgroup with tangent Lie bialgebra (h, h∗)
defined by
[ι∗A, ι∗B]h∗ := ι
∗[A,B]∗.
Hence the Lie bracket of h∗ is identically zero and H ⊂ G is a trivial Poisson Lie
subgroup. 
Let (G∗, { , }∗) be Drinfeld’s Poisson Lie group dual to (G, { , }G), and let ([STS],
[LW])
ϕ+ : G∗ ×G −→ G∗, ϕ− : G∗ ×G −→ G (5.1.3)
be the right and left dressing actions. Recall that ϕ+ and ϕ− are Poisson Lie group
actions and that G and G∗ act on each other by twisted automorphisms
ϕ+x (uv) = ϕ
+
ϕ−v (x)
(u)ϕ+x (v), ϕ
−
u (xy) = ϕ
−
u (x)ϕ
−
ϕ+x (u)
(y). (5.1.4)
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They are related to (in fact defined by) the Poisson brackets of G and G∗ by the
formulae
{φ,ψ}∗(u) = −dφ(u)λ
+(T1l
∗
udψ(u))(u)
{f, g}G(x) = df(x)λ
−(T1r
∗
xdg(x))(x),
(5.1.5)
where λ+(X)(u), λ−(A)(x) are the infinitesimal generators of ϕ+ and ϕ−.
It follows from Lemma 5.1.1 that the restriction of the right dressing action to H
induces a left Hamiltonian action
φl : H ×G∗ −→ G∗ : (h, u) 7→ ϕ+h−1(u). (5.1.6)
Moreover, since G∗ acts trivially on H ⊂ G (i.e. ϕ−u (h) = h, u ∈ G
∗, h ∈ H), by
(5.1.4) for each h ∈ H, φlh is an automorphism of G.
Caveat Note that our conventions differ from those of [LW1]. Indeed ϕ+ is their
left dressing action made right, while ϕ− is their right dressing action made left.
Recall also that the dressing vector fields λ+ and λ− may fail to globally integrate
to define ϕ+ and ϕ−. In this subsection, we need only assume that φl is globally
defined.
By construction, the map ι∗ : g∗ −→ h∗ is a morphism of Lie algebras. Let
I∗ : G∗ −→ h∗
be the (unique) morphism of Lie groups integrating ι∗.
Lemma 5.1.2 I∗ is an Ad∗H− equivariant momentum map for the action φ
l.
Proof. For Z ∈ h, let jZ ∈ C
∞(G∗, h∗) be defined by jZ(u) =< I
∗(u), Z > . We
have to show that the Hamiltonian vector field X̂jZ coincides with the infinitesimal
generator −λ+(ιZ) of the action φl. But
d
dt |0
jZ(ue
tA) =
d
dt |0
< I∗(uetA), Z >
=
d
dt |0
< I∗(u) + I∗(etA), Z >=< ι∗A,Z > .
Therefore
X̂jZ (u) = −λ
+(T1l
∗
udjZ(u))(u)
= −λ+(T1l
∗
uT
∗
u lu−1ιZ)(u) = −λ
+(ιZ)(u).
It remains to show Ad∗h−1 I
∗(u) = I∗(ϕ+h−1(u)). Since both sides are group mor-
phisms from G∗ to h∗ and G∗ is connected, it is enough to check that the induced
Lie morphisms are equal. Now
d
dt |0
I∗(ϕ+
h−1
(etA)) =
d
dt |0
Ad∗h−1I
∗(etA)
reads as
ι∗T1ϕ
+
h−1A = Ad
∗
h−1 ι
∗A.
But this equality follows from T1ϕ
+
h−1
= Ad∗h−1 and the Ad
∗
H− equivariance of ι
∗.
Hence the claim.
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(Note that one may also use functoriality applied to the bialgebra morphism ι.) 
Proposition 5.1.3
(a) The set G×h∗ equipped with the multiplication (x, p)(y, q) = (xy, p+ q) and the
Poisson bracket
{f, g}(x, p) =< p, [δf, δg]+ < R(Df),Dg > − < R(D′f),D′g >
+ < (Df −D′f), ι(δg) > − < (Dg −D′g), ι(δf) >
is a Poisson Lie group.
(b) The Drinfeld Poisson Lie group dual of (G×h∗, { , }) is the set H×G∗ equipped
with the semi-direct multiplication
(h, u)(k, v) = (hk, uϕ+
h−1
(v))
and the Poisson bracket
{φ,ψ}∗(h, u) = −∂∗φλ
+(T ∗1 lu∂∗ψ)(u),
where ∂∗φ is the partial derivative w.r.t. G
∗.
Proof. (a) This may be checked by a standard calculation which makes use of
Lemma 5.1.1, so we shall leave out the details of the verification.
(b) The tangent Lie bialgebra of G×h∗ is given by (g⊕h∗, [ , ]⊕; h⋉g
∗, [ , ]′) where
[Z +A,Z ′ +A′]′ = [Z,Z ′]− ad∗ι(Z)A
′ + ad∗ιZ′A+ [A,A
′]∗.
Therefore the dual group is H ⋉ G∗ as stated, while the multiplicativity of the
Poisson bracket { , }∗ follows from the Hamiltonian property (5.1.6) and the mul-
tiplicativity of the Poisson bracket of G∗. Hence the assertion.
Note that h⋉ h⊥ ⊂ h⋉ g∗ is a Lie subalgebra which is isomorphic to the vertex Lie
algebra of Thm. 3.2.4. 
Let X = h∗×G×h∗ be the dynamical Poisson groupoid of Thm 2.1.4 with constant
r− matrix taken to be −R. By the proof of Thm. 3.2.4 and Prop. 2.2.1, the dual
groupoid X∗ belongs to Ch∗ . In the theorem below we shall give the explicit Ch∗
structure of X∗.
If f ∈ C∞(H × h∗ ×G∗) we define δf and D′f by the formulae
< δf, λ >=
d
dt |0
f(h, p+ tλ, u), < D′f, Z >=
d
dt |0
f(hetZ , p, u),
and we denote by ∂∗f the partial derivative w.r.t. G
∗.
Theorem 5.1.4 (Dual Poisson groupoid (second form))
Let X be as above.
(a) The set Γ := H × h∗ ×G∗ together with the product Poisson bracket
{f, g}Γ(h, p, u) = − < D
′g, δ1f > + < D
′f, δ1g >
− < p, [δ1f, δ1g] > −∂∗fλ
+(T1l
∗
u∂∗g)(u),
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the commuting Hamiltonian actions of H
φ−k (h, p, u) = (kh, p, ϕ
+
k−1u), φ
+
k (h, p, u) = (hk,Ad
∗
k p, u)
with equivariant momentum maps
j−(h, p, u) = Ad
∗
h−1p+ I
∗(u), j+(h, p, u) = p
(I∗ is as in Lemma 5.1.2), and the groupoid structure
α = j−, β = j+, ǫ(q) = (1, q, 1)
(h, j−(k, q, v), u) · (k, q, v) = (hk, q, uϕ
+
h−1
v)
i(h, p, u) = (h−1, j−(h, p, u), ϕ
+
h (u
−1))
is a Poisson groupoid in Ch∗ .
(b) The Poisson groupoid Γ of (a) is the Poisson groupoid dual X∗ of X.
Proof. (a) That the actions φ± are Hamiltonian with equivariant momentum
maps j± follows from Example 2.1.3, the Hamiltonian property of the action φ
l
(Eqn. (5.1.6)), and Lemma 5.1.2. On the other hand, an easy verification, using
ϕ+
h−1
(uv) = ϕ+
h−1
(u)ϕ+
h−1
(v) and the Ad∗H− equivariance of I
∗, shows that the
groupoid axioms (for these axioms see e.g. [W1]) are satisfied. The lengthy check
that the graph of the multiplication
Gr(m) ⊂ Γ× Γ× Γ
is a coisotropic submanifold is postponed to the appendix.
(b) We have to show that the Lie bialgebroid tangent to Γ is isomorphic to the Lie
bialgebroid (A(X)∗, A(X)) ≃ (h∗×h×g∗, h∗×h∗×g) of Prop. 3.2.1 (with constant
r− matrix −R). We shall only sketch the main steps.
(i) The isomorphism A(Γ) ≃ A(X)∗. We have to compute (see the end of section
2.1) the value on ǫ(h∗) of the Lie bracket of two left invariant sections
Xl,X ′
l
: Γ :−→ Ker T α ⊂ TΓ.
We have
A(Γ)q := Ker T(1,q,1)α = {(Z, ad
∗
Zq − ι
∗A,A) | Z ∈ h, A ∈ g∗} ≃ h× g∗,
where the identification ≃ is by dropping the middle term. Now the left invariant
vector field Xl whose restriction to ǫ(h∗) is
X : h∗ −→ A(Γ) : p 7→ (q, Z(q), A(q))
is given by
Xl(h, q, u) = (T1lh Z(q), ad
∗
Z(q)q − ι
∗A(q), T1luAd
∗
h−1 A(q)).
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A lengthy calculation then shows that
[X,X ′](q) := [Xl,X ′
l
]Γ(1, q, 1)
is given, after the identification ≃, by
[X,X ′](q) = (dZ ′(ad∗Zq − ι
∗A)− dZ(ad∗Z′q − ι
∗A′) + [Z(q), Z ′(q)],
+ dA′(ad∗Zq − ι
∗A)− dA(ad∗Z′q − ι
∗A′)
− ad∗ιZA
′ + ad∗ιZ′A+ [A(q), A
′(q)]∗),
where (g∗, [ , ]∗) is as in Eqn.(5.1.2) and all maps and differentials are evaluated at
q ∈ h∗. Thus the bracket indeed coincides, up to sign, with the one given in Prop.
3.2.1 for A(q) = ι, K(q)Z = ad∗Zq, and P as in Remark 3.2.2 with r− matrix −R.
Now, applying the Lie functor to the morphism
[α, β] : H × h∗ ×G∗ → h∗ × h∗ : (h, q, u) 7→ (α(h, q, u), β(h, q, u))
shows that the anchor a∗(q, Z,A) = (q, ad
∗
Zq − ι
∗A).
(ii) The isomorphism A(H × h∗ ×G∗)
∗
≃ A(X). The unit section is ǫ : h∗ −→ Γ :
q 7→ (1, q, 1). Therefore γ ∈ N∗(ǫ(h∗))q if and only if γ = (λ, 0,X) for some λ ∈ h
∗
and X ∈ g.
Let θ, θ′ : h∗ −→ N∗(ǫ(h∗)) ≃ h∗ × h∗ × g be two sections expressed as θ(q) =
(λ(q), 0,X(q)) and θ′(q) = (λ′(q), 0,X ′(q)). We set
θ(h, q, u) = (T ∗h lh−1λ(q), 0, T
∗
u lu−1X(q)),
and similarly for θ′. By Eqn. (3.1.2), it suffices to calculate
[θ, θ′](q) = [θ, θ′](1, q, 1),
where the rhs is given by Eqn. (3.1.1) with Hamiltonian operator
Π#Γ (h, q, u)(θ) = (0,−λ(q),−λ
+(X(q))(u)).
A calculation making use of standard properties of the Lie derivative and of the
dressing field λ+ shows that [(λ,X), (λ′,X ′)](q) coincides with that of the trivial
Lie algebroid of Prop. 3.2.1. Finally observe that the anchor map, which is the
restriction of −Π# to N∗(ǫ(h∗)), is given by a(q, λ,X) = (q, λ). (Note that the
dressing field λ+ vanishes at u = 1.) This concludes the proof of the theorem. 
In the special case when R = 0, we have G∗ = g∗ equipped with the Lie-Poisson
structure. In this case I∗ = ι∗ : g∗ −→ h∗ and ϕ+
h−1
(A) = Ad∗h−1(A). Specializing
Thm 5.1.4 to this situation, we have
Corollary 5.1.5 (Dual Poisson groupoid for R = 0.)
Let X = h∗ ×G× h∗ be the coboundary dynamical Poisson groupoid of Thm 2.1.4
with R = 0. Then the Poisson groupoid dual X∗ of X is the set H×h∗×g∗ equipped
with the Poisson bracket
{f, g}∗(h, p,A) = − < D
′g, δ1f > + < D
′f, δ1g >
− < p, [δ1f, δ1g] > + < A, [δf, δg] >,
34 LUEN CHAU LI AND SERGE PARMENTIER
(< δf,B >= ddt |0f(h, p,A+ tB)), and the groupoid structure
α(h, p,A) = Ad∗h−1p+ ι
∗A, β(h, p,A) = p, ǫ(p) = (1, p, 0)
(h, α(k, q,B), A) · (k, q,B) = (hk, q,A +Ad∗h−1B)
i(h, p,A) = (h−1, α(h, p,A),−Ad∗hA). 
We now describe the trivialization of the Lie groupoid Γ = H × h∗ ×G∗.
LetH⊥ be the connected and simply connected Lie subgroup of G∗ with Lie(H⊥) =
(h⊥, [ , ]∗) and
H ⋉H⊥ ⊂ H ⋉G∗
be the Lie subgroup with Lie algebra h⋉ h⊥ ⊂ h⋉ g∗ (see the note in the proof of
Prop. 5.1.3).
Proposition 5.1.6 (Trivialization)
Equip h∗× (H ⋉H⊥)× h∗ with the trivial Lie groupoid structure over h∗, and let Γ
be the Lie groupoid in Theorem 5.1.4. If s is an arbitrary linear section s : h∗ → g∗
of ι∗, the map
Σ : h∗ × (H ⋉H⊥)× h∗ −→ Γ
(p, (k, u), q) 7→
(
k, q, exp(s(p))uϕ+
k−1
(exp(−s(q)))
)
is a Lie groupoid isomorphism.
Proof. We use an elementary device (see [M1]) according to which if σ : h∗ −→ Γ
is a global smooth section of the restriction of α to the fiber β−1(0) and G′ ⊂ Γ is
the isotropy subgroup at 0, then the map
Σ : h∗ ×G′ × h∗ −→ Γ
(p, x′, q) 7→ σ(p) · x′ · i(σ(q))
is a Lie groupoid isomorphism.
Now G′ = β−1(0)
⋂
α−1(0) = H ⋉H⊥, while α|
β−1(0)
: β−1(0) → h∗ : (h, 0, u) 7→
I∗(u). Observe that for any linear section s : h∗ → g∗, the map
σ : h∗ → Γ : p 7→ (1, 0, exp s(p))
is a smooth section of α|
β−1(0)
since I∗(σ(p)) = I∗(exp s(p)) = exph∗ ι
∗(s(p)) = p.
Calculating σ(p) · (h, 0, u) · i(σ(p)) in Γ immediately yields the claim. 
Caveat Note that if h 6= 0 the group G′ is not in general isomorphic to the the
Poisson Lie group dual G∗. For example, if R = 0, G∗ = g∗ but G′ = H ⋉ h⊥. So
G′ and G∗ may differ even topologically.
Remark 5.1.7 By Thm. 3.2.4, the Poisson bracket { , }∗ on h
∗ × (H ×H⊥)× h∗
defined by {Σ∗,Σ∗g}∗ := Σ
∗{f, g}Γ has the form given by Thm. 2.2.5. However,
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even for standard Poisson Lie groups, the explicit bracket transport turns out to
be rather cumbersome.
We close this subsection with the following
Example 5.1.8 Let g = h⊕n+⊕n− be the root space decomposition of a complex
simple Lie algebra g, as in section 4. Let R = Πn+ − Πn− be the standard r−
matrix. In what follows, we shall scale the Poisson bracket by 1/2 to match with
standard conventions. Let N± be the (connected and simply connected) unipotent
subgroups of G with Lie algebra n±. Note that H = h ≃ h
∗.
The dual group G∗ is the set h×N+ ×N− with semi-direct group law
(Z,A,B) · (Z ′, A′, B′) = (Z + Z ′, Ae
Z
2 A′e−
Z
2 , e−
Z
2 B′e
Z
2 B).
The dressing action of h on G∗ is given by
ϕ+−Y (Z,A,B) = (Z, e
Y Ae−Y , eY Be−Y ).
The Poisson Lie group H ⋉G∗ of Prop. 5.1.3 (b) is the set h× h×N+ ×N− with
group law
(Y,Z,A,B) · (Y ′, Z ′, A′, B′) = (Y + Y ′, Z + Z ′, Ae
Z
2 eYA′e−Y e−
Z
2 ,
e−
Z
2 eY B′e−Y e
Z
2 B),
and hence the vertex subgroup G′ of the groupoid Γ is the set h ×N+ ×N− with
group law
(Y,A,B) · (Y ′, A′, B′) = (Y + Y ′, AeY A′e−Y , eY B′e−YB).
Finally, the map
h∗ ×G′ × h∗ −→ Γ = h∗ × h×N+ ×N− × h
∗
(p, Y,A,B, q) 7→ (q, Y, e
p
2Ae−
p
2 , e−
p
2Be
p
2 , p− q)
gives an explicit trivialization of the Lie groupoid Γ.
5.2. Construction of the associated symplectic double groupoid.
Our goal in this subsection is to construct, for the constant r− matrix case (taken
to be −R), a symplectic double groupoid having h∗ ×G × h∗ and H × h∗ ×G∗ as
its side Poisson groupoids.
We begin by recalling the notion of double Lie groupoids [E], [M3], and symplectic
double groupoids [W1], [LW2], [M2].
Definition 5.2.1
(a) A double Lie groupoid consists of a quadruple (S;H,V, B) where H and V
are Lie groupoids over B, and S is equipped with two Lie groupoid structures, a
horizontal structure with base V, and a vertical structure with base H, such that the
structure maps (source, target, multiplication, unit section and inversion) of each
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groupoid structure on S are morphisms with respect to the other. We call H and V
the side groupoids of S, and B the double base. (S;H,V, B) is displayed as in Fig.
5.2.1 below.
(b) A double Lie groupoid (S;H,V, B) is called symplectic if S is equipped with a
symplectic structure such that both S
α˜H,β˜H
⇒ V and S
α˜V ,β˜V
⇒ V are symplectic groupoids.
S
α˜H,β˜H
⇒ V
α˜V , β˜V   αV , βV
H
αH,βH
⇒ B
Fig. 5.2.1
We shall consider the case where the Poisson Lie group G is complete. In this case,
the Drinfeld doubleD can be identified withG×G∗ [STS], [LW1] with multiplication
(g1, u1) · (g2, u2) = ((ϕ
−
u−12
(g−11 ))
−1g2, u1(ϕ
+
g−11
(u−12 ))
−1). (5.2.2)
As a first step in the construction, we show that X = h∗ × G × h∗ and X∗ =
H × h∗ ×G∗ form a matched pair of Lie groupoids in the sense of the following
Definition 5.2.2 [M3] Two Lie groupoids V and H over the same base B are said
to form a matched pair of Lie groupoids iff the manifold
V ∗ H = {(v, h) ∈ V ×H | βV (v) = αH(h)}
admits a Lie groupoid structure over B such that
(a) the maps h 7→ h = (ǫV(αH(h)), h) and v 7→ v = (v, ǫH(βV(v))) are morphism of
Lie groupoids from H and V to V ∗ H respectively ,
(b) the map V ∗ H −→ V ∗H : (v, h) 7→ vh is a diffeomorphism.
In this case, the groupoid V ∗ H is called the matched product of V and H.
Proposition 5.2.3 The Lie groupoids X and X∗ form a matched pair with matched
product given by the trivial groupoid h∗ × M × h∗ where the vertex group M =
H × (G×G∗) is the direct product of H with the Drinfeld double (see (5.2.2)).
Proof. Clearly, X ∗X∗ may be identified with the manifold h∗×M ×h∗. Equip the
latter with the trivial groupoid structure. The groupoids X and X∗ are embedded
as wide subgroupoids of h∗×M×h∗ through the morphisms (p, g, q) 7→ (p, 1, g, 1, q),
(h, p, u) 7→ (Ad∗h−1p + I
∗(u), h, h, u, p). Finally, for (p, h, g, u, q) ∈ h∗ ×M × h∗, we
have the unique factorization
(p, h, g, u, q) = (p, 1, ϕ−u (gh
−1), 1, Ad∗h−1q + I
∗(ϕ+gh−1(u)))
· (Ad∗h−1q + I
∗(ϕ+
gh−1
(u)), h, h, ϕ+
gh−1
(u), q).
Hence it follows that (X,X∗) is a matched pair. 
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We shall denote by X and X
∗
the images of X and X∗ under the morphisms in
the proof above.
Given (h, p, u) ∈ X∗, (p, g, q) ∈ X, the corresponding elements in h∗ ×M × h∗ are
composable, and we have the unique factorization
(Ad∗h−1p+ I
∗(u), h, h, u, q)(p, 1, g, 1, q)
=
(
Ad∗h−1p+ I
∗(u), 1, ϕ−u (hgh
−1), 1, Ad∗h−1q + I
∗(ϕ+
hgh−1
(u))
)
(
Ad∗h−1q + I
∗(ϕ+
hgh−1
(u)), h, h, ϕ+
hgh−1
(u), q
)
.
(5.2.3)
We therefore obtain two maps
ψ− : (H × h∗ ×G∗) ∗αX (h
∗ ×G× h∗) −→ h∗ ×G× h∗ (5.2.4.a)
((h, p, u), (p, g, q)) 7→
(
Ad∗h−1p+ I
∗(u), ϕ−u (hgh
−1), Ad∗h−1q + I
∗(ϕ+
hgh−1
(u))
)
,
and
ψ+ : (H × h∗ ×G∗) ∗βX∗ (h
∗ ×G× h∗) −→ H × h∗ ×G∗
((h, p, u), (p, g, q)) 7→
(
h, q, ϕ+hgh−1 (u)
)
.
(5.2.4.b)
Proposition 5.2.4 ψ− is a left groupoid action of X∗ on X with moment map αX
and ψ+ is a right groupoid action of X on X∗ with moment map βX∗ . Furthermore,
the following conditions are satisfied
(a) βX(ψ
−
g−(g+) = αX∗(ψ
+
g+(g−)),
for all g+ ∈ X, g− ∈ X
∗ with βX∗(g−) = αX(g+),
(b) ψ−g−(g+g
′
+) = ψ
−
g−
(g+)ψ
−
ψ+g+ (g−)
(g′+),
for all g− ∈ X
∗, g+, g
′
+ ∈ X with βX∗(g−) = αX(g+), βX(g+) = αX(g
′
+),
(c) ψ+g+(g−g
′
−) = ψ
+
ψ−
g′
−
(g+)
(g−)ψ
+
g+(g
′
−),
for all g+ ∈ X, g−, g
′
− ∈ X
∗ with βX∗(g−) = αX∗(g
′
−), βX∗(g
′
−) = αX(g+).
Proof. The proof consists of direct checking and we shall omit the details. See,
however, Prop. 5.2.9 below. 
From standard consideration [M3], the upshot of the above proposition is that
one can construct a vacant double Lie groupoid (Svac;X
∗,X, h∗) (vacant means
that the double source map β+ : Svac → X
∗ ∗β X is a diffeomorphism) having
X and X∗ as its side groupoids. Indeed the horizontal structure of the vacant
double is given by the left action groupoid X∗ ⋉ X corresponding to ψ−, while
the vertical structure is given by the right action groupoid X∗ ⋊ X associated
with ψ+. However, Svac is not the correct underlying double Lie groupoid of the
symplectic double groupoid which we are looking for, as is clear from dimension
considerations. Nevertheless, as we shall show in what follows, the sought for double
Lie groupoid can be constructed by extending the objects X and X∗. It turns out
that these extended objects act on the unextended ones through groupoid actions
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which restrict to ψ±, and the corresponding left/right action groupoids then give
the desired horizontal/vertical structures. Before we carry out the details of this
construction, let us make an important remark. As we know from Thm 5.1.4, the
Poisson structure on X∗ is the product of the standard symplectic structure on
H × h∗ and the multiplicative structure on G∗. Since H × h∗ is symplectic, the
coarse groupoid (H × h∗)× (H × h∗)− ⇒ H × h∗ is a symplectic groupoid. On the
other hand, there is a symplectic groupoid G×G∗ ⇒ G∗ [Lu] with structure maps
given as follows:
α(g, u) = ϕ+g−1(u
−1)−1, β(g, u) = u
(g, α(g′, u′)) · (g′, u′) = (gg′, u′).
(5.2.5)
Therefore the product groupoid
(H × h∗)× (H × h∗)− × (G×G∗)⇒ H × h∗ ×G∗ (5.2.6)
is a symplectic groupoid over X∗. It turns out that this product groupoid is iso-
morphic to the right action groupoid alluded to above.
We now introduce the extensions of X and X∗. Since H is a groupoid over a point,
we have the product groupoid
X∗e = X
∗ ×H ⇒ h∗ (5.2.7).
Let J+ = αX and define Ψ
− : X∗e ∗J+ X −→ X by
Ψ−(h,p,u,k)(p, g, q) =
(
Ad∗h−1p+I
∗(u), ϕ−u (hgk
−1), Ad∗k−1q+I
∗(ϕ+
hgk−1
(u))
)
. (5.2.8)
Proposition 5.2.5 Ψ− is a left groupoid action of X∗e on X with moment map J+
such that Ψ−(h,p,u,h)(p, g, q) = ψ
−
(h,p,u)(p, g, q) for all (h, p, u) ∈ X
∗, (p, g, q) ∈ X.
Proof. Clearly, (x˜, x) =
(
(h˜, Ad∗h−1p+ I
∗(u), u˜, k˜), (h, p, u, k)
)
is a composable pair
in X∗e and we have
x˜x = (h˜h, p, u˜ϕ+
h˜−1
(u), k˜k).
Therefore,
Ψ−x˜x(p, g, q) =
(
Ad∗
(h˜h)−1
p+ I∗(u˜ϕ+
h˜−1
(u)), ϕ−
g˜ϕ+
h˜−1
(u)
(h˜hg(k˜k)−1),
Ad∗
(k˜k)−1
q + I∗(ϕ+
h˜hg(k˜k)−1
(u˜ϕ+
h˜−1
(u)))
)
.
On the other hand,
Ψ−x˜Ψ
−
x (p, g, q) =
(
Ad∗
(h˜h)−1
p+Ad∗
h˜−1
I∗(u) + I∗(u˜), ϕ−u˜ (h˜ϕ
−
u (hgk
−1)k˜−1,
Ad∗
(k˜k)−1
q +Ad∗
k˜−1
I∗(ϕ+
hgk−1
(u) + I∗(ϕ+
h˜ϕ−u (hgk−1)k˜−1
(u˜)
)
.
Since I∗ is an H− equivariant homomorphism, the equality of the first components
is clear. Now using the same property of I∗, we have
Ad∗
k˜−1
I∗(ϕ+
hgk−1
(u))) + I∗(ϕ+
h˜ϕ−u (hgk−1)k˜−1
(u˜))
= I∗(ϕ+
h˜ϕ−u (hgk−1)k˜−1
(u˜)ϕ+
h˜hg(k˜k)−1
(ϕ+
h˜−1
(u))).
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But from Eqn. (5.1.4) and the fact that H is a trivial Poisson Lie subgroup of G,
we find
ϕ+
h˜hg(k˜k)−1
(u˜ϕ+
h˜−1
(u)) = ϕ+
ϕ−
ϕ
+
h˜−1
(u)
(h˜hg(k˜k)−1)
(u˜) ϕ+
h˜hg(k˜k)−1
(ϕ+
h˜−1
(u))
= ϕ+
h˜ϕ−u (hg(k˜k)−1
(u˜) ϕ+
h˜h(k˜k)−1
(ϕ+
h˜−1
(u))
= ϕ+
h˜ϕ−u (hgk−1)k˜−1
(u˜) ϕ+
h˜hg(k˜k)−1
(ϕ+
h˜−1
(u)).
Hence we have equality of the third components. Finally it follows from the above
calculation that
ϕ−u˜ (h˜ϕ
−
u (hgk
−1)k˜−1) = ϕ−u˜ ϕ
−
ϕ+
h˜−1
(u)
(h˜hg(k˜k)−1)
= ϕ−
u˜ϕ+
h˜−1
(u)
(h˜hg(k˜k)−1).
This completes the proof that Ψ−x˜x = Ψ
−
x˜Ψ
−
x . The assertion on the relationship
between Ψ− and ψ− is clear . 
The following corollary is a direct consequence of the definition of an action
groupoid.
Corollary 5.2.6 The left action groupoid X∗e ⋉X ⇒ X corresponding to Ψ
− has
structure maps given by
α˜H : X
∗
e ⋉X → X :
(
(h, p, u, k), (p, g, q)
)
7→ Ψ−(h,p,u,k)(p, g, q)
β˜H : X
∗
e ⋉X → X :
(
(h, p, u, k), (p, g, q)
)
7→ (p, g, q)
m˜H : (X
∗
e ⋉X) ∗ (X
∗
e ⋉X)→ X
∗
e ⋉X(
(h1, p1, u1, k1),Ψ
−
(h2,p2,u2,k2)
(p2, g2, q2)
)
· ((h2, p2, u2, k2), (p2, g2, q2)
)
=
(
(h1h2, p2, u1ϕ
+
h−11
(u2), k1k2), (p2, g2, q2)
)
ǫ˜H : X → X
∗
e ⋉X : (p, g, q) 7→
(
(1, p, 1, 1), (p, g, q)
)
i˜H : X
∗
e ⋉X → X
∗
e ⋉X :
(
(h, p, u, k), (p, g, q)
)
7→(
(h−1, Ad∗h−1p+ I
∗(u), ϕ+h (u
−1), k−1),
(Ad∗h−1p+ I
∗(u), ϕ−u (hgk
−1), Ad∗k−1p+ I
∗(ϕ+hgk−1(u)))
)
. 
For the extension of X, we consider the coarse groupoid H ×H ⇒ H and let
Xe = (H ×H)×X ⇒ H × h
∗ (5.2.9)
be the product groupoid. Introduce the map
J− : X
∗ −→ H × h∗ : (h, p, u) 7→ (h, p) (5.2.10)
and define
Ψ+ : X∗ ∗J− Xe −→ X
∗ : Ψ+(h,k,p,g,q)(h, p, u) = (k, q, ϕ
+
hgk−1 (u)). (5.2.11)
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Proposition 5.2.7Ψ+ is a right groupoid action of Xe on X
∗ with moment map J−
and we have Ψ+(h,h,p,g,q)(h, p, u) = Ψ
+
(p,g,q)(h, p, u) for all (h, p, u) ∈ X
∗, (p, g, q) ∈
X.
Proof. This is clear. 
Corollary 5.2.8 The right action groupoid X∗ ⋊ Xe ⇒ X
∗ corresponding to Ψ+
has structure maps given by
α˜V : X
∗
⋊Xe → X
∗ :
(
(h, p, u), (h, k, p, g, q)
)
7→ (h, p, u)
β˜V : X
∗
⋊X → X∗ :
(
(h, p, u), (h, k, p, g, q)
)
7→ Ψ+(h,k,p,g,q)(h, p, u)
m˜V : (X
∗
⋊Xe) ∗ (X
∗
⋊Xe)→ X
∗
⋊Xe :(
(h1, p1, u1), (h1, k1, p1, g1, q1)
)
· (Ψ+(h1,k1,p1,g1,q1)(h1, p1, u1), (k1, k2, q1, g2, q2)
)
=
(
(h1, p1, u1), (h1, k2, p1, g1g2, q2)
)
ǫ˜V : X
∗ → X∗ ⋊Xe : (h, p, u) 7→
(
(h, p, u), (h, h, p, 1, p)
)
i˜V : X
∗
⋊Xe → X
∗
⋊Xe :
(
(h, p, u), (h, k, p, g, q)
)
7→(
(k, q, ϕ+
(hgk−1)
(u)), (h, h, q, g−1 , p)
)
. 
Let Pr1 : X
∗ −→ H be the projection onto the first factor of X∗ = H × h∗ ×G∗.
Proposition 5.2.9 The groupoid actions Ψ± satisfy the following properties:
(a) βX(Ψ
−
(g−,k)
(g+)) = αX∗(Ψ
+
(Pr1(g−),k,g+)
(g−))
for all g− ∈ X
∗, g+ ∈ X with βX∗(g−) = αX(g+) and all k ∈ H.
(b) Ψ−(g−,k′)(g+g
′
+) = Ψ
−
(g−,k)
(g+)Ψ
−
Ψ+
(Pr1(g−),k,g+)
(g−,k′)
(g′+)
for all g− ∈ X
∗, g+, g
′
+ ∈ X with βX∗(g−) = αX(g+), βX(g+) = αX(g
′
+) and for
all k, k′ ∈ H.
(c)
Ψ+(Pr1(g−)Pr1(g′−),kk′,g+)
(g−g
′
−) =
Ψ+
(Pr1(g−),k,Ψ
−
(g′
−
,k′)
(g+))
(g−)Ψ
+
(Pr1(g′−),k
′,g+)
(g′−)
for all g+ ∈ X, g−, g
′
− ∈ X
∗ with βX∗(g−) = αX∗(g
′
−), βX∗(g
′
−) = αX(g+), and
for all k, k′ ∈ H.
Proof. We shall check (b) and (c).
(b) Let g− = (h, p, u), g+ = (p, g1, q), g
′
+ = (q, g2, r). Then
Ψ−(g−,k′)(g+, g
′
+)
=
(
Ad∗h−1p+ I
∗(u), ϕ−u (hg1g2k
′−1), Ad∗k′−1r + I
∗(ϕ+
hg1g2k′−1
(u))
)
,
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and
Ψ−(g−,k)Ψ
−
(Ψ+
(Pr1(g−),k,g+)
(g−),k′)
(g′+) =
(
Ad∗h−1p+ I
∗(u),
ϕ−u (hg1k
−1)ϕ−
ϕ+
hg1k
−1 (u)
(kg2k
′−1), Ad∗k′−1r + I
∗(ϕ+
hg1g2k′−1
(u))
)
.
Hence the assertion follows from (5.1.4).
(c) Let g− = (h, p, u), g
′
− = (h
′, p′, u′) satisfy βX∗(g−) = αX∗(g
′
−), i.e. p =
Ad∗
h′−1
p′ + I∗(u′), and let g+ = (p
′, g, q) so that βX∗(g
′
−) = αX(g+). We have
Ψ+(Pr1(g−)Pr1(g′−),kk′,g+)
(g−g
′
−)
= (kk′, q, ϕ+
hh′g(kk′)−1
(uϕ+
h−1
(u′)))
= (kk′, q, ϕ+
ϕ−
ϕ
+
h−1
(u′)
(hh′g(kk′)−1)
(u)ϕ+
h′g(kk′)−1
(u′)).
On the other hand,
Ψ+
(Pr1(g−),k,Ψ
−
(g′
−
,k′)
(g+))
(g−)Ψ
+
(Pr1(g′−),k
′,g+)
(g′−)
= (kk′, q, ϕ+
hϕ−
u′
(h′gk′−1)k−1
(u)ϕ+h′g(kk′)−1(u
′)).
The assertion then follows from the calculation in the proof of Prop. 5.2.5. 
Let S = X∗e ∗J+X. Then S supports both the left action groupoid structure X
∗
e ⋉X
and the right action groupoid structure X∗ ⋊Xe.
Theorem 5.2.10 If the horizontal structure on S is X∗e ⋉ X and the vertical
structure on S is X∗ ⋊Xe, then (S;X
∗,X, h∗) is a double Lie groupoid.
Proof. We have to show that the structure maps of the horizontal (resp. verti-
cal) structure on S are morphisms with respect to the vertical (resp. horizontal)
structure. We shall illustrate the role played by the properties in Prop. 5.2.9 by
checking that α˜H and i˜V are groupoid morphisms. The rest of the proof will be left
to the interested reader.
(i) α˜H is a groupoid morphism.
α˜H
(
(g−, k, g+) · (Ψ
+
(Pr1(g−),k,g+)
(g−), k
′, g′+)
)
= α˜H(g−, k
′, g+g
′
+)
= Ψ−(g−,k′)(g+g
′
+)
= Ψ−(g−,k)(g+)Ψ
−
Ψ+
(Pr1(g−),k,g+)
(g−),k′)
(g′+) by Prop. 5.2.9 (b)
= α˜H(g−, k, g+) α˜H(Ψ
+
(Pr1(g−),k,g+)
(g−), k
′, g′+).
(ii) i˜V is a groupoid morphism.
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i˜V
(
(g−, k,Ψ
−
(g′
−
,k′)(g
′
+)) · (g
′
−, k
′, g′+)
)
= i˜V(g−g
′
−, kk
′, g′+)
= (Ψ+(Pr1(g−g′−),kk′,g′+)
(g−g
′
−), P r1(g−g
′
−), g
′−1
+ )
= (Ψ+
(Pr1(g−),k,Ψ
−
(g′
−
,k′)
(g′+))
(g−)Ψ
+
(Pr1(g′−),k
′,g+)
(g′−), P r1(g−)Pr1(g
′
−), g
′−1
− ),
by Thm 5.1.4 and Prop. 5.2.9 (c)
= (Ψ−
(Pr1(g−),k,Ψ
−
(g′
−
,k′)
(g′+))
(g−), P r1(g
′
−),Ψ
−
(g′ ,k′)(g
′
−)
−1)·
(Ψ+(Pr1(g′−),k′,g′+)
(g′−), P r1(g
′
−), g
′−1
+ )
= i˜V(g−, k,Ψ
−
(g′
−
,k′)(g
′
+)) i˜V (g
′
−, k
′, g′+). 
To clarify the relation between the vacant double Lie groupoid (Svac;X
∗,X, h∗)
and the double Lie groupoid (S;X∗,X, h∗) in the above theorem, we introduce the
following definition
Definition 5.2.11 Let (S1;H1,V1, P1) be a double Lie groupoid. A double Lie
subgroupoid of (S1;H1,V1, P1) is a double Lie groupoid (S2;H2,V2, P2) such that
the Lie groupoids S2 ⇒ H2, S2 ⇒ V2, H2 ⇒ P2, V2 ⇒ P2 are respectively Lie
subgroupoids of S1 ⇒ H1, S1 ⇒ V1, H1 ⇒ P1, V1 ⇒ P1.
Corollary 5.2.12 The vacant double Lie groupoid (Svac;X
∗,X, h∗) associated
with the matched pair (X,X∗) is a double Lie subgroupoid of the double Lie
groupoid (S;X∗,X, h∗) in Thm 5.2.10.
Proof. As the side groupoids of the two double groupoids Lie groupoids are identi-
cal, it suffices to show that the Lie groupoids Svac ⇒ X, Svac ⇒ X
∗ are respectively
Lie subgroupoids of S ⇒ X, S ⇒ X∗. For the horizontal structures, it suffices to
observe that X∗ ⋉ X → X∗e ⋉ X : (g−, g+) 7→ (g−, P r1(g−), g+) is an injective
immersion. The other case is similar. 
We now turn to the description of the symplectic properties of the double Lie
groupoid (S;X∗,X, h∗) of Thm. 5.2.10. (Recall that X = h∗ × G × h∗ is the
dynamical groupoid for the constant r− matrix −R.)
To begin with, a simple computation (using Eqn.(5.1.4)) shows that the map
ρ : (H × h∗)× (H × h∗)×G×G∗ −→ X∗ ⋊Xe
(h, p, k, q, g, u) 7→ ((h, p, ϕ+
g−1
(u−1)−1), (h, k, p, h−1ϕ−
u−1
(g−1)−1k, q))
(5.2.12)
is an isomorphism of groupoids; here the domain is the product groupoid of Eqn
(5.2.6) and the range is the right action groupoid of Cor. 5.2.8.
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Recall that the Poisson bracket of the symplectic groupoid S ′ = (H × h∗) × (H ×
h∗)− × (G×G∗)⇒ X∗ of Eqn. (2.5.6) is explicitely given by
{F,F ′}S′(h, p, k, q, g, u)
= − < D′1F
′, δ1F > + < D
′
1F, δ1F
′ > − < p, [δ1F, δ1F
′] >
+ < D′2F
′, δ2F > − < D
′
2F, δ2F
′ > + < q, [δ2F, δ2F
′] >
− < ∂F, λ−(DF
′)(g) > + < ∂∗F, λ+(D
′
∗F
′)(u) >
− < D′F ′,D∗F > + < D
′F,D∗F
′ >,
(5.2.13)
where the indices 1 and 2 indicate partial derivatives and left/right gradients w.r.t.
the appropriate factor in the first and second copies of H × h∗ and the index ∗
indicates partial derivative w.r.t. G∗. Using the bijection ρ we may transport this
Poisson bracket to S by setting
{F1, F2}S ◦ ρ = {F1 ◦ ρ, F2 ◦ ρ}S′ .
Since ρ is a Lie groupoid isomorphism, (X∗ ⋊Xe, { , }S) is a symplectic groupoid.
We now come to the main result of this section.
Theorem 5.2.13 The double Lie groupoid (S;X∗,X, h∗) where S is equipped
with the Poisson bracket { , }S is a symplectic double groupoid.
In order to prove the theorem, it remains to show that (X∗e ⋉X, { , }S) is a sym-
plectic groupoid. For this purpose, we shall use the isomorphic image S ′ ⇒ X of
X∗e ⋉ X ⇒ X under the map ρ and the bracket { , }S′ . By direct computation,
S ′ ⇒ X has target and source maps
α(h, p, k, q, g, u)
= (Ad∗h−1p+ I
∗(ϕ+
g−1
(u−1)−1), g, Ad∗k−1q + I
∗(u)),
β(h, p, k, q, g, u)
= (p, h−1ϕ−u−1(g
−1)−1k, q),
(5.2.14.a)
multiplication map
m((h1, p1, k1, q1, g1, u1), (h2, p2, k2, q2, g2, u2))
= (h1h2, p2, k1k2, q2, g1, u1ϕ
+
k−11
(u2)),
(5.2.14.b)
where
(p1, h
−1
1 ϕ
−
u−11
(g−11 )
−1k1, q1) = (Ad
∗
h−12
p2 + I
∗(ϕ+
g−12
(u−12 )
−1), g2, Ad
∗
k−12
q2 + I
∗(u2)),
and unit section
ǫ(p, g, q) = (1, p, 1, q, g, 1). (5.2.14.c)
We shall verify the conditions of the following proposition of Libermann in [L], and
show that the unique Poisson structure induced on the base X indeed coincides
with that of Thm 2.1.5.
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Proposition 5.2.14 Let Γ ⇒ P be a Lie groupoid equipped with a symplectic
form Ω. If Γ is β− connected, the α− foliations and the β− foliations are symplec-
tically orthogonal, and ǫ(P ) ⊂ Γ is Lagrangian, then Γ is a symplectic groupoid
over P.
In our case, that the β− fibers of S ′ ⇒ X are connected and ǫ(h∗) is Lagrangian
are easy to check and we shall leave the details to the reader. In order to establish
the other condition, we begin with two Propositions which allow us to identify the
target and source maps of (5.2.14.a) with canonical projections of natural group
actions.
Let H × (H ⋉G∗) be the product of H with the Lie group H ⋉G∗ of Prop. 5.1.3
(b)
Proposition 5.2.15 The left action of S ′ ⇒ X on itself induces a left action of
the group H × (H ⋉G∗) on S ′ given by
(h′, k′, u′) · (h, p, k, q, g, u)
= (h′h, p, k′k, q, h′ϕ−
ϕ+
k′
(u′)
(g−1)−1k′
−1
, u′ϕ+
k′−1
(u)).
Moreover, the canonical projection S ′ −→ H × (H ⋉G∗)\S ′ ≃ X coincides with β.
Proof. Clearly,
(h′, k′, u′) · (h, p, k, q, g, u)
= m((h′, p′, k′, q′, g′, u′), (h, p, k, q, g, u))
for unique (p′, q′, g′) ∈ h∗ × h∗ × G and it is easy to show that this defines a left
H × (H ⋉G∗) action on S ′. Now, if we identify each H × (H ⋉G∗)− orbit with its
unique intersection with {1}× h∗×{1}× h∗×G×{1}, then H × (H ⋉G∗)\S ′ ≃ X
and an easy calculation shows the projection map coincides with β. 
In a similar way, we have
Proposition 5.2.16 The right action of S ′ ⇒ X on itself induces a right action of
the group H × (H ⋉G∗) on S ′ given by
(h, p, k, q, g, u) · (h′, k′, u′)
= (hh′, Ad∗h′p+ I
∗(ϕ+
k−1ϕ−
u−1
(g−1)hh′
(u′
−1
)), kk′,
Ad∗k′q + I
∗(ϕ+k′(u
′−1)), g, uϕ+
k−1
(u′)).
Moreover, the canonical projection S ′ −→ S ′/H × (H ⋉ G∗) ≃ X coincides with
α. 
If φ ∈ C∞(X), then it follows frow the above propositions that α∗φ is right H ×
(H ⋉ G∗)− invariant and β∗φ is left H × (H ⋉ G∗)− invariant. Conversely, it is
clear that right/left H × (H ⋉G∗) invariant functions on S ′ are of the above form.
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Lemma 5.2.17 For φ ∈ C∞(X), we have
(a.1) D′1(α
∗φ) = ad∗δ1(α∗φ)p
(a.2) D′2(α
∗φ) = ad∗δ2(α∗φ)q
(a.3) D′∗(α
∗φ) = Adφ−
u−1
(g−1)hδ1(α
∗φ) +Adk δ2(α
∗φ),
(b.1) D1(β
∗φ) + ι∗D(β∗φ) = 0
(b.2) D2(β
∗φ)− ι∗D′(β∗φ) + ι∗Tulu−1λ
+
(
D′∗(β
∗φ)
)
(u) = 0
(b.3) D∗(β
∗φ)− Tglg−1λ
−
(
D(β∗φ)
)
(g) = 0
Here all partial derivatives and left/right gradients are evaluated at (h, p, k, q, g, u) ∈
S ′.
Proof. These are the infinitesimal versions of the invariance properties of α∗φ and
β∗φ which can be obtained by using the following basic formulae: d
dt |0
ϕ+
etX
(u) =
λ+(X)(u), d
dt |0
ϕ−etα(g) = λ
−(α)(g), d
dt |0
ϕ+g (e
tα) = Ad∗gα,
d
dt |0
ϕ−u (e
tX) = Ad∗u−1X.

Lemma 5.2.18
(a) For all g ∈ G,u ∈ G∗ and Z ∈ h, we have
Ad∗u−1Adϕ−
u−1
(g−1)Z = Adg−1Z + Tglg−1λ
−
(
Trϕ+
g−1
(u−1)λ
+(Z)(ϕ+
ϕ−
u−1
(g−1)
(u))
)
(g).
(b) ϕ+g−1 ◦ ru−1 ◦ ϕ
+
ϕ−
u−1
(g−1)−1
= rϕ+
g−1
(u−1)
for all g ∈ G, u ∈ G∗.
Proof.
(a)
Ad∗u−1 Adϕ−
u−1
(g−1)Z
=
d
dt |0
ϕ−u (e
tAd
ϕ
−
u−1
(g−1)
Z
)
=
d
dt |0
g−1etZϕ−
ϕ+
etZ
(ϕ+
ϕ
−
u−1
(g−1)
(u))ϕ+
g−1
(u−1)
(g),
by repeated application of Eqn (5.1.4) and the triviality
of the action of G∗ on H
= Adg−1Z + Tglg−1λ
−
(
Trϕ+
g−1
(u−1)λ
+(Z)(ϕ+
ϕ−
u−1
(g−1)
(u))
)
(g)
where we have used the formulae in the proof of Lemma 5.2.17.
(b)
ϕ+g−1 ◦ ru−1 ◦ ϕ
+
ϕ−
u−1
(g−1)−1
(u′)
= ϕ+g−1(ϕ
+
ϕ−
u−1
(g−1)−1
(u′)u−1)
= ϕ+
ϕ−
u−1
(g−1)
(ϕ+
ϕ−
u−1
(g−1)−1
(u′))ϕ+g−1 (u
−1)
by Eqn (5.1.4)
= u′ϕ+
g−1
(u−1).
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Hence the assertion. 
Proposition 5.2.19 (Polarity condition) For all φ,ψ ∈ C∞(X), we have
{α∗φ, β∗ψ}S′ = 0.
Proof. Let φˆ = α∗φ, ψˆ = β∗ψ. By invoking the identities (a.1), (a.2) and (b.3) of
Lemma 5.2.17, we have
{φˆ, ψˆ}S′(h, p, k, q, g, u)
= − < D1ψˆ, Adhδ1φˆ > + < D2ψˆ, Adkδ2φˆ >
+ < d∗φˆ, λ
+(D′∗ψˆ)(u) > − < D
′ψˆ,D∗φˆ > .
Next,using (b.1), (b.2) and (b.3) of the same lemma successively gives
{φˆ, ψˆ}S′(h, p, k, q, gu)
=< D′ψˆ, Adg−1hδ1φˆ+Adkδ2φˆ−D∗φˆ
+ Tglg−1λ
−(Ad∗g−1Turu−1λ
+(Adϕ−
u−1
(g−1h)δ1φˆ)(u))(g) >
Now using (a.3) together with Ad∗u−1Z = Z, ∀Z ∈ h, we obtain
{φˆ, ψˆ}S′(h, p, k, q, g, u)
=< D′ψˆ, Adg−1hδ1φˆ−Ad
∗
u−1Adϕ−
u−1
(g−1)hδ1φˆ
+ Tglg−1λ
−(Ad∗g−1Turu−1λ
+(Adϕ−
u−1
(g−1)hδ1φˆ)(u))(g) >
=< D′ψˆ, Tglg−1λ
−(Ad∗g−1Turu−1λ
+(Adϕ−
u−1
(g−1)hδ1φˆ)(u))
− Trϕ+
g−1
(u−1)λ
+(Adhδ1φˆ)(ϕ
+
ϕ−
u−1
(g−1)
(u)))(g) >
where in the last equality we have used Lemma 5.2.18 (a).
But
λ+(Adϕ−
u−1
(g−1)hδ1φˆ)(u)
= Tϕ+
ϕ−
u−1
(g−1)−1
λ+(Adhδ1φˆ)(ϕ
+
g−1
(u−1)−1),
hence the assertion that {φˆ, ψˆ}S′ = 0 now follows from Lemma 5.18 (b). 
Lemma 5.2.20 For φ ∈ C∞(X), we have
(a) δ1(α
∗φ) = Adh−1δ1φ(α(s)),
(b) δ2(α
∗φ) = Adk−1δ2φ(α(s)),
(c) D(α∗φ) = Dφ(α(s)) − T lϕ+
g−1
(u−1)−1λ
+
(
δ1φ(α(s))
)
(ϕ+
g−1
(u−1)),
(d) D∗(α
∗φ) = δ2φ(α(s)) +Ad
∗
u−1Adϕ−
u−1
(g−1)δ1φ(α(s))
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= δ2φ(α(s)) +Adg−1δ1φ(α(s))
−Tglg−1λ
−
(
T lϕ+
g−1
(u−1)−1λ
+(δ1φ(α(s)))(ϕ
+
g−1
(u−1))
)
(g) ( second form).
where all the partial derivatives and right gradients of α∗φ are evaluated at s =
(h, p, k, q, g, u) ∈ S ′.
Proof. We shall establish the formulae in (d), leaving the other parts to the inter-
ested reader. For γ ∈ g∗, we have
< D′∗(α
∗φ), γ >
=
d
dt |0
φ
(
Ad∗h−1p− I
∗(ϕ+
g−1
(e−tγu−1)), g, Ad∗k−1q + I
∗(uetγ)
)
=< δ1φ(α(s)),−TI
∗ d
dt |0
ϕ+g−1 (e
−tγu−1) > + < δ2φ, ι
∗γ > .
Since
d
dt |0
ϕ+
g−1
(e−tγu−1) = −T1rϕ+
g−1
(u−1)Ad
∗
ϕ−
u−1
(g−1)
γ,
and
T1(I
∗ ◦ rϕ+
g−1
(u−1)) = T1I
∗ = ι∗,
it follows that
D′∗(α
∗φ) = δ2φ(α(s)) +Adϕ−
u−1
(g−1)δ1φ(α(s)),
and this gives the first form of D∗(α
∗φ). To obtain the second form of D∗(α
∗φ)
from the first one, simply apply Lemma 5.2.18 (a) and the fact that
λ+(Z)(ϕ+
g−1
(u−1)−1)
= −T
(
lϕ+
g−1
(u−1)−1 ◦ rϕ+
g−1
(u−1)−1
)
λ+(Z)(ϕ+
g−1
(u−1)), Z ∈ h. 
Lemma 5.2.21 For all g ∈ G,u ∈ G∗, and Z ∈ h, we have
(a) TuI
∗λ+(Z)(u) = ad∗ZI
∗(u),
(b) Ad∗g T lϕ+
g−1
(u−1)−1λ
+(Z)(ϕ+
g−1
(u−1))
= −Turu−1λ
+(Adϕ−
u−1
(g−1)Z)(u),
(c) T lϕ+
g−1
(u−1)−1λ
+(AdgZ)(ϕ
+
g−1
(u−1))
= −Adϕ+
g−1
(u−1)−1Ad
∗
ϕ−
u−1
(g−1)
Tulu−1λ
+(Z)(u).
Proof. (a) This is the infinitesimal version of the H− equivariance of the map I∗.
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(b)
λ+(Adϕ−
u−1
(g−1)Z)(u)
=
d
dt |0
ϕ+
e
tAd
ϕ
−
u−1
(g−1)
Z (u)
= Tϕ+
ϕ−
u−1
(g−1)−1
λ+(Z)(ϕ+
g−1
(u−1)−1)
= −Tϕ+
ϕ−
u−1
(g−1)−1
Trϕ+
g−1
(u−1)−1T lϕ+
g−1
(u−1)−1λ
+(Z)(ϕ+
g−1
(u−1))
(where we have used Ad∗uZ = Z for u ∈ G
∗, Z ∈ h).
Now Ad∗g = T1ϕ
+
g and by a straightforward calculation using Eqn.(5.1.4), we find
ϕ+g ◦ rϕ+
g−1
(u−1) ◦ ϕ
+
ϕ−
u−1
(g−1)
= ru−1 .
Hence the assertion follows.
(c) We have
λ+(AdgZ)(ϕ
+
g−1
(u−1))
=
d
dt |0
ϕ+
etAdgZ
(ϕ+
g−1
(u−1))
=
d
dt |0
ϕ+
g−1
(
(ϕ+
ϕ−
u−1
(etZ)
(u))−1
)
=
d
dt |0
ϕ+
g−1
(ϕ+
etZ
(u)−1)
by the triviality of the action of G∗ on H
= −Tu−1ϕ
+
g−1
T1ru−1Tulu−1λ
+(Z)(u).
On the other hand, for u˜ ∈ G∗, we find
lϕ+
g−1
(u−1)−1 ◦ ϕ
+
g−1
◦ ru−1(u˜) = ϕ
+
g−1
(u−1)−1ϕ+
ϕ−
u−1
(g−1)
(u˜)ϕ+
g−1
(u−1)
from which we deduce that
T1
(
lϕ+
g−1
(u−1)−1 ◦ ϕ
+
g−1 ◦ ru−1
)
= Adϕ+
g−1
(u−1)−1Ad
∗
ϕ−
u−1
(g−1)
.
The assertion is now clear. 
Proposition 5.2.22 The map α : (S ′, { , }S′) −→ (X, { , }X) is a Poisson map.
Proof. We want to show
{α∗φ, α∗ψ}S′ = α
∗{φ,ψ}X
for all φ,ψ ∈ C∞(X). We shall evaluate {α∗φ, α∗ψ}S′ at s = (h, p, k, q, g, u) ∈ S
′
and set x = α(s).
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By using Lemma 5.2.17 (a.1), (a.2) and Lemma 5.2.20 (a), (b), we have
{α∗φ, α∗ψ}S′(s)
=< Ad∗h−1p, [δ1φ(x), δ1ψ(x)] > − < Ad
∗
k−1q, [δ2φ(x), δ2ψ(x)] >
− < D′(α∗φ), Tglg−1λ
−(D(α∗ψ))(g) −D∗(α
∗ψ) >
+ < D∗(α
∗φ), Turu−1λ
+(D′∗(α
∗ψ))(u) −D′(α∗ψ) >
Now, it follows from Lemma 5.2.20 (c) and (d) (second form) that
Tglg−1λ
−(D(α∗ψ))(g) −D∗(α
∗ψ)
= Tglg−1λ
−(Dψ(x))(g) − δ2ψ(x) −Adg−1δ1ψ(x).
On the other hand, by using Lemma 5.2.20 (c), (d) (first form) and Lemma 5.2.21
(b), we obtain
Turu−1λ
+(D′∗(α
∗ψ))(u) −D′(α∗ψ)
= Turu−1λ
+(δ2ψ(x))(u) −D
′ψ(x).
Consequently,
− < D′(α∗φ), Tg lg−1λ
−(D(α∗ψ))(g) −D∗(α
∗ψ) >
+ < D∗(α
∗φ), Turu−1λ
+(D′∗(α
∗ψ))(u) −D′(α∗ψ) >
=< D′φ(x), δ2ψ(x) > + < Dφ(x), δ1ψ(x) >
− < D′ψ(x), δ2φ(x) > − < Dψ(x), δ1φ(x) >
− < D′φ(x), Tglg−1λ
−(Dψ(x))(g) >
+ T1 + T2 + T3 + T4,
where
T1 =< Ad
∗
g T lϕ+
g−1
(u−1)−1λ
+(δ1φ(x))(ϕ
+
g−1
(u−1)), Tglg−1λ
−(Dψ(x))(g) >
+ < Tglg−1λ
−(T lϕ+
g−1
(u−1)−1λ
+(δ1φ(x))(ϕ
+
g−1
(u−1))(g),D′ψ(x) >,
T2 = − < ι
∗T lϕ+
g−1
(u−1)−1λ
+(δ1φ(x))(ϕ
+
g−1
(u−1)), δ1ψ(x) >,
T3 =< δ1φ(x), ι
∗Turu−1λ
+(δ2ψ(x))(u) >,
T4 =< Ad
∗
u−1Adϕ−
u−1
(g−1)δ1φ(x), Turu−1λ
+(δ2ψ(x))(u) >
− < Ad∗g T lϕ+
g−1
(u−1)−1λ
+(δ1φ(x))(ϕ
+
g−1 (u
−1)), δ2ψ(x) > .
Using the relation
< λ−(γ)(g), v >= − < γ, Tgrg−1λ
−(T ∗1 rgv)(g) >,
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it is immediate that T1 = 0. For the term T2, note that
ι∗T lϕ+
g−1
(u−1)−1 = Tϕ+
g−1
(u−1)I
∗.
Hence it follows from Lemma 5.2.21 (a) that
T2 = − < ad
∗
δ1φ(x)
I∗(ϕ+
g−1
(u−1)), δ1ψ(x) >
= − < I∗(ϕ+
g−1
(u−1)), [δ1φ(x), δ1ψ(x)] > .
Similarly we have
T3 = − < I
∗(u), [δ2φ(x), δ2ψ(x)] > .
Assembling the calculations, we find
{α∗φ, α∗ψ}S′(s) = {φ,ψ}X (x) + T4.
Hence it remains to show that T4 = 0. To do so, we invoke the relation
< λ+(X)(u), ω >= − < X,Tulu−1λ
+(T ∗1 luω)(u) >
and Lemma 5.2.21 (c) to rewrite T4 as
T4 =< δ1φ(x),−ι
∗Adϕ+
g−1
(u−1)−1Ad
∗
ϕ−
u−1
(g−1)
Tulu−1λ
+(δ2ψ(x))(u)
+ ι∗Ad∗
ϕ−
u−1
(g−1)
Tulu−1λ
+(δ2ψ(x))(u) > .
But from the triviality of the Ad∗G∗ action on h, it follows that
ι∗Ad∗
ϕ−
u−1
(g−1)
= ι∗Adϕ+
g−1
(u−1)−1 Ad
∗
ϕ−
u−1
(g−1)
.
Therefore, T4 = 0. 
Combining the above Proposition with Proposition 5.2.16, we have
Corollary 5.2.23 The right action of H × (H ⋉ G∗) on S ′ in Proposition 5.2.16
is admissible, i.e. functions in C∞(S ′) invariant under the action form a Lie
subalgebra of C∞(S ′). Furthermore, the quotient Poisson structure on X ≃ S ′/H×
(H ⋉G∗) coincides with { , }X . 
We shall skip the proof of the next two lemmas.
Lemma 5.2.24 For φ ∈ C∞(X), we have
(a) δ1(β
∗φ) = δ1φ(β(s)),
(b) δ2(β
∗φ) = δ2φ(β(s)),
(c) D′1(β
∗φ) = −ι∗Dφ(β(s)),
(d) D′2(β
∗φ) = ι∗D′φ(β(s)),
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(e)D(β∗φ) = Adϕ+
g−1
(u−1)−1Ad
∗
h−1Dφ(β(s)),
(f)D′∗(β
∗φ) = −Trϕ−
u−1
(g−1)−1λ
−(Ad∗k−1D
′φ(β(s)))(ϕ−
u−1
(g−1)),
where all the partial derivatives and left/right gradients of β∗φ are evaluated at
s = (h, p, k, q, g, u) ∈ S ′. 
Lemma 5.2.25 For all g ∈ G,u ∈ G∗, and γ ∈ g∗, we have
Ad∗g Adϕ+
g−1
(u−1)−1γ = AduAd
∗
ϕ−
u−1
(g−1)−1
γ
− T1ru−1λ
+(Trϕ−
u−1
(g−1)−1λ
−(Ad∗
ϕ−
u−1
(g−1)−1
γ)(ϕ−
u−1
(g−1)))(u).
Proposition 5.2.26 The map β : (S ′, { , }S′) −→ (X, { , }X) is an anti-Poisson
map.
Proof. Let φ,ψ ∈ C∞(X), s = (h, p, k, q, g, u) ∈ S ′ and denote β(s) by x. From
Lemma 5.2.24 (a) - (d) and Lemma 5.2.17 (b.1), we immediately have
{β∗φ, β∗ψ}S′(s)
=< ι∗Dψ(x), δ1φ(x) > − < ι
∗Dφ(x), δ1ψ(x) > − < p, [δ1φ(x), δ1ψ(x)] >
+ < ι∗D′ψ(x), δ2φ(x) > − < ι
∗D′φ(x), δ2ψ(x) > + < q, [δ2φ(x), δ2ψ(x)] >
+ < D′∗(β
∗φ), Tulu−1λ
+(D′∗(β
∗ψ))(u) −Adu−1D
′(β∗ψ) > .
Hence we have to show that
< D′∗(β
∗φ), Tulu−1λ
+(D′∗(β
∗ψ))(u) −Adu−1D
′(β∗ψ) >
=< dGφ(x),Π
#
G(h
−1ϕ−
u−1
(g−1)−1k)dGψ(x) > .
To do so, we apply Lemma 5.2.24 (e), (f) and Lemma 5.2.25, this yields
Tulu−1λ
+(D′∗(β
∗ψ))(u) −Adu−1D
′(β∗ψ)
= −Ad∗
ϕ−
u−1
(g−1)−1
Ad∗h−1Dψ(x).
Consequently,
< D′∗(β
∗φ), Tulu−1λ
+(D′∗(β
∗ψ))(u) −Adu−1D
′(β∗ψ) >
=< Trϕ−
u−1
(g−1)λ
−(Ad∗k−1D
′φ(x))(ϕ−
u−1
(g−1)), Ad∗
ϕ−
u−1
(g−1)−1
Ad∗h−1Dψ(x) >
=< dGψ(x), Tϕ−
u−1
(g−1)(lh−1ϕ−
u−1
(g−1)−1 ◦ rϕ−
u−1
(g−1)−1k)Π
#
G(ϕ
−
u−1
(g−1))
T ∗
ϕ−
u−1
(g−1)
(lh−1ϕ−
u−1
(g−1)−1 ◦ rϕ−
u−1
(g−1)−1k) dGφ(x) >
= − < dGψ(x),Π
#
G(h
−1ϕ−
u−1
(g−1)−1k)dGφ(x) >,
where in the last step, we have used the fact that ΠG is multiplicative and that ΠG
vanishes on H. This completes the proof. 
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As a consequence of the Prop. 5.2.26 and Prop. 5.2.15, we obtain
Corollary 5.2.27 The left action of H × (H ⋉ G∗) on S ′ in Proposition 5.2.15
is admissible (see Cor.5.2.23). Furthermore, the quotient Poisson structure on
X ≃ H × (H ⋉G∗)\S ′ coincides with −{ , }X . 
This completes the proof that S ′ ⇒ X is a symplectic groupoid.
We now turn to the description of the symplectic foliation of X.
Equip H × (H ⋉G∗) with the product of the trivial Poisson Lie group structure on
H and the Poisson Lie group structure of Prop. 5.1.3 on H ⋉G∗. It is easy to see
that the groupoid action Ψ− of Eqn. (5.2.8) restricts to a group action
Ψ˜− : H × (H ⋉G∗)×X −→ X,
given by
((k, (h, u)), (p, g, q)) 7→ Ψ−(h,p,u,k)(p, g, q).
Theorem 5.2.28
(a) Ψ˜− is a left Poisson Lie group action.
(b) The symplectic leaf L(p,g,q) in (X, { , }X) passing through the point (p, g, q) is
the orbit of (p, g, q) under the action Ψ˜− i.e.
L(p,g,q) = {(Ad
∗
h−1p+ I
∗(u),ϕ−u (hgk
−1), Ad∗k−1q + I
∗(ϕ+
hgk−1
(u)))
| (k, (h, u)) ∈ H × (H ⋉G∗)}.
Proof. (a) Equip X with the Poisson bracket of Thm. 2.1.5 and H× (H⋉G∗) with
the Poisson Lie bracket
{φ,ψ}(k, (h, u)) = ∂∗φ(u)Π∗(u)∂∗ψ(u)
of Prop. 5.1.3. We have to show that the action
Ψ˜− : H × (H ⋉G∗) × X −→ X
((k, (h, u)), (p, g, q)) 7→ (Ad∗h−1p+ I
∗(u), ϕ−u (hgk
−1), Ad∗k−1q + I
∗(ϕ+
hgk−1
(u)))
satisfies
{f ◦ Ψ˜−, f ′ ◦ Ψ˜−}H×(H⋉G∗)×X = {f, f
′}X ◦ Ψ˜
−. (P )
To begin with, a direct calculation making use of the equivariance of I∗, Eqn.
(5.1.4), and the triviality of the action of G∗ on H yields the following expressions
for the partial derivatives of f ◦ Ψ˜− at ((k, (h, u), p, g, q) ∈ H × (H ⋉G∗)×X :
∂∗(f ◦ Ψ˜
−) = T ∗uru−1
(
ιδ1f −Π
r(ϕ−u (hgk
−1))Df +Adϕ−u (hgk−1)ιδ2f
)
,
δ1(f ◦ Ψ˜
−) = Adh−1δ1f,
δ2(f ◦ Ψ˜
−) = Adk−1δ2f,
∂ (f ◦ Ψ˜−) = T ∗g lg−1
(
Adϕ+
hg
(u)−1Ad
∗
kD
′f +Πl∗(ϕ
+
hg(u))ιAdk−1δ2f
)
,
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where Πr (resp. Πl∗) stands for the Poisson tensor of G (resp. G
∗) in the right
(resp. left) invariant frame.
We shall restrict ourselves to an outline of the main steps of the calculation of
lhs(P )−rhs(P ). We use the shorthand notation dij = (lhs)ij(P )−(rhs)ij(P ), i, j ∈
{1, 2, ⋆}, where 1 (resp. 2) stands for f = p∗1φ (resp. f = p
∗
2φ), φ ∈ C
∞(h∗), and ⋆
stands for f = p∗Gψ, ψ ∈ C
∞(G). Thus for example
d1∗ = {p
∗
1φ ◦ Ψ˜
−, p∗Gψ ◦ Ψ˜
−}H×(H⋉G∗)×X − {p
∗
1φ, p
∗
Gψ}X ◦ Ψ˜
−.
We now compute dij for the various cases.
(1) d11 =< ιδφ,Π
r
∗(u)ιδψ > − < I
∗(u), [δφ, δψ] >= 0 by Lemma 5.2.21 (a).
(2)
d22 = −2 < ιAdk−1δφ,Π
l
∗(ϕ
+
hg(u))ιAdk−1δψ > + < ιδφ,Π
l
∗(ϕ
+
hgk−1
(u))ιδψ >
+ < Adϕ−u (hgk−1)ιδφ,Π
r
∗(u)Adϕ−u (hgk−1)ιδψ >
+ < ιAdk−1δφ,Π
l
∗(ϕ
+
hg(u))Π
l(g)Πl∗(ϕ
+
hg(u))ιAdk−1δψ > .
Using the fact that the action H × G∗ −→ G∗ : (k, v) 7→ ϕ+k−1(v) is Hamiltonian,
we have
Πl∗(ϕ
+
hgk−1
(u)) = Πl∗(ϕ
+
k−1
(ϕ+hg(u))) = Ad
∗
k−1Π
l
∗(ϕ
+
hg(u))Adk−1 (E.1)
while, since Π is multiplicative and vanishes on H ⊂ G, we obtain
Πl(hgk−1) = AdkΠ
l(g)Ad∗k. (E.2)
Therefore,
d22 = − < ιδφ,Π
l
∗(ϕ
+
hgk−1
(u))ιδψ >
+ < Adϕ−u (hgk−1)ιδφ,Π
r
∗(u)Adϕ−u (hgk−1)ιδψ >
+ < ιδφ,Πl∗(ϕ
+
hgk−1
(u))Πl(hgk−1)Πl∗(ϕ
+
hgk−1
(u))ιδψ > .
Next, observe that the Poisson property of ϕ+ : G∗ ×G −→ G∗ may be written as
Ad∗
ϕ−u (x)
Πr∗(u)Adϕ−u (x)
= Adϕ+x (u)
(
−Πl∗(ϕ
+
x (u))Π
l(x)Πl∗(ϕ
+
x (u)) + Π
l
∗(ϕ
+
x (u))
)
Ad∗
ϕ+x (u)
.
Thus, d22 = 0 follows from Ad
∗
vιZ = ιZ, Z ∈ h, v ∈ G
∗.
(3)
d12 = < ιδφ,
(
Πr∗(u)Adϕ−u (hgk−1) −Ad
∗
g−1h−1Π
l
∗(ϕ
+
hg(u))Adk−1
)
ιδψ >
= < ιδφ,
(
Πr∗(u)Adϕ−u (hgk−1) −Ad
∗
(hgk−1)−1Π
l
∗(ϕ
+
hgk−1
(u)
)
ιδψ > .
But it follows from Lemma 5.2.21 (b) that
Ad∗x−1 Π
l
∗(ϕ
+
x (u))ιZ = Adu−1Π
r
∗(u)Adϕ−u (x)ιZ.
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Thus, d12 = 0 follows from Ad
∗
uιZ = ιZ.
(4)
d1⋆ =− < ιδφ,Π
r
∗(u)Π
r(ϕ−u (hgk
−1)Dψ >
− < ιδφ,Ad∗g−1h−1Adϕ+
hg
(u)−1Ad
∗
kAd
∗
ϕ−u (hgk−1)
Dψ > + < ιδφ,Dψ > .
which, upon using ϕ−u (hgk
−1) = ϕ−u (hg)k
−1 and the multiplicativity
Πr(ϕ−u (hg)k
−1) = Πr(ϕ−u (hg)),
becomes
d1⋆ =< ιδφ,
(
−Πr∗(u)Π
r(ϕ−u (hg)) −Ad
∗
(hg)−1Adϕ+
hg
(u)−1Ad
∗
ϕ−u (hg)
+ Id
)
Dψ > .
But by taking the derivative at t = 0 in the identity
ϕ−u (e
tXx) = ϕ−u (e
tX)ϕ−
ϕ+
etX
(u)
(x)
and dualizing immediately yields
Id = AduAd
∗
x−1Adϕ+x (u)−1Ad
∗
ϕ−u (x)
+Πr∗(u)Π
r(ϕ−u (x)). (E.3)
Thus d1⋆ = 0 again follows from the triviality of Ad
∗
G∗ on h.
(5)
d2⋆ = < ιδφ,
(
−Ad∗
ϕ−u (hgk−1)
Πr∗(u)Π
r(ϕ−u (hgk
−1))Ad∗
ϕ−u (hgk−1)−1
+Ad∗k−1Π
l
∗(ϕ
+
hg(u))Π
l(g)Adϕ+
hg
(u)−1Ad
∗
k
)
D′ψ > .
Now, by taking the derivative at t = 0 in the identity
kϕ−v (e
tX)k−1 = ϕ−
ϕ+
k−1
(v)
(ketXk−1)
and dualizing, we find
Adv−1Ad
∗
k = Ad
∗
kAd(ϕ+
k−1
v)−1 . (E.4)
Therefore,
d2⋆ = < ιδφ,
(
−Ad∗
ϕ−u (hgk−1)
Πr∗(u)Π
r(ϕ−u (hgk
−1))Ad∗
ϕ−u (hgk−1)−1
+Πl∗(ϕ
+
hgk−1(u))Π
l(hgk−1)Adϕ+
hgk−1
(u)−1
)
D′ψ >,
where we have also used the identities (E.1) and (E.2) above.
Next, by taking the derivative at t = 0 of the expression
ϕ+x (ue
tΛ) = ϕ+
ϕ−
etΛ
(x)
(u)ϕ+x (e
tΛ),
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we obtain
Id = Adϕ+x (u)−1Ad
∗
ϕ−u (x)
AduAd
∗
x−1 +Π
l
∗(ϕ
+
x (u))Π
l(x). (E.5)
Combining (E.3) with (E.5) then yields
Ad∗
ϕ−u (x)
Πr∗(u)Π
r(ϕ−u (x))Ad
∗
ϕ−u (x)−1
= Adϕ+x (u)Π
l
∗(ϕ
+
x (u))Π
l(x)Adϕ+x (u)−1 .
Thus Ad∗uZ = Z implies d2⋆ = 0.
(6)
d⋆⋆ =
− < D′φ,Adϕ−u (hgk−1)−1Π
r(ϕ−u (hgk
−1))Πr∗(u)Π
r(ϕ−u (hgk
−1))Ad∗
ϕ−u (hgk−1)−1
D′ψ >
+ < D′φ,
(
−AdkAd
∗
ϕ+
hg
(u)−1
Πl(g)Adϕ+
hg
(u)−1Ad
∗
k +Π
l(ϕ−u (hgk
−1))
)
D′ψ > .
Here we use the Poisson property of ϕ− : G∗ × G −→ G which may be expressed
in the form
Adϕ−u (x)−1Π
r(ϕ−u (x))Π
r
∗(u)Π
r(ϕ−u (x))Ad
∗
ϕ−u (x)−1
= −Ad∗
ϕ+x (u)−1
Πl(x)Adϕ+x (u)−1 +Π
l(ϕ−u (x)).
Therefore,
d⋆⋆ = < D
′φ,Ad∗
ϕ+
hgk−1
(u)−1
Πl(hgk−1)Adϕ+
hgk−1
(u)−1D
′ψ >
− < D′φ,AdkAd
∗
ϕ+
hg
(u)−1
Πl(g)Adϕ+
hg
(u)−1Ad
∗
kD
′ψ > .
Thus, d⋆⋆ = 0 follows from the identities (E.2) and (E.4).
This concludes the verification that lhs(P )− rhs(P ) = 0.
(b) This follows from a general result of Weinstein according to which the symplectic
leaf passing through (p, g, q) of the base X in the full symplectic realization
S
β˜H ւ ց α˜H
X X
of Theorem 5.2.13 is given by α˜H
(
β˜−1H (p, g, q)
)
. 
To conclude the paper we give two corollaries of Thm 5.2.28.
First, for the special case when R = 0, we have G∗ = g∗, I∗ = ι∗ : g∗ → h∗,
ϕ+g = Ad
∗
g , and ϕ
−
u = Id. Therefore, the Poisson Lie group structure onH×(H×g
∗)
is given by
(k, (h,A)) · (k′, (h′, A′)) = (kk′, (hh′, A+Ad∗h−1A
′))
{f, g}H×(H×g∗)(k, (h,A)) =< A, [δf, δg] >,
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and the group action becomes
ψ˜−0 : H × (H ⋉ g
∗)×X −→ X
((k, (h,A)), (p, g, q)) 7→ (Ad∗h−1A+ ι
∗(A), hgk−1, Ad∗k−1q + ι
∗(Ad∗hgk−1A)).
Corollary 5.2.29 (Symplectic leaves for R = 0)
(a) ψ˜−0 is a left Poisson Lie group action
(b) The symplectic leaf L(p,g,q) in (X, { , }X) passing through the point (p, g, q) is
the orbit of (p, g, q) under the action ψ˜−0 . 
Next, we consider the symplectic foliation of a Poisson quotient which we now
introduce. Recall from Theorem 2.1.4 (b) that X has a pair of Hamiltonian H−
actions with α and β as momentum maps respectively. Combining the two actions,
we obtain the action
h · (p, g, q) = (Ad∗h−1p, hgh
−1, Ad∗h−1q) (5.2.15)
which is also Hamiltonian and its equivariant momentum map is given by J = α−β.
Now, 0 ∈ h∗ is clearly a regular value of J and the corresponding isotropy subgroup
isH. Hence it follows from Poisson reduction [MR] that J−1(0)/H inherits a Poisson
structure { , }J−1(0)/H satisfying
{f1, f2}J−1(0)/H ◦ π = {f˜1, f˜2}X ◦ i. (5.2.16)
Here, i : J−1(0)→ X is the inclusion map, π : J−1(0)→ J−1(0)/H is the canonical
projection, f1, f2 ∈ C
∞(J−1(0)/H), and f˜1, f˜2 are (locally defined) smooth exten-
sions of π∗f1, π
∗f2 with differentials vanishing on the tangent spaces of the H−
orbits.
Corollary 5.2.30 The symplectic leaves of (J−1(0)/H, { , }J−1(0)/H) are given by
the connected components of L(p,g,q)
⋂
J−1(0)/H, (p, g, q) ∈ X.
Proof. This is a consequence of the theorem and a result in [MR], as the triple
(X,J−1(0), E) is Poisson reducible, where E is the tangent space to the H− orbits
of the action in (5.2.15). 
Clearly, the symplectic leaves of the quotient G/H × U in Proposition 3.2.5 can
also be obtained in a similar way.
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Appendix.
A1. Proof of Proposition 2.2.3.
The most general bivector field on X is of the form
Π(df, dg)(p, x, q) = K1(δ1f, δ1g) +K2(δ2f, δ2g) +R(δ1f, δ2g)
−R(δ1g, δ2f) + P1(δ1f, ∂g)− P1(δ1g, ∂f)
+ P2(δ2f, ∂g)− P2(δ2g, ∂f) + PG(∂f, ∂g),
where Ki, R, Pi, PG are evaluated at (p, x, q).
Set
Ω(ω,Z1,Z2,Z3) =
(
(Z1, ω, Z2), (−Z2, T
∗
y (ry−1 ◦ lx)ω,Z3), (−Z1,−T
∗
xyry−1ω,−Z3)
)
,
and denote
(
Π⊕Π⊕−Π
)(
(p, x, q), (q, y, r), (p, xy, r)
)
by Πm. Fix a reference point
q0 ∈ U. We have
Πm(Ω(0,Z,0,0),Ω(0,0,Z′,0)) = 0⇔ R = 0
Πm(Ω(0,Z,0,0),Ω(0,Z′,0,0)) = 0⇔ K1(p, x, q) = K1(p, 1, q0) =: K(p)
Πm(Ω(0,0,Z,0),Ω(0,0,Z′,0)) = 0⇔ K2(p, x, q) = −K(q).
Now,
Πm(Ω(ω,0,0,0),Ω(0,Z′,0,0)) = 0⇔ P1(p, x, q)(Z
′, ω) = P1(p, xy, r)(Z
′, T ∗xyry−1ω).
Setting successively y = 1, r = q0, and x = 1, ω = T
∗
1 ryω
′ in the latter equality
yields
P1(p, y, r)(Z
′, ω′) = P1(p, 1, q0)(Z
′, T ∗1 ryω
′) =:< A1(p)Z
′, T ∗1 ryω
′ > .
Similarly
Πm(Ω(ω,0,0,0),Ω(0,0,0,Z′)) = 0⇔
P2(p, x, r)(Z
′, ω) = P2(q0, 1, r)(Z
′, T ∗1 lxω) =:< A2(r)Z
′, T ∗1 lxω > .
Moreover,
Πm(Ω(ω,0,0,0),Ω(0,0,Z′,0)) = 0⇔ A1(p) = A2(p).
It only remains to demand that Πm(Ω(ω,0,0,0),Ω(ω′,0,0,0)) = 0. But working in the
right invariant frame PG(ω, ω
′) =< T ∗1 rxω,P (T
∗
1 rxω
′) >, the latter condition is
equivalent to the cocycle property
P (p, xy, r) = P (p, x, q) +Adx P (q, y, r)Ad
∗
x.
Hence the assertion. 
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We have to check the Jacobi identity for the bracket
{f, g}X(p, x, q) =< p, [δ1f, δ1g] > − < q, [δ2f, δ2g] >
− < Aχ(p)δ1f,Dg > − < Aχ(q)δ2f,D
′g >
+ < Aχ(p)δ1g,Df > + < Aχ(q)δ2g,D
′f >
+ < Df,P (p, x, q)Dg > .
We shall use (up to sign) the same notation Jijk as in the text. If a ∈ h, we define
(as in [EV]) the functions a1, a2 ∈ C
∞(U × G × U) by a1(p, h, q) =< p, a > and
a2(p, h, q) =< q, a > . Finally, for Y ∈ g, the left (resp. right) invariant vector field
on G whose value at 1 is Y will be denoted by Y l (resp. Y r).
We now compute Jijk for the various cases.
First of all, it is clear that Jijk = 0, i, j, k ∈ {1, 2}.
On the other hand, we have
J∗12 = {{p
∗
Gf, a1}, b2}+ {{a1, b2}, p
∗
Gf}+ {{b2, p
∗
Gf}, a1}
= (Aχ(q)(b))
l (Aχ(p)(a))
r(f)(x)− (Aχ(p)(a))
r(Aχ(q)(b))
l(f)(x) = 0.
while
J∗11 = {{p
∗
Gf, a1}, b1}+ {{a1, b1}, p
∗
Gf}+ {{b1, p
∗
Gf}, a1}
= − < dAχ(p) · ad
∗
bp · a,Df(x) > +(Aχ(p)b)
l(Aχ(p)a)
l(f)(x)
− < Aχ(p)[a, b],Df(x) > + < dAχ(p) · ad
∗
ap · b,Df(x) >
− (Aχ(p)(a))
l(Aχ(p)b)
l(f)(x)
=< dAχ(p) · ad
∗
ap · b− dAχ(p) · ad
∗
bp · a
+ [Aχ(p)a,Aχ(p)b]−Aχ(p)([a, b]),Df(x) > .
Similarly,
J∗22 =< −dAχ(p) · ad
∗
ap · b+ dAχ(p) · ad
∗
bp · a
− [Aχ(p)a,Aχ(p)b] +Aχ(p)([a, b]),D
′f(x) > .
So J∗ij = 0, i, j ∈ {1, 2} ⇔ Aχ : h
∗ × h −→ g is a morphism of Lie algebroids.
Now,
J1∗∗ = {a1, {p
∗
Gf, p
∗
Gg}}+ {p
∗
Gf, {p
∗
Gg, a1}} + {p
∗
Gg, {a1, p
∗
Gf}}
=< Df, δ1P · ad
∗
ap ·Dg > −(Aχ(p)a)
r(PDg)r(f)
− < Df,DP ·Aχ(p)(a) ·Dg > +(Aχ(p)a)
r(PDf)r(g)
+ < dAχ(p) · (Aχ(p)
∗Df) · a,Dg > −(PDf)r(Aχ(p)a)
r(g)
− < dAχ(p) · (Aχ(p)
∗Dg) · a,Df > +(PDg)r(Aχ(p)a)
r(f)
=< Df, δ1P · ad
∗
ap ·Dg + adAχ(p)a(P (Dg)) >
+ < Df,P (ad∗Aχ(p)aDg)−DP · (Aχ(p)a) ·Dg >
+ < dAχ(p) · (Aχ(p)
∗Df) · a,Dg > − < dAχ(p) · (Aχ(p)
∗Dg) · a,Df > .
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Similarly,
J2∗∗ =< Df,−δ2P · ad
∗
aq ·Dg −D
′P · (Aχ(q)(a)) ·Dg >
+ < dAχ(q) · (Aχ(q)
∗D′f) · a,D′g > − < dAχ(q) · (Aχ(q)
∗D′g) · a,D′f > .
Writing the groupoid 1- cocycle as
P (p, x, q) = −l(p) + π(x) +Adxl(q)Ad
∗
x,
we have
δ1P · Λ = −dl(p) · Λ
DP ·X = dπ(1)(X) + adX π(x) + π(x) ad
∗
X
+ adX Adx l(q)Ad
∗
x +Adx l(q)Ad
∗
x ad
∗
X
δ2P · Λ = Adx dl(q) · ΛAd
∗
x
D′P ·X = Adx dπ(1) ·X Ad
∗
x +Adx adX l(q)Ad
∗
x
+Adx l(q)ad
∗
X Ad
∗
x
Inserting the latter into J1∗∗ and J2∗∗ yields
J∗∗1 = 0⇔ J∗∗2 = 0⇔
< α, (dl(p)ad∗ap+ adAχ(p)al(p) + l(p)ad
∗
Aχ(p)a
+ dπ(1)Aχ(p)a)β >
= + < dAχ(p) · (A
∗
χ(p)α) · a, β > − < dAχ(p) · (Aχ(p)
∗β) · a, α >,
∀α, β ∈ g∗, a ∈ h.
Finally,
J∗∗∗ ={p
∗
Gf, {p
∗
Gg, p
∗
Gh}}+ c.p.(f, g, h)
=< Dg, δ1P · (Aχ(p)
∗Df) ·Dh+ δ2P · (Aχ(p)
∗D′f) ·Dh >
− (PDf)r(PDh)r(g) + (PDf)r(PDg)r(h)
− < Dg,DP · (PDf) ·Dh > +c.p.(f, g, h),
which may easily be brought to the form stated in Thm 2.2.5 (b). 
A3. Proof of Theorem 5.1.4.
We have to show that the graph of the multiplication
Gr(m) ⊂ Γ× Γ× Γ
is a coisotropic submanifold. We use (as in (5.1.6)) the notation φlh(v) = φ
l
v(h) =
ϕ+
h−1
(v), h ∈ H, v ∈ G∗. We have
Gr(m) =
{
(
(h,Ad∗k−1q + I
∗(v), u), (k, q, v), (hk, q, uφlh(v))
)
| h, k ∈ H,u, v ∈ G∗, q ∈ h∗},
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therefore
T∗(Gr(m)) = {
(
(Z1,−Ad
∗
k−1 ad
∗
(Tklk−1Z2)
q +Ad∗k−1λ+ Tv(I
∗)V,U),
(Z2, λ, V ), (TklhZ2 + ThrkZ1, λ, Turφl
h
(v)U + Tφl
h
(v)lu(Thφ
l
vZ1 + Tvφ
l
hV )
)
| Z1 ∈ ThH,Z2 ∈ TkH,λ ∈ h
∗, U ∈ TuG
∗, V ∈ TvG
∗}.
Hence Ω ∈
(
T∗Gr(m)
)⊥
if and only if
Ω =
(
(−T ∗h rkµ− T
∗
h (lu ◦ φ
l
v)A, z1,−T
∗
urφlh(v)A),
(−T ∗k lhµ− T
∗
k lk−1ad
∗
(Ad
k−1z1)
q, z2,−T
∗
v I
∗z1 − T
∗
v (lu ◦ φ
l
h)A),
(µ,−Adk−1z1 − z2, A)
)
,
for some µ ∈ T ∗hkH, z1, z2 ∈ h, A ∈ T
∗
uφl
h
(v)
G∗. For Ω,Ω′ ∈
(
T∗Gr(m)
)⊥
, we have
(Π⊕Π⊕−Π)(Ω,Ω′) =< T ∗hrkµ
′ + T ∗h (lu ◦ φ
l
v)A
′, T1lhz1 >
− < T ∗hrkµ+ T
∗
h (lu ◦ φ
l
v)A,T1lhz
′
1 > − < Ad
∗
k−1q + I
∗(v), [z1, z
′
1] >
− < T ∗urφl
h
(v)A,λ
+(T ∗1 lu(T
∗
urφl
h
(v)A
′))(u) >
+ < T ∗k lhµ
′ + T ∗k lk−1ad
∗
(Ad
k−1z
′
1)
q, T1lkz2 >
− < T ∗k lhµ+ T
∗
k lk−1ad
∗
(Adk−1z1)
q, T1lkz
′
2 > − < q, [z1, z
′
1] >
− < T ∗v I
∗z1 + T
∗
v (lu ◦ φ
l
h)A,λ
+(T ∗1 lv(T
∗
v I
∗z′1 + T
∗
v (lu ◦ φ
l
h)A
′))(v) >
− < µ′, T1lhk(Adk−1z1 + z2) > + < µ, T1lhk(Adk−1z
′
1 + z
′
2) >
+ < q, [Adk−1z1 + z2, Adk−1z
′
1 + z
′
2] > + < A,λ
+(T ∗1 luφl
h
(v)A
′)(uφlh(v)) > .
We now treat separately the three types of terms which do not obviously cancel
out:
(1) := − < I∗(v), [z1, z
′
1] > − < T
∗
v I
∗z1, λ
+(T ∗1 lv T
∗
v I
∗z′1)(v) > .
Since I∗ is a morphism of groups, I∗◦lv(w) = I
∗(u)+I∗(w) therefore T1(I
∗◦lv) = ι
∗,
and hence
TvI
∗λ+(T ∗1 (I
∗ ◦ lv)z
′
1)(v) = TvI
∗λ+(ι(z′1))(v)
=
d
dt |0
I∗(φl
e
tι(z′
1
)(v)
=
d
dt |0
Ad∗
e
tι(z′
1
)(I
∗(v)) = ad∗z′1I
∗(v).
Thus (1) = 0.
(2) :=− < T ∗urφl
h
(v)A,λ
+(T ∗1 lu(T
∗
urφl
h
(v)A
′))(u) >
− < T ∗v (lu ◦ φ
l
h)A,λ
+(T ∗1 lv(T
∗
v (lu ◦ φ
l
h)A
′))(v) >
+ < A,λ+(T ∗1 luφlh(v)A
′)(uφlh(v)) > .
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Let Π∗ be the Poisson tensor of G
∗. We have
(2) = Π∗(u)(T
∗
urφl
h
(v)A, T
∗
urφl
h
(v)A
′)
+ Π∗(v)(T
∗
v (lu ◦ φ
l
h)A, T
∗
v (lu ◦ φ
l
h)A
′)−Π∗(uφ
l
h(v))(A,A
′)
= +Π∗(v)(T
∗
v (lu ◦ φ
l
h)A, T
∗
v (lu ◦ φ
l
h)A
′)−Π∗(φ
l
h(v))(T
∗
φl
h
(v)luA, T
∗
φl
h
(v)luA
′),
where in the last equality we have used the multiplicativity of Π∗. Thus (2) = 0
follows from the Hamiltonian property of φlh : G
∗ −→ G∗.
(3) :=< T ∗h (lu ◦ φ
l
v)A
′, T1lhz1 > − < T
∗
v I
∗z1, λ
+(T ∗1 lv(T
∗
v (lu ◦ φ
l
h)A
′))(v) > .
We have
< T ∗h (lu ◦ φ
l
v)A
′, T1lhz1 > =< A
′, T1(lu ◦ φ
l
v ◦ lh)z1 >
=< A′, T1(lu ◦ φ
l
h ◦ φ
l
v)z1 >
=< T ∗v (lu ◦ φ
l
h)A
′, T1φ
l
vz1 >,
and T ∗v I
∗ = T ∗v lv−1 ◦ ι. Therefore
(3) = < T ∗v (lu ◦ φ
l
h)A
′, T1φ
l
v(z1) > + < T
∗
v lv−1 ι(z1),Π∗(v)(T
∗
v (lu ◦ φ
l
h)A
′) >
= < T ∗v (lu ◦ φ
l
h)A
′, T1φ
l
v(z1)−Π∗(v)(T
∗
v lv−1 ι(z1)) >= 0.
Hence the proof. 
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