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Abstract. We consider an ideal Fermi gas confined to a geometric structure con-
sisting of a central region – the sample – connected to several infinitely extended
ends – the reservoirs. Under physically reasonable assumptions on the propaga-
tion properties of the one-particle dynamics within these reservoirs, we show that
the state of the Fermi gas relaxes to a steady state. We compute the expected value
of various current observables in this steady state and express the result in terms
of scattering data, thus obtaining a geometric version of the celebrated Landauer-
Büttiker formula.
1 Introduction
The study of transport phenomena in the quantum regime has attracted a lot of interest over
the last decades, especially within the realm of condensed matter physics. The main efforts
have been devoted to the development of computational tools for the calculation of steady
state properties of a confined quantum system (the sample) driven out of thermal equilibrium
by mechanical or thermodynamical forces. This physical setup is conveniently described
by an open-system model where the sample S is coupled to large (eventually infinitely ex-
tended) heat and particle reservoirs R1,R2, . . . (see Figure 1). Thermodynamical forces are
implemented by the initial state of the joint system S +R1+R2+ ·· · . More precisely, each
reservoirRk is prepared in a thermal equilibrium state with its own intensive thermodynamic
parameters: inverse temperature βk , chemical potential µk ,. . . In the physics literature, this is
sometimes called “the partitioned scenario”, reflecting the fact that each reservoir has to be
prepared individually before being connected to the sample. Mechanical forcing is obtained
by imposing (possibly time dependent) potential bias in the reservoirs, the initial state of the
system being a joint thermal equilibrium state of the coupled systemS +R1+R2+·· · . This
is the so called “partition free scenario”, see [CCNS, C].
Whether such an open system, prepared in a given initial state, actually relaxes to a steady
state is a more delicate question which can not be treated by formal arguments and requires
a precise control of quantum dynamics. To the best of our knowledge, the first rigorous re-
sults on this fundamental problem of nonequilibrium quantum statistical mechanics were
obtained by Lebowitz and Spohn [Sp1, Sp2, Sp3, LS] in the case of thermodynamical forc-
ing. Besides providing simple and efficient criteria ensuring relaxation to a steady state in
the van Hove scaling limit (weak coupling), they have also studied the basic thermodynamic
properties of these steady states: strict positivity of entropy production and linear response
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S
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Figure 1: A sampleS coupled to M reservoirsR1, . . . ,RM .
theory. In the same limit, Davies and Spohn have studied the linear response of confined
quantum systems to mechanical drives [DSp]. These works rely on Davies’ results on the
weak coupling limit [D1, D2] (see also the recent extension of Davies’ theory by Derezin´ski
and de Roeck [DdR1, DdR2]) and therefore only provide a coarse time resolution of transport
phenomena.
In these notes we shall consider the simplest case, beyond the weak coupling limit, amenable
to rigorous analysis: the transport properties of an ideal Fermi gas (e.g., of an electronic gas
in the approximation of independent electrons commonly used in solid state physics). Due
to the absence of interactions, the nonequilibrium properties of such a gas can be derived
from the quantum dynamics of a one-particle system. We shall concentrate more specifically
on the Landauer-Büttiker formalism which relates the steady currents through a sample con-
nected to several fermionic reservoirs at different chemical potentials to the scattering data
associated with the coupling of the sample to the reservoirs (we shall provide a more detailed
discussion of the Landauer-Büttiker formalism in Section 3.4.7).
Relaxation to a nonequilibrium steady state (NESS) for an ideal Fermi gas in the partitioned
scenario was first obtained by Araki and Ho [AH]. These Authors studied the large time asymp-
totics of the isotropic XY spin chain prepared in a state with different temperatures on its left
and and right ends (the XY chain can be mapped to an ideal Fermi gas on a 1D lattice by a
Jordan-Wigner transformation). Their result has been extended to the anisotropic XY chain
in [AP] using a different approach, advocated by Ruelle [R4], and based on scattering theory.
In Ruelle’s approach, the NESS is expressed in terms of the initial state of the gas and the
Møller operator describing the scattering of a particle from the reservoirs by the sample (see
Section 5.5). However, to derive the Landauer-Büttiker formula which expresses the steady
state currents in terms of transmission probabilities (i.e., scattering matrix) requires further
work. This was first achieved in [AJPP2, N] within the stationary formalism of scattering the-
ory and for more general classes of ideal Fermi gases driven by thermodynamical forces (see
also Section 7 in [AJPP1] and [CNWZ]).
In the case of mechanical forcing (in the partition-free scenario), a linearized Landauer-Büt-
tiker formula (i.e., a formula for the conductivity of the sample) was obtained by Cornean et
al. in [CJM, CDNP]. However, relaxation to a NESS did not follow from the linear response
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approach used in these works and was first proved in [CDP]1. Finally, a complete (non-linear)
Landauer-Büttiker formula for the steady currents was derived in [CGZ]. A unified treatment
of the partitioned/partition-free NESS can be found in [CMP2].
In both scenarios a necessary condition for the coupled/biased system S +R1+·· · to relax
to a NESS is that its final, fully coupled/biased, one-particle Hamiltonian has empty singular
spectrum. In that case, the NESS only depends on the initial states of the reservoirs and on
the final one-particle Hamiltonian. It is, in particular, independent of the initial state of the
sample and of the (possibly time-dependent) switching of the coupling/bias [CNZ, CMP2]. In
fact, the presence of eigenvalues in the one-particle Hamiltonian of the fully coupled/biased
system produces oscillations which prevent relaxation to a steady state [Ste, KKSG]. These
oscillations are carried by the eigenfunctions of the Hamiltonian and hence are typically lo-
calized near the sample. Current measurements performed deep into the reservoirs are there-
fore immune to this effect [CGZ]. If the singular continuous spectrum of the final Hamilto-
nian is empty, then the oscillations induced by its eigenvalues can also be washed out by
time-averaging the state of the system. The time-averaged state relax to a steady state which,
however, depends on the initial state of the sample and on the history of the coupling/bias
[AJPP2, CGZ, CJN].
Before turning to a detailed review of the content of these notes, let us mention some impor-
tant results in the same line of research but which will not be covered here.
Ruelle’s scattering approach also works in the presence of weak local interactions (i.e., many
body interactions that are sufficiently well localized in position and momentum). In this case,
the Møller operator of Hilbert space scattering theory is replaced by a Møller morphism act-
ing on the C∗-algebra O of observables of the coupled system (O is typically the gauge in-
variant part of the C∗-algebra generated by fermionic creation/annihilation operators sat-
isfying the canonical anti-commutation relations, see Section 3.2). This morphism can be
constructed by controlling the Dyson expansion of the interaction picture propagator act-
ing on O , using the techniques of [BM1, BM2]. Relaxation to a NESS of a locally interact-
ing Fermi gas in the partitioned scenario was first proved by Fröhlich et al. [DFG, FMU].
Linear response theory (including a central limit theorem) for such NESS was developed in
[JOP1, JOP2, JPP]. Using similar techniques, a mathematical theory of basic thermodynamic
processes in ideal and locally interacting Fermi gases has been developed in [FMSU]. A uni-
fied approach to both partitioned/partition-free NESS of locally interacting Fermi gases was
developed in [CMP1, CMP2] where basic properties of the NESS Green-Keldysh correlation
functions were also derived.
The spectral analysis of Liouvilleans provides an alternative to Ruelle’s scattering approach to
the construction of NESS. A Liouvillean for the coupled system S +R1+·· · is an operator L
acting on a Hilbert space which carries a representation of the C∗-algebraO and such that the
group t 7→ eitL implements the dynamics (see [P2, DJP, JOPP]). For systems with finitely ex-
tended reservoirs the Liouvillean is essentially determined by the Hamiltonian. There is how-
1For identical intensive thermodynamic parameters, the partitioned/partition-free scenarios lead to distinct
NESS.
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ever much more freedom in the choice of a Liouvillean if the reservoirs are infinitely extended.
The Liouvillean approach has been successfully used to prove return to equilibrium of a con-
fined system connected to a single heat bath [JP1, JP2, JP3, JP4, Me, BFS3, DJ1, DJ2, FM]. An
extension of this technique to nonequilibrium situations was developed in [JP6] to prove re-
laxation to a steady state of a N-level system coupled to several fermionic reservoirs. Merkli,
Mück and Sigal have extended this result to the technically more involved case of bosonic
reservoirs [MMS]. In these works, the steady state is characterized by a spectral resonance
of a Liouvillean which is constructed with the help of operator algebraic techniques derived
from the fundamental results of [HHW, To, Ta]. Due to the use of spectral deformation tech-
niques in the resonance analysis, the method requires quite strong regularity assumptions
on the coupling of the sample to the reservoir. It does however provide a very detailed infor-
mation on the dependence of the NESS on this coupling (a convergent perturbative expan-
sion). A similar approach was used by Fröhlich, Merkli and Sigal [FMS] to study the ionization
process in a thermal field. We shall also mention a series of works by Abou Salem and Fröh-
lich [AF1, AF2, AF3] who exploit the Liouvillean approach to derive some of the basic laws
of thermodynamics from microscopic quantum dynamics. We refer the reader to the article
of Schach Møller [SM] in this volume for a detailed exposition of the spectral theory of some
important classes of Liouvilleans.
A third approach to the relaxation problem has been developed by de Roeck and Kupiainen in
[dRK1, dRK2] (see also [dR1]). It uses Davies’ weak coupling approximation of the dynamics
as a starting point for a systematic expansion of the true, fully coupled dynamics. The control
of this expansion is technically more involved than the analysis required in the Liouvillean
approach, but it is very robust and only requires minimal assumptions on the coupling to the
reservoir (essentially the existence of the Davies approximation with a spectral gap). How-
ever, the method does not provide much information on the dependence of the NESS on the
coupling.
The material presented in these notes is partly based on the PhD thesis of the first Author [Sa].
It can be read as a pedagogical introduction to some contemporary aspects of the mathemat-
ics of nonequilibrium quantum statistical mechanics. The main objectives are:
• To prove relaxation of an ideal Fermi gas under thermodynamical drive using Ruelle’s
approach and geometric time-dependent scattering theory based on the Mourre esti-
mate. This framework has many advantages over the stationary scattering theory used
in the previous works on the subject. Our main assumptions, which ensure good prop-
agation properties at large distance from the sample, concerns the reservoirs. They are
easily checked for reservoirs with a simple geometry. Mourre theory gives us a simulta-
neous control over the propagation properties and the singular spectrum of the coupled
system. Finally, with the use of the two Hilbert space formalism, we avoid the decou-
pling of the sample by artificial boundary conditions. The scattering matrix obtained in
this way is explicitly independent of any decoupling scheme, which represents a serious
conceptual advantage.
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• To show that the properly defined NESS expectation of a current observable can be ex-
pressed in terms of scattering data by a geometric version of the Landauer-Büttiker for-
mula. Our approach has been deeply inspired by the works of Avron et al. [AEGS1,
AEGS2, AEGS3] and more specifically [AEGSS] who treat the similar problem of charge
transport in quantum pumps in the adiabatic regime (and prove the Büttiker-Prêtre-
Thomas formula [BTP]).
Our main results are Proposition 5.14 and Theorem 5.15, which guarantee the existence and
uniqueness of the NESS under physically reasonable conditions. Under a few additional as-
sumptions, we prove a geometric version of the Landauer-Büttiker formula in Theorem 6.7.
The organization of these notes is as follows:
• In Section 2 we describe the necessary mathematical background for our work. The goal
here is essentially to introduce the basic tools and the notation that will be used in the
following sections.
• Section 3 is a brief introduction to nonequilibrium statistical mechanics of open quan-
tum systems, and more specifically, -free fermionic systems. We introduce the concept
of NESS and describe Ruelle’s scattering method for its construction.
• Section 4 is a thorough discussion of commutators of Hilbert space operators and their
use in spectral analysis. It introduces the elements of Mourre theory which will be nec-
essary for controlling the singular spectrum and the propagation properties of quasi-
free fermionic systems.
• Section 5 is dedicated to the construction of NESS using the geometric theory of multi-
channel scattering and propagation estimates.
• In Section 6 we discuss current observables and compute their expectation values in the
NESS, deriving the geometric Landauer-Büttiker formula.
• The appendices A and B contain a few technical proofs that we deemed appropriate to
be separated from the main part of these notes.
Acknowledgments. This work was partly supported by ANR (grant 09-BLAN-0098). We are
grateful to Y. Barsheshat for his help in translating parts of the PhD thesis of the first Author
included in this notes. C.-A.P. is also grateful to V. Jakšic´, to the Department of Mathematics
and Statistics at McGill University and to CRM (CNRS - UMI 3457) for hospitality and generous
support during his stay in Montreal where parts of this work were done.
8
A Geometric Approach to the Landauer-Büttiker Formula
2 Mathematical background
In this section we briefly review the necessary mathematical background. The main purpose
is to setup our notation. The covered material is very basic and the exposition is in telegraphic
style, without formal proofs. The readers familiar with spectral analysis in Hilbert spaces and
operator algebras can safely jump over to the next section.
In Subsection 2.1 we introduce the fundamentals of spectral analysis of operators on a Hilbert
space, paying particular attention to self-adjoint operators and to the scattering theory of
the associated unitary groups. These are the common tools used in the mathematical study
of quantum dynamics, i.e., solutions to the Schrödinger equation, either time-dependent or
time-independent. Among the numerous techniques developed to study the properties of the
solutions to this equation, those based on the work of Mourre will play a central role in these
notes. These techniques will be the object of a more detailed discussion in Section 4.
Subsection 2.2 is a brief introduction to the theory of operator algebras and more particularly
C∗-algebras. From the perspective of the material covered in these notes, the relevance of this
subject is marginal. It does however play an important role in the more general context of the
mathematical theory of quantum statistical mechanics. As we have already noted in the gen-
eral introduction, the development of this theory saw a revival in the last decade, essentially
revolving around transport problems in nonequilibrium systems. These recent developments
were built upon the foundations of the algebraic approach to equilibrium quantum statistical
mechanics developed in the 1960s and 1970s.
2.1 Spectral analysis and scattering theory
In this section we recall some fundamental results of spectral analysis of self-adjoint operators
on a Hilbert space, as well as the basics of scattering theory. The material covered in this
section is treated in full detail in [RS1]–[RS4].
2.1.1 Closed operators and bounded operators
If A,B are non-empty sets we denote by 〈a,b〉 the elements of the Cartesian product A×B so
as to not generate confusion with the following notation.
LetH be a Hilbert space. We denote by
H ×H −→ C
〈u, v〉 7→ (u, v),
the inner product ofH , which is anti-linear in its first argument and linear in its second one.
Riesz’ representation theorem guarantees that any continuous linear functional ` : H → C
can be written in the form `(v) = (u, v) for some u ∈H . The ortho-complement of a sub-
set V ⊂H is defined by V ⊥ = {u ∈H | (v,u) = 0 for all v ∈ V }. It is a closed subspace of H
and V ⊥⊥ is the smallest closed subspace of H containing V . An automorphism of H is a
9
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linear and isometric bijection from H onto itself. H ×H equipped with its natural vector
space structure and the inner product (〈u, v〉,〈u′, v ′〉) = (u,u′)+ (v, v ′) is a Hilbert space and
K : 〈x, y〉 7→ 〈y, x〉 and J : 〈x, y〉 7→ 〈−y, x〉 define automorphisms of H ×H . A net uα in H
converges weakly to u ∈H if the net (v,uα) converges to (v,u) for all v ∈H . In this case we
write
w− lim
α
uα = u.
An operator onH is a linear map A :D→H , where D is a subspace ofH . We say that D is
the domain of A which we denote by Dom(A). A is densely defined if its domain is dense in
H . The range and the kernel of A are the subspaces Ran(A)≡ {Au |u ∈Dom(A)} and Ker(A)≡
{u ∈Dom(A) |Au = 0} respectively. A is surjective if Ran(A)=H and injective if Ker(A)= {0}.
The graph of an operator A onH is the the subspace
Gr(A)≡ {〈u, Au〉 |u ∈Dom(A)},
of H ×H . The graph norm of A is the norm defined by ‖u‖A = ‖u‖+‖Au‖ on Dom(A). An
operator A is completely characterized by its graph. Moreover, a subspace G ⊂H ×H is
the graph of an operator iff 〈0, v〉 ∈ G implies v = 0. If A and B are two operators such that
Gr(A)⊂Gr(B) we say that B is an extension of A and we write A ⊂ B . An operator A is closed
if its graph is closed inH ×H , and this is the case iff Dom(A), equipped with the graph norm
of A, is a Banach space. If A is both closed and bijective, then Gr(A−1)=KGr(A) and thus A−1
is also closed. If the closure Gr(A)cl of the graph of A in H ×H is a graph we say that A is
closable and we define its closure as the operator Acl such that Gr(Acl) = Gr(A)cl. It is clear
that Acl is the smallest closed extension of A, that is to say that if B is closed and A ⊂ B , then
Acl ⊂ B . An operator A is densely defined iff J(Gr(A)⊥) is a graph. In this case, the adjoint of
A is the operator A∗ defined by Gr(A∗)= J(Gr(A)⊥). A∗ is closed and its domain is given by
Dom(A∗)= {u ∈H | sup
v∈Dom(A),‖v‖=1
|(u, Av)| <∞}.
(A∗u, v) = (u, Av) holds for all 〈u, v〉 ∈Dom(A∗)×Dom(A), in particular Ker(A∗) = Ran(A)⊥.
A is closable iff A∗ is densely defined. In this case Acl = A∗∗ and Acl∗ = A∗.
An operator A is bounded if there exists a constant C such that Gr(A) ⊂ {〈u, v〉 |‖v‖ ≤C‖u‖}.
One easily verifies that A is continuous as a map from Dom(A) to H iff it is bounded. A
bounded operator is obviously closable and its closure coincide with its unique continuous
extension to the closure of Dom(A). In particular a bounded densely defined operator A has
a unique continuous extension Acl with domain Dom(Acl) =H . Acl is closed and bounded.
The collection of all bounded operators with domainH is denoted byB(H ). It is a Banach
algebra (actually a C∗-algebra, see Section 2.2) with norm
‖A‖ ≡ sup
u∈H ,‖u‖=1
‖Au‖. (1)
By the closed graph theorem, an operator A with domain H is bounded iff it is closed. If
A is bounded and densely defined, then Dom(A∗) =H and A∗ is bounded. Furthermore,
‖A∗‖ = ‖A‖ and ‖A∗A‖ = ‖A‖2.
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A bounded net Aα in B(H ) is strongly (resp. weakly) convergent if the net Aαu is conver-
gent (resp. weakly convergent) for every u ∈H . In this case, there exists A ∈ B(H ) such
that limα Aαu = Au for all u ∈ H (resp. limα(u, Aαv) = (u, Av) for all u, v ∈ H ), and we
write s− limαAα = A (resp. w− limαAα = A). If A(1)α , . . . , A(n)α are bounded nets in B(H ) and
s− limαA( j )α = A( j ) for all j then s− limαA(1)α · · ·A(n)α = A(1) · · ·A(n).
The resolvent set of a closed operator A is defined by
Res(A)= {z ∈C |Ker(A− z)= {0} and Ran(A− z)=H },
thus z ∈ Res(A) if and only if (A− z) : Dom(A) →H is a bijection. In this case, the operator
RA(z) ≡ (A− z)−1 :H →Dom(A) is called the resolvent of A at z. It is a closed operator with
domain H , and is thus bounded. It satisfies the functional equation RA(z)−RA(z ′) = (z −
z ′)RA(z)RA(z ′) (so called first resolvent equation) for all z, z ′ ∈ Res(A). If follows that for z0 ∈
Res(A)
RA(z)=
∞∑
n=0
RA(z0)
n+1(z− z0)n ,
this Neumann series being norm convergent for |z− z0| < ‖RA(z0)‖−1. Thus, the resolvent set
of A is open, and the mapping z 7→ RA(z) is an analytic function from Res(A) to B(H ). The
closed set Sp(A) ≡ C \ Res(A) is called the spectrum of A. A point a ∈ Sp(A) is an eigenvalue
of A if there exists a non-zero vector u ∈ Dom(A) such that Au = au. We say that u is an
eigenvector of A associated to the eigenvalue a.
If H and K are two Hilbert spaces, most of the preceding facts easily generalize to linear
maps A from Dom(A) ⊂H to K . We denote by B(H ,K ) the Banach space of continuous
operators fromH toK equipped with the norm (1).
2.1.2 Self-adjoint operators
An operator A is called symmetric if A ⊂ A∗, self-adjoint if A = A∗, and essentially self-adjoint
if A∗∗ = A∗. An essentially self-adjoint operator A is closable and its closure Acl = A∗∗ is self-
adjoint. In this case, we say that Dom(A) is a core of Acl.
An operator A is symmetric if and only if (u, Au) ∈ R for all u ∈Dom(A). Such an operator is
self-adjoint iff Ran(A± i)=H and it is essentially self-adjoint iff Ran(A± i) is dense inH .
IfK is a closed subspace ofH thenH =K ⊕K ⊥, i.e., any u ∈H has a unique representa-
tion u = x+ y with x ∈K and y ∈K ⊥. Moreover the Pythagoras theorem ‖u‖2 = ‖x‖2+‖y‖2
holds. The decomposition u = x + y defines a bounded operator P : u 7→ x satisfying P =
P 2 = P∗. We call P the orthogonal projection ontoK . Note that Q = I −P is the orthogonal
projection ontoK ⊥. Reciprocally, if P ∈B(H ) satisfies P = P 2 = P∗ then it is the orthogonal
projection onto the closed subspace Ran(P )=Ker(I−P ) and I−P is the orthogonal projection
onto Ker(P )=Ran(I −P ).
IfK is a closed subspace ofH and J is an operator with domainH such that ‖Ju‖ = ‖u‖ for
all u ∈K and Ju = 0 for all u ∈K ⊥ then Ker(J ) =K ⊥ and R ≡ Ran(J ) is a closed subspace
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ofH . J is thus a isometric bijection fromK intoR. We say that J is a partial isometry with
initial space K and final space R. One verifies that J J∗ is the orthogonal projection onto
R and J∗ J is the orthogonal projection onto K . If K =R =H then J J∗ = J∗ J = I and J is
unitary.
If A is self-adjoint, then Sp(A)⊂R. If we also have that Sp(A)⊂ [0,∞[, then A is called positive
and we write A ≥ 0. A self-adjoint operator is positive if and only if (u, Au) ≥ 0 for all u ∈
Dom(A). If C is a closed operator then C∗C with the domain Dom(C∗C )= {u ∈Dom(C ) |Cu ∈
Dom(C∗)} is positive. Conversely, every positive operator is of this form.
Every closed operator A has a unique polar decomposition A = J |A| where |A| ≥ 0 and J is a
partial isometry with initial space Ran(A∗)cl = Ker(A)⊥ and final space Ran(A)cl = Ker(A∗)⊥.
Moreover, |A| is the square root of the positive operator A∗A constructed with the help of
functional calculus which we shall now describe.
Spectral theorem 1. Let Bb(R) be the algebra of bounded Borel functions from R to C. If A is
self-adjoint, there exists a unique morphism φA : Bb(R)→B(H ) such that
(i) φA( f )=φA( f )∗.
(ii) ‖φA( f )‖ ≤ supa∈Sp(A) | f (a)|.
(iii) If limn fn(a)= f (a) for all a ∈ Sp(A) and supn,a∈Sp(a) | fn(a)| <∞ then
lim
n
φA( fn)u =φA( f )u,
for all u ∈H .
(iv) If f ≥ 0 then φA( f )≥ 0.
(v) If Au = au then φA( f )u = f (a)u.
(vi) If z ∈Res(A) and f (a)= (a− z)−1 then φA( f )=RA(z).
We call this morphism the functional calculus associated with A and we write f (A) = φA( f ).
We say that a bounded operator B commutes with A if B f (A) = f (A)B for all f ∈ Bb(R). A
subspace K ⊂H is A-invariant if f (A)K ⊂K for all f ∈ Bb(R). It reduces A if in addition
K ⊥ is also A-invariant. If K reduces A we define the part of A in K to be the self-adjoint
operator on Dom(A)∩K obtained by restricting A to this subspace. We also define the part
of the spectrum of A inK as Sp(A|K )≡ Sp(A|K ∩Dom(A)).
Spectral theorem 2. It follows from the functional calculus that for all u ∈H the map f 7→
(u, f (A)u) is a continuous linear functional on C∞(R), the Banach space of continuous func-
tions from R to C which tend to 0 at infinity, equipped with the norm ‖ f ‖∞ ≡ supx∈R | f (x)|.
The Riesz-Markov theorem implies that there exists a finite measure µu , with µu(R) = ‖u‖2,
and such that
(u, f (A)u)=
∫
f (a)dµu(a).
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µu is the spectral measure of A associated with u.
Let u ∈H and Hu = { f (A)u | f ∈C∞(R)}cl. The map f 7→ f (A)u from C∞(R) →Hu satisfies
‖ f (A)u‖ = ‖ f ‖L2(R,dµu ). It extends continuously to a unitary operator Uu : L2(R,dµu) →Hu
such that, if Mg denotes the multiplication operator f 7→ g f on L2(R,dµu), Uu Mg = g (A)Uu .
IfH is separable, one can easily show that there exists a countable family (un)n∈N ⊂H such
thatH =⊕n∈NHun . In this way we obtain a unitary map U :⊕n∈N L2(R,dµn)→H such that,
if g denotes the operator⊕nun 7→ ⊕n g un , then Ug = g (A)U . Alternatively stated, A is unitarily
equivalent to the operator of multiplication by the variable a in the space ⊕n∈N L2(R,dµn(a)).
One can show thatH =Hpp(A)⊕Hac(A)⊕Hsc(A) where
Hpp(A)≡ {u ∈H |µu is purely atomic}∪ {0},
Hac(A)≡ {u ∈H |µu is Lebesgue-absolutely continuous}∪ {0},
Hsc(A)≡ {u ∈H |µu is Lebesgue-singular without atoms}∪ {0},
are mutually orthogonal subspaces reducing A. We denote by Ppp(A), Pac(A) and Psc(A) the
orthogonal projections onto these subspaces and we define App, Aac, and Asc to be the parts
of A in each of these subspaces. Hpp(A) is the subspace spanned by the eigenvectors of A.
The pure point, absolutely continuous, and singular spectra of A are defined by
Sppp(A)≡ {a ∈R |a is an eigenvalue of A},
Spac(A)≡ Sp(Aac),
Spsc(A)≡ Sp(Asc),
and we have that Sp(A)= Sppp(A)cl∪Spac(A)∪Spsc(A).
The singular spectrum of A is Spsing(A) = Sppp(A)cl ∪ Spsc(A). Its discrete spectrum is the
set Spdisc(A) of all its isolated eigenvalues a having finite multiplicity, i.e., such that the corre-
sponding eigenspace Ker(A−a) is finite dimensional. The essential spectrum of A is Spess(A)=
Sp(A) \ Spdisc(A).
Spectral theorem 3. If 1∆ is the indicator function of a Borel set∆⊂R, then E A(∆)≡ 1∆(A) is an
orthogonal projection. It is the spectral projection of A associated with ∆. Its image reduces
A and we have that Sp(A|RanE∆(A)) = Sp(A)∩∆ ⊂ ∆ and Sp(A|KerE∆(A))∩∆ is empty. The
family {E∆(A) |∆⊂Rmeasurable} is called the spectral family of A. Stone’s formula relates the
spectral family to the resolvent of A: for all u ∈H one has
1
2
(E A([a,b])+E A(]a,b[))u = lim
ε↓0
1
2pii
∫ b
a
(RA(a+ iε)u−RA(a− iε)u) da, (2)
and, in particular, if a,b are not eigenvalues of A,
E A([a,b])u = E A(]a,b[))u = lim
ε↓0
1
2pii
∫ b
a
(RA(a+ iε)u−RA(a− iε)u) da.
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Alternatively, the spectral family of A can be interpreted as a measure with values in the or-
thogonal projections of H . It is thus related to the spectral measures previously introduced
by writing dµu(a)= (u,dE A(a)u) and we can formulate the functional calculus as
(u, f (A)v)=
∫
f (a)(u,dE A(a)v).
We also use the conventional notation F (A ∈∆)= E∆(A) and, by extension, F (A ≥ a)= E[a,∞[(A),
etc...
The following criterion for the absence of singular spectrum is often useful. Let∆be a bounded
open interval in R and assume that there exists a dense setD ⊂H such that
sup
Re(z)∈∆,Im(z)6=0
|( f ,RA(z) f )| <∞,
for all f ∈ D. It follows that Spsing(A)∩∆ = ;, the spectrum of A in ∆ is purely absolutely
continuous.
Spectral theorem 4. For n ∈N≡N∪ {∞} we write
[1:n]≡

; if n = 0;
{1, . . . ,n} i f n ∈N;
N∗ i f n =∞.
A function n :R→N is measurable if n−1({k}) is measurable for all k ∈N. A family of separable
Hilbert spaces (ha)a∈R is measurable if n(a) ≡ dimha ∈N defines a measurable function. Let
µ be aσ-finite Borel measure onR. Suppose that forµ-almost every a ∈R, (en(a))n∈[1:n(a)] is an
orthonormal basis ofha . By setting en(a)= 0 when n > n(a) and when the basis (en(a))n∈[1:n(a)]
is not defined, we can assume that en(a) is defined for every a ∈ R, n ∈ N (such a family is
called a measurable orthonormal basis). Let X0 be the set of functions u : a 7→ u(a) defined µ-
almost everywhere on R, with values in ∪a∈Rha , such that u(a) ∈ ha for µ-almost all a ∈R and
a 7→ (en(a),u(a))ha are measurable for all n ∈ N. If u, v ∈ X0 is it clear that a 7→ (u(a), v(a))ha
is also measurable. Two functions u, v ∈ X0 are equivalent if they agree µ-almost everywhere.
The collection of equivalence classes of elements of X0 such that ‖u‖2 ≡
∫ ‖u(a)‖2ha dµ(a)<∞
is a separable Hilbert space with the inner product (u, v) = ∫ (u(a), v(a))ha dµ(a). This space
is independent of choice of the family (en(a))n∈[1:n(a)], up to an isomorphism. We call it the
direct integral of the family (ha)a∈R and we denote it by∫ ⊕
hadµ(a). (3)
The spaces ha are called the fibers of this space. If one assumes that hk ≡ `2([1 : k]), the Hilbert
space of dimension k, and ∆k ≡ {a | dimha = k} for k ∈ N, one can show that the space (3) is
isomorphic to the space ⊕
k∈N
L2(∆k ,dµ)⊗hk .
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If t (a) ∈B(ha) for µ-almost all a ∈ R with C ≡ µ−esssupa∈R‖t (a)‖ <∞ and if (u(a), t (a)v(a))
is measurable for all measurable functions u, v , we say that t (·) is a µ-measurable family of
bounded operators. In this case, (Tu)(a) ≡ t (a)u(a) defines a bounded operator T on the
Hilbert space (3) and ‖T ‖ =C . We refer to Chapter 7 of [BS] for more details.
If A is a self-adjoint operator on the separable Hilbert space H , then there exists a measure
µ, a measurable family of Hilbert spaces (ha)a∈R and a unitary map
U :H →
∫ ⊕
hadµ(a),
such that
Dom(A)= {u ∈H |
∫
a2‖(U u)(a)‖2ha dµ(a)<∞},
and, for all u ∈Dom(A), (U Au)(a)= a(U u)(a) for µ-almost all a ∈R.
If the spectrum of A is pure point, then the measure µ is purely atomic. Its atoms are the
eigenvalues a of A and the fibers ha are the corresponding eigenspaces of A. If the spectrum
of A is purely absolutely continuous, one can choose µ to be the Lebesgue measure. In this
case the set
{u ∈H | ess− sup
a∈R
‖(U u)(a)‖ha <∞},
is a dense subspace of H . This applies in particular to the operators App = A|Hpp(A) and
Aac = A|Hac(A).
If B ∈B(H ) commutes with A, there exists a µ-measurable family b(·) of bounded operators
such that (U B f )(a)= b(a)(U f )(a) for µ-almost all a ∈R.
The Helffer-Sjöstrand Formula. For sufficiently smooth functions f , it is possible to give an
explicit representation of the operator f (A). Multiple constructions of this type exist. We will
mainly use the Helffer-Sjöstrand formula, which is well adapted to the case where f ∈ S(R)
where
S(R)≡ { f ∈C∞(R) | sup
x∈R
〈x〉β+n |∂nx f (x)| <∞ for some β> 0 and all n ≥ 0},
(with 〈x〉 ≡ (1+x2)1/2) and in particular for f ∈C∞0 (R), the set of infinitely differentiable func-
tions which vanish outside of a compact set. We denote by supp f the support of such a func-
tion, that is to say the smallest closed set F ⊂R such that f = 0 on R\ F .
For f ∈C∞(R) and n ∈N, let f˜ :C→C be defined by
f˜ (x+ iy)≡χ(y〈x〉−1)
n+1∑
j=0
f ( j )(x)
(iy) j
j !
, (4)
where χ ∈ C∞0 (]− 1,1[) is such that χ(y) = 1 in a neighborhood of y = 0. We remark that,
apart from the factor χ, (4) is a formal Taylor expansion of order n about the point x of the
function f (x+ iy). For functions of z = x+ iy we will use the notation from complex analysis
∂= (∂x − i∂y )/2, ∂= (∂x + i∂y )/2 and dz = dx+ idy , dz = dx− idy . A simple calculation yields
∂∂ j f˜ (x)= 0, ∂ j f˜ (x)= f ( j )(x),
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for all x ∈ R and j ∈ {0, . . . ,n}, and this is why f˜ is called an almost-analytic extension of f of
order n. One easily shows that:
(i) There exists a constant C (which depends only on n) such that∫
|(∂ f˜ )(x+ iy)| |y |−1− j dy ≤C
n+2∑
k=0
〈x〉k−1− j | f (k)(x)|, (5)
for j ∈ {0, . . . ,n}.
(ii) If f ∈C∞0 (R) then f˜ ∈C∞0 (C) and
supp f˜ ⊂ {z = x+ iy |x ∈ supp f , |y | ≤ 〈x〉}.
Moreover, the functional calculus implies that ‖(x+ iy − A)−1‖ ≤ |y |−1. Using these properties
and starting with Stone’s formula (2) an integration by parts shows that
1
j !
f ( j )(A)=− 1
pi
∫
C
∂ f˜ (x+ iy)(x+ iy − A)−1− j dxdy = 1
2pii
∫
C
∂ f˜ (z)(z− A)−1− j dz∧dz, (6)
for j ∈ {0, . . . ,n} and f ∈C∞0 (R) (see [HS] and [D4], Section 2.2 for a direct approach to spectral
theory from the Helffer-Sjöstrand formula). An approximation argument further shows that
(6) remains valid if f ∈C n+2(R) is such that∫
〈x〉k−1| f (k)(x)|dx <∞,
for k ∈ {0, . . . ,n+2} and in particular if f ∈ S(R).
2.1.3 Compact operators
An operator C ∈B(H ) is compact if {Cu |u ∈H ,‖u‖ = 1}cl is a compact subset ofH . The set
L∞(H ) of all compact operators onH is a closed two-sided ∗-ideal of the C∗-algebraB(H )
(see Section 2.2).
Let A be a self-adjoint operator on H . An operator B on the same Hilbert space is called
A-bounded (resp. A-compact) if Dom(A) ⊂ Dom(B) and there exists z0 ∈ Res(A) such that
B(z0−A)−1 is bounded (resp. compact). In this case, it follows from the first resolvent identity
that B(z− A)−1 is bounded (resp. compact) for all z ∈ Res(A). Weyl’s theorem asserts that if B
is symmetric and A-compact then A+B is self-adjoint on Dom(A) and Spess(A+B)= Spess(A).
In the remaining of this subsection, we shall assume thatH is separable. An operator onH
is finite rank if Ran(A) is finite dimensional. The set Lfin(H ) of all finite rank operators on
H is a ∗-subalgebra ofB(H ) and is dense inL∞(H ) (in the norm topology ofB(H )). This
leads to the result that if C ∈L∞(H ) and w− lim
α
uα = u then limαCuα =Cu.
If A ∈L∞(H ) is self-adjoint, then Spcont(A)= Spac(A)∪Spsc(A) is empty. Furthermore, Sppp(A)
is at most countable and can only accumulate at 0. For all a ∈ Sppp(A) \ {0}, Ker(A−a) is finite
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dimensional. We can therefore deduce that there exists a set N , which is at most countable,
such that A =∑n∈N anun(un , · ) where {an |n ∈N }= Sppp(A) \ {0} and (un)n∈N is an orthonor-
mal family of eigenvectors Aun = anun . More generally, if A ∈L∞(H ), it follows from the
polar decomposition A = J |A| that
A = ∑
n∈N (A)
κn(A) vn(un , · ).
The numbers κn(A)> 0 are called singular values of A. Their squares κn(A)2 are eigenvalues
of the positive compact operator A∗A. The un form an orthonormal family of eigenvectors
A∗Aun = κn(A)2un while the vn = Jun form an orthonormal family of eigenvectors of A A∗,
A A∗vn = κn(A)2vn .
A simple but very convenient compactness criterion on the Hilbert space L2(Rn) is due to
Rellich. Let F and G be two measurable functions on Rn with the following property: for any
K > 0 there exists R > 0 such that |F (x)| >K and |G(x)| >K for almost every x ∈Rn with |x| >R.
Denote by F and G the operators of multiplication by the corresponding functions on L2(Rn)
and let F : L2(Rn) → L2(Rn) denote the Fourier transform. If C is a bounded operator such
that FC and GFC are bounded then C is compact.
For 1≤ p <∞, the von Neumann-Schatten class
L p (H )≡
{
A ∈L∞(H )
∣∣∣‖A‖p ≡
( ∑
n∈N (A)
κn(A)
p
)1/p
<∞
}
,
is a two-sided ∗-ideal of B(H ) and a Banach space equipped with the norm ‖ · ‖p . For all
C ∈L p (H ) and B ∈B(H ), ‖BC‖p ≤ ‖B‖‖C‖p . We will mainly focus on the space L 1(H ),
the elements of which are called trace class operators onH . For all A ∈L 1(H ) and for any or-
thonormal basis (ui )i∈I ofH , the series
∑
i∈I (ui , Aui ) is absolutely convergent. Furthermore,
its sum is independent of the choice of basis, and we call this sum the trace of A, denoting it
by tr(A). One clearly has
tr(A)= ∑
a∈Sp(A)
a dimKer(A−a).
Moreover, the following inequality holds
|tr(A)| ≤ ∑
n∈N (a)
κn(A)= tr(|A|)= ‖A‖1, (7)
for all A ∈ L 1(H ). More generally, A ∈ L p (H ) if and only if |A|p ∈ L 1(H ) and ‖A‖p =
tr(|A|p )1/p . If dimH <∞ thenL p (H ) =B(H ) for all 1 ≤ p ≤∞ and in this case it is a well
known fact that the trace is cyclic, that is to say that tr(AB) = tr(B A) for all A,B ∈B(H ). In
the infinite dimensional case, the cyclic property of the trace holds when one of the operators
involved is trace class: if A ∈L 1(H ) and B ∈B(H ) then
tr(AB)= tr(B A).
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If A ∈L 1(H ), it follows from the estimate (7) that the infinite product
det(I + A)= ∏
a∈Sp(A)
(1+a)dimKer(A−a),
is convergent and satisfies
|det(1+ A)| ≤ e‖A‖1 .
Let 1≤ p, q ≤∞ be such that p−1+q−1 = 1. If A ∈L p (H ) and B ∈L q (H ) then AB ∈L 1(H )
and the Hölder inequality ‖AB‖1 ≤ ‖A‖p ‖B‖q holds. If 1 < p ≤ ∞, the topological dual of
L p (H ) isL q (H ). The dual ofL 1(H ) isB(H ). The Banach spaceL p (H ) is thus reflexive
if 1< p <∞, but not if p = 1 or p =∞. In all cases the duality is given by 〈A,B〉 7→ tr(AB).
Finally, we note that if Aα is a bounded net in B(H ) such that s− lim
α
Aα = A ∈B(H ) and
B ∈L p (H ) then limα AαB = AB holds inL p (H ).
2.1.4 Unitary groups and scattering theory
If H is self-adjoint, the functional calculus shows that U (t ) ≡ eit H , t ∈ R, defines a family of
operators onH such that
(i) U (t ) is unitary.
(ii) U (0)= I .
(iii) U (t )U (s)=U (t + s).
(iv) For all u ∈H , t 7→U (t )u is a continuous function from R toH .
We call such a family {U (t ) | t ∈R} a strongly continuous unitary group. Stone’s theorem states
the converse; namely that if {U (t ) | t ∈ R} is a strongly continuous unitary group on H , then
there exists a self-adjoint operator H such that U (t )= eit H . Furthermore,
Hu = lim
t→0
U (t )u−u
it
,
Dom(H) being the subspace of all u ∈H such that the above limit exists.
Let H be a self-adjoint operator on H . The “core theorem” states that if D ⊂ Dom(H) is a
dense subspace ofH such that eit HD ⊂D for all t ∈R, then it is a core for H . A special instance
of such aD is the set Cω(H) of vectors u with the property that the continuous function u(t )≡
eit H u has an entire analytic extension C 3 z 7→ u(z) ∈H . The elements of the dense subspace
Cω(H) are called entire vectors of the group eit H .
If u ∈Hac(H), it follows from Riemann-Lebesgue’s lemma that
w− lim
|t |→∞
eit H u = 0.
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The density ofLfin(H ) inL
∞(H ) allows to conclude that if C is a compact operator then
lim
|t |→∞
C eit H Pac(H)u = 0, (8)
for all u ∈H .
Unitary groups play a central role in quantum dynamics. In fact, they provide the solution to
the Cauchy problem for Schrödinger’s time dependent equation
i∂t ut =Hut ,
in the form ut = e−it H u0. The dynamical properties of solutions to this equation depend on
the spectral properties of the generator H , the Hamiltonian of the system. The unitary groups
U (t )= e−it H is called propagator of the system.
In this section, we review a few classical results of scattering theory in the Hilbert space frame-
work (see [DG, RS3, Y] for more details). We will return to the subject in more detail in Section
5.4.
Consider two strongly continuous unitary groups: e−it H0 representing the free dynamics of
the system and e−it H a perturbation of this free dynamics. We say that the state u ∈H is
asymptotically free as t →±∞ if there exists u± ∈H such that
lim
t→±∞‖e
−it H u−e−it H0 u±‖ = 0. (9)
u− (u+) is the incoming (outgoing) asymptote of u. The condition (9) is clearly equivalent to
any of the two following ones
lim
t→±∞‖e
it H0 e−it H u−u±‖ = 0, lim
t→±∞‖e
it H e−it H0 u±−u‖ = 0. (10)
The fundamental problems of scattering theory are: (i) to determine the set of asymptotically
free states, i.e., the set of u ∈H for which the limits
u± = lim
t→±∞e
it H0 e−it H u,
exist; (ii) the construction of a scattering operator which maps the incoming asymptote u−
into the corresponding outgoing one u+.
We remark that if u is an eigenvector of H , then the above limits can only exist if u is also an
eigenvector of H0 with the same eigenvalue. Since the eigenvectors of H have a particularly
simple time evolution under the group e−it H (they are stationary states), it is natural to restrict
our attention to the subspaceHpp(H)⊥. This motivates the following definition of asymptotic
completeness.
Definition 2.1 Let H0 and H be two self-adjoint operators on the Hilbert spaceH .
(1) The Møller operatorsΩ±(H , H0) exist if the limits
Ω±(H , H0)u = lim
t→±∞e
it H e−it H0 Pac (H0)u, (11)
exist for all u ∈H . In this case,Ω±(H , H0) are clearly bounded operators onH .
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(2) The Møller operatorsΩ±(H , H0) are complete if
RanΩ+(H , H0)=RanΩ−(H , H0)=Hac(H).
(3) They are asymptotically complete if
RanΩ+(H , H0)=RanΩ−(H , H0)=Hpp(H)⊥.
The logic behind these definitions is the following. If Ω±(H , H0) exist, then they are partial
isometries with initial spaceHac(H0) and final space Ran(Ω±(H , H0)). Since obviously
eit HΩ±(H , H0)=Ω±(H , H0)eit H0 ,
one easily concludes that Ran(Ω±(H , H0)) reduces H , thatΩ±(H , H0)Dom(H0)⊂Dom(H) and
that the intertwining relation HΩ±(H , H0)u =Ω±(H , H0)H0u holds for all u ∈Dom(H0). Thus
the part of H in Ran(Ω±(H , H0)) is unitarily equivalent to H0,ac and hence Ran(Ω±(H , H0))⊂
Hac(H). If Ω±(H , H0) are complete, then they are unitary as maps from Hac(H0) to Hac(H)
and it follows from the equivalence of the two relations (10) that
Ω±(H , H0)∗u = lim
t→±∞e
it H0 e−it H Pac(H)u =Ω±(H0, H)u,
i.e., the Møller operators Ω±(H0, H) also exist and are adjoints to Ω±(H , H0). Thus any u ∈
Hac(H) has incoming/outgoing asymptotes u± = Ω±(H0, H)u. The scattering operator S :
u− 7→ u+ is given by
S =Ω+(H0, H)Ω−(H , H0)=Ω+(H , H0)∗Ω−(H , H0),
and is unitary onHac(H0). Finally, if in addition H has empty singular continuous spectrum
then asymptotic completeness holds and the set of asymptotically free states is Hac(H) =
Hpp(H)⊥.
The basic method for showing the existence of the Møller operatorsΩ±(H , H0) is due to Cook.
It is based on the fact that if a function f is differentiable and if f ′ ∈ L1(R), then
lim
t→±∞ f (t )= f (0)±
∫ ∞
0
f ′(±t )dt .
We thus have that
Ω±(H , H0)u = u± i
∫ ∞
0
e±it H (H −H0)e∓it H0 u dt ,
if ‖(H−H0)e∓it H0 u‖ is integrable. This representation is the starting point of many techniques
used in scattering theory. In particular, if one can decompose H −H0 = ∑ j B∗j A j , then the
Cook representation can we rewritten as
(v,Ω±(H , H0)u)= (v,u)± i
∑
j
∫ ∞
0
(B j e
∓it H v, A j e∓it H0 u)dt ,
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and the Cauchy-Schwarz inequality naturally leads to Kato’s definition of smooth perturba-
tion. A closed operator A is called H-smooth if there exists a constant C such that∫ ∞
−∞
‖Aeit H u‖2 dt ≤C‖u‖2,
for all u ∈H . Smoothness is easily localized w.r.t. the spectrum of H : A is said to be H-smooth
on the measurable subset ∆ ⊂ R if the operator A1∆(H) is H-smooth. If Dom(H) ⊂ Dom(A)
and
sup
Re(z)∈∆,Im(z)6=0
‖A(H − z)−1 A∗‖ <∞, (12)
then A is H-smooth on ∆cl.
2.2 C∗-Algebras
In statistical mechanics it is often useful, and sometimes necessary, to consider infinitely ex-
tended systems with an infinite number of (classical) degrees of freedom. This is commonly
referred to as the thermodynamic limit. This is the case, for example, for the construction of
nonequilibrium steady states (NESS): in a confined system with a finite number of degrees of
freedom there is no dissipative mechanism which would allow it to approach a steady state.
In more technical terms, the spectrum of the Hamiltonian H of a confined system is purely
discrete and hence its propagator eit H is an almost-periodic function of time which implies
that the dynamics is recurrent.
In quantum mechanics, the structure of the algebra of observables of a system with a finite
number of degrees of freedom essentially determines the Hilbert space in which these observ-
ables are represented by operators (this is the content of the Stone-von Neumann theorem,
see theorem VIII.14 in [RS1]). This is the main reason why one generally ignores the algebraic
structure of observables in such systems, and instead focuses attention on describing the as-
sociated Hilbert space. The situation is completely different when one considers systems with
an infinite number of degrees of freedom. Such systems allow for many inequivalent repre-
sentations and as such, it is necessary to precisely describe the algebra of observables. The
mathematical framework necessary for implementing such an algebraic approach to quan-
tum mechanics are operator algebras. Among the different operator algebras, C∗-algebras
are particularly well suited for the fermionic systems in which we are interested. In this sec-
tion, we introduce the basic concepts of the theory of C∗-algebras and their representations.
This material is treated in detail in [BR1, BR2].
2.2.1 Definition and examples
Definition 2.2 (i) A ∗-algebraA is a complex algebra equipped with an involution A 7→ A∗
such that
(A+B)∗ = A∗+B∗, (λA)∗ =λA∗, (AB)∗ =B∗A∗,
for all A,B ∈A and λ ∈C.
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(ii) A Banach algebra B is a complex algebra such that the underlying vector space is a Ba-
nach space with a norm satisfying
‖AB‖ ≤ ‖A‖‖B‖,
for all A,B ∈B.
(iii) A B∗-algebra B is a Banach algebra as well as a ∗-algebra such that ‖A∗‖ = ‖A‖ for all
A ∈B.
(iv) A C∗-algebra C is a B∗-algebra with a norm satisfying the C∗-property
‖A∗A‖ = ‖A‖2,
for all A ∈C .
Examples of C∗-algebras
1. A = B(H ), the algebra of bounded operators on a Hilbert space H . In this case, the
involution is the operation of adjunction, and the norm is the usual operator norm ‖A‖ =
sup{‖Aψ‖|ψ ∈H ,‖ψ‖ = 1}. To verify the C∗ property of the norm, note that
‖A‖2 = sup
‖ψ‖=1
(Aψ, Aψ)= sup
‖ψ‖=1
(ψ, A∗Aψ)≤ ‖A∗A‖ ≤ ‖A∗‖‖A‖ = ‖A‖2.
2. A =L∞(H ), the algebra of compact operators on a Hilbert spaceH , is a C∗-subalgebra
ofB(H ) (and a closed two-sided ideal of the latter).
3. A =C∞(X ), the algebra of continuous functions on a locally compact space X which vanish
at infinity, that is to say the set of all continuous functions f : X → C such that, for any ² > 0,
there exists a compact K ⊂ X with | f (x)| < ² for all x ∈ X \ K . The involution in this case is
complex conjugation and the norm is ‖ f ‖ = supx∈X | f (x)|. Let µ be a regular Borel measure
on X such that µ(O)> 0 for every open O ⊂ X . By identifying f ∈C∞(X ) with the operator of
multiplication by f in the Hilbert spaceH = L2(X ,dµ), the algebra C∞(X ) can be viewed as a
commutative C∗-subalgebra ofB(H ).
4. A subsetS of a ∗-algebra is called self-adjoint if A ∈S implies A∗ ∈S . Thus, a subalgebra
of a ∗-algebra is a ∗-algebra if and only if it is self-adjoint. It follows that a subalgebra of a B∗-
algebra (resp. C∗-algebra) is itself a B∗-algebra (resp. C∗-algebra) if and only if it is closed
and self-adjoint.
Example 1 is in some sense the most general. More precisely, any C∗-algebra is isomorphic
to a subalgebra of B(H ) for some H . A unit in a C∗-algebra A is a unit for the product
operation ofA . Such and element, 1, if it exists, is unique and satisfies1∗ =1. However, a C∗-
algebra does not necessarily contain a unit. For example, the algebra C∞(X ) has a unit if and
only if X is compact and the algebra L∞(H ) of all compact operators on the Hilbert space
H has a unit if and only ifH is finite dimensional. The absence of a unit can complicate the
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structural analysis ofA . One can avoid such complications by embeddingA into a larger C∗-
algebra A˜ which contains a unit. The following result describes the canonical construction of
this extension.
Proposition 2.3 LetA be a C∗-algebra without a unit and A˜ = {〈α, A〉 |α ∈C, A ∈A } equipped
with the operations 〈α, A〉+〈β,B〉 = 〈α+β, A+B〉, 〈α, A〉〈β,B〉 = 〈αβ,αB+βA+AB〉, 〈α, A〉∗ =
〈α, A∗〉. It follows that the function
‖〈α, A〉‖ = sup{‖αB + AB‖,B ∈A ,‖B‖ = 1},
is a C∗-algebra norm. The algebraA is identified with the C∗-subalgebra of A˜ formed by the
pairs 〈0, A〉 and the element 〈1,0〉 is a unit of A˜ .
The majority of C∗-algebras that appear in quantum physics are naturally equipped with a
unit. In the following we will assume, without explicit mention, that all the C∗-algebras con-
tain a unit 1.
A ∗-morphism between two ∗-algebrasA andB is a mapping φ :A →B which satisfies
(i) φ(αA+βB)=αφ(A)+βφ(B),
(ii) φ(AB)=φ(A)φ(B),
(iii) φ(A∗)=φ(A)∗,
for all A,B ∈A ,α,β ∈C. A bijective∗-morphism is called a∗-isomorphism. A∗-isomorphism
fromA onto itself is called a ∗-automorphism.
2.2.2 Spectral theory
An element A of a C∗-algebraA is invertible if there exists an element A−1 ∈A such that
A−1 A = A A−1 =1.
These elements form a group (w.r.t. the product operation ofA ), called the group of units of
A . We call
Res(A)≡ {z ∈C | (z1− A) is invertible},
the resolvent set of A and
Sp(A)≡C\ Res(A),
the spectrum of A. IfC ⊂A is a C∗-subalgebra and C ∈C , the spectrum of C , when regarded
as an element of A, coincides with its spectrum when it is regarded as an element ofC . In par-
ticular, ifA is a C∗-subalgebra ofB(H ), the notions of resolvent set and spectrum coincide
with those introduced in Section 2.1.1. For all A ∈A we have
(i) Sp(A∗)= Sp(A).
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(ii) Sp(A−1)= Sp(A)−1.
(iii) Sp(P (A))= P (Sp(A)) for any polynomial P .
(iv) Sp(AB)∪ {0}= Sp(B A)∪ {0} for all B ∈A .
If |z| > ‖A‖ then the series
1
z
∑
n∈N
(
A
z
)n
,
is norm convergent. Its sum is (z1− A)−1, which implies that Sp(A)⊂ {z ∈ C | |z| ≤ ‖A‖}. Also,
if A ∈A is invertible, and if ‖B − A‖‖A−1‖ < 1 then B is invertible, and the series
B−1 = ∑
n∈N
A−1
(
(B − A)A−1)n ,
converges in norm. The group of units of A is thus open in A and the mapping A 7→ A−1 is
continuous. In particular, if z0 ∈Res(A), then
{z ∈C | |z− z0| < ||(z01− A)−1||−1}⊂Res(A),
and the series
(z1− A)−1 = ∑
n∈N
(z0− z)n(z01− A)−n−1,
converges in norm. We can deduce that:
(i) Res(A) is open;
(ii) the mapping z 7→ (z1− A)−1 is analytic on Res(A);
(iii) Sp(A) is compact.
We call
r (A)≡ sup{|λ| |λ ∈ Sp(A)},
the spectral radius of A. We have already noted that r (A)≤ ‖A‖. We also have that
r (A)= lim
n
||An ||1/n = inf
n
||An ||1/n .
An element A of a C∗-algebraA is
(i) normal if A∗A = A A∗;
(ii) self-adjoint if A = A∗;
(iii) positive if A = A∗ and Sp(A)⊂ [0,∞[;
(iv) isometric if A∗A =1;
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(v) unitary if A∗A = A A∗ =1.
If A is normal, then r (A)= ||A||. If A is self-adjoint, then Sp(A)⊂ [−||A||, ||A||]. If A is isometric,
then r (A)= 1, and if it is unitary, then Sp(A)⊂ {z ∈C | |z| = 1}. If A is positive, we write A ≥ 0. By
writing A ≥B when A−B ≥ 0 we introduce a partial order onA . For the self-adjoint elements
ofA , the spectral theorem from Section 2.1.2 can be formulated as follows.
Theorem 2.4 Let A be a self-adjoint element of the C∗-algebraA and C (Sp(A)) denote the C∗-
algebra of continuous functions on Sp(A). There exists a unique ∗-morphism
C (Sp(A)) → A
f 7→ f (A),
that sends the function 1 to 1 and the function IdSp(A) to A. Furthermore, we have that
Sp( f (A))= f (Sp(A)),
for all f ∈C (Sp(A)).
Applying this result to the functions f±(x)= (|x|± x)/2, we obtain that any self-adjoint A ∈A
can be written as A = A+−A− where A± = f±(A) ∈A are both positive. Since any A ∈A can be
written as A = X + iY where both X = (A+A∗)/2 and Y = (A−A∗)/2i are self-adjoint elements
ofA , we conclude that any A ∈A is a linear combination of 4 positive elements ofA .
2.2.3 Representations and states
In this section we discuss two key concepts of the theory of C∗-algebras: representations and
states.
Representations. A ∗-morphism φ between two C∗-algebras preserves positivity. If A ≥ 0,
we have that A =B∗B for some operator B and thus
φ(A)=φ(B∗B)=φ(B)∗φ(B)≥ 0.
φ is also continuous and satisfies ||φ(A)|| ≤ ||A|| for all A ∈A . φ is injective if and only if one
of the following conditions is satisfied.
(i) Kerφ= {0},
(ii) ||φ(A)|| = ||A|| for all A ∈A ,
(iii) A > 0 implies φ(A)> 0 for all A ∈A .
In particular, every ∗-automorphism of a C∗-algebra is isometric.
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Definition 2.5 A representation of a C∗-algebraA is a pair 〈H ,Π〉whereH is a Hilbert space
andΠ :A →B(H ) is a ∗-morphism. A representation is called faithful if Π is injective.
Let 〈H ,Π〉 be a representation of a C∗-algebra A and let H1 ⊂H be a closed, Π-invariant
subspace, that is to say that Π(A)H1 ⊂H1 for all A ∈ A . Let P1 be the orthogonal projec-
tion onto H1. For all A ∈ A , we have that Π(A)P1 = P1Π(A)P1, and by taking the adjoint,
P1Π(A)= P1Π(A)P1. We can then deduce thatΠ(A)P1 = P1Π(A), i.e. P1 commutes withΠ(A ).
Conversely, if an orthogonal projection commutes with Π(A ), then its range is Π-invariant.
This is the case of P2 = I −P1, from which we deduce thatH2 ≡H ⊥1 isΠ-invariant. By writing
Πi (A)=Π(A)|H i , we obtain two representations 〈H i ,Πi 〉 ofA and the decomposition
〈H ,Π〉 = 〈H1,Π1〉⊕〈H2,Π2〉.
More generally, for each orthogonal decompositionH = ⊕αHα into Π-invariant subspaces,
we associate the decompositionΠ=⊕αΠα.
A representation of a C∗-algebra is called trivial when Π= 0. A representation 〈H ,Π〉 can be
non-trivial but still have a trivial partH0 defined by
H0 ≡ {ψ ∈H |Π(A)ψ= 0, ∀A ∈A }.
A representation is called non-degenerate ifH0 = {0}.
Two representations 〈H1,Π1〉 and 〈H2,Π2〉 are called equivalent if there exists a unitary U :
H1 →H2 such that UΠ1(A)=Π2(A)U for all A ∈A .
In the next subsection, we will investigate the concept of a state, which plays an important
role in the construction of representations.
States. A linear functional ω on a ∗-algebra A is positive if ω(A∗A) ≥ 0 for all A ∈ A . In
this case, 〈A,B〉 7→ω(A∗B) is a positive Hermitian form onA ×A . We deduce that ω(A∗B)=
ω(B∗A) and the Cauchy-Schwarz inequality |ω(A∗B)|2 ≤ω(A∗A)ω(B∗B) holds for all A,B ∈A .
In particular, ifA has a unit 1, then ω(A∗)=ω(A) and |ω(A)|2 ≤ω(A∗A)ω(1).
A linear functional ω on a C∗-algebra A is positive if and only if it is continuous and ||ω|| =
ω(1). Ifω is a positive linear functional on the C∗-algebraA and A ∈A thenωA(B)≡ω(A∗B A)
defines a positive linear functional onA and |ω(A∗B A)| ≤ω(A∗A)||B || for all A,B ∈A .
A state on a C∗-algebra A is a positive linear functional normalized by the condition ||ω|| =
ω(1)= 1. The set E(A ) of all states onA is clearly convex. IfA contains a unit then E(A ) is a
weakly-∗ compact subset of the topological dual ofA .
We recall that a point x of a convex set K is extremal whenever x = λa+ (1−λ)b with a,b ∈ K
andλ ∈]0,1[ implies a = b = x, i.e., x cannot be decomposed in a convex combination of other
points of K . The extremal points of E(A ) are called pure states.
Cyclic representations. Let 〈H ,Π〉 be a representation of the C∗-algebraA . A vectorΩ ∈H
is called cyclic forΠ if the subspaceΠ(A )Ω is dense inH . The representation 〈H ,Π〉 is cyclic
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if it admits a cyclic vector. A cyclic representation is non-degenerate. Conversely, every non-
degenerate representation 〈H ,Π〉 can be decomposed into cyclic representations 〈H ,Π〉 =
⊕α〈Hα,Πα〉.
If 〈H ,Π〉 is non-degenerate andΩ ∈H is a unit vector, then the formula
ωΩ(A)= (Ω,Π(A)Ω),
defines a state ωΩ onA . The following theorem shows that all states onA are of this form.
Theorem 2.6 (Gelfand, Naimark, Segal) Let ω be a state on the C∗-algebra A . There exists a
cyclic representation 〈Hω,Πω,Ωω〉 ofA such that for all A ∈A :
ω(A)= (Ωω,Πω(A)Ωω),
with ||Ωω||2 = ||ω|| = 1. Furthermore, this representation is unique up to a unitary transforma-
tion.
We call 〈Hω,Πω,Ωω〉 the GNS representation, or the canonical cyclic representation ofA as-
sociated with ω. It plays a very important role in quantum mechanics because it allows us to
associate a Hilbert space framework to a state and to distinguish an important class of states
associated with ω. A trace class operator ρ such that ρ ≥ 0 and trρ = 1 is called a density
matrix. To each density matrix ρ ∈L 1(Hω) we may associate a state ωρ ∈ E(A ) defined by
ωρ(A)= trHω(ρΠω(A)).
Such a state is called ω-normal. We denote by Nω(A ) the subset of E(A ) formed by all ω-
normal states. We note that the set of vector states ωΨ(A) = (Ψ,Πω(A)Ψ) associated to unit
vectorsΨ ∈Hω is dense inNω(A ).
2.2.4 C∗-dynamics
A C∗-dynamics on a C∗-algebra A is a strongly continuous group R 3 t 7→ τt of ∗-automor-
phisms of A , that is to say that for all t ∈ R, τt is a ∗-automorphism of A , such that for all
A ∈ A the mapping t 7→ τt (A) is continuous, τ0 = Id, and for all t , s ∈ R, τt ◦τs = τt+s . The
general theory of strongly continuous groups on Banach spaces shows that for all A in a dense
subspace Dom(δ)⊂A , the limit
δ(A)= lim
t→0
τt (A)− A
t
,
exists and defines a closed operator onA . The algebraic structure ofA implies that Dom(δ)
is a ∗-subalgebra ofA and that
δ(AB)= δ(A)B + Aδ(B), δ(A∗)= δ(A)∗, δ(1)= 0,
for all A,B ∈Dom(δ). Such an operator δ is called a ∗-derivation onA .
27
Ben Sâad, Pillet
If τt is a C∗-dynamics on the C∗-algebra A , there exists a dense ∗-subalgebra Aτ ⊂A such
that for all A ∈Aτ, the function t 7→ τt (A) has an entire analytic extension C 3 z 7→ τz(A). The
elements ofAτ are called τ-entire.
Example. Let H be a Hilbert space and H a bounded self-adjoint operator on H . Then
τt (A)= eit H Ae−it H defines a C∗-dynamics onB(H). Its generator δ(A)= i[H , A] is bounded.
We note that the boundedness of H is necessary to ensure the strong continuity of τt . This
fact is one major obstacle to the use of C∗-algebras in quantum mechanics. However, we shall
see in Section 3.1.3 that for fermionic systems it is possible to define a C∗-dynamics even in
cases where the Hamiltonian is unbounded. For bosonic systems, it is generally preferable to
work with von Neumann algebras which avoid this problem.
C∗-dynamical systems
A C∗-dynamical system is a pair 〈A ,τ〉 where A is a C∗-algebra and τ is a C∗-dynamics on
A . In the context of quantum mechanics, the elements of A describe physical observables
and the group τ specifies their time evolution in the Heisenberg picture, At = τt (A). A state
ω ∈ E(A ) associates to each observable A ∈A a number ω(A) which may be interpreted as
the quantum mechanical expectation value of the observable A. It is thus natural to identify
elements of E(A ) with the physical states of quantum mechanics. Since ω(At ) = ω(τt (A)) =
ω ◦τt (A), the evolution of quantum states in the Schrödinger picture is given by ωt = ω ◦τt .
A state ω is τ-invariant if ω ◦ τt = ω for all t ∈ R. The set E(A ,τ) ⊂ E(A ) of all τ-invariant
states is never empty. It is the set of all steady states of the system. A stateω ∈ E(A ,τ) is called
τ-ergodic if
lim
T→∞
1
T
∫ T
0
ν◦τ±t (A)dt =ω(A), (13)
for all A ∈A , ν ∈Nω(A ). It is called τ-mixing if
lim
t→∞ν◦τ
±t (A)=ω(A), (14)
for all A ∈A , ν ∈Nω(A ).
2.2.5 KMS states
We saw in the previous section that C∗-dynamical systems provide a mathematical framework
for quantum mechanics. In this section, we describe how to characterize thermal equilibrium
states in the language of C∗-algebras. We shall content ourselves with a very elementary in-
troduction to the KMS condition. The interested reader should consult Chapter 5 of [BR2]
for a more detailed discussion as well as [HHW, BF] for a deeper insight into the algebraic
structure induced by equilibrium states.
We consider a N -level quantum system described by a Hamiltonian H on the N -dimensional
Hilbert spaceH . The associated C∗-dynamical system is 〈B(H ),τ〉, where τt (A)= eit H Ae−it H .
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The Gibbs-Boltzmann Ansatz for the canonical ensemble a temperature T is the density ma-
trix
ρβ = Z−1β e−βH ,
whereβ= 1/kB T , kB being the Boltzmann constant. The normalization factor Zβ = tr(e−βH ) is
the canonical partition function. The stateω ∈ E(B(H )) corresponding to this density matrix
is
ω(A)= Z−1β tr(e−βH A)=
tr(e−βH A)
tr(e−βH )
.
The equilibrium correlation function
F (A,B ; t )≡ω(Aτt (B)), (15)
is an analytic function of t ∈C. The cyclic property of the trace yields the following identity
tr(e−βH Aeit H Be−it H )= tr(e−βH ei(t−iβ)H Be−i(t−iβ)H A),
from which we conclude that
F (A,B ; t + iβ)=ω(τt (B)A). (16)
The relations (15) and (16) represent the values of the analytic function F (A,B ; z) along the
boundary of the strip Sβ ≡ {z ∈ C |0 < Imz < β}. These relations are called the Kubo-Martin-
Schwinger (KMS) boundary conditions.
Definition 2.7 Let 〈A ,τ〉 be a C∗-dynamical system. ω ∈ E(A ) is a 〈τ,β〉-KMS state for a β≥ 0
if, for all A,B ∈ A , there exists a function F (A,B ; z), analytic on the strip Sβ, bounded and
continuous on its closure and satisfying the KMS boundary conditions (15) and (16).
Remarks.
1. A 〈τ,0〉-KMS state is also called tracial since it satisfies the cyclicity condition ω(AB) =
ω(B A).
2. Forβ> 0, a 〈τ,β〉-KMS state represents the thermodynamic state of a system at temperature
T = (kBβ)−1 where kB is the Boltzmann constant.
3. 〈τ,β〉-KMS state forβ< 0 can be defined by a straightforward modification of Definition 2.7.
Ifω is 〈τt ,β〉-KMS and γ 6= 0 thenω is also 〈τγt ,β/γ〉-KMS. However, there is no simple relation
between two KMS states at different temperatures for the same dynamics τt .
4. The abstract definition of a KMS state masks its fundamental property: Every 〈τ,β〉-KMS
state with β> 0 is τ-invariant.
5. In practice, it suffices to check the KMS boundary condition on a large enough subalgebra
ofA : let C be a dense ∗-subalgebra of the ∗-algebraAτ of τ-entire elements. If ω(Aτiβ(B))=
ω(B A) holds for all A,B ∈C then ω is a 〈τ,β〉-KMS state.
6. The set of all 〈τ,β〉-KMS states on A is obviously a convex subset of E(A ). Moreover,
this subset is weakly-∗ closed. If A contains a unit then any 〈τ,β〉-KMS state is a convex
combination of extremal 〈τ,β〉-KMS states. These extremal 〈τ,β〉-KMS states are interpreted
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in statistical mechanics as pure thermodynamical phases (see Theorem 5.3.30 in [BR2] for a
more precise formulation of this property).
The following example shows that KMS states of quantum systems with a finite number of
degrees of freedom coincide with the usual notion of equilibrium states from statistical me-
chanics.
Example: Finite quantum systems. Let H be a self-adjoint operator on the finite-dimen-
sional Hilbert space H . We consider the C∗-dynamical system 〈B(H ),τ〉 where τt (A) =
eit H Ae−it H . Any state onB(H ) is of the formω(A)= tr(ρA) where ρ is a density matrix onH .
Suppose that the state defined by the density matrix ρ is 〈τ,β〉-KMS. The relations (15), (16)
applied to A ≡φ(ψ, · ) give
(ψ,τiβ(B)ρφ)= (ψ,ρBφ).
Since this holds for all ψ,φ ∈H we must have e−βB BeβHρ = ρB for all B ∈B(H ). Setting
B ≡φ(ψ, · ) we further obtain
ρφ= (e
βHψ,ρψ)
(ψ,ψ)
e−βHφ,
from which we conclude that ρ = Z−1
β
e−βH . Thus the C∗-dynamical system 〈B(H ),τ〉 admits
a unique 〈τ,β〉-KMS state and this state is given by the Gibbs-Boltzmann formula.
2.2.6 Perturbation theory
Time-dependent perturbation theory is an essential tool in the construction of quantum dy-
namical systems. As far as C∗-dynamics are concerned, it is fairly elementary application of
well known techniques. However, the discussion of the KMS states of perturbed dynamical
system due to Araki [A3] (see also [BR2, DJP]) which we summarize in this section is more
subtle and has important application in equilibrium as well as non-equilibrium statistical
mechanics.
Le 〈A ,τ〉 be a C∗-dynamical system and denote by δ the ∗-derivation generating the group τ.
For any self-adjoint V ∈A ,
δV = δ+ i[V , · ],
generates a dynamics τtV onA given by the Schwinger-Dyson expansion
τtV (A)= τt (A)+
∞∑
n=1
∫
0≤s1≤···≤sn≤t
i[τs1 (V ), i[τs2 (V ), · · · i[τsn (V ),τt (A)] · · · ]]ds1 · · ·dsn ,
which converges in the norm ofA for any t ∈R and A ∈A .
Let ΓtV denote the solution of the initial value problem
d
dt
ΓtV = iΓtV τt (V ), Γ0V = I ,
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that is, the time-ordered exponential
ΓtV = I +
∞∑
n=1
in
∫
0≤s1≤···≤sn≤t
τs1 (V ) · · ·τsn (V )ds1 · · ·dsn ,
which, for any t ∈R, converges towards a unitary element ofA . One easily checks that
τtV (A)= ΓtV τt (A)(ΓtV )−1, (17)
and the cocycle relation
Γt+sV = ΓtV τt (ΓsV ) (18)
are satisfied for all t , s ∈R.
If V ∈Aτ, then the function t 7→ ΓtV has an entire analytic extension given by the convergent
expansion
ΓzV = I +
∞∑
n=1
(iz)n
∫
0≤s1≤···≤sn≤1
τzs1 (V ) · · ·τzsn (V )ds1 · · ·dsn .
It follows that ΓzV ∈Aτ and that relations (17) (with A ∈Aτ) and (18) extend to the complex
domain. Moreover, the unitarity relation ΓtV Γ
t∗
V = I extends to ΓzV Γz∗V = I , i.e., (ΓzV )−1 = Γz∗V .
If ω ∈ E(A ) is a 〈τ,β〉-KMS state, a simple calculation shows that
ωV (A)= ω(AΓ
iβ
V )
ω(ΓiβV )
= ω(Γ
iβ/2∗
V AΓ
iβ/2
V )
ω(Γiβ/2∗V Γ
iβ/2
V )
,
satisfies the KMS condition ωV (AτiβV (B)) = ωV (B A) for any A,B ∈ Aτ, and hence ωV is a
〈τV ,β〉-KMS state. Let 〈Hω,Πω,Ωω〉 denotes the GNS representation ofA induced by ω and
set
ΩV = Πω(Γ
iβ/2
V )Ωω
‖Πω(Γiβ/2V )Ωω‖
.
It follows that ωV (A)= (ΩV ,Πω(A)ΩV ) and in particular that ωV ∈Nω(A ).
By approximating an arbitrary self-adjoint V ∈A by a sequence Vn ∈Aτ one can show (and
this is the delicate point in the analysis) that the sequenceΩVn converges to a vectorΩV such
that ωV (A) = (ΩV ,Πω(A)ΩV ) is 〈τV ,β〉-KMS. The map ω 7→ ωV obtained in this way is a bi-
jection from the set of 〈τ,β〉-KMS states to the set of 〈τV ,β〉-KMS states. Moreover, the set
{ωV |V ∈Aτ,V =V ∗} is dense in the setNω(A ) of all ω-normal states.
2.2.7 Liouvilleans and quantum Koopmanism
Given a C∗-dynamical system 〈A ,τ〉 and a representationΠ :A →B(H ), we say that the dy-
namics is unitarily implemented in the Hilbert spaceH if there exists a self-adjoint operator
31
Ben Sâad, Pillet
L onH such that Π(τt (A))= eitLΠ(A)e−itL holds for all t ∈ R and A ∈A . Such an implemen-
tation allows to reduce a number of dynamical properties of the system 〈A ,τ〉 to the spectral
analysis of the operator L. In this section, we shall see that the unitary implementation of the
dynamics always exists in the GNS representation associated to an invariant state. Moreover,
if this state is modular (see Definition 2.8 below) then its ergodicity and mixing properties
(Eq. (13) and (14)) can be deduced from the spectral properties of the operator L. This is the
quantum version of the Koopman approach to the ergodic theory of classical dynamical sys-
tems (see, e.g., Section VII.4 in [RS1]).
Let 〈A ,τ〉 be a C∗-dynamical systems, ω ∈ E(A ,τ) and 〈Hω,Πω,Ωω〉 the induced GNS rep-
resentation of A . Since Ωω is a cyclic vector and ‖Πω(τt (A))Ωω‖2 = ω(τt (A∗A)) = ω(A∗A) =
‖Πω(A)Ωω‖2, the map
Πω(A )Ωω 3Πω(A)Ωω 7→Πω(τt (A))Ωω,
is well defined on a dense subspace of Hω and extends to an isometry U t :Hω→Hω. Ob-
serving that U tU s =U t+s and U 0 = I , we conclude that U t is a unitary group. Finally it follows
from the estimate ‖(U t−I )Πω(A)Ωω‖2 =ω((τt (A)−A)∗(τt (A)−A))≤ ‖τt (A)−A‖2 and the con-
tinuity of the map t 7→ τt (A) that U t is strongly continuous. By Stone’s theorem, there exists a
self-adjoint operator Lω on Hω such that U t = eitLω . Since eitLωΩω = Πω(τt (I ))Ωω =Ωω one
hasΩω ∈Dom(Lω) and LωΩω = 0. The identity
eitLωΠω(A)e
−itLωΠω(B)Ωω = eitLωΠω(Aτ−t (B))Ωω =Πω(τt (A))Πω(B)Ωω,
holds for any A,B ∈ A . The cyclicity of Ωω allows us to conclude that eitLωΠω(A)e−itLω =
Πω(τt (A)) for all A ∈A . Thus, Lω implements the dynamics in the GNS representation. Let
L be a self-adjoint operator implementing the dynamics τ on Hω and such that LΩω = 0. It
follows that
eitLΠω(A)Ωω = eitLΠω(A)e−itLΩω =Πω(τt (A))Ωω,
from which we conclude that L = Lω. Thus, the operator Lω is completely and uniquely deter-
mined by the two conditions that it implements the dynamics τ on Hω and annihilates the
cyclic vectorΩω. We shall call Lω the Liouvillean of the dynamical system 〈A ,τ,ω〉.
Definition 2.8 A state ω ∈ E(A ) is called modular if there exist a dynamics τ and a β 6= 0 such
that ω is 〈τ,β〉-KMS.
By Remark 3 of Section 2.2.5, we can assume that β = 1. The dynamics σω such that ω is
〈σω,1〉-KMS is called the modular group of ω (the convention β = −1 has been used in the
mathematical literature since the works of Tomita and Takesaki [To, Ta]. This convention is
however immaterial). The GNS representation induced by a modular state has a rich struc-
ture which was unveiled by Haag, Hugenholtz and Winnink [HHW] (following the pioneer-
ing works of Araki, Woods and Wyss [AW1, AW2] on the representations of canonical (anti-
)commutation relations), and was fully developed by Tomita and Takesaki to the modular
theory of von Neumann algebras. We shall only need the following property (see, e.g., [BR1]).
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Proposition 2.9 If ω is a modular state on A and 〈Hω,Πω,Ωω〉 the induced GNS representa-
tion then the subspace
Πω(A )
′Ωω = {BΩω |B ∈B(Hω), [B ,Πω(A)]= 0 for all A ∈A },
is dense inHω.
Let ω ∈ E(A ,τ) be modular and let Lω be the Liouvillean implementing the dynamics τ in the
GNS representation 〈Hω,Πω,Ωω〉. For any unit vectorΨ ∈Πω(A )′Ωω one has
ωΨ(τ
t (A))= (Ψ,Πω(τt (A))Ψ)= (BΩω,Πω(τt (A))BΩω)
= (B∗BΩω,Πω(τt (A))Ωω)= (B∗BΩω,eitLωΠω(A)e−itLωΩω)
= (B∗BΩω,eitLωΠω(A)Ωω),
for some B ∈Πω(A )′ and it follows that
1
T
∫ T
0
ωΨ(τ
t (A))dt = 1
T
∫ T
0
(B∗BΩω,eitLωΠω(A)Ωω)dt . (19)
To evaluate the limit T →∞ of the right hand side of this identity, let us define the linear map
ETΦ= 1
T
∫ T
0
eitLωΦdt ,
where, due to the strong continuity of the group eitLω , we can take the integral in Riemann
sense. Since ‖ETΦ‖ ≤ ‖Φ‖, the maps ET form a uniformly continuous family. ForΦ ∈Dom(Lω)
one has
eitLωLωΦ=−i d
dt
eitLωΦ,
so that
lim
T→±∞
ET LωΦ= lim
T→±∞
i
T
(I −eiT Lω)Φ= 0.
The uniform continuity of the maps ET allows us to conclude that limT→±∞ETΦ= 0 holds for
allΦ ∈Ran(Lω)cl =Ker(Lω)⊥. Since ETΦ=Φ forΦ ∈Ker(Lω), one has
s− lim
T→±∞
ET = P0(Lω),
where P0(Lω) denotes the orthogonal projection on Ker(Lω) (this is von Neumann’s mean
ergodic theorem).
Going back to the identity (19), using the fact thatΩω ∈Ker(Lω) to write P0(Lω)=Ωω(Ωω, · )+Q
where Q is the orthogonal projection on Ker(Lω)ªCΩω, we get
lim
T→±∞
1
T
∫ T
0
ωΨ(τ
t (A))dt = (B∗BΩω,Ωω)(Ωω,Πω(A)Ωω)+ (B∗BΩω,QΠω(A)Ωω)
= (Ψ,Ψ)(Ωω,Πω(A)Ωω)+ (B∗BΩω,QΠω(A)Ωω)
=ω(A)+ (B∗BΩω,QΠω(A)Ωω).
(20)
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If ω is ergodic, then we must have (B∗BΩω,QΠω(A)Ωω) = 0 for all B ∈Πω(A )′ and all A ∈A .
The cyclicity ofΩω implies that QB∗BΩω = 0 for all B ∈Πω(A )′. One easily checks thatΠω(A )′
is a closed self-adjoint subalgebra ofB(Hω), and hence a C∗-algebra (in fact a von Neumann
algebra). Since any element of this algebra is a linear combination of positive elements, it
follows that QΨ= 0 for all Ψ ∈Πω(A )′Ωω. This vectors forming a dense subspace ofHω, one
finally concludes that Q = 0, i.e., Ker(Lω) = CΩω. Reciprocally, if Ker(Lω) = CΩω, then Q = 0
and we deduce from Eq. (20) that
lim
T→±∞
1
T
∫ T
0
ωΨ(τ
t (A))dt =ω(A),
for all Ψ ∈Πω(A )′Ωω. Since ‖ωΨ−ωΦ‖ ≤ 2‖Ψ−Φ‖, this extends by density/continuity to all
Ψ ∈Hω. Finally, any density matrixρ onHω has a spectral decompositionρ =∑n pnΦn(Φn , · )
with pn ∈ [0,1],∑n pn = 1 and ‖Φn‖ = 1 so that, by Fubini’s theorem
1
T
∫ T
0
trHω
(
ρΠω(τ
t (A))
)
dt =∑
n
pn
1
T
∫ T
0
ωΦn (τ
t (A))dt .
The dominated convergence theorem allows us to conclude that the right hand side of this
identity converges to ω(A) as T →±∞. In conclusion, we have shown that ω is ergodic if and
only if Ker(Lω)=CΩω.
Invoking similar arguments, one shows that ω is mixing if and only if
lim
t→±∞(Ψ,e
itLωΦ)= (Ψ,Ωω)(Ωω,Φ),
holds forΨ ∈Πω(A )′Ωω andΦ ∈Πω(A )Ωω. The density of these two subspaces ofHω implies
that this is equivalent to
w− lim
t→±∞ e
itLω =Ωω(Ωω, · ).
Moreover, the Riemann-Lebesgue lemma implies that this condition is satisfied provided the
spectrum of Lω on the orthogonal complement of CΩω is purely absolutely continuous. We
have proven the following:
Proposition 2.10 Let 〈A ,τ〉 be a C∗-dynamical system and denote by 〈Hω,Πω,Ωω〉 the GNS
representation ofA induced by the modular stateω ∈ E(A ,τ). Denote by Lω the corresponding
Liouvillean.
(i) ω is ergodic if and only if Ker(Lω)=CΩω.
(ii) ω is mixing if and only if w− lim
t→±∞ e
itLω =Ωω(Ωω, · ).
(iii) If, apart from a simple eigenvalue 0, the spectrum of Lω is purely absolutely continuous,
then ω is mixing.
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3 Elements of nonequilibrium quantum statistical mechan-
ics
3.1 Systems of identical particles
3.1.1 Bosons and fermions
In this section we consider a system of n identical particles. In quantum mechanics each one
of these particles is described by a separable Hilbert space h. The observables associated to
this particle are the elements of the C∗-algebraB(h). The Hilbert space of the entire system
is the tensor product h⊗n = h⊗·· ·⊗h and its observables are the elements of the C∗-algebra
B(h⊗n).
The natural action of Sn , the permutation group of n objects, given by
pi · (φ1⊗·· ·⊗φn)=φpi−1(1)⊗·· ·⊗φpi−1(n),
forpi ∈ Sn ,φ1, . . . ,φn ∈ h, extends uniquely to a representationψ 7→pi·ψ of Sn in h⊗n . When the
n particles are indistinguishable, which is the case if they are identical, the only states that can
be realized physically are those that are invariant under this action. In other words, a vector
ψ ∈ h⊗n represent a physical states of a system of n identical particles iff
pi ·ψ=λ(pi)ψ,
for all pi ∈ Sn , where λ(pi) is a phase factor (|λ(pi)| = 1). Thus, the subspace spanned by ψ
carries a one dimensional sub-representation of Sn . They are only two such representations:
the trivial (λ+(pi)= 1) and the alternate (λ−(pi)= ε(pi), the sign of pi). It is an experimental fact
(and the so-called spin-statistic theorem in quantum field theory, see [SW, J, F]) that particles
with integer spin (bosons) transform according to the trivial representation while particles
with half-integer spin (fermions) transform according to the alternate representation.
To construct the Hilbert space of a system of n bosons/fermions, we introduce the sym-
metrization operators
P±n :ψ 7→
1
n!
∑
pi∈Sn
λ±(pi)pi ·ψ.
One can easily show that these are orthogonal projections and that pi·P±nψ=λ±(pi)P±nψ for all
ψ ∈ h⊗n , pi ∈ Sn . The Hilbert space of the system of n bosons/fermions is the subspace
Γ±n (h)≡ P±n h⊗n =RanP±n ⊂ h⊗n .
We note that if dimh = d <∞ then dimΓ+n (h) = d
n
n! , dimΓ
−
n (h) =
(d
n
)
for n ≤ d and Γ−n (h) = {0}
for n > d .
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3.1.2 Fock space
It is often more convenient to work with an indefinite number of particles (this is in fact nec-
essary to describe the grand canonical ensemble). To do so, we set Γ±0 (h)≡C and we define
Γ±(h)=⊕
n∈N
Γ±n (h).
The vectors of this space are sequences Ψ = {ψn}n∈N with ψn ∈ Γ±n (h) and such that ‖Ψ‖2 =∑
n ‖ψn‖2 <∞. Equipped with the scalar product
(Ψ,Φ)≡ ∑
n∈N
(ψn ,φn),
Γ±(h) is a Hilbert space which we call bosonic/fermionic Fock space over h. The state as-
sociated to the unit vector Ψ = {ψn}n∈N ∈ Γ±(h) is interpreted in the following manner. The
probability to find n particles in the system is ‖ψn‖2 (note that 1 = ‖Ψ‖2 = ∑n ‖ψn‖2). The
vector Ω = {1,0,0, . . .} thus describes the state in which there are no particles in the system,
and is referred to as the vacuum state. The vector Ψ = {0, . . . ,0,ψn ,0, . . .} describes a system
with n particles that are in the state associated to ψn . In general one can write
Ψ= {ψn}n∈N =
∑
n∈N
‖ψn‖ {0, . . . ,0,ψn/‖ψn‖,0, . . .},
which is a coherent superposition of states with a definite number of particles. The construc-
tion of the Fock space clearly shows that the subspace
Γ±fin(h)≡
{
Ψ= {ψn}n∈N ∈ Γ±(h)
∣∣ the set {n ∈N |ψn 6= 0} is finite} ,
is dense in Γ±(h).
3.1.3 Second quantization
For all f ∈ h we define the creation operator of a boson/fermion in the state f by
a∗±( f ) : Γ
±
n (h) → Γ±n+1(h) (21)
P±nφ1⊗φ2⊗·· ·⊗φn 7→
p
n+1P±n+1φ1⊗φ2⊗·· ·⊗φn ⊗ f .
Apart from the factor
p
n+1, its interpretation is clear. This operator is extended by linearity
to the dense subspace Γ±fin(h). An elementary calculation shows that Γ
±
fin(h) ⊂ Dom(a∗±( f )∗),
that a∗±( f )
∗Ω= 0 and that
a∗±( f )
∗P±nφ1⊗φ2⊗·· ·⊗φn =
n∑
j=1
(±1) j ( f ,φ j )P±n−1φ1⊗·· ·⊗  φ j ⊗·· ·φn .
From this, we deduce that a∗±( f ) is closable. We shall use the same notation for its closure and
we note that a±( f )= a∗±( f )∗ is closed as well. For obvious reason, we call this last operator the
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annihilation operator of a boson/fermion in the state f . We note that f 7→ a∗±( f ) is linear but
that f 7→ a±( f ) is anti-linear. In the following, a]± will denote either a± or a∗±.
One can easily verify that for all f , g ∈ h the relations
[a±( f ), a±(g )]± = [a∗±( f ), a±(g )∗]± = 0, [a±( f ), a∗±(g )]± = ( f , g ), (22±)
holds on Γ±fin(h). There [A,B ]± = AB ∓B A denotes the commutator/anti-commutator of A
and B . These relations play a fundamental role in the quantum mechanics of systems with an
infinite number of degrees of freedom. They are known as the canonical commutation/anti-
commutation relations (CCR/CAR). The factor of
p
n+1 from definition (21) is there to ensure
the validity of these relations.
In the bosonic case, the operators a]+( f ) are unbounded. Indeed, assuming a = a+( f ) to be
bounded, the CCR imply aa∗ = a∗a+‖ f ‖2 and hence ‖a∗Ψ‖2 = ‖aΨ‖2+‖ f ‖2 for allΨ ∈ Γ+(h).
From this we conclude that ‖a∗‖2 = ‖a‖2+‖ f ‖2 which implies f = 0. In the fermionic case, if
a = a−( f ) then the CAR imply a2 = 0 and a∗a‖ f ‖2 = a∗[a, a∗]−a = (a∗a)2. We conclude that
‖a‖2 = ‖a∗a‖ = ‖ f ‖2 and hence ‖a‖ = ‖a∗‖ = ‖ f ‖. We note in particular that a∗−( f )2 = 0 shows
that it is impossible to create two fermions in the same state. This fundamental property of
fermions is known as the Pauli exclusion principle.
Let T ∈B(h) be a contraction, i.e., ‖T ‖ ≤ 1. We define the operator Γn(T ) acting on h⊗n by the
formula Γn(T )(φ1⊗·· ·⊗φn)= Tφ1⊗·· ·⊗Tφn . Clearly, Γn(T ) is a contraction which commutes
with the projections P±n . Its restriction to Γ±n (h) is thus a contraction as well as the operator
Γ(T )≡⊕nΓn(T ) : Γ±(h)→ Γ±(h). We say that Γ(T ) is the second quantization of T . We clearly
have that Γ(T )∗ = Γ(T ∗) and Γ(T S) = Γ(T )Γ(S). It immediately follows that from definition
(21) that Γ(T )a∗±( f )= a∗±(T f )Γ(T ). By adjunction we obtain a±( f )Γ(T )= Γ(T )a±(T ∗ f ). If T ∈
L 1(h) is a contraction and if, in the bosonic case, ‖T ‖1 < 1, then an elementary calculation
shows that Γ(T ) ∈L 1(Γ±(h)) and that we have ‖Γ(T )‖Γ±(h) ≤ det(I ∓|T |)∓1 and
trΓ±(h)(Γ(T ))= det(I ∓T )∓1. (23)
The second quantization of unitary operators is a particularly important case. If U is unitary,
then so is Γ(U ) and we have Γ(U )a]±( f )Γ(U )
∗ = a]±(U f ). If U (t )= eit H is a strongly continuous
unitary group then so is its second quantization. Stone’s theorem implies the existence of
a self-adjoint operator dΓ(H) on Γ±(h) such that Γ(e it H ) = eitdΓ(H). The operator dΓ(H) is
called the differential second quantization of H . The dense subspace Γ±fin(Dom(H)) is a core
of dΓ(H) and for allΨ= {ψn}n∈N ∈ Γ±fin(Dom(H)), we have
(dΓ(H)Ψ)n = (H ⊗ I ⊗·· ·⊗ I + I ⊗H ⊗·· ·⊗ I +·· ·+ I ⊗ I ⊗·· ·⊗H)ψn .
If both H and A are self-adjoint then
Γ(eit H )Γ(eis A)Γ(e−it H )= Γ(eit H eis Ae−it H )= Γ(eiseit H Ae−it H ),
which implies Γ(eit H )dΓ(A)Γ(e−it H )= dΓ(eit H Ae−it H ), and thus [dΓ(H),dΓ(A)]= dΓ([H , A]).
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3.1.4 The C∗-algebra CAR(h)
In what follows, we will only consider the fermionic case. To simplify the notation we set
a] = a]−.
In the fermionic case, the operators a]( f ) being bounded, we can define CAR(h) as the C∗-
subalgebra of B(Γ−(h)) generated by {a]( f ) | f ∈ h}. CAR(h) =B(Γ−(h)) iff h is finite dimen-
sional. One can show that up to a ∗-isomorphism it is the unique C∗-algebra generated by
elements a( f ) satisfying the canonical anti-commutation relations (23−). If h is infinite di-
mensional and separable, then CAR(h) is also infinite dimensional and separable. If (en)n∈N
is an orthonormal basis of h and a]n ≡ a](en) then the ∗-algebra of all polynomials in a]n is
dense in CAR(h). By using the anti-commutation relations, one can show that dΓ( f (g , · )) =
a∗( f )a(g ) ∈CAR(h) for all f , g ∈ h. The canonical decomposition of a compact operator allows
us to deduce that dΓ(C ) ∈CAR(h) for all C ∈L 1(h).
If U (resp. V ) is a bounded linear (resp. anti-linear) operator on h and if V ∗U +U∗V =
UV ∗+V U∗ = 0 and U∗U+V ∗V =UU∗+V V ∗ = I then there exists a unique ∗-automorphism
τ of CAR(h) such that τ(a( f )) = a(U f )+ a∗(V f ) for all f ∈ h. We call τ the Bogoliubov auto-
morphism associated wit the pair 〈U ,V 〉. In particular, if U is unitary and V = 0 the above
conditions are satisfied and τ(a( f )) = a(U f ). If U (t ) = eit H is a strongly continuous unitary
group on h, we may thus associate to it a group of Bogoliubov automorphisms τtH (a
]( f )) =
a](eit H f ). Note that τtH (a
]( f ))−a]( f )= a](eit H f − f ) implies ‖τtH (a]( f ))−a]( f )‖ = ‖eit H f − f ‖,
which shows that t 7→ τtH (a]( f )) is continuous. Since τtH is a ∗-morphism, we infer that
t 7→ τtH (A) is continuous for all polynomials A in a]( · ). Finally, these polynomials being
dense in CAR(h) and τtH being isometric, we conclude that t 7→ τtH (A) is continuous for all
A ∈CAR(h). 〈CAR(h),τH 〉 is a C∗-dynamical system.
3.2 The ideal Fermi gas
The simplest thermodynamic models describe systems of many non-interacting particles,
also known as ideal gases. In this section we discuss the ideal Fermi gas which is main ob-
ject of interest in this notes.
3.2.1 The C∗-dynamical system 〈CAR(h),τH 〉
As seen in the previous section, the Hilbert space of a system of n indistinguishable fermions
with one-particle Hilbert space h is the completely anti-symmetric tensor product Γ−n (h). If
the fermions are non-interacting then their Hamiltonian is given by
Hn =H ⊗ I ⊗·· ·⊗ I +·· ·+ I ⊗ I ⊗·· ·⊗H ,
where H denotes the one-particle Hamiltonian. The propagator of the system is thus
Un(t )= e−it Hn = Γn(e−it H ).
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It is now easy to describe the system with an indefinite number of fermions. Its Hilbert space
is the fermionic Fock space Γ−(h)=⊕nΓ−n (h) and its propagator is the second quantization
Γ(e−it H )=⊕nΓn(e−it H ).
Therefore, the time evolution of observables of the system, in the Heisenberg picture, is given
by At = Γ(eit H )AΓ(e−it H ). In particular we have Γ(eit H )a]( f )Γ(e−it H )= a](eit H f )= τtH (a]( f )).
We can thus describe an ideal Fermi gas by the C∗-dynamical system 〈CAR(h),τtH 〉, where h is
the one-particle Hilbert space and H the one-particle Hamiltonian.
3.2.2 Gauge invariance
Gauge invariance is a fundamental symmetry of quantum mechanics. It arises from the fact
that the density matrix ρφ = φ(φ, · ) which describes the state associated to the vector φ ∈ h
is invariant under the gauge transformation φ 7→ eiθφ. In other words, the phase of the wave
function φ is not observable. The strongly continuous unitary group θ 7→ eiθI on h is called
the gauge group. This group is isomorphic to the circle R/2piZ. Gauge invariance is manifest
in the Heisenberg picture since observables are invariant under transformations by elements
of the gauge group, eiθI Ae−iθI = A for all A ∈B(h).
To understand the consequences of this invariance on the algebraic description of the Fermi
gas, we note that the gauge group eiθI induces the unitary group Γ(eiθI ) in the Fock space
Γ−(h). The generator of this group is the self-adjoint operator N ≡ dΓ(I ) which, in the n-
particle subspace Γ−n (h), acts as multiplication by the number n. N is aptly called the number
operator and gauge invariance in Fock space expresses the fact that the total number of par-
ticles is conserved. The observables of a Fermi gas must be invariant under the action of the
gauge group. On the C∗-algebra CAR(h), this action is described by the Bogoliubov group
ϑθ(A)= Γ(eiθI )AΓ(e−iθI )= eiθN Ae−iθN ,
which clearly commutes with the dynamical group τtH . We note that the linearity/anti-linea-
rity properties of f 7→ a]( f ) imply ϑθ(a∗( f ))= eiθa∗( f ) and ϑθ(a( f ))= e−iθa( f ). A monomial
A in a] containing n factors of a∗ and m factors of a transforms as ϑθ(A) = eiθ(n−m) A. Thus,
A is invariant under ϑ iff n =m, i.e. iff A preserves the number of fermions. It is evident that
a polynomial in a] is invariant under ϑ if and only if all its monomials terms are invariant
themselves. We conclude from this that the gauge invariant C∗-subalgebra
CARϑ(h)≡ {A ∈CAR(h) |ϑθ(A)= A for all θ ∈R},
is the C∗-algebra generated by {a∗( f )a(g ) | f , g ∈ h}∪{I }. The C∗-dynamical system describing
an ideal Fermi gas is thus 〈CARϑ(h),τH 〉. It is however more convenient to work with the
system 〈CAR(h),τH 〉. To do this, one introduces the following notion.
A state ω ∈ E(CAR(h)) is gauge invariant if it is ϑ-invariant, i.e., ω◦ϑθ =ω for all θ ∈R.
We then note that CAR(h)=⊕k∈ZCARkϑ(h) where
CARkϑ(h)≡ {A ∈CAR(h) |ϑθ(A)= eikθA for all θ ∈R},
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are ϑ-covariant subspaces. Evidently, we have that CARm
ϑ
(h)∗ =CAR−m
ϑ
(h) and
CARnϑ(h)CAR
m
ϑ (h)=CARn+mϑ (h).
Ifω ∈ E(CAR(h)) is gauge invariant one can conclude thatω|CARk
ϑ
(h) = 0 for k 6= 0 whileω|CARϑ(h)
is a state on CARϑ(h). Conversely, a stateω ∈ E(CARϑ(h)) extends uniquely to a gauge invariant
state on CAR(h) by settingω(⊕k∈ZAk )=ω(A0). There thus exists a bijection between the states
of CARϑ(h) and the gauge invariant states of CAR(h). The dynamical systems 〈CARϑ(h),τH 〉
and 〈CAR(h),τH 〉 are clearly equivalent if we restrict the latter one to its gauge invariant states.
3.2.3 〈τH ,β〉-KMS states on CARϑ(h)
The first issue which arises naturally after the discussion of the previous section is to char-
acterize the gauge invariant states on CAR(h) which correspond to the 〈τH ,β〉-KMS states
on CARϑ(h). This problem was solved in a very general setting by Araki (see Section 5.4.3
in [BR2]). If ω is an extremal 〈τH ,β〉-KMS state on CARϑ(h) with β> 0 there exists µ ∈ R such
thatω is a 〈γµ,β〉-KMS state on CAR(h), where the C∗-dynamics γµ is defined by γtµ ≡ τt ◦ϑ−µt .
Such a state represents the thermal equilibrium of an ideal Fermi gas at inverse temperature
β and at chemical potential µ (c.f. Section 3.2.6 below). We note that γµ is the Bogoliubov
group associated with the operator Kµ ≡H −µI .
We now determine the gauge invariant 〈τK ,β〉-KMS states on CAR(h), for a self-adjoint oper-
ator K on an arbitrary Hilbert space h. Let ω be such a state. Then, 〈 f , g 〉 7→ω(a∗(g )a( f )) is a
sesquilinear form on h. Furthermore
0≤ω(a∗( f )a( f ))≤ ‖a∗( f )‖‖a( f )‖ = ‖ f ‖2,
shows that it is positive and bounded above. Thus, there exists an operator T on h such that
0≤ T ≤ I and
ω(a∗(g )a( f ))= ( f ,T g ). (24)
For t ∈Rwe have F (t )≡ω(a∗(g )τtK (a( f )))= (eitK f ,T g ) and, if f ∈Cω(K ),
F (0+ iβ)= (eβK f ,T g ).
The CAR give us that a( f )a∗(g )=−a∗(g )a( f )+ ( f , g ) and thus, taking into account (24),
ω(a( f )a∗(g ))= ( f , g )−ω(a∗(g )a( f ))= ( f , (I −T )g ).
For t = 0, the KMS boundary conditions F (iβ)=ω(a( f )a∗(g )) imply
(eβK f ,T g )= ( f , (I −T )g ),
that is to say T (I +eβK ) f = f for all f ∈Cω(K ). Since Cω(K ) is dense and (I +eβK )−1Cω(K ) ⊂
Cω(K ) we may deduce that
T = (1+eβK )−1. (25)
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We now consider the function
Wm,n(g1, . . . , gm ; f1, . . . , fn)=ω(a∗(gm) · · ·a∗(g1)a( f1) · · ·a( fn)). (26)
Gauge invariance implies that Wm,n = 0 if m 6= n. If m = n, the KMS condition allows us to
write
Wn,n(g1, . . . , gn ; f1, . . . , fn)=ω(a(e−βK fn)a∗(gn) · · ·a∗(g1)a( f1) · · ·a( fn−1)).
By using the CAR, we can bring the first factor on the right hand side to its original position,
thus obtaining
Wn,n(g1, . . . , gn ; f1, . . . , fn)=−Wn,n(g1, . . . , gn ; f1, . . . ,e−βK fn)
+
n∑
j=1
(−1)n+ j (e−βK fn , g j )ω(a∗(gn) · · ·
a∗(g j ) · · ·a∗(g1)a( f1) · · ·a( fn−1)).
By using the multilinearity of Wn,n we can rewrite this identity as
Wn,n(g1, . . . , gn ; f1, . . . , (I +e−βK ) fn)
=
n∑
j=1
(−1)n+ j (e−βK fn , g j )Wn−1,n−1(g1, . . . ,  g j , . . . gn ; f1, . . . , fn−1).
Since Ran(I +e−βK )= h, we may replace fn by (I +e−βK )−1 fn in this last formula to obtain
Wn,n(g1, . . . , gn ; f1, . . . , fn)=
n+ j∑
j=1
(−1)n+ j W1,1(g j , fn)Wn−1,n−1(g1, . . . ,  g j , . . . gn ; f1, . . . , fn−1).
One recognizes this last expression as the Laplace expansion for the determinant of the n×n
matrix [W1,1(g j , fi )]i , j=1,...,n along the nth row. We are led to conclude that
ω(a∗(gm) . . . a∗(g1)a( f1) . . . a( fn))= δn,m det[( f j ,T gk )].
Definition 3.1 A gauge invariant state ω ∈ E(CAR(h)) is called quasi-free if there exists a self-
adjoint operator T on h such that 0≤ T ≤ I and
ω(a∗(gm)...a∗(g1)a( f1)...a( fn))= δn,m det[( f j ,T gk )] j ,k=1,...,n , (27)
for all n,m ∈N and all f1, ..., fn , g1, ..., gm ∈ h. In this case we say that ω is the gauge invariant
quasi-free state generated by T and that T is the generator of ω.
Remarks. 1. Since polynomials in a] are dense in CAR(h), it is clear that a state on this C∗-
algebra is completely determined by its correlation functions (26).
2. One can show that for any self-adjoint operator T on h such that 0 ≤ T ≤ I , Formula (27)
defines a gauge invariant state on CAR(h).
3. If C ∈L 1(h) we have already noted that dΓ(C ) ∈ CAR(h). If C =∑k κk fk (gk , · ) denotes the
canonical decomposition of C , then
dΓ(C )=∑
k
κk a
∗( fk )a(gk ),
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and if ω ∈ E(CAR(h)) is gauge invariant quasi-free generated by T , then
ω(dΓ(C ))=∑
k
κk ω(a
∗( fk )a(gk ))=
∑
k
κk (gk ,T fk )= tr(TC ).
4. If h is finite dimensional, it follows from the final example in Section 2.2.5 and the calcula-
tion of this section that
trΓ−(h)(e
−dΓ(K ) A)
trΓ−(h)(e−dΓ(K ))
=ωT (A),
where ωT is the gauge invariant quasi-free state generated by T = (1+eK )−1. Since e−dΓ(K ) =
Γ(e−K )= Γ(T (I −T )−1), Eq. (23) leads to
ωT (Γ(S))=
trΓ−(h)(Γ(T (I −T )−1S)
trΓ−(h)(Γ(T (I −T )−1))
= det(I +T (I −T )
−1S)
det(I +T (I −T )−1) = det(I +T (S−1)). (28)
This formula remains valid for infinite dimensional h provided S− I is trace class.
5. The gauge invariant quasi-free stateωT is modular iff Ker(T )=Ker(I−T )= {0}. In this case,
inverting Eq. (25) yields that the modular group of ωT is the Bogoliubov group τK generated
by the Hamiltonian K = log(T (I −T )−1).
We thus have the following result
Theorem 3.2 For all β ∈ R there exists a unique gauge invariant 〈τK ,β〉-KMS state on CAR(h).
It is the gauge invariant quasi-free state generated by (1+eβK )−1.
and its corollary,
Corollary 3.3 Ifω is an extremal 〈τH ,β〉-KMS state on CARϑ(h) for β> 0 there exists µ ∈R such
that ω is the restriction to CARϑ(h) of the gauge invariant quasi-free state on CAR(h) generated
by (1+eβ(H−µ))−1.
3.2.4 The Araki-Wyss representation
A GNS representation 〈HωT ,ΠωT ,ΩωT 〉 of CAR(h) induced by the gauge invariant quasi-free
state ωT was explicitly constructed by Araki and Wyss in [AW2] (see also [De2]). The Hilbert
space is a Fermionic Fock space
HωT = Γ−(h⊕h),
and the cyclic vector Ωω is its the vacuum vector. The morphism Πω : CAR(h) →B(Hω) is
completely determined by
ΠωT (a( f ))= a((I −T )1/2 f ⊕0)+a∗(0⊕T
1/2
f )
where · denotes an arbitrary complex conjugation on h and T is defined by T f = T f .
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If H is a self-adjoint operator on h commuting with T and
L = dΓ(H ⊕0−0⊕H),
one easily check that
eitLΠωT (a( f ))e
−itL =ΠωT (a(eit H f )),
and since LΩω = 0, we conclude that L is the Liouvillean associated to the Bogoliubov dynam-
ics τH . In particular, ωT ∈ E(CAR(h),τH ).
If H has an eigenvalue ε with eigenvector f 6= 0, thenΨ= a∗( f ⊕0)a∗(0⊕ f )Ωω 6= 0,
eitLΨ= a∗(eit H f ⊕0)a∗(0⊕e−it H f )Ωω = eit (ε−ε)a∗( f ⊕0)a∗(0⊕ f )Ωω =Ψ,
and hence LΨ= 0 so that 0 is not a simple eigenvalue of L. If on the contrary H has no eigen-
values, so does Ĥ =H⊕0−0⊕H . In particular, if H has purely absolutely continuous spectrum,
then the spectrum of L consists of a simple eigenvalue 0 with eigenvector Ωω and the purely
absolutely continuous spectrum{ ∑
ε∈Sp(H)∪Sp(−H)
nεε
∣∣∣nε ∈ {0,1}, ∑
ε∈Sp(H)∪Sp(−H)
nε <∞
}cl
.
However, if H has some singular spectrum, so does Lω. Thus, the following proposition is a
direct consequence of Proposition 2.10.
Proposition 3.4 Let T be the generator of a gauge invariant quasi-free state on CAR(h) such
that Ker(T )= Ker(I −T )= {0} (so that ωT is modular). Then ωT is ergodic if and only if H has
no eigenvalue. If in addition H has empty singular continuous spectrum then ωT is mixing.
3.2.5 Gauge group and chemical potentials
In this section, we generalize the previous result to more general Abelian gauge groups.
Suppose that there exists a family of self-adjoint operators {Q(1), . . . ,Q(N )} on h such that
[eitQ
( j )
,eisQ
(k)
]= 0, [eit H ,eisQ(k) ]= 0,
for all s, t ∈ R and all j ,k ∈ {1, . . . , N }. These operators may be interpreted as the generators of
a symmetry group of the system. In fact
RN 3 s = (s1, . . . , sN ) 7→U (s)= ei
∑N
j=1 s j Q
( j ) =
N∏
j=1
eis j Q
( j )
,
is a strongly continuous, faithful, unitary representation of the Abelian group G ≡ RN /K in h,
where
K ≡ {s ∈RN |U (s)= I },
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is a subgroup of RN . We will always assume that G is compact. Since U (s)HU∗(s) = H , for
all s ∈ RN , the Bogoliubov group ϑs(A)= Γ(U (s))AΓ(U (s))∗ commutes with the dynamics τtH .
Thus, the C∗-subalgebra
CARG (h)≡ {A ∈CAR(h) |ϑs(A)= A for all s ∈RN },
is invariant under τH . As a general rule, only the elements of this subalgebra are physically
observable. In the presence of a gauge group G the C∗-dynamical system corresponding
to our system is thus (CARG (h),τH ). Since ϑ acts trivially on CARG (h), it is clear that for all
µ = (µ1, . . . ,µn) ∈ RN the unique β-KMS state on CAR(h) for the group t 7→ τtH ◦ϑ−tµ is a β-
KMS state for the restriction of τ to CARG (h). Conversely, every extremal 〈τtH ,β〉-KMS state
on CARG (h) is the restriction to this subalgebra of the 〈τtH ◦ϑ−tµ,β〉-KMS state on CAR(h) for
some µ= (µ1, . . . ,µn) ∈RN . This state is quasi-free, generated by
Tβ,µ ≡
(
1+eβ(H−
∑N
j=1µ j Q
( j ))
)−1
.
We call the operators Q(1), . . . ,Q(N ) charges. The parameters µ1, . . . ,µN are the chemical po-
tentials associated with these charges.
Example 3.1 The following example is typical and provides an illustration of the previous
discussion. Suppose that the fermions in our system are of two distinct types (and thus dis-
tinguishable), say red and blue. In this case, the one-particle Hilbert space can be written in
the form h= hr⊕hb where hr and hb are two copies of the same space, one for the red fermions
and the other for the blue ones. The wave function f ⊕0 describe a red fermion while 0⊕ f
describes a blue fermion in the same state. In this case the charges are identified with the
colors
Q(r ) ≡
(
1 0
0 0
)
, Q(b) ≡
(
0 0
0 1
)
,
and the gauge group is the two-dimensional torus G = S1×S1. Gauge invariance expresses the
fact that the phase of each component of the wave function f ⊕ g is not measurable, i.e., ψ=
f ⊕g and ei(sr Q(r )+sbQ(b))ψ= eisr f ⊕eisb g describe the same state. The C∗-algebraO =CAR(h) is
generated by the operators r ( f )= a( f ⊕0) and b( f )= a(0⊕ f ) and their adjoints r ∗( f ) (which
creates a red fermion in the state f ) and b∗( f ) (which creates a blue fermion in the same state).
The action of the gauge group G on O is given by the ∗-automorphisms ϑs , s = (sr , sb) ∈ R2
such that ϑs(r ( f )) = e−isr r ( f ), ϑs(b( f )) = e−isb b( f ). A monomial in the operators r # and b#
is thus invariant under ϑ if it contains the same number of r and r ∗ factors, as well as the
same number of b and b∗ factors. The subalgebra OG is generated by the operators r ∗( f )r (g ),
b∗( f )b(g ) and I . We denote by Or the subalgebra generated by the operators r ∗( f )r (g ) and
I , and we denote by Ob the subalgebra generated by the operators b
∗( f )b(g ) and I . It follows
from the fact that {r (g ),b∗( f ′)}= ( f ⊕0,0⊕ f ′)= 0 and {b(g ′),r ∗( f )}= (0⊕g ′, f ⊕0)= 0 that we
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have
[r ∗( f )r (g ),b∗( f ′)b(g ′)]= r ∗( f )r (g )b∗( f ′)b(g ′)−b∗( f ′)b(g ′)r ∗( f )r (g )
=−r ∗( f )b∗( f ′)r (g )b(g ′)+b∗( f ′)r ∗( f )b(g ′)r (g )
=−b∗( f ′)r ∗( f )b(g ′)r (g )+b∗( f ′)r ∗( f )b(g ′)r (g )
= 0.
We conclude that the elements ofOr commute with the elements ofOb , which reflects the fact
that the red fermions are distinguishable from the blue fermions. SinceOG is clearly generated
by Or and Ob we deduce that OG =Or ⊗Ob .
If H = Hr ⊕Hb is the one-particle Hamiltonian, the dynamics on O is given by τt (r ( f )) =
r (eit Hr f ) and τt (b( f ))= b(eit Hb f ) and commutes with the gauge groupϑ. The extremal 〈τ,β〉-
KMS states on OG are quasi-free generated by
Tβ,µr ,µb =
(
1+eβ(H−µr Q(r )−µbQ(b))
)−1
.
3.2.6 Thermodynamic limit
In Section 2.2.5 we identified the thermal equilibrium states of a C∗-dynamical system with
the KMS states associated with this system. In Section 3.2.3 we introduced the chemical po-
tential associated with a gauge symmetry group of the dynamical system. In this section, we
discuss the relationship between equilibrium states and the grand canonical ensemble often
used in equilibrium statistical mechanics.
Suppose we are given a net a closed subspaces (hv )v∈V of the one-particle Hilbert h, as well
as a corresponding family of self-adjoint operators Hv on hv . In the usual presentation of the
thermodynamic limit in statistical mechanics,
(i) h is the Hilbert space of a fermion in infinite volume, for example h= L2(R3).
(ii) H is its Hamiltonian. For example H =−∆, the Laplacian on R3.
(iii) V is a directed family of finite boxes. For example, the cubes
v = v(L)≡ {(x1, x2, x3) ∈R3 | −L ≤ xi ≤ L, i = 1,2,3},
with L > 0.
(iv) hv is the Hilbert space of a fermion confined to the box v . For example,
hv = {u ∈ L2(R3) |suppu ⊂ v},
which we will identify with L2(v).
(v) Hv is its Hamiltonian. For example, Hv =−∆v,N , the Laplacian on the cube v with Neu-
mann boundary conditions.
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Let pv be the orthogonal projection of h onto hv . We shall suppose that
(a) s− lim
v
pv = I .
(b) limv (Hv − z)−1 f = (H − z)−1 f for all z ∈C\R and f ∈∪v∈V hv .
(c) e−βHv ∈L 1(hv ) for all v ∈V and β> 0.
We setAv =CAR(hv ) for all v ∈V and
Aloc ≡
⋃
v∈V
Av .
The injections hv ⊂ hv ′ ⊂ h naturally induce the injections Γ−(hv )⊂ Γ−(hv ′)⊂ Γ−(h) andAv ⊂
Av ′ ⊂ A for v ≤ v ′. We thus have that Aloc ⊂ A and the condition (a) implies that Aloc is
dense inA .
Condition (c) implies that the spectrum of Hv is pure point, of finite multiplicity, bounded
from below and can only accumulate at +∞. For Λ> 0, we define hvΛ ≡ F (Hv <Λ)hv ,AvΛ ≡
CAR(hvΛ) and PvΛ ≡ Γ(F (Hv < Λ)) the orthogonal projection of Γ−(hv ) onto the subspace
Γ−(hvΛ). We note that hvΛ, Γ−(hvΛ) andAvΛ are all of finite dimension. Furthermore∪Λ>0hvΛ,
being dense in hv , ∪Λ>0AvΛ is also dense inAv and s− lim
Λ→∞
PvΛ = Pv = Γ(pv ).
If we denoteKµ,v ≡ dΓ(Hv −µI ) then e−βKµ,v is trace class,
e−βKµ,v −e−βKµ,v PvΛ = e−βKµ,v (I −PvΛ),
and we deduce that
lim
Λ→∞
e−βKµ,v PvΛ = e−βKµ,v ,
in the norm ofL 1(Γ−(hv )).
The grand canonical ensemble in the box v , at inverse temperature βwith chemical potential
µ, given by ωβ,µ,v (A)= tr(ρβ,µ,v A) where
ρβ,µ,v =
e−βKµ,v
trΓ−(hv )(e
−βKµ,v )
,
defines a state onAv . For all A ∈∪Λ>0Av,Λ we have
ωβ,µ,v (A)= lim
Λ→∞
ωβ,µ,v,Λ(A),
where
ωβ,µ,v,Λ(A)=
trΓ−(hvΛ)(e
−βKµ,v A)
trΓ−(hvΛ)(e
−βKµ,v )
.
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The group of ∗-automorphisms γtµ,v (A)= eitKµ,v Ae−itKµ,v onB(Γ−(hv )) leaves the C∗-algebra
AvΛ invariant. Example 1 from Section 2.2.5 shows that ωβ,µ,v,Λ is the unique 〈γtµ,v ,β〉-KMS
state onAvΛ. Theorem 3.2 implies that ωβ,µ,v,Λ is gauge invariant quasi-free generated by
Tβ,µ,v,Λ = (I +eβ(Hv−µI ))−1|hvΛ .
For all f1, . . . , g1, . . . ∈ hvΛ, we thus have
ωβ,µ,v (a
∗(gm) · · ·a∗(g1)a( f1) · · ·a( fn))= lim
Λ′→∞
ωβ,µ,v,Λ′(a
∗(gm) · · ·a∗(g1)a( f1) · · ·a( fn))
= lim
Λ′→∞
δnm det[( fi ,Tβ,µ,v,Λ′g j )]i , j=1,...n .
We deduce that
ωβ,µ,v (a
∗(gm) · · ·a∗(g1)a( f1) · · ·a( fn))= δnm det[( fi ,Tβ,µ,v g j )]i , j=1,...n .
where
Tβ,µ,v = (I +eβ(Hv−µ))−1.
This last formula extends continuously to all f1, . . . , g1, . . . ∈ hv . ωβ,µ,v is thus the gauge invari-
ant quasi-free state generated by Tβ,µ,v . Condition (b) implies that
lim
v ′
Tβ,µ,v ′ f = Tβ,µ f ≡ (I +eβ(H−µ))−1 f ,
for all f ∈ hv . We deduce that
ωβ,µ(a
∗(gm) · · ·a∗(g1)a( f1) · · ·a( fn))≡ lim
v ′
ωβ,µ,v ′(a
∗(gm) · · ·a∗(g1)a( f1) · · ·a( fn))
= lim
v ′
δnm det{( fi ,Tβ,µ,v ′g j )}i , j=1,...n
= δnm det{( fi ,Tβ,µg j )}i , j=1,...n ,
for all f1, . . . , g1, . . . ∈ hv . This shows that ωβ,µ, the gauge invariant quasi-free state on A gen-
erated by Tβ,µ, is the thermodynamic limit of the grand canonical ensemble
ωβ,µ(A)= lim
v ′
ωβ,µ,v ′(A),
for all A ∈Aloc.
3.3 Open quantum systems
This section is a brief introduction to the C∗-algebraic description of open quantum systems
and to the nonequilibrium statistical mechanics of these systems. For a more detailed discus-
sion, we refer the reader to [JP7, AJPP1].
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3.3.1 Algebraic description
A system is called open if it interacts with some environment. A typical example of an open
quantum system is an atom (or a molecule) whose charged constituents interact with the
electromagnetic field. If we neglect these interactions, an atom generally allows for a series
of steady states, corresponding to the eigenvalues of its Hamiltonian. Taking into account
the interaction of the electrons with the electromagnetic field, only the ground state remain
stable. The excited steady states turn into metastable states with a finite lifetime (see [BFS1,
BFS2] for a rigorous treatment of this fundamental effect).
To model an open system, one generally considers that the system is made up of a small,
confined system S , with a finite number of classical degrees of freedom, as well as one or
several reservoirs R1, . . . ,RM , each of those being an extended system with a large number
of degrees of freedom. While the small system S may have a complex internal structure, the
reservoirs are generally simple systems, for example ideal gases. In terms of Hamiltonians,
the dynamics of such a system is determined, at least formally, by the sum
H tot =HS +
M∑
j=1
HR j +
M∑
j=1
H intS ,R j ,
where HS is the Hamiltonian of the small system, HR j is that of reservoir R j , and H
int
S ,R j
is
the Hamiltonian representing the interaction between the small system and reservoirR j .
In a mathematically rigorous approach to open systems it is often convenient to idealize
the reservoirs and consider them to be infinitely extended (this is in particular the case for
the construction of nonequilibrium steady states). In such situations the algebraic formula-
tion of quantum dynamics provides a more appropriate framework than the familiar Hilbert
space/Hamiltonian approach. The coupled system S +R1 + ·· ·RM is described by a C∗-
dynamical system 〈O ,τ〉which has the following structure
(i) There exist C∗-subalgebras OS ,OR1 , . . .ORM ⊂O , such that OS ∩OR j = ORk ∩OR j = CI
for j 6= k and
O =OS ∨OR1 ∨·· ·∨ORM ,
that is to say that O is generated by these subalgebras. OS is the algebra of observables
of the small system, and OR j is that of the j -th reservoir.
(ii) For eachα ∈ {S ,R1, . . . ,RM } there exists a C∗-dynamical system 〈O ,τα〉 such that τtα(Oα)
⊂ Oα and τtα(A) = A for A ∈ Oβ and β 6= α. The C∗-dynamical systems 〈Oα,τα|Oα〉 de-
scribe the components of the system without interactions between them.
(iii) τt
S
= etδS where the ∗-derivation δS is inner, i.e., there exists a self-adjoint element
HS ∈OS such that δS = i[HS , · ].
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(iv) Let δ,δR j be the ∗-derivations generating the C∗-dynamics τ,τR j . There exist self-
adjoint elements V j ∈OS ∨OR j such that
δ(A)= δS (A)+
M∑
j=1
δR j (A)+
M∑
j=1
i[V j , A].
V j thus describes the interaction between the small system and the j -th reservoir.
The dynamics of the system admits a perturbative expansion, the Schwinger-Dyson series
τt (A)= τt0(A)+
∞∑
n=1
∫
0≤s1≤···≤sn≤t
i[τs10 (V ), i[· · · , i[τsn0 (V ),τt0(A)] · · · ]]ds1 · · ·dsn ,
where τt0 = etδ0 with δ0 = δS +
∑M
j=1δR j and V =
∑M
j=1 V j . This series converges in the norm
of O for all t ∈R and A ∈O .
3.3.2 Non-equilibrium steady states (NESS)
Letω ∈ E(O ) be the initial state of the system. If this state is close enough to a thermodynamic
equilibrium ωeq it is expected that the system will relax towards equilibrium,
lim
t→∞ω◦τ
t (A)=ωeq(A),
for all A ∈ O . On the other hand, if ω is sufficiently far from a thermodynamic equilibrium
state, the system may evolve to a nonequilibrium steady state.
Following Ruelle ([R2, R3]) we define a nonequilibrium steady state (NESS) associated with
the initial state ω as a limit point, in the weak-∗ topology of E(O )⊂O ′, of the net
〈ω〉t ≡ 1
t
∫ t
0
ω◦τsd s,
with t > 0. We denote by Σ+(ω) the set of all NESS associated to ω. We thus have ω+ ∈Σ+(ω) if
and only if there exists a net tα→+∞ such that
lim
α
〈ω〉tα(A)=ω+(A), (29)
for all A ∈ O . One can easily show that all elements of Σ+(ω) are τ-invariant states. Further-
more, since E(O ) is weak-∗ compact, Σ+(ω) is never empty. The fundamental problem of
nonequilibrium statistical mechanics of the system 〈O ,τ〉 is the study of the properties of
these NESS. We are particularly interested in showing that Σ+(ω) = {ω+} (there is only one
NESS), and that
lim
t→∞ω◦τ
t (A)=ω+(A), (30)
the unique NESS, is an attractor.
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3.3.3 Scattering theory of C∗-dynamical systems
As already remarked in the introduction, three methods have been implemented to study the
limit in equation (30):
- Ruelle’s scattering approach [R4] uses scattering theory of C∗-dynamical systems to con-
struct a unique NESS. This method operates directly on the algebra O without passing to a
representation.
- The spectral method of Jakšic´-Pillet [JP6] (see also [MMS]). It reduces the problem to the
analysis of the complex resonances of a Liouvillean, a non self-adjoint generator of the dy-
namics in the canonical cyclic representation of the C∗-algebraO associated with the initial
state ω.
- The de Roeck-Kupiainen cluster expansion technique [dRK1, dRK2] which operates directly
on the sample subalgebra OS .
We shall apply the first approach in these notes. In the following, we provide a general de-
scription of this method. We refer the reader to [R4, R5, JP7, AJPP1] for further discussion and
to [DFG, FMU, FMSU, JOP1, JPP2, CMP1, CMP2] for examples of application of the method.
The C∗-algebraic scattering theory is inspired by the Hilbert space scattering theory intro-
duced in Section 2.1.4 and relies on the existence of the strong limits
γ± = s− lim
t→±∞ τ
−t
0 ◦τt , (31)
(compare with Eq. (11), and observe that the order of the free and perturbed groups is reversed
since we are working here in the Heisenberg picture whereas the Hilbert space scattering is
formulated in the Schrödinger picture). The groups τ0 and τ being isometric, these limits, if
they exist, define injective ∗-endomorphisms of O such that
γ± ◦τt = τt0 ◦γ±,
for all t ∈R. We call them Møller morphisms. As in the Hilbert spaces theory, the τ0-invariant
C∗-subalgebras O± ≡ γ±(O ) play a central role. For all A ∈O , we have
0= lim
t→±∞‖γ
±(A)−τ−t0 ◦τt (A)‖ = limt→±∞‖τ
t
0(γ
±(A))−τt (A)‖,
that is to say that the evolution of A under τ is asymptotically that of γ±(A) under τ0 when
t →±∞. We may thus define a ∗-isomorphism
σ≡ γ+ ◦ (γ−)−1 :O−→O+,
which transforms the incoming asymptote γ−(A) into the outgoing asymptote γ+(A). It is
evidently the equivalent to the scattering operator in the Hilbert space approach.
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For all A ∈O one has
0= lim
t→±∞‖τ
t
0(γ
±(A))−τt (A)‖ = lim
t→±∞‖τ
−t ◦τt0(γ±(A))− A‖,
which shows that the strong limits
α± = s− lim
t→±∞ τ
−t ◦τt0|O± , (32)
exists and that α± = (γ±)−1.
In the context of open systems described in the preceding section we expect
O− =O+ =OR ≡
M∨
j=1
OR j , (33)
where OR is the C∗-subalgebra of the reservoirs. In fact, the small system S being confined,
the spectrum of its Hamiltonian HS will be pure point. In this case δS = i[HS , · ] will also
have a pure point spectrum and we thus do not expect that the limit in Eq. (32) exists on OS .
We note in particular that if (33) is verified then γ± provide ∗-isomorphisms between the C∗-
dynamical systems 〈O ,τ〉 and 〈OR ,τR〉 where τR = τ0|OR denotes the free dynamics of the
reservoirs. If the initial state ω is τ0-invariant, then
ω◦τt =ω◦τ−t0 ◦τt ,
and
lim
t→±∞ω◦τ
t (A)= lim
t→±∞ω◦τ
−t
0 ◦τt (A)=ω|OR ◦γ±(A),
for all A ∈ O . From this we get that Σ+(ω) = {ω+} and the unique NESS associated with ω
is independent of the initial state of the small system ω|OS . If ω|OR has ergodic properties
(which is typically the case for ideal reservoirs) we can say even more. For all ν ∈ E(O ), we
have
|ν◦τt (A)−ν◦τt0(γ+(A))| ≤ ‖τt (A)−τt0(γ+(A))‖ = ‖τ−t0 ◦τt (A)−γ+(A)‖,
and thus
lim
t→∞ |ν◦τ
t (A)−ν◦τt0(γ+(A))| = 0.
If ω|OR is τR-ergodic and if ν|OR is ω|OR -normal, we deduce that
lim
T→∞
1
T
∫ T
0
ν◦τt (A)dt = lim
T→∞
1
T
∫ T
0
ν◦τt0(γ+(A))dt =ω(γ+(A)),
that is to say Σ+(ν)= {ω+}. Similarly, if ω|OR is τR-mixing and if ν|OR is ω|OR -normal,
lim
t→∞ν◦τ
t (A)= lim
t→∞ν◦τ
t
0(γ
+(A))=ω(γ+(A)).
Ruelle’s approach may thus be summarized by the following proposition
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Proposition 3.5 Suppose that the Møller morphism γ+ defined in Eq. (31) exists and is such
that γ+(O )=OR . If ω is τ0-invariant, then, for all A ∈O ,
lim
t→∞ω◦τ
t (A)=ω+(A),
where ω+ =ω|OR ◦γ+. In particular, we have Σ+(ω)= {ω+} and the unique NESS ω+ associated
with ω is independent of the initial state of the small system S . If ω|OR is τR-ergodic, we have
Σ+(ν) = {ω+} for all ν ∈ E(O ) such that ν|OR is ω|OR -normal. If, furthermore, ω|OR is τ0|OR -
mixing, then
lim
t→∞ν◦τ
t (A)=ω+(A),
holds for all A ∈O and all ν ∈ E(O ) such that ν|OR is ω|OR -normal.
3.3.4 Entropy production
Another central notion in nonequilibrium statistical mechanics is entropy production. The
general definition of entropy production is problematic since the concept of entropy itself
– fundamental for equilibrium thermodynamics – does not have a satisfying generalization
outside of equilibrium (the reader interested in this problematic should read the following
enlightening discussions by Gallavotti and Ruelle [G1, G2, R5, R6, R7, R8]).
Following Ruelle [R5] and Jakšic´-Pillet [P1, JP5, JP4] we can however give a satisfactory defini-
tion of entropy production for a large class of NESS. This definition is based on the concept
of relative entropy (we refer to [O, OHI, LS, Sp3] for similar considerations and to [AF2] for a
careful analysis of entropy production in the framework of cyclic processes).
The relative entropy of two density matrices ρ and ω on a Hilbert spaceH is defined, analo-
gously to the relative entropy of two measures, by the formula
Ent(ρ|ω)≡ tr(ρ(logω− logρ)).
Let (ϕi )i be an orthonormal basis of eigenvectors of ρ and let pi be the associated eigenvalues.
Then pi ∈ [0,1] and ∑i pi = 1. Let qi ≡ (ϕi ,ωϕi ). We thus have that qi ∈ [0,1] and ∑i qi =
tr(ω)= 1. By applying Jensen’s inequality twice we get (with the convention 0log0= 0)
Ent(ρ|ω)=∑
i
pi ((ϕi , logωϕi )− log pi )
≤∑
i
pi (log qi − log pi )≤ log
∑
i
qi = 0.
We thus have that Ent(ρ|ω) ≤ 0. We can also show that Ent(ρ|ω) = 0 if and only if ρ = ω.
Araki extended this definition to states of a C∗-algebra [A1, A2] (see also [OP, BR2]). We will
not go into the details of this extension, which is based on the modular theory of Tomita and
Takesaki. The only property of this extension of interest to us is precisely the one which we
describe in the following result ([JP5]).
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Theorem 3.6 Let ω ∈ E(O ) be a τ0-invariant state. Suppose that ω is 〈σω,1〉-KMS for a group
t 7→ σtω of ∗-automorphisms of O . We denote by δω the ∗-derivation generating the group σω.
If V ∈Dom(δω) then
Ent(ν◦τt |ω)= Ent(ν|ω)+
∫ t
0
ν◦τs(δω(V ))ds,
for all ν ∈ E(O ).
We shall use this result to define the entropy production rate of a NESS. In order to get a
convincing physical interpretation of this definition we will restrict ourselves to initial statesω
which are close enough to “product states” in which each reservoir is in thermal equilibrium.
Let β= (β1, . . . ,βM ) ∈RM+ . We say thatωβ is a β-KMS state if it is a 〈σβ,1〉-KMS state, where σβ
denotes the group of ∗-automorphisms of O generated by
δβ =
M∑
j=1
β jδR j .
To simplify our exposition we shall always assume here that such a state exists and is unique
(this is the case if the reservoirs are ideal Fermi gases, which is the situation that will prevail
in the remaining parts of these notes). Remark 3 of Section 2.2.5 shows that the restricted
stateωβ|OR j is a β j -KMS state for τR j , i.e., in the stateωβ each reservoir is in thermal equilib-
rium. However, if the β j are not all equal then the joint reservoir systemR is not in a global
equilibrium state.
Applying the results of Section 2.2.6, for any self-adjoint K ∈O
δ(K )
β
= δβ+ i[K , · ],
generates a dynamics σ(K )
β
with a unique 〈σ(K )
β
,1〉-KMS state ω(K )
β
∈ E(O ). The set Eβ(O ) of all
states obtained in this way is dense in the setNωβ of all ωβ-normal states. Moreover, one has
the estimates [A3, A4]
ω(K )
β
(K )−ωβ(K )≤ Ent(ω(K )β |ωβ)≤ω(K )β (K )+ logωβ(e−K ). (34)
Let ω ∈ Eβ(O ) and ω+ ∈ Σ+(ω) so that Eq. (29) holds for a net tα. We define the entropy pro-
duction rate of ω+ by
Ep(ω+)=− lim
α
1
tα
Ent(ω◦τtα |ωβ). (35)
Assuming that V j ∈Dom(δR j ) for all j , Theorem 3.6 allows us to write
1
tα
Ent(ω◦τtα |ωβ)=
1
tα
Ent(ω|ωβ)+
1
tα
∫ tα
0
ω◦τs(δβ(V ))ds,
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and we deduce from Eq. (29) and (34) that
Ep(ω+)≡ω+(−δβ(V )). (36)
We will come back to the physical interpretation of this relation in the following section.
Meanwhile, we note that the inequality
Ep(ω+)≥ 0,
is a consequence of the fact that the relative entropy of two states is never positive.
3.3.5 First and second laws of thermodynamics
To legitimate Definition (35) and interpret Relation (36) we discuss in this section the first
two laws of thermodynamics in the framework of open quantum systems. To do this, we
must identify the observables Φ j which describe the energy flux leaving the reservoirs R j
and entering the small systemS .
As in the preceding section, we shall assume that V j ∈ Dom(δR j ) for j = 1, . . . , M . The total
energy flux leaving the reservoirs is given by
d
dt
τt (HS +V )= τt (δ(HS +V )).
Since
δ(HS +V )= i[HS +V , HS +V ]+
M∑
j=1
δR j (HS +V ),
and δR j (HS )= 0, we have
d
dt
τt (HS +V )=
M∑
j=1
τt (δR j (V )).
We may thus identify
Φ j = δR j (V )= δR j (V j ),
as the observable describing the energy flux leaving the j -th reservoir. The identity
M∑
j=1
Φ j = δ(HS +V ),
expresses the conservation of energy – the first law of thermodynamics: for any τ-invariant
state ν,
M∑
j=1
ν(Φ j )= d
dt
ν◦τt (HS +V )
∣∣∣∣
t=0
= 0.
Relation (36) can now be written as
Ep(ω+)=−
M∑
j=1
β jω
+(Φ j ),
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S
R1
R3
R2
Figure 2: A discrete structure M=S ∪R1∪R2∪R3.
which can be interpreted as an entropy balance equation. Its right hand side is the phe-
nomenological expression of the entropy flux leaving the system S and must coincide with
the entropy produced within this system (see for example [DGM]). In particular, for all NESS
ω+ ∈Σ+(ω), we obtain
M∑
j=1
β jω
+(Φ j )=−Ep(ω+)≤ 0,
which is an expression of the second law of thermodynamics.
3.4 Open fermionic systems
In this section, we show how to adapt the description of open systems developed in Section 3.3
to the special case of quasi-free fermionic systems. We shall see that scattering theory takes a
particularly simple form in this case.
3.4.1 The one-particle setup
In order to simplify the presentation and avoid unnecessary technical difficulties we consider
an ideal Fermi gas on a connected discrete structure M which is the disjoint union of a fi-
nite set S and of M semi-infinite one-dimensional lattices R1, . . . ,RM (see Figure 2). This
situation is typical of the tight binding approximation widely used in solid state physics. The
one-particle Hilbert space admits the following decomposition
h= hS ⊕hR , hR =
M⊕
k=1
hk ,
where hS = `2(S ) and hk = `2(Rk ) with Rk = N. Let HS be a self-adjoint operator on hS
which describes the internal structure of the sampleS . For each k denote by Hk a copy of the
discrete Laplacian onNwith Dirichlet boundary condition, i.e., the operator on `2(N) defined
by
(Lu)(x)= 1
2
∑
|x−y |=1
u(y).
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It is the standard tight binding Hamiltonian for an electron in a single band of a one-dimen-
sional lead. One easily checks that
(U u)(ε)=
√
2
pi
p
1−ε2
∑
x∈N
u(x)sin(arccos(ε)(x+1)), (37)
defines a unitary operator from `2(N) to L2([−1,1],dε) such that (U Lu)(ε) = ε(U u)(ε). Thus,
Hk has purely absolutely continuous spectrum Sp(Hk )= Spac(Hk )= [−1,1], Spsing(Hk )=;.
The one-particle Hamiltonian is given by
H = (HS ⊕HR)+V , HR =
M⊕
k=1
Hk ,
with a coupling term
V =
M∑
k=1
(
χk (δ0k , · )+δ0k (χk , · )
)
,
where χk ∈ hS and δ0k ∈ hRk denotes the Kronecker delta function at site 0. Since HS +V
is compact (in fact finite rank), it follows from Weyl’s theorem that Spess(H) = Spess(HR) =
[−1,1]. To simplify our discussion, we shall assume that H has purely absolutely continuous
spectrum. In the so called fully resonant case, i.e., when Sp(HS ) ⊂]− 1,1[, this condition is
verified provided the coupling strength maxk ‖χk‖ is small enough. We will discuss the effect
of singular spectra in Sections 5 and 6.
3.4.2 Quasi-free NESS
We define the C∗-algebras
O ≡CAR(h), OS ≡CAR(hS ), OR ≡CAR(hR), ORk ≡CAR(hk ),
and denote by τ the C∗-dynamics on O associated to H , i.e., τt (a#( f )) = a#(eit H f ). Let T be
the generator of a gauge invariant quasi-free state ωT ∈ E(O ). For all f1, . . . , g1, . . . ∈ h we have
ωT ◦τt (a∗(gm) · · ·a∗(g1)a( f1) · · ·a( fn))=ωT (a∗(eit H gm) · · ·a∗(eit H g1)a(eit H f1) · · ·a(eit H fn))
= δnm det{(eit H fi ,T eit H g j )}i , j=1,...,n
= δnm det{( fi ,Tt g j )}i , j=1,...,n
=ωTt (a∗(gm) · · ·a∗(g1)a( f1) · · ·a( fn)),
where Tt ≡ e−it H T eit H . We conclude that
ωT ◦τt =ωTt . (38)
Furthermore if
T+ ≡w− lim
t→+∞ Tt , (39)
56
A Geometric Approach to the Landauer-Büttiker Formula
exists, then
lim
t→+∞ωT ◦τ
t (a∗(gm) · · ·a∗(g1)a( f1) · · ·a( fn))=ωT+(a∗(gm) · · ·a∗(g1)a( f1) · · ·a( fn)).
The mapping A 7→ωTt (A), being uniformly continuous in t ∈R and the monomials a∗(gm) · · ·
a( fn) forming a total subset of O , we can conclude that
Σ+(ωT )= {ωT+}. (40)
3.4.3 Multi-channel scattering
In the preceding subsection, we reduced the problem of the existence and uniqueness of the
NESS associated with a gauge invariant quasi-free state onO to the existence of the weak limit
(39). To control this limit we will, in this subsection, implement the theory of multi-channel
scattering. We present here a simplified version. A more detailed discussion will be made in
Section 5.4.
Let τRk denotes the C
∗-dynamics generated by Hk on ORk . Since the canonical injections Jk :
hk → h are partial isometries, we have J∗j Jk = δ j k Ihk and Jk J∗k = 1k is the orthogonal projection
of h onto the subspace hk .
Since H Jk− Jk Hk = (HS +V )Jk is trace class, it follows from Pearson’s theorem (Theorem XI.7
in [RS3]) that the partial Møller operators
Ω±k ≡ s− limt→±∞ e
it H Jk e
−it Hk Pac(Hk ), (41)
exist. Like the ordinary Møller operators, they satisfy the intertwining relations f (H)Ω±k =
Ω±k f (Hk ) which imply in particular that Ran(Ω
±
k )⊂ hac(H). For any u, v ∈ h one has
(Ω±j u,Ω
±
k v)= limt→±∞(e
it H J j e
−it H j Pac(H j )u,eit H Jk e−it Hk Pac(Hk )v)
= lim
t→±∞(J j e
−it H j Pac(H j )u, Jk e−it Hk Pac(Hk )v)
= lim
t→±∞δ j k (e
−it Hk Pac(Hk )u,e−it Hk Pac(Hk )v)
= δ j k (u,Pac(Hk )v),
(42)
from which we conclude that Ω±k is a partial isometry with initial space hk,ac(Hk ) and final
space Ran(Ω±k ). Moreover, the subspaces Ran(Ω
±
k ) are orthogonal to each other.
Pearson’s theorem also implies the existence of the strong limits
W ±k ≡ s− limt→±∞ e
it Hk J∗k e
−it H Pac(H). (43)
Repeating the arguments of the previous paragraph, we obtain that W ±k is a partial isometry
with initial space hac(H) and final space Ran(W
±
k )⊂ hac(Hk ). Thus, one has
(W ±k u, v)= limt→±∞(e
it Hk J∗k e
−it H Pac(H)u,Pac(Hk )v)
= lim
t→±∞(Pac(H)u,e
it H Jk e
−it Hk Pac(Hk )v)= (u,Ω±k v),
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which shows that W ±k =Ω±∗k .
We note that
∑
k Jk J
∗
k =
∑
k 1k = I −1S , where 1S denotes the orthogonal projection of h onto
hS . Since hS is finite dimensional, 1S is compact and it follows from the Riemann-Lebesgue
lemma, Eq. (8), that∑
k
(u,Ω±kΩ
±∗
k v)=
∑
k
(W ±k u,W
±
k v)=
∑
k
lim
t→±∞(e
it Hk J∗k e
−it H Pac(H)u,eit Hk J∗k e
−it H Pac(H)v)
=∑
k
lim
t→±∞(J
∗
k e
−it H Pac(H)u, J∗k e
−it H Pac(H)v)
=∑
k
lim
t→±∞(e
−it H Pac(H)u, Jk J∗k e
−it H Pac(H)v)
= (u,Pac(H)v)− lim
t→±∞(e
−it H Pac(H)u,1S e−it H Pac(H)v)
= (u,Pac(H)v).
Thus, one has ∑
k
Ω±kΩ
±∗
k = Pac(H), (44)
which implies that the full Møller operators
Ω± : h 3 u 7→∑
k
Ω±k 1k u,
is a partial isometry with initial space hac(HS ⊕HR) =⊕khac(Hk ) and final space hac(H) = h.
The scattering operator S =Ω+∗Ω− :⊕khac(Hk )→⊕khac(Hk ) has a block matrix structure S =
[S j k ] where
S j k =Ω+∗j Ω−k : hac(Hk )→ hac(H j ).
It follows from Eq. (42) and (44) that
(S∗S) j k =
∑
l
(Ω+∗l Ω
−
j )
∗Ω+∗l Ω
−
k =Ω−
∗
j
(∑
l
Ω+l Ω
+∗
l
)
Ω−k =Ω−
∗
j Ω
−
k = δ j k Pac(Hk ),
which shows that S is unitary.
3.4.4 The NESS
Fixβ= (β1, . . . ,βM ) ∈RM+ ,µ= (µ1, . . . ,µM ) ∈RM and set Tk = (I+eβk (Hk−µk ))−1. Let TS ∈B(hS )
be such that 0< TS < 1. Then
T = TS ⊕TR = TS ⊕
(
M⊕
j=1
Tk
)
, (45)
generates a modular, gauge invariant quasi-free state on O such that ωT (A) = ωTk (A) for all
A ∈ ORk . It follows from Theorem 3.2 that ωT describes a physical state of the joint system
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S +R in which each reservoir Rk is in thermal equilibrium at inverse temperature βk and
chemical potential µk .
Since Tk commutes with e
it Hk we may write
Tt = e−it H T eit H = e−it H TS eit H +
∑
k
e−it H Jk Tk J∗k e
it H
= e−it H TS eit H +
∑
k
e−it H Jk eit Hk Tk e−it Hk J∗k e
it H ,
Since TS is compact, it follows from the Riemann-Lebesgue lemma, Eq. (41) and (43) (recall
that we assumed hac(H)= h) that
s− lim
t→+∞ Tt =
∑
k
Ω−k TkΩ
−∗
k =Ω−TRΩ−∗. (46)
so that Relation (40) holds with T+ =Ω−TRΩ−∗.
Let us now make connection with the C∗-scattering approach of Section 3.3.3. For f ∈ h, one
has
τ−t0 ◦τt (a#( f ))= a#(JS e−it HS J∗S eit H f )+
∑
k
a#(Jk e
−it Hk J∗k e
it H f ),
where JS denotes the canonical injection hS → h. The same argument as before and the
continuity of the map f 7→ a#( f ) yield
lim
t→∞τ
−t
0 ◦τt (a#( f ))=
∑
k
a#(JkW
−
k f )= a#(Ω−∗ f )= Γ(Ω−)∗a#( f )Γ(Ω−).
The uniform continuity of the ∗-automorphisms τ−t0 ◦τt and the density of polynomials in a#
in CAR(h) imply that
lim
t→∞τ
−t
0 ◦τt (A)= Γ(Ω−)∗AΓ(Ω−),
holds for any A ∈CAR(h). Thus, the Møller morphism γ+ exists and is given by the Bogoliubov
morphism
γ+(A)= Γ(Ω−)∗AΓ(Ω−).
Its range is CAR(RanΩ−∗)=CAR(hR)=OR . The NESS can be written as
ωT+(A)=ωTR (γ+(A)),
and it follows from Propositions 3.4, 3.5 that
lim
t→∞ν(τ
t (A))=ωT+(A),
holds for all A ∈O and all ν ∈NωT . Note in particular that the NESS is independent of the ini-
tial state TS of the sample. Note also that the above arguments extend without modification
to the more general class of initial states ωT such that 0< T < I and J∗k T Jk = Tk .
59
Ben Sâad, Pillet
3.4.5 Flux observables
In the framework of quasi-free fermionic systems, the total energy of reservoir Rk can be
identified with the operator dΓ(Hk ) (here and in the following, an operator Ak acting on hk is
identified with the operator Jk Ak J
∗
k which acts on h). The energy flux leaving reservoirRk is
thus given by
Φek =−
d
dt
eitdΓ(H)dΓ(Hk )e
−itdΓ(H)
∣∣∣∣
t=0
=−dΓ(i[H , Hk ]).
Besides energy fluxes, we can also introduce particle fluxes. The number of particles in reser-
voirRk being given by dΓ(1k ), the particle flux leaving this reservoir is
Φ
p
k =−
d
dt
eitdΓ(H)dΓ(1k )e
−itdΓ(H)
∣∣∣∣
t=0
=−dΓ(i[H ,1k ]).
We note that all these flux observables have the same structure: each of them has the form
Φk = dΓ(φk ), (47)
where φk = −i[H ,Qk ] for a self-adjoint operator Qk commuting with HR and HS . Even
though the second quantized chargeQk = dΓ(Qk ) does not belong to the algebra O , one has
φk =−i[HS +HR +V ,Qk ]=−i[V ,Qk ]=
(
(χk , · )ϕk + (ϕk , · )χk
)
,
where ϕk = iQkδ0k . Thus
Φk = a∗(ϕk )a(χk )+a∗(χk )a(ϕk ),
is a self-adjoint element of O .
Conservation of energy and particle number are expressed by the identities∑
k
Φek = dΓ(i[H , HS + v]),
∑
k
Φ
p
k = dΓ(i[H ,1S ]).
Indeed, since dΓ(HS +V ) and dΓ(1S ) belong to O , one has∑
k
ν(Φek )=
d
dt
ν(τt (dΓ(HS +V )))
∣∣∣∣
t=0
= 0, ∑
k
ν(Φpk )=
d
dt
ν(τt (dΓ(1S )))
∣∣∣∣
t=0
= 0, (48)
for any τ-invariant state ν.
3.4.6 Entropy production
Since the NESS ωT+ is independent of the initial state of the sampleS , let us assume that
TS = (1+e−KS )−1,
for some self-adjoint operator KS commuting with HS . Then we can write T = (1+ e−K )−1
with K =KS ⊕KR and
KR =−
⊕
j
β j (H j −µ j 1 j ).
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It follows that ωT is a KMS state at inverse temperature β = −1 for the group of Bogoliubov
automorphisms σt (A)= eitdΓ(K ) Ae−itdΓ(K ). By Theorem 3.6, we have
Ent(ωTt |ωT )=
∫ t
0
ωTs (dΓ(i[K ,V ]))ds.
In the limit t →+∞, we obtain
0≤− lim
t→+∞
1
t
Ent(ωTt |ωT )=−ωT+(dΓ(i[K ,V ]))
=−ωT+(dΓ(i[KS ,V ]))+
M∑
j=1
ωT+(dΓ(i[β j (H j +µ j 1 j ),V ]))
=−ωT+(dΓ(i[KS ,V ]))−
M∑
j=1
ωT+(dΓ(i[H ,β j (H j +µ j 1 j )]))
=−ωT+(dΓ(i[KS ,V ]))−
M∑
j=1
β jωT+(Φ
h
j ),
where Φhj = Φej −µ jΦ
p
j denotes the heat flux leaving the j -th reservoir. Since the resulting
inequality is valid for any KS , we can conclude thatωT+(dΓ(i[KS ,V ])) vanishes for any choice
of KS . Thus, the total entropy flux
∑
j β jΦ
h
j entering the sample satisfies
M∑
j=1
β jωT+(Φ
h
j )≤ 0.
It follows that the entropy production in the steady state is also independent of the choice of
the initial state of the sample and satisfies the entropy balance equation
Ep(ωT+)=−
M∑
j=1
β jωT+(Φ
h
j ).
3.4.7 The Landauer-Büttiker formula
Until the end of the next section T is given by Eq. (45), Qk stands for either Hk or 1k and
φk =−i[H ,Qk ].
Formula (46) allows us to compute the expectation of the current observable (47), associated
to the charge Qk , in the NESS ωT+ ,
ωT+(Φk )= trh(T+φk )=
M∑
j=1
trh j (T jΩ
−∗
j φkΩ
−
j ). (49)
The celebrated Landauer-Büttiker formula expresses the right hand side of this identity in
terms of the scattering matrix S = [S j k ]. To write down this formula, we shall now describe
the spectral representations of the reference Hamiltonians Hk .
61
Ben Sâad, Pillet
Eq. (37) defines unitary operators
Uk : hk → L2([−1,1],dε), (50)
such that (Uk Hk u)(ε)= ε(Uk u)(ε). It follows that (Uk Tk u)(ε)= (1+eβk (ε−µk ))−1(Uk u)(ε). Since
the scattering matrix S = [S j k ] satisfies H j S j k = S j k Hk , there exists measurable functions
s j k (ε) such that (U j S j k u)(ε) = s j k (ε)(Uk u)(ε) for almost all ε ∈ [−1,1]. The matrix S(ε) =
[s j k (ε)] is the so called on-shell scattering matrix at energy ε.
The Landauer-Büttiker formula for the energy currents reads
ωT+(Φ
e
k )=
M∑
j=1
∫ 1
−1
Tk j (ε)ε
(
1
1+eβk (ε−µk ) −
1
1+eβ j (ε−µ j )
)
dε
2pi
, (51)
where Tk j (ε) = |δk j − sk j (ε)|2 is the so called transmittance matrix. A similar formula holds
for the particle current
ωT+(Φ
p
k )=
M∑
j=1
∫ 1
−1
Tk j (ε)
(
1
1+eβk (ε−µk ) −
1
1+eβ j (ε−µ j )
)
dε
2pi
. (52)
It is instructive to recover the energy conservation identity (48) from Eq. (51). To this end, we
remark that the unitarity of the S-matrix,
∑
m sm j (ε)smk (ε)= δ j k , implies the sum rule∑
j
(
Tk j (ε)−T j k (ε)
)= 0,
for almost every ε ∈ [0,1] and every k ∈ {1, . . . , M }. The Landauer-Büttiker formula (51) thus
yields ∑
k
ωT+(Φ
e
k )=
M∑
j ,k=1
∫ 1
−1
(
Tk j (ε)−T j k (ε)
)
ε
1
1+eβk (ε−µk )
dε
2pi
= 0. (53)
The particle number conservation identity∑
k
ωT+(Φ
p
k )= 0, (54)
follows similarly from Eq. (52).
A formula expressing the electric current through a sample connected to two electronic reser-
voirs in terms of scattering data was first proposed by Landauer [L1, L2]. Similar formulas
for more than two reservoirs were obtained later by Fischer and Lee [FL], Langreth and Abra-
hams [LA] and Büttiker and his coworkers [BILP, B1, B2]. Anderson and Engquist [AE] and
Sivan and Imry [SI] have also considered the case of energy transport. We refer to [Da, I, IL]
for more exhaustive references to the enormous physical literature on the subject.
We note however that physicists usually assume relaxation to a unique NESS and derive their
formula from this assumption. Mathematical proofs of relaxation to a unique NESS and of
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the related Landauer-Büttiker formula first appeared in [AJPP1] for a simple special case and
in [AJPP2, N] in more general settings.
The Landauer-Büttiker formula can be used to compute the conductance matrix, and more
generally the Onsager matrix which expresses the steady state energy/particle currents in
terms of temperature and chemical potential differentials to first order in these differentials
(linear response theory). Let β and µ denote equilibrium values of the inverse temperature
and chemical potential and denote by
X ej =β−β j , X pj =β jµ j −βµ, (55)
the thermodynamic forces which describe departures from the equilibrium situation. The
Onsager matrix L = [Labk j ]a,b∈{e,p}; j ,k∈{1,...,M } is defined by
Labk j = ∂X bj ωT+(Φ
a
k )
∣∣∣∣
X=0
,
where we have set X = (X e1 , . . . , X eM , X
p
1 , . . . , X
p
M ) ∈R2M . Thus, linear response to the thermody-
namic forces X is given by
ωT+(Φ
a
k )=
∑
b, j
Labk j X
b
j +O (|X |2).
Since the energy/particle number conservation identities (53)/(54) imply
∑
k L
ab
k j = 0, one has
Labj j =−
∑
k 6= j
Labk j ,
and it is a simple exercise to differentiate Eq. (51), (52) to obtain, for j 6= k,
Leek j =
∫ 1
−1
Tk j (ε)ε
2 feq(1− feq) dε
2pi
, Lepk j =
∫ 1
−1
Tk j (ε)ε feq(1− feq)
dε
2pi
,
Lpek j =
∫ 1
−1
Tk j (ε)ε feq(1− feq)
dε
2pi
, Lppk j =
∫ 1
−1
Tk j (ε) feq(1− feq)
dε
2pi
,
(56)
where
feq(ε)= 1
1+eβ(ε−µ)
,
is the equilibrium Fermi-Dirac distribution. A first rigorous proof of these linearized Lan-
dauer-Büttiker formulas was obtained in [CJM].
The open system S +R is time reversal invariant (TRI) if there exists an anti-unitary invo-
lution θS on hS such that θS HS θ∗S = HS and θS χk = χk . Let θR = ⊕kθk where θk is the
complex conjugation on hk = `2(N). Then θk Hkθ∗k = Hk and θ = θS ⊕θR satisfies θHθ∗ = H .
Thus θk e
it Hkθ∗k = e−it Hk and θeit Hθ∗ = e−it H from which we conclude that
θΩ±k θ
∗
k = s− limt→±∞ θe
it H Jk e
−it Hkθ∗k = s− limt→±∞ e
−it H Jk eit Hk =Ω∓k ,
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and hence
θ j S j kθ
∗
k = θ jΩ+∗j θ∗θΩ−k θ∗k = (θΩ+j θ∗j )∗θΩ−k θ∗k =Ω−∗j Ω+k = S∗j k .
Since the unitary map Uk defined in Eq. (37), (50) satisfies (Ukθk u)(ε)= (Uk u)(ε), we conclude
that the on-shell S-matrix s(ε) = [s j k (ε)] is symmetric, i.e., s∗(ε) = s(ε) for almost every ε ∈
[−1,1].
If the system S +R is TRI, then the transmittance matrix T (ε)= [T j k (ε)] is also symmetric,
and the linearized Landauer-Büttiker formulas (56) imply the Onsager reciprocity relations
Labk j = Lbaj k . (57)
We shall give a proof of the Landauer-Büttiker formulas (51), (52) based on the Levitov formula
in the next section. In Section 6 we shall prove a more general form of these formulas under
appropriate but physically reasonable hypotheses. As opposed to the proofs in [AJPP2, N]
which use the abstract stationary approach to scattering theory, we shall work within the
framework of geometric, time-dependent scattering theory.
3.4.8 Full counting statistics
The total charge transferred from reservoirRk to the sampleS during the time interval [0, t ]
can be expressed as an integral of the corresponding current
δQk (t )=−
(
τt (Qk )−Qk
)= ∫ t
0
τs(Φk )ds.
Note that even though the second quantized chargeQk does not belong to the algebraO (and
ωT (τt (Qk )) is generally infinite for all t ), the charge transfer δQk (t ) is a self-adjoint element
of O and
ωT (δQk (t ))=
∫ t
0
ωT (τ
s(Φk ))ds, (58)
is finite for all t and satisfies
lim
t→∞
1
t
ωT (δQk (t ))= lim
t→∞
1
t
∫ t
0
ωT (τ
s(Φk ))ds = lim
t→∞ωT (τ
t (Φk ))
=ωT+(Φk )= lim
t→∞
d
dt
ωT (δQk (t )).
We note however that since the observable τs(Φk ) and τ
s′(Φk ) do not commute for s 6= s′,
there is no obvious measurement process for the observable δQk (t ). Moreover, δQk (t ) does
not commute with δQ j (t ) for k 6= j , making an exact joint measurement of the components
of δQ(t )= (δQ1(t ), . . . ,δQM (t )) impossible.
In this section we discuss a more satisfactory approach to the charge transfer problem and
derive the Levitov formula which provides a complete description of the transport statistics
in the long time limit. The reader should consult [BN, EHM] for a pedagogical introduction
and references to the physics literature. More mathematically oriented discussions and ap-
plications to other models can be found in [dR1, dR2, DdRM, JOPP, JPP2].
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Finite size approximation. Let us assume for a while that the sets Rk are finite lattices
{0,1, . . . ,R} so that the one-particle Hilbert spaces hk = `2(Rk ) and hence h are finite dimen-
sional. We also replace the one-particle Hamiltonians Hk with the discrete Dirichlet Lapla-
cians on `2(Rk ). In this setup the second quantized charges form a commuting family Q =
(Q1, . . . ,QM ) of self-adjoint elements ofO =CAR(h)=B(Γ−(h)). Thus, one can analyze charge
transport by measuring the vector observableQ at time 0 and at the later time t . The results
of these two measurements are elements q and q ′ of the joint spectrum Sp(Q)= Sp(Q1)×·· ·×
Sp(QM )⊂RM . The probability distribution of the charge differences δq = q−q ′ obtained with
this protocol is called full counting statistics (FCS) of the charge transport. To compute this
distribution, we note that since the components ofQ commute, there exists a spectral family
{Pq }q∈Sp(Q) of orthogonal projections such that
f (Q)= ∑
q∈Sp(Q)
f (q)Pq ,
for all functions f : Sp(Q) → C. The probability for the measurement of Q at time 0 to yield
the result q is given by ωT (Pq ). After the measurement, the state of the system is given by
ω( · )= ωT (Pq · Pq )
ωT (Pq )
,
so that the probability for a subsequent measurement ofQ at the later time t to yield q ′ is
ω(τt (Pq ′))=
ωT (Pqτt (Pq ′)Pq )
ωT (Pq )
.
Hence, the joint probability distribution of the pair (q, q ′) is given by the Bayes formula
Pt (q, q
′)=ωT (Pq )
ωT (Pqτt (Pq ′)Pq )
ωT (Pq )
=ωT
(
Pqτ
t (Pq ′)Pq
)
.
Following the argument leading to Eq. (38), one shows that for any α ∈RM ,
ωT (e
iα·QAe−iα·Q)=ωTα(A),
where Tα = e−iα·Q T eiα·Q , Q = (Q1, . . . ,QM ), α ·Q = α1Q1+ ·· · +αMQM , and α ·Q = dΓ(α ·Q).
Since Qk commutes with Tk for all k one has Tα = T and it follows that ωT (eiα·QAe−iα·Q) =
ωT (A). Thus,
eiα·(q−q
′)ωT (Pq APq ′)=ωT (eiα·QPq APq ′e−iα·Q)=ωT (Pq APq ′),
and hence ωT (Pq APq ′)= 0 for q 6= q ′. Since
∑
q Pq = I , we get
ωT (Pq APq )=ωT (Pq A)=ωT (APq ), (59)
which allows us to write
Pt (q, q
′)=ωT
(
Pqτ
t (Pq ′)
)
.
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If f is a polynomial in M variables, then
Et ( f (δq))=
∑
q,q ′∈Sp(Q)
Pt (q, q
′) f
(
q −q ′)=ωT (T f (Q−τt (Q))) ,
where the time ordered observable T f
(
Q−τt (Q)) is obtained by substituting Xk byQk and
Yk by τ
t (Qk ) in the expansion
f (X −Y )=
∑
α,β
fα,βX
α1
1 · · ·XαMM Y
β1
1 · · ·Y
βM
M .
It follows in particular that
Et (δqk )=ωT (δQk (t ))=
∫ t
0
ωT (τ
s(Φk ))ds, (60)
and, taking Eq. (59) into account,
Et (δqkδq j )=ωT
(
δQk (t )δQ j (t )
)
. (61)
Thus the moments of order one and two of the family of random variables δqk coincide with
the corresponding moments of the observables δQk (t ) in the stateωT . We stress however that
this is no more the case for higher moments, as shown by a simple calculation.
The full counting statistics is the distribution of δq = q −q ′, that is
Pt (δq)=
∑
q,q ′∈Sp(Q)
q−q ′=δq
Pt (q, q
′).
Its Laplace transform is given by
RM 3α 7→χt (α)=
∑
δq∈Sp(Q)−Sp(Q)
Pt (δq)e
α·δq
= ∑
q,q ′∈Sp(Q)
ωT
(
Pqτ
t (Pq ′)
)
e−α·(q
′−q) =ωT (eα·Qτt (e−α·Q)).
(62)
The function χt (α) is the moment generating function of the random variable δq , i.e.,
Et (δqk )=
∂χt
∂αk
∣∣∣∣
α=0
, Et (δqkδq j )=
∂2χt
∂αk∂α j
∣∣∣∣
α=0
,
etc.
Writing eα·Qτt (e−α·Q)= Γ(eα·Q eit H e−α·Q e−it H ), it follows from Eq. (28) that
χt (α)= det(I +T (eα·Q e−α·Qt − I )),
where we have set Qt = eit HQe−it H (with an obvious abuse of notation). Using the fact that
Q commutes with T , some elementary algebraic manipulations lead to χt (α)= det(I +X t (α))
where
X t (α)= T 1/2eα·Q/2
(
e−α·Qt −e−α·Q)eα·Q/2T 1/2.
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Note that X t (α) is self-adjoint. Moreover, integrating its derivative w.r.t. t yields the integral
representation
X t (α)=
∫ t
0
T 1/2eα·Q/2eisH i[V ,e−α·Q ]e−isH eα·Q/2T 1/2 ds. (63)
Thermodynamic limit. At this point, we can investigate the thermodynamic limit R →∞
of our model. We use a superscript (R) to denote the objects pertaining to the system with
finite reservoirs of size R, e.g., h(R) is the one-particle Hilbert space of the system with finite
reservoirs. Let JR be the canonical injection of h(R) into the one-particle Hilbert space h of the
system with infinite reservoirs. We first note that the coupling V (R) is such that JRV (R) J∗R =V .
We also observe that
s− lim
R→∞
JRQ
(R)
k J
∗
R =Qk , (Qk =Hk or Qk = 1k ),
from which we easily conclude that
s− lim
R→∞
JR e
α·Q(R) J∗R = eα·Q , s− limR→∞ JR e
it H (R) J∗R = eit H , s− limR→∞ JR T
(R) J∗R = T,
for any α ∈CM and t ∈R. Rewriting Eq. (63) as
JR X
(R)
t (α)J
∗
R =
∫ t
0
JR T
(R)1/2eα·Q
(R)/2eisH
(R)
i[V ,e−α·Q
(R)
]e−isH
(R)
eα·Q
(R)/2T (R)1/2 J∗R ds,
inserting the identity I (R) = J∗R JR between each factors of the right hand side of this formula
and using the fact that V is finite rank we obtain that
lim
R→∞
JR X
(R)
t (α)J
∗
R =
∫ t
0
T 1/2eα·Q/2eisH i[V ,e−α·Q ]e−isH eα·Q/2T 1/2 ds
= T 1/2eα·Q/2 (e−α·Qt −e−α·Q)eα·Q/2T 1/2 = X t (α), (64)
holds in trace norm. This implies in particular that the right hand side of this identity is trace
class, and it follows from the continuity property of the determinant (see e.g., Theorem 3.4 in
[S]) that
χt (α)= lim
R→∞
χ(R)t (α)= det(I +X t (α)).
Since the function α 7→ χt (α) is continuous, this pointwise convergence implies that the FCS
P
(R)
t converges weakly to a probability measure Pt on R
M such that∫
eα·δq dPt (δq)=χt (α), (65)
for allα ∈CM (see, e.g., Theorem 26.3 and its Corollary in [Bi]). We callPt the FCS of the model
with infinite reservoirs. Note that Eq. (60) and (61) also survive the thermodynamic limit, i.e.,∫
δqk dPt (δq)=
∂χt
∂αk
∣∣∣∣
α=0
=ωT (δQk (t )), (66)
∫
δqkδq j dPt (δq)=
∂2χt
∂αk∂α j
∣∣∣∣
α=0
=ωT (δQk (t )δQ j (t )). (67)
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Large time limit. We shall now consider the large time asymptotics of the FCS. For α ∈ RM ,
t ∈R and u ∈ h one has
(u, (I +X t (α))u)= (u, (I −T )u)+ (u,T 1/2eα·Q/2eit H e−α·Q e−it H eα·Q/2T 1/2u)
≥ (u, (I −T )u)+e−sup Sp(α·Q)(u,T 1/2eα·Q T 1/2u)
≥ (u, (I −T )u)+e−sup Sp(α·Q)+inf Sp(α·Q)(u,Tu)
≥ (u, (I − (1−κ(α))T )u)
≥ ‖u‖2− (1−κ(α))(u,Tu)≥ ‖u‖2− (1−κ(α))‖u‖2 = κ(α)‖u‖2,
where κ(α)= einf Sp(α·Q)−sup Sp(α·Q) ∈]0,1]. It follows that I +γX t (α)≥ κ(α)> 0 for γ ∈ [0,1] and
hence that
d
dγ
log det(I +γX t (α))= d
dγ
tr log(I +γX t (α))= tr
(
(I +γX t (α))−1X t (α)
)
.
Using Eq. (64), the cyclicity of the trace and a change of integration variable allow us to write
1
t
logχt (α)= 1
t
∫ 1
0
dγ
∫ t
0
ds tr
(
(I +γX t (α))−1T 1/2eα·Q/2eisH i[V ,e−α·Q ]e−isH eα·Q/2T 1/2
)
=
∫ 1
0
dγ
∫ 1
0
ds tr
(
Yt (s,α,γ)i[V ,e
−α·Q ]
)
,
where Yt (s,α,γ) = e−it sH eα·Q/2T 1/2(I +γX t (α))−1T 1/2eα·Q/2eit sH is easily seen to satisfy the
estimate
‖Yt (s,α,γ)‖ ≤ e2sup Sp(α·Q)−inf Sp(α·Q). (68)
Elementary manipulations further yield
Yt (s,α,γ)=
(
e−it sH e−α·Q/2T−1/2(I +γX t (α))T−1/2e−α·Q/2eit sH
)−1
= (e−it sH e−α·Q (T−1−γ)eit sH +γeit (1−s)H e−α·Q e−it (1−s)H )−1 ,
and repeating the argument leading to Eq. (46), we can write
s− lim
t→+∞
(
e−it sH e−α·Q (T−1−γ)eit sH +γeit (1−s)H e−α·Q e−it (1−s)H )
=Ω−e−α·Q (T−1R −γ)Ω−∗+γΩ+e−α·QΩ+∗
=Ω− (e−α·Q (T−1R −γ)+γΩ−∗Ω+e−α·QΩ+∗Ω−)Ω−∗
=Ω− (e−α·Q (T−1R −γ)+γS∗e−α·Q S)Ω−∗,
for s ∈]0,1[. The estimate (68) allows us to conclude that
s− lim
t→+∞ Yt (s,α,γ)=Ω
− (e−α·Q (T−1R −γ)+γS∗e−α·Q S)−1Ω−∗ =Ω−Y (α,γ)Ω−∗,
and an elementary calculation shows that
Y (α,γ)= (e−α·Q (T−1R −γ)+γS∗e−α·Q S)−1 = (I +γTR(eα·Q S∗e−α·Q S− I ))−1 TReα·Q .
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It follows that
lim
t→+∞
1
t
logχt (α)=
∫ 1
0
∫ 1
0
tr
(
Ω−Y (α,γ)Ω−∗i[V ,e−α·Q ]
)
dsdγ
=
∫ 1
0
trhR
(
Y (α,γ)Ω−∗i[V ,e−α·Q ]Ω−
)
dγ.
To evaluate the right hand side of this identity we need some technical results which we shall
prove in Section 6.6. By Theorem 6.17, the finite rank operator C inside the trace has a integral
representation
(U j J
∗
j Cu)(ε)=
∑
k
∫ 1
−1
c j k (ε,ε
′)(Uk J∗k u)(ε
′)dε′,
and its trace is given by
trhR (C )=
∑
k
∫ 1
−1
ckk (ε,ε)dε. (69)
Moreover, by Lemma 6.19,
∑
j k
∫ 1
−1
(U j J∗j u)(ε)c j k (ε,ε)(Uk J
∗
k w)(ε)dε= limη↓0
1
2pi
∫ ∞
−∞
e−η|t |(u,e−it HRC eit HRw)dt , (70)
holds for u, w in a dense subspace of hR . The intertwining property of the Møller operator
and the fact that Q commutes with HS ⊕HR yield
e−it HRC eit HR = Y (α,γ)Ω−∗e−it H i[V ,e−α·Q ]eit HΩ− =− d
dt
Y (α,γ)Ω−∗e−it H e−α·Q eit HΩ−,
so that an integration by parts leads to the Abelian mean∫ ∞
−∞
e−η|t |(u,e−it HRC eit HRw)dt = η
∫ ∞
0
e−ηt
(
u,Y (α,γ)Ω−∗(e−α·Qt −e−α·Q−t )Ω−w) dt .
Proceeding as above, we get
s− lim
t→±∞ e
−α·Qt =Ω±e−α·QΩ±∗,
and hence
lim
η↓0
∫ ∞
−∞
e−η|t |(u,e−it HRC eit HRw)dt = (u,Y (α,γ)Ω−∗(Ω+e−α·QΩ+∗−Ω−e−α·QΩ−∗)Ω−w)
= (u,Y (α,γ)(S∗e−α·Q S−e−α·Q )w)
=
(
u,
(
I +γTR(eα·Q S∗e−α·Q S− I )
)−1
TR(e
α·Q S∗e−α·Q S− I )w
)
.
Applying Lemma 6.18, Eq. (70) allows us to conclude that the M×M matrix c(ε)= [c j k (ε,ε)] is
given by
c(ε)= 1
2pi
(
I +γt (ε)(eq(α;ε)s(ε)∗e−q(α;ε)s(ε)− I ))−1 t (ε)(eq(α;ε)s(ε)∗e−q(α;ε)s(ε)− I ),
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where t (ε) is the diagonal matrix with entries tkk (ε) = (1+ eβk (ε−µk ))−1, s(ε) = [s j k (ε)] is the
on-shell scattering matrix and q(α;ε)=∑k αk qk (ε) is the diagonal matrix with entries
qkk (α;ε)=
{
αk for particle transport,
εαk for energy transport.
Eq. (69) becomes
trhR (C )=
∫ 1
−1
trCM (c(ε))dε=
∫ 1
−1
d
dγ
trCM log
(
I +γt (ε)(eq(α;ε)s(ε)∗e−q(α;ε)s(ε)− I )) dε
2pi
,
and integration over γ yields the Levitov formula [LL, LLL, Kl, ABGK, BN]
e+(α)= lim
t→+∞
1
t
logχt (α)=
∫ 1
−1
log detCM
(
I + t (ε)(eq(α;ε)s(ε)∗e−q(α;ε)s(ε)− I )) dε
2pi
. (71)
Observing that X t (α) is an entire analytic function of α ∈ CM , it is not hard to show that the
above limit holds forα in an open neighborhood ofRM inCM . Moreover, Eq. (65) and Hölder’s
inequality imply that the function RM 3α 7→ logχt (α) is convex. Thus, the function RM 3α 7→
e+(α) is real analytic and convex. With 1 = (1, . . . ,1) ∈ RM the matrix q(λ1,ε) is a multiple of
the identity for any λ ∈R so that the function e+(α) satisfies
e+(α+λ1)= e+(α). (72)
This property is clearly related to the conservation of energy/particle number and is an in-
stance of the translation symmetry discussed in [AGMT] (see also [JPW, JPP2]).
Applications. 1. Our first application of Levitov formula is a derivation of the Landauer-
Büttiker formulas. Eq. (66) and the convexity of the functions t−1 logχt (α) and e+(α) imply
that
lim
t→+∞Et
(
δqk
t
)
= lim
t→+∞
1
t
∫
δqk dPt (δq)= lim
t→+∞
∂
∂αk
1
t
logχt
∣∣∣∣
α=0
= ∂e+
∂αk
∣∣∣∣
α=0
,
(see, e.g., Theorem 25.7 in [Ro]). Thus, it follows from Eq. (60) that
ωT+(Φk )= lim
t→+∞
1
t
∫ t
0
ωT (τ
s(Φk ))ds =
∂e+
∂αk
∣∣∣∣
α=0
.
It is a simple exercise to compute the derivative on the right hand side of this identity starting
from the Levitov formula (71). The result of this calculation
ωT+(Φk )=
∫ 1
−1
trCM
(
t (ε)(s(ε)∗qk (ε)s(ε)−qk (ε))
) dε
2pi
,
is easily recognized to be the Landauer-Büttiker formulas (51), (52).
2. As a second application of Levitov formula, we show that it implies a large deviation prin-
ciple which gives quantitative estimates for fluctuations of order 1 of the charge transfer rates
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δqk /t around their mean values ωT+(Φk ) for large time. Applying the Gärtner-Ellis theorem
(see, e.g., Theorem 2.3.6 in [DZ]), we conclude that the family of FCS {Pt }t≥0 satisfies a large
deviation principle, i.e., for any Borel set A ⊂RM , one has
− inf
q∈Aint
I (q)≤ liminf
t→+∞
1
t
log Pt
(
δq
t
∈ A
)
≤ limsup
t→+∞
1
t
log Pt
(
δq
t
∈ A
)
≤− inf
q∈Acl
I (q),
where Aint/Acl denotes the interior/closure of the set A and the rate function I : RM → [0,∞[
is the Legendre transform of e+,
I (q)= sup
α∈RM
(
α ·q −e+(α)
)
.
It follows from Eq. (72) that I (q) = +∞ unless 1 · q = 0, i.e., for any a > 0 the probability
Pt
(
δq
t ∈ A
)
decays more rapidly than e−at as t →∞ unless the closure of A intersects the hy-
perplaneX = {q ∈ RM |1 · q = 0} where the energy/particle number conservation is satisfied.
It is therefore natural to decompose RM =X ⊕R1 and rewrite the large deviation principle as
− inf
qˆ∈Aint
I (qˆ)≤ liminf
t→+∞
1
t
log Pt
(
δq
t
∈ A⊕R1
)
≤ limsup
t→+∞
1
t
log Pt
(
δq
t
∈ A⊕R1
)
≤− inf
qˆ∈Acl
I (qˆ),
for any Borel set A ⊂X . Roughly speaking, this means that
Pt
({
δq ∈RM
∣∣∣δq −( 1
M
∑
k
δqk
)
1' t qˆ
})
' e−t I (qˆ),
for qˆ ∈ X and t →∞. One easily shows that I (qˆ) ≥ 0 with equality if and and only if qˆ =
ωT+(Φk ) (see, e.g. Lemma 2.3.9 in [DZ]).
3. Our third application of Levitov formula links FCS to linear response theory and more pre-
cisely to the Onsager matrix. We shall assume here that the systemS +R is TRI.
Applying the Levitov formula to the joint FCSPt (qe, qp) of energy and particle transport which
corresponds to the choice of commuting family Q = (dΓ(h1), . . . ,dΓ(hM ),dΓ(11), . . . ,dΓ(1M )),
we obtain a generating function
e+(α,ν)= lim
t→∞
1
t
log
∫
eα·δq
e+ν·δqp dPt (δqe,δqp),
given by
e+(α,ν)=
∫ 1
−1
log det
(
I + t (ε)(eq(α,ν;ε)s(ε)∗e−q(α,νε)s(ε)− I )) dε
2pi
,
where q(α,ν;ε) is the diagonal M ×M-matrix with entries qkk (α,ν;ε) = αkε+νk . It follows
that the translation symmetry
e+(α+λ1,ν+κ1)= e+(α,ν),
holds for all α,ν ∈RM and λ,κ ∈R.
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We note that
t (ε)(I − t (ε))−1 = e−β(ε−µ)e−q(X e,X p;ε),
where X e and X p are the thermodynamic forces defined in Eq. (55). Writing the Levitov for-
mula as
e+(α,ν)=
∫ 1
−1
[
log det(I − t (ε))+ log det(I + t (ε)(I − t (ε))−1eq(α,ν;ε)s(ε)∗e−q(α,ν;ε)s(ε))] dε
2pi
,
and using the fact that TRI implies the symmetry of the scattering matrix, we observe that the
second determinant on the right hand side is
det
(
I +e−β(ε−µ) e−q(X e−α,X p−ν;ε)s∗(ε)e−q(α,ν;ε)s(ε)
)
= det
(
I +e−β(ε−µ)e−q(α,ν;ε)s(ε)e−q(X e−α,X p−ν;ε)s(ε)∗
)
= det
(
I +e−β(ε−µ)e−q(α,ν;ε)s∗(ε)e−q(X e−α,X p−ν;ε)s(ε)
)
= det
(
I +e−β(ε−µ)e−q(X e,X p;ε)eq(X e−α,X p−ν;ε)s∗(ε)e−q(X e−α,X p−ν;ε)s(ε)
)
,
which yields a quantum version of the generalized Evans-Searles symmetry
e+(α,ν)= e+(X e−α, X p−ν).
These symmetries play a central role in nonequilibrium statistical mechanics. The interested
reader should consult [MR, JPR] for reviews of the classical theory and [K, dR1, DdRM, AGMT,
JPW, JOPP, JPP2] for its adaptation to the quantum world. We also refer to [JOPS] for the link
between the FCS of entropy production and the hypothesis testing of the arrow of time.
Since
ωT+(Φ
e
k )=
∂e+
∂αk
∣∣∣∣
α=ν=0
, ωT+(Φ
p
k )=
∂e+
∂νk
∣∣∣∣
α=ν=0
,
one can write the Onsager matrix as
Leek j =
∂2e+
∂X ej ∂αk
∣∣∣∣∣
α=ν=0,X=0
, Lepk j =
∂2e+
∂X pj ∂αk
∣∣∣∣∣
α=ν=0,X=0
,
Lpek j =
∂2e+
∂X ej ∂νk
∣∣∣∣∣
α=ν=0,X=0
, Lppk j =
∂2e+
∂X pj ∂νk
∣∣∣∣∣
α=ν=0,X=0
.
(73)
If a function f (x, y) is C 2 near (x, y) = (0,0) ∈ RM ×RM and satisfies the symmetry f (x, y) =
f (x, x − y), then (∂yk f )(x, y) = −(∂yk f )(x, x − y) and (∂x j ∂yk f )(x, y) = −(∂x j ∂yk f )(x, x − y)−
(∂y j ∂yk f )(x, x− y) so that
(∂x j ∂yk f )(0,0)=−
1
2
(∂y j ∂yk f )(0,0).
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Applying this result to the derivatives in Eq. (73), the translation symmetry and the generalized
Evans-Searles symmetry yield the following linear response formulas
Leek j = −
1
2
∂2e+
∂α j∂αk
∣∣∣∣
α=ν=0,X=0
, Lepk j = −
1
2
∂2e+
∂ν j∂αk
∣∣∣∣
α=ν=0,X=0
,
Lpek j = −
1
2
∂2e+
∂α j∂νk
∣∣∣∣
α=ν=0,X=0
, Lppk j = −
1
2
∂2e+
∂ν j∂νk
∣∣∣∣
α=ν=0,X=0
,
where the right hand sides depend on the equilibrium FCS, i.e., on the function e+(α,ν)|X=0.
4. It is instructive to evaluate Levitov’s formula for charge transport between 2 reservoirsRL ,
RR . In this situation the general form of the scattering matrix (i.e., of a unitary 2×2 matrix) is
s(ε)=
[
(1−T )1/2eiθ T 1/2ei(κ−η)
T 1/2ei(θ+η) −(1−T )1/2eiκ
]
whereT ∈ [0,1] is the transmittance from one reservoir to the other and θ, κ, η are real phases,
all depending on the energy ε. An elementary calculation leads to the following expression of
Levitov’s formula
e+(νL ,νR )= lim
t→∞
1
t
log
∫
eνLδq
p
L+νRδq
p
R dPt (δq
p
L ,δq
p
R )
=
∫
log
(
p0+p+e(νL−νR )+p−e−(νL−νR )
) dε
2pi
,
where
p+ = tL(1− tR )T , p− = tR (1− tL)T , p0 = 1−p−−p+.
We note that, as a consequence of the translation symmetry (i.e., charge conservation), one
has e+(νL ,νR )= eˆ+(νL−νR ) where
eˆ+(ν)= e+(ν,0)= lim
t→∞
1
t
log
∫
eνδq
p
L dPt (δq
p
L ,δq
p
R ).
If we further specialize to the zero temperature case (βL = βR = +∞) then tL = 1]−∞,µL], tR =
1]−∞,µR ] and assuming µR <µL , we get p− = 0 and p+ = 1]µR ,µL]T . It follows that
eˆ+(ν)=
∫ µL
µR
log
(
1−T +T eν) dε
2pi
.
Neglecting the variation of the transmittance over the energy interval [µR ,µL] we finally obtain
eˆ+(ν)= ∆µ
2pi
log
(
1−T +T eν) ,
with ∆µ=µL−µR . This can be interpreted in the following way. Let (ξ j ) j∈N∗ be a sequence of
independent identically distributed random variables with values in {0,1} and the law P(ξ j =
1)=T . Set
Ξt =
[t/τ]∑
j=1
ξ j ,
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with τ= 2pi/∆µ (here [ · ] denotes the integer part). One easily computes
lim
t→∞
1
t
logE
(
eνΞt
)= eˆ+(ν).
Thus, the Bernoulli process Ξt and the FCS of the charge transfer δq
p
L shares the same large
deviations. Loosely speaking, ξ j is the total charge transferred from the left reservoir to the
right one in the time interval [( j −1)τ, jτ] and the binomial law
Pt (δq
p
L = q)=
(
t/τ
q
)
T q (1−T )t/τ−q ,
holds for large t (see, e.g., [BN]).
4 Commutators and Mourre Estimates
The commutator [A,B ] = AB −B A of two operators appears naturally in many problems of
spectral theory and the use of commutators has a long history. Putnam’s monograph [Pu] is a
good introduction to the first results in this domain. The works of Mourre [M1, M2, M3] had
a profound influence on the development of spectral analysis and scattering theory. They
brought technical tools allowing for the proof of asymptotic completeness of the N -body
problem which had been a struggle for decades [SS1, Gr, De1, SS2]. This section is a brief
introduction to the elements of Mourre theory that we shall need in these notes. The mono-
graph [ABG] provides a more detailed exposition (see also [DG] and [CFKS]).
4.1 Commutators
4.1.1 The commutator [ · , · ] onB(H )×B(H )
If A and B are bounded operators on the Hilbert space H then their commutator [A,B ] =
AB −B A is also a bounded operator. We may thus define the operator
adA : B 7→ i[A,B ],
onB(H ). We note that adA is bounded with ‖adA‖ ≤ 2‖A‖ so that θ 7→ τθA = eθadA is an entire
function and
dk
dθk
τθA(B)= τθA(adkA(B)),
and
τθA(B)=
∞∑
k=0
θk
k !
adkA(B).
Note that τθA(B) = eiθABe−iθA. If A ∈B(H ) is self-adjoint then adA is a ∗-derivation of the
C∗-algebraB(H ). In this case R 3 θ 7→ eiθadA is a real analytic (and thus strongly continuous)
group of ∗-automorphisms ofB(H ).
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4.1.2 The commutator [A, · ] onB(H )
Domain related problems make the definition of the commutator of two unbounded oper-
ators more delicate. However, Mourre theory which we shall need to develop the geometric
scattering theory of quasi-free fermionic systems, is based on such commutators. In this sec-
tion we discuss the definition of the commutator [A, · ] with a self-adjoint operator A and its
relation to the regularity of the group of ∗-automorphisms ofB(H ) generated by A.
Let A be a self-adjoint operator on the Hilbert space H with domain Dom(A). If B ∈B(H )
and if there exists a constant c such that
|(Au,Bu)− (u,B Au)| ≤ c ‖u‖2,
for all u ∈Dom(A) then the sesquilinear form
Dom(A)×Dom(A) 3 〈u, v〉 7→ (Au,B v)− (u,B Av),
is continuous on a dense subspace ofH ×H . Thus, it has a continuous extension toH ×H
and there exists an operator C ∈B(H ) such that
(Au,B v)− (u,B Av)= (u,C v),
for all u, v ∈ Dom(A). In this case we say that the commutator of A and B is bounded and
we denote the operator C by the symbol [A,B ]. If it is possible to iterate this construction we
write
ad0AB ≡B , adkAB ≡ i[A,adk−1A B ], (k = 1,2, . . .).
Definition 4.1 Let A be a self-adjoint operator on the Hilbert spaceH . For each integer n ≥ 0
we define
BnA(H )≡ {B ∈B(H ) |adkA(B) ∈B(H ),k = 0,1, . . . ,n}.
We remark thatB0A(H )=B(H ). We also writeBA(H )≡B1A(H ).
The following characterization ofBA(H ) will play an essential role.
Lemma 4.2 Let A be a self-adjoint operator on the Hilbert space H . For all B ∈ B(H ) the
following conditions are equivalent.
(i) B ∈BA(H ).
(ii) BDom(A)⊂Dom(A) and there exists a constant c such that
‖AB v −B Av‖ ≤ c‖v‖, (74)
for all v ∈Dom(A).
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(iii) B∗Dom(A)⊂Dom(A) and there exists a constant c such that
‖B∗Au− AB∗u‖ ≤ c‖u‖, (75)
for all u ∈Dom(A).
When one of these conditions is satisfied, we have
[A,B ]u = ABu−B Au, [A,B ]∗u =B∗Au− AB∗u,
for all u ∈Dom(A).
Proof. (i )⇒ (i i ). Suppose B ∈BA(H ) and set C = [A,B ]. We have that (Au,B v) = (u, (B A+
C )v) for all u, v ∈ Dom(A). Since A is self-adjoint, we deduce that B v ∈ Dom(A) and that
(u, AB v)= (u, (B A+C )v). We thus have BDom(A)⊂Dom(A) and since Dom(A) is dense C v =
AB v −B Av for all v ∈Dom(A) and we can choose c = ‖C‖ in (74).
(i i )⇒ (i i i ). If BDom(A)⊂Dom(A) and if (74) holds, then for all u, v ∈Dom(A) we have that
(B∗u, Av)= (u,B Av)= (u, AB v)− (u, AB v −B Av)= (B∗Au, v)− (u, AB v −B Av).
We deduce that |(B∗u, Av)| ≤ (‖B‖‖Au‖+c‖u‖)‖v‖, which allows us to conclude that B∗u ∈
Dom(A) and that (AB∗u, v)− (B∗Au, v)= (u, AB v −B Av). In particular
|(AB∗u−B∗Au, v)| ≤ c‖u‖‖v‖,
shows that (75) holds.
(i i i )⇒ (i ). If B∗Dom(A)⊂Dom(A) and if (75) holds, then for all u, v ∈Dom(A) we have
|(Au,B v)− (u,B Av)| = |(B∗Au− AB∗u, v)| ≤ c ‖u‖‖v‖,
and thus B ∈BA(H ).
Furthermore, since Dom(A) is dense inH we deduce from the fact that
(u,C v)= (u, AB v −B Av)= (B∗Au− AB∗u, v)= (C∗u, v),
for all u, v ∈Dom(A), that C v = AB v −B Av for all v ∈Dom(A), and that C∗u = B∗Au− AB∗u
for all u ∈Dom(A). uunionsq
Lemma 4.3 Let A be a self-adjoint operator on the Hilbert spaceH and let n ≥ 1.
(i) BnA(H ) is a ∗-subalgebra ofB(H ).
(ii) adA : BnA(H )→Bn−1A (H ) is a ∗-derivation.
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Proof. It is obvious that BnA(H ) is a subspace of B(H ) and that adA is linear. Let C be a
∗-subalgebra ofB(H ) and
CA ≡ {B ∈C |adA(B) ∈B(H )}.
We show that CA is a ∗-subalgebra ofB(H ) and that adA is a ∗-derivation on CA. The facts
that B ∈CA implies B∗ ∈CA and that
adA(B
∗)= (adA(B))∗,
are immediate consequences of Lemma 4.2.
Let B ,C ∈CA. By Lemma 4.2, B and C preserve Dom(A). Thus so does BC . For all u ∈Dom(A)
we also have ABu−B Au = [A,B ]u and ACu−C Au = [A,C ]u. Thus,
ABCu−BC Au = [A,B ]Cu+ A[B ,C ]u,
and therefore
‖ABCu−BC Au‖ ≤ (‖[A,B ]‖‖C‖+‖A‖‖[B ,C ]‖)‖u‖.
Lemma 4.2 allows us to conclude that BC ∈CA and that adA(BC )= adA(B)C +B adA(C ).
The proof of the lemma now follows by induction on n, noting that
BnA(H )= {B ∈Bn−1A (H ) |adA(B) ∈B(H )}.
uunionsq
The following result relates the iterated commutators adkA to the regularity of the group of
∗-automorphisms
τθA(B)≡ eiθABe−iθA,
generated by A. To formulate it, we make the following definition.
Definition 4.4 Let A be a self-adjoint operator on a Hilbert spaceH . An operator B ∈B(H ) is
of class C n(A) if, for all u ∈H , the function
R → H
θ 7→ τθA(B)u,
is of class C n(R) in the norm topology ofH .
Lemma 4.5 Let A be a self-adjoint operator and B a bounded operator on the Hilbert spaceH .
The following conditions are equivalent.
(i) B ∈BnA(H ).
(ii) B and B∗ are of class C n(A).
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If one of these conditions is satisfied, then
dk
dθk
τθA(B)u = τθA(adkA(B))u,
for all u ∈H and k ∈ {0,1, . . . ,n}.
Proof. (i i )⇒ (i ) If θ 7→ τθA(B)u and θ 7→ τθA(B∗)u are of class C n for all u ∈H then
lim
h→0
τhA(B)u−Bu
h
=Du, lim
h→0
τhA(B
∗)u−B∗u
h
= D˜u,
define two linear operators D,D˜ :H →H . Furthermore, for all u, v ∈H , we have
(v,Du)= lim
h→0
(v,τhA(B)u−Bu)
h
= lim
h→0
(τhA(B
∗)v −B∗v,u)
h
= (D˜v,u),
that is to say that D∗ = D˜ . The Hellinger-Toeplitz theorem allows us to conclude that D is
bounded. For u ∈Dom(A)
Du = lim
h→0
eih AB
e−ih Au−u
h
+ e
ih ABu−Bu
h
=−iB Au+ lim
h→0
eih ABu−Bu
h
,
shows that Bu ∈Dom(A) and Du = iABu− iB Au. Lemma 4.2 allows us to conclude that B ∈
BA(H ) and D = adAB .
If u ∈H and v = e−iθAu then
lim
h→0
τθ+hA (B)u−τθA(B)u
h
= lim
h→0
eiθA
τhA(B)v −B v
h
= eiθADv = τθA(D)u,
and it follows from our hypothesis that θ 7→ τθA(D)u is of class C n−1. A similar argument shows
that the same is true for θ 7→ τθA(D∗)u. By iteration it is thus easy to conclude that
dk
dθk
τθA(B)u = τθA
(
adkAB
)
u,
and that adkAB ∈B(H ) for k = 0, . . . ,n and in particular that B ∈BnA(H ).
(i ) ⇒ (i i ) Let B ∈BnA(H ). By Lemma 4.2, we have BDom(A) ⊂ Dom(A) and thus for all u ∈
Dom(A) we have
τθ+hA (B)u−τθA(B)u =
∫ 1
0
d
ds
ei(θ+sh)ABe−i(θ+sh)Au ds = h
∫ 1
0
ei(θ+sh)AadA(B)e−i(θ+sh)Au ds.
This relation extends by continuity to all u ∈H . Furthermore, the strong continuity of the
unitary group generated by A gives
ei(θ+t )AadA(B)e−i(θ+t )Au = τθA (adA(B))u+ (ei(θ+t )A−eiθA)adA(B)e−iθAu
+ei(θ+t )AadA(B)(e−i(θ+t )A−e−iθA)u
= τθA (adA(B))u+o(1),
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as t → 0. This allows us to write, for all u ∈H ,
τθ+hA (B)u−τθA(B)u
h
=
∫ 1
0
τθ+shA (adA(B))u ds = τθA (adA(B))u+o(1).
We conclude that τθA(B)u is of class C
1 and that
d
dθ
τθA(B)u = τθA (adA(B))u,
with adA(B) ∈Bn−1A (H ). By iterating this argument we conclude that τθA(B)u is of class C n .
Lemma 4.3 implies that B∗ ∈BnA(H ) and we conclude that τθA(B∗)u is also of class C n . uunionsq
The next lemma provides a strong approximation result for iterated commutators inBnA(H ).
Lemma 4.6 Let A be a self-adjoint operator on the Hilbert spaceH . For ε ∈R∗, we set
Aε ≡ e
iεA− I
iε
∈B(H ).
For all B ∈B(H ), the two following conditions are equivalent.
(i) B ∈BnA(H ).
(ii) supε∈R∗ ‖adnAε(B)‖ <∞.
If one of these conditions is satisfied then
s− lim
ε→0 ad
n
Aε
(B)= adnA(B).
Proof. One easily shows that
ε−1(τεA− Id)(B)= adAε(B)e−iεA,
from which one deduces
ε−n(τεA− Id)n(B)= adnAε(B)e−inεA. (76)
Newton’s formula
(τεA− Id)n =
n∑
k=0
(
n
k
)
(−1)n−kτkεA ,
thus allows us to write, for all u, v ∈H ,
(u,adnAε(B)v)=
n∑
k=0
(
n
k
)
(−1)n−kε−n(u,τkεA (B)einεA v). (77)
79
Ben Sâad, Pillet
For all u, v ∈Dom(A∞)≡∩k>0Dom(Ak ) the function
R 3 θ 7→ (u,τθA(B)v)= (e−iθAu,Be−iθA v),
is of class C∞ and thus admits a Taylor expansion around θ = 0
(u,τθA(B)v)=
n−1∑
j=1
θ j
j !
a j (u, v)+ θ
n
(n−1)!
∫ 1
0
(1− s)n−1an(e−isθAu,e−isθA v)ds, (78)
where a j denotes the quadratic form defined on Dom(A∞)×Dom(A∞) by
a j (u, v)≡ d
j
dθ j
(u,τθA(B)v)
∣∣∣∣
θ=0
= d
j
dθ j
(e−iθAu,Be−iθA v)
∣∣∣∣
θ=0
= i j
j∑
l=0
(
j
l
)
(−1)l (A j−l u,B Al v).
(79)
Taking into account the fact that, for j = 0,1, . . . ,n−1, we have
n∑
k=0
(
n
k
)
(−1)n−k k j = (x∂x) j (x−1)n
∣∣∣
x=1 = 0,
we obtain, after inserting the series (78) into (77), the formula
(u,adnAε(B)v)=
n∑
k=1
(
n
k
)
(−1)n−k nk
n
n!
∫ 1
0
(1− s)n−1an(e−iksεAu,ei(n−ks)εA v)ds. (80)
(i )⇒ (i i ) If B ∈BnA(H ) then adnA(B) ∈B(H ). Lemma 4.5 implies that θ 7→ τθA(B)u is of class
C n and that
an(u, v)= (u,adnA(B)v).
Formula (80) implies the bound
|(u,adnAε(B)v)| ≤ c ‖u‖‖v‖‖adnA(B)‖,
for all u, v ∈Dom(A∞) and a constant c. We deduce that
sup
ε∈R∗
‖adnAε(B)‖ <∞,
and that, for all v ∈H ,
adnAε(B)v =
n∑
k=1
(
n
k
)
(−1)n−k nk
n
n!
∫ 1
0
(1− s)n−1eiksεAadnA(B)ei(n−ks)εA v ds.
It is then easy to conclude that
lim
ε→0 ad
n
Aε
(B)v =
n∑
k=1
(
n
k
)
(−1)n−k k
n
n!
adnA(B)v = adnA(B)v.
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(i i )⇒ (i ) Suppose that supε∈R∗ ‖adnAε(B)‖ = c <∞. For all u, v ∈Dom(A∞) we have
an(e
−iksεAu,ei(n−ks)εA v)= in
n∑
j=0
(
n
j
)
(−1) j (e−iksεA An− j u,Bei(n−ks)εA A j v),
from which we deduce
lim
ε→0 an(e
−iksεAu,ei(n−ks)εA v)= an(u, v).
Formula (80) thus implies
an(u, v)= lim
ε→0(u,ad
n
Aε
(B)v),
and therefore
|an(u, v)| ≤ c‖u‖‖v‖.
Also, by writing the Taylor expansion (78) as
n−1∑
j=0
θ j
j !
a j (u, v)= (u,τθA(B)v)−
θn
(n−1)!
∫ 1
0
(s−1)n−1an(e−isθAu,e−isθA v)ds,
we deduce that there exists constants c j such that
|a j (u, v)| ≤ c j ‖u‖‖v‖.
In particular
|a1(u, v)| = |(Au,B v)− (u,B Av)| ≤ c1 ‖u‖‖v‖,
implies B ∈ BA(H ) and a1(u, v) = (u,adA(B)v) by Lemma 4.2. We can finish the proof by
induction. If B ∈B jA(H ) for 1≤ j < n then
|a j+1(u, v)| = |(Au,ad jA(B)v)− (u,ad
j
A(B)Av)| ≤ c j+1‖u‖‖v‖,
shows that B ∈B j+1A (H ). uunionsq
We finish this subsection with two results concerning the expansion of commutators which
will be very useful to us later on. The first is purely algebraic whereas the second, a simple
consequence of the Helffer-Sjöstrand formula, is due to [SiSo] (see also [HS]).
Lemma 4.7 Let A be a self-adjoint operator on a Hilbert space H and B ∈ BnA(H ). For all
z ∈Res(A) we have
[(A− z)−n ,B ]=
n∑
j=1
(
n
j
)
i j (A− z)− j ad jA(B)(A− z)−n . (81)
Furthermore, BDom(An)⊂Dom(An) and in particular, AnB(A−z)−n ∈B(H ) for all z ∈Res(A).
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Proof. We prove (81) by induction on n. For n = 1 we have
[(A− z)−1,B ]=−(A− z)−1[A,B ](A− z)−1 =
(
1
1
)
i(A− z)−1adA(B)(A− z)−1.
For 1≤ k ≤ n we set
Ck ≡
k∑
j=1
(
k
j
)
i j (A− z)− j ad jA(B),
and we assume that [(A− z)−k ,B ]=Ck (A− z)−k for all integers k such that 1≤ k < n.
We may thus write
[(A− z)−k−1,B ]= [(A− z)−1(A− z)−k ,B ]
= (A− z)−1[(A− z)−k ,B ]+ [(A− z)−1,B ](A− z)−k
= (A− z)−1Ck (A− z)−k + [(A− z)−1,B ](A− z)−k
=Ck (A− z)−k−1+ [(A− z)−1,B +Ck ](A− z)−k
=Ck (A− z)−k−1− (A− z)−1[A,B +Ck ](A− z)−k−1
= (Ck − (A− z)−1[A,B +Ck ]) (A− z)−k−1,
and we easily verify that
Ck − (A− z)−1[A,B +Ck ]=Ck+1,
which finishes the induction step.
By taking the adjoint, the identity (81) becomes
[B , (A− z)−n]=
n∑
j=1
(
n
j
)
(−i) j (A− z)−nad jA(B)(A− z)− j ,
from which we deduce
(A− z)nB(A− z)−n =
n∑
j=0
(
n
j
)
(−i) j ad jA(B)(A− z)− j .
uunionsq
Theorem 4.8 Let A be a self-adjoint operator on the Hilbert space H , B ∈ BnA(H ) and f ∈
C∞(R) such that
 f n,k ≡
n∑
j=0
sup
x∈R
| f ( j )(x)|+
k+2∑
j=n
∫
〈x〉 j−n−1| f ( j )(x)|dx <∞, (82)
for some k ≥ n. Then
[ f (A),B ]=
n∑
j=1
i j
j !
f ( j )(A)ad jA(B)+Rn( f , A,B), (83)
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where the remainder is given by
Rn( f , A,B)= 1
2piin+1
∫
∂ f˜ (z)(A− z)−n[adnA(B), (A− z)−1]dz∧dz, (84)
where f˜ is the almost-analytic extension of f of order k defined by (4). Furthermore, if B ∈
Bn+1A (H ), the remainder can also be written as
Rn( f , A,B)= 1
2piin+2
∫
∂ f˜ (z)(A− z)−n−1adn+1A (B)(A− z)−1 dz∧dz.
Remark. By taking the adjoint we obtain a similar formula
[ f (A),B ]=−
n∑
j=1
(−i) j
j !
ad jA(B) f
( j )(A)−Rn( f , A,B∗)∗.
Proof. We first consider f ∈C∞0 (R). Let f˜ be the almost-analytic extension of order n given
by (4). The Helffer-Sjöstrand formula (6) allows us to write
[ f (A),B ]= 1
2pii
∫
∂ f˜ (z)[B , (A− z)−1]dz∧dz.
A repeated use of the identity
[ad jA(B), (A− z)−1]= (A− z)−1[A,ad
j
A(B)](A− z)−1
=−i(A− z)−1ad j+1A (B)(A− z)−1
=−i(A− z)−2ad j+1A (B)− i(A− z)−1[ad
j+1
A (B), (A− z)−1],
and Formula (6) lead to
[ f (A),B ]=
n∑
j=1
(
1
2pii
∫
∂ f˜ (z)(A− z)−1− j dz∧dz
)
(−i) j ad jA(B)
+ 1
2piin+1
∫
∂ f˜ (z)(A− z)−n[adnA(B), (A− z)−1]dz∧dz
=
n∑
j=1
i j
j !
f ( j )(A)ad jA(B)+Rn( f , A,B),
whereRn is given by (84).
We now consider f ∈ C∞(R) satisfying (82). Let ϕm(x) ≡ ϕ(x/m) with ϕ ∈ C∞0 (]−1,1[) being
such that 0≤ϕ≤ 1 andϕ(x)= 1 for all x ∈ [−1/2,1/2]. Then fm ≡ f ϕm ∈C∞0 (R), limm f
( j )
m (x)=
f ( j )(x) for all x ∈ R and (82) imply that supm,x∈R | f ( j )m (x)| < ∞ for all j ∈ {0, . . . ,n}. The func-
tional calculus allows us to conclude that s− lim
m
f ( j )m (A)= f ( j )(A) and in particular that
s− lim
m
[ fm(A),B ]= [ f (A),B ].
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The estimate (5) allows us to obtain, starting from the representation of the remainder (84),
‖Rn( f , A,B)‖ ≤
‖adnA(B)‖
pi
∫
|∂ f˜ (x+ iy)| |y |−n−1dz∧dz
≤C
k+2∑
j=0
∫
〈x〉 j−n−1| f ( j )(x)|dx.
We deduce that
‖Rn( f , A,B)−Rn( fm , A,B)‖ ≤C
∫
gm(x)dx,
where we have set
gm(x)=
k+2∑
j=0
〈x〉 j−n−1| f ( j )(x)− f ( j )m (x)|.
Starting from the expansion
f ( j )(x)− f ( j )m (x)=
j∑
l=0
(
j
l
)
f (l )(x)(δ j l −m−( j−l )ϕ( j−l )(x/m)),
we obtain the estimate
gm(x)≤
k+2∑
j=0
〈x〉 j−n−1
j∑
l=0
(
j
l
)
| f (l )(x)||δ j l −m−( j−l )ϕ( j−l )(x/m)|
≤
k+2∑
l=0
〈x〉l−n−1| f (l )(x)|
k+2∑
j=l
(
j
l
)
〈x〉 j−l |δ j l −m−( j−l )ϕ( j−l )(x/m)|
≤
k+2∑
l=0
〈x〉l−n−1| f (l )(x)|
k+2∑
j=l
(
j
l
)
(δ j l +〈m〉 j−l m−( j−l )ϕ( j−l )(x/m))
≤C ′
k+2∑
l=0
〈x〉l−n−1| f (l )(x)| ≡ g (x),
and as (82) implies that g ∈ L1(R) we can apply the dominated convergence theorem to con-
clude that
lim
m
Rn( fm , A,B)=Rn( f , A,B).
The identity (83), with f = fm is thus preserved in the limit m →∞, which proves (83) in the
general case.
Finally, we note that if B ∈Bn+1A (H ) the remainderRn can also be written as
Rn( f , A,B)= 1
2piin+1
∫
∂ f˜ (z)(A− z)−n[adnA(B), (A− z)−1]dz∧dz
= 1
2piin+2
∫
∂ f˜ (z)(A− z)−n−1adn+1A (B)(A− z)−1 dz∧dz.
uunionsq
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4.1.3 The commutator of two self-adjoint operators
In this subsection we shall extend the discussion to commutators of type [A, H ] where A
and H are self-adjoint operators on H . We shall start by studying commutators of the form
[A, (H − z)−1].
Lemma 4.9 Let A be a self-adjoint operator and B a closed operator on the Hilbert space H .
Let Res(B) be the resolvent set of B and R(z)≡ (B − z)−1 its resolvent.
(i) If R(z0) ∈BnA(H ) for some z0 ∈Res(H) then R(z) ∈BnA(H ) for all z ∈Res(B).
(ii) For all z, z0 ∈Res(B) we have
adA(R(z))= (I + (z− z0)R(z))adA(R(z0))(I + (z− z0)R(z)).
This relation allows for the inductive calculation of adkA(R(z)) for k = 2, . . . ,n.
Proof. We set R ≡R(z), R0 ≡R(z0), and w ≡ z−z0. The first resolvent equation R−R0 =wRR0
gives (I −wR0)−1 = I +wR. With the notation from the proof of Lemma 4.6 we have, for u ∈
Dom(A),
(I +wR)Au = lim
ε→0(I +wR)Aεu = limε→0(I +wR)Aε(I −wR0)(I +wR)u
= lim
ε→0 (Aε(I +wR)u−w(I +wR)[Aε,R0](I +wR)u) .
By applying Lemma 4.6 we obtain
lim
ε→0 Aε(I +wR)u =w(I +wR)[A,R0](I +wR)u+ (I +wR)Au,
which shows that (I +wR)u ∈Dom(A) and allows us to write
A(I +wR)u =w(I +wR)[A,R0](I +wR)u+ (I +wR)Au,
or alternatively
ARu−R Au = (I +wR)[A,R0](I +wR)u.
Using Lemma 4.2 gives
[A,R]= (I +wR)[A,R0](I +wR),
which shows (i) in the particular case where n = 1 as well as (ii). To show (i) in the gen-
eral case we proceed by induction on n. Suppose assertion (i) holds for n ≤ m and that
R0 ∈Bm+1A (H ). We then have that R0 ∈BmA (H ) and the induction hypothesis allows us to
state that R ∈BmA (H ). adA, being a derivation, satisfies the Leibniz formula
admA (BC )=
m∑
k=0
(
m
k
)
adkA(B)ad
(m−k)
A (C ).
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Since R = (I +wR)R0 we have
admA (R)=
m∑
k=0
(
m
k
)
adkA(I +wR)ad(m−k)A (R0),
which can also be written as
admA (R)(I −wR0)=
m−1∑
k=0
(
m
k
)
adkA(I +wR)ad(m−k)A (R0),
or as
admA (R)=
m−1∑
k=0
(
m
k
)
adkA(I +wR)ad(m−k)A (R0)(I +wR). (85)
We deduce that
adm+1A (R)=
m−1∑
k=0
(
m
k
)[
w adk+1A (R)ad
(m−k)
A (R0)(I +wR)
+adkA(I +wR)ad(m+1−k)A (R0)(I +wR)
+w adkA(I +wR)ad(m−k)A (R0)adA(R)
]
,
and thus R ∈Bm+1A (H ), which validates the induction step. uunionsq
Lemma 4.10 Let A and H be self-adjoint operators on the Hilbert spaceH . If there exists z0 ∈
Res(H) such that (H − z0)−1 ∈BnA(H ) then f (H) ∈BnA(H ) for all f ∈C∞0 (R).
Proof. We set R(z) ≡ (H − z)−1 and BA,n ≡ maxk≤n ‖adkAB‖ for B ∈ B nA(H ). Using For-
mula (85) we easily show that for n ≥ 1
∥∥adnAR(z)∥∥≤ (1+|z− z0|)n−1 (1+ |z− z0||Imz|
)n+1 (
n−1+R(z0)A,n
)n .
We may thus use the Helffer-Sjöstrand formula to obtain
adnA( f (H))=
∫
C
∂ f˜ (z)adnAR(z)
dz∧dz
pi
.
uunionsq
Definition 4.11 Let A be a self-adjoint operator on the Hilbert spaceH . A self-adjoint operator
H onH is locally of class C n(A) (or of class C nloc(A)) if f (H) is of class C
n(A) for all f ∈C∞0 (R).
A self-adjoint operator H is thus of class C nloc(A) if, for all u ∈H and for all f ∈ C∞0 (R) the
function R 3 θ→ τθA( f (H))u = f (τθA(H))u is of class C n . The following lemma is an immediate
corollary of Lemmas 4.5 and 4.10.
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Lemma 4.12 Let A and H be self-adjoint operators on the Hilbert spaceH . The two following
conditions are equivalent.
(i) H is of class C nloc(A).
(ii) There exists z0 ∈Res(H) such that (H − z0)−1 ∈BnA(H ).
In practice it is useful to have a criteria characterizing C nloc(A)-operators without reference to
their resolvents. Moreover, Mourre theory requires the commutator [A, H ] to be defined as an
operator, at least locally (in the sense of the spectrum of H). To this end we introduce a scale
of Banach spaces.
Definition 4.13 Let H be a self-adjoint operator on the Hilbert space H , Λ = (I + |H |), and
s ∈R. We denote byH sH the Banach space obtained by completing Dom(Λs) equipped with the
norm
‖u‖H ,s = ‖Λsu‖.
For s ≥ 0 we have ‖u‖H ,s ≥ ‖u‖ and the norm ‖ · ‖H ,s is equivalent to the graph norm of the
closed operator Λs . This implies that H sH = Dom(Λs) and that Λs is an isometry from H sH
ontoH . For s ≤ 0 the map u 7→Λ−su extends continuously to an isometry fromH −sH ontoH
and
H sH ×H −sH 3 〈u, v〉 7→ (Λsu,Λ−s v)≡ (u, v), (86)
describes the duality betweenH −sH andH
s
H . We therefore obtain a scale of spaces
H s
′
H ⊂H sH ⊂H =H 0H ⊂H −sH ⊂H −s
′
H ,
for 0 ≤ s ≤ s′, all embeddings being dense and continuous. We note in particular that for all
s ∈R one has H ∈B(H sH ,H s−1H ) and (H − z)−1 ∈B(H sH ,H s+1H ) for z ∈Res(H).
Using the duality (86), we can associate to each continuous sesquilinear form q : H sH×H sH →
C a unique operator Q ∈B(H sH ,H −sH ) such that q(u, v)= (u,Qv) for all u, v ∈H sH .
Lemma 4.14 Let A and H be self-adjoint operators on the Hilbert space H , and set R(z) ≡
(H − z)−1. If H ∈C nloc(A) then the following statements hold.
(i) Dom(A)∩Dom(H) is dense inH .
(ii) For all z ∈Res(H) and u, v ∈Dom(A)∩Dom(H)
(Au, H v)− (Hu, Av)=−((H − z)∗u, [A,R(z)](H − z)v), (87)
(iii) There exists a constant c such that
|(Au, Hu)− (Hu, Au)| ≤ c ‖u‖2H ,1,
for all u ∈Dom(A)∩Dom(H).
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(iv) The quadratic form defined on Dom(A)∩Dom(H) by the left hands side of Eq. (87) extends
continuously to a bounded quadratic form onH 1H .
Proof. (i) Lemma 4.12 shows that H ∈ C nloc(A) implies that R(z0) ∈ BnA(H ) for some z0 ∈
Res(H). Since Dom(A) is dense in H and R(z0)∗ = R(z0) is injective we may conclude that
R(z0)Dom(A) is dense. We finish the proof of assertion (i) by remarking that Lemma 4.2 im-
plies that R(z0)Dom(A)⊂Dom(A) while the inclusion R(z0)Dom(A)⊂Dom(H) is evident.
(ii) For all u, v ∈Dom(A)∩Dom(H) and z ∈Res(H) we may write, with Aε defined as in Lemma
4.6,
((H − z)∗u, [Aε,R(z)](H − z)v)= ((H − z)∗u, Aεv)− (A∗εu, (H − z)v)= (Hu, Aεv)− (A−εu, H v).
The proof of (ii) is obtained by taking the limit ε→ 0 and invoking Lemma 4.6.
(iii) is an immediate consequence of (ii) and the fact that [A,R(z)] is bounded.
(iv) follows directly from (iii). uunionsq
Definition 4.15 Let A and H be self-adjoint operators on the Hilbert space H such that D =
Dom(A)∩Dom(H) is dense inH . If the sesquilinear form
D×D 3 〈u, v〉 7→ (Au, H v)− (Hu, Av),
extends continuously to a bounded form on H sH , we denote by [A, H ] the operator associated
with this extension, and we write [A, H ] ∈B(H sH ,H −sH ).
Remark 4.1 If [A, H ] ∈ B(H sH ,H −sH ) for some s ≥ 0 then the operator f (H)i[A, H ] f (H) is
bounded onH for all f ∈C∞0 (R). In general however, we can not claim that it is self-adjoint.
Lemma 4.14 stipulates that if H ∈C 1loc(A) then [A, H ] ∈B(H 1H ,H −1H ). The converse is not true
without an additional assumption. One possibility is given by the following result.
Lemma 4.16 Let A and H be self-adjoint operators on the Hilbert space H and set R(z) =
(H − z)−1. The two following conditions are equivalent.
(i) H ∈C 1loc(A).
(ii) [A, H ] ∈B(H 1H ,H −1H ) and there exists z0 ∈Res(H) such that
R(z0)Dom(A)⊂Dom(A), and R(z0)Dom(A)⊂Dom(A).
If one of these conditions is satisfied, then for each real measurable function f such that
sup
E∈Sp(H)
(1+|E |)| f (E)| <∞,
the operator f (H)i[A, H ] f (H) is bounded and self-adjoint onH . Furthermore, if g ∈C∞0 (R) is
such that g (E)= E for all E ∈ supp( f ), then
f (H)i[A, H ] f (H)= f (H)adA(g (H)) f (H). (88)
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Proof. (i )⇒ (i i ) is a direct consequence of the preceding remark and Lemmas 4.14, 4.12, and
4.2.
(i i )⇒ (i ) By setting C = [A, H ] we may write
(Au, (H − z0)v)− ((H − z0)u, Av)= (Au, H v)− (Hu, Av)= (u,C v),
for all u, v ∈Dom(A)∩Dom(H). Since R(z0)Dom(A)⊂Dom(A)∩Dom(H) and R(z0)Dom(A)⊂
Dom(A)∩Dom(H) by hypothesis, we also have
(AR(z0)u, (H − z0)R(z0)v)− ((H − z0)R(z0)u, AR(z0)v)= (R(z0)u,C R(z0)v),
that is,
(AR(z0)u, v)− (u, AR(z0)v)= (R(z0)u,C R(z0)v),
or also
(u,R(z0)Av)− (Au,R(z0)v)= (u,R(z0)C R(z0)v).
It follows from C ∈ B(H 1H ,H −1H ) and R(z0) ∈ B(H ,H 1H )∩B(H −1H ,H ) that R(z0)C R(z0) ∈
B(H ), and the last identity shows that R(z0) ∈ B1A(H ). The proof is finished by invoking
Lemma 4.12.
To prove the final assertions of the lemma we note that f (H) ∈B(H ,H 1H )∩B(H −1H ,H ) since
Λ f (H) is bounded. This shows that f (H)[A, H ] f (H) is bounded. By Lemma 4.14 we have
(u, [A, H ]v)=−((H − z)∗u, [A,R(z)](H − z)v),
for all u, v ∈H 1H and z ∈Res(H). Thus
( f (H)u, [A, H ] f (H)v)=−((H − z)∗ f (H)u, [A,R(z)](H − z) f (H)v),
for all u, v ∈H . Since E f (E)= g (E) f (E) for all E ∈ R we may, without loss of generality, sup-
pose that g is real and write the preceding relation as
( f (H)u, [A, H ] f (H)v)=−(u, f (H)(g (H)− z)[A,R(z)](g (H)− z) f (H)v).
Lemma 4.6 allows us to write
f (H)(g (H)− z)[A,R(z)](g (H)− z) f (H)v = lim
ε→0 f (H)(g (H)− z)[Aε,R(z)](g (H)− z) f (H)v,
and a simple calculation shows that f (H)(g (H)−z)[Aε,R(z)](g (H)−z) f (H)v =−[g (H), Aε]v .
Since g (H) ∈BA(H ) we may once again invoke Lemma 4.6 to obtain
lim
ε→0[g (H), Aε]v = [g (H), A]v,
and conclude that
( f (H)u, [A, H ] f (H)v)= ( f (H)u, [A, g (H)] f (H)v),
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which proves (88). Finally, since adA is a ∗-derivation (Lemma 4.3), adA(g (H)) is self-adjoint
and so is f (H)adA(g (H)) f (H). uunionsq
In practice it is often much easier to compute iterated commutators of A with H than adkA((H−
z)−1) and to verify the invariance of Dom(H) by the group eiθA than that of Dom(A) by the
resolvent (H − z)−1. The following results are therefore important in this cases.
Lemma 4.17 Let A and H be self-adjoint operators on the Hilbert space H . The following
statements hold if eiθADom(H)⊂Dom(H) for all θ ∈R.
(i) Dom(A∞)∩H sH is dense inH sH for all s ∈ [−1,1].
(ii) For all s ∈ [0,1] and θ ∈ R we have eiθAH sH ⊂H sH . The restriction of eiθA toH sH defines a
strongly continuous, quasi-bounded group onH sH . Its generator As is given by Dom(As)=
{u ∈H sH |u ∈Dom(A), Au ∈H sH } and Asu = Au for all u ∈Dom(As).
(iii) For all s ∈ [0,1] and θ ∈ R the operator eiθA extends continuously toH −sH . This extension
defines a strongly continuous, quasi-bounded group on H −sH which we denote again by
eiθA. Its generator A−s is the closure of A inH −sH .
(iv) For all s ∈ [0,1], u ∈H −sH , v ∈H sH and θ ∈ R, (eiθAu,eiθA v) = (u, v). In particular A∗s =
A−s .
Proof. To simplify our proof, we shall assume that H is separable and we refer the reader
to proposition 3.2.5 of [ABG] for the general case. By hypothesis, the operator ΛeiθAΛ−1 is
defined everywhere on H . We easily verify that its graph is closed. This operator is thus
bounded, which is equivalent to saying that eiθA is bounded on H 1H . We thus have e
iθA ∈
B(H 1H )∩B(H 0H ) from which we deduce eiθA ∈B(H sH ) for all s ∈ [0,1] by interpolation.
SinceH is separable it has a dense countable subsetD0. The setsD+ ≡ {Λ−s v/‖v‖|v ∈D0, v 6=
0} ⊂H and D− ≡ {v/‖Λ−s v‖|v ∈D0, v 6= 0} ⊂H are countable and dense in the unit spheres
ofH ±sH . For all θ ∈Rwe thus have
‖eiθA‖B(H sH ) = sup〈u,v〉∈D−×D+
|(u,eiθA v)|.
Since D− ×D+ is countable and θ 7→ |(u,eiθA v)| is continuous and thus measurable for all
〈u, v〉 ∈D−×D+ ⊂H ×H , the functions f±(θ) = log‖e±iθA‖B(H sH ) are measurable. They are
sub-additive ( f±(θ+θ′) ≤ f±(θ)+ f±(θ′)) and thus bounded on all compact intervals (see, for
example, Theorem 7.4.1 in [HP]). We easily conclude that for all δ> 0, θ ≥ 0,
f±(θ)≤ θ | f±(δ)|
δ
+ sup
ϑ∈[0,δ]
f±(ϑ),
which shows that the group eiθA is quasi-bounded onH 1H ,
‖ΛseiθAΛ−s‖ = ‖eiθA‖B(H s ) ≤Meω|θ|, (89)
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for some constants M and ω and all θ ∈R. For u ∈H and ε> 0 we set
uε ≡ e−ε
2 A2/4u =pi−1/2
∫ ∞
−∞
e−ϑ
2
eiεϑAu dϑ.
We easily show that, for all u ∈H , limε→0 ‖uε−u‖ = 0. Furthermore, the bound (89) implies
‖uε‖H ,s ≤ c ‖u‖H ,s for a constant c and ε ∈]0,1]. Since H is dense in H −sH we may conclude
that uε converges to u in the weak topology of H sH . It follows that D ≡ {uε |u ∈H sH ,ε > 0} is
dense inH and thus inH sH . The identity
(eiθA− I )uε =pi−1/2
∫ ∞
−∞
(
e−(ϑ−θ/ε)
2 −e−ϑ2
)
eiεϑAu dϑ,
and the bound (89) lead to
‖(eiθA− I )uε‖H ,s ≤pi−1/2
∫ ∞
−∞
∣∣∣e−(ϑ−θ/ε)2 −e−ϑ2∣∣∣Meε|ϑ|ω‖u‖H ,s dϑ.
We deduce that limθ→0 ‖(eiθA − I )u‖H ,s = 0 for all u ∈D. The bound (89) and the density of D
allow us to conclude that θ 7→ eiθA is strongly continuous onH sH . Let As be the generator of
this group. If u ∈Dom(As) then
lim
θ→0
∥∥∥∥eiθAu−uiθ − Asu
∥∥∥∥
H ,s
= 0.
We conclude that u ∈Dom(A) and that Au = Asu ∈H sH . Conversely, if u ∈Dom(A)∩H sH and
v = Au ∈H sH then the identity
eiθAu−u
iθ
− v =
∫ 1
0
(
eitθA− I
)
v dt ,
the bound (89), and the continuity of t 7→ eitθA v inH sH allow us to conclude that u ∈Dom(As).
Finally we note that D ⊂ Dom(A∞)∩H sH , which finishes the proof for assertions (i) and (ii)
for s ∈ [0,1].
By duality (T θu, v)≡ (u,eiθA v) defines a strongly continuous, quasi-bounded group onH −sH .
Furthermore, T θ = e−iθA on the dense subspaceH ⊂H −sH . T θ is thus the unique continuous
extension of eiθA toH −sH . Since Dom(A) is dense inH it is also dense inH
−s
H . Furthermore it
is invariant by T θ. It is thus a core for the generator As of T θ (see Theorem X.49 in [RS2]). The
same argument applies to Dom(A∞). The assertions (ii) for s ∈ [−1,0] and (i i i ) are proven.
Assertion (iv) is an immediate consequence of the duality. uunionsq
With a small abuse of notation, we shall denote by A the generator As when the space on
which it acts is clearly determined by the context. Similarly, Aε will denote the element of
B(H sH ) corresponding to the restriction (for s ≥ 0) or the continuous extension (for s ≤ 0) of
the operator (iε)−1(eiεA− I ) onH sH .
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Under the hypotheses of Lemma 4.17, if B ∈ B(H sH ,H s
′
H ) with s, s
′ ∈ [−1,1], then one has
B∗ ∈B(H −s′H ,H −sH ) and
(Au,B v)− (B∗u, Av),
defines a quadratic form on Dom(A−s′)×Dom(As). If there exists a constant c such that, for
all 〈u, v〉 ∈Dom(A−s′)×Dom(As),
|(Au,B v)− (B∗u, Av)| ≤ c ‖u‖H ,−s′ ‖v‖H ,s ,
then there exists an operator C ∈B(H sH ,H s
′
H ) such that
(Au,B v)− (B∗u, Av)= (u,C v).
In this case we shall write C = [A,B ] and, when this construction can be iterated, we define
adkA(B) ∈B(H sH ,H s
′
H ) as before.
Definition 4.18 Let A and H be self-adjoint operators on the Hilbert spaceH such that, for all
θ ∈R, eiθADom(H)⊂Dom(H). For all n ∈N, we denote
BnA(H
s
H ,H
s′
H )≡ {B ∈B(H sH ,H s
′
H ) |adkA(B) ∈B(H sH ,H s
′
H ),k = 0, . . . ,n}.
In particularB(H sH ,H
s′
H )=B0A(H sH ,H s
′
H ) andBA(H
s
H ,H
s′
H )=B1A(H sH ,H s
′
H ).
Lemma 4.19 Let A and H be self-adjoint operators on H such that eiθADom(H) ⊂ Dom(H)
for all θ ∈R.
(i) B ∈BnA(H sH ,H s
′
H ) if and only if supε∈R∗ ‖adnAε(B)‖B(H sH ,H s′H ) <∞ and in this case
adnA(B)v = limε→0 ad
n
Aε
(B)v,
inH s
′
H for all v ∈H sH .
(ii) B ∈BA(H sH ,H s
′
H ) if and only if B
∗ ∈BA(H −s′H ,H −sH ). Furthermore
adA(B
∗)= adA(B)∗.
(iii) If B ∈BA(H s′H ,H s
′′
H ) and C ∈BA(H sH ,H s
′
H ) then BC ∈BA(H sH ,H s
′′
H ) and
adA(BC )= adA(B)C +BadA(C ).
Proof. The proof of Lemma 4.6 is easily adapted to prove assertion (i ).
(i i ) is a direct consequence of the identity
(Au,B v)− (B∗u, Av)=−(Av,B∗u)− (B v, Au).
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(i i i ) For 〈u, v〉 ∈Dom(A−s′′)×Dom(As) we have
(Au,BC v)− (C∗B∗u, Av)= lim
ε→0(A−εu,BC v)− (C
∗B∗u, Aεv)
= lim
ε→0(u, AεBC v −BC Aεv)
= lim
ε→0(u, [Aε,B ]C v +B [Aε,C ]v)
=− lim
ε→0([A−ε,B
∗]u,C v)+ lim
ε→0(B
∗u, [Aε,C ]v).
The assertions (i ) and (i i ) allows us to conclude that
lim
ε→0[A−ε,B
∗]u = [A,B∗]u =−[A,B ]∗u,
inH −s
′
H and that
lim
ε→0[Aε,C ]v = [A,C ]v,
inH s
′
H . It is then easy to finish the proof. uunionsq
Definition 4.20 Let A and H be self-adjoint operators on the Hilbert space H such that, for
all θ ∈ R, eiθADom(H) ⊂Dom(H). An operator B ∈B(H sH ,H s
′
H ), with s, s
′ ∈ [−1,1], is of class
C n(A; H ; s, s′) if, for all v ∈H sH the function
R → H s′H
θ 7→ eiθABe−iθA v,
is of class C n .
Lemma 4.21 Let A and H be self-adjoint operators on the Hilbert space H such that, for all
θ ∈R, eiθADom(H)⊂Dom(H). For an operator B ∈B(H sH ,H s
′
H ), the following are equivalent
(i) B ∈C n(A; H ; s, s′) and B∗ ∈C n(A; H ;−s′,−s).
(ii) B ∈BnA(H sH ,H s
′
H ).
If one of these statements holds, then
dk
dθk
eiθABe−iθA v = eiθAadkA(B)e−iθA v,
for k = 1, . . . ,n and v ∈H sH .
Proof. The strategy is identical to that of the proof of Lemma 4.5 uunionsq
Theorem 4.22 Let A and H be self-adjoint operators on the Hilbert spaceH such that, for all
θ ∈R, eiθADom(H)⊂Dom(H).
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(i) H ∈C 1loc(A) if and only if H ∈BA(H 1H ,H −1H ).
(ii) If H ∈BnA(H 1H ,H ) then H ∈C nloc(A).
Proof. (i ) By combining Lemmas 4.6 and 4.19, it suffices to show that for z ∈Res(H),
sup
ε∈R∗
‖[Aε,R(z)]‖ <∞⇐⇒ sup
ε∈R∗
‖[Aε, H ]‖B(H 1H ,H −1H ) <∞.
For all s ∈ R, R(z) is an isomorphism of H sH into H s+1H , with inverse H − z. For u ∈H 1H the
identity
[Aε, H ]u = [Aε, H − z]u = Aε(H − z)u− (H − z)Aεu = (H − z) [R(z)Aε− AεR(z)] (H − z)u,
implies
‖[Aε, H ]‖B(H 1H ,H −1H ) ≤ ‖H − z‖B(H 1H ,H )‖[Aε,R(z)]‖‖H − z‖B(H ,H −1H ),
and thus supε∈R∗ ‖[Aε,R(z)]‖ < ∞ ⇒ supε∈R∗ ‖[Aε, H ]‖B(H 1H ,H −1H ) <∞. Conversely, we have,
for u ∈H ,
[Aε,R(z)]u =R(z) [H Aε− AεH ]R(z)u,
which implies
‖[Aε,R(z)]‖ ≤ ‖R(z)‖B(H −1H ,H )‖[Aε, H ]‖B(H 1H ,H −1H )‖R(z)‖B(H ,H 1H ),
and thus supε∈R∗ ‖[Aε, H ]‖B(H 1H ,H −1H ) <∞⇒ supε∈R∗ ‖[Aε,R(z)]‖ <∞.
(i i ) Let z ∈Res(H) and R = (H − z)−1. We easily show, by induction on k, that
adkAε(R)=
k∑
l=1
∑
k1+···+kl=k
C (l )k1...kl R ad
k1
Aε
(H)R adk2Aε(H)R · · ·ad
kl
Aε
(H)R,
where the C (l )k1...kl are numerical coefficients. Since
‖adkAε(H)R‖ ≤ ‖adkAε(H)‖B(H 1H ,H ) ‖R‖B(H ,H 1H ),
Lemma 4.19 implies that if H ∈BnA(H 1H ,H ) we have
sup
ε∈R∗
‖adnAε(R)‖ <∞,
and Lemma 4.6 allows us to conclude that R ∈ C n(A). Finally, Lemma 4.12 shows that H ∈
C nloc(A). uunionsq
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4.2 The Mourre estimate
The following definition is due to Mourre [M1].
Definition 4.23 Let H and A be self-adjoint operators on the Hilbert spaceH .
(i) H satisfies a Mourre estimate at E ∈Rwith the conjugate operator A if there exists θ > 0, a
function g ∈C∞0 (R) and a compact operator K such that 0≤ g ≤ 1, g (E)= 1 and
g (H)i[H , A]g (H)≥ θg (H)2+K . (90)
(ii) Let O ⊂R be open. H satisfies a Mourre estimate on O with the conjugate operator A if, for
all E ∈O, H satisfies a Mourre estimate with the conjugate operator A at E.
(iii) If it is possible to take K = 0 in (90), we say that H satisfies a strict Mourre estimate at E
(respectively on O) with the conjugate operator A.
The following lemma shows that the set of E at which H satisfies a (strict) Mourre estimate
with the conjugate operator A is open.
Lemma 4.24 If H satisfies a (strict) Mourre estimate at E ∈R, there exists an open interval∆ 3 E
such that (90) is satisfied with g = 1∆, the indicator function of ∆ (and K = 0).
Proof. By hypothesis, there exists θ > 0, g ∈ C∞0 (R) such that 0 ≤ g ≤ 1, g (E) = 1, as well
as a compact operator K satisfying (90). There thus exists δ > 0 such that ∆ ≡]E −δ,E +δ[⊂
g−1(]1/2,1]). It follows that 0 ≤ h ≡ 1∆/g ≤ 2 and in particular that h(H) is bounded. By
multiplying (90) on both sides by h(H) we obtain
1∆(H)i[H , A]1∆(H)≥ θ1∆(H)+K ′,
where K ′ = h(H)K h(H) is compact (and vanishes if K = 0). uunionsq
The first consequences of the Mourre estimate concern the singular spectrum of H (see [M1]).
Theorem 4.25 We suppose that a self-adjoint operator H on the Hilbert space H satisfies a
Mourre estimate on the open set O ⊂Rwith the conjugate operator A.
(i) If H ∈ C 1loc(A) and I ⊂ O is compact then Sppp(H)∩ I is finite. This set is empty if the
Mourre estimate is strict on I .
(ii) If H ∈C 2loc(A) then Spsc(H)∩O is empty.
Proof. We essentially follow the proof in [M1].
(i) For all E ∈O we denote by ∆E 3 E the interval described in Lemma 4.24. We thus have the
Mourre estimate
1∆E (H)i[H , A]1∆E (H)≥ θE 1∆E (H)+KE , (91)
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for a constant θE > 0 and a compact operator KE . We fix fE ∈C∞0 (R) such that fE (x)1∆E (x)= x
for all x ∈∆E .
If E0 ∈ Sppp(H)∩∆E , Hu = E0u and ‖u‖ = 1 we have 1∆E (H)u = u and fE (H)u = E0u. Since
H ∈C 1loc(A), [A, fE (H)] is bounded and Lemmas 4.6 and 4.5 imply
(u, i[ fE (H), A]u)= lim
ε→0(u, i[ fE (H), Aε]u)= iE0 limε→0(u, Aεu)− (A
∗
εu,u)= 0.
Identity (88) and the Mourre estimate (91) allow us to write
0= (u, i[ fE (H), A]u)= (u,1∆E (H)i[H , A]1∆E (H)u)≥ θE + (u,KE u),
and thus
0< θE ≤ |(u,KE u)|. (92)
Suppose now that Sppp(H)∩∆E is infinite. There thus exists a sequence En ∈ Sppp(H)∩∆E and
a corresponding orthonormal sequence un of eigenvectors. It follows that w− lim
n
un = 0 and,
since KE is compact, limn ‖KE un‖ = 0. We deduce that
0< θE ≤ |(un ,KE un)| ≤ ‖KE un‖→ 0 (n →∞),
a contradiction which shows that Sppp(H)∩∆E is finite.
We have shown that every E ∈O has an open neighborhood∆E such that∆E∩Sppp(H) is finite.
If I ⊂O is compact there exists a finite set E ⊂O such that
I ⊂ ⋃
E∈E
∆E ,
and we conclude that Sppp(H)∩ I is finite.
If the Mourre estimate is strict on I then KE = 0 for all E ∈ I and (92) leads to a contradiction
which forces us to conclude that ∆E ∩Sppp(H) is empty and in particular that E 6∈ Sppp(H).
(ii) Let E ∈ O \ Sppp(H). Assertion (i) implies that there exists δ > 0 such that ]E −δ,E +δ[⊂
O \ Sppp(H). By denoting Pε ≡ 1]E−ε,E+ε[(H) we thus have w− lim
ε→0 Pε = 0 and consequently
limε→0 ‖PεK Pε‖ = 0. We deduce that if ε is small enough then ‖PεK Pε‖ ≤ θ/2 and
Pεi[H , A]Pε ≥ θPε+PεK Pε ≥ θ
2
Pε ≥ 0.
In the following, we fix such an ε, we set I ≡]E −ε/2,E +ε/2[ and we denote
Ωγ ≡ {〈z,µ〉 ∈C\R×R |Rez ∈ I , sign(µ)= sign(Imz),0< |µ| < γ},
where the constant γ > 0 will be fixed later. We also choose a function g ∈ C∞0 (]E −ε,E +ε[)
such that 0≤ g ≤ 1 and g = 1 on [E −3²/4,E +3²/4]. We thus have
Q ≡ g (H)i[H , A]g (H)≥ θ
2
g (H)2 ≥ 0. (93)
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Since H ∈C 1loc(A), Lemma 4.16 implies that Q is a bounded self-adjoint operator. The operator
Kµ ≡H − iµQ is thus closed on Dom(H). For 〈z,µ〉 ∈Ωγ we have
‖u‖‖(Kµ− z)u‖ ≥ |(u, (Kµ− z)u)| ≥ |Im(u, (H − iµQ− z)u)| ≥ |Im z|‖u‖2,
for all u ∈Dom(H). We deduce
‖u‖ ≤ |Im z|−1‖(Kµ− z)u‖, (94)
so that Ker(Kµ− z)= {0}. We show that this inequality also implies that Ran(Kµ− z) is closed.
If vn = (Kµ− z)un for a sequence un ∈Dom(H) and if limn vn = v then (94) implies that ‖un −
um‖ ≤ ‖vn−vm‖/|Im(z)|which shows that un is Cauchy. Let u = limn un . Since Kµ−z is closed,
it follows that u ∈Dom(Kµ)=Dom(H), v = (Kµ− z)u and thus that v ∈Ran(Kµ− z).
If u ∈Ran(Kµ− z)⊥ then, for all v ∈Dom(H), we have
(u, (Kµ− z)v)= (u, H v)− (u, (z+ iµQ)v)= 0,
and thus
|(u, H v)| ≤ (|z|+ |µ|‖Q‖)‖u‖‖v‖.
We deduce that u ∈Dom(H) and that
((H − z+ iµQ)u, v)= 0,
for all v ∈Dom(H). It follows that u ∈Ker(K−µ− z) and since 〈z,−µ〉 ∈Ωγ it follows that u = 0.
We have thus shown that Ran(Kµ− z)=H . The inverse operator
Gµ(z)≡ (Kµ− z)−1,
being closed with domainH is bounded. Furthermore, we clearly have Gµ(z)∗ =G−µ(z).
The Mourre estimate (93) further gives
Gµ(z)
∗g (H)2Gµ(z)≤ 2
θ
Gµ(z)
∗QGµ(z)
≤ 2
θµ
Gµ(z)
∗(Imz+µQ)Gµ(z) (95)
= i
θµ
(Gµ(z)
∗−Gµ(z)),
from which we conclude that ‖g (H)Gµ(z)‖2 ≤ 2‖Gµ(z)‖/θ|µ|. Using the second resolvent
identity Gµ(z)=G0(z)(I + iµQGµ(z)) we can write
Gµ(z)
∗Gµ(z)=Gµ(z)∗g (H)2Gµ(z)+Gµ(z)∗(1− g (H)2)G0(z)(I + iµQGµ(z)).
Since G0(z)= (H − z)−1 and dist(I , supp(1− g 2))≥ ²/4, the functional calculus yields the esti-
mate ‖(1− g (H)2)G0(z)‖ ≤ 4/² for Re z ∈ I and we obtain
‖Gµ(z)‖2 ≤ 2
θ|µ|‖Gµ(z)‖+
4
²
(1+|µ|‖Q‖‖Gµ(z)‖)‖Gµ(z)‖.
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Rewriting the last inequality as(
1− 4‖Q‖|µ|
²
)
‖µGµ(z)‖ ≤ 2
θ
+ 4|µ|
²
,
it is easy to conclude that
sup
〈z,µ〉∈Ωγ
‖µGµ(z)‖ ≤ 2
θ
²+2θγ
²−4‖Q‖γ <∞, (96)
provided we impose γ< ²/4‖Q‖.
We shall denote T ≡ |A+ i|−1, Λ≡ (1+|H |), and we shall use the notation introduced in Defi-
nition 4.13 in what follows.
Multiplying the inequality (95) on both sides with T gives
‖g (H)Gµ(z)T ‖2 ≤ 2
θ|µ|‖TGµ(z)T ‖.
Since g (H)Λ2g (H)≤C g (H)2, it follows that there exists a constant C1 such that
‖g (H)Gµ(z)T ‖B(H ,H 1H ) ≤C1|µ|
−1/2‖TGµ(z)T ‖1/2, (97)
for all 〈z,µ〉 ∈Ωγ.
Using again the second resolvent equation, we can write
‖Λ(1− g (H))Gµ(z)‖ ≤ ‖Λ(1− g (H))G0(z)‖ (I +‖Q‖‖µGµ(z)‖),
and the functional calculus and inequality (96) yield
C2 ≡ sup
〈z,µ〉∈Ωγ
‖(I − g (H))Gµ(z)‖B(H ,H 1H ) <∞. (98)
By combining this last estimate and (97) we obtain
‖Gµ(z)T ‖B(H ,H 1H ) ≤ ‖g (H)Gµ(z)T ‖B(H ,H 1H )+‖(1− g (H))Gµ(z)‖B(H ,H 1H ) ‖T ‖
≤C1|µ|−1/2‖TGµ(z)T ‖1/2+C2. (99)
Since RanGµ(z)=Dom(H)=H 1H , and [H , A] ∈B(H 1H ,H −1H ) by Lemma 4.16, the identity
Q = i[H , A]− g (H)i[H , A](1− g (H))− (1− g (H))i[H , A]g (H)− (1− g (H))i[H , A](I − g (H)),
may be substituted into
d
dµ
TGµ(z)T = iT Gµ(z)QGµ(z)T,
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to obtain, using (97) and (98),∥∥∥∥ ddµTGµ(z)T
∥∥∥∥≤ ‖TGµ(z)[H , A]Gµ(z)T ‖ (100)
+C2 ‖[H , A]‖B(H 1H ,H −1H )
(
C2+2C1 |µ|−1/2‖TGµ(z)T ‖1/2
)
.
To estimate the first term on the right hand side of this inequality, we decompose
[H , A]= [Kµ− z, A]+ iµ[Q, A].
Let f ∈C∞0 (R) be such that f (x)g (x)= xg (x). By invoking Lemma 4.16 we remark that
[Q, A]=i[A, g (H)[A, f (H)]g (H)]
=ig (H)[A, f (H)][A, g (H)]+ i[A, g (H)][A, f (H)]g (H)+ ig (H)[A, [A, f (H)]]g (H),
and since H ∈C 2loc(A), we can conclude that [Q, A] is bounded. The estimate (99) gives us
‖TGµ(z)iµ[Q, A]Gµ(z)T ‖ ≤ ‖[Q, A]‖ (C1‖TGµ(z)T ‖1/2+C2|µ|1/2)2. (101)
Also, the identity
Gµ(z)[Kµ− z, A]Gµ(z)= [A,Gµ(z)],
and the estimate (99) allows us to write
‖TGµ(z)[Kµ− z, A]Gµ(z)T ‖ = ‖T [A,Gµ(z)]T ‖
≤ ‖Gµ(z)T ‖+‖TGµ(z)‖ (102)
≤ 2(C1|µ|−1/2‖TGµ(z)T ‖1/2+C2).
By combining (101) and (102) in (100) we obtain, after taking into account (96), the following
differential inequality.∥∥∥∥ ddµT Gµ(z)T
∥∥∥∥≤ a+b ‖TGµ(z)T ‖+c ‖TGµ(z)T ‖1/2|µ|1/2 ,
valid for all 〈z,µ〉 ∈Ωγ and where a,b,c are positive constants. Setting φ(µ) = ‖TGµ(z)T ‖ we
can write, for 0<µ<µ0 < γ,
φ(µ)≤φ(µ0)+
∫ µ0
µ
(a+bφ(ν)+ cν−1/2φ(ν)1/2)dν
≤Φ(µ)≡ (φ(µ0)+aµ0)+
∫ µ0
µ
(bφ(ν)+ cν−1/2φ(ν)1/2)dν.
WithΨ(µ)≡Φ(µ)e−b(µ0−µ), we easily compute
d
dµ
Ψ(µ)= (b(Φ(µ)−φ(µ))− cµ−1/2φ(µ)1/2))e−b(µ0−µ)
≥−cµ−1/2φ(µ)1/2e−b(µ0−µ)
≥−cµ−1/2Φ(µ)1/2e−b(µ0−µ).
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Introducing ψ(µ)≡ cµ−1/2e−b(µ0−µ)/2 we can rewrite this last inequality as
d
dµ
Ψ(µ)≥−ψ(µ)Ψ(µ)1/2,
and from this we get that
d
dµ
Ψ(µ)1/2 ≥−1
2
ψ(µ).
After integration, we obtain
Ψ(µ)1/2 ≤Ψ(µ0)1/2+ 1
2
∫ µ0
µ
ψ(ν)dν,
and sinceΨ(µ0)=Φ(µ0)=φ(µ0)+aµ0,
Ψ(µ)1/2 ≤ (φ(µ0)+aµ0)1/2+ c
2
∫ µ0
µ
ν−1/2e−b(µ0−ν)/2 dν.
Finally, we get
φ(µ)1/2 ≤Φ(µ)1/2 = eb(µ0−µ)/2Ψ(µ)1/2
≤ ebµ0/2(φ(µ0)+aµ0)1/2+ c
2
∫ µ0
0
ν−1/2eb(ν−µ)/2 dν
≤ ebµ0/2 ((φ(µ0)+aµ0)1/2+ cµ1/20 ) ,
and it is straightforward to check that the same estimate is valid for−γ<−µ0 <µ< 0. We have
thus shown that sup〈z,µ〉∈Ωγ ‖TGµ(z)T ‖ <∞, and in particular that
sup
Re(z)∈I ,Im(z)6=0
‖T (H − z)−1T ‖ <∞.
Invoking a covering argument, we easily show that, for any compact set I ⊂O \ Sppp(H),
C (I )≡ sup
Re(z)∈I ,Im(z)6=0
‖T (H − z)−1T ‖ <∞. (103)
Since Ran(T )=Dom(A) is dense inH , we can conclude that I ∩Spsc(H) is empty. uunionsq
4.3 Propagation estimates
The Mourre estimate provides a very efficient method to derive propagation estimates, which
are essential ingredients of the time-dependent approach to scattering theory. We shall also
use these estimates in our derivation of the Landauer-Büttiker formula.
The first result is a simple corollary of the proof of Theorem 4.25 (see [M2, M3]).
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Corollary 4.26 Let H be a self-adjoint operator on the Hilbert spaceH . If H satisfies a Mourre
estimate on the open set O ⊂ R with the conjugate operator A and if H ∈C 2loc(A) then, for any
function g ∈C∞0 (O \ Sppp(H)) there exists a constant C such that∫ ∞
−∞
‖(1+ A2)−1/2e−it H g (H)u‖2 dt ≤C ‖u‖2, (104)
for all u ∈H .
Proof. Let g ∈ C∞0 (O \ Sppp(H)) and set I = supp g . The hypotheses of Theorem 4.25 being
satisfied and (1+|A|)−1(1+ A2)1/2 being bounded, the inequality (103) implies
sup
Re(z)∈I ,Im(z)6=0
‖(1+ A2)−1/2(H − z)−1(1+ A2)−1/2‖ <∞.
It follows that (1+ A2)−1/2 is H-smooth on I (compare with Eq. (12)). The operator (A2 +
1)−1/2g (H) is thus H-smooth, and (104) follows. uunionsq
Our main tool in controlling the dynamics is the propagation estimate of Sigal-Soffer [SiSo]
(see also [HSS] and Section 4.12 of [DG]). Recall that if A is a self-adjoint operator then F (A ≤
a) denotes the spectral projection E]−∞,a](A), etc.
Proposition 4.27 Let A and H be self-adjoint operators on the Hilbert spaceH such that:
(i) H ∈C nloc(A) for an integer n ≥ 2.
(ii) H satisfies a strict Mourre estimate with the conjugate operator A on the open set O ⊂R.
Then, for all s < n−1 and g ∈C∞0 (O), there exist constants ϑ> 0 and c such that
‖F (±A ≤ a−b+ϑt )e∓it H g (H)F (±A ≥ a)‖ ≤ c 〈b+ϑt〉−s , (105)
for all a ∈R, b ≥ 0 and t ≥ 0.
5 Non-equilibrium steady states
In this section, we reconsider the problem of constructing nonequilibrium steady states for
an open system of quasi-free fermions driven by extended reservoirs. Like the Authors of
[AJPP2, N], we follow Ruelle’s scattering approach [R2, R3]. The originality of the present work
is in the use of time dependent scattering theory, inspired by the approach of Avron et al. to
the related problem of adiabatic charge pumping [AEGSS].
The stationary approach to scattering used in [AJPP2, N] has the advantage of providing ex-
plicit representations of certain objects (Møller operators, scattering matrix). It thus allows for
fairly simple and direct calculations. On the other hand, it requires quite strong assumptions,
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R2
S
R1
R3
Figure 3: An ideal Fermi gas on a geometric structure M structure.
specifically some trace conditions on the coupling between the system and the reservoir. Fur-
thermore, it does not provide any control on the singular continuous spectrum. The absence
of this spectral component is part of the assumptions of [AJPP2]. Our time-dependent ap-
proach is base on Mourre theory. It simultaneously gives us control over the singular spec-
trum, propagation estimates, and the property of local Kato-Smoothness which provide the
construction of complete Møller operators and unitary scattering matrix.
5.1 Model and hypotheses
We consider an ideal Fermi gas confined to a connected geometric structure M. This struc-
ture may be a domain M ⊂ Rd or a finite dimensional Riemannian manifold which we shall
assume is itself embedded in a Euclidean space Rd . We shall suppose that M is the disjoint
union of a a compact subset S and of M infinite tubular or cylindrical branches R1, . . .RM
(see figure 3).
The fermions visiting the compact part S ⊂M form the small system S . The reservoirs
R1, . . . ,RM consist in the fermions contained in the infinitely extended branches R1, . . . ,RM .
In the context of mesoscopic physics, S is a sample connected to the electronic reservoirs
Rk . We denote byH the one-particle Hilbert space of the system, and by H its one-particle
Hamiltonian, a self-adjoint operator onH .
The system is described by the C∗-algebra O ≡ CAR(H ) equipped with the group of Bogoli-
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S
∂S3
∂S1
∂S2
Figure 4: Decoupling of the sample S. Appropriate boundary conditions are imposed on the
fictitious walls ∂Sk .
ubov automorphisms
τt (a( f ))= a(eit H f ).
To apply scattering theory to this system requires the definition of a reference dynamics. A
possible approach consists in decoupling the compact part S from the extended branches
Rk by imposing boundary conditions on fictitious walls ∂Sk surrounding S (see Figure 4).
We then obtain a new Hamiltonian Href which will serve as reference. This is essentially the
approach followed in [AJPP2] for example. However, this method has a serious disadvantage.
In fact, the scattering matrix obtained in this way depends a priori on the largely arbitrary
method used to perform the decoupling, i.e. the position of the decoupling walls, as well as
the boundary conditions imposed at these walls. We shall avoid this difficulty by adopting a
more geometric approach. We shall consider each reservoir as part of a larger system, a kind
of super-reservoir, by immersing each branch Rk in a reference structure R˜k (see Figure 5).
In this context, the two Hilbert spaces formalism of scattering theory applies. The advantage
of this method is in the fact that the scattering matrix only depends on the geometry of the
reservoirs and not on artificial decoupling techniques.
Let us now formulate our main hypotheses.
(H1) Submersion. For k ∈ {1, . . . , M } there exists a Hilbert space H˜k as well as a family of iden-
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S
R1
R˜1
M
(r)
1
r
r + 1
Figure 5: Submersion of the super-reservoir R˜1 into the extended branch R1 of M . The
parameter r describes the depth of this submersion.
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tification operators {M (r )k |r ≥ 0} ⊂B(H˜k ,H ). We denote by M (r )k = J (r )k χ˜(r )k their polar
decompositions, with χ˜(r )k ≡ |M (r )k | = (M (r )∗k M (r )k )1/2. We also set χ(r )k ≡ (M (r )k M (r )∗k )1/2,
1˜(r )k ≡ J (r )∗k J (r )k and 1(r )k ≡ J (r )k J (r )∗k . We assume that:
(i) ‖M (r )k ‖ = 1.
(ii) 1˜(r+1)k ≤ χ˜(r )2k and 1(r+1)k ≤χ(r )2k .
(iii) J (r )∗k J
(r )
l = 0 for k 6= l .
(iv) 1˜(s)k ≤ 1˜(r )k if 0≤ r ≤ s and s− limr→∞ 1˜
(r )
k = 0.
(v) 1(s)k ≤ 1(r )k if 0≤ r ≤ s and s− limr→∞ 1
(r )
k = 0.
(vi) J (r )k 1˜
(s)
k = 1(s)k J (r )k = J (s)k for 0≤ r ≤ s.
H˜k is the Hilbert space of the super-reservoir and M
(r )
k is the operator which maps one half
of this super-reservoir R˜k into M. The parameter r describes the “depth” of this submersion.
One can also think of r as describing the “position” of a fictitious interface between the system
S and the reservoirRk (see Figure 5).
The properties of the polar decomposition imply that the operator J (r )k is a partial isometry
with initial space
H˜ (r )k ≡Ran(M (r )∗k )cl =Ker(M (r )k )⊥ =Ran(χ˜(r )k )cl =Ker(χ˜(r )k )⊥ =Ran(J (r )∗k )=Ker(J (r )k )⊥,
and final space
H (r )k ≡Ran(M (r )k )cl =Ker(M (r )∗k )⊥ =Ran(χ(r )k )cl =Ker(χ(r )k )⊥ =Ran(J (r )k )=Ker(J (r )∗k )⊥.
J (r )∗k is the inverse isometry. 1
(r )
k is the orthogonal projection of H onto H
(r )
k while 1˜
(r )
k
is the orthogonal projection of H˜k onto H˜
(r )
k . In particular, since χ˜
(r )
k ≥ 0 and ‖χ˜(r )2k ‖ =
‖M (r )∗k M (r )k ‖ = ‖M (r )k ‖2 = 1 one has 0 ≤ χ˜(r )k ≤ I and since Ran(χ˜(r )k )cl = Ran(1˜(r )k ) we easily
verify the inequalities
0≤ χ˜(r )2k ≤ χ˜(r )k ≤ 1˜(r )k ≤ I , 0≤χ(r )2k ≤χ(r )k ≤ 1(r )k ≤ I , (106)
for r ≥ 0. If u ∈Ran1˜(r+1)k we deduce from (106) and Property (ii) that
0≤ (u, (I − χ˜(r )k )u)≤ (u, (I − χ˜(r )2k )u)= (u, (1˜(r+1)k − χ˜(r )2k )u)≤ 0,
so that (I−χ˜(r )2k )u = 0. Since (I−χ˜(r )k )u = (I+χ˜(r )k )−1(I−χ˜(r )2k )u = 0 we conclude that χ˜(r )k 1˜(r+1)k =
1˜(r+1)k = 1˜(r+1)k χ˜(r )k (the same identity is verified without the tildes). For s ≥ r +1≥ 1 Properties
(iv)-(v) yield 1˜(r+1)k 1˜
(s)
k = 1˜(s)k (and the same relation without the tildes), hence one has
χ˜(r )k 1˜
(s)
k = 1˜(s)k χ˜(r )k = 1˜(s)k , χ(r )k 1(s)k = 1(s)k χ(r )k = 1(s)k , (107)
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Property (iii) implies that 1(r )k 1
(r )
l = δkl 1(r )k . The operator 1(r )0 = I −
∑M
j=1 1
(r )
k is the orthogonal
projection onto a neighborhood of “radius” r containing the system S.
We thus obtain a partition of unity onH . We shall write
H =
M⊕
k=0
H (r )k ,
for the corresponding decomposition. By setting H˜ (r )0 ≡H (r )0 and J (r )0 = I we obtain a unitary
U (r ) : H˜ ≡⊕Mk=0H˜ (r )k → H
(u0, . . . ,uM ) 7→ ∑Mj=0 J (r )k uk ,
with inverse
U (r )∗ : H → H˜
u 7→ (J (r )∗0 u, . . . , J (r )∗M u).
(H2) Coupling. For k ∈ {1, . . . , M } there exists a self-adjoint Hamiltonian H˜k on H˜k such that
(i) M (r )k Dom(H˜k )⊂Dom(H) and M (r )∗k Dom(H)⊂Dom(H˜k ).
(ii) H “coincides” with H˜k on M
(r )
k Dom(H˜k ):
H M (r )k u = J (r )k H˜k χ˜(r )k u,
for all u ∈Dom(H˜k ).
(iii) (I − 1˜(r )k )H˜k χ˜(r )k u = 0 for all u ∈Dom(H˜k ) and r ≥ 0.
(iv) The operator B (r )k ≡ [H˜k , χ˜(r )k ] is H˜k -compact.
(v) The operator B (r )∗k J
(r )∗
k is H-compact.
(vi) For all r ≥ 0, 1(r )0 is H-compact.
(vii) For all r, s ≥ 0, 1˜(r )k − 1˜(s)k is H˜k -compact.
We note that condition (iii) and Hypothesis (H1) (ii) imply that if s ≥ r +1≥ 1 then
χ˜(s)k H˜k (I − χ˜(r )k )u = (I − χ˜(r )k )H˜k χ˜(s)k u = 0, (108)
for all u ∈Dom(H˜k ).
Finally our main hypothesis ensures good propagation properties in the reservoirs. We shall
denote by H˜ 1k the space Dom(H˜k ) equipped with the graph norm and H˜
−1
k its dual (see Def-
inition 4.13).
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(H3) Mourre estimate. For k ∈ {1, ..., M } there exists a self-adjoint operator A˜k on H˜k and
a closed, countable subset Σk ⊂ R such that for any E ∈ R \Σk , H˜k satisfies a Mourre
estimate at E with the conjugate operator A˜k . Furthermore:
(i) χ˜(r )k Dom(A˜k )⊂Dom(A˜k ) for all r ≥ 0.
(ii) [A˜k , χ˜
(r )
k ]= 0 for r ∈ [0,2].
(iii) (1˜(0)k − χ˜(r )k )A˜k = 0 for r ∈ [0,2].
(iv) eiθ A˜k Dom(H˜k )⊂Dom(H˜k ) for θ ∈R.
(v) H˜k ∈BnA˜k (H˜
1
k ,H˜k ) for some integer n ≥ 2.
5.2 A simple model
In this section we illustrate our Hypotheses (H1)–(H3) with a simple non-trivial example. We
also discuss various possible extensions and modifications of this example.
LetM be a smooth 2-dimensional connected sub-manifold of R3 such that M=S∪R−∪R+
where S is compact with boundary ∂S= γ−∪γ+ where
γ∓ =
{
x = (x1, x2,∓1) ∈R3
∣∣x21+x22 =R2} ,
and R∓ are semi-infinite cylinders
R∓ =
{
x = (x1, x2, x3) ∈R3
∣∣x21+x22 =R2,∓x3 > 1} ,
The super-reservoirs are infinite cylinders
R˜∓ = {x = (x1, x2, x3) ∈R3 |x21+x22 =R2},
and for r ≥ 0 we set R(r )∓ = {x ∈R∓ | ∓x3 ≥ 1+ r }⊂M∩R˜∓.
The various Hilbert spaces are just the corresponding L2-spaces with the induced surface
measures, e.g.,H = L2(M). The operator M (r )+ is defined by
(M (r )+ f )(x1, x2, x3)=
{
g (x3−1− r ) f (x1, x2, x3) if (x1, x2, x3) ∈R+,
0 otherwise,
where g ∈C∞(R) is such that 0 ≤ g (x) ≤ 1, g (x) = 0 for x ≤ 0 and g (x) = 1 for x ≥ 1. A similar
definition holds for M (r )− . One easily checks that χ˜
(r )
+ is the operator of multiplication by the
function g (x3−1−r ) on the Hilbert space L2(R˜+) whileχ(r )1 is the operator of multiplication by
the function 1R+(x)g (x3−1−r ) on the Hilbert spaces L2(M) where 1R+ denotes the indicator
function of R+ ⊂M. The partial isometry J (r )∓ : L2(R˜∓)→ L2(M) is given by
(J (r )∓ u)(x)=
{
u(x) if x ∈R(r )∓ ,
0 if x ∈M\R(r )∓ ,
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and its adjoint J (r )∗∓ : L
2(M)→ L2(R˜∓) acts as
(J (r )∗∓ u)(x)=
{
u(x) if x ∈R(r )∓ ,
0 if x ∈ R˜1 \R(r )∓ .
The orthogonal projection 1(r )∓ (resp. 1˜
(r )
∓ ) acts on L
2(M) (resp. on L2(R˜∓)) as multiplication
with the indicator function of the subsetR(r )∓ . It is a simple exercise to verify Properties (i)–(vi)
of Hypothesis (H1).
Denote by ∆M the Laplace-Beltrami operator acting onDM =C∞0 (M). If q = (q1, q2) are local
coordinates on some open subsetQ⊂M then∆M acts on C∞0 (Q) as the second order, elliptic
differential operator
2∑
i , j=1
g (q)−1/2∂qi g (q)
1/2g i j (q)∂q j ,
where g denotes the determinant of the metric tensor [gi j ] and [g i j ] its inverse. In par-
ticular ∆M maps DM into itself. Since the surface measure is given locally on Q by dσ =
g (q)1/2dq1dq2, one easily checks that∆M is symmetric as an operator on L
2(M) with domain
DM. We denote by the same symbol the dual action of∆M on the spaceD
′(M) of distributions
on M (the duality being induced by the inner product of L2(M)).
In fact, the operator −∆M is essentially self-adjoint onDM (see, e.g., [Ch, Co, D5, Str]) and we
denote by H its self-adjoint extension. Explicitly, the domain of H is given by Dom(H)= {u ∈
H |∆Mu ∈H } and for u ∈Dom(H) one has Hu =−∆Mu in distributional sense. Moreover, H
is positive and its quadratic form is the Dirichlet form
(u, Hu)=
∫
M
|∇u|2dσ,
where ∇ denotes the gradient operator (in local coordinates ∇i = ∑ j g i j (q)∂q j ). The same
conclusions hold for the Laplace-Beltrami operator ∆R˜∓ acting on C
∞
0 (R˜∓) and we denote by
H˜∓ the self-adjoint extension of −∆R˜∓ . It is now straightforward to verify Properties (i)–(iii)
of Hypothesis (H2). Properties (iv)–(vii) easily follow from the fact that the weighted Sobolev
space
H sw (M)= {u ∈Dom(H s/2) |w H s/2u ∈ L2(M)},
with s > 0 is compactly embedded in L2(M) if the weight w ∈C∞(M) is such that
lim
|x3|→∞
w(x)=+∞,
(and a similar statement for H sw (R˜∓), see, e.g. [Lo]).
We note that H˜∓ = L2(R×γ∓,dx Rdϕ), where Rdϕ is the arc-length measure on the circle γ∓,
and that
H˜∓ =−∂2x +Λ2, Λ2 =−R−2∂2ϕ.
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Set Σ∓ = Sp(Λ2) = {λ2n = n2/R2 |n ∈ N} and let v ∈ C∞(R) be such that v(x) = 0 for |x| ≤ 5,
v ′(x) ≥ 0 and v(x) = x for |x| ≥ 15. Denote by Φt the global flow defined by the ODE x˙ =
v(x) and set j t = (∂xΦt )1/2. The operators defined by (U t u)(x,ϕ) = j t (x)u(Φt (x),ϕ) form a
strongly continuous unitary group on H˜∓ leaving the subspaces C∞0 (R˜∓) as well as Dom(H˜∓)
invariants. Define A˜∓ to be its self-adjoint generator. One easily checks that C∞0 (R˜∓) is in the
domain of A˜∓ and that
A˜∓ = 1
2i
(v(x)∂x +∂x v(x)) ,
on this subspace. By the core theorem, A˜∓ is essentially self-adjoint on C∞0 (R˜∓) and hence
acts in the same way, in the sense of distributions, on its domain Dom(A˜∓)= {u ∈ H˜∓ | A˜∓u ∈
H˜∓}.
A formal calculation shows that
i[H˜∓, A˜∓]= 2(H˜∓−Λ2)+2∂x(1− v ′(x))∂x − 1
2
v ′′′(x),
which defines a bounded quadratic form on Dom(H˜∓). Applying Theorem 4.22 we conclude
that H˜∓ is of class C 1loc(A˜∓) and Lemma 4.16 yields that
1∆(H˜∓)i[H˜∓, A˜∓]1∆(H˜∓)= 1∆(H˜∓)
(
2(H˜∓−Λ2)+2∂x(1− v ′(x))∂x − 1
2
v ′′′(x)
)
1∆(H˜∓),
is self-adjoint for any bounded interval ∆ ⊂ R. Let E ∈ R \Σ∓ so that θ = dist(E ,Σ∓) > 0 (see
Figure 6). With ∆= [E −θ/2,E +θ/2], it follows from the functional calculus that
1∆(H˜∓)2(H˜∓−Λ2)1∆(H˜∓)≥ θ1∆(H˜∓).
Moreover, since 1− v ′ and v ′′′ belong to C∞0 (R), Rellich’s criterion yields that
K∓ = 1∆(H˜∓)
(
2∂x(1− v ′(x))∂x − 1
2
v ′′′(x)
)
1∆(H˜∓),
is compact. Thus, one has
1∆(H˜∓)i[H˜∓, A˜∓]1∆(H˜∓)≥ θ1∆(H˜∓)+K∓,
which shows that H˜∓ satisfies a Mourre estimate with conjugate operator A˜∓ at every E ∈ R \
Σ∓. Properties (i)–(iv) of Hypothesis (H3) are now easily verified. A simple induction argument
shows that for any integer n ≥ 1 one has
adn
A˜j
(H˜j)=−∂x(2n+an(x))∂x+bn(x),
with an ,bn ∈ C∞0 (R˜∓). Lemma 4.21 allows us to conclude that Hypothesis (H3) (v) holds for
any integer n ≥ 0.
This simple example can be modified in a number of ways by straightforward adaptations of
the above discussion:
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λ2n λ
2
n+1E
θ
∆
Figure 6: If E 6∈Σ∓ = {λ2k }k∈N, one can chose ∆ such that dist(Σ∓,∆)= θ/2> 0.
• The manifold M can have more that two cylindrical ends R j .
• The cylindrical ends R j can have arbitrary, smooth, compact bases γ j with metric gγ j .
• The dimension of M can be arbitrary, as long as this smooth manifold is the union of
a compact piece S and a finite number of cylindrical ends of the type R j =]1,∞[×γ j
with the metric gR˜ j = dx2+ gγ j .
• A potential V :S→R can be added to the Hamiltonian H .
• The metric on the cylindrical ends of the manifold M can be slightly perturbed.
Scattering theory on non-compact complete Riemannian manifolds with Euclidean or hy-
perbolic metric near infinity has been intensively studied. Most of the cases covered by these
studies can be casted within our framework. We refer the reader to [Hi, IKL, RT] for the devel-
opment of scattering theory on manifolds with cylindrical ends.
A more radical change of the metric of the reservoirs leads to the concept of scattering man-
ifold with super-reservoirs of the type R˜ j =]1,∞[×γ j equipped with a metric gR˜ j = dx2 +
r (x)2gγ j , such that r (x) →∞ as x →∞. The method used in these notes to derive the Lan-
dauer-Büttiker formula does not apply to this class of models, for this reason we will not con-
sider them here and refer the interested reader to [Hi, IN, IS, Ku, MS] for discussions of the
scattering theory. We note however that extending our results to this context is an interesting
open problem.
5.3 The Mourre estimate
In this section we construct a conjugate operator for H , in the sense of Mourre estimate. To
simplify our notation, we shall set Mk ≡M (1)k , Jk ≡ J (1)k , χ˜k ≡ χ˜(1)k , χk ≡ χ(1)k , 1k ≡ 1(1)k , 1˜k ≡ 1˜(1)k ,
Hk ≡H (1)k , and U ≡U (1) for all k ∈ {0, . . . , M }.
Lemma 5.1 If Hypotheses (H1) and (H3) are satisfied, the operator A defined by
A ≡
M∑
k=1
Jk A˜k J
∗
k ,
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on Dom(A) ≡ {u ∈H | J∗k u ∈Dom(A˜k ),k = 1, . . . , M } is self-adjoint. Furthermore, A is reduced
by the orthogonal projection 1k ,
[eiθA,1k ]= 0, k ∈ {0, . . . , M },θ ∈R.
For k ∈ {0, . . . , M } we set Ak ≡ A1k . These self-adjoint operators satisfy Ak = 1k A1k = Jk A˜k J∗k =
Mk A˜k M
∗
k and A0 = 0.
Remark 5.1 The sample S, being localized in Ran10, it is also localized in RanF (A = 0). For
a > 0, RanF (±Ak > a) ⊂ Ran1k , which leads to F (±Ak > a) being localized in the interior of
the reservoirRk . This fact will be very useful for the calculations of currents in the reservoirs.
Theorem 5.2 Under Hypotheses (H1), (H2) and (H3), we have
(i) eiθAk Dom(H)⊂Dom(H) and eiθADom(H)⊂Dom(H) for all θ ∈R and k ∈ {1, . . . , M }.
(ii) H ∈BnAk (H
1
H ,H ) for k ∈ {1, . . . , M }.
(iii) H ∈C nloc(A).
(iv) There exists a closed and countable set ΣH ⊂ R such that H satisfies a strict Mourre esti-
mate on R\ΣH with the conjugate operator A.
Corollary 5.3 Under the hypotheses of Theorem 5.2 we have
(i) Spsc(H˜k ) is empty for k ∈ {1, . . . , M }.
(ii) Sppp(H˜k )⊂Σk .
(iii) Spsc(H) is empty.
(iv) Sppp(H)⊂ΣH
The remaining of this section is devoted to the proofs of these important results.
Proof of Lemma 5.1. We begin by showing that for k ∈ {1, . . . , M } the orthogonal projection 1˜k
reduces A˜k . In fact Hypotheses (H3) (i) and (ii) imply that for all u ∈Dom(A˜k ) and r ∈ [0,2],
d
dθ
eiθ A˜k χ˜(r )k e
−iθ A˜k u = 0,
and consequently [χ˜(r )k ,e
iθ A˜k ]= 0. Hypotheses (H1) (iv) and (H3) (iii) allow us to write
d
dθ
(1˜(r )k − χ˜(s)k )eiθ A˜k u = 0,
for all u ∈Dom(A˜k ) and 0 ≤ r ≤ s ≤ 2. From this we get that (1˜(r )k − χ˜(s)k )eiθ A˜k = (1˜(r )k − χ˜(s)k ). By
taking the adjoint we get
eiθ A˜k (1˜(r )k − χ˜(s)k )= (1˜(r )k − χ˜(s)k )= (1˜(r )k − χ˜(s)k )eiθ A˜k , (109)
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and in particular [1˜(r )k − χ˜(r )k ,eiθ A˜k ]= 0. By combining this identity with the previous result we
conclude that [1˜(r )k ,e
iθ A˜k ]= 0, that is to say that 1˜(r )k reduces A˜k .
We denote by A˜+k the restriction of the operator A˜k to the subspace Ran(1˜k ). This operator is
self-adjoint on Dom(A˜+k )= 1˜k Dom(A˜k ). We also set A˜+0 ≡ 0. We finish the proof by remarking
that
A =U
(
M⊕
k=0
A˜+k
)
U∗, 1k =U 1˜kU∗.
uunionsq
To prove Theorem 5.2 we will need several lemmas. We shall denote by R(z) ≡ (H − z)−1 and
R˜k (z)≡ (H˜k − z)−1 the resolvents of H and of H˜k .
Lemma 5.4 (Resolvent equation) If Hypotheses (H1) and (H2) are satisfied, then, for all r ≥ 0
and all z ∈Res(H)∩Res(H˜k ), we have
M (r )k R˜k (z)−R(z)M (r )k =R(z)J (r )k B (r )k R˜k (z).
Proof. Hypotheses (H2) (i)-(ii) yield J (r )k B
(r )
k u = (H − z)M (r )k u −M (r )k (H˜k − z)u for all u ∈
Dom(H˜k ). Thus, for all u, v ∈H one has
(u,R(z)J (r )k B
(r )
k R˜k (z)v)= (R(z)u, (H − z)M (r )k R˜k (z)v)− (R(z)u, M (r )k (H˜k − z)R˜k (z)v)
= (u, M (r )k R˜k (z)v)− (R(z)u, M (r )k v)= (u, M (r )k R˜k (z)v)− (u,R(z)M (r )k v).
uunionsq
Corollary 5.5 Suppose that Hypotheses (H1) and (H2) are satisfied. For all f ∈ C∞0 (R), define
the operator D (r )k ( f )≡ f (H)M (r )k −M (r )k f (H˜k ).
(i) D (r )k ( f ) is compact.
(ii) If Hypothesis (H3) is also satisfied then D (r )k ( f )[A˜k , H˜k ] is compact.
Proof. (i ) With the help of Lemma 5.4 we obtain, by using the Helffer-Sjöstrand formula,
D (r )k ( f )=−
i
2pi
∫
C
∂ f˜ (z)R(z)J (r )k B
(r )
k R˜k (z)dz∧dz, (110)
for an appropriate almost-analytic extension f˜ of f . Lemma 5.4 yields the bound
‖R(z)J (r )k B (r )k R˜k (z)‖ ≤ 2 |Imz|−1,
which shows that the integral (110) converges in norm. The first resolvent equation further
gives
R(z)J (r )k B
(r )
k R˜k (z)=R(z)J (r )k B (r )k R˜k (i)(I + (z− i)R˜k (z)),
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and B (r )k R˜k (i) being compact by Hypothesis (H2) (iv), we conclude that R(z)J
(r )
k B
(r )
k R˜k (z) is
compact for z ∈C\R. Consequently, D (r )k ( f ) is compact.
(i i ) First, [A˜k , H˜k ] ∈B(H˜ 1k ,H˜k ) by Hypothesis (H3) (v), implies [H˜k , A˜k ]= [A˜k , H˜k ]∗ ∈B(H˜k ,
H˜ −1k ) and thus
R˜k (z)[H˜k , A˜k ]= (I + (z− i)R˜k (z))R˜k (i)[H˜k , A˜k ],
is bounded on H˜k . Furthermore, there exists a constant c such that
‖R˜k (z)[H˜k , A˜k ]‖ ≤ c |Imz|−1,
for z ∈ supp f˜ .
Second,
R(z)J (r )k B
(r )
k = (I + (z+ i)R(z))R(−i)J (r )k B (r )k = (I + (z+ i)R(z))(B (r )∗k J (r )∗k R(i))∗,
is compact by Hypothesis (H2) (v) and there exists a constant c ′ such that
‖R(z)J (r )k B (r )k ‖ ≤ c ′ |Imz|−1,
for z ∈ supp f˜ . We may conclude that the integral
D (r )k ( f )[A˜k , H˜k ]=−
1
2pi
∫
C
∂ f˜ R(z)J (r )k B
(r )
k R˜k (z)[A˜k , H˜k ]dz∧dz,
converges in norm and is compact. uunionsq
Lemma 5.6 Under Hypotheses (H1) and (H3), for r ∈ [0,2] and k ∈ {1, . . . , M } we have
J (r )k e
iθ A˜k J (r )∗k =M (r )k eiθ A˜k M (r )∗k +1(r )k −M (r )k M (r )∗k , (111)
for θ ∈R. Furthermore, for all j , l ∈N, and u ∈Dom(A˜lk ),
1˜(r )k A˜
l
k u = χ˜
(r ) j
k A˜
l
k u = A˜lk χ˜
(r ) j
k u. (112)
Proof. Since J (r )k 1˜
(r )
k = J (r )k and J (r )k 1˜(r )k J (r )∗k = 1(r )k , the identity (109) allows us to write
J (r )k e
iθ A˜k J (r )∗k = J (r )k χ˜(r )k eiθ A˜k J (r )∗k + J (r )k (1˜(r )k −χ(r )k )J (r )∗k
= J (r )k χ˜(r )k eiθ A˜kχ(r )k J (r )∗k + J (r )k χ˜(r )k (1˜(r )k −χ(r )k )J (r )∗k + J (r )k (1˜(r )k −χ(r )k )J (r )∗k
=M (r )k eiθ A˜k M (r )∗k + J (r )k χ˜(r )k J (r )∗k −M (r )k M (r )∗k + 1˜(r )k − J (r )k χ˜(r )k J (r )∗k ,
which proves (111). If u ∈Dom(A˜lk ), Hypotheses (H3) (i) and (ii) imply that χ
(r ) j
k u ∈Dom(A˜lk )
and [Alk ,χ
(r ) j
k ]u = 0. Differentiation of the identity (109) w.r.t. θ yields 1˜(r )k A˜lk u = χ˜(r )k A˜lk u =
A˜lk χ˜
(r )
k u and iterating this identity we conclude that
1˜(r )k A˜
l
k u = χ˜
(r ) j
k A˜
l
k u = A˜lk χ˜
(r ) j
k u.
113
Ben Sâad, Pillet
uunionsq
Proof of Theorem 5.2. (i ) By construction we have
A =
M⊕
k=0
Ak ,
with Ak = Jk A˜k J∗k = 1k A = A1k , Dom(Ak ) = {u ∈Hk | J∗k u ∈ Dom(A˜k )} and A˜0 = 0. We may
thus write
eiθA =
M⊕
k=0
eiθAk .
By using the fact that J∗k Jk = 1˜k reduces A˜k (see the proof of Lemma 5.1) we easily show that
1k e
iθJk A˜k J
∗
k 1k = Jk eiθ A˜k J∗k ,
and thus
eiθA =
M⊕
k=0
Jk e
iθ A˜k J∗k .
By applying (111) and J0eiθ A˜0 J∗0 = J0 J∗0 = 10 we obtain,
eiθAk =Mk eiθ A˜k M∗k +
(
1k −Mk M∗k
)
.
and after summing over k
eiθA =
M∑
k=1
Mk e
iθ A˜k M∗k +
(
I −
M∑
k=1
Mk M
∗
k
)
.
Since
M∗k Dom(H)⊂Dom(H˜k ), Mk Dom(H˜k )⊂Dom(H),
by Hypothesis (H2) (i), and eiθ A˜k Dom(H˜k ) ⊂ Dom(H˜k ) by Hypothesis (H3) (iv), we conclude
that Dom(H) is invariant under eiθAk and eiθA.
(i i ) For u, v ∈Dom(H)∩Dom(An) such that Anu, An v ∈Dom(H) we have
(u,ad jAk (H)v)= i
j
j∑
l=0
(
j
l
)
(−1)l (Jk A˜ j−lk J∗k u, H Jk A˜lk J∗k v). (113)
For l > 0 we obtain, by using (112)
(Jk A˜
j−l
k J
∗
k u, H Jk A˜
l
k J
∗
k v)= (A˜
j−l
k J
∗
k u, J
∗
k H Jk χ˜
2
k A˜
l
k J
∗
k v).
Hypothesis (H2) (ii) allows us to continue
(Jk A˜
j−l
k J
∗
k u, H Jk A˜
l
k J
∗
k v)= (A˜
j−l
k J
∗
k u, 1˜k H˜k χ˜
2
k A˜
l
k J
∗
k v).
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By once again invoking (112) and by remarking that
1˜k A˜
j−l
k J
∗
k u = A˜
j−l
k 1˜k J
∗
k u = A˜
j−l
k J
∗
k u,
we arrive at
(Jk A˜
j−l
k J
∗
k u, H Jk A˜
l
k J
∗
k v)= (A˜
j−l
k J
∗
k u, H˜k A˜
l
k J
∗
k v).
Reapplying (112) gives
(Jk A˜
j−l
k J
∗
k u, H Jk A˜
l
k J
∗
k v)= (A˜
j−l
k J
∗
k u, H˜k χ˜
(2)
k A˜
l
k χ˜k J
∗
k v),
and Identity (108) allows us to write
(Jk A˜
j−l
k J
∗
k u, H Jk A˜
l
k J
∗
k v)= (A˜
j−l
k J
∗
k u, χ˜k H˜k χ˜
(2)
k A˜
l
kχk J
∗
k v)= (A˜
j−l
k χ˜k J
∗
k u, H˜k A˜
l
k χ˜k J
∗
k v). (114)
For l = 0 we obtain in an analogous way
(Jk A˜
j
k J
∗
k u, H v)= (H Jk χ˜2k A˜
j
k J
∗
k u, v)= (Jk H˜k χ˜2k A˜
j
k J
∗
k u, v)
= (A˜ jk J∗k u, H˜k J∗k v)= (A˜
j
k χ˜k J
∗
k u, χ˜
(2)
k H˜k J
∗
k v).
Identity (108) allows us to write
(Jk A˜
j
k J
∗
k u, H v)= (A˜
j
k χ˜k J
∗
k u, χ˜
(2)
k H˜kχk J
∗
k v)= (A˜
j
k χ˜k J
∗
k u, H˜k χ˜k J
∗
k v). (115)
By gathering (114) and (115) in (113) we conclude that ad jAk (H)=Mk ad
j
A˜k
(H˜k )M
∗
k and
ad jA(H)=
M∑
k=1
Mk ad
j
A˜k
(H˜k )M
∗
k . (116)
Hypotheses (H2) (i) and (H3) (v) allow us to conclude that
ad jAk (H) ∈B(H
1
H ,H ),
for j ∈ {1, . . . ,n} and by consequence that H ∈BnAk (H
1
H ,H ).
(i i i ) Since A = ⊕Mk=1 Ak , Assertion (ii) implies that H ∈BnA(H 1H ,H ). By Assertion (i ) we may
invoke Theorem 4.22 (ii) to conclude that H ∈C nloc(A).
(i v) Let E ∈R\∪kΣk . Hypothesis (H3) stipulates that for k ∈ {1, . . . , M } there exists gk ∈C∞0 (R),
gk (E)= 1, 0≤ gk ≤ 1, constants θk > 0 and compact operators Kk satisfying
gk (H˜k )i[H˜k , A˜k ]gk (H˜k )≥ θk gk (H˜k )2+Kk . (117)
Since gk (E)= 1, there existsδ> 0 such that gk (x)≥ 1/2 for all x ∈ [E−δ,E+δ] and k ∈ {1, . . . , M }.
If g ∈C∞0 ([E−δ,E+δ]) is such that g (E)= 1 and 0≤ g ≤ 1 then hk = g /gk ≥ 0 and by multiply-
ing both sides of the inequality (117) by hk (H˜k ) we obtain
g (H˜k )i[H˜k , A˜k ]g (H˜k )≥ θk g (H˜k )2+K ′k ,
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where K ′k = hk (H˜k )Kk hk (H˜k ) is compact.
Formula (116) and Corollary 5.5 allow us to write
g (H)i[H , A]g (H)=
M∑
k=1
g (H)Mk i[H˜k , A˜k ]M
∗
k g (H)
=
M∑
k=1
(Mk g (H˜k )+Dk )i[H˜k , A˜k ](g (H˜k )M∗k +D∗k )
=
M∑
k=1
Mk g (H˜k )i[H˜k , A˜k ]g (H˜k )M
∗
k +K ,
where Dk ≡D (1)k (g ) and K is compact. We thus have
g (H)i[H , A]g (H)≥
M∑
k=1
θk Mk g (H˜k )
2M∗k +K ′,
where K ′ =K +∑k Mk K ′k M∗k is again compact. Since
Mk g (H˜k )
2M∗k = (g (H)Mk −Dk )(M∗k g (H)−D∗k ),
Corollary 5.5 gives us
g (H)i[H , A]g (H)≥ θ g (H)
(
M∑
k=1
Mk M
∗
k
)
g (H)+K ′′,
where θ ≡mink θk > 0 and K ′′ is compact. Finally, Hypothesis (H1) (ii) implies
M∑
k=1
Mk M
∗
k =
M∑
k=1
χ(1)2k ≥
M∑
k=1
1(2)k = I −1(2)0 , (118)
and Hypothesis (H2) (vi) allows us to conclude
g (H)i[H , A]g (H)≥ θ g (H)2+K ′′′,
where K ′′′ = K ′′ − θg (H)1(2)0 g (H) is compact. H therefore satisfies a Mourre estimate with
conjugate operator A for all E ∈R\∪kΣk .
Since each Σk is closed and countable, so is ∪kΣk . J ≡R\∪kΣk is thus a union of a countable
number of open intervals ∆ j . Theorem 4.25 implies that the singular continuous spectrum of
H is empty and its eigenvalues can only accumulate at points in ∪kΣk . This gives that
ΣH ≡ Sppp(H)
⋃( M⋃
k=1
Σk
)
,
is closed and countable.
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Let E ∈ R \ΣH . The spectrum of H in the neighborhood of E is purely absolutely continuous.
Let fn ∈C∞0 (R) is a sequence such that 0 ≤ fn ≤ 1, supp fn ⊂ [E −1/n,E +1/n] and fn(E) = 1.
For n large enough hn = fn/g ∈C∞0 ([E −1/n,E +1/n]) and 0≤ hn ≤ 2. We conclude that
s− lim
n→∞ hn(H)= 0,
and by consequence
lim
n→∞‖hn(H)K
′′′hn(H)‖ = 0.
If n0 is large enough we have hn0 (H)K
′′′hn0 (H)≥−θ/4 and
fn0 (H)i[H , A] fn0 (H)≥ θ fn0 (H)2+hn0 (H)K ′′′hn0 (H)≥ θ fn0 (H)2−θ/4.
Finally, if f ∈C∞0 (R) is such that 0 ≤ f ≤ 1, f (E) = 1 and fn0 ≥ 1/2 on supp f then g˜ ≡ f fn0 ≥
f /2 and we have
g˜ (H)i[H , A]g˜ (H)≥ θ g˜ (H)2−θ f (H)2/4≥ θg˜ (H)2/4.
uunionsq
5.4 Scattering theory
In this section we develop some elements of the theory of multi-channel scattering associated
with the Hamiltonian H and with the decomposition induced by the identification operators
M (r )k .
We shall use the “local smoothness” approach developed by Lavine [La1, La2] on the basis
of the theory of “H-smooth” perturbations due to Kato [Ka1] (see Section XIII.7 of [RS4]).
This approach has become very effective with the contribution of Mourre theory which al-
lows the construction of locally H-smooth operators from the Mourre estimate ([M2, M3],
c.f. Corollary 4.26). We shall make intensive use of the abstract two Hilbert space scattering
theory as exposed in Section XI.3 of [RS3] (see also [DS]).
5.4.1 Bound states and scattering states
We remark that under Hypotheses (H1), (H2) and (H3) the Hamiltonians of our system have
empty singular continuous spectra (by Corollary 5.3). We thus have that H˜k = H˜k,pp(H˜k )⊕
H˜k,ac(H˜k ) andH =Hpp(H)⊕Hac(H). To simplify notation, we write
H˜k = H˜k,pp⊕H˜k,ac, H =Hpp⊕Hac,
without explicitly mentioning the Hamiltonians.
Adapting ideas of Ruelle, Amrein and Georgescu [R1, AG], we can also decompose these spaces
on the basis of the dynamical properties of the states induced by their elements. A vector
u ∈H is (improperly) called bound state for t →±∞ if it stays arbitrarily well localized in a
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neighborhood of the system S for ±t ≥ 0. More precisely the subspace of bound states for
t →±∞ is defined by
H ±b ≡
u ∈H
∣∣∣∀ε> 0∃R ≥ 0 : sup
±t≥0
r>R
‖(I −1(r )0 )e−it H u‖ < ²,
 .
The vector u is a scattering state if it escapes any neighborhood of S as t →∞. The subspace
of scattering states is defined by
H ±s ≡
{
u ∈H
∣∣∣ ∀r ≥ 0 : lim
t→±∞‖1
(r )
0 e
−it H u‖ = 0
}
.
In a similar manner, we define the incoming states of the reservoir Rk as the states which,
when they evolve with the dynamics generated by H˜k , are localized in a neighborhood of
infinity in the distant past.
H˜ ink ≡
{
u ∈ H˜k
∣∣∣ ∀r ≥ 0 : lim
t→−∞‖(I − 1˜
(r )
k )e
−it H˜k u‖ = 0
}
.
The outgoing states are also localized in a neighborhood of infinity, but in the distant future
H˜ outk ≡
{
u ∈ H˜k
∣∣∣ ∀r ≥ 0 : lim
t→+∞‖(I − 1˜
(r )
k )e
−it H˜k u‖ = 0
}
.
The space of all incoming/outgoing states of the full system is
H˜ in/out ≡
M⊕
k=1
H˜ in/outk .
We easily verify that H ±b and H
±
s are closed subspaces of H and that H˜
in
k and H˜
out
k are
closed subspaces of H˜k . In particular H˜
in/out are Hilbert spaces. The following result shows
the relations of these “dynamical” subspaces and the spectral subspaces of the correspond-
ing Hamiltonians. We shall see later in this section that the scattering operator relates the
subspaces H˜ in and H˜ out.
Lemma 5.7 Under the hypotheses (H1), (H2) and (H3) we have
H +b =H −b =Hpp, H +s =H −s =Hac,
and
H˜ ink ⊂ H˜k,ac, H˜ outk ⊂ H˜k,ac.
Consequently we shall henceforth writeHb =H −b =H +b andHs =H −s =H +s .
Proof. If u is an eigenvector of H then
‖(I −1(r )0 )e−it H u‖ = ‖(I −1(r )0 )u‖,
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for all t ∈R and r ≥ 0. We thus have
‖(I −1(r )0 )e−it H u‖2 =
M∑
k=1
‖1(r )k u‖2,
and Hypothesis (H1) (iv) allows us to conclude that
lim
r→∞ supt∈R
‖(I −1(r )0 )e−it H u‖ = 0,
that is to say that u ∈H −b ∩H +b . SinceH ±b are closed subspaces we get thatHpp ⊂H −b ∩H +b .
If u ∈Hac∩Dom(H) we have
‖1(r )0 e−it H u‖2 =
(
e−it H u,1(r )0 e
−it H u
)
≤ ‖u‖‖1(r )0 (H + i)−1e−it H (H + i)u‖,
and since 1(r )0 (H + i)−1 is compact by Hypothesis (H2) (vi) and
w− lim
t→±∞ e
−it H (H + i)u = 0,
by the Riemann-Lebesgue lemma (Lemma 2 of Section XI.3 in [RS3]), we may conclude that
lim
t→±∞‖1
(r )
0 e
−it H u‖ = 0,
and thus u ∈H −s ∩H +s . SinceHac∩Dom(H) is dense inHac andH ±s are closed, we conclude
thatHac ⊂H −s ∩H +s .
We now show that H ±s and H
±
b are orthogonal to each other. If u ∈H +s , v ∈H +b and ² > 0
there exists R > 0 such that ‖u‖‖(I −1(R)0 )e−it H v‖ < ² for all t > 0. We deduce that
|(u, v)| = |(e−it H u,e−it H v)|
≤ |(e−it H u, (I −1(R)0 )e−it H v)|+ |(1(R)0 e−it H u,e−it H v)|
≤ ‖u‖‖(I −1(R)0 )e−it H v‖+‖1(R)0 e−it H u‖‖v‖
≤ ²+‖1(R)0 e−it H u‖‖v‖,
for all t > 0, and as t →+∞ we obtain |(u, v)| < ². Since ² > 0 was arbitrary we conclude that
(u, v) = 0 and consequently that H +s ⊥H +b . It is clear that the same argument shows that
H −s ⊥H −b .
We have shown that
H =Hpp⊕Hac ⊂H −b ⊕H −s ⊂H ,
H =Hpp⊕Hac ⊂H +b ⊕H +s ⊂H ,
which immediately givesHac =H −s =H +s andHpp =H −b =H +b .
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To show that H˜ outk ⊂ H˜k,ac, it suffices to show that H˜k,pp ⊂ H˜ out⊥k , that is to say that for each
eigenvector u of H˜k and for all v ∈ H˜ outk we have (u, v)= 0. If H˜k u = Eu then, for all r > 0,
|(u, v)| = |(e−it H˜k u,e−it H˜k v)| = |(u,e−it (H˜k−E)v)|
≤ |(u, (I − 1˜(r )k )e−it (H˜k−E)v)|+ |(1˜(r )k u,e−it (H˜k−E)v)|
≤ ‖u‖‖(I − 1˜(r )k )e−it H˜k v‖+‖1˜(r )k u‖‖v‖.
By Hypothesis (H1) (iv), for all ²> 0, there exists R > 1 such that ‖1˜(R)k u‖‖v‖ < ². Since
lim
t→+∞‖u‖‖(I − 1˜
(r )
k )e
−it H˜k v‖ = 0,
We conclude that |(u, v)| < ² and since ² > 0 was arbitrary, we have that (u, v) = 0. The last
assertion of the lemma is proven in an analogous way. uunionsq
5.4.2 The strong topologies ofB(H )
Since the strong and strong-∗ topologies ofB(H ) play an essential role in scattering theory,
we start by describing some of their important properties (see Section 2.4.1 of [BR1] for a
detailed discussion of the various topologies onB(H )).
A net (Bι)ι∈I inB(H ) is strongly convergent if there exists B ∈B(H ) such that limιBιu = Bu.
We then write B = s− lim
ι
Bι. If furthermore the family (B∗ι )ι∈I is strongly convergent we say
that (Bι)ι∈I is strong-∗ convergent. In this case we necessarily have that s− lim
ι
B∗ι =B∗, indeed
(B∗u, v)= (u,B v)= lim
ι
(u,Bιv)= lim
ι
(B∗ι u, v)= ((s− limι B
∗
ι )u, v),
for all u, v ∈H . We then write s∗− limιBι =B . Remember however that ifH is infinite dimen-
sional the strong-∗ topology is strictly finer than the strong topology. The mapping B 7→ B∗
is strong-∗ continuous but not strongly continuous. The product 〈A,B〉 7→ AB is not strongly
continuous. However its restriction to a bounded subset of B(H )×B(H ) is, due to the in-
equality
‖BιCιu−BCu‖ ≤ ‖Bι‖‖(Cι−C )u‖+‖(Bι−B)Cu‖.
If H1 and H2 are self-adjoint operators onH1 andH2 and if B ∈B(H2,H1) we denote
Γ±(H1, H2;B)≡ s− lim
t→±∞ e
it H1 Be−it H2 ,
when these limits exist. In the sequel we shall use without explicitly mention the following
properties of this Γ± operation. If Γ±(H1, H2;B) and Γ±(H1, H2;C ) exist, so does Γ±(H1, H2;B+
C ) and
Γ±(H1, H2;B +C )= Γ±(H1, H2;B)+Γ±(H1, H2;C ).
Similarly, if Γ±(H1, H2,B) and Γ±(H2, H3,C ) exist, so does Γ±(H1, H3;BC ) and
Γ±(H1, H3;BC )= Γ±(H1, H2;B)Γ±(H2, H3;C ). (119)
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The limits Γ±(H1, H2;B) and Γ±(H2, H1;B∗) exist simultaneously if and only if
Γ±(H1, H2;B)= s∗− lim
t→±∞ e
it H1 Be−it H2 ,
and in this case
Γ±(H2, H1;B∗)= Γ±(H1, H2;B)∗.
We note that if Γ±(H1, H2;B) exists then
s− lim
t→±∞ e
i(s+t )H1 Be−it H2 = s− lim
t→±∞ e
it H1 Be−i(t−s)H2 ,
and thus eisH1Γ±(H1, H2;B) = Γ±(H1, H2;B)eisH2 . We easily conclude that for all measurable
functions f , Γ±(H1, H2;B)Dom( f (H2))⊂Dom( f (H1)) and
f (H1)Γ
±(H1, H2;B)u = Γ±(H1, H2;B) f (H2)u,
for all u ∈Dom( f (H2)). In particular,
F (H1 ∈ I )Γ±(H1, H2;B)= Γ±(H1, H2;B)F (H2 ∈ I ),
for all measurable sets I ⊂R. It is then easy to deduce that
Pac(H2)Γ
±(H1, H2;B)= Γ±(H1, H2;B)Pac(H1). (120)
This relation implies an important extension of the identity (119). Suppose that the limits
Γ±(H1, H2;BPac(H2)) and Γ±(H2, H3;C Pac(H3)) exist. We can therefore decompose
eit H1 BC Pac(H3)e
−it H3 = (eit H1 BPac(H2)e−it H2 )(eit H2C Pac(H3)e−it H3 )
+eit H1 Be−it H2 ((I −Pac(H2))eit H2C Pac(H3)e−it H3 ),
and note that s− lim
t→±∞ (I −Pac(H2))e
it H2C Pac(H3)e−it H3 = 0 by virtue of (120). We thus obtain
Γ±(H1, H3;BC Pac(H3))= Γ±(H1, H2;BPac(H2))Γ±(H2, H3;C Pac(H3)).
The existence of strong limitsΓ±(H1, H2; Jχ∆(H2)) can often be proven by combining the prop-
agation estimates with the following result ([Ka1], [La1, La2]); see also Theorem XIII.31 in
[RS4] and Chapter 4 of [Y]).
Proposition 5.8 Let H1, H2 be self-adjoint operators on the Hilbert spacesH1,H2. Let C1, C2
be closed operators onH1,H2. Finally, let J ,B ∈B(H2,H1) and ∆⊂R be such that
(i) Dom(Hi )⊂Dom(Ci ) and Ci is Hi -bounded for i = 1,2.
(ii) For all ui ∈Dom(Hi ),
(H1u1, Ju2)− (u1, J H2u2)= (C1u1,BC2u2).
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(iii) For all ui ∈H i and for almost all t ∈ R, e−it Hiχ∆(Hi )ui ∈ Dom(Ci ) and there exist con-
stants c1, c2 such that ∫ ∞
−∞
‖Ci e−it Hiχ∆(Hi )ui‖2 dt ≤ ci ‖ui‖2.
Then Γ±(H1, H2; Jχ∆(H2)) and Γ±(H2, H1; J∗χ∆(H1)) exist. Furthermore
(a) Γ±(H2, H1; J∗χ∆(H1))= Γ±(H1, H2; Jχ∆(H2))∗.
(b) Γ±(H1, H2; Jχ∆(H2))Γ±(H1, H2; Jχ∆(H2))∗ = Γ±(H1, H1; J J∗χ∆(H1)).
(c) Γ±(H2, H1; J∗χ∆(H1))Γ±(H2, H1; J∗χ∆(H1))∗ = Γ±(H2, H2; J∗ Jχ∆(H2)).
Remark. An operator C1 satisfying the condition (iii) is called locally H1-smooth on ∆ or sim-
ply H1-smooth if ∆=R (see Section XIII.7 of [RS4]).
Proof. We first show that Γ±(H1, H2;χ∆(H1)Jχ∆(H2)) exists. With ui ∈Dom(Hi ) we can write
(u1,u2(t
′))− (u1,u2(t ))= i
∫ t ′
t
(C1e
−isH1χ∆(H1)u1,BC2e−isH2χ∆(H2)u2)ds,
where u2(t )≡ eit H1χ∆(H1)Jχ∆(H2)e−it H2 u2. We then have
|(u1,u2(t ′)−u2(t ))| ≤ ‖B‖
∫ t ′
t
‖C1e−isH1χ∆(H1)u1‖‖C2e−isH2χ∆(H2)u2‖ds
≤ ‖B‖
(∫ t ′
t
‖C1e−isH1χ∆(H1)u1‖2 ds
)1/2 (∫ t ′
t
‖C2e−isH2χ∆(H2)u2‖2 ds
)1/2
≤ c1/21 ‖B‖‖u1‖
(∫ t ′
t
‖C2e−isH2χ∆(H2)u2‖2 ds
)1/2
,
and thus
‖u2(t ′)−u2(t )‖ ≤ c1/21 ‖B‖
(∫ t ′
t
‖C2e−isH2χ∆(H2)u2‖2 ds
)1/2
,
which allows us to conclude that u2(t ) converges when t →±∞. This extends by continuity
to all u2 ∈H2.
We now prove that Γ±(H1, H2;χ∆c (H1))Jχ∆(H2))= 0. To do this it suffices to show that
Γ±(H1, H2;χ∆c (H1)Jχ∆′(H2))= 0,
for all compact intervals ∆′ ⊂ ∆. Let g ∈ C∞0 (∆) such that 0 ≤ g ≤ 1 and g = 1 on ∆′. For
u2 ∈H2, let u2(t )≡ eit H1χ∆c (H1)Jχ∆′(H2)e−it H2 u2, so that
u2(t )= eit H1χ∆c (H1)(J g (H2)− g (H1)J )e−it H2χ∆′(H2)u2.
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By setting Ri (z)≡ (Hi − z)−1, property (ii) allows us to write, for u1 ∈H1,
(e−it H1χ∆c (H1)u1, (JR2(z)−R1(z)J )e−it H2χ∆′(H2)u2)
= (C1R1(z)e−it H1χ∆c (H1)u1,BC2R2(z)e−it H2χ∆′(H2)u2),
and the Helffer-Sjöstrand formula gives
(u1,u2(t ))=
∫
C
∂g˜ (C1R1(z)e
−it H1χ∆c (H1)u1,BC2R2(z)e−it H2χ∆′(H2)u2)
dz∧dz
2pi
,
where g˜ is an almost-analytic extension of g . We therefore obtain the following estimate
|(u1,u2(t ))| ≤ ‖u1‖‖B‖
(∫
C
|∂g˜ |‖C1R1(z)‖2 dz∧dz
2pi
)1/2
×(∫
C
|∂g˜ |‖C2e−it H2 R2(z)χ∆′(H2)u2‖2
dz∧dz
2pi
)1/2
.
Since C1R1(z) = C1R1(i)(I + (z − i)R1(z)), property (i) allows us to write ‖C1R1(z)‖ ≤ c |Imz|−1
for a constant c and z ∈ supp g˜ . Therefore there exists a constant c ′ such that
‖u2(t )‖ ≤ c ′
(∫
C
|∂g˜ |‖C2e−it H2 R2(z)χ∆′(H2)u2‖2
dz∧dz
2pi
)1/2
.
We denote by f (z, t ) the integrand on the right hand side of this inequality. Property (i) and
an appropriate choice of almost-analytic extension g˜ (recall Estimate (5)) show that for a con-
stant c ′′ we have
0≤ f (z, t )≤ c ′′ |∂g˜ ||Imz|2 ∈ L
1(C,dz∧dz).
It is therefore enough for us to show that limt→±∞ f (z, t ) = 0 for all z ∈ C \R to be able to
conclude. Property (iii) shows that for such a z we have f ∈ L1(R,dt ). Furthermore, f is differ-
entiable and
∂t f (z, t )= 2|∂g˜ |Im(C2e−it H2 R2(z)χ∆′(H2)u2,C2e−it H2 R2(z)H2χ∆′(H2)u2),
shows that |∂t f (z, t )| ∈ L1(R,dt ). The required property follows immediately.
So we have shown that
Γ±(H1, H2; Jχ∆(H2))= Γ±(H1, H2;χ∆(H1)Jχ∆(H2))+Γ±(H1, H2;χ∆c (H1)Jχ∆(H2))
= Γ±(H1, H2;χ∆(H1)Jχ∆(H2)).
The existence of the strong limits Γ±(H2, H1; J∗χ∆(H1)) is therefore a consequence of the 1↔ 2
symmetry of our hypotheses.
Assertion (a) is a consequence of the strong-∗ convergence as we explicitly mentioned above.
Assertion (b) follows from the identity
eit H1 J J∗χ∆(H1)e−it H1 = eit H1 Jχ∆(H2)e−it H2 eit H2 J∗χ∆(H1)e−it H1
+eit H1 Je−it H2χ∆c (H2)eit H2 J∗χ∆(H1)e−it H1 ,
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and the fact that χ∆c (H2)Γ±(H2, H1; J∗χ∆(H1))= 0. Assertion (c) is proven in the same way. 
The following notions shall be useful to us.
Definition 5.9 Let H be a self-adjoint operator on the Hilbert spaceH .
(i) An operator B ∈B(H ) is called an asymptotic projection for H if the limits Γ±(H , H ;B)
exist and define orthogonal projections
(ii) Two operators B ,C ∈ B(H ) are said to be asymptotically H-equivalent if Γ±(H , H ;B −
C )= 0.
5.4.3 Møller operators
To allow us to briefly describe the basic ideas behind multi-channel scattering theory, we start
with a result establishing the existence of asymptotic projection operators for the reference
dynamics in the reservoirs. We defer its proof to the end of the section.
Lemma 5.10 Under hypotheses (H1), (H2), and (H3), for k ∈ {1, . . . , M }, 1˜k Pac(H˜k ) is an asymp-
totic projection for H˜k . Furthermore, for r ≥ 1 the operators M (r )∗k M (r )k Pac(H˜k ), 1˜(r )k Pac(H˜k ) and
χ˜(r )k Pac(H˜k ) are H˜k -equivalent to 1˜k Pac(H˜k ) and
P˜ in/outk ≡ Γ−/+(H˜k , H˜k ;1k Pac(H˜k )),
are the orthogonal projections onto H˜ in/outk .
In the sequel, we shall sometimes refer to P˜ in/outk as P˜
−/+
k .
Working hypothesis: When it evolves under the dynamics generated by the Hamiltonian H
a scattering state of the complete system, u ∈Hs, behaves asymptotically, when t →−∞, as
a state uin ∈ H˜ in under the dynamics generated by H˜ = ⊕k H˜k . Similarly, when t → +∞, it
behaves like a state uout ∈ H˜ out. More precisely, we have
e−it H u ∼

∑M
k=1 Jk e
−it H˜k uink for t →−∞,∑M
k=1 Jk e
−it H˜k uoutk for t →+∞,
(121)
where uin/outk denote the projections of u
in/out in H˜k and f (t ) ∼ g (t ) means that lim( f (t )−
g (t ))= 0.
With this hypothesis, we shall construct the central object of scattering theory: the scattering
matrix
S : H˜ in → H˜ out
uin 7→ uout.
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which transforms the incoming asymptote uin ∈ H˜ in into the outgoing asymptote uout ∈
H˜ out. This map can be calculated in two steps. We first determine the Møller operators
which, to an incoming/outgoing asymptote uin/out associate the scattering state u. These
transformations are easily obtained from (121)
Ω− : uin 7→ u = lim
t→−∞
M∑
k=1
eit H Jk e
−it H˜k uink ,
Ω+ : uout 7→ u = lim
t→+∞
M∑
k=1
eit H Jk e
−it H˜k uoutk .
If the Møller operators so defined exist, they are isometric. Indeed Hypothesis (H1) (iii) allows
us to write
‖Ω+uout‖2 = lim
t→+∞
∥∥∥∥∥ M∑
k=1
Jk e
−it H˜k uoutk
∥∥∥∥∥
2
=
M∑
k=1
lim
t→+∞(e
−it H˜k uoutk , 1˜k e
−it H˜k uoutk )
=
M∑
k=1
(
‖uoutk ‖2− limt→+∞‖(I − 1˜k )e
−it H˜k uoutk ‖2
)
=
M∑
k=1
‖uoutk ‖2 = ‖uout‖2.
It is clear that an identical argument shows that Ω− is also isometric. In particular the Møller
operators are injective, their images RanΩ± are closed, and (Ω±)−1 =Ω±∗ : RanΩ±→ H˜ in/out
are isometries. It is thus possible to define S =Ω+∗Ω− if RanΩ− =RanΩ+. In this case, we say
that the Møller operators are weakly asymptotically complete and we have
S∗S =Ω−∗Ω+Ω+∗Ω− =Ω−∗Ω− = IH˜ in ,
SS∗ =Ω+∗Ω−Ω−∗Ω+ =Ω+∗Ω+ = IH˜ out ,
that is to say that the scattering matrix is unitary.
We return now to our working hypothesis. Suppose that the Møller operators exist and are
weakly asymptotically complete. If u ∈RanΩ± then u =Ω±uin/out and we have
0= ‖u−Ω±uin/out‖ = lim
t→±∞
∥∥∥∥∥e−it H u− M∑
j=1
Jk e
−it H˜k uin/outk
∥∥∥∥∥ .
A posteriori, our working hypothesis is thus verified for all u ∈ RanΩ±. However, if RanΩ± 6=
Hs there exists u ∈Hs such that 0 6= u ⊥ RanΩ±. In this case (121) and Lemma 5.10 imply
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that, for all v in/out ∈ H˜ in/out,
0= (u,Ω±v in/out)=
M∑
k=1
lim
t→±∞(e
−it H u, Jk e−it H˜k v in/outk )
=
M∑
k=1
lim
t→±∞(Jk e
−it H˜k uin/outk , Jk e
−it H˜k v in/outk )
=
M∑
k=1
lim
t→±∞(u
in/out
k ,e
it H˜k 1˜k e
−it H˜k v in/outk )
=
M∑
k=1
(uin/outk , P˜
in/out
k v
in/out
k )
= (uin/out, v in/out).
We obtain from this that uin/out = 0 which implies that u = 0, a contradiction. The weak
asymptotic completeness is thus not sufficient to assure the validity of (121). It is necessary
to also requireHs =RanΩ− =RanΩ+. When this condition is satisfied, we say that the Møller
operators are asymptotically complete.
Remark 5.2 In our case, because of Lemma 5.7, asymptotic completeness is equivalent to
the condition RanΩ− = RanΩ+ =H ⊥b . However this last condition is generally stronger than
RanΩ− =RanΩ+ =Hs. The Møller operators are called complete if RanΩ− =RanΩ+ =H ⊥b .
Proposition 5.11 Under Hypotheses (H1), (H2), and (H3) the partial Møller operators
Ω±k ≡ Γ±(H , H˜k ; J (r )k Pac(H˜k )),
exist, do not depend on choice of r > 0, and satisfy
Ω±∗k Ω
±
l = δkl P˜±k ,
M∑
k=1
Ω±kΩ
±∗
k = Pac(H).
In particular, the Møller operatorsΩ± =⊕Mk=1Ω±k :⊕Mk=1H˜k →H are complete:
RanΩ− =RanΩ+ =Hs =H ⊥b =Hac.
Corollary 5.12 Under the hypotheses (H1), (H2), and (H3) the operators 1(r )k Pac(H) are asymp-
totic projections for H and
P±k ≡ Γ±(H , H ;1(r )k Pac(H))=Ω±kΩ±∗k =Ω±P˜±k Ω±∗,
for all r ≥ 0 Furthermore P±k P±l = δkl P±k ,
∑M
k=1 P
±
k = Pac(H) and
RanP±k =RanΩ±k = {u ∈Hs | limt→±∞‖(I −1
(r )
k )e
−it H u‖ = 0, for all r ≥ 0}.
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Remarks. 1. By setting H˜ ≡⊕Mk=1H˜k and
J : ⊕Mk=1H˜k → H
(u1, . . . ,uM ) 7→ ∑Mk=1 Jk uk
we may write
Ω± = Γ±(H , H˜ ; JPac(H˜)).
We thus have the intertwining relation
Ω± f (H˜)= f (H)Ω±.
We also note the identities Ω±P˜±k =Ω±k = P±k Ω± and the intertwining relations for the partial
Møller operators
Ω±k f (H˜k )= f (H)Ω±k .
2. The scattering matrix S = Ω+∗Ω− : H˜ in → H˜ out is unitary. The decompositions H˜ in =
⊕Mk=1H˜ ink and H˜ out =⊕Mk=1H˜ outk allow us to write S = (Sk j ) and S∗ = (S∗k j ) with
Sk j =Ω+∗k Ω−j : H˜ inj → H˜ outk ,
S∗k j = (S j k )∗ =Ω−∗k Ω+j : H˜ outj → H˜ ink .
The unitarity of S is thus written as
M∑
j=1
S∗k j S j l = δkl IH˜ ink ,
M∑
j=1
Sk j S
∗
j l = δkl IH˜ outk .
For the proof of these results we shall use the following lemma.
Lemma 5.13 Under Hypotheses (H1), (H2) and (H3) the following assertions hold.
(i) For all k ∈ {1, . . . , M } and g ∈C∞0 (R), the quadratic form
ξ˜k,g (u, v)= (g (H˜k )(A˜2k +1)u, i[H˜k , χ˜k ]g (H˜k )(A˜2k +1)v),
defined on Dom(A˜2k )×Dom(A˜2k ) is bounded. We denote by Ξ˜k,g ∈B(H ) the operator it
defines.
(ii) For all k ∈ {1, . . . , M } and g ∈C∞0 (R), the quadratic form
ξk,g (u, v)= (g (H)(A2+1)u, Jk i[H˜k , χ˜k ]g (H˜k )(A˜2k +1)v),
defined on Dom(A2)×Dom(A˜2k ) is bounded and Ξk,g ∈B(H ) denotes the associated op-
erator.
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Proof. (i ) By invoking Theorem 4.22 and Definition 4.11, we remark that Hypothesis (H3) (v)
implies that [A˜k , g (H˜k )] is bounded. Furthermore, Lemma 4.2 ensures that g (H˜k )Dom(A˜k )⊂
Dom(A˜k ). We may thus write, for all u, v ∈Dom(A˜k ),
ξ˜k,g (u, v)= ((g (H˜k )+ A˜k g (H˜k )A˜k − [A˜k , g (H˜k )]A˜k )u, i[H˜k , χ˜k ]g (H˜k )(A˜2k +1)v).
By a repeated use of the identities (108) and (112), we obtain
(A˜k u, [H˜k , χ˜k ]v)= (A˜k u, H˜k χ˜(1)k v − χ˜(1)k H˜k v)
= (A˜k u, χ˜(0)k H˜k χ˜(1)k v − χ˜(1)k H˜k v)
= (χ˜(0)k A˜k u, H˜k χ˜(1)k v)− (A˜k u, χ˜(1)k H˜k v)
= (χ˜(2)k A˜k u, H˜k χ˜(1)k v)− (A˜k u, χ˜(1)k H˜k v) (122)
= (A˜k u, χ˜(2)k H˜k χ˜(1)k v − χ˜(1)k H˜k v)
= (A˜k u, χ˜(2)k H˜k v − χ˜(1)k H˜k v)
= ((χ˜(2)k − χ˜(1)k )A˜k u, H˜k v)
= 0,
for all u ∈Dom(A˜k ) and v ∈Dom(H˜k ). We may conclude that
ξ˜k,g (u, v)= ((g (H˜k )− [A˜k , g (H˜k )]A˜k )u, i[H˜k , χ˜k ]g (H˜k )(A˜2k +1)v).
The same reasoning shows us that Hypothesis (H3) (v) also implies that [A˜k , [A˜k , g (H˜k )]] is
bounded and that [A˜k , g (H˜k )]Dom(A˜k ) ⊂ Dom(A˜k ). From this we get, with the help of the
identity (122),
ξ˜k,g (u, v)= ((g (H˜k )+ [A˜k , [A˜k , g (H˜k )]])u, i[H˜k , χ˜k ]g (H˜k )(A˜2k +1)v).
By using the expansion
[A˜k , [A˜k , R˜k (z)]]= 2R˜k (z)[A˜k , H˜k ]R˜k (z)[A˜k , H˜k ]R˜k (z)− R˜k (z)[A˜k , [A˜k , H˜k ]]R˜k (z),
Hypothesis (H3) (v) and the Helffer-Sjöstrand formula, we easily show that [A˜k [A˜k , g (H˜k )]] ∈
B(Hk ,H
1
k ). Since [H˜k , χ˜k ] ∈B(H 1k ,Hk ) we may write
ξ˜k,g (u, v)= (i[H˜k , χ˜k ](g (H˜k )+ [A˜k , [A˜k , g (H˜k )]])u, g (H˜k )(A˜2k +1)v).
By repeating our argument on the second factor of the scalar product on the right hand side
of this identity we show that
ξ˜k,g (u, v)=(i[H˜k , χ˜k ](g (H˜k )+ [A˜k , [A˜k , g (H˜k )]])u, (g (H˜k )+ [A˜k , [A˜k , g (H˜k )]])v),
which allows us to conclude that
|ξ˜k,g (u, v)| ≤ ‖[H˜k , χ˜k ]‖B(H 1k ,Hk ) ‖g (H˜k )+ [A˜k [A˜k , g (H˜k )]]‖
2
B(Hk ,H
1
k )
‖u‖‖v‖.
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(i i ) The second assertion is proven in a very similar way. It suffices to note that, for all u ∈
Dom(A) and v ∈Dom(H˜k ), we have J∗k u ∈Dom(A˜k ) (see Lemma 5.1) and thus, by the identity
(122),
(Au, Jk [H˜k , χ˜k ]v)= (Au,1k Jk [H˜k , χ˜k ]v)= (1k Au, Jk [H˜k , χ˜k ]v)
= (Jk A˜k J∗k u, Jk [H˜k , χ˜k ]v) (123)
= (A˜k J∗k u, [H˜k , χ˜k ]v)
= 0.
By invoking Theorem 5.2 (ii) we obtain, for all u ∈Dom(A2) and for all v ∈Dom(A˜k ),
ξk,g (u, v)=((g (H)+ [A, [A, g (H)]])u, Jk i[H˜k , χ˜k ](g (H˜k )+ [A˜k [A˜k , g (H˜k )]])v),
an identity which allows us to conclude our proof easily. uunionsq
Proof of Lemma 5.10. If K is H˜k -compact, for all u ∈Dom(H˜k ) we have
lim
t→±∞K (H˜k + i)
−1e−it H˜k Pac(H˜k )(H˜k + i)u = 0,
by the Riemann-Lebesgue lemma. Since Dom(H˜k ) is dense we may conclude that
s− lim
t→±∞ K e
−it H˜k Pac(H˜k )= 0.
We note that for all r, s > 0, 1˜(r )k − 1˜(s)k is H˜k -compact by Hypothesis (H2) (vii). Hypothesis (H1)
(ii) and the inequalities (106) imply
0≤ 1˜(r )k − χ˜(r )k ≤ 1˜(r )k − χ˜(r )2k ≤ 1˜(r )k − 1˜(r+1)k ,
and consequently 1˜(r )k −χ˜(r )k and 1˜(r )k −χ˜(r )2k are H˜k -compact. Thus, the operators χ˜(r )2k Pac(H˜k )=
M (r )∗k M
(r )
k Pac(H˜k ), χ˜
(r )
k Pac(H˜k ), 1˜
(r )
k Pac(H˜k ), and 1˜k Pac(H˜k ) are asymptotically H˜k -equivalent
and it suffices for us to consider the strong limits Γ±(H˜k , H˜k ; χ˜k Pac(H˜k )). Furthermore, Hy-
pothesis (H3) ensures that the spectrum of H˜k is purely absolutely continuous on R\Σk . The
Lebesgue measure of Σk being zero thus allows us to restrict to Γ
±(H˜k , H˜k ; χ˜k g (H˜k )2) where
g ∈ C∞0 (R \Σk ) and H˜k satisfy a strict Mourre estimate on ∆ = supp g . A simple variation
of Corollary 5.5 shows that [χ˜k , g (H˜k )] is compact. It thus suffices to consider the case of
Γ±(H˜k , H˜k ; g (H˜k )χ˜k g (H˜k )). We may now write, as a quadratic form,
[H˜k , g (H˜k )χ˜k g (H˜k )]= g (H˜k )[H˜k , χ˜k ]g (H˜k )=C∗k Ξ˜k,g Ck ,
with Ck = (A˜2k+1)−1. The operator Ξ˜k,g is bounded by Lemma 5.13. The existence of the strong
limit Γ±(H˜k , H˜k ; g (H˜k )χ˜k g (H˜k )) now follows from Corollary 4.26 and from Proposition 5.8.
Having established the existence of P˜±k = Γ±(H˜k , H˜k ; 1˜k Pac(H˜k )), it follows from the general
remarks in Section 5.4.2 that
Γ±(H˜k , H˜k ; 1˜k Pac(H˜k ))= Γ±(H˜k , H˜k ;Pac(H˜k )1˜k Pac(H˜k )),
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which implies that P˜±k is self-adjoint and that
Γ±(H˜k , H˜k ; 1˜k Pac(H˜k ))2 = Γ±(H˜k , H˜k ; 1˜k Pac(H˜k )).
This confirms that P˜±k is an orthogonal projection.
Finally, we note that u ∈Ran P˜±k if and only if, for all r > 0,
0= ‖u− P˜±k u‖ = limt→±∞‖e
−it H˜k u− 1˜(r )k e−it H˜k u‖ = limt→±∞‖(I − 1˜
(r )
k )e
−it H˜k u‖.
The range of the projection P˜∓k is thus H˜
in/out
k . uunionsq
Proof of Proposition 5.11. We use the same approach as in the previous proof. We remark
first that if 0≤ r ≤ s, Hypothesis (H1) (vi) implies that
J (r )k − J (s)k = J (r )k (1˜(r )k − 1˜(s)k ),
and Hypothesis (H2) (vii) allows us to conclude that J (r )k − J (s)k is H˜k -compact. J (r )k Pac(H˜k )
and J (s)k Pac(H˜k ) are thus asymptotically H˜k -equivalent, which shows that if the partial Møller
operators exist, they are independent of choice of r > 0.
We note again that for all r ≥ 0
(1˜(r )k − χ˜(r )k )1˜(r )k = (1˜(r )k − χ˜(r )k ), (124)
while Hypothesis (H1) (iv) implies
1˜(r )k 1˜
(r+1)
k = 1˜(r+1)k . (125)
and identity (107) implies
χ˜(r )k 1˜
(r+1)
k = 1˜(r+1)k . (126)
The relations (124),(125) and (126) allow us to conclude that
J (r )k −M (r )k = J (r )k (1˜(r )k − χ˜(r )k )= J (r )k (1˜(r )k − χ˜(r )k )(1˜(r )k − 1˜(r+1)k ),
is H˜k -compact by Hypothesis (H2) (vii). J
(r )
k and M
(r )
k are thus asymptotically H˜k -equivalent.
To prove the existence of the partial Møller operators it is thus sufficient to consider the
limits Γ±(H , H˜k ; Mk Pac(H˜k )). As in the proof of Lemma 5.10, we may restrict ourselves to
Γ±(H , H˜k ; Mk g (H˜k )2) with g ∈ C∞0 (R \ Sk ) where Sk = Σk ∪ Sppp(H) is discrete by Corollary
5.3 and H and H˜k both satisfy a strict Mourre estimate on ∆ = supp g . By invoking Corollary
5.5 it suffices for us to consider Γ±(H , H˜k ; g (H)Mk g (H˜k )). As a quadratic form we have
H g (H)Mk g (H˜k )− g (H)Mk g (H˜k )H˜k =C∗Ξk,g Ck ,
with C = (A2 + 1), Ck = (A˜2k + 1) and Ξk,g bounded by Lemma 5.13. Invoking Theorem 5.2,
we obtain the existence of Γ±(H , H˜k ; g (H)Mk g (H˜k )) and of Γ±(H˜k , H ; g (H˜k )M∗k g (H)) as in the
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proof of Lemma 5.10. It follows thatΩ±k = Γ±(H , H˜k ; Mk Pac(H˜k )) andΩ±∗k = Γ±(H˜k , H ; M∗k Pac(H))
exist. Hypothesis (H1) (iii) and Lemma 5.10 imply
Ω±∗k Ω
±
l = Γ±(H˜k , H˜k ; M∗k Ml Pac(H))= δkl P˜±k ,
and thus RanΩ±∗k = H˜ in/outk . The inequality (118) and Hypothesis (H2) (vi) show that I −∑M
k=1 Mk M
∗
k is H-compact, from which we get that
M∑
k=1
Ω±kΩ
±∗
k =
M∑
k=1
Γ±(H , H ; Mk M∗k Pac(H))
= Γ±(H , H ;Pac(H))= Pac(H).
uunionsq
Proof of Corollary 5.12. Hypothesis (H1) (iii) (v) implies that, for 0≤ r ≤ s,
1(r )k −1(s)k = 1(r )k (1(r )k −1(s)k )= 1(r )k (1(s)0 −1(r )0 ).
Hypothesis (H2) (vi) allows us to conclude that 1(r )k −1(s)k is H-compact. 1(r )k Pac(H) and 1(s)k Pac(H)
are thus asymptotically H-equivalent. Hypothesis (H1) (ii) (vi) implies
0≤ 1k −Mk M∗k = Jk (1˜k − χ˜2k )J∗k ≤ Jk (1˜k − 1˜(2)k )J∗k = 1(1)k −1(2)k ,
1k Pac(H) and Mk M
∗
k Pac(H) are thus asymptotically H-equivalent. We thus have
Ω±P˜±k Ω
±∗ =Ω±kΩ±∗k = Γ±(H , H ; Mk M∗k Pac(H))
= Γ±(H , H ;1k Pac(H))
= Γ±(H , H ;1(r )k Pac(H))
= P±k ,
for all r ≥ 0. Since
P±∗k = (Ω±kΩ±∗k )∗ =Ω±kΩ±∗k = P±k ,
and
P±k P
±
l = (Ω±kΩ±∗k )(Ω±l Ω±∗l )=Ω±k (Ω±∗k Ω±l )Ω±∗l = δklΩ±k P˜±k Ω±∗k = δkl P±k ,
P±k are the disjoint orthogonal projections. Furthermore
M∑
k=1
P±k =
M∑
k=1
Ω±kΩ
±∗
k =Ω±Ω±∗ = Pac(H).
Finally, u ∈RanP±k if and only if
0= ‖u−P±k u‖ = limt→±∞‖e
−it H u−1(r )k e−it H u‖,
for all r ≥ 0. uunionsq
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5.5 Non-equilibrium steady states (NESS)
We set Ok = CAR(H˜k ) and we denote by τtk the group of Bogoliubov automorphisms on Ok
generated by H˜k . The following result is a slightly adapted version of Theorem 3.2 of [AJPP2].
This is the fundamental result which ensures the existence of a rich enough family of nonequi-
librium steady states.
Proposition 5.14 We suppose Hypotheses (H1) and (H2) hold. For all k ∈ {1, . . . , M } let T˜k ∈
B(H˜k ) be the generator of a gauge invariant quasi-free state which is also τk -invariant on Ok .
Then, for all r ≥ 0,
T =
M∑
k=1
J (r )k T˜k J
(r )∗
k ,
generates a gauge invariant quasi-free state ωT on O . If Hypothesis (H3) also holds, the NESS
ω+T =w∗− limt→∞
1
t
∫ t
0
ωT ◦τs ds, (127)
exists. Furthermore, the following hold.
(i) The restriction ω+T |CAR(Hac) is the gauge invariant quasi-free state generated by
T+ =
M∑
k=1
Ω−k T˜kΩ
−∗
k .
In particular, this state does not depend on r ≥ 0.
(ii) For any gauge invariant and ωT -normal state η on O and for all A ∈CAR(Hac),
lim
t→∞η◦τ
t (A)=ωT+(A).
(iii) For each trace-class operator c onH ,
ω+T (dΓ(c))= tr(T+c)+
∑
ε∈Sppp(H)
tr(PεT Pεc), (128)
where Pε denotes the orthogonal projection onto the eigenspace of H associated to the
eigenvalue ε.
Proof. By hypothesis we have 0≤ T˜k ≤ I for all k ∈ {1, . . . , M }. By invoking Hypothesis (H1) we
get that
(u,Tu)=
M∑
k=1
(J (r )∗k u, T˜k J
(r )∗
k u)≤
M∑
k=1
(J (r )∗k u, J
(r )∗
k u)
=
M∑
k=1
(u,1(r )∗k u)= (u, (I −1(r )0 )u)≤ (u,u),
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and thus 0 ≤ T ≤ I which shows that T is the generator of a gauge invariant quasi-free state
on O .
The rest of the proposition is proven like Theorem 3.2 of [AJPP2], by remarking that
lim
t→∞(e
it H Pac(H)g ,T e
it H Pac(H) f )=
M∑
k=1
lim
t→∞(e
−it H˜k J (r )∗k e
it H Pac(H)g , T˜k e
−it H˜k J (r )∗k e
it H Pac(H) f )
= (g ,T+ f ).
uunionsq
It is clear that the τk -invariance of ωT˜k , that is to say the fact that, for all t ∈R, eit H˜k T˜k e−it H˜k =
T˜k is crucial in the preceding proposition. We may choose for example T˜k = fk (H˜k ) where
fk : Sp(H˜k )→ [0,1] is a measurable function. We therefore have, since f (H) and P−k commute,
T+ =
M∑
k=1
Ω−k fk (H˜k )Ω
−∗
k =
M∑
k=1
fk (H)Ω
−
kΩ
−∗
k =⊕Mk=1P−k fk (H)P−k . (129)
The particular case
fk (ε)=
1
1+eβk (ε−µk ) ,
of course plays a crucial role in applications to statistical mechanics (recall Section 3.2.3).
The following result shows that we can, in an equivalent fashion, choose ωT as a “superposi-
tion” of τ-invariant states.
Theorem 5.15 We suppose that Hypotheses (H1) and (H2) hold. For all k ∈ {1, . . . , M } let Tk ∈
B(H ) be the generator of a gauge invariant, quasi-free state which is also τ-invariant on O .
Then, for all r ≥ 0,
T =
M∑
k=1
1(r )k Tk 1
(r )
k ,
generates a gauge invariant quasi-free state on O . If Hypothesis (H3) also holds, the NESS (127)
exists and Assertions (i)-(iii) of Proposition 5.14 hold true with
T+ =
M∑
k=1
P−k Tk P
−
k =
M∑
k=1
Ω−k T˜kΩ
−∗
k ,
where T˜k =Ω−∗k TkΩ−k . In particular, if Tk = fk (H), we obtain the formula
T+ =
M∑
k=1
P−k fk (H)P
−
k ,
which is identical to (129).
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Proof. We argue in the same manner as in the proof of Proposition 5.14, by remarking that
this time
lim
t→∞(e
it H Pac(H)g ,T e
it H Pac(H) f )=
M∑
k=1
lim
t→∞(e
−iH 1(r )∗k e
it H Pac(H)g ,Tk e
−it H 1(r )∗k e
it H Pac(H) f )
= (g ,T+ f ).
uunionsq
6 The geometric Landauer-Büttiker formula
In this section we derive a Landauer-Büttiker formula for currents associated to a general class
of conserved charges. As opposed to previous derivations of this formula [AJPP2, N] or of its
linearized version [CJM], which exploit the stationary formalism of scattering theory we shall
continue to use the time dependent framework.
6.1 Hypotheses
In the remaining parts of these notes, and unless otherwise stated, we shall assume that Hy-
potheses (H1), (H2), and (H3) of Section 5 hold. To establish the existence of current observ-
able and to study their properties we must however make a few additional hypotheses.
(H4) There exists an integer m > 2 such that, for k ∈ {1, . . . , M },
(i) (A˜k + i)−m g (H˜k ) is trace-class for all g ∈C∞0 (R\Σk ).
(ii) H˜k ∈Bm+2A˜k (H˜
1
k ,H˜k ).
(iii) 1(r )0 g (H) is trace-class for all g ∈C∞0 (R) and 0≤ r ≤ 2.
(H5) There exists an integer ν≥ 1 such that, for k ∈ {1, . . . , M },
(i) ad j
H˜k
(χ˜(r )k ) ∈B(H˜
j /2
k ,H˜k ) for j = 1, . . . ,4ν.
(ii) (I − 1˜(r )k )ad
j
H˜k
(χ˜(r )k )= 0 for j = 1, . . . ,2ν.
(iii) 1˜(r+1)k ad
j
H˜k
(χ˜(r )k )= 0 for j = 1, . . . ,2ν.
(iv) (χ˜(r )k − χ˜(s)k )(H˜k + i)−ν is trace-class for r, s ≥ 0.
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We insist on the fact that only Hypothesis (H4) (iii) concerns the sampleS through the Hamil-
tonian H . Moreover, this hypothesis, which quantifies the confinement of S is very weak. All
the other hypotheses concern only the extended reservoirs R˜k .
We begin by deducing several important consequences of these hypotheses which will be use-
ful to us later on.
Lemma 6.1 Under hypotheses (H1), (H2), and (H5) the operators
(H − z)−`M (r )k −M (r )k (H˜k − z)−`,
and
D (r )k ( f )= f (H)M (r )k −M (r )k f (H˜k ),
are trace-class for all f ∈C∞0 (R), k ∈ {1, . . . , M }, r ≥ 1, z ∈Res(H)∩Res(H˜k ) and `≥ ν.
The proof of this lemma being quite long and technical, we have chosen to defer it to Appendix
A.
Lemma 6.2 Under the hypotheses of Lemma 6.1 the operators
[ f (H˜k ), χ˜
(r )
k ], [ f (H˜k ), 1˜
(r )
k ], f (H˜k )(χ˜
(r )
k − χ˜(s)k ) f (H˜k )(1˜(r )k − 1˜(s)k )
[ f (H),χ(r )k ], [ f (H),1
(r )
k ], f (H)(χ
(r )
k −χ(s)k ) f (H)(1(r )k −1(s)k ),
are trace-class for all f ∈C∞0 (R), k ∈ {1, . . . , M } and r, s ≥ 1.
Proof. Hypothesis (H5) (iv) implies that for r, s ≥ 0
f (H˜k )(χ˜
(r )
k − χ˜(s)k )= f (H˜k )(H˜k + i)ν(H˜k + i)−ν(χ˜(r )k − χ˜(s)k ),
is trace-class. We set D ≡D (r )k ( f ) and remark that Lemma 6.1 implies that, for r ≥ 1,
[ f (H˜k ), χ˜
(r )2
k ]= f (H˜k )M (r )∗k M (r )k −M (r )∗k M (r )k f (H˜k )=M (r )∗k D−D∗M (r )k ,
is trace-class. Hypothesis (H1) (iv) and Identity (107) imply
(1˜(r )k − χ˜(r )2k )χ˜(r+1)k = (1˜(r )k − χ˜(r )2k )1˜(r+1)k χ˜(r+1)k = (1˜(r+1)k − 1˜(r+1)k )χ˜(r+1)k = 0,
(1˜(r )k − χ˜(r )2k )χ˜(r−1)k = (1˜(r )k − χ˜(r )2k )1˜(r )k χ˜(r−1)k = (1˜(r )k − χ˜(r )2k )1˜(r )k = (1˜(r )k − χ˜(r )2k ),
from which we conclude that
1˜(r )k − χ˜(r )2k = (1˜(r )k − χ˜(r )2k )(χ˜(r−1)k − χ˜(r+1)k )= (χ˜(r−1)k − χ˜(r+1)k )(1˜(r )k − χ˜(r )2k ). (130)
In the same way, one shows that
1˜(r )k − χ˜(r )k = (1˜(r )k − χ˜(r )k )(χ˜(r−1)k − χ˜(r+1)k )= (χ˜(r−1)k − χ˜(r+1)k )(1˜(r )k − χ˜(r )k ). (131)
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From (130) we get that
[ f (H˜k ), 1˜
(r )
k ]= [ f (H˜k ), χ˜(r )2k ]+ f (H˜k )(χ˜(r−1)k − χ˜(r+1)k )(1˜(r )k − χ˜(r )2k )
− (1˜(r )k − χ˜(r )2k )(χ˜(r−1)k − χ˜(r+1)k ) f (H˜k ),
and Hypothesis (H5) (iv) allows us to conclude that [ f (H˜k ), 1˜
(r )
k ] is trace-class. In an analogous
manner we deduce from (131) that [ f (H˜k ), χ˜
(r )
k ] is trace-class. Since
[ f (H),χ(r )k ]= f (H)M (r )k J (r )∗k − J (r )k M (r )∗k f (H)
=M (r )k f (H˜k )J (r )∗k +D J (r )∗k − J (r )k f (H˜k )M (r )∗k − J (r )k D∗
=−J (r )k [ f (H˜k ), χ˜(r )k ]J (r )∗k +D J (r )∗k − J (r )k D∗,
we may also conclude that [ f (H),χ(r )k ] is trace-class. The identity
f (H)(χ(r )k −χ(s)k )= f (H)(M (r )k J (r )∗k −M (s)k J (s)∗k )
= ( f (H)M (r )k −M (r )k f (H˜k ))J (r )∗k
− ( f (H)M (s)k −M (s)k f (H˜k ))J (s)∗k
+ J (s)k [ f (H˜k ), χ˜(s)k ]J (s)∗k − J (r )k [ f (H˜k ), χ˜(r )k ]J (r )∗k
+ J (r )k f (H˜k )(χ˜(r )k − χ˜(s)k )J (r )∗k ,
implies that f (H)(χ(r )k −χ(s)k ) is trace-class for r, s ≥ 1. The identity
1(r )k −χ(r )k = (1(r )k −χ(r )k )(χ(r−1)k −χ(r+1)k )= (χ(r−1)k −χ(r+1)k )(1(r )k −χ(r )k ), (132)
(a version of (131) without tilde) allows us to show that [ f (H),1(r )k ] is trace-class. Finally,
one deduces from Identities (131), (132) and the previous results that f (H˜k )(1˜
(r )
k − 1˜(s)k ) and
f (H)(1(r )k −1(s)k ) are trace class. uunionsq
Lemma 6.3 If Hypotheses (H1)–(H5) are satisfied, then f (H)χ(r )k g (Ak ) and f (H)1
(r )
k g (Ak ) are
trace-class for all r ≥ 1, f ∈C∞0 (R\ΣH ) and g ∈C∞0 (R).
Proof. Since Ak = Jk A˜k J∗k , we have
(Ak − z)−1 = Jk (A˜k − z)−1 J∗k − z−1(I −1k ),
and the Helffer-Sjöstrand formula yields
g (Ak )= Jk g (A˜k )J∗k − g (0)(I −1k ), (133)
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for all g ∈C∞0 (R). We thus have
f (H)χ(r )k g (Ak )= f (H)M (r )k g (A˜k )J∗k
= ( f (H)M (r )k −M (r )k f (H˜k ))g (A˜k )J∗k
+M (r )k f (H˜k )(A˜k + i)−m(A˜k + i)m g (A˜k )J∗k ,
and Hypotheses (H4) (i) and Lemma 6.1 imply the first assertion. Writing
f (H)1(r )k g (Ak )= f (H)χ(r )k g (Ak )+ f (H)(1(r )k −χ(r )k )g (Ak ),
the second assertion is a direct consequence of the first one, Identity (131) and Lemma 6.2. uunionsq
We note for later reference that Identity (111) implies
J (r )k (A˜k − z)− j J (r )∗k =M (r )k (A˜k − z)− j M (r )∗k + (−z)− j (1(r )k −M (r )k M (r )∗k ), (134)
for z ∈C\R and j ∈N, and hence
J (r )k g (A˜k )J
(r )∗
k =M (r )k g (A˜k )M (r )∗k − g (0)(1(r )k −M (r )k M (r )∗k ).
Together with Eq. (133), we thus obtain
g (Ak )=M (r )k g (A˜k )M (r )∗k − g (0)(I −M (r )k M (r )∗k ). (135)
6.2 A simple model (continued)
We come back to the simple example of Section 5.2. As already remarked there, Hypothe-
ses (H4) (ii) holds for any integer m. For any ν≥ 1, the verification of Hypotheses (H5) (ii)–(iii)
reduces to straightforward calculations while (H5) (i) follows from the easily established fact
that
adn
H˜∓
(χ˜(r )∓ )=
n∑
j=0
cn j (x)∂
j
x ,
with cn j ∈C∞0 (R). To check the remaining Hypotheses (H4) (i)+(iii) and (H5) (iv) we need some
trace-class estimates.
For any r > 0 there exists a compact subset K ⊂M such that 1(r )0 g (H) = 1(r )0 1K (H +1)−s(H +
1)s g (H) holds for any s > 0 (1K denotes the operator of multiplication by the characteristic
function of K ). Reciprocally, for any compact subset K ⊂M and s ≥ 1 one has 1K (H +1)−s =
1K 1
(r )
0 (H + 1)−1(H + 1)−(s−1) for large enough r > 0. Thus, to prove Property (H4) (iii) it suf-
fices to show that for sufficiently large s > 0 and any compact subset K ⊂M the operator
1K (H+1)−s is trace-class. Moreover, we already know, from Hypothesis (H2) (vi), that this op-
erator is compact. Set C = (H+1)−s1K and denote by {µ j } the decreasing sequence of repeated
eigenvalues of C∗C = 1K (H +1)−2s1K ≥ 0. We have to show that
‖C‖1 = tr|C | =
∑
j
µ1/2j <∞. (136)
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Since Sp(AB) \ {0}= Sp(B A) \ {0} holds for any bounded operators A and B , the sequence {µ j }
coincide with the sequence of non-zero eigenvalues of C˜ = 1K (H+1)−2s . By Proposition 1 and
Theorem 3 in [Sk], we have
µ j =O ( j−2s),
as j →∞ so that (136) holds provided s > 1. We can use the same argument to show that
Hypothesis (H5) (iv) holds provided ν> 1.
The case of Hypothesis (H4) (i) is more delicate. We first claim that we can replace A˜∓ with
the generator A0 = 12i (x∂x+∂x x) of the dilation group (U t0 f )(x,ϕ)= et/2 f (et x,ϕ). Indeed, with
χ ∈C∞0 (R) such that 0≤χ(x)≤ 1 for all x ∈R and χ(x)= 1 for |x| ≤ 20 we can write
(A˜∓+ i)−m g (H˜∓)= (A˜∓+ i)−mχ(x)g (H˜∓)+ (A˜∓+ i)−m(I −χ(x))(A0+ i)m(A0+ i)−m g (H˜∓).
The first term on the right hand side of this identity is trace class by the argument previously
used to prove Hypothesis (H5) (iv). To deal with the second term, we invoke Lemma 4.7 and
use the fact that v(x)= x on the support of 1−χ to write
(A˜∓+ i)−m(I −χ(x))(A0+ i)m = (A˜∓+ i)−m(I −χ(x))(A∓+ i)m
= I −χ(x)+ [(A˜∓+ i)−m , (I −χ(x))](A∓+ i)m
= I −χ(x)−
m∑
j=1
(
m
j
)
i j (A˜∓+ i)− j ad jA˜∓(χ).
Since ad j
A˜∓
(χ)= (v(x)∂x) jχ ∈C∞0 (R), we conclude that (A˜∓+i)−m(I−χ(x))(A0+i)m is bounded.
Thus, as claimed, it is sufficient to show that (A0+ i)−m g (H˜∓) is trace class.
We shall derive a more convenient representation of this operator using the following unitary
maps:
1. The Fourier transformF : H˜∓ = L2(R×γ∓,dx Rdϕ)→ L2(R,dp)⊗`2(Z),
(F f )(p,k)= R
1/2
2pi
∫
R
dx
∫ 2pi
0
dϕ f (x,ϕ)e−i(px+kϕ),
maps the Hamiltonian H˜∓ to the multiplication operator
(F H˜∓ f )(p,k)= (p2+λ2k )(F f )(p,k),
and the dilation group U t0 to its inverse, (FU
t
0 f )(p,k)= e−t/2(F f )(e−t p,k).
2. The mapP : L2(R,dp)⊗`2(Z)→ L2(R+,dp)⊗C2⊗`2(Z) defined by
(P f )(p,k)= 1p
2
(
f (−p,k)− f (p,k)
f (−p,k)+ f (p,k)
)
=
(
(P f )−(p,k)
(P f )+(p,k)
)
,
decomposes f into its odd/even parts w.r.t. the p-variable. It clearly commutes with the
actions of H˜∓ and U t0 .
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3. The map V : L2(R+,dp)⊗C2⊗`2(Z)→ L2(R,ds)⊗C2⊗`2(Z) defined by
(V f )(s,k)= es/2 f (es ,k),
implements the change of variable s = log p.
4. The Fourier transform in the s-variableS : L2(R,ds)⊗C2⊗`2(Z)→ L2(R,da)⊗C2⊗`2(Z),
(S f )(a,k)= 1p
2pi
∫
R
eias f (s,k)ds.
5. The Mellin transformM =S V : L2(R+,dp)⊗C2⊗`2(Z)→ L2(R,da)⊗C2⊗`2(Z),
(M f )(a,k)= 1p
2pi
∫ ∞
0
p ia−1/2 f (p,k)dp,
satisfies (MPFU t0 f )(a,k) = eit a(MPF f )(a,k). Thus, MPF maps the operator A0
to a multiplication operator (MPF A0 f )(a,k)= a(MPF f )(a,k).
It follows that (A0+ i)−m g (H˜∓)=F∗P ∗M∗CV PF where C is the operator acting on L2(R)⊗
C2⊗`2(Z) as
(C f )±(a,k)= F (a)(S Gk f±( · ,k))(a),
where F (a)= (a+ i)−m and Gk is the operator of multiplication by the function Gk (s)= g (e2s+
λ2k ). Writing our Hilbert space as a direct sum
L2(R)⊗C2⊗`2(Z)= ⊕
〈k,σ〉∈Z×{±}
L2(R),
and denoting by Ck± the operator defined on L2(R) by (Ck± f )(a)= F (a)(S Gk f )(a) we get
C = ⊕
〈k,σ〉∈Z×{±}
Ckσ.
Let δ= dist(supp(g ),Σ±)> 0 and ρ = supsupp(g ). For s ∈ supp(Gk ) one has
inf
j∈Z
|e2s +λ2k −λ2j | ≥ δ, e2s +λ2k ≤ ρ.
It follows that Gk ∈C∞0 (R) with{
Gk = 0 if |k| >Rρ1/2;
supp(Gk )⊂ [log(δ)/2, log(ρ)/2] otherwise.
Thus, it suffices to show that Ck± is trace class for any 〈k,σ〉 ∈Z× {±}.
The (quasi-)Banach space `p (Z,L2([0,1])) is the space of measurable functions f :R→C such
that
‖ f ‖2,p =
(∑
j∈Z
(∫ 1
0
| f ( j + s)|2ds
)p/2)1/p
<∞.
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One easily checks that ‖F‖2,p <∞ for p >m−1 and ‖Gk‖2,p <∞ for any p > 0. It follows from
Paragraph 5.7 in [BKS] (see also Theorem 4.5 in [S]) that the singular values of Ck± satisfy
κ j (Ck±)=O ( j−1/p ),
as j →∞ for any p >m−1. In particular, Ck± is trace-class for m > 1.
The arguments presented in this section can easily be adapted to the various extensions dis-
cussed at the end of Section 5.2. We note however that Hypothesis (H4) (i) fails for super-
reservoirs of the type R˜ j =]1,∞[×γ j equipped with a metric gR˜ j = dx2+ r (x)2gγ j , such that
r (x) →∞ as x →∞. In fact, it follows from Hypotheses (H1)–(H5) that the Hamiltonian H
has locally finite spectral multiplicity (see Proposition B.3). In physical terms, our hypotheses
only allow for a finite number of open scattering channels at any given finite energy E .
6.3 Charges and conserved currents
6.3.1 Charges
Definition 6.4 A charge of the of one-particle system is an observable, described by the self-
adjoint operator Q onH , such that
(i) eit HQe−it H =Q for all t ∈R.
(ii) For each k ∈ {1, . . . , M } there exists a self-adjoint operator Q˜k on H˜k such that
eit H˜k Q˜k e
−it H˜k = Q˜k ,
for all t ∈R.
(iii) For each scattering state u ∈Hs and for all r ≥ 0 we have
lim
t→±∞
M∑
k=1
(M (r )∗k e
−it H u,Q˜k M (r )∗k e
−it H u)= (u,Qu).
Condition (i) expresses charge conservation in the system. Conditions (ii) and (iii) ensure that
it is possible to determine the total charge of a scattering state by performing a measurement
in the reservoirs (and waiting long enough). They reflect the fact that charge transport across
the sample can be determined by measuring the charges in the reservoirs at two well sepa-
rated times, as in the full counting scheme described in Section 3.4.8.
Since Condition (ii) implies
(M (r )∗k e
−it H u,Q˜k M (r )∗k e
−it H u)= (eit H˜k M (r )∗k e−it H u,Q˜k eit H˜k M (r )∗k e−it H u),
140
A Geometric Approach to the Landauer-Büttiker Formula
Condition (iii) is equivalent to
M∑
k=1
(uin/outk ,Q˜k u
in/out
k )=
M∑
k=1
(Ω∓∗k u,Q˜kΩ
∓∗
k u)= (u,Qu),
that is to say thatHs =Hac and
Q|Hac =
M∑
k=1
Ω+k Q˜kΩ
+∗
k =
M∑
k=1
Ω−k Q˜kΩ
−∗
k .
We have in particular
Ω±∗k QΩ
±
k = P˜±k Q˜k P˜±k , (137)
and, by setting Q˜ =⊕Mk=1Q˜k ,
Q|Hac =Ω+Q˜Ω+∗ =Ω−Q˜Ω−∗. (138)
We note that this condition implies
S
(
Q˜ |H˜ in
)
S∗ = Q˜ |H˜ out , (139)
which expresses the fact that the total charge of the reservoirs is conserved by the scattering
process.
The two canonical examples of charge are the following.
1. The electric charge: by supposing that each fermion carries a unit charge, the observable
of electric charge is simply Q = I . The corresponding observables in the reservoirs are
Q˜k = I . Conditions (i) and (ii) are thus trivially satisfied. Condition (iii), or more precisely
the equivalent condition (138) reduces to
Pac(H)=Ω±Ω±∗,
that is to say to asymptotic completeness.
2. The energy: corresponds to Q = H and Q˜k = H˜k . Conditions (i) and (ii) are again trivially
satisfied, while (138) translates into
Hac =Ω±
(⊕Mk=1H˜k)Ω±∗.
6.3.2 Currents and regularized currents
Let Q be a charge of the one-particle system. The total charge in reservoir Rk at a “distance”
greater than r of the sampleS is described by the observable dΓ(1(r )k Q1
(r )
k ). The observable of
the corresponding current is
d
dt
τt (dΓ(1(r )k Q1
(r )
k ))
∣∣∣∣
t=0
= dΓ(i[H ,1(r )k Q1(r )k ]).
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Our goal in this section is to give a meaning to the notion of steady current
ω+T (dΓ(i[H ,1
(r )
k Q1
(r )
k ])), (140)
expectation value of the current observable in the NESS which we constructed in Section 5.
Several problems arise:
1. If the charge Q is an unbounded operator, the product 1(r )k Q1
(r )
k does not make sense in
general. This is the case, for example, for the energy current.
2. The commutator [H ,1(r )k Q1
(r )
k ] is not well defined, even if Q is bounded.
3. To be able to use Assertion (iii) of Proposition 5.14 for the calculation of the expectation
value of the current, the operator [H ,1(r )k Q1
(r )
k ] must be trace-class
The appearance of these problems is not really a surprise. In fact, if the operator dΓ(1(r )k Q1
(r )
k )
was a bona fide observable then its expectation
ω+T ◦τt (dΓ(1(r )k Q1(r )k ))= tr(T+eit H 1(r )k Q1(r )k e−it H ),
would be independent of t and consequently the expectation of the current (140) would be
zero. The problem resides in the fact that with the density of fermions being non-zero in the
state ω+T , the total charge in the reservoir Rk , ω
+
T (dΓ(1
(r )
k Q1
(r )
k )), is actually infinite. Alterna-
tively stated, the operator T+(1(r )k Q1
(r )
k ) is not trace-class.
We can easily resolve the first problem by regularizing the charge Q. For example, by replacing
Q with Qq ≡ QF (|Q| ≤ q) for a q > 0. We shall only consider charges which are temperate
according to the following definition.
Definition 6.5 A charge Q is called temperate if Dom(|H |α)⊂Dom(Q) for some α> 0.
We may regularize a temperate charge by a localization in energy. In fact, if Q is a temperate
charge, then Q² ≡ Q(1+ ²H 2)−α/2 is a bounded charge. To resolve the second problem, we
regularize the commutator by localizing it with the help of a function g ∈ C∞0 (R \ΣH ). We
remark that if f ∈C∞0 (R) is such that g (x) f (x)= xg (x) for all x ∈R, then the expression
Φ(r )Q²,g ,k
≡ g (H)i[H ,1(r )k Q²1(r )k ]g (H)= g (H)i[ f (H),1(r )k Q²1(r )k ]g (H),
is well-defined: it only involves bounded operators. Furthermore, since f (H) commutes with
Q², we have
Φ(r )Q²,g ,k
= g (H)i[ f (H),1(r )k ]Q²1(r )k g (H)+ g (H)1(r )k Q²i[ f (H),1(r )k ]g (H),
and Lemma 6.2 shows thatΦ(r )Q²,g ,k is trace-class. The third problem is thus resolved too.
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Lemma 6.6 Under the hypotheses of Lemma 6.2 the regularized current operator of a temper-
ate charge Q
Φ(r )Q²,g ,k
≡ g (H)i[ f (H),1(r )k Q²1(r )k ]g (H),
is trace-class for all g ∈C∞0 (R\ΣH ), f ∈C∞0 (R), ²> 0 and r ≥ 1.
To formulate the main result of this section, Theorem 6.7 below, we need to introduce the
spectral representations of the Hamiltonians H˜k . For k ∈ {1, . . . , M } there exists a measurable
family (hk (ε))ε∈R of Hilbert spaces and a unitary operator
Uk : H˜k,ac →
∫ ⊕
hk (ε)dε, (141)
such that (Uk H˜k u)(ε)= ε(Uk u)(ε) for all u ∈ H˜k,ac. To each operator B ∈B(H˜k ,H˜ j ) such that
f (H˜ j )B = B f (H˜k ) for all bounded measurable function f , the spectral representation (141)
associates a measurable family b(ε) ∈B(hk (ε),h j (ε)) such that (U j Bu)(ε) = b(ε)(Uk u)(ε) for
all u ∈ H˜k,ac. We have in particular the following correspondences
T˜k −→ tk (ε),
Q˜k −→ qk (ε),
P˜±k −→ p±k (ε),
Sk j −→ sk j (ε).
Theorem 6.7 We suppose that Hypotheses (H1)–(H5) are satisfied. Let ω+T be the NESS de-
scribed by Proposition 5.14 and Q a temperate charge such that
Ran T˜ j ⊂Dom|H˜ j |ν+α+1, Dom|H |α ⊂DomQ.
Then, for any sequence gn ∈C∞0 (R \ΣH ) such that 0 ≤ gn ≤ 1 and limn gn(x) = 1 almost every-
where the limit
ω+T (dΓ(ΦQ,k ))≡ limn lim²→0ω
+
T (dΓ(Φ
(r )
Q²,gn ,k
)),
exists, is independent of r ≥ 0, and is given by the Landauer-Büttiker formula
ω+T (dΓ(ΦQ,k ))=
M∑
j=1
∫
trh j (ε)
{
t j (ε)
(
s∗j k (ε)qk (ε)sk j (ε)−δk j p−j (ε)q j (ε)p−j (ε)
)} dε
2pi
.
We finish this section with an important property of current observables.
Lemma 6.8 Let T,Q be bounded operators and H a self-adjoint operator on the Hilbert space
H . Let f , g be continuous and bounded functions on R such that g (H)[ f (H),Q]g (H) is trace-
class. Finally, let Pε be the orthogonal projection onto the eigenspace of H associated with the
eigenvalue ε. Then
tr
(
PεT Pεg (H)[ f (H),Q]g (H)
)= 0.
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Proof. By using the cyclic property of the trace, we may write
tr
(
PεT Pεg (H)[ f (H),Q]g (H)
)= tr(T Pεg (H)[ f (H),Q]g (H)Pε)
= g (ε)2tr(T Pε[ f (H),Q]Pε) ,
and the result is a consequence of the identity
Pε[ f (H),Q]Pε = Pε[ f (ε),Q]Pε = 0.
uunionsq
Current observables thus have the property of being insensitive to the contributions of the
point spectrum of the Hamiltonian H to the NESS (the second term on the right hand side of
(128)). If ω+T is a NESS described by Proposition 5.14 or Theorem 5.15 we have
ω+T (dΓ(Φ
(r )
Q²,g ,k
))=ωT+(dΓ(Φ(r )Q²,g ,k ))= tr(T
+Φ(r )Q²,g ,k ).
This last formula is our starting point for the calculation of steady currents. The rest of this
section is dedicated to the calculation of the limit
ω+T (dΓ(ΦQ,k ))≡ limg→1 lim²→0 tr(T
+Φ(r )Q²,g ,k ),
under the hypotheses of Theorem 6.7.
To simplify notation we shall suppose, up to Section 6.7, that the charge Q is bounded and
does not require regularization, i.e., we write Q instead of Q².
6.4 Equivalence of currents
In the preceding section, we introduced the observables of current. To do this we have local-
ized the charge in the reservoir with the help of operators 1(r )k . In this section, we show that it
is possible to achieve the same effect by localizing the charge with an appropriate functions of
the conjugate operator Ak by exploiting Remark 5.1. Since the propagation of Ak is controlled
by the Mourre estimate, this localization method, introduced in [AEGSS] is best adapted to
the calculation of steady current by the time-dependent approach which we have adopted.
The following result expresses the fact (obvious from a physical point of view) that in a station-
ary regime, the total current in a reservoir does not depend on the depth at which we measure
it.
Theorem 6.9 If the hypotheses of Lemma 6.2 hold, and if T is the generator of a gauge invariant
quasi-free state on O which is also τ-invariant then
tr(TΦ(r )Q,g ,k ),
is independent of r ≥ 1.
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Proof. For r, s ≥ 1 we haveΦ(r )k −Φ(s)k =Φ1+Φ2 with
Φ1 ≡ g (H)i[ f (H), (1(r )k −1(s)k )Q1(r )k ]g (H),
Φ2 ≡ g (H)i[ f (H),1(s)k Q(1(r )k −1(s)k )]g (H).
Lemma 6.2 implies that
g (H) f (H)(1(r )k −1(s)k )Q1(r )k g (H), g (H)(1(r )k −1(s)k )Q1(r )k f (H)g (H),
are both trace-class. Φ1 is thus trace-class and since T and f (H) commute we may write,
using the cyclicity of the trace,
tr(TΦ1)= itr(T g (H) f (H)(1(r )k −1(s)k )Q1(r )k −T g (H)(1(r )k −1(s)k )Q1(r )k f (H))
= itr(T g (H) f (H)(1(r )k −1(s)k )Q1(r )k −T g (H) f (H)(1(r )k −1(s)k )Q1(r )k )
= 0.
In the same way, we show thatΦ2 is trace class and that tr(TΦ2)= 0. uunionsq
Let h ∈C∞(R) be such that 0≤ h ≤ 1 and
h(x)=
{
0 if x <−1;
1 if x > 1.
For a ≥ 1 we set h(a)± (x)≡ h(±x−a) and h(a) ≡ h(a)− +h(a)+ . We note that g (a) = 1−h(a) ∈C∞0 (R)
with supp g (a) ⊂ [−a−1, a+1] while supph(a) ⊂R\]−a+1, a−1[.
Theorem 6.10 If Hypotheses (H4) and (H5) are satisfied and a ≥ 1 then the operator
Ψ(a)Q,g ,k ≡ g (H)i [ f (H),h(a)(Ak )Qh(a)(Ak )]g (H). (142)
is trace-class. Furthermore, if T is the generator of a τ-invariant, gauge invariant, quasi-free
state on O then
tr(TΨ(a)Q,g ,k )= tr(TΦ(1)Q,g ,k ).
Proof. We write
Φ(1)Q,g ,k=i[ f (H), g (H)1k (h(a)(Ak )+ g (a)(Ak ))Q(h(a)(Ak )+ g (a)(Ak ))1k g (H)].
By Lemma 5.1, Ran(I −1k ) ⊂ Ker Ak and since h(a)(0) = 0 for a ≥ 1 one has h(a)(Ak )(I −1k ) =
(I −1k )h(a)(Ak )= 0. By Lemma 6.3, g (H)1k g (a)(Ak ) is trace-class and we get
Φ(1)Q,g ,k =Ψ(a)Q,g ,k + [ f (H),C ],
where C is trace-class. Lemma 6.6 thus implies thatΨ(a)Q,g ,k is trace-class.
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If T commutes with f (H), the cyclic property of the trace implies that
tr(TΦ(1)Q,g ,k )= tr(TΨ(a)Q,g ,k ).
uunionsq
If the hypotheses of the previous theorem hold, we have
ω+T (dΓ(Φ
(1)
Q,k ))= limg→1 lim²→0 tr(T
+Ψ(a)Q²,g ,k ), (143)
for all a ≥ 1. The evaluation of the trace on the right hand side of this relation is a difficult
problem which is the aim of the two following sections.
6.5 Calculation of steady current I
The first step in the evaluation of the formula (143) is largely inspired by the article of Avron
et al. [AEGSS]. The idea is to develop the current operator
Ψ(a)Q,g ,k =
∑
σ,σ′∈{±}
Ψ(a,σ,σ
′)
Q,g ,k , (144)
where
Ψ(a,σ,σ
′)
Q,g ,k ≡ g (H)i [ f (H),h(a)σ (Ak )Qh(a)σ′ (Ak )]g (H), (145)
and to exploit the property of the commutator [H ,h(a)σ (Ak )] which appears in this last expres-
sion (recall that f (H)g (H)=H g (H)). By expanding this commutator
[H ,h(a)σ (Ak )]∼ h(a)
′
σ (Ak )[H , Ak ],
we note that it is localized in a spectral neighborhood of Ak =σa (see Lemma 6.12 below for
a precise statement). The Mourre estimate tells us how states in the range of this localized
operator propagates,
eiσt H h(a)
′
σ (Ak )∼ h(a)
′
σ (Ak +θt )eiσt H .
The sample S being confined to the the subspace Ak = 0 by Hypothesis (H3), we conclude
that these states do not undergo scattering when t →σ∞. The Møller operator Ωσ∗ thus acts
trivially on such states, whileΩ−σ∗ =Ω−σ∗ΩσΩσ∗ acts like the scattering matrixΩ−σ∗Ωσ.
The result of this first reduction of the problem is the following.
Theorem 6.11 We suppose that Hypotheses (H1), (H2), (H3), and (H4) are satisfied. Let T˜ j be
the generator of a τ j -invariant, gauge invariant, quasi-free state on O j such that Ran T˜ 1/2j ⊂
DomH˜ j . For all g ∈C∞0 (R\ΣH ) we have
lim
a→∞
[
tr(Ω−j T˜ jΩ
−∗
j Ψ
(a)
Q,g ,k )− tr
(
T˜ j
{
S∗j kΨ˜
(a,+,+)
Q,g ,k Sk j
+δ j k
(
P˜−k Ψ˜
(a,−,−)
Q,g ,k P˜
−
k +S∗kkΨ˜(a,+,−)Q,g ,k P˜−k + P˜−k Ψ˜(a,−,+)Q,g ,k Skk
)})]
= 0. (146)
where Ψ˜(a,σ,σ
′)
Q,g ,k ≡M∗kΨ(a,σ,σ
′)
Q,g ,k Mk .
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The main technical tool necessary for the proof of this result is the following localization
lemma due to [AEGSS]. Since its proof is quite long, we defer it to Appendix B.
Lemma 6.12 If Hypotheses (H1), (H2), (H3), and (H4) are satisfied then, for all f ∈C∞0 (R) and
all g ∈C∞0 (R\ΣH ):
(i) supa≥1 ‖[ f (H),h(a)± (Ak )]g (H)‖1 <∞.
(ii) There exist constants s > 1 and C such that, for all a,α≥ 1,
‖F (±A < a−α)[ f (H),h(a)± (Ak )]g (H)‖1 <C〈α〉−s .
Remark. It follows from (i) that the componentsΨ(a,σ,σ
′)
Q,g ,k of the current are trace-class opera-
tors.
To prepare for the proof of Theorem 6.11 we begin by proving the following lemma.
Lemma 6.13 We suppose that the hypotheses of Theorem 6.11 are satisfied. For α ∈ { j , l } ⊂
{1, . . . , M } let T˜α be the generator of a τα-invariant, gauge invariant, quasi-free state on Oα such
that Ran T˜ 1/2α ⊂DomH˜α. For all g ∈C∞0 (R\ΣH ) we have:
lim
a→∞‖T˜
1/2
j (Ω
σ∗
j Ψ
(a,σ,σ′)
Q,g ,k Ω
σ′
l −δ j k M∗kΨ(a,σ,σ
′)
Q,g ,k Mkδkl )T˜
1/2
l ‖1 = 0. (147)
Proof. Since Q commutes with f (H), we may write
Ψ(a,σ,σ
′)
Q,g ,k = g (H)i[ f (H),h(a)σ (Ak )]Qh(a)σ′ (Ak )g (H)
+ g (H)h(a)σ (Ak )Qi[ f (H),h(a)σ′ (Ak )]g (H). (148)
Q being bounded, this decomposition, the inequality ‖BC‖1 ≤ ‖B‖‖C‖1, and a telescopic ex-
pansion allow us to reduce the proof to the following three assertions
sup
a≥1
‖g (H)[ f (H),h(a)σ (Ak )]‖1 <∞, (149)
lim
a→∞‖T˜
1/2
j (Ω
σ∗
j −δ j k M∗j )g (H)h(a)σ (Ak )‖ = 0, (150)
lim
a→∞‖T˜
1/2
j (Ω
σ∗
j −δ j k M∗j )g (H)[ f (H),h(a)σ (Ak )]‖1 = 0. (151)
We immediately remark that (149) follows from Assertion (i) of Lemma 6.12 by taking the ad-
joint.
Hypothesis (H2) (ii) (iv) allows us to write
(H M j −M j H˜ j )T˜ 1/2j = J j [H˜ j , χ˜ j ]T˜ 1/2j = J j B j T˜ 1/2j ,
and to conclude that (H M j −M j H˜ j )T˜ 1/2j is bounded. We now remark that first, the identity
(123) implies
Ran(H M j −M j H˜ j )T˜ 1/2j ⊂Ker A j ,
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and second, Hypothesis (H1) (iii) shows that, for k 6= j ,
1k (H M j −M j H˜ j )T˜ j = 1k J j [H˜ j , χ˜ j ]T˜ 1/2j = 0.
Since A =∑Mk=1 Ak 1k we get that
Ran(H M j −M j H˜ j )T˜ 1/2j ⊂Ker A,
and that, consequently,
(H M j −M j H˜ j )T˜ 1/2j = F (σA ≤ϑt +a/2−1)(H M j −M j H˜ j )T˜ 1/2j , (152)
for all ϑt ≥ 0 and a ≥ 2.
The adjoint of this last relation and the fact that T˜ j and eit H˜ j commute allow us to write the
Cook representation
T˜ 1/2j (Ω
σ∗
j −M∗j )g (H)h(a)σ (Ak )= (153)
iσ
∫ ∞
0
eiσt H˜ j T˜ 1/2j (H˜ j M
∗
j −M∗j H)F (σA ≤ϑt +a/2−1)e−iσt H g (H)h(a)σ (Ak )dt ,
valid for all ϑ > 0. By invoking the fact that A = ⊕Mk=1 Ak , it follows from the definition of the
functions h(a)± that
h(a)σ (Ak )= F (σA ≥ a−1)h(a)σ (Ak ),
which allows us to write, with a′ = a−1,
‖F (σA ≤ϑt +a/2−1)e−iσt H g (H)h(a)σ (Ak )‖ ≤ ‖F (σA ≤ a′−a/2+ϑt )e−iσt H g (H)F (σA ≥ a′)‖.
By Hypothesis (H4) (ii), Assertion (ii) of Theorem 5.2 and Proposition 4.27 it is possible to
choose ϑ> 0 in such a way that there exists a constant C1 such that
‖F (σA ≤ϑt +a/2−1)e−iσt H g (H)h(a)σ (Ak )‖ ≤C1〈a/2+ϑt〉−s , (154)
for some s > 1 and for all a ≥ 2, t ≥ 0. With the representation (153) we obtain
‖T˜ 1/2j (Ωσ∗j −M∗j )g (H)h(a)σ (Ak )‖ ≤ ‖T˜ 1/2j (H˜ j M∗j −M∗j H)‖
∫ ∞
0
C1〈a/2+ϑt〉−s ds,
and if j = k, (150) follows from an dominated convergence argument. To finish the proof of
(150), it suffices to show that
lim
a→∞‖M
∗
j g (H)h
(a)
σ (Ak )‖ = 0,
when j 6= k. To do this we begin by remarking that Ak 1 j = 0 and thus Ran M j ⊂Ker Ak . We get
that
‖M∗j g (H)h(a)σ (Ak )‖ = ‖M∗j F (Ak = 0)g (H)h(a)σ (Ak )‖
≤ ‖F (Ak = 0)g (H)h(a)σ (Ak )‖
≤ ‖1k F (A = 0)g (H)h(a)σ (Ak )‖
≤ ‖F (σA ≤ a/2−1)g (H)h(a)σ (Ak )‖, (155)
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for a ≥ 2. The estimate (154), with t = 0 allows us to conclude.
By proceeding in a similar way we obtain the Cook representation
T˜ 1/2j (Ω
σ∗
j −M∗j )g (H)[ f (H),h(a)σ (Ak )]= iσ
∫ ∞
0
eiσt H˜ j T˜ 1/2j (H˜ j M
∗
j −M∗j H)
×F (σA ≤ϑt/2)e−iσt H g (H)[ f (H),h(a)σ (Ak )]g (H)dt , (156)
valid for allϑ> 0. To estimate the integral of the right hand side of this identity, we decompose
F (σA ≤ϑt/2)e−iσt H g (H)[ f (H),h(a)σ (Ak )]g (H)=
F (σA ≤ϑt/2)e−iσt H g (H)F (σA ≥ (a−ϑt )/2)[ f (H),h(a)σ (Ak )]g (H)
+F (σA ≤ϑt/2)e−iσt H g (H)F (σA < (a−ϑt )/2)[ f (H),h(a)σ (Ak )]g (H),
and thus obtain
‖F (σA ≤ϑt/2)e−iσt H g (H)[ f (H),h(a)σ (Ak )]g (H)‖1 ≤
‖F (σA ≤ϑt/2)e−iσt H g (H)F (σA ≥ (a−ϑt )/2)‖‖[ f (H),h(a)σ (Ak )]g (H)‖1
+‖F (σA < (a−ϑt )/2)[ f (H),h(a)σ (Ak )]g (H)‖1, (157)
We consider the first term on the right hand side of this inequality. Its second factor is uni-
formly bounded by (i) of Lemma 6.12. By setting a′ = (a−ϑt )/2 its first factor can be written
as
‖F (σA ≤ a′−a/2+ϑt )e−iσt H g (H)F (σA ≥ a′)‖.
As before, we invoke Assertion (ii) of Theorem 5.2 and Proposition 4.27 to choose ϑ> 0 so that
this factor is bounded by C1〈a/2+ϑt〉−s .
Writing the second term on the right hand side of (157) as
‖F (σA < a− (a+ϑt )/2)[ f (H),h(a)σ (Ak )]g (H)‖1,
Assertion (ii) of Lemma 6.12 allows us to conclude that it is bounded by C〈a/2+ϑt/2〉−s for a
constant C and some s > 1. We have thus shown that
‖F (σA ≤ϑt/2)e−iσt H g (H)[ f (H),h(a)σ (Ak )]g (H)‖1 ≤C2〈a+ϑt〉−s ,
for a constant C2, some s > 1, and for all a ≥ 2. For j = k, Assertion (151) is an immediate con-
sequence of this estimate and the representation (156). To finish the proof of (151) it suffices
to show that
lim
a→∞‖M
∗
j g (H)[ f (H),h
(a)
σ (Ak )]‖1 = 0,
when j 6= k. We proceed as in (155) to obtain
‖M∗j g (H)[ f (H),h(a)σ (Ak )]‖1 = ‖M∗j F (Ak = 0)g (H)[ f (H),h(a)σ (Ak )]‖1
≤ ‖F (Ak = 0)g (H)[ f (H),h(a)σ (Ak )]‖1
≤ ‖1k F (A = 0)g (H)[ f (H),h(a)σ (Ak )]‖1
≤ ‖F (σA < a/2)g (H)[ f (H),h(a)σ (Ak )]‖1,
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and we conclude by once again invoking (ii) of Lemma 6.12. uunionsq
Proof of Theorem 6.11. We write C ∼D whenever C and D are operators depending on a and
such that lima→∞ ‖T˜ 1/2j (C −D)T˜ 1/2j ‖1 = 0 holds.
By invoking Corollary 5.12, we may write
Ω−∗j Ψ
(a,σ,σ′)
Q,g ,k Ω
−
j =
M∑
m,n=1
Ω−∗j P
σ
mΨ
(a,σ,σ′)
Q,g ,k P
σ′
n Ω
−
j =
M∑
m,n=1
Ω−∗j Ω
σ
mΩ
σ∗
m Ψ
(a,σ,σ′)
Q,g ,k Ω
σ′
n Ω
σ′∗
n Ω
−
j .
The properties of the Møller operators show that
Ωσ∗α Ω
−
j DomH˜ j ⊂DomH˜α.
We may thus invoke Lemma 6.13 to continue with
Ω−∗j Ψ
(a,σ,σ′)
Q,g ,k Ω
−
j ∼Ω−∗j Ωσk M∗kΨ(a,σ,σ
′)
Q,g ,k MkΩ
σ′∗
k Ω
−
j .
Since
Ωσ∗k Ω
σ′
j =

Sk j if σ=+ and σ′ =−;
δk j P˜
σ
j if σ=σ′;
S∗k j if σ=− and σ′ =+;
we obtain
Ω−∗j Ψ
(a)
Q,g ,kΩ
−
j =
∑
σ,σ′∈{±}
Ω−∗j Ψ
(a,σ,σ′)
Q,g ,k Ω
−
j
∼ S∗j k M∗kΨ(a,+,+)Q,g ,k Mk Sk j
+δk j
(
S∗kk M
∗
kΨ
(a,+,−)
Q,g ,k Mk P˜
−
k +P˜−k M∗kΨ(a,−,+)Q,g ,k Mk Skk + P˜−k M∗kΨ(a,−,−)Q,g ,k Mk P˜−k
)
.
uunionsq
6.6 Calculation of steady current II
In this section we finish the calculation of the steady current starting from the formula (146).
The method which we use here differs from that of [AEGSS]. In fact, in this work the reservoirs
are straight, one-dimensional wires without internal structure. In this case we may choose
the conjugate operator in such a way that i[H˜k , A˜k ]= 2H˜k and it is easy to explicitly construct
the spectral representations of H˜k and A˜k and to compute the integral kernel of operators
of the form f (H˜k )g (A˜k ). This reduces the calculation of their trace to an integral over the
diagonal of this integral kernel. This approach is inapplicable at the level of generality where
we have placed ourselves. We shall use a more systematic approach based uniquely on the
propagation estimates and on the abstract spectral representation of the operator H˜k .
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6.6.1 Preliminaries
We begin by showing that it is possible to replace H with H˜k and Ak by A˜k in the definition of
Ψ˜(a,σ,σ
′)
Q,g ,k without altering its NESS expectation.
Lemma 6.14 Under Hypothesis (H5) we have
lim
a→∞
∥∥∥Ψ˜(a,σ,σ′)Q,g ,k − Ψ˜#(a,σ,σ′)Q,g ,k ∥∥∥1 = 0.
where Ψ˜#(a,σ,σ
′)
Q,g ,k ≡ g (H˜k )i[ f (H˜k ),h(a)σ (A˜k )M∗k QMk h(a)σ′ (A˜k )]g (H˜k ).
Proof. We shall write C ∼D when lima→∞ ‖C −D‖1 = 0. By Lemma 6.1, M∗k g (H)− g (H˜k )M∗k
and g (H)Mk −Mk g (H˜k ) are trace-class. Since
s∗− lim
a→∞ h
(a)
σ (Ak )Qh
(a)
σ′ (Ak )= 0,
we have
M∗k g (H)i[ f (H),h
(a)
σ (Ak )Qh
(a)
σ′ (Ak )]g (H)Mk ∼ g (H˜k )M∗k i[ f (H),h(a)σ (Ak )Qh(a)σ′ (Ak )]Mk g (H˜k ).
We prove in the same way that
g (H˜k )M
∗
k i[ f (H),h
(a)
σ (Ak )Qh
(a)
σ′ (Ak )]Mk g (H˜k )∼ g (H˜k )i[ f (H˜k ), M∗k h(a)σ (Ak )Qh(a)σ′ (Ak )Mk ]g (H˜k ).
Finally, it follows from the identity (135) that
M∗k h
(a)
σ (Ak )=M∗k Mk h(a)σ (A˜k )M∗k = 1k h(a)σ (A˜k )M∗k = h(a)σ (A˜k )M∗k ,
from which it follows that
g (H˜k )i[ f (H˜k ), M
∗
k h
(a)
σ (Ak )Qh
(a)
σ′ (Ak )Mk ]g (H˜k )= g (H˜k )i[ f (H˜k ),h(a)σ (A˜k )M∗k QMk h(a)σ′ (A˜k )]g (H˜k ).
uunionsq
Corollary 6.15 Under the hypotheses of Theorem 6.11 and Hypothesis (H5) we have
tr(Ω−j T˜ jΩ
−∗
j Ψ
(a)
Q,g ,k )= tr
(
T˜ j
{
S∗j kΨ˜
#(a,+,+)
Q,g ,k Sk j
+δ j k
(
P˜−k Ψ˜
#(a,−,−)
Q,g ,k P˜
−
k +S∗kkΨ˜#(a,+,−)Q,g ,k P˜−k + P˜−k Ψ˜#(a,−,+)Q,g ,k Skk
)})
. (158)
for all a ≥ 1.
Proof. SinceΩ−j T˜ jΩ
−∗
j commutes with H , Theorem 6.10 shows that the left hand side of (158)
is independent of a ≥ 1. By taking into account Proposition 6.11 and Lemma 6.14, it suffices
to show that that the right hand side is also independent of a.
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For a,b ≥ 1, we have gσ ≡ h(a)σ −h(b)σ ∈ C∞0 (R). It follows from Hypothesis (H4) (i) that Cσ ≡
g (H˜k )gσ(A˜k )= g (H˜k )(A˜k + i)−m(A˜k + i)m gσ(A˜k ) is trace-class. Since
Ψ˜#(a,σ,σ
′)
Q,g ,k − Ψ˜#(b,σ,σ
′)
Q,g ,k = i[ f (H˜k ),CσM∗k QMk h(a)σ′ (A˜k )g (H˜k )]
+ i[ f (H˜k ), g (H˜k )h(b)σ (A˜k )M∗k QMkC∗σ′],
and Sk j T˜ j S
∗
j k commutes with H˜k the cyclic property of the trace allows us to conclude that
tr
(
Sk j T˜ j S
∗
j k
(
Ψ˜#(a,σ,σ
′)
Q,g ,k − Ψ˜#(b,σ,σ
′)
Q,g ,k
))
= 0.
The 3 other terms of the right hand side of (158) are treated in a similar manner. uunionsq
6.6.2 Spectral representation of the current
We are now in position to pass to the spectral representation (141).
The main result of this section is the following.
Theorem 6.16 We suppose that Hypotheses (H1), (H2) and (H3) are satisfied. If g ∈C∞0 (R\ΣH )
and if the operator
Ψ˜#(a,σ,σ
′)
Q,g ,k = g (H˜k )i[ f (H˜k ),h(a)σ (A˜k )M∗k QMk h(a)σ′ (A˜k )]g (H˜k ),
is trace-class, then:
(i) Ψ˜#(a,σ,σ
′)
Q,g ,k reduces to its part in H˜k,ac, that is to say that
Ψ˜#(a,σ,σ
′)
Q,g ,k = Pac(H˜k )Ψ˜#(a,σ,σ
′)
Q,g ,k Pac(H˜k ).
(ii) There exists a measurable set∆⊂R, with R\∆ having Lebesgue measure zero, and a map-
ping
∆×∆ 3 〈ε,ε′〉 7→ψ#(a,σ,σ′)Q,g ,k (ε′,ε) ∈L 1(hk (ε),hk (ε′)),
such that, for all u, v ∈ H˜k,ac,
(u,Ψ˜#(a,σ,σ
′)
Q,g ,k v)=
∫
((Uk u)(ε
′),ψ#(a,σ,σ
′)
Q,g ,k (ε
′,ε)(Uk v)(ε))hk (ε′) dεdε
′,
(iii) For all ε ∈∆,
ψ#(a,σ,σ
′)
Q,g ,k (ε,ε)=
σ
2pi
g (ε)2 pσk (ε)qk (ε)p
σ
k (ε)δσσ′ . (159)
We shall show in Section 6.7 how Formula (159) can be used to complete the calculation of
the steady current. The rest of this section is dedicated to the proof of Theorem 6.16 which
is organized as follows. In Section 6.6.3 we prove a theorem about the general structure of
trace-class operators on a direct integral of Hilbert spaces and in particular the existence of
the integral kernel of such an operator. In Section 6.6.4 we show how to compute the diagonal
of this integral kernel. These results allow us finally to prove Theorem 6.16 in Section 6.6.5.
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6.6.3 Trace-class operators on
∫ ⊕hεdµ(ε)
Theorem 6.17 Let∆⊂R be a measurable set, µ aσ-finite measure on∆ and (hε)ε∈∆ a family of
µ-measurable, separable Hilbert spaces. If C is a trace-class operator on H≡ ∫ ⊕∆ hεdµ(ε) then:
(i) There exists a measurable set ∆0 ⊂ ∆ such that ∆ \∆0 is µ-negligible and, for all 〈ε′,ε〉 ∈
∆0×∆0, a trace-class operator c(ε′,ε) : hε→ hε′ such that 〈ε′,ε〉 7→ (u(ε′),c(ε′,ε)v(ε))hε′ is
measurable for all u, v ∈H.
(ii) For all u, v ∈H, (u,C v)= ∫∆(u(ε′),c(ε′,ε)v(ε))hε′ dµ(ε)dµ(ε′).
(iii)
∫
∆ ‖c(ε,ε)‖1 dµ(ε)≤ ‖C‖1.
(iv)
∫
∆ trhε(c(ε,ε))dµ(ε)= tr(C ).
Since this result does not seem to be widely known, we give a proof by following [Y].
Proof. C being compact, it admits a canonical representation
C = ∑
n∈N
κnu
+
n (u
−
n , · ),
where N is a set which is at most countable, (u±n )n∈N are orthonormal families in H, and
(κn)n∈N is the family of singular values of C . In particular we have κn > 0 and ∑n∈N κn =
‖C‖1 <∞. Since
‖C‖1 =
∑
n∈N
κn
∫
∆
‖u±n (ε)‖2hε dµ(ε)<∞,
Fubini’s theorem implies the existence of a measurable set ∆± ⊂ ∆, such that ∆ \∆± is µ-
negligible and
∑
n∈N κn‖u±n (ε)‖2hε <∞ for all ε ∈∆
±. We set ∆0 ≡∆+∩∆−. ∆\∆0 is µ-negligible
and, for all ε,ε′ ∈∆0,
c(ε′,ε)≡ ∑
n∈N
κnu
+
n (ε
′)(u−n (ε), · )hε ,
converges in norm inB(hε,hε′). In fact, the Cauchy-Schwarz inequality implies
∑
n∈N
κn‖u+n (ε′)‖hε′ ‖u−n (ε)‖hε≤
( ∑
n∈N
κn‖u+n (ε′)‖2hε′
∑
m∈N
κm‖u−m(ε)‖2hε
)1/2
<∞.
For u, v ∈H we thus have∫
∆
(u(ε′),c(ε′,ε)v(ε))hε′ dµ(ε)dµ(ε
′)= ∑
n∈N
κn
∫
∆
(u(ε′),u+n (ε
′))hε′ dµ(ε
′)
∫
∆
(u−n (ε), v(ε))hε dµ(ε)
= ∑
n∈N
κn(u,u
+
n )(u
−
n , v)= (u,C v).
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Since ‖u+n (ε)(u−n (ε), · )hε‖1 = ‖u+n (ε)‖hε ‖u−n (ε)‖hε we have∫
∆
‖c(ε,ε)‖1 dµ(ε)≤
∑
n∈N
κn
∫
∆
‖u+n (ε)‖hε ‖u−n (ε)‖hε dµ(ε)
≤ ∑
n∈N
κn
(∫
∆
‖u+n (ε)‖2hε dµ(ε)
∫
∆
‖u−n (ε′)‖2hε′ dµ(ε
′)
)1/2
= ∑
n∈N
κn‖u+n‖‖u−n‖
= ∑
n∈N
κn = ‖C‖1.
Similarly, since tr(u+n (ε)(u−n (ε), · ))hε = (u−n (ε),u+n (ε))hε ,∫
∆
tr(c(ε,ε))dµ(ε)= ∑
n∈N
κn
∫
∆
(u−n (ε),u
+
n (ε))hε dµ(ε)=
∑
n∈N
κn(u
−
n ,u
+
n )= tr(C ).
uunionsq
To compare the operators in a direct sum of Hilbert spaces, the following result is also useful.
Lemma 6.18 Let∆⊂R be a measurable set equipped with a σ-finite measure µ, (hε)ε∈∆ a fam-
ily of µ-measurable, separable Hilbert spaces, and D ⊂ H ≡ ∫ ⊕∆ hεdµ(ε) a dense subspace. If
∆ 3 ε 7→ a(ε) ∈ B(hε) is a mapping such that, for all u, v ∈ D, there exists a µ-negligible set
∆uv ⊂∆with the property that
(u(ε), a(ε)v(ε))hε = 0,
for all ε ∈∆\∆uv , then a(ε)= 0 for µ-almost every ε ∈∆.
Proof. Since H is separable it is possible to extract a countable family (un)n∈N ⊂D which is
dense. For each n ∈N , let ∆n be the set of ε ∈∆ for which un(ε) ∈ hε is defined. Then ∆\∆n is
µ-negligible and the same is true of ∆\ ∆˜where ∆˜≡∩n∈N∆n .
For all ε ∈ ∆˜, we may apply to the family (un(ε))n∈N the Gramm-Schmidt procedure to obtain
an orthonormal basis (gm(ε))m∈M of the closed subspace uε ⊂ hε generated by (un(ε))n∈N . For
all m ∈ M we have gm(ε) = ∑n∈N αmn(ε)un(ε), this sum being finite (i.e., {n ∈ N |αmn(ε) 6=
0} is finite for all m ∈ M). Furthermore each coefficient αmn(ε) is a measurable function of
a finite number of scalar products (ui (ε),u j (ε))hε which are measurable functions of ε. We
conclude that for all u ∈ H the functions ∆˜ 3 ε 7→ (gm(ε),u(ε))hε are measurable. Let p(ε) be
the orthogonal projection onto uε. The Cauchy-Schwarz and Bessel inequalities show that for
all u, v ∈H and for all ε ∈ ∆˜ for which u(ε) and v(ε) are defined, the series
(u(ε), p(ε)v(ε))hε =
∑
m∈M
(u(ε), gm(ε))hε(gm(ε), v(ε))hε ,
converges absolutely. Its sum is thus a measurable function defined µ-almost everywhere
which satisfies ∣∣∣∣∣ ∑m∈M(u(ε), gm(ε))hε(gm(ε), v(ε))hε
∣∣∣∣∣≤ ‖u(ε)‖hε‖v(ε)‖hε .
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The Cauchy-Schwarz inequality and Fubini’s theorem allow us to conclude that
(u,P v)≡
∫
(u(ε), p(ε)v(ε))hε dε,
defines a bounded operator on H. By construction, Pun = un for all n ∈ N . Since (un)n∈N is
dense in H, it follows that P = I and consequently,
0= (u, (I −P )u)=
∫
(u(ε), (I −p(ε))u(ε))hε dε,=
∫
‖(I −p(ε))u(ε)‖2hε dε,
for all u ∈H. This implies that ‖(I −p(ε))u(ε)‖hε = 0, µ-almost everywhere, that is to say that
there exists a measurable set ∆˜0 ⊂ ∆˜ such that ∆ \ ∆˜0 is µ-negligible and (un(ε))n∈N is total in
hε for all ε ∈ ∆˜0.
Let
∆0 ≡
( ⋂
n,m∈N
∆\∆un um
)⋂
∆˜0.
We may conclude the proof of the lemma by remarking that ∆\∆0 is µ-negligible and that for
ε ∈∆0 we have (un(ε), a(ε),um(ε))hε = 0 for all n,m ∈N and thus a(ε)= 0. uunionsq
6.6.4 The diagonal
The diagonal c(ε,ε) of the integral kernel of a trace-class operator C on the Lebesgue direct
integral
∫ ⊕hεdε is defined almost everywhere. To calculate this diagonal, the following result
is often useful.
Lemma 6.19 Let∆⊂R be a measurable set and (hε)ε∈∆ a family of Lebesgue-measurable Hilbert
spaces. Let E be the self-adjoint operator on H ≡ ∫ ⊕∆ hεdε defined by (Eu)(ε) = εu(ε). If C ∈
L 1(H) and c(ε′,ε) denotes its integral kernel, then there exists a dense subspace F ⊂ H such
that ∫
∆
(u(ε),c(ε,ε)v(ε))dε= lim
η↓0
1
2pi
∫ ∞
−∞
e−η|t |(eitE u,C eitE v)dt ,
for all u, v ∈F.
Proof. Theorem 6.17 and its proof show that there exists a measurable set ∆0 ⊂ ∆ such that
∆\∆0 has Lebesgue measure zero and, for all ε,ε′ ∈∆0,
c(ε′,ε)= ∑
n∈N
κn u
+
n (ε
′)(u−n (ε), · )hε ,
where N is a set which is at most countable, κn > 0,∑n∈N κn = ‖C‖1 and (u±n )n∈N are orthonor-
mal families of H such that ∑
n∈N
κn ‖u±n (ε)‖2hε <∞,
for all ε ∈∆0.
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Let u, v ∈H, for all t ∈Rwe have
(eitE u,C eitE v)=
∫
(u(ε′),c(ε′,ε)v(ε))hε′ e
it (ε−ε′) dεdε′
=
∫ ( ∑
n∈N
κn(u(ε
′),u+n (ε
′))hε′ (u
−
n (ε), v(ε))hεe
it (ε−ε′)
)
dεdε′.
Since ‖u±n‖ = 1, we have∫
|(u(ε′),u+n (ε′))hε′ (u−n (ε), v(ε))hk (ε)|dεdε′ ≤ ‖u‖‖v‖,
and thus ∑
n∈N
κn
∫
|(u(ε′),u+n (ε′))hε′ (u−n (ε), v(ε))hε |dεdε′ ≤
∑
n∈N
κn‖u‖‖v‖ <∞.
Fubini’s theorem allows us to conclude that for η> 0,∫ ∞
−∞
e−η|t |(eitE u,C eitE v)dt
= ∑
n∈N
κn
∫ (∫ ∞
−∞
e−η|t |(u(ε′),u+n (ε
′))hε′ (u
−
n (ε), v(ε))hεe
it (ε−ε′) dt
)
dεdε′
= 2pi ∑
n∈N
κn
∫
(u(ε′),u+n (ε
′))hε′ (u
−
n (ε), v(ε))hε δη(ε−ε′)dεdε′
= 2pi ∑
n∈N
κn
∫
F+n (ε)(δη?F−n )(ε)dε, (160)
where F+n (ε)= (u+n (ε),u(ε))hε , F−n (ε)= (u−n (ε), v(ε))hε and
δη(ε)= 1
2pi
∫ ∞
−∞
eitε−η|t |dt = 1
pi
η
ε2+η2 .
Recall that the set F ≡ {u ∈ H |u ≡ supε∈∆ ‖u(ε)‖hε < ∞} is dense in H. For u, v ∈ F the
Cauchy-Schwarz inequality in hε implies that F±n ∈ L2(∆,dε). Since s− lim
η↓0
δη?= I in L2(R) we
have
lim
η↓0
∫
F+n (ε)(δη?F−n )(ε)dε=
∫
F+n (ε)F−n (ε)dε=
∫
(u(ε),u+n (ε))hε(u
−
n (ε), v(ε))hε dε,
for all n ∈N and all u, v ∈ F. Since δη ∈ L1(R) and ‖δη‖1 =
∫
δη(ε)dε= 1, the Cauchy-Schwarz
and Young inequalities imply∣∣∣∣∫ F+n (ε)(δη?F−n )(ε)dε∣∣∣∣≤ (∫ |F+n (ε)|2 dε)1/2 (∫ |F−n (ε)|2 dε)1/2
≤
(∫
‖u+n (ε)‖2hε ‖u(ε)‖
2
hε
dε
)1/2 (∫
‖u−n (ε)‖2hε ‖v(ε)‖
2
hε
dε
)1/2
≤
(
u2
∫
‖u+n (ε)‖2hε dε
)1/2 (
v2
∫
‖u−n (ε)‖2hε dε
)1/2
=uv,
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and the dominated convergence theorem applies to the right hand side of the identity (160)
lim
η↓0
∫ ∞
−∞
e−η|t |(eitE u,C eitE v)dt = 2pi ∑
n∈N
κn
∫
F+n (ε)F−n (ε)dε
= 2pi ∑
n∈N
κn
∫
(u(ε),u+n (ε))hε(u
−
n (ε), v(ε))hε dε.
Finally, Fubini’s theorem allows us to conclude that
lim
η↓0
∫ ∞
−∞
e−η|t |(eitE u,C e−itE v)dt
= 2pi
∫ ∑
n∈N
κn(u(ε),u
+
n (ε))hε(u
−
n (ε), v(ε))hε dε
= 2pi
∫
(u(ε),c(ε,ε)v(ε))hε dε,
for all u, v ∈F. uunionsq
Remark 6.1 Theorem 6.17 and Lemmas 6.18 and 6.19 are generalized without difficulty to
operators
C :
∫ ⊕
h1(ε)dε→
∫ ⊕
h2(ε)dε,
it suffices in fact to identify them with operators
C ′ :
∫ ⊕
h1(ε)⊕h2(ε)dε→
∫ ⊕
h2(ε)⊕h2(ε)dε.
To apply the previous lemma to the calculation of the current, we shall use the following result.
Proposition 6.20 Under Hypotheses(H1), (H2), and (H3), for all u, v ∈ H˜k we have
lim
η↓0
∫ ∞
−∞
e−η|t |(u,eit H˜k Ψ˜#(a,σ,σ
′)
Q,g ,k e
−it H˜k v)dt =σδσσ′(g (H˜k )u, P˜σk Q˜k P˜σk g (H˜k )v).
Proof. By remarking that
(u,eit H˜k Ψ˜#(a,σ,σ
′)
Q,g ,k e
−it H˜k v)= d
dt
G (σ,σ
′)(t ),
with
G (σ,σ
′)(t )= (h(a)σ (A˜k )eit H˜k g (H˜k )u, M∗k QMk h(a)σ′ (A˜k )eit H˜k g (H˜k )v),
we obtain, after an integration by parts,∫ ∞
−∞
e−η|t |(u,eit H˜k Ψ˜#(a,σ,σ
′)
Q,g ,k e
−it H˜k v)dt = η
∫ ∞
0
e−ηt (G (σ,σ
′)(t )−G (σ,σ′)(−t ))dt ,
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and consequently
lim
η↓0
∫ ∞
−∞
e−η|t |(u,eit H˜k Ψ˜#(a,σ,σ
′)
Q,g ,k e
−it H˜k v)dt
=Abel− lim
t→∞ G
(σ,σ′)(t )−Abel− lim
t→−∞ G
(σ,σ′)(t ).
To evaluate these Abelian limits, we invoke the propagation estimates. For t > 0, we have
‖h(a)σ (A˜k )eiσt H˜k g (H˜k )u‖ ≤ ‖F (σA˜k ≥ a−1)eiσt H˜k g (H˜k )u‖
≤ ‖F (σA˜k ≥ a−1)eiσt H˜k g (H˜k )F (σA˜k >ϑt )u‖
+‖F (σA˜k ≥ a−1)eiσt H˜k g (H˜k )F (σA˜k ≤ϑt )u‖
≤ ‖F (σA˜k >ϑt )u‖
+‖F ((−σ)A˜k ≤ 1−a)e−i(−σ)t H˜k g (H˜k )F ((−σ)A˜k ≥−ϑt )u‖.
When t →+∞ the first term on the right hand side of this inequality tends clearly to 0 for all
ϑ> 0. By applying Proposition 4.27 to the second term it is possible to choose ϑ> 0 such that
‖F ((−σ)A˜k ≤ 1−a)e−i(−σ)t H˜k g (H˜k )F ((−σ)A˜k ≥−ϑt )u‖ ≤ c 〈a−1+ϑt〉−s ,
for constants c and s > 0. We thus have
lim
t→+∞‖h
(a)
σ (A˜k )e
iσt H˜k g (H˜k )u‖ = 0,
and it follows that
Abel− lim
t→+∞ G
(σ,σ′)(t )= lim
t→+∞G
(σ,σ′)(t )= 0,
if 〈σ,σ′〉 6= 〈+,+〉 and that
Abel− lim
t→−∞ G
(σ,σ′)(t )= lim
t→−∞G
(σ,σ′)(t )= 0,
if 〈σ,σ′〉 6= 〈−,−〉. It remains to consider G (σ,σ)(σt ) for t →+∞. By writing
G (σ,σ)(σt )= (h(a)σ (A˜k )e−iσt H˜k g (H˜k )u, M∗k QMk h(a)σ (A˜k )e−iσt H˜k g (H˜k )v)
= (e−iσt H˜k g (H˜k )u, M∗k QMk e−iσt H˜k g (H˜k )v)
− (e−iσt H˜k g (H˜k )u, M∗k QMk (1−h(a)σ (A˜k ))e−iσt H˜k g (H˜k )v) (161)
− ((1−h(a)σ (A˜k ))e−iσt H˜k g (H˜k )u, M∗k QMk e−iσt H˜k g (H˜k )v)
+ ((1−h(a)σ (A˜k ))e−iσt H˜k g (H˜k )u, M∗k QMk (1−h(a)σ (A˜k ))e−iσt H˜k g (H˜k )v),
we remark that
‖(1−h(a)σ (A˜k ))e−iσt H˜k g (H˜k )u‖ ≤ ‖F (σA˜k ≤ a+1)e−iσt H˜k g (H˜k )u‖
≤ ‖F (σA˜k ≤ a+1)e−iσt H˜k g (H˜k )F (σA˜k < a+1−ϑt )u‖
+‖F (σA˜k ≤ a+1)e−iσt H˜k g (H˜k )F (σA˜k ≥ a+1−ϑt )u‖,
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and we conclude as before that
lim
t→+∞‖(1−h
(a)
σ (A˜k ))e
−iσt H˜k g (H˜k )u‖ = 0,
which shows that the three last terms of the right hand side of the identity (161) vanish in this
limit. The first term in turn is calculated as follows, by using the fact that Q commutes with H
and the identity (137),
lim
t→+∞(e
−iσt H˜k g (H˜k )u, M∗k QMk e
−iσt H˜k g (H˜k )v)
= lim
t→+∞(g (H˜k )u,e
iσt H˜k M∗k e
−iσt HQeiσt H Mk e−iσt H˜k g (H˜k )v)
= (g (H˜k )u,Ωσ∗k QΩσk g (H˜k )v)
= (g (H˜k )u, P˜σk Q˜k P˜σk g (H˜k )v).
uunionsq
6.6.5 Proof of Theorem 6.16
(i) We note that since g ∈ C∞0 (R \ΣH ) ⊂ C∞0 (R \Σk ), the spectrum of H˜k is purely absolutely
continuous on supp g by Corollary 5.3. We thus have Ψ˜#(a,σ,σ
′)
Q,g ,k = Pac(H˜k )Ψ˜#(a,σ,σ
′)
Q,g ,k Pac(H˜k ).
(ii) The existence of the integral kernelψ#(a,σ,σ
′)
Q,g ,k is a direct consequence of the fact that Ψ˜
#(a,σ,σ′)
Q,g ,k
is trace-class and of Theorem 6.17.
(iii) Lemma 6.19 and Proposition 6.20 give us∫
(u(ε),ψ#(a,σ,σ
′)
Q,g ,k (ε,ε)v(ε))hk (ε) dε=
1
2pi
σδσσ′(g (H˜k )u, P˜
σ
k Q˜k P˜
σ
k g (H˜k )v)
= 1
2pi
σδσσ′
∫
(u(ε), g (ε)pσk (ε)qk (ε)p
σ
k (ε)g (ε)v(ε))hk (ε) dε,
for all u, v ∈Fk , a dense subspace of H˜k,ac. Lemma 6.18 allows us to conclude that
ψ#(a,σ,σ
′)
Q,g ,k (ε,ε)=
σ
2pi
δσσ′g (ε)p
σ
k (ε)qk (ε)p
σ
k (ε)g (ε),
for almost all ε ∈R. uunionsq
6.7 The Landauer-Büttiker formula
We are now prepared to prove Theorem 6.7.
Starting from (158) we obtain the following representation of the steady current
tr(Ω−j T˜ jΩ
−∗
j Ψ
(a)
Q,g ,k )=
∫
trh j (ε)
(
t j (ε)
{
s∗j k (ε)ψ
#(a,+,+)
Q,g ,k (ε,ε)sk j (ε)
+δ j k
(
s∗kk (ε)ψ
#(a,+,−)
Q,g ,k (ε,ε)p
−
k (ε)+p−k (ε)ψ#(a,−,+)Q,g ,k (ε,ε)skk (ε) +p−k (ε)ψ#(a,−,−)Q,g ,k (ε,ε)p−k (ε)
)})
dε.
159
Ben Sâad, Pillet
By inserting Expression (159) we find
tr(Ω−j T˜ jΩ
−∗
j Ψ
(a)
Q,g ,k )=
∫
g (ε)2 trh j (ε)
(
t j (ε)
{
s∗j k (ε)q
+
k (ε)sk j (ε)−δk j q−j (ε)
}) dε
2pi
,
where q±k (ε)≡ p±k (ε)qk (ε)p±k (ε).
To control the limit (143) and thus obtain the steady current of an eventually unbounded
charge we shall use the following result, adapted from Theorem 6 of Section 7.6 in [Y] to our
situation.
Lemma 6.21 Under Hypotheses (H1), (H2), (H3), and (H5), s j k (ε)−δ j k p±k (ε) is trace-class for
almost all ε ∈R. Furthermore, there exists a constant c such that, for any measurable bounded
function f :R→R and any interval ∆⊂R∫
∆
f (ε)2 ‖s j k (ε)−δ j k p±k (ε)‖1 dε≤ c
(
ess− supp
ε∈∆
〈ε〉ν+1| f (ε)|
)2
.
Proof. Without loss of generality we may suppose that f ≥ 0. Let K ⊂ ∆ be compact, set
g ≡ f 1K and note that
(g (H˜ j )u, (S j k −δ j k P˜+k )g (H˜k )v)=−(Ω+j g (H˜ j )u, (Ω+k −Ω−k )g (H˜k )v), (162)
(g (H˜ j )u, (S j k −δ j k P˜−k )g (H˜k )v)=−((Ω+j −Ω−j )g (H˜ j )u,Ω−k g (H˜k )v). (163)
For all u ∈ H˜ j ,ac, v ∈ H˜k,ac, Relation (162) yields, after passing to the Abelian limit and inte-
grating by parts,
(g (H˜ j )u,(S j k −δ j k P˜+k )g (H˜k )v)=− limt→∞(Ω
+
j g (H˜ j )u, (e
it H Mk e
−it H˜k −e−it H Mk eit H˜k )g (H˜k )v)
=− lim
η↓0
η
∫ ∞
0
e−ηt (Ω+j g (H˜ j )u, (e
it H Mk e
−it H˜k −e−it H Mk eit H˜k )g (H˜k )v)dt
=− lim
η↓0
∫ ∞
−∞
e−η|t |(Ω+j g (H˜ j )u,e
it H i(H Mk −Mk H˜k )e−it H˜k g (H˜k )v)dt .
By using the intertwining relations of the Møller operators we obtain
(g (H˜ j )u, (S j k −δ j k P˜+k )g (H˜k )v)= limη↓0
∫ ∞
−∞
e−η|t |(e−it H˜ j u,C e−it H˜k v)dt ,
where
C ≡−iΩ+∗j g (H)(H Mk −Mk H˜k )g (H˜k ).
The identity
g (H)(H Mk −Mk H˜k )g (H˜k )= g1(H)
(
(H + i)−νMk −Mk (H˜k + i)−ν
)
g (H˜k )
− g1(H)
(
(H + i)−ν−1Mk −Mk (H˜k + i)−ν−1
)
(H˜k + i)g (H˜k ),
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where g1(x) = g (x)(x + i)ν+1, and Lemma 6.1 allow us to conclude that C is trace-class. Fur-
thermore, since ‖Ω+∗j ‖ ≤ 1, we have the estimate
‖C‖1 ≤ ‖g1(H)‖‖(H + i)−νMk −Mk (H˜k + i)−ν‖1‖g (H˜k )‖
+‖g1(H)‖‖(H + i)−ν−1Mk −Mk (H˜k + i)−ν−1‖1 ‖(H˜k + i)g (H˜k )‖,
and it follows that there exists a constant c1 such that
‖C‖1 ≤ c1
(
ess− supp
ε∈∆
〈ε〉ν+1 f (ε)
)2
. (164)
By Lemma 6.17, C has an integral kernel c(ε′,ε) and Lemma 6.19 allows us to write
1
2pi
∫
g (ε)2(u(ε), (s j k (ε)−δ j k p+k (ε))v(ε))h j (ε)dε=
∫
(u(ε),c(ε,ε)v(ε))h j (ε)dε,
for u ∈ F j and v ∈ Fk , F j , Fk being dense subspaces of H˜ j ,ac and H˜k,ac. By Lemma 6.18 we
have
1
2pi
g (ε)2
(
s j k (ε)−δ j k p±k (ε)
)= c(ε,ε),
for almost every ε ∈R, and invoking Lemma 6.17 we obtain∫
K
f (ε)2 ‖s j k (ε)−δ j k p+k (ε)‖1 dε≤
∫
g (ε)2‖s j k (ε)−δ j k p+k (ε)‖1 dε
≤ 2pi‖C‖1
≤ c2
(
ess− supp
ε∈∆
〈ε〉ν+1 f (ε)
)2
,
and thus ∫
∆
f (ε)2 ‖s j k (ε)−δ j k p+k (ε)‖1 dε= sup
K⊂∆
K compact
∫
K
f (ε)2 ‖s j k (ε)−δ j k p+k (ε)‖1 dε
≤ c2
(
ess− supp
ε∈∆
〈ε〉ν+1 f (ε)
)2
.
The case where p+k is replaced by p
−
k can be handled in a similar way, starting from Eq. (163).
uunionsq
Let Q be a temperate charge such that Dom(Hα)⊂Dom(Q) for some α≥ 0. Then Q(H + i)−α
is bounded and it follows from the identity (137) that P˜±k Q˜k (H˜k + i)−αP˜±k is bounded. We thus
have
c1 ≡ max
k∈{1,...,M }
ess− supp
ε∈R
〈ε〉−α‖q±k (ε)‖hk (ε) <∞.
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We shall denote by q²,k (ε)= (1+²ε2)−α/2qk (ε) the fibers of the regularized charge Q˜²,k = Q˜k (I+
²H˜ 2k )
−α. Similarly, if for j ∈ {1, . . . , M }, T˜ j denotes the generator of a τ j -invariant, gauge invari-
ant, quasi-free state on O j such that Ran(T˜ j )⊂Dom(H˜α+ν+1j ) then H˜α+ν+1j T˜ j is bounded and
c2 ≡ max
j∈{1,...,M }
ess− supp
ε∈R
〈ε〉α+ν+1‖t j (ε)‖ <∞.
Since s∗j k (ε)= sk j (ε)∗ we have
0≤ s∗j k (ε)sk j (ε)≤
M∑
l=1
s∗j l (ε)sl j (ε)= p−j (ε)≤ I ,
and consequently, ‖sk j (ε)‖ ≤ ‖p−j (ε)‖ ≤ 1. Charge conservation, Eq. (139), thus writes
q−j (ε)=
M∑
l=1
s∗j l (ε)q
+
l (ε)sl j (ε),
from which we obtain the identity
s∗j k (ε)q
+
k (ε)sk j (ε)−δk j q−j (ε)=
M∑
l=1
(δkl −δk j )s∗j l (ε)q+l (ε)(sl j (ε)−δl j p−j (ε)),
and then the inequality
‖s∗j k (ε)q+k (ε)sk j (ε)−δk j q−j (ε)‖1 ≤
M∑
l=1
‖q+l (ε)‖‖sl j (ε)−δl j p−j (ε)‖1.
We thus have
M∑
j=1
∣∣∣trh j (ε) (t j (ε){s∗j k (ε)q+²,k (ε)sk j (ε)−δk j q−², j (ε)})∣∣∣≤ M∑
j ,l=1
‖t j (ε)‖‖q+l (ε)‖‖sl j (ε)−δl j p−j (ε)‖1
≤ c1c2〈ε〉−ν−1
M∑
j ,l=1
‖sl j (ε)−δl j p−j (ε)‖1,
and Lemma 6.21 allows us to conclude that the left hand side of this inequality belongs to
L1(R,dε). By the dominated convergence theorem, we conclude that for all g ∈ C∞0 (R \ΣH )
such that 0≤ g ≤ 1
lim
²↓0
M∑
j=1
tr(Ω−j T˜ jΩ
−∗
j Ψ
(a)
Q²,g ,k
)=
∫
g (ε)2 trh j (ε)
(
t j (ε)
{
s∗j k (ε)q
+
k (ε)sk j (ε)−δk j q−j (ε)
}) dε
2pi
.
Similarly, if gn ∈C∞0 (R \ΣH ) is a sequence such that 0 ≤ gn ≤ 1 and limn gn(x) = 1 for almost
all x ∈Rwe have
lim
n
M∑
j=1
tr(Ω−j T˜ jΩ
−∗
j Ψ
(a)
Q,gn ,k
)=
∫
trh j (ε)
(
t j (ε)
{
s∗j k (ε)q
+
k (ε)sk j (ε)−δk j q−j (ε)
}) dε
2pi
,
which concludes the proof of Theorem 6.7.
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A Proof of Lemma 6.1
We begin by proving two auxiliary lemmas based on Hypothesis (H5).
Lemma A.1 Under Hypothesis (H5) we have
ad j
H˜k
(χ˜(r )k ) ∈B(H˜
s+ j /2
k ,H˜
s
k ),
for 1≤ j ≤ s+ j ≤ 4ν, k ∈ {1, . . . , M } and r ≥ 0. Furthermore, if s is an integer then the formula
(H˜k − z)sad jH˜k (χ˜
(r )
k )=
s∑
l=0
(
s
l
)
(−i)l ad j+l
H˜k
(χ˜(r )k )(H˜k − z)s−l , (165)
holds on H˜ s+ j /2k .
Proof. By hypothesis the assertion is verified for s = 0. By interpolation, it suffice to prove
the assertion for integer s. We begin by remarking that the identity (81) implies that for all
z ∈Res(H˜k )
(H˜k − z)−s− j /2ad jH˜k (χ˜
(r )
k )=
s∑
l=0
(
s
l
)
il (H˜k − z)−l− j /2ad j+lH˜k (χ˜
(r )
k )(H˜k − z)−s .
This formula is purely algebraic. However, it is justified by Hypothesis (H5) (i) which implies,
by duality, that ad j+l
H˜k
(χ˜(r )k ) ∈B(H˜k ,H˜
−( j+l )/2
k ) for 1≤ l + j ≤ 4ν. For l ∈ {0, . . . ,n} the estimate
‖(H˜k − z)−l− j /2ad j+lH˜k (χ˜
(r )
k )(H˜k − z)−s‖B(H˜ −sk ,H˜k )
≤ ‖(H˜k − z)−l− j /2‖B(H˜ −( j+l )/2k ,H˜ l/2k )‖ad
j+l
H˜k
(χ˜(r )k )‖B(H˜k ,H˜ −( j+l )/2k )‖(H˜k − z)
−s‖B(H˜ −sk ,H˜k ),
shows that (H˜k − z)−s− j /2ad jH˜k (χ˜
(r )
k ) is bounded from H˜
−s
k into H˜k . We conclude that, for
s + j ≤ 4ν we have ad j
H˜k
(χ˜(r )k ) ∈ B(H˜ −sk ,H˜
−s− j /2
k ) and the assertion follows by duality. By
taking the adjoint of the identity (81) we obtain
ad j
H˜k
(χ˜(r )k )(H˜k − z)−s− j /2 =
s∑
l=0
(
s
l
)
(−i)l (H˜k − z)−sad j+lH˜k (χ˜
(r )
k )(H˜k − z)−l− j /2,
which shows that (165) holds. uunionsq
Lemma A.2 Under Hypotheses (H1), (H2), and (H5) we have
(H − z)−1M (r )k −M (r )k (H˜k − z)−1 =
l−1∑
j=1
i j J (r )k ad
j
H˜k
(χ˜(r )k )(H˜k − z)−( j+1)
+ il (H − z)−1 J (r )k adlH˜k (χ˜
(r )
k )(H˜k − z)−l ,
for all z ∈Res(H)∩Res(H˜k ), k ∈ {1, . . . , M }, r ≥ 0 and l ≤ 2ν.
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Proof. Lemma A.1 allows us to write, for j = 1, . . . ,2ν and for all u ∈ H˜ 1+ j /2k , by invoking
Hypothesis (H1) (vi) then the identity (107) and then Hypothesis (H5) (ii)
v ≡ J (r )k ad
j
H˜k
(χ˜(r )k )u = J (r−1)k 1˜(r )k ad
j
H˜k
(χ˜(r )k )u
= J (r−1)k χ˜(r−1)k 1˜(r )k ad
j
H˜k
(χ˜(r )k )u
= J (r−1)k χ˜(r−1)k ad
j
H˜k
(χ˜(r )k )u.
Hypothesis (H2) (ii) implies v ∈ Dom(H) and H v = J (r−1)k H˜k χ˜(r−1)k ad
j
H˜k
(χ˜(r )k )u. By using Hy-
pothesis (H5) (ii) and the identity (107) we may continue with
H v = J (r−1)k H˜k χ˜(r−1)k 1˜(r )k ad
j
H˜k
(χ˜(r )k )u
= J (r−1)k H˜k 1˜(r )k ad
j
H˜k
(χ˜(r )k )u
= J (r−1)k H˜k ad
j
H˜k
(χ˜(r )k )u.
In a similar manner, we show that
J (r )k ad
j
H˜k
(χ˜(r )k )H˜k u = J (r−1)k ad
j
H˜k
(χ˜(r )k )H˜k u,
and we obtain
J (r )k ad
j
H˜k
(χ˜(r )k )H˜k u−H J (r )k ad
j
H˜k
(χ˜(r )k )u =−J (r−1)k [H˜k ,ad
j
H˜k
(χ˜(r )k )]u
= iJ (r−1)k ad
j+1
H˜k
(χ˜(r )k )u
= iJ (r−1)k 1˜(r )k ad
j+1
H˜k
(χ˜(r )k )u
= iJ (r )k 1˜(r )k ad
j+1
H˜k
(χ˜(r )k )u
= iJ (r )k ad
j+1
H˜k
(χ˜(r )k )u.
By setting R ≡ (H − z)−1 and R˜ = (H˜k − z)−1, this identity allows us to write, for all u ∈ H˜ j /2k ,
R J (r )k ad
j
H˜k
(χ˜(r )k )u− J (r )k ad
j
H˜k
(χ˜(r )k )R˜u =R(J (r )k ad
j
H˜k
(χ˜(r )k )H˜k −H J (r )k ad
j
H˜k
(χ˜(r )k ))R˜u
= iR J (r )k ad
j+1
H˜k
(χ˜(r )k )R˜u.
We thus obtain the formula
R J (r )k ad
j
H˜k
(χ˜(r )k )R˜
j = J (r )k ad
j
H˜k
(χ˜(r )k )R˜
j+1+ iR J (r )k ad
j+1
H˜k
(χ˜(r )k )R˜
j+1,
and by iteration,
iR J (r )k adH˜k (χ˜
(r )
k )R˜ =
l−1∑
j=1
i j J (r )k ad
j
H˜k
(χ˜(r )k )R˜
j+1+ il R J (r )k adlH˜k (χ˜
(r )
k )R˜
l .
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We conclude by remarking that
RM (r )k −M (r )k R˜ = iR J (r )k adH˜k (χ˜
(r )
k )R˜,
c.f. Lemma 5.4. uunionsq
Proof of Lemma 6.1. By differentiation of the formula in Lemma A.2 with l = 2ν we obtain
(H − z)−`M (r )k −M (r )k (H˜k − z)−` =
2ν−1∑
j=1
i j J (r )k ad
j
H˜k
(χ˜(r )k )(H˜k − z)−`− j
+ i2ν
`−1∑
j=0
(
`−1
j
)
(H − z)−`+ j J (r )k ad2νH˜k (χ˜
(r )
k )(H˜k − z)−2ν− j .
Thus, it suffices to show that each factor of the type adp
H˜k
(χ˜(r )k )(H˜k − z)−q appearing on the
right hand side of this relation is trace-class. We note that for each one of these factors we
have p ≤ 2ν and q ≥ ν+p/2.
For all p ≤ 2ν, Hypotheses (H1) (ii) and (H5) (ii) imply that (I − χ˜(r−1)k )ad
p
H˜k
(χ˜(r )k )= 0. By (H5)
(iii) we also have χ˜(r+1)k ad
p
H˜k
(χ˜(r )k )= 0. Consequently, we have
adp
H˜k
(χ˜(r )k )=ϕ(r )k ad
p
H˜k
(χ˜(r )k ), (166)
where ϕ(r )k ≡ (χ˜(r−1)k − χ˜(r+1)k ). By writing
adp
H˜k
(χ˜(r )k )(H˜k − z)−q =ϕ(r )k ad
p
H˜k
(χ˜(r )k )(H˜k − z)−q
=
(
ϕ(r )k (H˜k + i)−ν
)(
(H˜k + i)νadpH˜k (χ˜
(r )
k )(H˜k − z)−q
)
,
we remark that the first factor of the right hand side is trace-class by Hypothesis (H5) (iv) while
the second factor is bounded by Lemma A.1 as soon as q ≥ ν+p/2.
Lemma A.2 and the Helffer-Sjöstrand formula (6) allow us to write
f (H)M (r )k −M (r )k f (H˜k )=
2ν−1∑
j=1
i j
j !
J (r )k ad
j
H˜k
(χ˜(r )k ) f
( j )(H˜k )+R,
where the remainder is given by
R = i
2ν−1
2pi
∫
∂ f˜ (z)(H − z)−1 J (r )k ad2νH˜k (χ˜
(r )
k )(H˜k − z)−2νdz∧dz,
and where f˜ is an almost-analytic extension of f of order 2ν+1. By writing
ad j
H˜k
(χ˜(r )k ) f
( j )(H˜k )=ϕ(r )k ad
j
H˜k
(χ˜(r )k ) f
( j )(H˜k )
=
(
ϕ(r )k (H˜k + i)−ν
)(
(H˜k + i)νad jH˜k (χ˜
(r )
k ) f
( j )(H˜k )
)
,
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we note as before that the first factor of the right hand side is trace-class and the second factor
is bounded.
The remainderR is treated in a similar manner with
ad2ν
H˜k
(χ˜(r )k )(H˜k − z)−2ν =
(
ϕ(r )k (H˜k + i)−ν
)(
(H˜k + i)νad2νH˜k (χ˜
(r )
k )(H˜k − z)−2ν
)
,
where the first factor of the right hand side is trace-class. Writing the second factor as
(H˜k + i)νad2νH˜k (χ˜
(r )
k )(H˜k − z)−2ν =
(
(H˜k + i)νad2νH˜k (χ˜
(r )
k )(H˜k + i)−2ν
)(
(H˜k + i)2ν(H˜k − z)−2ν
)
,
we observe that the first factor of the right hand side is bounded by Lemma A.1. The second
factor is bounded by
‖(H˜k + i)2ν(H˜k − z)−2ν‖ ≤ c|Imz|−2ν,
for z ∈ supp f˜ . We deduce thatR is trace-class. uunionsq
B Proof of Lemma 6.12
In this appendix we prove the trace-norm localization Lemma 6.12. We reproduce a large part
of the proof of Lemma 3.2 in [AEGSS]. However, for the reasons stated in the beginning of
Section 6.6, we have to provide an alternative proof of Lemma A.6 in [AEGSS] (Lemma B.4
below) which is the key to the control of the trace-norm.
B.1 Estimates in norm ofB(H )
In this section we prove two estimates, uniform in a ≥ 1 in the norm ofB(H ).
Lemma B.1 Under Hypotheses (H1), (H2), (H3) and (H4) the following estimates hold for all
f ∈C∞0 (R), all 0< γ≤ 1 and all ϕ ∈C∞(R) such that ϕ′ ∈C∞0 (R).
(i)
sup
a≥1
‖[ f (H),ϕ(±A−a)](γ(±A−a)+ i)m‖ <∞.
(ii)
sup
a,α≥1
〈α〉2‖F ((±A−a)<−α)[ f (H),ϕ(±A−a)](γ(±A−a)+ i)m‖ <∞.
Proof. Without loss of generality we may suppose that for R ≡ sup{|x| |x ∈ suppϕ′} > 0 we
have ϕ(x) = 0 if x < −R and ϕ(x) = L ≥ 0 if x > R. We set A′ ≡ σA− a, with σ ∈ {±} and we
consider
‖F (A′ ∈A )[ f (H),ϕ(A′)](γA′+ i)m‖.
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We must show that, uniformly in a ≥ 1 when α→+∞, this expression is O(1) if A = R and
O(α−2) ifA =]−∞,−α[ or, equivalently, ifA =]−∞,−Rα[. We finally remark that Hypothesis
(H4) implies, via Theorem 5.2, that H ∈C m+2loc (A) and thus that f (H) ∈Bm+2A (H ).
(i) By invoking Theorem 4.8 we obtain the expansion
[ f (H),ϕ(A′)]=
m∑
j=1
(−iσ) j
j !
ad jA( f (H))ϕ
( j )(A′)+Rm , (167)
where the remainder is given by the formula
Rm =− (iσ)
m+1
2pii
∫
∂ϕ˜(z)(A′− z)−1adm+1A ( f (H))(A′− z)−m−1 dz∧dz,
ϕ˜ being the almost-analytic extension ofϕ of order m+1 given by (4) (with n =m+1). We eas-
ily show, starting from the formula (4), that there exist constants c1 and c2 such that supp∂ϕ˜⊂
{z = x+ iy | 〈x〉 ≤ c1+ c2|y |}. Taking into account the fact that 0< γ≤ 1 we get that
‖(A′− z)−m(γA′+ i)m‖ ≤ sup
a′∈R
∣∣∣∣ a′+ ia′− z
∣∣∣∣m ≤ c3(1+|Imz|−m),
for all z ∈ supp∂ϕ˜. With the help of the inequality (5) we obtain the estimate
‖Rm(A′+ i)m‖ ≤ c4
∫
|∂ϕ˜(x+ iy)|(|y |−2+|y |−m−2)dxdy
≤ c5
m+3∑
j=0
∫
〈x〉 j−2|ϕ( j )(x)|dx <∞.
Since, for j ≥ 1,
‖ϕ( j )(A′)(γA′+ i)m‖ ≤ sup
x∈R
|ϕ( j )(x)| sup
x∈suppϕ′
|x+ i|m <∞
the expansion (167) allows us to conclude that
sup
a≥1
‖[ f (H),ϕ(A′)](γA′+ i)m‖ <∞.
(ii) We set Aα ≡−α−1(σA−a)−2. We easily verify that F (A′ <−3α)= F (A′ <−3α)h(Aα) for all
α≥ 1 and that h(Aα)ϕ(A′)= 0 for all α≥R. We obtain
‖F (A′ <−3α)[ f (H),ϕ(A′)](γA′+ i)m‖ ≤ ‖h(Aα)[ f (H),ϕ(A′)](γA′+ i)m‖
≤ ‖h(Aα) f (H)ϕ(A′)(γA′+ i)m‖
≤ ‖[ f (H),h(Aα)]ϕ(A′)(γA′+ i)m‖,
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for all α≥R. By applying the expansion (167) to [ f (H),h(Aα)], we have
[ f (H),h(Aα)]=
m+1∑
j=1
(iσα−1) j
j !
ad jA( f (H))h
( j )(Aα)+Rm+1, (168)
where the remainder is given by the formula
Rm+1 =− (−iσα
−1)m+2
2pii
∫
∂h˜(z)(Aα− z)−1adm+2A ( f (H))(Aα− z)−m−2 dz∧dz,
where h˜ is an almost-analytic extension of order m+2. The estimate
‖(Aα− z)−m(γA′+ i)m‖ ≤ sup
a′∈R
∣∣∣∣ αa′+ ia′+2+ z
∣∣∣∣m ≤ c6αm(1+|Imz|−m),
allows us to obtain, as before,
‖Rm+1(γA′+ i)m‖ ≤ c7α−2
∫
|∂h˜(x+ iy)|(|y |−3+|y |−m−3)dxdy
≤ c8α−2
m+4∑
j=0
∫
〈x〉 j−3|h( j )(x)|dx ≤ c9α−2.
Since h( j )(Aα)ϕ(A′)= 0 for α≥R and j ≥ 1, we may conclude that
‖F (A′ <−3α)[ f (H),ϕ(A′)](γA′+ i)m‖ ≤ c9α−2.
uunionsq
We finish this section with a simple lemma.
Lemma B.2 Under Hypotheses (H1), (H2), (H3), and (H4) we have
sup
a≥1,σ∈{±}
‖[ f (H),1k ]h(a)σ (A)(γ(σA−a)+ i)m‖ <∞,
for all k ∈ {0, . . . , M }, f ∈C∞0 (R) and 0< γ≤ 1.
Proof. An elementary analysis shows that
sup
x∈R,σ∈{±}
∣∣∣∣(γ(σx−a)+ ix+ i
)m
h(a)σ (x)
∣∣∣∣≤µ(a)m ≡ ( sup
x≥a−1
1+ (x−a)2
1+x2
)m/2
,
and that µ(a)≤ 2 provided a ≥ 0. The functional calculus allows us to write
sup
a≥1,σ∈{±}
‖[ f (H),1k ]h(a)σ (A)(γ(σA−a)+ i)m‖ ≤ 2m ‖[ f (H),1k ](A+ i)m‖,
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and to reduce the proof to the assertion [ f (H),1k ](A+ i)m ∈B(H ). Since H˜k ∈BmA˜k (H˜
1
k ,H˜k )
by Hypothesis (H4) (ii), Theorem 5.2 implies that f (H) ∈BmA j (H ) for all j ∈ {0, . . . , M } and we
may apply Lemma 4.7 to show that (A j + i)−m f (H)(A j + i)m ∈B(H ). Since 1k A j = 0 for k 6= j ,
Lemma 5.1 implies 1k (A j + i)−m f (H)(A j + i)m = i−m1k f (H)(A j + i)m from which we conclude
that 1k f (H)(A j + i)m is bounded. This leads to the result that
[ f (H),1k ](A+ i)m =
M∑
j=0
(
1 j f (H)1k (Ak + i)m −1k f (H)1 j (A j + i)m
)
=
M∑
j=0
j 6=k
(
1 j f (H)1k (Ak + i)m −1k f (H)1 j (A j + i)m
)
,
is bounded. uunionsq
B.2 The spectral multiplicity of H
We now state a slightly unexpected corollary of Theorem 6.16.
Proposition B.3 Hypotheses (H1)–(H5) imply that the spectral multiplicity of the Hamiltonian
H is locally finite. More precisely, if
U :Hac →
∫ ⊕
h(ε)dε, (169)
denotes the spectral representation associated with the absolutely continuous part of H, then∫
∆
dimh(ε)dε<∞,
for all compact ∆⊂R\ΣH .
Proof. Let ∆⊂R\ΣH . We consider the charge Q ≡ I and the corresponding current
Ψ˜#(a+)g ≡
M∑
k=1
Ψ˜#(a+)g ,k =
M∑
k=1
g (H˜k )i[ f (H˜k ),h
(a)
+ (A˜k )M
∗
k Mk h
(a)
+ (A˜k )]g (H˜k ),
where g ∈C∞0 (R\ΣH ), g = 1 on ∆ and f ∈C∞0 (R). By expanding the commutator we obtain
Ψ˜#(a+)g ,k = g (H˜k )i[ f (H˜k ),h(a)+ (A˜k )]χ˜2k h(a)+ (A˜k )g (H˜k )
+ g (H˜k )h(a)+ (A˜k )i[ f (H˜k ), χ˜2k ]h(a)+ (A˜k )g (H˜k )
+ g (H˜k )h(a)+ (A˜k )χ˜2k i[ f (H˜k ),h(a)+ (A˜k )]g (H˜k ),
and it follows from Lemma 6.2 that the second term of the right hand side of this identity is
trace-class. The two remaining terms have a similar structure. Writing
[ f (H˜k ),h
(a)
+ (A˜k )]g (H˜k )=
(
[ f (H˜k ),h
(a)
+ (A˜k )](A˜k + i)m
)(
(A˜k + i)−m g (H˜k )
)
,
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Hypothesis (H4) shows that the second factor of the right hand side is trace-class. We easily
show, by following the proof of of Lemma B.1 (i), that the first factor is bounded. The current
Ψ˜#(a+)g ,k is thus trace-class and we may apply Theorem 6.16. The diagonal of its integral kernel
is given by
ψg ,k (ε,ε)=
1
2pi
g (ε)2p+k (ε),
and it follows from Theorem 6.17 (iii) that
1
2pi
∫
∆
trhk (ε)(p
+
k (ε))dε≤
1
2pi
∫
g (ε)2trhk (ε)(p
+
k (ε))dε≤ ‖Ψ˜#(a+)g ,k ‖1 <∞.
Since the asymptotic projection P+k commutes with H it admits, in the decomposition (169)
the representation
(U P+k u)(ε)=pi+k (ε)(U u)(ε).
Moreover, Lemma 6.18 allows us to show that for almost all ε the operators p+k (ε) andpi
+
k (ε) are
orthogonal projections. Furthermore the intertwining relation f (H)Ω+k =Ω+k f (H˜k ) implies
(UΩ+k u)(ε)=ω+k (ε)(Uk u)(ε).
The relationsΩ+kΩ
+∗
k = P+k ,Ω+∗k Ω+k = P˜+k and Lemma 6.18 allow us to conclude that
pi+k (ε)=ω+k (ε)ω+∗k (ε), p+k (ε)=ω+∗k (ε)ω+k (ε),
for almost all ε. In particular, we have
trhk (ε)(p
+
k (ε))= trh(ε)(pi+k (ε)),
for almost all ε. It follows from the fact that
∑M
k=1 P
+
k = Pac(H) that∫
∆
trh(ε)(I )dε=
M∑
k=1
∫
∆
trh(ε)(pi
+
k (ε))dε≤ 2pi
M∑
k=1
‖Ψ˜#(a+)g ,k ‖1 <∞,
which, given the fact that dimh(ε)= trh(ε)(I ), concludes the proof. uunionsq
B.3 Trace-norm estimates
The following lemma is the key to control the trace-norm in the proof of Lemma 6.12.
Lemma B.4 Under Hypotheses (H1)–(H5),
sup
a∈R,σ∈{±}
‖(γ(σA−a)+ i)−m g (H)‖1 <∞,
for all g ∈C∞0 (R\ΣH ) and γ> 0 sufficiently small.
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Proof. We set T ≡ (γ(σA−a)+ i)−1 and, without loss of generality, we suppose that
sup
x∈R
|g (x)| ≤ 1.
We begin by showing that T m g (H) is trace-class. We have
T m g (H)=
M∑
k=0
(γ(σAk −a)+ i)−m1k g (H),
where the k = 0 term is bounded uniformly by Hypothesis (H4) (iii),
‖(γ(σA0−a)+ i)−m10g (H)‖1 = ‖(−γa+ i)−m10g (H)‖1 ≤ ‖10g (H)‖1.
For k ∈ {1, . . . , M } Hypothesis (H1) (v) and the identity (107) imply that (1k −χ2k )1(2)k = (1(2)k −
χ2k )1
(2)
k = 0. Hypothesis (H1) (iii) allows us to conclude that (1k −χ2k )= (1k −χ2k )1(2)0 . It follows
from this identity and from (134) that
(γ(σAk −a)+ i)−m1k g (H)=Mk (γ(σA˜k −a)+ i)−m M∗k g (H)+ (−γa+ i )−m(1k −χ2k )g (H)
=Mk (γ(σA˜k −a)+ i)−m g (H˜k )M∗k
+Mk (γ(σA˜k −a)+ i)−m(M∗k g (H)− g (H˜k )M∗k )
+ (−γa+ i )−m(1k −χ2k )1(2)0 g (H).
The first term on the right hand side of this identity is trace-class by Hypothesis (H4) (i).
Lemma 6.1 shows that the second term is trace-class. Finally, the last term is trace-class by
Hypothesis (H4) (iii).
We now show that T m g (H) is uniformly bounded in L 1(H ). Let f ∈ C∞0 (R \ΣH ) such that
0≤ f ≤ 1 and f g = g . We begin with the identity
T m g (H)= f (H)T m g (H)+ [T m , f (H)]g (H). (170)
By invoking Lemma 4.7 to expand the commutator of the second term of the right hand side
of this identity we obtain
[T m , f (H)]=
m∑
j=1
(
m
j
)
(iγσ) j T j ad jA( f (H))T
m ≡BT m .
Hypothesis (H4) (ii) and Theorem 5.2 allow us to estimate
‖B‖ ≤
m∑
j=1
(
m
j
)
γ j‖ad jA( f (H))‖ ≤Cγ,
for a constant C and γ small enough. We may thus conclude from identity (170)
‖T m g (H)‖1 ≤ ‖ f (H)T m g (H)‖1+Cγ‖T m g (H)‖1,
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and conclude that for γ< (2C )−1 we have
‖T m g (H)‖1 ≤ 2‖ f (H)T m g (H)‖1.
Since g = f g and |g | ≤ 1 we may also write
‖T m g (H)‖1 ≤ 2‖ f (H)T m f (H)‖1 ≤ 2‖ f (H)|T |m f (H)‖1 = 2tr( f (H)|T |m f (H)).
We consider now the spectral representation (169). Since the spectrum of H is purely abso-
lutely continuous on supp f we have
f (H)|T |m f (H)= Pac(H) f (H)|T |m f (H)Pac(H),
and Theorem 6.17 allows us to conclude that this operator has an integral kernel c(ε,ε′) ∈
L 1(h(ε′),h(ε)) such that
tr( f (H)|T |m f (H))=
∫
supp f
tr(c(ε,ε))dε.
Lemma 6.19 implies∫
(u(ε),c(ε,ε)u(ε))h(ε) dε= lim
η↓0
∫ ∞
−∞
e−η|t |(u,e−it H f (H)|T |m f (H)eit H u)dt
= lim
η↓0
∫ ∞
−∞
e−η|t |‖|T |m/2 f (H)eit H u‖2 dt . (171)
We shall estimate this last integral. We note that for all α≥ 0 we have
‖|T |m/2F (γ|σA−a| >α)‖ ≤ 〈α〉−m/2,
and thus
‖|T |m/2 f (H)e−iσt H f (H)|T |m/2‖
≤ ‖F (γ|σA−a| ≤α)e−iσt H f (H)2F (γ|σA−a| ≤α)‖+3〈α〉−m/2
≤ ‖F (γ(σA−a)≤α)e−iσt H f (H)2F (γ(σA−a)≥−α)‖+3〈α〉−m/2.
Setting α= γϑt/2≥ 0, Hypothesis (H4) (i) and Theorem 5.2 allow us to apply Proposition 4.27
to obtain
‖F (γ(σA−a)≤ γϑt/2)e−iσt H f (H)2F (γ(σA−a)≥−γϑt/2)‖ ≤ c〈ϑt〉−s ,
for constants c and s > 1, uniformly in a. We thus have
‖|T |m/2 f (H)e−iσt H f (H)|T |m/2‖ ≤ c1
(〈t〉−s +〈t〉−m/2) ,
for t ≥ 0. This inequality extends to all t ∈R by taking the adjoint. Taking into account the fact
that
|T |m/2 f (H)(H − z)−1 f (H)|T |m/2 =±i
∫ ∞
0
|T |m/2 f (H)e∓it (H−z) f (H)|T |m/2 dt ,
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we get
sup
z∈C\R
‖|T |m/2 f (H)(H − z)−1 f (H)|T |m/2‖ ≤ c2,
for all a ≥ 1. By invoking Theorem XIII.25 of [RS4] and its corollary we obtain∫ ∞
−∞
‖|T |m/2 f (H)eit H u‖2 dt ≤ c3 ‖u‖2,
with c3 = 2c2. Relation (171) thus allows us to write
0≤
∫
(u(ε),c(ε,ε)u(ε))h(ε) dε≤
∫
(u(ε),c3u(ε))h(ε) dε,
from which we get ess− suppε∈R ‖c(ε,ε)‖ ≤ c3 and
trh(ε)(c(ε,ε))≤ c3trh(ε)(I ),
for almost all ε. Consequently
‖T m g (H)‖1 ≤ 2tr( f (H)|T |m f (H))
= 2
∫
supp f
tr(c(ε,ε))dε
≤ 2c3
∫
supp f
trh(ε)(I )dε
≤ c4 <∞,
by an application of Proposition B.3. uunionsq
B.4 Proof of Lemma 6.12
Since h(a)σ (0)= 0 for a ≥ 1, Lemma 5.1 implies
h(a)σ (A)=
M∑
j=0
1 j h
(a)
σ (A j )1 j ,
and thus h(a)σ (Ak )= 1k h(a)σ (A)= h(a)σ (A)1k which allows us to write, with A′ ≡σA−a, 0< γ< 1
andA ⊂R
‖F (A′ ∈A )[ f (H),h(a)σ (Ak )]g (H)‖1 = ‖F (A′ ∈A )[ f (H),h(a)σ (A)1k ]g (H)‖1
≤ ‖F (A′ ∈A )[ f (H),h(a)σ (A)1k ](γA′+ i)m‖‖(γA′+ i)−m g (H)‖1.
If γ > 0 is sufficiently small, the second factor of the right hand side of this inequality is uni-
formly bounded for a ∈R by Lemma B.4. We must thus control the first factor and show that it
is uniformly bounded ifA =R and that it decreases as 〈α〉−s uniformly in a ifA =]−∞,−α[.
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From h(a)σ = h(a−2)σ h(a)σ we obtain
h(a)σ (A)1k = h(a−2)σ (A)h(a)σ (A)1k = h(a−2)σ (A)1k h(a)σ (A),
and thus
[ f (H),1k h
(a)
σ (Ak )]= [ f (H),h(a−2)σ (A)]1k h(a)σ (A)+h(a−2)σ (A)1k [ f (H),h(a)σ (A)]
+h(a−2)σ (A)[ f (H),1k ]h(a)σ (A),
then
F (A′ ∈A )[ f (H),h(a)σ (A)1k ](γA′+ i)m
= F (A′ ∈A )[ f (H),h(a−2)σ (A)](γA′+ i)mh(a)σ (A)1k
+1k h(a−2)σ (A)F (A′ ∈A )[ f (H),h(a)σ (A)](γA′+ i)m
+h(a−2)σ (A)F (A′ ∈A )[ f (H),1k ]h(a)σ (A)(γA′+ i)m .
In the corresponding estimate
‖F (A′ ∈A )[ f (H),h(a)σ (Ak )](γA′+ i)m‖ (172)
≤ ‖F (A′ ∈A )[ f (H),h(a−2)σ (A)](γA′+ i)m‖
+‖F (A′ ∈A )[ f (H),h(a)σ (A)](γA′+ i)m‖
+‖h(a−2)σ (A)F (A′ ∈A )‖‖[ f (H),1k ]h(a)σ (A)(γA′+ i)m‖,
the second factor of the last term of the right hand side is uniformly bounded for a ≥ 1 by
Lemma B.2. The first factor is uniformly bounded for a ∈R and vanishes whenA ∩ [a−3,∞[
is empty. In particular, for all s > 0 there exists a constant Cs such that
‖h(a−2)σ (A)F (σA < a−α)‖‖[ f (H),1k ]h(a)σ (A)(γ(σA−a)+ i)m‖ ≤Cs〈α〉−s ,
for all a,α≥ 1. The two first terms of the right hand side of (172) are both of the form
‖F (A′ ∈A )[ f (H),ϕ(A′)](γA′+ i)m‖,
where ϕ′ ∈C∞0 (]−3,1[) and 0≤ϕ≤ 1. Applying Lemma B.1 completes the proof. uunionsq
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