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The ability to estimate parameters depends on two things, namely, identifiability [1], which
is ability to distinguish distinct parameters, and persistent excitation, which refers to the spectral2
content of the signals needed to ensure convergence of the parameter estimates to the true
parameter values [2]–[4]. Roughly speaking, the level of persistency must be commensurate4
with the number of unknown parameters. For example, a harmonic input has two-dimensional
persistency and thus can be used to identify two parameters, whereas white noise is sufficiently6
persistent for identifying an arbitrary number of parameters. Within the context of adaptive
control, persistent excitation is needed to avoid bursting [5]; recent research has focused on8
relaxing these requirements [6]–[8].
Under persistent excitation, a key issue in practice is the rate of convergence, especially10
under changing conditions. For example, the parameters of a system may change abruptly, and
the goal is to ensure fast convergence to the modified parameter values. In this case, it turns out12
that the rate of convergence depends on the ability to forget past parameters and incorporate new
information. As discussed in “Summary,” the ability to accommodate new information depends14
on the ability to forget; the ability to forget is thus crucial to the ability to learn. This paradox
is widely recognized, and effective forgetting is of intense interest in machine learning [9]–[12].16
In the first half of the present article, classical forgetting within the context of recursive least
squares (RLS) is considered. In the classical RLS formulation [13]–[16], a constant forgetting18
factor λ ∈ (0, 1] can be set by the user. However, it often occurs in practice that the performance
of RLS is extremely sensitive to the choice of λ, and suitable values in the range 0.99 to20
0.9999 are typically found by trial-and-error testing. This difficulty has motivated extensions
of classical RLS in the form of variable-rate forgetting [17]–[23], constant trace adjustment,22
covariance resetting, and covariance modification [24], [25].
In the second half of this article, variable-direction forgetting (VDF), a technique that24
1
complements variable-rate forgetting is considered. Direction-dependent forgetting has been
widely studied within the context of recursive least squares [26]–[32]. In the absence of persistent2
excitation, new information is confined to a limited number of directions. The goal of VDF is
thus to determine these directions and thereby constrain forgetting to the directions in which4
new information is available. VDF allows RLS to operate without divergence during periods of
loss of persistency.6
The goal of this tutorial article is to investigate the effect of forgetting within the context
of RLS in order to motivate the need for VDF. With this motivation in mind, the article develops8
and illustrates RLS with VDF. The presentation is intended for graduate students who may wish
to understand and apply this technique to system identification for modeling and adaptive control.10
Table 1 and 2 summarizes the results and examples in this article. Some of the content in this
article appeared in preliminary form in [33].12
Although, in practical applications, all sensor measurements are corrupted by noise, the
effect of sensor noise is not considered in this article in order to focus on the loss of persistency.14
Alternative interpretations of RLS in the special case of zero-mean, white sensor noise are
presented in “RLS as a One-Step Optimal Predictor” and “RLS as a Maximum Likelihood16
Estimator”.
Recursive Least Squares18
Consider the model
yk = φkθ, (1)
where, for all k ≥ 0, yk ∈ Rp is the measurement, φk ∈ Rp×n is the regressor matrix, and θ ∈ Rn
is the vector of unknown parameters. The goal is to estimate θ as new data become available.
One approach to this problem is to minimize the quadratic cost function
Jk(θˆ)
△
=
k∑
i=0
λk−i(yi − φiθˆ)T(yi − φiθˆ) + λk+1(θˆ − θ0)TR(θˆ − θ0), (2)
where λ ∈ (0, 1] is the forgetting factor, R ∈ Rn×n is positive definite, and θ0 ∈ Rn is the
initial estimate of θ. The forgetting factor applies higher weighting to more recent data, thereby20
enhancing the ability of RLS to use incoming data to estimate time-varying parameters. The
following result is recursive least squares.22
Theorem 1: For all k ≥ 0, let φk ∈ Rp×n and yk ∈ Rp, let R ∈ Rn×n be positive definite,
and define P0
△
= R−1, θ0 ∈ Rn, and λ ∈ (0, 1]. Furthermore, for all k ≥ 0, denote the minimizer
2
TABLE 1: Summary of definitions and results in this article.
Definition 1 Persistently exciting regressor
Definition 2 Lyapunov stable equilibrium
Definition 3 Uniformly Lyapunov stable equilibrium
Definition 4 Globally aymptotically stable equilibrium
Definition 5 Uniformly globally geometrically stable equilibrium
Theorem 1-2 Recursive least squares (RLS)
Theorem 3-5 Lyapunov stability theorems
Theorem 6 Lyapunov analysis of RLS for λ ∈ (0, 1)
Theorem 7 Stability analysis of RLS for λ ∈ (0, 1] based on θk
Theorem S1 A Quadratic Cost Function for Variable-Direction RLS
Proposition 1 Recursive update of P−1k with uniform-direction forgetting
Proposition 2 Data-dependent subspace constraint on θk
Proposition 3 Bounds on Pk for λ = 1
Proposition 4 Bounds on Pk for λ ∈ (0, 1)
Proposition 5 Converse of Proposition 4
Proposition 6 Convergence of zk with uniform-direction forgetting
Proposition 7 Persistent excitation and Ak
Proposition 8 Recursive update of P−1k with variable-direction forgetting
Proposition 9 Convergence of zk with variable-direction forgetting
Proposition 10 Bounds on Pk with variable-direction forgetting
of (2) by
θk+1 = argmin
θˆ∈Rn
Jk(θˆ). (3)
Then, for all k ≥ 0, θk+1 is given by
Pk+1 =
1
λ
Pk − 1
λ
Pkφ
T
k
(
λIp + φkPkφ
T
k
)−1
φkPk, (4)
θk+1 = θk + Pk+1φ
T
k (yk − φkθk). (5)
Proof: See [13]. 
The following result is a variation of Theorem 1, where the updates of Pk and θk are
reversed.2
Theorem 2: For all k ≥ 0, let φk ∈ Rp×n and yk ∈ Rp, let R ∈ Rn×n be positive definite,
3
TABLE 2: Summary of examples in this article.
Example 1 Pk converges to zero without persistent excitation
Example 2 Persistent excitation and bounds on P−1k
Example 3 Lack of persistent excitation and bounds on P−1k
Example 4 Convergence of zk and θk
Example 5 Using κ(Pk) to determine whether (φk)
∞
k=0 is persistently exciting
Example 6 Effect of λ on the rate of convergence of θk
Example 7 Lack of persistent excitation in scalar estimation
Example 8 Subspace constrained regressor
Example 9 Effect of lack of persistent excitation on θk
Example 10 Lack of persistent excitation and the information-rich subspace
Example 11 Variable-direction forgetting for a regressor lacking persistent excitation
Example 12 Effect of variable-direction forgetting on θk
and define P0
△
= R−1, θ0 ∈ Rn, and λ ∈ (0, 1]. Furthermore, for all k ≥ 0, denote the minimizer
of (2) by (3). Then, for all k ≥ 0, θk+1 is given by
θk+1 = θk + Pkφ
T
k (λI + φkPkφ
T
k )
−1(yk − φkθk), (6)
Pk+1 =
1
λ
Pk − 1
λ
Pkφ
T
k (λI + φkPkφ
T
k )
−1φkPk. (7)
Proof: See [13]. 
Proposition 1: Let λ ∈ (0,∞), and let (Pk)∞k=0 be a sequence of n × n positive-definite
matrices. Then, for all k ≥ 0, (Pk)∞k=0 satisfies (4) if and only if, for all k ≥ 0, (Pk)∞k=0 satisfies
P−1k+1 = λP
−1
k + φ
T
k φk. (8)
Proof: To prove necessity, it follows from (8) and matrix-inversion lemma, that
Pk+1 = (λP
−1
k + φ
T
k φk)
−1
= (λP−1k )
−1 − (λP−1k )−1φTk (Ip + φk(λP−1k )−1φTk )−1φk(λP−1k )−1
=
1
λ
Pk − 1
λ
Pkφ
T
k
(
λIp + φkPkφ
T
k
)−1
φkPk.
Reversing these steps proves sufficiency. 
Let k ≥ 0. By defining the parameter error
θ˜k
△
= θk − θ, (9)
4
it follows that
φiθk − yi = φiθ˜k. (10)
Using (10) with k replaced by k + 1, it follows that the minimum value of Jk is given by
Jk(θk+1) =
k∑
i=0
λk−iθ˜Tk+1φ
T
i φiθ˜k+1 + λ
k+1(θ˜k+1 − θ˜0)TR(θ˜k+1 − θ˜0). (11)
Furthermore, (5) and (9) imply that θ˜k satisfies
θ˜k+1 = (In − Pk+1φTk φk)θ˜k (12)
= λPk+1P
−1
k θ˜k. (13)
Finally, it follows from (13) that, for all k, l ≥ 0,
θ˜k = λ
k−lPkP
−1
l θ˜l. (14)
The following result shows that the estimate θk of θ is constrained to a data-dependent2
subspace. Let R(A) denote the range of the matrix A.
Proposition 2: For all k ≥ 0, let φk ∈ Rp×n and yk ∈ Rp, let R ∈ Rn×n be positive
definite, let θ0 ∈ Rn, let λ ∈ (0, 1], and define θk+1 by (3). Then, θk+1 satisfies(
k∑
i=0
λk−iφTi φi + λ
k+1R
)
θk+1 =
k∑
i=0
λk−iφTi yi + λ
k+1Rθ0. (15)
Furthermore,
θk+1 ∈ R(ΦTkΦk +R−1ΦTkΦkR−1 + θ0θT0 ), (16)
where
Φk
△
= [φT0 · · · φTk ]T ∈ R(k+1)p×n. (17)
Proof: Note that
Jk(θˆ) = θˆ
TAkθˆ + θˆ
Tbk + ck,
where
Ak
△
=
k∑
i=0
λk−iφTi φi + λ
k+1R,
bk
△
=
k∑
i=0
−λk−iφTi yi − λk+1Rθ0,
ck
△
=
k∑
i=0
λk−iyTi yi + λ
k+1θT0 Rθ0.
5
Since Ak is positive definite, it follows from Lemma 1 in [13] that the minimizer θk+1 of Jk2
satisfies (15).
Next, define Wk
△
= diag(λ−1Ip, . . . , λ−1−kIp) ∈ R(k+1)p×(k+1)p. Using (15) and Lemma 1
from “Three Useful Lemmas,” it follows that
θk+1 =
(
In + Φ
T
kWkΦk
)−1( k∑
i=0
λ−i−1R−1φTi yi + θ0
)
=
k∑
i=0
(
In + Φ
T
kWkΦk
)−1
λ−i−1R−1φTi yi +
(
In + Φ
T
kWkΦk
)−1
θ0
∈
k∑
i=0
R([ΦTk R−1φTi ]) +R([ΦTk θ0])
= R([ΦTk R−1ΦTk θ0])
= R(ΦTkΦk +R−1ΦTkΦkR−1 + θ0θT0 ).
2
Table 3 summarizes various expressions for the RLS variables.
TABLE 3: Alternative expressions for the RLS variables.
Variable Expression Equation
Pk • Pk+1 = 1
λ
Pk − 1
λ
Pkφ
T
k
(
λIp + φkPkφ
T
k
)−1
φkPk (4)
• P−1k+1 = λP−1k + φTk φk (8)
• P−1k+1 = λk+1P−10 +
∑k
i=0 λ
k−iφTi φi (8)
θk • θk+1 = θk + Pk+1φTk (yk − φkθk) (5)
• θk+1 = θk + PkφTk (λIp + φkPkφTk )−1(yk − φkθk) (6)
• θk+1 = Pk+1
(∑k
i=0 λ
k−iφTi yi + λ
k+1P−10 θ0
)
(15)
θ˜k • θ˜k = θk − θ (9)
• θ˜k+1 = (In − Pk+1φTk φk)θ˜k (12)
• θ˜k+1 = λPk+1P−1k θ˜k (13)
• θ˜k = λk−lPkP−1l θ˜l (14)
6
Persistent Excitation and Forgetting4
This section defines persistent excitation of the regressor sequence and investigates the
effect of persistent excitation and forgetting on Pk. For all j ≥ 0 and k ≥ j, define
Fj,k
△
=
k∑
i=j
φTi φi. (18)
Definition 1: The sequence (φk)
∞
k=0 ⊂ Rp×n is persistently exciting if there exist N ≥ n/p
and α, β ∈ (0,∞) such that, for all j ≥ 0,
αIn ≤ Fj,j+N ≤ βIn. (19)
Suppose that (φk)
∞
k=0 is persistently exciting and (19) is satisfied for given values ofN,α, β.
Then, with suitably modified values of α and β, (19) is satisfied for all larger values of N . For2
example, if N is replaced by 2N, then (19) is satisfied with α replaced by 2α and β replaced
by 2β. The following result expresses (8) in terms of F0,k in the case where λ = 1.4
Lemma 1: Let λ = 1 and, for all k ≥ 1, define Pk as in Theorem 1. Then,
P−1k = F0,k + P
−1
0 . (20)
The following result shows that, if (φk)
∞
k=0 is persistently exciting and λ = 1, then Pk
converges to zero.6
Proposition 3: Assume that (φk)
∞
k=0 ∈ Rp×n is persistently exciting, let N,α, β be given
by Definition 1, let R ∈ Rn×n be positive definite, define P0 △= R−1, let λ = 1, and, for all
k ≥ 0, let Pk be given by (4). Then, for all k ≥ N + 1,⌊
k
N+1
⌋
αIn + P
−1
0 ≤ P−1k ≤
⌈
k
N+1
⌉
βIn + P
−1
0 . (21)
Furthermore,
lim
k→∞
Pk = 0. (22)
Proof: First, note that, for all k ≥ 0,
F0,k =
⌊
k
N+1
⌋
∑
i=1
F(i−1)(N+1),i(N+1)−1 + F⌊ k
N+1
⌋
(N+1),k
≤
⌈
k
N+1
⌉
∑
i=1
F(i−1)(N+1),i(N+1)−1,
7
and thus (19) implies that
⌊
k
N+1
⌋
αIn ≤
⌊
k
N+1
⌋
∑
i=1
F(i−1)(N+1),i(N+1)−1
≤
⌈
k
N+1
⌉
∑
i=1
F(i−1)(N+1),i(N+1)−1
≤ ⌈ k
N+1
⌉
βIn. (23)
It follows from Lemma 1 and (23) that, for all k ≥ N + 1,⌊
k
N+1
⌋
αIn + P
−1
0 ≤ F
0,
⌊
k
N+1
⌋
(N+1)−1
+ P−10
≤ F0,k + P−10
= P−1k
≤ F
0,
⌈
k
N+1
⌉
(N+1)−1
+ P−10
≤ ⌈ k
N+1
⌉
βIn + P
−1
0 .
Finally, it follows from (21) that limk→∞ Pk = 0. 
The following example shows that limk→∞ Pk = 0 does not imply that (φk)∞k=0 is
persistently exciting.2
Example 1: Pk converges to zero without persistent excitation. For all k ≥ 0, let φk =
1√
k+1
. Let λ = 1. For all N ≥ 1, note that Fj,j+N ≤ N+1j+1 , and thus there does not exist α
satisfying (19). Hence, (φk)
∞
k=0 is not persistently exciting. However, it follows from (8) that,
for all k ≥ 0,
P−1k =
k∑
i=0
1
i+ 1
+ P−10 . (24)
Thus, limk→∞ Pk = 0. ⋄
The following result given in [34] shows that, if (φk)
∞
k=0 is persistently exciting and λ ∈4
(0, 1), then Pk is bounded.
Proposition 4: Assume that (φk)
∞
k=0 ∈ Rp×n is persistently exciting, let N,α, β be given
by Definition 1, let R ∈ Rn×n be positive definite, define P0 △= R−1, let λ ∈ (0, 1), and, for all
k ≥ 0, let Pk be given by (4). Then, for all k ≥ N + 1,
λN(1− λ)α
1− λN+1 In ≤ P
−1
k ≤
β
1− λN+1 In + P
−1
N . (25)
8
Proof: It follows from (8) that, for all i ≥ 0, λP−1i ≤ P−1i+1 and φTi φi ≤ P−1i+1, and thus, for
all i, j ≥ 0, λjP−1i ≤ P−1i+j. Hence, for all k ≥ N + 1,
αIn ≤
k−1∑
i=k−N−1
φTi φi
≤
k∑
i=k−N
P−1i
≤ (λ−N + · · ·+ 1)P−1k
=
1− λN+1
λN(1− λ)P
−1
k ,
which proves the first inequality in (25). To prove the second inequality in (25), note that, for
all k ≥ N + 1,
P−1k ≤
1− λ
1− λN+1
k+N−1∑
i=k−1
P−1i+1
≤ 1− λ
1− λN+1
(
λ
k+N−1∑
i=k−1
P−1i + βIn
)
≤ 1− λ
1− λN+1
(
λk
N∑
i=0
P−1i +
1− λk
1− λ βIn
)
≤ λk−NP−1N +
(1− λk)β
1− λN+1 In.
≤ P−1N +
β
1− λN+1 In.
6
The next result, which is an immediate consequence of (8), is a converse of Proposition
4.2
Proposition 5: Define φk, yk, R, and P0 as in Theorem 1, let λ ∈ (0, 1), and let Pk be given
by (4). Furthermore, assume there exist α, β ∈ (0,∞) such that, for all k ≥ 0, αIn ≤ P−1k ≤ βIn.
Let N ≥ λβ−α
(1−λ)α . Then, for all j ≥ 0,
[(1 + (1− λ)N)α− λβ]In ≤
j+N∑
i=j
φTi φi ≤
1− λN+1
λN(1− λ)βIn. (26)
Consequently, (φk)
∞
k=0 is persistently exciting.
9
Proof: Note that, for all j ≥ 0,
[(1 + (1− λ)N)α− λβ]In = αIn + (1− λ)NαIn − βIn
≤ P−1j+N+1 + (1− λ)
j+N∑
i=j+1
P−1i − λP−1j
=
j+N∑
i=j
(P−1i+1 − λP−1i )
=
j+N∑
i=j
φTi φi,
which proves the first inequality in (26). To prove the second inequality in (26), note that
(8) implies that, for all i ≥ 0, λP−1i ≤ P−1i+1 and φTi φi ≤ P−1i+1, and thus, for all i, j ≥ 0,
λjP−1i ≤ P−1i+j. Hence, for all j ≥ 0,
j+N∑
i=j
φTi φi ≤
j+N∑
i=j
P−1i+1
≤ (λ−N + · · ·+ 1)P−1j+N+1
≤ 1− λ
N+1
λN (1− λ)βIn.
Finally, it follows from Definition 1 with N ≥ λβ−α
(1−λ)α , α = (1 + (1 − λ)N)α − λβ, and4
β = 1−λ
N+1
λN (1−λ)β, that (φk)
∞
k=0 is persistently exciting. 
The proof of Proposition 5 shows that the condition N ≥ λβ−α
(1−λ)α is needed to satisfy the2
lower bound in Definition 1. However, the upper bound in Definition 1 is satisfied for all N ≥ 1.
Example 2: Persistent excitation and bounds on P−1k . Let φk = [uk uk−1], where uk is
the periodic signal
uk = sin
2pik
17
+ sin
2pik
23
+ sin
2pik
53
. (27)
Figure 1 shows the singular values of Fj,j+N for N = 2 and N = 10, as well as the singular4
values of P−1k with the corresponding upper and lower bounds given by (25) for N = 2 and
N = 10. ⋄6
Example 3: Lack of persistent excitation and bounds on P−1k . Let φk = [uk uk−1], where
uk is given by (27) for all k < 2500 and uk = 1 for all k ≥ 2500. Figure 2 shows the singular8
values of Fj,j+2 and the singular values of P
−1
k for λ = 1 and λ = 0.9, respectively. Note that,
for λ = 1, one of the singular values of P−1k diverges, whereas, for λ ∈ (0, 1), one of singular10
values of P−1k converges to zero. ⋄
10
The following result shows that the predicted error zk
△
= φkθk − yk converges to zero
whether or not (φk)
∞
k=0 is persistent.2
Proposition 6: For all k ≥ 0, let φk ∈ Rp×n and yk ∈ Rp, let R ∈ Rn×n be positive
definite, and let P0 = R
−1, θ0 ∈ Rn, and λ ∈ (0, 1]. Furthermore, for all k ≥ 0, let Pk and θk
be given by (4) and (5), respectively, and define the predicted error zk
△
= φkθk − yk. Then,
lim
k→∞
zk = 0. (28)
Proof: For all k ≥ 0, note that zk = φkθ˜k, and define Vk △= θ˜Tk P−1k θ˜k. Note that, for all
k ≥ 0 and θ˜k ∈ Rn, Vk ≥ 0. Furthermore, for all k ≥ 0,
Vk+1 − Vk = θ˜Tk+1P−1k+1θ˜k+1 − θ˜Tk P−1k θ˜k
= λ2θ˜Tk P
−1
k Pk+1P
−1
k θ˜k − θ˜Tk P−1k θ˜k
= (λθ˜Tk+1 − θ˜Tk )P−1k θ˜k
= −[(1− λ)θ˜Tk + λθ˜Tk φTkφkPk+1]P−1k θ˜k
= −[(1− λ)θ˜Tk P−1k θ˜k + λθ˜Tk φTk φkPk+1P−1k θ˜k]
= −[(1− λ)θ˜Tk P−1k θ˜k + θ˜Tk φTk [Ip − φkPkφTk (λIp + φkPkφTk )−1]φkθ˜k]
= −[(1− λ)Vk + zTk [Ip − φkPkφTk (λIp + φkPkφTk )−1]zk]
≤ 0.
Note that, since (Vk)
∞
k=1 is a nonnegative, nonincreasing sequence, it converges to a nonnegative
number. Hence, limk→∞(Vk+1− Vk) = 0, which implies that limk→∞[(1− λ)Vk + zTk Rkzk] = 0,4
where Rk
△
= Ip − φkPkφTk (λIp + φkPkφTk )−1. Lemma 2 from “Three Useful Lemmas” implies
that Rk is positive definite. Since Vk ≥ 0, it follows that limk→∞ zk = 0. 6
The following example shows that θk may converge despite the fact that (φk)
∞
k=0 is not
persistent.8
Example 4: Convergence of zk and θk. Consider the first-order system
yk =
0.8
q− 0.4uk, (29)
where q is the forward-shift operator. Define φk
△
= [yk−1 uk−1], so that yk = φkθ, where θ
consists of the coefficients in (29). To apply RLS, let P0 = I2, θ0 = 0, and λ = 0.999. Figure 310
shows the shows the singular values of Fj,j+10, the predicted error zk, and the parameter estimate
θk for two choices of the input uk. In the first case, for all k ≥ 0, uk = 1, whereas in the second12
case, for all k ≥ 0, uk = 1. For both choices of uk, the predicted error zk converges to zero,
11
which confirms Proposition 6, and θk converges. Note that, in these two cases, θk converges to
different parameter values, neither of which is the true value. ⋄2
Table 4 summarizes the results in this section.
TABLE 4: Behavior of Pk with and without persistent excitation.
Excitation \ λ λ = 1 λ ∈ (0, 1)
Persistent • Pk converges to zero • Pk is bounded
• Proposition 3 • Propositions 4, 5
• Example 2 • Example 2
Not Persistent • All singular values of Pk
are bounded
• Some singular values of
Pk diverge
• Some of these converge to
zero
• The remaining singular
values are bounded
• Example 3 • Example 3
Persistent Excitation and the Condition Number4
For nonsingular A ∈ Rn×n, the condition number of A is defined by
κ(A)
△
=
σmax(A)
σmin(A)
, (30)
For B ∈ Rn×m, let ‖B‖ denotes the maximum singular value of B. If A is positive definite,
then
‖A−1‖−1In = σmin(A)In ≤ A ≤ σmax(A)In = ‖A‖In. (31)
Therefore, if α, β ∈ (0,∞) satisfy α ≤ σmin(A) and σmax(A) ≤ β, then κ(A) ≤ β/α. Thus, if
λ = 1 and (φk)
∞
k=0 is persistently exciting with N,α, β given by Definition 1, then (21) implies
that
κ(Pk) ≤ β
α
. (32)
Similarly, if λ ∈ (0, 1) and (φk)∞k=0 is persistently exciting with N,α, β given by Definition 1,
then (25) implies that
κ(Pk) ≤ β + (1− λ
N+1)‖P−1N ‖
λN(1− λ)α . (33)
However, as shown by Example 3, in the case where (φk)
∞
k=0 is not persistently exciting, there
might not exist α > 0 satisfying (19), and thus κ(Pk) cannot be bounded. Hence κ(Pk) can be6
12
used to determine whether or not (φk)
∞
k=0 is persistently exciting, where a bounded condition
number implies that (φk)
∞
k=0 is persistently exciting, and a diverging condition number implies2
that φk is not persistently exciting, as illustrated by the following example. [35] provides a
recursive algorithm for computing κ(Pk).4
Example 5: Using the condition number of Pk to determine whether (φk)
∞
k=0 is persistently
exciting. Consider the 5th-order system
yk =
0.68q4 − 0.16q3 − 0.12q2 − 0.18q + 0.09
q5 − q4 + 0.41q3 − 0.17q2 − 0.03q + 0.01uk, (34)
where uk is given by (27). To apply RLS, let θ consist of the coefficients in (34) and let
φk = [uk−1 · · · uk−5 yk−1 · · · yk−5], (35)
so that yk = φkθ. Letting P0 = I10, Figure 4 shows the singular values of Fj,j+20 and the singular
values and condition number of Pk for λ = 1 and λ = 0.99. In particular, the smallest singular6
value of Fj,j+20 is essentially zero, which indicates that (φk)
∞
k=0 is not persistently exciting.
Consequently, in the case where λ = 0.99, Pk becomes ill-conditioned. ⋄8
In Example 5, the regressor (φk)
∞
k=0 is not persistently exciting. Consequently, in the case
where λ = 1, it follows from (20) that Pk is bounded by P0, and thus all of the singular values10
of Pk are bounded; this property is illustrated by Figure 4. However, Figure 4 also shows that
not all of the singular values of Pk converge to zero. On the other hand, in the case where12
λ = 0.99, Figure 4 shows that some of the singular values of Pk are bounded, whereas the
remaining singular values diverge. This example thus shows that singular values can diverge due14
to the lack of persistent excitation with λ ∈ (0, 1).
Lyapunov Analysis of the Parameter Error16
Let k ≥ 0, and consider the system
xk+1 = f(k, xk), (36)
where xk ∈ Rn, f : {0, 1, 2, . . .} × Rn → Rn is continuous, and, for all k ≥ 0, f(k, 0) = 0. Let
D ⊂ Rn be an open set such that 0 ∈ D.18
Definition 2: The zero solution of (36) is Lyapunov stable if, for all ε > 0 and k0 ≥ 0,
there exists δ(ε, k0) > 0 such that, for all xk0 ∈ Rn satisfying ‖xk0‖ < δ(ε, k0), it follows that,20
for all k ≥ k0, ‖xk‖ < ε.
Definition 3: The zero solution of (36) is uniformly Lyapunov stable if, for all ε > 0, there22
exists δ(ε) > 0 such that, for all k0 ≥ 0 and all xk0 ∈ Rn satisfying ‖xk0‖ < δ(ε), it follows
that, for all k ≥ k0, ‖xk‖ < ε.
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Definition 4: The zero solution of (36) is globally asymptotically stable if it is Lyapunov2
stable and, for all k0 ≥ 0 and all xk0 ∈ Rn, it follows that limk→∞ xk = 0.
Definition 5: The zero solution of (36) is uniformly globally geometrically stable if there4
exist α > 0 and β > 1 such that, for all k0 ≥ 0 and all xk0 ∈ Rn, it follows that, for all k ≥ k0,
‖xk‖ ≤ α‖xk0‖β−k.6
Note that, if the zero solution of (36) is uniformly globally geometrically stable, then it is
uniformly globally aymptotically stable as well as uniformly Lyapunov stable.8
The following three results are specializations of Theorem 13.11 given in [36, pp. 784,
785].10
Theorem 3: Consider (36), and assume there exist a continuous function V : {0, 1, . . .} ×
D → R and α1 > 0 such that, for all k ≥ 0 and x ∈ D,
V (k, 0) = 0, (37)
α1‖x‖2 ≤ V (k, x), (38)
V (k + 1, f(k, x))− V (k, x) ≤ 0. (39)
Then, the zero solution of (36) is Lyapunov stable.
Theorem 4: Consider (36), and assume there exist a continuous function V : {0, 1, . . .} ×
D → R and α1, β1 > 0 such that, for all k ≥ 0 and x ∈ D,
V (k, 0) = 0, (40)
α1‖x‖2 ≤ V (k, x) ≤ β1‖x‖2, (41)
V (k + 1, f(k, x))− V (k, x) ≤ 0. (42)
Then, the zero solution of (36) is uniformly Lyapunov stable.12
Theorem 5: Consider (36), and assume there exist a continuous function V : {0, 1, . . .} ×
R
n → R, and α1, β1, γ1 > 0, such that, for all k ≥ 0 and x ∈ Rn,
α1‖x‖2 ≤ V (k, x) ≤ β1‖x‖2, (43)
V (k + 1, f(k, x))− V (k, x) ≤ −γ1‖x‖2. (44)
Then, the zero solution of (36) is uniformly globally geometrically stable.
The following result uses Theorems 3-5 to prove that, if (φk)
∞
k=0 is persistently exciting,14
then the RLS estimate θk with λ ∈ (0, 1) converges to θ in the sense of Definition 5. A related
result is given in [34].2
14
Theorem 6: Assume that (φk)
∞
k=0 is persistently exciting, let N,α, β be given by Definition
1, let R ∈ Rn×n be positive definite, define P0 △= R−1, let λ ∈ (0, 1], and, for all k ≥ 0, let Pk4
be given by (4). Then the zero solution of (12) is Lyapunov stable. In addition, if λ ∈ (0, 1),
then the zero solution of (12) is uniformly Lyapunov stable and uniformly globally geometrically6
stable.
Proof: Define the Lyapunov candidate
V (k, x)
△
= xTP−1k x,
where x ∈ Rn. Note that, for all k ≥ 0, V (k, 0) = 0, which confirms (37). Next, defining
f(k, x)
△
= (In − Pk+1φTk φk)x,
it follows that
V (k + 1, f(k, x))− V (k, x) = f(k, x)TP−1k+1f(k, x)− xTP−1k x
= xT[(In − φTk φkPk+1)P−1k+1(In − Pk+1φTk φk)− P−1k ]x
= xT[(P−1k+1 − φTk φk)(In − Pk+1φTkφk)− P−1k ]x
= xT[P−1k+1 − 2φTk φk + φTk φkPk+1φTk φk − P−1k ]x
= xT[(λ− 1)P−1k − φTk (Ip − φkPk+1φTk )φk]x. (45)
First, consider the case where λ = 1. It follows from (8) with λ = 1 that P−10 ≤ P−1k , and
thus, for all k ≥ 0,
σmin(P
−1
0 )‖x‖2 ≤ V (k, x),
which confirms (38) with α1(‖x‖) = σmin(P−10 )‖x‖2. Next, note that
Ip − φkPk+1φTk = Ip − [φkPkφTk − φkPkφTk
(
Ip + φkPkφ
T
k
)−1
φkPkφ
T
k ]. (46)
Using (45), (46), and Lemma 3 from “Three Useful Lemmas” yields (39). It thus follows from8
Theorem 3 that the zero solution of (12) is Lyapunov stable.
Next, consider the case where λ ∈ (0, 1). It follows from Proposition 4 that, for all
k ≥ N + 1,
λN(1− λ)α
1− λN+1 ‖x‖
2 ≤ V (k, x) ≤ β
1− λN+1‖x‖
2 + xTP−1N x
≤
(
β
1− λN+1 + ‖P
−1
N ‖
)
‖x‖2,
15
which confirms (41) for all λ ∈ (0, 1) with α1 = λ
N(1− λ)α
1− λN+1 , and β1 =
β
1− λN+1 + ‖P
−1
N ‖.10
Using (45), (46), and Lemma 3 from “Three Useful Lemmas”, (42) is confirmed. It thus follows
from Theorem 4 that the zero solution of (12) is uniformly Lyapunov stable.2
Furthermore, (43) is confirmed, α1 =
λN (1−λ)α
1−λN+1 , and β1 =
β
1−λN+1 + ‖P−1N ‖. Finally, if
λ ∈ (0, 1), then
V (k + 1, f(k, x))− V (k, x) ≤ (λ− 1)xTP−1k x
≤ (λ− 1)
(
β
1− λN+1 + ‖P
−1
N ‖
)
‖x‖2,
which confirms (44) with , γ1 = (1−λ)( β1−λN+1 + ‖P−1N ‖). It thus follows from Theorem 5 that
the zero solution of (12) is uniformly globally geometrically stable. 4
The following result provides an alternative proof of Theorem 6 that does not depend on
Theorems 3-5. In addition, this result considers the case λ = 1, where the RLS estimate θk6
converges to θ in the sense of Definition 4.
Theorem 7: Assume that (φk)
∞
k=0 is persistently exciting, let N,α, β be given by Definition8
1, let R ∈ Rn×n be positive definite, define P0 △= R−1, let λ ∈ (0, 1], and, for all k ≥ 0, let Pk
be given by (4). Then the zero solution of (12) is globally asymptotically stable. Furthermore,10
if λ ∈ (0, 1), then the zero solution of (12) is uniformly globally geometrically stable.
Proof: Let k0 ≥ 0 and θ˜k0 ∈ Rn. Then, it follows from (14) that, for all k ≥ k0,
‖θ˜k‖ = λk−k0‖PkP−1k0 θ˜k0‖
≤ ‖PkP−1k0 θ˜k0‖
≤ ‖Pk‖‖P−1k0 ‖‖θ˜k0‖. (47)
First, consider the case where λ = 1. Let δ > 0, and suppose that θ˜k0 ∈ Rn satisfies ‖θ˜k0‖ < δ. It12
follows from (8) with λ = 1 that ‖Pk‖ ≤ ‖P0‖ and (47), that, for all k ≥ k0, ‖θ˜k‖ < ‖P0‖‖P−1k0 ‖δ.
It thus follows from Definition 2 with ε = ‖P0‖‖P−1k0 ‖δ that the zero solution of (12) is Lyapunov14
stable.
Next, let θ˜0 ∈ Rn. Then, Proposition 3 implies that
lim
k→∞
θ˜k = lim
k→∞
PkP
−1
0 θ˜0 = 0.
It thus follows from Definition 4 that the zero solution of (12) is globally asymptotically stable.16
16
Next, consider the case where λ ∈ (0, 1). Let k0 ≥ 0 and δ > 0, and let θ˜k0 ∈ Rn satisfy
‖θ˜k0‖ < δ. It follows from Proposition 4 and (47) that, for all k ≥ max(N + 1, k0),
‖θ˜k‖ < ε,
where
ε
△
=
β + (1− λN+1)‖P−1N ‖
λN(1− λ)α δ.
It thus follows from Definition 3 that the zero solution of (12) is uniformly Lyapunov stable.
Next, let θ˜k0 ∈ Rn. Then, it follows from (14) and Proposition 4 that, for all θ˜k0 ∈ Rn and
k ≥ N + 1,
‖θ˜k‖ ≤ α0‖θ˜k0‖β−k0 ,
where β0
△
= 1/λ and
α0
△
=
β + (1− λN+1)‖P−1N ‖
λN(1− λ)α .
It thus follows from Definition 5 that the zero solution of (12) is uniformly globally geometrically
stable, and thus globally asymptotically stable. 2
The following result shows that persistent excitation produces an infinite sequence of
matrices whose product converges to zero.4
Proposition 7: Let P0 ∈ Rn×n be positive definite, let λ ∈ (0, 1], and, for all k ≥ 0, let
Pk be given by (4). Then, for all k ≥ 0, all of the eigenvalues of Pk+1φTk φk are contained in
[0, 1]. If, in addition, (φk)
∞
k=0 is persistently exciting, then
lim
k→∞
Ak = 0, (48)
where
Ak △= (In − Pk+1φTkφk) · · · (In − P1φT0 φ0). (49)
Proof: It follows from (8) that, for all k ≥ 0, φTk φk ≤ P−1k+1, and thus, for all k ≥ 0,
P
1/2
k+1φ
T
k φkP
1/2
k+1 ≤ In. Hence, for all k ≥ 0,
0 ≤ λmax(Pk+1φTk φk) = λmax(P 1/2k+1φTk φkP 1/2k+1) ≤ 1.
To prove (48), suppose that (φk)
∞
k=0 is persistently exciting, let i ∈ {1, . . . , n}, and define
θ0
△
= ei + θ, where ei is the ith column of In. Note that θ˜0
△
= θ0 − θ = ei. Then, (14) implies
that, for all k ≥ 0,
θ˜k+1 = Akei = λk+1Pk+1P−10 ei. (50)
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It follows from Theorem 7 that θ˜k converges to zero. Hence, (50) implies that the ith column
of Ak converges to zero as k →∞. It thus follows that every column of Ak converges to zero
as k →∞, which implies (48). 2
It follows from Theorem 7 that, if (φk)
∞
k=0 is persistently exciting, then, for all λ ∈ (0, 1],
θ˜k converges to zero. In addition, if λ ∈ (0, 1), then θ˜k converges to zero geometrically, and thus4
the rate of convergence of ‖θ˜k‖ is O(λk). However, in the case λ = 1, as shown in [34] and the
next example, θ˜k converges to zero as O(1/k), and thus the convergence is not geometric.6
Example 6: Effect of λ on the rate of convergence of θk. Consider the 3rd-order FIR system
yk =
q2 + 0.8q + 0.5
q3
uk. (51)
To apply RLS, let θ = [1 0.8 0.5], θ0 = 0, and φk = [uk−1 uk−2 uk−3], where the input uk is zero-
mean Gaussian white noise with standard deviation 1. Note that (φk)
∞
k=0 is persistently exciting.8
It thus follows from Theorem 7 that θ˜k converges to zero. Figure 5 shows the parameter-error
norm ‖θ˜k‖ for several values of P0 and λ as well as the condition number of the corresponding10
Pk. Note that the convergence rate of ‖θ˜k‖ is O(1/k) for λ = 1 and geometric for all λ ∈ (0, 1).
Furthermore, as λ is decreased, the convergence rate of θk increases; however, the condition12
number of Pk degrades, and the effect of P0 is reduced. ⋄
Lack of Persistent Excitation14
This section presents numerical examples to investigate the effect of lack of persistent
excitation. As shown in Example 3 and Example 5, if (φk)
∞
k=0 is not persistently exciting and16
λ = 1, then some of the singular values of Pk converge to zero, whereas the remaining singular
values remain bounded. On the other hand, if (φk)
∞
k=0 is not persistently exciting and λ ∈ (0, 1),18
then some of the singular values of Pk remain bounded, whereas the remaining singular values
diverge. Furthermore, Proposition 6 implies that the predicted error zk converges to zero whether20
or not (φk)
∞
k=0 is persistent.
Example 7: Lack of persistent excitation in scalar estimation. Let n = 1, so that (4), (5)
are given by
Pk+1 =
Pk
λ+ Pkφ2k
, (52)
θ˜k+1 =
λθ˜k
λ+ Pkφ2k
. (53)
Now, let k0 ≥ 0 and assume that, for all k ≥ k0, φk = 0. Therefore, for all j ≥ 0 and22
N ≥ 1, Fj,j+N cannot be lower bounded as in (19), and thus (φk)∞k=0 is not persistently exciting.
18
Furthermore, in the case where λ = 1, it follows from the fact that φk = 0 for all k ≥ k0 that24
Pk and θ˜k converge in k0 steps to P 6= 0 and θ˜, respectively. Furthermore, if θ0 6= θ, then θ˜ 6= 0.
However, in the case where λ ∈ (0, 1), it follows that Pk diverges geometrically, whereas, as2
in the case where λ = 1, θ˜k converges in k0 steps. Therefore, for all λ ∈ (0, 1], since φk = 0
for all k ≥ k0, it follows from (52) and (53) that, for all k ≥ k0, the minimum value of (2) is4
achieved in a finite number of steps. Consequently, RLS provides no further refinement of the
estimate θk of θ, and thus θ˜ 6= 0 implies that θk does not converge to θ.6
Alternatively, assume that, for all k ≥ 0, φk = φ, where φ 6= 0. Then it follows from
Definition 1 with N = 1, α = φ
2
, and β = 3φ
2
that (φk)
∞
k=0 is persistently exciting. If λ = 1,8
then both Pk and θ˜k converge to zero. However, if λ ∈ (0, 1), then Pk converges to 1−λ
φ
2 and θ˜k
converges geometrically to zero. Table 5 shows the asymptotic behavior of θ˜k and Pk for both10
of these cases. ⋄
Excitation \ λ λ = 1 λ ∈ (0, 1)
Not persistently exciting θ˜k → θ˜, Pk → P θ˜k → θ˜, Pk diverges
Persistently exciting θ˜k → 0, Pk → 0 θ˜k → 0, Pk → 1−λ
φ
2
TABLE 5: Asymptotic behavior of RLS in Example 7. In the case of persistent excitation with
λ < 1, the convergence of θ˜k is geometric.
Example 8: Subspace-constrained regressor. Consider (1), where φk = (sin
2pik
100
)[1 1] and12
θ = [0.4 1.4]T. To estimate θ using RLS, let P0 = I2 and θ0 = 0. Figure 6 shows the estimate θk
of θ with λ = 1 and λ = 0.99. Note that all regressors φk lie along the same one-dimensional14
subspace, and thus, (φk)
∞
k=0 is not persistently exciting. It follows from (16) that the estimate θk
of θ lies in this subspace.16
For λ = 1, note that one singular value decreases to zero, whereas the other singular value
is bounded. Note that θ˜k converges along the singular vector corresponding to the bounded18
singular value. For λ = 0.99, one singular value is bounded, whereas the other singular value
diverges. Note that θ˜k converges along the singular vector corresponding to the diverging singular20
value. ⋄
Example 9: Lack of persistent excitation and finite-precision arithmetic. Consider the22
problem of fitting a 5th-order model to measured input-output data from the system (34), where
the input uk is given by (27). Note that φk is given by (35), and is not persistently exciting as24
shown in Example 5. Let P0 = I10, θ0 = 0, and λ = 0.999. Figure 7 shows the predicted error
19
zk, the norm of the parameter error θ˜k, and the singular values and the condition number of Pk.26
Note that the θ˜k does not converge to zero and that six singular values of Pk remain bounded
due to the presence of three harmonics in the regresssor. Due to finite-precision arithmetic, the2
computation becomes erroneous as Pk becomes numerically ill-conditioned, and thus the estimate
θk diverges. ⋄4
The numerical examples in this section show that, if λ ∈ (0, 1] and (φk)∞k=0 is not
persistently exciting, then θ˜k does not necessarily converge to zero. Furthermore, if λ ∈ (0, 1)6
and (φk)
∞
k=0 is not persistently exciting, then some of the singular values of Pk diverge, and θk
diverges due to finite-precision arithmetic when Pk becomes numerically ill-conditioned.8
Information Subspace
Using the singular value decomposition, (8) can be written as
P−1k+1 = λUkΣkU
T
k + Ukψ
T
k ψkU
T
k , (54)
where Uk ∈ Rn×n is an orthonormal matrix whose columns are the singular vectors of P−1k ,
Σk ∈ Rn×n is a diagonal matrix whose diagonal entries are the corresponding singular values,
and
ψk
△
= φkUk. (55)
The columns of Uk are the information directions at step k, and each row of ψk is the projection10
of the corresponding row of φk onto the information directions. The norm of each column of
ψk thus indicates the information content present in φk along the corresponding information12
direction. The smallest subspace that is spanned by a subset of the information directions and
that contains all rows of φk is the information-rich subspace Ik at step k. Figure 8 illustrates14
the information-rich subspace.
Now, consider the case where
ψk =
[
ψk,1 0p×(n−n1)
]
, (56)
where ψk,1 ∈ Rp×n1 . It follows from (56) that φk provides new information along the first n1
columns of Uk; these directions constitute the information-rich subspace. It thus follows from
(54) and (56) that P−1k+1 is given by
P−1k+1 = Uk
[
λΣk,1 + ψ
T
k,1ψk,1 0
0 λΣk,2
]
UTk , (57)
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where Σk,1 ∈ Rn1×n1 is the diagonal matrix whose diagonal entries are the first n1 singular
values of P−1k , and Σk,2 is the diagonal matrix whose diagonal entries are the remaining n− n1
singular values of P−1k . In particular, writing
Uk =
[
Uk,1 Uk,2
]
, (58)
where Uk,1 ∈ Rn×n1 contains the first n1 columns of Uk, and Uk,2 ∈ Rn×n−n1 contains the
remaining n− n1 columns of Uk, it follows that
P−1k+1 =
[
Uk+1,1 Uk+1,2
] [ Σk+1,1 0
0 Σk+1,2
][
UTk+1,1
UTk+1,2
]
, (59)
where
Uk+1,1 = Uk,1Vk, (60)
Σk+1,1 = Dk, (61)
Uk+1,2 = Uk,2, (62)
Σk+1,2 = λΣk,2, (63)
where Vk ∈ Rn1×n1 contains the singular vectors of λΣk,1 + ψTk,1ψk,1 and Dk ∈ Rn1×n1 is the16
diagonal matrix containing the corresponding singular values. It follows from (62), (63) that if,
for all k ≥ 0, ψk is given by (56) and λ ∈ (0, 1), then the last n − n1 singular vectors of P−1k2
do not change and the corresponding singular values of P−1k decrease to zero geometrically. It
thus follows from Proposition 4 that (φk)
∞
k=0 is not persistently exciting. Furthermore, since Pk4
and P−1k have the same singular vectors and the singular values of Pk are the reciprocals of the
singular values of P−1k , it follows that the last n− n1 singular values of Pk diverge.6
The next example considers the case where there exists a proper subspace S ⊂ Rn such
that, for all k ≥ 0, R(φTk ) ⊆ S. Hence, (φk)∞k=0 is not persistently exciting. In this case, for all8
k ≥ 0, the information-rich subspace Ik is a proper subspace of Rn, and the singular values of
P−1k corresponding to the singular vectors in the orthogonal complement of Ik converge to zero.10
Example 10: Lack of persistent excitation and the information-rich subspace. Consider the
regressor φk given by (35) used in Example 5. Recall that (φk)
∞
k=0 is not persistently exciting.12
Let P0 = I10. Figure 9 shows the information content |ψk,(i)| for several values of λ along
with the singular values of the corresponding P−1k . Note that the information-rich subspace is14
six dimensional due to the presence of three harmonics in uk as shown by six relatively large
components of ψk and, in the case where λ < 1, the singular values that correspond to the16
singular vectors not in the information-rich subspace converge to zero in machine precision. ⋄
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Variable-Direction forgetting18
Examples 3, 5, 7, 8, and 9 show that some of the singular values of P−1k converge to
zero in the case where φk is not persistently exciting. To address this situation, (8) is modified
by replacing the scalar forgetting factor λ by a data-dependent forgetting matrix Λk. Similar
modifications are discussed in “Toward Matrix Forgetting”. In particular, P−1k+1 is redefined as
P−1k+1 = ΛkP
−1
k Λk + φ
T
k φk, (64)
where Λk is a positive-definite (and thus symmetric) matrix constructed below. Note that, for all
k ≥ 0, P−1k+1 given by (64) is positive definite. Using the singular value decomposition, (64) can
be written as
P−1k+1 = ΛkUkΣkU
T
k Λk + Ukψ
T
k ψkU
T
k , (65)
where Uk, Σk, and ψk are as defined in the previous section.
The objective is to apply forgetting to only those singular values of P−1k that correspond
to the singular vectors in the information-rich subspace, that is, forgetting is restricted to the
subspace of P−1k where sufficient new information is provided by φk. Specifically, forgetting
is applied to those information directions where the information content is greater than ε > 0,
where ε should be selected to be larger than the noise to signal ratio or larger than the machine
zero, if no noise is present. To do so, (65) is written as
P−1k+1 = UkΛkΣkΛkU
T
k + Ukψ
T
k ψkU
T
k , (66)
where Λk is a diagonal matrix whose diagonal entries are either
√
λ or 1. In particular,
Λk(i, i)
△
=


√
λ, ‖coli(ψk)‖ > ε,
1, otherwise,
(67)
where coli(ψk) is the ith column of ψk and λ ∈ (0, 1]. Note that, it follows from (66) and (67)
that P−1k+1 is positive definite. Next, it follows from (65) and (66) that
Λk = UkΛkU
T
k , (68)
which is positive definite. Note that
Λ−1k = UkΛ
−1
k U
T
k . (69)
The next result provides a recursive formula to update Pk+1 given by (64).2
Proposition 8: Let λ ∈ (0, 1], ε > 0, let (Pk)∞k=0 be a sequence of n× n positive-definite
matrices, and let Uk ∈ Rn×n be an orthonormal matrix whose columns are the singular vectors
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of Pk. Furthermore, let ψk ∈ Rp×n be given by (55), let Λk be given by (67), and let Λk be
given by (68). Then, for all k ≥ 0, (Pk)∞k=0 satisfies (64) if and only if, for all k ≥ 0, (Pk)∞k=0
satisfies
Pk+1 = P k − P kφk(Ip + φTkP kφk)−1φTkP k, (70)
where
P k = Λ
−1
k PkΛ
−1
k . (71)
Proof: To prove necessity, it follows from (64) and matrix-inversion lemma, that
Pk+1 = (ΛkP
−1
k Λk + φ
T
k φk)
−1
= (ΛkP
−1
k Λk)
−1 − (ΛkP−1k Λk)−1φTk [Ip + φk(ΛkP−1k Λk)−1φTk ]−1φk(ΛkP−1k Λk)−1
= P k − P kφk(Ip + φTkP kφk)−1φTkP k,
where P k is given by (71). Reversing these steps proves sufficiency. 
The modified update (64) is shown to be optimal for a specific cost function in “A Modified
Quadratic Cost Function Supporting Variable-Direction RLS”.2
Next, the matrix-forgetting scheme (64) is shown to prevent the singular values of Pk from
diverging. Consider the case where, for all k ≥ 0,
ψk =
[
ψk,1 0
]
, (72)
where ψk,1 ∈ Rp×n1 , that is, the information-rich subspace is spanned by the first n1 columns
of Uk. It thus follows from (66) and (72) that P
−1
k+1 is given by
P−1k+1 = Uk
[
λΣk,1 + ψ
T
k,1ψk,1 0
0 Σk,2
]
UTk . (73)
It follows from the (2, 2) block of (73) that the last n − n1 information directions and the
corresponding singular values are not affected by φk. Furthermore, if n1 = n, that is, new4
information is present in φk along every information direction, then forgetting is applied to
all of the singular values of P−1k , and thus variable-direction forgetting specializes to uniform-6
direction forgetting, that is, RLS with the update for Pk given by (8).
The next result shows that, as in the case of uniform-direction forgetting, zk converges8
to zero with variable-direction forgetting for every choice of ε > 0, whether or not (φk)
∞
k=0 is
persistently exciting.10
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Proposition 9: For all k ≥ 0, let φk ∈ Rp×n and yk ∈ Rp, let R ∈ Rn×n be positive
definite, and let P0 = R
−1, θ0 ∈ Rn, and λ ∈ (0, 1]. Furthermore, for all k ≥ 0, let Pk and θk
be given by (64) and (5), respectively. Then,
lim
k→∞
zk = 0. (74)
Proof: Using (67), (68), and P−1k = UkΣkU
T
k , it follows that, for all k ≥ 0,
ΛkP
−1
k Λk = UkΛkΣkΛkU
T
k ≤ UkΣkUTk = P−1k . (75)
For all k ≥ 0, note that zk = φkθ˜k, and define Vk △= θ˜Tk P−1k θ˜k. Note that, for all k ≥ 0 and
θ˜k ∈ Rn, Vk ≥ 0. Furthermore, for all k ≥ 0,
Vk+1 − Vk = θ˜Tk+1P−1k+1θ˜k+1 − θ˜Tk P−1k θ˜k
= θ˜Tk ΛkP
−1
k ΛkPk+1ΛkP
−1
k Λkθ˜k − θ˜Tk P−1k θ˜k
= θ˜Tk [ΛkP
−1
k ΛkPk+1ΛkP
−1
k Λk − P−1k ]θ˜k
= θ˜Tk [ΛkP
−1
k (Pk − PkΛ−1k φk(Ip + φTkP kφk)−1φTkΛ−1k Pk)P−1k Λk − P−1k ]θ˜k
= θ˜Tk [ΛkP
−1
k Λk − φk(Ip + φTkP kφk)−1φTk − P−1k ]θ˜k
= −[θ˜Tk (P−1k − ΛkP−1k Λk)θ˜k + zk(Ip + φTkP kφk)−1zk]
≤ 0.
Note that, since (Vk)
∞
k=1 is a nonnegative, nonincreasing sequence, it converges to a nonnegative
number. Hence, limk→∞(Vk+1 − Vk) = 0, which implies that
lim
k→∞
[θ˜Tk (P
−1
k − ΛkP−1k Λk)θ˜k + zk(Ip + φTkP kφk)−1zk] = 0.
Since, for all k ≥ 0, P−1k −ΛkP−1k Λk ≥ 0 and (Ip+φTkP kφk)−1 > 0, it follows that limk→∞ zk =
0. 
The next result shows that Pk is bounded from above with variable-direction forgetting for2
every choice of ε > 0 in the case where (φk)
∞
k=0 is persistently exciting.
Proposition 10: Assume that (φk)
∞
k=0 is persistently exciting, let N,α, β be given by
Definition 1, let R ∈ Rn×n be positive definite, define P0 △= R−1, let λ ∈ (0, 1), and, for
all k ≥ 0, let Pk be given by (64). Then, for all k ≥ N + 1,
λN(1− λ)α
1− λN+1 In ≤ P
−1
k . (76)
Proof: It follows from (64), that, for all k ≥ 0, ΛkP−1k Λk ≤ P−1k+1 and φTk φk ≤ P−1k+1. Next,
using (68) and P−1k = UkΣkU
T
k , it follows that, for all k ≥ 0,
λP−1k = λUkΣkU
T
k ≤ UkΛkΣkΛkUTk = ΛkP−1k Λk ≤ P−1k+1.
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Finally, for all k ≥ N + 1,
αIn ≤
k−1∑
i=k−N−1
φTi φi
≤
k∑
i=k−N
P−1i
≤ (λ−N + · · ·+ 1)P−1k
=
1− λN+1
λN(1− λ)P
−1
k ,
which proves (76). 4
The next two examples consider variable-direction forgetting in the case where (φk)
∞
k=0
is not persistently exciting. In these examples, Pk is bounded, zk converges to zero, and θk2
converges, although not to the true value θ.
Example 11: Variable-direction forgetting for a regressor lacking persistent excitation.4
Reconsider Example 10. Let P0 = I10, and P
−1
k be given by (70), where ε = 10
−8. Figure
10 shows the information content |coli(ψk)| and the singular values of the P−1k for several6
values of λ. Note that the information-rich subspace is six dimensional due to the presence of
three harmonics in uk as shown by six relatively large components of ψk and the singular values8
that correspond to the singular vectors not in the information-rich subspace do not converge to
zero. ⋄10
Example 12: Effect of variable-direction forgetting on θk. Reconsider Example 9. Let P0 =
I10, and P
−1
k be given by (70), where ε = 10
−8. Figure 11 shows the predicted error zk, the12
norm of the parameter error θ˜k, and the singular values and the condition number of Pk. Note
that the θ˜k does not converge to zero and, unlike uniform-direction forgetting, all of the singular14
values of Pk remain bounded and θk is bounded. ⋄
Concluding Remarks16
This tutorial article presented a self-contained exposition of uniform-direction and variable-
direction forgetting within the context of RLS. It was shown that, in the case of persistent18
excitation without forgetting, the parameter estimates converge asymptotically, whereas, with
forgetting, the parameter estimates converge geometrically. Numerical examples were presented20
to illustrate this behavior.
In the case where forgetting is used but the excitation is not persistent, it was shown that22
25
forgetting is enforced in all information directions, whether or not new information is present
along these directions. Consequently, the parameter estimates converge, but not necessarily to
their true values; furthermore, the matrix Pk diverges, leading to numerical instability. This2
phenomenon was traced to the divergence of the singular values of Pk corresponding to singular
vectors that are orthogonal to the information-rich subspace.4
In order to address this problem, a data-dependent forgetting matrix was constructed to
restrict forgetting to the information-rich subspace. The RLS cost function that corresponds to6
this extension of RLS was presented. Numerical examples showed that this variable-direction
forgetting technique prevents Pk from diverging under lack of persistent excitation.8
Since RLS is fundamentally least squares optimization, its estimates are not consistent
in the case of sensor noise [37]. An open problem is thus to develop extensions of RLS that10
provide consistent parameter estimates in the presence of errors-in-variable noise arising in
system identification problems [38].12
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Sidebar: Summary2
Learning depends on the ability to acquire and assimilate new information. This ability
depends—somewhat counterintuitively—on the ability to forget. In particular, effective forgetting2
requires the ability to recognize and utilize new information to order to update a system model.
This article is a tutorial on forgetting within the context of recursive least squares (RLS). To4
do this, RLS is first presented in its classical form, which employs uniform-direction forgetting.
Next, examples are given to motivate the need for variable-direction forgetting, especially in6
cases where the excitation is not persistent. Some of these results are well known, whereas others
complement the prior literature. The goal is to provide a self-contained tutorial of the main ideas8
and techniques for students and researchers whose research may benefit from variable-direction
forgetting.10
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Sidebar: Three Useful Lemmas
Lemma 1: Let X ∈ Rn×p and y ∈ Rn, and let W ∈ Rp×p be positive definite. Then,
(In +XWX
T)−1y ∈ R([X y]). (S1)
Proof: Note that
y ∈ R([X y])
= R[X y +XWXTy]
= R
(
[X (In +XWX
T)y]
[
Ip +WX
TX 0
0 1
])
= R([X(Ip +WXTX) (In +XWXT)y])
= R([(In +XWXT)X (In +XWXT)y])
= (In +XWX
T)R([X y]),
which implies (S1). 
Lemma 2: Let A ∈ Rn×n be positive semidefinite, and let λ > 0. Then,
In − A(λIn + A)−1 > 0. (S2)
Proof: Write A = SDST, where D = diag(d1, . . . , dn) is diagonal and S is unitary. For
all i ∈ {1, . . . , n}, di ≥ 0, and thus diλ+di < 1. Hence,
D(λIn +D)
−1 = diag
(
d1
λ+d1
, . . . , dn
λ+dn
)
< In. (S3)
Pre-multiplying and post-multiplying (S3) by S and ST, respectively, yields (S2). 2
Lemma 3: Let A ∈ Rn×n be positive semidefinite, and let λ > 0. Then,
In − 1
λ
(
A−A(λIn + A)−1A
)
> 0. (S4)
Proof: Write A = SDST, where D = diag(d1, . . . , dn) is diagonal and S is unitary. For
all i ∈ {1, . . . , n}, di ≥ 0, and thus diλ+di < 1. Hence,
1
λ
(
D −D(λIn +D)−1D
)
= diag
(
d1
λ+d1
, . . . , dn
λ+dn
)
< In. (S5)
Pre-multiplying and post-multiplying (S5) by S and ST, respectively, yields (S4). 
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Sidebar: RLS as a One-Step Optimal Predictor4
Consider the linear system
xk+1 = Akxk +Bkuk + w1,k, (S1)
yk = Ckxk + w2,k, (S2)
where, for all k ≥ 0, xk ∈ Rn, uk ∈ Rm, yk ∈ Rp, and Ak, Bk, Ck are real matrices of appropriate
sizes. The input uk and output yk are assumed to be measured. The process noise w1,k ∈ Rn and2
the sensor noise w2,k ∈ Rp are zero-mean white noise processes with variances E[w1,kwT1,k] = Qk
and E[w2,kw
T
2,k] = Rk, respectively. The expected value of the initial state is assumed to be x0,4
and the variance of the initial state is P0, that is, E[x0] = x0 and E[(x0 − x0)(x0 − x0)T] = P0.
The objective is to estimate the state xk given the measurements of uk and yk.6
To estimate xk, consider the estimator
xˆk+1 = Akxˆk +Bkuk +Kk(yk − Ckxˆk), (S3)
where xˆk is the estimate of xk at step k and xˆ0 = x0. The matrix Kk is constructed as follows.
Define the state-estimate error ek
△
= xk−xˆk and the state error covariance Pk △= E[ekeTk ] ∈ Rn×n.
Then, ek and Pk satisfy
ek+1 = (Ak −KkCk)ek + w1,k −Kkw2,k, (S4)
Pk+1 = AkPkA
T
k +Qk +Kk
(
Rk + CkPkC
T
k
)
KTk − AkPkCTk KTk − CkPkATk . (S5)
Proposition S1: Let Pk+1 be given by (S5). The matrix Kk that minimizes tr Pk+1 is given
by
Kk = AkPkC
T
k
(
Rk + CkPkC
T
k
)−1
, (S6)
and the minimized state-error covariance Pk is updated as
Pk+1 = AkPkA
T
k +Qk − AkPkCTk
(
Rk + CkPkC
T
k
)−1
CkPkA
T
k . (S7)
Proof: See [S1]. 8
Let Ak = In, Bk = 0, Ck = φk, Qk = 0, and Rk = Ip. Then,
xˆk+1 = xˆk + Pkφ
T
k
(
Ip + φkPkφ
T
k
)−1
(yk − φkxˆk), (S8)
Pk+1 = Pk − PkφTk
(
Ip + φkPkφ
T
k
)−1
φkPk. (S9)
Note that (6), (7) with λ = 1 have the same form as (S8), (S9). In particular, RLS without
forgetting is the state estimator for the linear time-varying system with Ak = In, Bk = 0,10
Ck = φk, Qk = 0, and Rk = Ip.
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Sidebar: RLS as a Maximum Likelihood Estimator
Let k ≥ 0 and, for all i ∈ {0, 1, . . . , k}, consider the process
yi = φiθtrue + vi, (S1)
where θtrue ∈ Rn is the unknown parameter, φi ∈ Rp×n is the regressor matrix, vi ∈ Rp is the
measurement noise, and yi ∈ Rp is the measurement. The goal is to estimate θtrue using the data2
(φi)
k
i=0 and (yi)
k
i=0.
Let θtrue be modeled by the n-dimensional, real-valued normal random variable Θ with
mean θ0 ∈ Rn and covariance (λk+1R)−1, where λ ∈ (0, 1] and R ∈ Rn×n is positive definite.
For θ ∈ Rn, the density of Θ is thus given by
fΘ(θ) =
1√
(2pi)ndet (λk+1R)−1
exp[−1
2
(θ − θ0)Tλk+1R(θ − θ0)]. (S2)
For all i ∈ {0, 1, . . . , k}, assume that vi is a sample of the zero-mean, p-dimensional, real-valued
normal random variable Vi with covariance λ
i−kIp. For vi ∈ Rp, the density of Vi is thus given
by
fVi(vi) =
1√
(2pi)pλi−k
exp(−1
2
vTi λ
k−iIpvi). (S3)
Assume that V0, V1, . . . , Vk are independent.4
Since θtrue and vi are modeled as normal random variables, it follows from (S1) that yi is
a sample of the p-dimensional, real-valued normal random variable Yi = φiθtrue + Vi. Note that,
since V0, V1, . . . , Vk are independent, it follows that Y0, Y1, . . . , Yk are independent. Using (S1)
and (S3), it thus follows that
fYi|θ(yi) =
1√
(2pi)pλi−k
exp[−1
2
(yi − φkθ)Tλk−iIp(yi − φkθ)], (S4)
where fYi|θ(yi) is the density of the random variable Yi conditions on Θ taking the value θ.
It follows from Bayes’ rule [S1, p. 413] that
fΘ|{y0,...,yk}(θ) = α
−1fΘ(θ)
k∏
i=0
fYi|θ(yi), (S5)
where
α
△
=
∫
Rn
fΘ(θ)
k∏
i=0
fYi|θ(yi) dθ. (S6)
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Substituting (S2) and (S4) into (S5), it follows that
fΘ|{y0,...,yk}(θ) = βexp
[
k∑
i=0
−1
2
λk−i(yi − φkθ)T(yi − φkθ)− 12λk+1(θ − θ0)TR(θ − θ0)
]
, (S7)
where
β
△
=
1
α
√
(2pi)pλi−k
1√
(2pi)ndet (λk+1R)−1
. (S8)
Finally, the maximum likelihood estimate of θtrue is given by the maximizer of (S7), that
is,
θML = argmax
θ∈Rn
fΘ|{y0,...,yk}(θ). (S9)
In fact, θML = argmin
θ∈Rn
Jk(θ), where Jk(θ) is given by (2). Therefore, RLS with forgetting can6
be interpreted as the maximum likelihood estimator of the random variable Θ.
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Sidebar: Toward Matrix Forgetting
In [S1], P−1k is updated by
P−1k+1 = (In +MkPk)P
−1
k + φ
T
k φk, (S1)
where Mk ∈ Rn×n is chosen to guarantee asymptotic stability and boundedness. Two choices of
matrix Mk are considered. In the first case,
Mk
△
= −(1− λ)(I − αPk)NP−1k , (S2)
where λ ∈ (0, 1), α > 0, and N is an odd, positive integer. In the second case,
Mk = −(1− λ)(P−1k − αIn)N(P−1k + βIn)−NP−1k , (S3)
where λ ∈ (0, 1), α > 0, β ≥ 0, and N is an odd, positive integer. Note that RLS with constant
forgetting is obtained by setting Mk = (λ− 1)P−1k in (S1).2
Proposition S1: Consider (S1) with (S2) or (S3). Let P0 be symmetric and nonsingular.
Then, the following statements hold:4
i) For all k ≥ 0, Pk is symmetric and nonsingular.
ii) If P−10 ≥ α2 In, then, P−1k = αI is an asymptotically stable equilibrium of (S1).6
iii) If P−10 ≥ αIn, then, for all k ≥ 0, P−1k ≥ αIn.
iv) If P−10 ≥ αIn and, for all k ≥ 0, φk is bounded, then P−1k is bounded.8
v) If P−10 ≥ αIn and φk is persistently exciting, then there exists k0 > 0 such that, for all
k ≥ k0, P−1k > αIn.10
Proof: See [28]. 
The main goal of (S1) is stabilization of Pk in the case where (φk)
∞
k=0 is not persistently12
exciting. Proposition S1 implies that Pk remains bounded whether or not (φk)
∞
k=0 is persistent.
However, (S1) is not designed to implement forgetting. Furthermore, note that (S1) requires the14
computation of the inverse of an n× n matrix at each step.
An alternative directional forgetting scheme given in [S2] considers the update
P−1k+1 =MkP
−1
k + φ
T
k φk, (S4)
where Mk ∈ Rn×n is designed to apply forgetting to a specific subspace. In the case of a scalar
measurement, that is, p = 1, P−1k is decomposed as
P−1k = P
−1
1,k + P
−1
2,k , (S5)
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where P−11,k is chosen such that P
−1
1,kφ
T
k = 0, that is, φ
T
k is in the null space of P
−1
1,k . Next,
forgetting is restricted to P−12,k , that is,
P−1k+1 = P
−1
1,k + λP
−1
2,k + φ
T
kφk. (S6)
The matrix P−12,k is chosen to be positive semidefinite with rank 1 by using
P−12,k
△
= P−1k φ
T
k
(
φkP
−1
k φ
T
k
)−1
φkP
−1
k , (S7)
and thus P−11,k = P
−1
k − P−12,k . Finally, it follows from (S4), (S6), and (S7) that
Mk = In − (1− λ)
(
φkP
−1
k φ
T
k
)−1
P−1k φ
T
k φk (S8)
and Pk+1 is computed as
P k =

Pk +
1− λ
λ
(
φkP
−1
k φ
T
k
)−1
φTk φk, φk 6= 0,
Pk, φk = 0,
(S9)
Pk+1 = P k − P kφk(1 + φTkP kφk)−1φTkP k. (S10)
It is shown in [S2] that, if P−1k is positive definite, then, for all λ ∈ (0, 1], MkP−1k is16
positive definite. Furthermore, if, for all k ≥ 0, φk is bounded, then there exists β > 0 such that,
for all k ≥ 0, Pk < βIn.2
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Sidebar: A Cost Function for Variable-Direction RLS8
Theorem S1: For all k ≥ 0, let φk ∈ Rp×n and yk ∈ Rp. Furthermore, let R ∈ Rn×n be
positive definite, let λ ∈ (0, 1], and, for all k ≥ 0, let Pk be given by
P−1k+1 = ΛkP
−1
k Λk + φ
T
k φk, (S1)
where P0
△
= R−1 and let Λk be given by (68). In addition, let θ0 ∈ Rn, and define
Jk(θˆ)
△
=
k∑
i=0
(yi − φiθˆ)T(yi − φiθˆ) + (θˆ − θ0)TRk(θˆ − θ0), (S2)
where, for all k ≥ 0,
Rk = Rk−1 + ΛkP
−1
k Λk − P−1k , (S3)
where R−1
△
= R. Then, for all k ≥ 0, (S2) has a unique global minimizer
θk+1 = argmin
θˆ∈Rn
Jk(θˆ), (S4)
which is given by
θk+1 = θk + Pk+1φ
T
k (yk − φkθk) + Pk+1(Rk −Rk−1)(θ0 − θk). (S5)
Proof: Note that, for all k ≥ 0,
Jk(θˆ) = θˆ
TAkθˆ + θˆ
Tbk + ck,
where
Ak
△
=
k∑
i=0
φTi φi + Rk, (S6)
bk
△
=
k∑
i=0
−φTi yi −Rkθ0, (S7)
ck
△
=
k∑
i=0
yTi yi + θ
T
0 Rkθ0.
Using (S3), (S6), and (S7), it follows that, for all k ≥ 0,
Ak = Ak−1 + ΛkP
−1
k Λk − P−1k + φTk φk, (S8)
bk = bk−1 − φTk yk − (Rk − Rk−1)θ0, (S9)
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where A−1
△
= R and b−1
△
= −Rθ0. Using (S1) and (S8), it follows that, for all k ≥ 0,
Ak − P−1k+1 = Ak−1 − P−1k
= A−1 − P−10
= 0.
It follows from (65) that, for all k ≥ 0, P−1k+1 is positive definite, and thus Ak is positive definite.
Furthermore, for all k ≥ 0, Ak is given by
Ak = ΛkAk−1Λk + φ
T
k φk.
Finally, since Ak is positive definite, it follows from Lemma 1 in [S1] that
θk+1 = −A−1k bk
= −A−1k (bk−1 − φTk yk − (Rk −Rk−1)θ0)
= −A−1k (−Ak−1θk − φTk yk − (Rk −Rk−1)θ0)
= A−1k ((Ak − Rk +Rk−1 − φTkφk)θk + φTk yk + (Rk − Rk−1)θ0)
= A−1k (Akθk + φ
T
k (yk − φkθk) + (Rk −Rk−1)(θ0 − θk)
= θk + A
−1
k φ
T
k (yk − φkθk) + A−1k (Rk − Rk−1)(θ0 − θk)
= θk + Pk+1φ
T
k (yk − φkθk) + Pk+1(Rk −Rk−1)(θ0 − θk).
Hence, (S5) is satisfied. 
Using Rk − Rk−1 = ΛkAk−1Λk − Ak−1, it follows that (S5) can be implemented without
computing P−1k .2
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Figure 1: Example 2. Persistent excitation and bounds on P−1k . a) and b) show the singular
values of Fj,j+N for N = 2 and N = 10, where α and β are chosen to satisfy (19). Since uk is
periodic, it follows that, for all j ≥ 0, the lower and upper bounds (19) for Fj,j+N are satisfied.
Hence, (φk)
∞
k=0 is persistently exciting. c) shows the singular values of P
−1
k , with corresponding
bounds given by (25) for λ = 0.99. Note that α and β are larger for N = 10 than for N = 2,
as expected.
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Figure 2: Example 3. Lack of persistent excitation and bounds on P−1k . a) shows the singular
values of Fj,j+2. Note that the smaller singular value of Fj,j+2 reaches zero in machine precision,
and thus that α > 0 satisfying (19) does not exist. Hence, φk is not persistently exciting. The
upper bound β shown by the dashed line is chosen to satisfy (19). b) and c) show the singular
values of P−1k for λ = 1 and λ = 0.9, respectively. Note that, if λ = 1, then one of the singular
values of P−1k diverges, whereas, if λ ∈ (0, 1), then one of singular values of P−1k converges to
zero.
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Figure 3: Example 4. Convergence of zk and θk. a) and b) show the singular values of Fj,j+10
for two choices of uk. Note that the singular value of Fj,j+10 that is close to machine precision
(≈ 10−15) is essentially zero. Definition 1 thus implies that (φk)∞k=0 is not persistently exciting.
c) and d) show the predicted error zk for both cases. Note that zk converges to zero in both cases.
Finally, e) and f) show the parameter estimate θk for both cases. Note that, for both choices of
input uk, θk converge, but to different parameter values.
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Figure 4: Example 5. Using the condition number of Pk to evaluate persistency. a) shows the
singular values of Fj,j+20, where the singular values of Fj,j+20 close to machine precision (≈
10−15) are essentially zero, thus implying that (φk)∞k=0 is not persistently exciting. b) and c) shows
the singular values and the condition number of Pk for λ = 1. Note that the six singular values
of Pk decrease due to the presence of three harmonics in uk. d) and e) shows the singular values
and the condition number of Pk for λ = 0.99. Note that the six singular values of Pk remain
bounded due to the presence of three harmonics in uk. However, Pk becomes ill-conditioned
due to the lack of persistent excitation.
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Figure 5: Example 6. Effect of λ on the rate of convergence of θk. a)-f) show the parameter
error norm ‖θ˜k‖ for several values of P0 and λ. Note that the slope of −1 between log ‖θ˜k‖ and
log k in d) is consistent with the fact that the rate of convergence of ‖θ˜k‖ is O(1/k) for λ = 1.
Similarly, the slope of log λ between log ‖θ˜k‖ and k in b) and c) is consistent with the fact
that the rate of convergence of ‖θ˜k‖ is O(λk) for λ ∈ (0, 1). g), h), and i) show the condition
number of the corresponding Pk for several values of P0 and λ. Note that, as λ is decreased, the
convergence rate of θk increases; however, the condition number of Pk degrades, and the effect
of P0 is reduced.
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Figure 6: Example 8. Subspace constrained regressor. The first component of each vector is
plotted along the horizontal axis, and the second component is plotted along the vertical axis. The
singular values σi(P1000) are shown with the corresponding singular vector uP1000,i. All regressors
φk lie along the same one-dimensional subspace, and thus, (φk)
∞
k=0 is not persistently exciting.
Consequently, each estimate θk of θ lies in this subspace. The color gradient from yellow to blue
of θk and θ˜k shows the evolution from k = 1 to k = 1000. In a), the singular value corresponding
to the cyan singular vector decreases to zero, whereas the singular value corresponding to
the magenta singular vector is bounded. Note that θ˜k converges along the singular vector
corresponding to the bounded singular value. In b), the singular value corresponding to the cyan
singular vector is bounded, whereas the singular value corresponding to the magenta singular
vector diverges. Note that θ˜k converges along the singular vector corresponding to the diverging
singular value.
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Figure 7: Example 9. Effect of lack of persistent excitation on θk. a) shows the predicted error zk,
b) shows the norm of the parameter error θ˜k, c) shows the singular values of Pk, and d) shows the
condition number of Pk. Note that six singular values of Pk remain bounded due to the presence
of three harmonics in the regresssor. Due to finite-precision arithmetic, the computation becomes
erroneous as Pk becomes numerically ill-conditioned, and thus, the estimate θk diverges.
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Figure 8: Illustrative example of the information-rich subspace. Let u1, u2, and u3 be the
information directions (shown in blue). The regressor φ1 (shown in red) has new information
along all three information directions, as shown by the nonzero values ψ1,1, ψ1,2, and ψ1,3; the
information-rich subspace is thus R([u1 u2 u3]). On the other hand, the regressor φ2 (shown in
green) has new information only along u1 and u3, as shown by the nonzero values ψ2,1 and ψ2,3;
the information-rich subspace is thus R([u1 u3]).
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Figure 9: Example 10. Relation between Pk and the information content ψk. a), b), and c) show
the information content coli(ψk) for several values of λ. Note that, in each case, the information-
rich subspace is six dimensional due to the presence of three harmonics in uk. d), e), and (f)
show the singular values of P−1k for several values of λ. The inverse of the condition number
of Pk is shown in black. Note that, for λ < 1, the singular values of P
−1
k corresponding to
the singular vectors in the orthogonal complement of the information-rich subspace converge to
zero.
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Figure 10: Example 11. Variable-direction forgetting for a regressor lacking persistent excitation.
a) and b) show the information content ‖ψk‖ for λ = 0.9 and λ = 0.8. c) and d) show the singular
values of P−1k for λ = 0.9 and λ = 0.8. The inverse of the condition number of Pk is shown
in black. Note that, for λ < 1, the singular values that correspond to the singular vectors not in
the information-rich subspace do not converge to zero.
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Figure 11: Example 12. Effect of variable-direction forgetting on θk. a) shows the predicted error
zk, b) shows the norm of the parameter error θ˜k, c) shows the singular values of Pk, and d)
shows the condition number of Pk. Note that all of the singular values of Pk remain bounded.
50
