Scaling behavior: Effect of precursor concentration and precursor molecular weight on the modulus and swelling of polymeric networks J. Rheol. 44, 897 (2000) (2009)], which allows for tree-like networks with arbitrary architectures to include local constrains on bond orientations. From the wealth of dynamical quantities we choose the mechanical relaxation moduli (the loss modulus) and the static behavior is studied by looking at the radius of gyration. First we study the influence of the network size and of the stiffness parameter on the dynamical quantities, keeping constant γ , a parameter that measures the connectivity of the scale-free network. Then we vary the parameter γ and we keep constant the size of the structures. This fact allows us to study in detail the crossover behavior from a simple linear semiflexible chain to a star-like structure. We show that the semiflexibility of the scale-free networks clearly manifests itself by displaying macroscopically distinguishable behaviors.
I. INTRODUCTION
Scale-free networks (SFNs) are structures constructed from nodes, which show a power-law degree distribution for high functionalities (degrees). SFNs were used with great success to model various real networks, such as protein-protein interaction network, 1 metabolic networks, 2 river networks, 3, 4 food webs, 5 internet, 6 , 7 the author collaboration networks of scientific papers, 8, 9 financial networks, 10 transport networks, 11 airport networks, 12 or reaction-diffusion processes. 13, 14 Since the first algorithm to create an SFN, introduced by Barabási and Albert, 15 many other models were developed. 14, [16] [17] [18] Here, we build the networks by using an algorithm used with great success in our previous works. [19] [20] [21] The advantage of this growth procedure is that the construction of an SFN never stops by itself because the minimum allowed degree is 2. This means that the newly added nodes have at least one branch to grow. Now, for studying polymers with complex architectures the method of generalized Gaussian structures (GGS), which extends the well-known Rouse model [22] [23] [24] for linear chains to branched topologies, turned out to be very useful. Many theoretical investigations of the GGS model have been devoted to complex polymers, such as dendrimers 25, 26 and their dual structures, 27, 28 star-based structures, 29, 30 regular hyperbranched structures, 31, 32 fractals, 33, 34 small world networks, [35] [36] [37] and scale-free networks. 20 However, the GGS model has important limitations: does not include the hydrodynamic interactions, the excluded volume interactions, or stiffness. Despite all these restrictions the GGS approach represents a very important step in a theoretical understanding of the dynamics of complex polymer networks. The simplicity of the GGS model often allows theoretical solutions even for a) Electronic mail: mircea@ufam.edu.br very intricate topologies. This great advantage is lost when we consider interactions which the GGS disregards; such additions certainly make the model more realistic, but an analytical solution is improbable. The hydrodynamic interactions, which are solvent-mediated interactions, may be included explicitly by a preaveraged Oseen tensor, the so-called Zimm model. 21, 22, 28, 38, 39 Also the stiffness, on which we focus here, can be included in the theory.
Semiflexible polymers show an unquenchable, steady interest to them. [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] The exact focus to semiflexible objects is not surprising, since many biological macromolecules like proteins and DNA have high persistence lengths. [58] [59] [60] Usually, the semiflexibility is modeled just through fixing the angles between the nearest-neighboring bonds, whereas the orientations between all other bonds are given from the assumption that the bonds rotate "freely." This approach allows one to gain in a simple way the basic properties related to the semiflexibility of polymers and therefore it is widespread in the theory. [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] Moreover, recently the method enabled to put forward the theory of semiflexible treelike polymers (STP) with very general architectures. [48] [49] [50] [51] 56 The important aspect for the STP-model is the use of a discrete picture, in which a macromolecule is represented through Gaussian-distributed bonds connected to each other in such a way that the structure does not have any loops. In this article we extend the study of tree-like semiflexible structures in the framework of the STP model to scale-free polymer networks. For this choice it is possible to monitor a transition from predominant star-like networks (low values of γ ) to linear-like networks (high γ s), where γ is a parameter which controls the connectivity of the SFNs. Finally, we recall that the hyperbranched polymers fall into different universality classes, depending whether their dynamical characteristics scale or do not scale in the intermediate frequency or time domains. 52, 53, 55, 56 As we proceed to show here the semiflexible SFNs belong for many values of γ to the second class: Apart from the extreme values (related to linear chain), we find only the value γ = 2.0 which leads to a scaling behavior.
The article is structured as follows: In Sec. II we recall the basic features of the STP method for arbitrary semiflexible branched (treelike) polymers. In Sec. III we briefly describe the algorithm used to construct the polymer networks with a scale-free topology. In Sec. IV we study the relaxation patterns of the polymer networks modeled in Sec. III. Here, we focus on the following aspects: the influence of the network's size on polymer dynamics, the role of the stiffness parameter, and we also monitor the influence of γ on the dynamics. The article ends with the conclusions.
II. THE THEORETICAL MODEL
Here we recall briefly the model of STP of Refs. 48 and 49 which we then apply to SFNs in the following.
Let the polymer network be represented by beads located at r i (i = 1, . . . , N) connected by springs (bonds), say d a = r i − r j . The dynamics of such a network is described through a set of Langevin equations. For the x-component of the position vector r i = {x i , y i , z i } the Langevin equation is given by 24, 49 ζ ∂ ∂t
Heref i is the x component of the usual Gaussian force acting on ith bead, for which f i (t) = 0 and f i (t)f j (t ) = 2k B T ζ δ ij δ(t − t ) hold (ζ is the friction coefficient and T is the temperature). Moreover, the structure of the network is described through the potential V ST P ({r k }), which accounts both for the connection of beads in the network and for the network's semiflexibility.
In order to determine the potential V ST P one starts with the bond picture in which one has 49 
V ST P ({d
In Eq. (2) the constant K = 3k B T/l 2 and the matrix W = (W ab ) is determined through the bond-bond correlations
Indeed, the evaluation of d a · d b with respect to the Boltzmann distribution exp(−V ST P /k B T ) and under assumption that the {d a } are Gaussian-distributed gives 
Here the parameter q i reflects the stiffness of the junction i. The plus sign holds for a head to tail configuration of the oriented bonds a and b and the minus sign otherwise. In three dimensions, the q i is bounded by q i < 1/(f i − 1), 61 where f i is the functionality of the ith bead. On the other hand, the value q i = 0 corresponds to the fully flexible case. Finally, for nonadjacent bonds, say a and c, one may set as in the freely-rotating chain 40 
is the shortest path that connects a with c, which for treelike polymers is unique. 62 Under the choice of d a · d b described above, the matrix W is sparse and can be expressed analytically. 49 Now, the set of Langevin equations, Eq. (1), contains the potential V ST P ({r k }) which depend on the beads' positions. The transformation from the bonds' to the positions' variables, d a = r i − r j , can be written in terms of the incidence matrix G,
Here G T denotes transpose of G = (G ia ), whose elements are G ja = −1 and G ia = 1, when the bond a connects the beads i and j, and zero otherwise. Given that any treelike network consisting of N beads has (N − 1) bonds, G is a rectangular N × (N − 1) matrix. Substitution of Eq. (4) into Eq. (2) leads to
Let us define the matrix
With Eqs. (5) and (6), Eq. (1) is given by
where we have set σ = K/ζ . For STP, the matrix A ST P = (A ST P ij ) is known in a closed analytical form. 49 Let us consider, say, bead i, to which we correspond the stiffness parameter q i . Moreover, bead i has f i nearest neighbors i k (k = 1, . . . , f i ) with corresponding functionalities f i k and stiffness parameters q i k . Thus, any bead i k has as nearest neighbors the bead i and
). In these notations the diagonal elements of A ST P are given by
the elements of A ST P related to the nearest-neighboring beads are
and those of the next-nearest-neighboring beads are
All other elements of A ST P vanish. We note that Eqs. (8)- (10) are also correct when some of beads i, i k , or i ks are peripheral, i.e., of functionality f = 1. In such a case, due to the fact that corresponding (f − 1) factor vanishes, the final expression simplifies, so that with the peripheral beads no stiffness parameter is associated. Indeed, if, say, bead i has functionality f i = 1, then the corresponding diagonal element for a network with N > 2 from Eq. (8) yields
The off-diagonal element related to the bead i and to its nearest-neighboring bead i 1 follows from Eq. (9),
and those related to the next-nearest-neighboring beads of i remain as in Eq. (10), where k is set to k = 1. Thus, if bead i is peripheral, there is no stiffness parameter (such as q i ) associated to it, see Eqs. (10)- (12). The same conclusion holds if i is nonperipheral (f i > 1), but m ≤ f i of its nearest neighboring beads, say i s with s
. In this case Eq. (8) reads
and for i s Eq. (9) reads
Thus, again the peripheral beads {i s } do not receive any stiffness parameter (such as q i s ). Here we note that the theory 49 allows to model the dynamics of polymers with arbitrary architectures as well as to treat heterogeneous polymers with distinct stiffness parameters at each junction. 50, 51 In this work, being interested on the role of the scale-free topology, we focus on the homogeneous stiffness. Hence we assume that the stiffness parameter of any bead i (which exists only for f i ≥ 2) is given by q i = q/(f i − 1), which implies that q i = 0 for q = 0 and q i = 1/(f i − 1) for q = 1. In this way, changes in q allow to reach the flexible and the rigid limits for all beads (junctions) simultaneously 41, 42, 48, 56, 61 and we can change stiffness of the polymeric network based on a single stiffness parameter q. Now, the solution of the set of Eq. (7) requires diagonalization of A ST P . The ensuing eigenvalues {λ i } are fundamental for many important in polymer physics quantities. 24 One of them is the mechanical relaxation form, namely, the complex dynamic modulus G*(ω) or, equivalently, its real G (ω) and imaginary G (ω) components (known as the storage and the loss moduli). 22, 63 One has namely,
and
In (15) and (16) ν is the number of polymer segments (beads) per unit volume and {λ i } are the eigenvalues of the matrix A ST P . In these equations the vanishing eigenvalue (λ 1 = 0) corresponds to the translation of the system as a whole and it does not contribute to the moduli. We are mainly interested in the intermediate scalings of G (ω) and G (ω), thus we will give our results in terms of reduced storage and loss moduli by setting νk B T/N = 1 and σ = 1 in (15) and (16) .
While the G (ω) and G (ω) reflect the dynamical behavior of the polymeric system, also the static properties can be determined based on the eigenvalues {λ i }. 51, [64] [65] [66] [67] Here, we choose the radius of gyration, which shows how the beads are positioned relatively to each other and is given by
where the position of the center of mass is
In a Gaussian framework, it has been shown (both in the case of flexible [64] [65] [66] [67] and of semiflexible polymers 51 ) that the radius of gyration obeys
III. SCALE-FREE POLYMER NETWORKS
Here we extend the study of scale-free polymer networks by introducing semiflexibility in the framework described in Sec. II.
From the wealth of algorithms 13, [15] [16] [17] [18] which construct an SFN we choose an algorithm used with great success in our recent works. [19] [20] [21] The functionality f (also named as degree k in theory of networks) of a node represents the number of bonds emanating from it or, equivalently, the number of its nearest neighbors. All the models of SFNs show a power law in the degree distribution
where p f is the probability that the degree (or functionality) of a node is f and γ is a parameter that measures how densely connected a network can be. There are many ways to postulate that such a degree distribution obeys Eq. (20) for large f. Here, in our algorithm Eq. (20) holds starting only from f = 2; we assume that p 1 = 0. The main property of SFNs is the existence of hubs (nodes with high degree), which allows us to focus on such nodes, neglecting the nodes with low degree, i.e., f = 1. The probability that the degree of a node is
The sum on the denominator is used to keep the total probability equal to 1. More precise, the probability to create a node with degree 1 is zero during the construction process, but when the construction stops the networks will contain nodes with degree 1, namely, the peripheral nodes. In order to construct SFNs with finite sizes we consider a cut-off: the construction stops when it reaches a preset number N max of nodes, even if there still exists open nodes, which did not receive a degree from the chosen degree distribution, Eq. (21).
However, these open nodes will not alter the shape of the degree distribution of our constructed networks, which for f > 1 obeys the power-law given by Eq. (21).
In Fig. 1 we display realizations of SFNs with N = 50 nodes obtained from distribution (21) , where γ is varied from 1.5 to 4.0 with the stepsize equal to 0.5, from up to down and left to right. We show by filled circles the sites which received a degree number from a random number generator, while by open circles we show the vertices which did not receive the degree from the distribution (21) until the construction stops. The numbers are given according to the chronological order in which the nodes were created. Now, we give a short explanation of the way an SFN was created. In order to do this we choose the case γ = 1.5, the up left drawing in Fig. 1 .
We start with vertex 1 and pick its degree randomly according to the distribution (21) . In this case the degree turns Fig. 1 one can notice the influence of γ on the topology of the networks. SFNs with low γ s show a more star-like topology (or coupled stars) and for high γ s a more linear-like topology is encountered. 20 To prove this and in order to help the reader in distinguishing the two limiting topologies we depicted in Fig. 1 by blue big circles the nodes with degree higher than 4 and with a continuous red line the longest linear-like path. In general, by increasing the value of γ the number of vertices with a high degree is decreasing while the length of the longest linear path is increasing. Each vertex of the constructed SFN will correspond to a monomer of the GGS and the links between vertices show the interactions between monomers. Here, we consider that the polymers are ideal and behave as phantom polymers: there are no interactions between monomers that are far apart along the chain, even if they approach each other in space. This situation is also encountered for real polymers in some special conditions: 22 
IV. RESULTS

A. Scale-free networks with fixed γ
First we study the influence of the number of monomers N on the dynamics of semiflexible scale-free polymer networks (SSFPNs).
In Fig. 2 we plot the eigenvalue spectrum for SSFPNs with γ = 2.5. In order to study more efficiently the influence of the stiffness we choose relatively high value for the stiffness parameter q, i.e., q = 0.8. Moreover, in Fig. 2 the number of monomers N is varied from N = 100 to N = 4000. For each value of N we took different number of realizations, S, such that the product N · S keeps constant, equal to 10 6 . Thus, for each value of N we took an average over the same number of eigenvalues. The width of the bins is not kept constant, due to the fact that N is variable. We took the width equal to ξ = (2 + lg N )/50, meaning that for N = 100 the width is ξ ≈ 0.080 and for N = 4000 we have ξ ≈ 0.112. For all Ns, it was observed that the eigenvalue's distribution, ρ(λ), follows a power-law behavior for low eigenvalues, with a constant slope equal to 0.88 and another power-law behavior, slope −1.62, for high eigenvalues. For 0.2 ≤ λ ≤ 1.0 we observe some features which are related with the value of γ , more precise they start to disappear when γ increases, corresponding to predominant linear-like polymers. However, higher stiffness parameter accentuates these behaviors. For 10 ≤ λ ≤ 20 we notice features that are strictly related to the stiffness parameter, as we will also show in Fig. 4 . Remarkably, by comparing the results with scale-free polymer networks in the Rouse model (q = 0.0), shown in Ref. 20 , we observe only little differences in the scalings. A similar feature has been also found for regular semiflexible hyperbranched polymers 56 and it shows that for branched polymers the global scaling behavior does not depend very much on the local stiffness conditions. Also from Fig. 2 , one can notice a clear cut-off in the region of high values of λ, due to the fact that the highest eigenvalue is limited to λ ≈ N, the size of the structures. Now we turn to the mechanical relaxation forms, Eqs. (15) and (16) . We note that both relaxation forms, G (ω) and G (ω), show a similar behavior in the intermediate frequency domain, 24 therefore we focus here only on the loss modulus G (ω). In Fig. 3 we plot in a double logarithmic scale the G (ω), Eq. (16), for SSFPNs with γ = 2.5 and variable number of monomers N. Here the parameter N is equal to the values 100, 200, 500, 1000, and 4000, while the number of realizations S equals 10000, 5000, 2000, 1000, and 250, respectively. In this way the product N · S keeps the same for all the curves. The stiffness parameter is equal to q = 0.8. Here, we plot the results for semiflexible polymers, shown by continuous lines in the figure, and also the results for flexible SFPNs in the Rouse model (dashed lines), for the same N, S, and γ , but with q = 0.0. For all the curves we recover the expected behaviors: for very low frequencies a power-law with exponent equal to 1 and for very high frequencies another power-law with exponent −1. However, the curves for semiflexible SFPNs are considerably broader than those of the flexible SFPNs, which is related, as we proceed to show, to a broader eigenvalue spectrum. Such a broadening leads to a pseudo-gap in the spectrum, so that one can also notice in the loss moduli of SSFPNs a local minimum around ω ≈ 10. Turning now to the role of the monomers number N, in the intermediate region, which is related to the particular geometry of the structure, we do not notice big differences between SSFPNs of different sizes. Thus, we conclude that for the relaxation dynamics of the SSFPNs with the same value of γ the size of the network does not influence too much. From Fig. 3 one can easily notice a very different behavior between polymers without stiffness (Rouse model), q = 0, and polymers with a high stiffness value, q = 0.8. Thus, it is very important to study the influence of the stiffness strength, q, on the dynamics of polymers. First we will check the influence of q on the eigenvalue spectra. In Fig. 4 we present the eigenvalue spectra for SSFPNs with N = 4000, S = 250, and γ = 2.5 as a function of the stiffness parameter. For each curves we show the eigenvalues in ascending order. Given that the difference between the smallest and the largest eigenvalues is very high, we plot the results in semilogarithmic scales. With growing stiffness the largest eigenvalues increase, while the small eigenvalues decrease a little bit. The eigenvalue with the highest degeneracy, λ = 1, encountered for the case without stiffness q = 0 (Rouse model) will be also recovered with a value approximately equal to 1 when we switch on the stiffness. This eigenvalue is situated in the intermediate part of the spectra and it occupies more than half of the spectrum. Moreover, in the inset of Fig. 4 we present the eigenvalue spectrum of a semiflexible dendrimer with generation number G = 7 and functionality f = 4, given a total of N = 4373 monomers, while the stiffness parameter equals q = 3q dend = 0.8. Here, one can notice a similar behavior as for the curve of SSFPNs with the same q, with the difference that the dendrimer's spectrum is clearly more degenerate (visible by the size of steps in the eigenvalue spectrum) and the most degenerate eigenvalue equals 3/3.8 ≈ 0.79. One can also notice a gap between this eigenvalue and the larger eigenvalues. This is related to the fact that for dendrimers with growing stiffness the eigenvalues related to the large scale eigenmotions (spatially exponential) become higher (since stiffer structures are larger) and the eigenvalues related to the small-scale ones (spatially periodic) become smaller. 55 Now we turn our attention to the relaxation dynamics of the polymers and we determine the influence of q on the loss modulus. We display in Fig. 5 the loss modulus, Eq. (16), for SSFPNs with the same size, N = 4000, the same γ , equal to 2.5, but variable q. We choose three values of q: 0.0 (no stiffness), 0.4, and 0.8. For all the cases we consider an average over S = 250 realizations. Immediately apparent are the limiting cases: for very low frequencies we get a ω 1 behavior and for very high frequencies we obtain a ω −1 behavior. We encounter the most interesting situation in the intermediate frequencies' region. In this case we found out that the loss modulus starts to loose its power-law behavior observed in the Rouse case (q = 0.0) by increasing the value of q. The loss modulus gets more wide towards the region of large frequencies and presents a small local minimum only for high values of stiffness parameter. It is worth to mention that this minimum is not as sharp as for the dendritic semiflexible polymers 55 or dendrimers 45, 48 since the (pseudo)-gap in the region of high eigenvalues observed for these structures is not so pronounced for SSFPNs. To have a better insight in the intermediate domain, we plot as inset graph the deriva-
for the three curves. Here, we notice a small decrease of the slope in the intermediate frequency region (until ω ≈ 1) by switching on the stiffness parameter. Also a small peak around ω ≈ 10 appears for high qs (here q = 0.8), corresponding to the local minimum above mentioned. Although not shown here, it is worth to stress that the same qualitative behavior was observed also for the storage modulus.
B. Scale-free networks with variable γ
Now we study the influence of γ on the dynamics of semiflexible SFPNs. We fixed the size of the networks to N = 4000 and we varied γ from 1.5 (more star-like structures) to 4.0 (more linear-like structures). For a better comparison we plot the results for the loss modulus, G , and additionally for the radius of gyration.
First we study the influence of γ on the eigenvalue spectra, for SSFPNs with the same size, N = 4000, each with S = 250 realizations, and the same stiffness value, q = 0.8. In Fig. 6 we display the eigenvalues in ascending order for SSFPNs with γ variable from 1.5 to 4.0, with step size equal to 0.5, as a function of the stiffness parameter. We plot the results in semilogarithmic scales because the difference between the smallest and the largest eigenvalues is very high. We notice that for γ = 1.5 the eigenvalue λ ≈ 1 is highly degenerate and by increasing the γ value its degeneracy decreases. The degeneracy of this eigenvalue is strongly related with the star-coupled topology of the network, more pronounced for small γ s. In fact, for a perfect semiflexible star consisting of N beads, there are only three distinct eigenvalues: two nondegenerate to a more linear-like topology, its degeneracy decreases, making the spectrum more continuous. It is worth to say that the same qualitative behavior was observed for all studied qs. Now, with these eigenvalues we are able to calculate the loss modulus. In Fig. 7 we plot in double-logarithmic scale G (ω), Eq. (16) , see the inset graph. In this graph one can notice a pronounced local maximum around log 10 ω ≈ 4 for SSFPNs with γ = 1.5, the magnitude of this peak being higher for networks with more star-like segments. The highest magnitude is encountered for an N − 1 arms star polymer, depicted by squares in Fig. 7 . Additionally, for higher γ s the size of this peak diminishes and it appears for smaller frequencies, in the region between ω = 1 and ω ≈ 50. The value of α corresponding to this maximum approaches the value of α ≈ 1/4, which was encountered for semiflexible linear chains 48 and SSFPNs with high γ s. This is clearly related to an increase of linear segments in the networks. However, the existence of this local maximum is related with the increase of the stiffness parameter since it was not observed for small values of q and it was explained in detail in the text corresponding to Fig. 5 : loss modulus for SSFPNs with γ = 2.5.
In Fig. 8 we display in double-logarithmic scale the normalized radius of gyration, R for γ = 3.5. As it is evident from the figure, the SSFPNs have larger R 2 g than their flexible counterparts. However, for the small value of γ , γ = 1.5, this difference is rather small for high N. This feature can be traced back to the eigenvalue λ ≈ 1 which dominates the behavior of SFPNs (both flexible and semiflexible) in case of small γ related to the topologies close to a star-graph. On the other hand, the gyration radii of flexible and of semiflexible SFPNs with γ ≥ 2.5 are very distinct in the whole range of N.
V. CONCLUSIONS
In this work we have studied the influence of semiflexibility on the dynamics of scale-free networks. These networks were constructed by using an algorithm for which its degree distribution starts with degree 2. In this way the construction of an SFN never stops by itself: there are no nodes with degree 1, except the peripheral nodes, which are still open when the growth finishes.
The stiffness has been taken into account through correlations between bonds, modeled by assuming freely rotating segments. In this framework one has a set of Langevin equations for the beads dynamics, which can be written in the analytically closed form. As in the case of totally flexible generalized Gaussian structures, the eigenvalue spectrum of the corresponding dynamical matrices of semiflexible polymers is crucial for determining many static and dynamic physical quantities. From the wealth of applications related to polymer physics we showed the eigenvalue spectrum, the results for the loss modulus and the radius of gyration. First we have studied the influence of network size and of the stiffness parameter on the chosen quantities. In the second part of this article we have investigated the influence that γ , a parameter which controls the topology of SFNs, has on dynamics. We have noticed clear differences between semiflexible scalefree polymer networks with the same size and γ , but different stiffness parameter. A smooth decrease of the slope was observed in the intermediate frequency region. We have also monitored the transition from a predominant star-like polymers, obtained for low values of γ , to a linear-like polymers, with high γ s. This was done by keeping constant the size N and the stiffness parameter q of SSFPNs, but varying γ . We have noticed a mild crossover between two limiting behaviors: a star polymer with N − 1 arms and a pure linear chain. For some values of the parameter set (q = 0.8, γ = 2.0) we have encountered a region with board constant slope in the intermediate frequency domain.
We expect these findings to be useful in distinguishing between semiflexible polymer networks with complex (random) topologies which display linear-like or/and star-like segments.
