The entropy is defined as S = − ln w n = − n ln w n e −E n /T Z (1.6) ( . . . is the symbol for the average). When we put (1.5) into (1.6), we obtain
where E is the average energy of the system, E = 1 Z n E n e −E n /T . We can introduce the quantity 8) which is called the (Helmholtz) free energy:
(1.9)
Thermodynamic functions
The Helmholtz free energy, F , is a function of the temperature T and of the density n = N/V , or of the volume: F = F (V , T ). One can also introduce other so-called thermodynamic potentials, expressed as functions of different variables. These are:
At fixed pressure and temperature -the Gibbs free energy
If instead of the temperature T we chose as free variable its conjugate, the entropy, then we obtain the enthalpy
Enthalpy is often used in discussions of chemical reactions, thermodynamics of formation of different phases, etc. The energy itself is also one of the thermodynamic potentials; it is a function of volume and entropy, E(V , S).
Similar to mechanics, where the system at equilibrium tends to a state with mimimum energy, many-particle systems at finite temperature tend to minimize the free energy, i.e. the corresponding thermodynamic potential F or .
From these definitions it is clear that, e.g.
12)
3 from which we obtain
(1.14)
Other useful thermodynamic quantities are, e.g. the specific heat at constant volume, c V , and at constant pressure, c P :
One can express c P , c V through F , , using (1.12), (1.15). Using the expressions given above, one can obtain useful relations between different thermodynamic quantities, e.g. between the specific heat, the thermal expansion coefficient (the volume coefficient of the thermal expansion β = 3α, where α is the linear thermal expansion) 20) and the compressibility
The resulting connection has the form (see, e.g. Landau and Lifshits 1980, Section 16):
Similarly one can also find relations between other thermodynamic quantities; some examples will be given below, especially in Chapter 2.
Systems with variable number of particles; grand partition function
One can also introduce thermodynamic quantities for systems with variable number of particles N. The thermodynamic potentials introduced above depend on the particle density N/V , i.e.
From these equations we get:
Here we have introduced the chemical potential µ which is defined by
From (1.25) and (1.23) we obtain 26) i.e. the chemical potential is the Gibbs free energy per particle. One important remark is relevant here. If the number of (quasi)particles N is not conserved, such as for example the number of phonons in a crystal, then the value of N is determined by the condition of minimization of the free energy in N, e.g. ∂F /∂N = 0, etc. One sees then that in such cases the chemical potential is µ = 0. This fact will be used in several places later on.
The chemical potential µ and the number of particles N are conjugate variables (like T and S; P and V ). One can introduce a new thermodynamic potential with µ as a variable; it is usually denoted (V , T , µ). Using equations (1.3), (1.8) we can write down the distribution function (1.1) as
(1.27)
For a variable particle number N, it takes the form where we have used this new thermodynamic potential , instead of the free energy:
Thus is a generalization of the free energy to the case of variable number of particles. Similar to (1.24), we have: 30) i.e. the total number of particles is connected to the chemical potential by the relation
(1.31)
Problem:
One can show that = −P V ; try to prove this.
Solution:
From (1.29) = F − µN. But, by (1.26), µN = , and, by (1.10),
Analogously to (1.5), (1.9), we can write down Examples of order parameters are, for instance: for ferromagnets -the magnetization M; for ferroelectrics -the polarization P ; for structural phase transitionsthe distortion u αβ , etc. Typically the system is disordered at high temperatures, and certain types of ordering may appear with decreasing temperature. This is clear already from the general expressions for thermodynamic functions, see Chapter 1: at finite temperatures the state of the system is chosen by the condition of the minimum of the corresponding thermodynamic potential, the Helmholtz free energy (1.8) or the Gibbs free energy (1.10), and from those expressions it is clear that with increasing temperature it is favourable to have the highest entropy possible, i.e. a disordered state. But some types of ordering are usually established at lower temperatures, where the entropy does not play such an important role, and the minimum of the energy is reached by establishing that ordering.
The general order parameter η depends on temperature, and in principle also on other external parameters -pressure, magnetic field, etc. Typical cases of the dependence of the order parameter on temperature are shown in Fig. 2.1 . The situation shown in Fig. 2.1(a) , where the order parameter changes continuously, is called a second-order phase transition, and that shown in Fig. 2.1(b) , where η changes in a jump-like fashion, is a first-order phase transition. The temperature T c below which there exists order in a system (η = 0) is called the critical temperature (sometimes the Curie temperature, the notion coming from the field of magnetism).
Second-order phase transitions (Landau theory)
For the second-order phase transitions close to T c the order parameter η is small, and we can expand the (Gibbs) free energy (P , T , η) 
approach was first developed by Landau, and in this section we largely follow the classical presentation of Landau and Lifshits (1980) . The expansion of the free energy in small η is, in general,
(It will be clear below why we have chosen such an 'unnatural' notation with the sequence of coefficients A, C, B.) As mentioned above, the state of the system, in particular the value of the order parameter η (magnetization, or spontaneous polarization, or distortion, etc.) is determined by the condition that the free energy, in this case , has a minimum. The coefficients α, A, C, B are functions of P , T such that the minimum of (P , T , η) as a function of η should correspond to η = 0 above T c (disordered state), and to η = 0 (and small) below T c . From this requirement it is clear that the coefficient α in a system without external fields should be α = 0, otherwise η = 0 at all temperatures: in the presence of the linear term in (2.1) the free energy would never have a minimum at η = 0, which should be the case in a disordered system at T > T c . The same requirement that η = 0 above T c , but η = 0 for T < T c , leads to the requirement that the first nonzero term Aη 2 in the expansion (2.1) should obey the condition
As a result the dependence of (η) would have the form shown in Fig. 2.2 .
Thus at the critical temperature T c the coefficient A(P , T ) should pass through zero and change sign. (We assume that it changes continuously with temperature. We also assume that the other coefficients in equation (2.1) are such that C = 0, which is often the case, see Section 2.2 below, and B > 0.) Again, making the simplest assumption, we can write close to T c :
with the coefficient a > 0. Then
The behaviour of η(T ) can be easily found from (2.4) by minimizing the free energy with respect to η: ∂ ∂η = 0 =⇒ 2Aη + 4Bη 3 = 2a(T − T c )η + 4Bη 3 = 0 , (2.5)
This behaviour is shown in Fig. 2.3 . Here in principle all coefficients may be functions of pressure (or other external variables), a = a(P ), B = B(P ), T c = T c (P ). But in practice the dependence of T c (P ) is the most important one; the coefficients a and B can usually be taken as constants.
The equilibrium free energy itself at T < T c is obtained by putting the equilibrium value of the order parameter (2.6) back into the free energy (2. 
