This paper investigates a clustering problem in a production and routing environment where a centralized facility uses a fleet of vehicles to serve a set of customers. A multi-period capacitated clustering problem is solved to partition customer into clusters with constraints that the accumulated customer demand in every period of the planning horizon is satisfied. The resulting mathematical model is hard to solve exactly and efficient heuristics are thus developed in this paper.
Introduction
The clustering problem is to partition objects such as customers into clusters with an objective to maximize some measure of similarity or closeness of the objects in the cluster. The problem has various applications such as the uncapacitated clustering problems in customer segmentation [Kaufman and Roussweuw, 1990] and market based analysis [Cheng et al., 2014] , the capacitated clustering problems in sales force territory design [Mulvey and Beck, 1984] , and the design of delivery routes in logistics operations [Koskosidis and Powell, 1992, Bard and Jarrah, 2009] .
In logistics operations, one of the fundamental problems is concerned with the optimal allocation and routing of vehicles to visit a set of customers over a planning horizon. Due to its complexity, the problem is typically solved sequentially in practice. In the first stage, a clustering problem is solved to partition customers into clusters. In the second stage, a detailed vehicle routing problem is solved to minimize the sum of the route lengths. This approach is adopted in the solution of the location routing problem [Barreto et al., 2007] , the vehicle routing problem [Koskosidis and Powell, 1992] , and pickup and delivery route formations Bard, 2012, Bard and Jarrah, 2013] . These applications have also generated various types of capacitated clustering problems (CCP) from the typical p-median and p-centroid capacitated problems to capacitated clustering problems with a host of capacity and geometric constraints.
In this paper, we investigate a variant of the capacitated clustering problem for a production and routing problem [Adulyasak et al., 2015] . The production and routing problem connects the lot-sizing problem and the vehicle routing problem and is of practical relevance to vendor managed inventory. Specifically, suppliers monitor the customers' inventory, coordinate productions at central facilities and deliver products to customers over a planning horizon. Each customer's demand in each period must be satisfied through delivery or inventory and no shortage is allowed [Mourgaya and Vanderbeck, 2007 , Boudia et al., 2007 , Adulyasak et al., 2015 . Following the logic of 'cluster first route second', a cluster problem can be modeled as a nonlinear integer program; the problem nevertheless differs from the standard capacitated cluster problems due to the capacity constraints that stipulate that the accumulated customer demand in every period of the planning horizon is satisfied. The problem is difficult to solve using exact methods, thus in this paper we have developed efficient algorithms based on the tabu search method to provide near optimal solutions in a reasonable amount of time.
The algorithms bring several novel features in the design of neighborhood search operations that have achieved superior performance. First, we introduce the "supernode" concept and dynamically combine customers with close proximity into supernodes in the neighborhood search process. While traditional neighborhood search applies to the movement of single customers, supernodebased neighborhood search applies to the movement of a set of customers. It reduces the size of the neighborhood, eliminates ineffective evaluations, and accelerates the convergence of the algorithm. Second, we developed a supernode-based ejection chain approach to perform a variable number of composite moves from a series of simple shift moves. The ejection chain methods use reference structures to represent incomplete solutions and have been particularly useful in capacitated problems. Computational results from a variety of multi-period customer demand instances have shown that the algorithms were able to quickly provide superior solutions. The supernode-based tabu search algorithm was able to obtain better results two to three times faster than the standard tabu search algorithm. Also, the supernode-based ejection chain algorithm has performed particularly well in certain cases with tight capacity constraints where the standard tabu search algorithm could not even get feasible solutions.
The rest of this paper is organized as follows: Section 2 presents a detailed literature review. Section 3 formally describes the problem and its mathematical models. Section 4 presents the details of the proposed heuristics. Section 5 lists the computation results and discusses salient observations. Section 6 concludes the paper and presents future work.
Literature Review
Before we present our model, let us first look at the classic capacitated clustering problems. Mulvey and Beck [1984] proposed one of the first models for the CCP with a p-median objective in the context of political districting. The p-median CCP minimizes the sum of the distances between the customers and the cluster center, also known as the median, and the p-centroid CCP, the sum of distances between the customers and the centroid. Rather than minimizing the distance between the customers and the centroid (or median), yet another variant of the CCP is to minimize the sum of the distances of customers in the clusters and is defined below [Bard and Deng, 2011] .
Let N be the set of customers indexed by i, K be the set of clusters indexed by k, z i be the location of customer i, and w ij be the distance between customers i and j. Let us define x ik as the decision variable representing whether customer i is assigned to cluster k or not, the classic (uncapacitated) clustering problem can be formulated as follows.
Here, constraint (2) stipulates that each customer is assigned a cluster and constraint (3) stipulates that variable x ik is binary. The objective (1) is to minimize the sum of the distance between customers in the cluster and is similar to the quadratic assignment problem [Cordeau et al., 2006] .
To linearize the objective function, let us define y ijk as the decision variable representing whether customers i and j are both in cluster k or not, then we have
Subject to
Constraints (6) and (7) define y ijk = x ik x jk , specifying whether customers i and j are in cluster k or not. Because x is either 0 or 1, y will automatically be either 0 or 1, and hence this is not explicitly specified. In the uncapacitated version, as seen above, there is no limit on the capacity of the cluster. In the capacitated version, each customer is associated with a demand d i and the cluster is bounded by a capacity Q, the following constraint is thus needed for the model.
The capacitated clustering problems are NP-hard and have sparked many research studies. These studies include exact methods such as branch and bound algorithm with reformulation techniques, column generation approaches, cutting planes, and heuristic algorithms such as greedy randomized adaptive search procedure, tabu search, genetic algorithm and scatter search et al. For a classification of the clustering problems, their complexity and solution approaches, please see [Hansen and Jaumard, 1997, Bard and Deng, 2011] .
Exact methods Wakabayashi [1989, 1990] proposed a formulation with triangle constraints. Their results showed that the linear relaxation of these triangle constraints gave a good representation of the clustering problem. Scheuerer and Desai [2003] developed a specialized branch-and-bound algorithm based on the reformulation of the linearization technique. The reformulation provided tight lower bounds and several cutting planes were utilized to strengthen these bounds. Mehrotra and Trick [1998] and Mourgaya and Vanderbeck [2007] proposed column generation algorithms to the clique clustering problem; The former is based on the solution of a series of maximal weight clique partitioning problems; the latter investigated truncated column generation with approximate solutions followed by a rounding procedure.
Heuristic methods: Al-Sultan and Khan [1996] provided an early study of the performance of four heuristics. Recent developments in heuristics include a tabu search algorithm by Franca et al. [1999] , GRASP with memory structures by Ahmadi and Osman [2005] , a scatter search by Scheuerer and Wendolsky [2006] , and GRASP with path relinking by Bard and Jarrah [2009] .
Most recently, Jarrah and Bard [2012] and Bard and Jarrah [2013] presented a series of analyses for the capacitated clustering problems with a host of capacity and geometric constraints. Their approach was tested on data sets with roughly 6,000 to 45,000 customers and the results suggested that cost savings averaging 7.6% could be achieved.
Problem Statement and Formulation
The clustering problem studied in this paper arises as a critical part in several studies of integrated production and routing problems that are of practical relevance in a vendor managed inventory. The production routing problem jointly optimizes production (the lot-sizing problem) and distribution (the vehicle routing problem) to provide optimal solutions when considering the total system cost, as seen in Kellogg and Frito-Lay [Brown et al., 2001 , Cetinkaya et al., 2009 .
The solution of the production and routing problem is challenging as it incorporates the constraints of the two difficult problems -the lot sizing problem and the vehicle routing problem. For details on these computational studies, please see [Boudia et al., 2007, Bard and Deng, 2011] ; for a recent survey, please see [Adulyasak et al., 2015] . In view of this, a clustering problem that considers the production and distribution environment is proposed. The clustering problem extends the classic clustering problem to multiple time periods, is subject to accumulated demand constraints at every time period of a planning horizon, and is presented below.
Let N , K and T be the sets of customers, vehicles and time periods, indexed by i, k and t respectively; each customer i has a demand d it in period t that must be satisfied -no shortage is allowed yet customer demand can be satisfied through inventory. The problem is to partition customers into K clusters, each of which is serviced by a vehicle with capacity Q. Let variables x ik , y ijk be defined as before, this multi-period clustering problem can be formulated as follows.
The objective function (10) is to minimize the sum of the distances between the customers in the clusters -a surrogate of the operational route length. Constraint (11) specifies that each customer must be assigned to a cluster. Constraint (12) states that the accumulated demand of customers in a cluster must be satisfied at every time period in the planning horizon and no shortage is allowed. Constraints (13) and (14) state that if customers i and j are assigned to the same cluster k, then y ijk must be one. Finally, constraint (15) states that variable x ik is binary.
Our experience with a state-of-the-art branch and bound algorithm shows that it was only able to solve problems with up to 30 customers and 5 vehicles as given in Boudia et al. [2007] . Real-life problem instances can involve hundreds or thousands of customers, with as many as 20 time periods and 20 vehicles and are beyond the reach of current exact methods [Mourgaya and Vanderbeck, 2007] . To provide near optimal solutions in a reasonable amount of time, a series of tabu search algorithms have been developed in this paper.
Tabu Search Algorithms
Tabu search is a metaheuristic based upon local search and uses memory in the form of tabu status to restrict certain moves in an effort to prevent cycling and to escape from local optima. Tabu search has been extensively used in the solution of hard combinatorial optimization problems; for details, please see [Glover and Laguna, 1997] .
The design of appropriate local search operations is problem-specific and crucial to the success of metaheuristic algorithms, and thus deserves much consideration. To this end, this paper presents: (a) a supernode-based tabu search heuristic that aggregates customers into supernodes to reduce ineffective moves in the case of loose capacity constraints, and (b) a supernode-based ejection chain approach that forms powerful composite moves from a series of simple moves in the case of tight capacity constraints.
The Baseline Tabu Search
To start, let us first look at a baseline tabu search algorithm that shares many features with the basic tabu search utilized in [Yagiura and Ibaraki, 2004] for the quadratic assignment problem. In the algorithm, a solution to a clustering problem is represented by a vector x := [x 1 , . . . , x i , . . . , x |N | ], where x i represents the index of the cluster customer i belongs to, and the algorithm iteratively searches for better solutions in the neighborhood of x, referred to as N (x), until no better solution is found in N (x).
Two types of neighborhoods, a shift neighborhood N shif t and a swap neighborhood N swap , are extensively used in the literature and adopted in the algorithm. The shift neighborhood defines the set of solutions that are obtained by changing the assignment of a customer, and the swap neighborhood, the set of solutions that are obtained by exchanging the assignments of two customers.
When the search visits the infeasible region, we employ an strategic oscillation approach and evaluate the solutions by an objective function penalized by infeasibility to guide the search into feasible regions. Here the following objective function is used:
where
The parameters β kt , (> 0) can be given as fixed constants or adaptively calculated [Yagiura and Ibaraki, 2004] . In our implementation, β kt is initially set to a large value in an effort to get feasible solutions. As the search progresses, if the current solution is feasible, then we decrease β (multiply itself by 0.5); otherwise, we increase β (multiply itself by 1.5).
K-means Algorithm:
The construction of a high-quality initial solution is very important for heuristics because it tends to result in superior final solutions than when a lower-quality initial solution is used. Based on the studies in [Al-Sultan and Khan, 1996, Bard and Deng, 2011] , the K-means algorithm is used to generate the initial solutions. The algorithm is composed of the following steps: (1) place K points or seeds as the cluster centroids; (2) assign each object to the cluster that has the closest centroid; (3) when all objects have been assigned, recalculate the positions of the centroids; (4) repeat 2 and 3 until the centroids no longer change and output the clusters. Of the various methods to generate the seeds (as the centroids), a sequential method is adopted to start the K-means algorithm; for details, please see [Al-Sultan and Khan, 1996] .
The baseline tabu search starts from the K-means solution and performs in the aforementioned shift and swap neighborhoods for better solutions. For shift neighborhoods, when a customer is moved from one cluster to another, the shift of the customer is prohibited (declared as tabu) for θ iterations; similarly, for swap neighborhoods, when two customers exchange assignment, the exchange between these two customers is prohibited (declared as tabu) for τ iterations. The algorithm stops after a pre-determined number of iterations ϕ is reached and the best solution found is returned. These parameters are dynamically adjusted similar to β kt ; for details, please see [Khambhampati, 2008] . For more procedures on dynamic setting of parameters in the case of a general assignment problem, please see [Yagiura and Ibaraki, 2004] .
Supernode-based Tabu Search
The motivation for supernodes is that the shift and swap moves are performed one customer at a time; yet in the solution of a clustering problem, it would be desirable to move two or more customers if they are close to each other as customers with close proximity are likely to be in the same cluster. To perform such an operation under single customer based local search would require multiple shift moves in sequence, one for each customer. Intuitively, if these customers are combined to form a supernode, only one shift move of the supernode is sufficient to obtain the same result from multiple shift moves of single customers.
The concept of supernodes is similar to the concept of cohesive locations used in [Cordeau et al., 2006] for solving the quadratic assignment problem and the idea of core cluster proposed in [Nananukul, 2013] . In our implementation, a supernode has two characteristics: first, it is dynamically formed during the search process; second, its size depends on a parameter ψ, which measures the proximity of customers to be included. A supernode can be treated as a single node having a centroid as its location and the sum of the capacities of all of its nodes as its capacity.
For each cluster k ∈ K, there could be m supernodes. Let SN k = {SN k1 , . . . , SN kq ,. . . , SN km } be the supernodes of customers in cluster k, and α kq and N C kq denote the centroid and the number of customers in supernode SN kq , respectively. The supernodes {SN k1 , . . . , SN kq , . . . , SN km } in the cluster k are constructed sequentially as follows:
A random customer in a cluster is initially designated as an independent node. For the next customer, the distance of the customer to the independent node is computed. If this distance is within a threshold value ψ, then both customers are grouped together into a supernode and the centroid of the supernode is computed. Otherwise, the customers remain as independent nodes. The supernode construction process is repeated to obtain larger supernodes with updated centroids, or independent nodes. If the distance of a customer to more than one supernode centroids is within ψ, then the customer is grouped into the supernode that has the shortest centroid-to-node distance. This process repeats until all of the customers in the cluster have been evaluated and is formally described in the Supernode Construction procedure.
Neighborhood Search: After the supernodes have been constructed, neighborhood search is performed using moves of the supernodes instead of individual customers. The neighborhood is limited to shift moves of supernodes, defined as the set of solutions obtained by removing a supernode SN kq from its current cluster C k and inserting it into another cluster, as follows. Let δ q be the savings obtained by removing a supernode SN iq from its current cluster C i and inserting it into cluster C j . A positive value of δ q indicates an improvement in the solution, whereas a negative value of δ q indicates a degrading solution. We use the best admissible strategy to evaluate the moves. The move where the supernode is non-tabu and which produces maximum cost savings is accepted whether or not it produces any improvement over the current best solution N (S) * .
In the process, when a supernode is moved from one cluster to another, the customers in the supernode are declared tabu for θ iterations. The algorithm stops after a pre-determined number of iterations ϕ are reached and the best solution found is returned. This procedure is formally described in the Supernode-based Tabu Search algorithm.
Example: The supernode-based neighborhood search can be illustrated using an example shown in Figures 1(a)-(d) . In Figure 1 (a) , customers close to each other are grouped together into supernodes in cluster C 4 . This results in cluster C 4 having three supernodes SN 41 , SN 42 and SN 43 with centroids α 41 , α 42 , and α 43 , respectively. In Figure 1(b) , customers x 4 and x 9 are now grouped with the existing supernodes and the distances of these two customers to the centroids α 41 , α 42 and α 43 are computed. Since the distance of x 4 to supernode SN 42 is within the threshold, x 4 is grouped into SN 42 . However, the distance of x 9 to the centroids of any of the supernodes is not within the threshold value. Hence, x 9 remains as an independent node. The final construction of the supernodes of customers within cluster C 4 is shown in Figure 1 (c). After these supernodes are constructed, the shift operation is performed between the clusters, see Figure 1 Randomly choose
SN l = ({x i }) /* Initialize the set of supernodes */ 8:
/* Compute the distance of customers to existing supernodes */ 10:
for q in 1. . . m do
11:
Compute the distance d iq of customer x i to centroid of existing supernode α lq 12:
Add SN lq into List
14:
/* List keeps track of supernodes to which the customer's distance is within ψ */ 
Generate supernodes using Supernode Construction Algorithm 8:
f (N (S) * ) = ∞ /* Initialize the best objective in the neighborhood */ 9:
for q in 1. . . m do 10:
/* Remove supernode SN lq from its current cluster C l with m supernodes */ 11:
Find the best vehicle v to insert into SN lq
13:
/* Compute the cost of this insertion */ 14:
/* Compute savings δ q obtained by removal of SN lq from C l , and insertion into C v */ 16:
end for
18:
Compute the supernode SN lq that obtains maximum cost savings
19:
δ q and customers in SN lq that are non-tabu ∀q in 1 . . . m
20:
Derive modified solution N l (S) by removal of SN lq from C l and insertion into C v 21:
end if
25:
Accept the best solution N (S) * in the neighborhood
26:
Set tabu status of customers moved to tabu tenure results in insertion of SN 41 into cluster C 3 , which produces an optimal insertion relative to the costly C 1 and C 2 cluster insertions.
Supernode-based Ejection Chain Algorithm
The shift and swap moves are special cases of λ exchange neighborhood searches with λ = 1 and λ = 2 respectively; as such, it is natural to ask whether it is possible to adopt large size neighborhoods. However, as λ increases so does the size of the neighborhood. As a trade off, ejection chains, an approach that combines several simple moves to form a compound move in a manageable neighborhood, has been proposed [Glover and Laguna, 1997] .
In the construction of an ejection chain, two moves, ejection moves and trail moves, are alternately executed. The ejection move refers to the ejection of a supernode SN lq from its current cluster C l to generate an incomplete solution, where supernode SN lq remains free. Such a solution is called the reference structure. This triggers another supernode from a different cluster to be moved to the cluster from which a supernode was recently ejected. This results in a sequence of simple moves that together form a compound move. The number of ejection moves is referred to as the length of the ejection chain. Finally, a trail move is to assign the free supernode to some other cluster to make a complete solution.
Figures 2(a)-(d) illustrate a length 2 ejection chain for the clustering problem. Suppose a supernode is ejected from cluster 4, forming a reference structure. This triggers an eject move of a supernode from cluster 3 to be assigned to cluster 4, and subsequently, another eject move of a supernode from cluster 1 to be assigned to cluster 3. Finally, a trail move is performed in which the original ejected supernode from cluster 4 is assigned to a cluster, say cluster 2.
Supernode-based Ejection Chain Search: In our supernode-based ejection chain algorithm, we consider three neighborhoods in sequence. The neighborhoods are ejection chains of length 0, 1 and 2, respectively. Ejection chain of length 0 is a "shift neighborhood", length 1 is referred to as "double shift neighborhood" and length 2 is referred to as a "long chain neighborhood". During the iterations, we use the best admissible strategy which involves accepting the best neighborhood among shift, double shift and long chain neighborhoods. The supernode-based ejection chain algorithm iterates until no improvement is found for a threshold ϕ iterations.
The supernode-based ejection chain algorithm can be explained for any length as follows: We first eject a supernode SN lq from its current cluster C l . Consequently, the supernode SN lq becomes free and the amount of resources available at C l increase. Given the increased capacity in C l , we shift another supernode into the cluster from which the first supernode is ejected, thus resulting in an eject move. This eject move is repeated as determined by the length of the ejection chain. In the process, a reference structure (partial solution) is created. Finally, a trail move is performed by inserting the free customers in SN lq to an appropriate cluster.
In this process, our supernode-based ejection chain algorithm has three steps. The first step is called cost saving procedure, which selects a supernode to be ejected. The second step is called eject move procedure, which builds the reference structure by performing eject moves in sequence. The final step is called trail move procedure, which constructs a complete solution. In the following, we describe these three steps in detail:
Cost Saving Procedure: The cost saving procedure uses a candidate list strategy to come up with the best candidates to be ejected from their respective clusters. Ejection of appropriate candidates reduces the computation effort as opposed to exhaustive evaluation of the ejection of each supernode individually. We compute the savings δ q obtained by removing a supernode SN lq from its current cluster and inserting it into another cluster. The supernode that produces maximum cost savings would be considered as a candidate to be ejected. Thus, the cost savings procedure removes a supernode that has a better fit in a cluster other than its current cluster. After the cost savings procedure is executed, we obtain a list CList that contains all the candidates to be ejected. This procedure can be formally described in the cost saving procedure. /* Remove supernode SN lq from its current cluster C l with m supernodes */ 8:
Find the best vehicle v to insert into SN lq 10:
/* Compute the cost of this insertion */ 11:
/* Compute the savings δ q obtained by removal of SN lq from C l and insertion into C v */ 13:
15:
16:
17:
best supernode(l) = SN lq
18:
best localdelta(l) = δ q 19: end for 20: Find the supernode SN lq that has the minimum value of best localdelta(l) ∀ l in 1 . . . L 21: CList = {x l ∈ SN lq } 22: end procedure Eject Move Procedure: An eject move refers to the shift of a supernode into the cluster from which a supernode has been recently ejected. The ejection of a supernode from its current cluster C l triggers the insertion of another supernode (of a different cluster) into that cluster. Thus, partial solutions or reference structures are created in this process. We denote the cluster from which a supernode is ejected as ref. Trail Move Procedure: Trail move involves insertion of free supernodes to a cluster which produces minimal insertion cost. After such trail moves, a complete solution is constructed and this completes the ejection chain move. The Algorithm: The ejection chain algorithm first ejects a supernode using the cost saving procedure. Then, eject moves are performed for the length of the ejection chain. Finally, a trail move is performed. Starting from a solution S, three neighborhoods N 0 (S), N 1 (S), and N 2 (S) are considered; each corresponds to an ejection chain of lengths 0, 1 and 2, respectively. We use the best Generate supernodes using Algorithm 3
8:
9:
/* Remove supernode SN lq from its current cluster C l with m supernodes */ 10:
/* Compute the cost of insertion into prev */ 12:
/* Compute the savings δ q by removal of SN lq from C l and insertion into C prev */ 14:
16:
Compute the supernode SN lq that obtains maximum cost savings δ q and customers in SN lq
17:
that are non-tabu ∀q in 1 . . . m, ∀l in 1 . . . L and l <> prev return ref 27: end for 28: end procedure admissible strategy and move to the neighborhood N (S) * , which has the least objective function value. The ejection chain algorithm can be formally described in the supernode-based ejection chain algorithm.
Modified K-means Algorithm: The K-means algorithm assigns customers to clusters solely based on their geographic vicinity; however, we have found such solutions quite often are infeasible for problems with tight capacity constraints. In view of this, we propose a modified K-means algorithm that considers both geographic vicinity and complementary capacity. The modified K-means algorithm uses the same sequential method to generate the initial seeds, yet is different from the Kmeans algorithm in two aspects. First, the assignment of customers to the closest cluster center is performed only if such an assignment causes no capacity violation. Second, the algorithm is stopped when no improvement to the best solution is found after ϕ iterations, rather than no change in the cluster centroids. Because the objective function is dependent not only on the distance but also on the capacity limitations, convergence of the K-means clustering algorithm based on centroids is not effective. For details of the modified K-means algorithm, please see [Khambhampati, 2008] 
Computational Results
In this section, we present the computation results of our proposed algorithm, the supernodebased tabu search algorithm and the supernode-based ejection chain algorithm. We start first with problem sets with no capacity limitations and move to problem sets with tight capacities.
Our proposed algorithms have been implemented using the Xpress-MP development environment (Guŕet, et. al, 2002) running on a PC with the Windows XP operating system, 1.6GHz CPU and 512 MB RAM. For the multi-period customer demands, we use the instances that were randomly generated by the authors in [Boudia et al., 2007] . These instances are comprised of three sets of 30 instances with 50, 100, and 200 customers respectively, all with 20 time periods T . Other inputs such as number of vehicles K and the vehicle capacity Q depend on the number of customers, and are calculated as suggested in Boudia et al. [2007] . Tables 1 -3 show the computation results of each of the 30 instances with 50, 100 and 200 customers respectively for three heuristics: (i) the baseline single-node-based tabu search (T S singlenode ) algorithm, (ii) the K-means (KMS) algorithm, and (iii) the supernode-based tabu search (T S supernode ) algorithm. For each instance, we present the best solution obtained and the run time (in seconds) for each algorithm.
Results With Loose Capacity Constraints
In addition, we report the average objective value and average time across all cases for each algorithm, indicate the total number of best solutions found, and the total number of the best solutions exclusively found (mark in bold in the table) by the corresponding algorithm.
The number of iterations ϕ for the T S b and the T S supernode algorithms is set to N × 50. Consequently, as the number of customers N increases, the iterations increase correspondingly. The tabu tenure θ also depends on the number of customers and is set to 0.1 × N . For each of the customer sizes, the threshold ψ for grouping customers into supernodes is dynamically calculated by taking into account the average of the inter-customer distances in the data set.
From the cases with 50 customers shown in Table 1 , we can see that the both the baseline singlenode-based tabu search T S singlenode and the supernode-based tabu search T S supernode algorithm provide satisfactory results and are able to get the best solutions for 26 and 30 instances respectively. 
22:
end while
23:
24:
Set tabu status of customers moved to tabu tenure return f (S) * 36: end while 37: end procedure
The KMS algorithm produces solutions provides solutions with slightly higher objective values than the tabu search algorithms for all instances, nevertheless, at a much reduced time. In fact, its solutions deviate only by an average of 5% from the best solutions. It is, however, most interesting to notice that the supernode-based tabu search T S supernode algorithm is able to get equal or better solutions in all of the 30 cases (4 unique best solutions found by itself); however, this comes with much reduced computation time, from an average of 1.91 seconds to 0.91 seconds. We believe this can be credited to the construction of supernodes, and consequently to supernode shifts. The supernode allows the movement of multiple nodes in the T S supernode algorithm as opposed to the movement of individual nodes in the T S singlenode algorithm, and thus has dramatically reduced ineffective move evaluations.
Similar conclusions can be drawn for the cases with 100 customers in Table 2 . We can see that the single-node-based tabu search is able to get best solutions for 15 cases, and the supernode-based tabu search is able to get the best solution for 28 cases. The computation time for the supernodebase tabu search T S supernode algorithm is on average 3.73 seconds, whereas the computation time for the single-node-based tabu search T S singlenode algorithm is 12.86 seconds. Solutions produced by the K-means algorithm deviate by an average of only 6% from the best solutions, yet with an average computation time of 0.25 second. As a last note, notice that 14 out of the 20 best solutions are found by the supernode-based tabu search T S supernode algorithm, with only 2 found by the single-node-based tabu search T S singlenode algorithm, yet the differences in objective values are insignificant (only 1) in these two instances.
For the cases with 200 customers in Table 3 , we can see that supernode-based tabu search T S supernode still performs the best. It obtains the best solution for 21 instances with an average time of 26.76 seconds. This is not surprising as the number of customers increases, it is difficult to find best solutions in all cases due to the increase in solution space. The K-means algorithm still performs the best in computation time with 0.77 seconds and produces results that deviate only by an average of 5% from the best solutions. Interestingly, the performance of the single-node-based tabu search T S singlenode algorithm in Table 3 produces best results for 9 instances. However, these best solutions are found at the expense of greater computation time. A careful study of the cases where the best solutions are obtained by single-node-based tabu search T S singlenode algorithm, i.e., instances 5, 8, 13, 14, 16, 18, 20, 25, and 28 , shows that the distribution of customers is nonuniform. i.e., there is a sparse population in some regions and dense population in other regions. When the distribution of customers in a region is dense, customers that are very close to each other may not belong to the same cluster, making the supernode construction ineffective and affecting the computation results for the supernode-based tabu search algorithm.
To summarize, it can be observed that the supernode-based tabu search T S supernode algorithm outperforms the single-node-based tabu search T S singlenode algorithm -it found the most number of best solutions and was two to three times faster, especially in cases where customers naturally aggregate. It can also be observed that K-means algorithm is fast, scalable, and comparable in providing good solutions (on average only 5% to 7% from the best solutions). Our initial results without K-means as the initial solution lead to unsatisfactory results which suggests that it has significantly accelerated the performance of neighborhood search process.
Finally, the superior performance of supernode-based tabu search seems to be attributed to the construction and movement of supernodes, which reduces neighborhood complexity and guides the search to better solutions, especially in cases where customers naturally aggregate. Tables 4 -6 show the computation results of the 30 instances under tight capacity constraints with 50, 100 and 200 customers respectively for the following three heuristics: (i) the single-node-based tabu search (T S singlenode ) algorithm, (ii) the supernode-based ejection chain (EC) algorithm, and (iii) the supernode-based ejection chain with modified K-means (ECK) algorithm. The tables are organized similar to tables 1 to 3 and thus are not elaborated upon. From the cases with 50 customers shown in Table 4 , we can see that the EC algorithm performs better than the baseline tabu search T S singlenode algorithm; yet the ejection chain with modified K-means ECK algorithm outperforms the other two algorithms. Specifically, 11 best solutions are found using the T S singlenode algorithm, and 12 best solutions are found using the EC algorithm, whereas 24 best solutions are found using the ECK algorithm. However, the computation times required for the EC and ECK algorithms are high when compared to the T S singlenode algorithm. This can be attributed to the evaluation of variable lengths of the ejection chain. It is also interesting to notice that the ECK algorithm produces better solutions over the EC algorithm using almost the same computation time, indicating that the use of the modified K-means algorithm as the initial solution accelerates the search to find better solutions. From the cases with 100 customers shown in Table 5 , we can see that the ECK algorithm obtains best solutions for 22 instances, which clearly dominates the other two algorithms, where the T S singlenode and EC algorithms obtain best solutions for only 3 and 5 instances, respectively. For the 100 customer instances, we chose stringent capacity limitations to evaluate the performance of the algorithms. In these extreme cases, the T S singlenode and EC algorithms failed to produce a feasible solution for 13 and 5 instances respectively (labeled NF in the table), whereas the ECK algorithm is able to obtain feasible solutions in all cases. For instances where feasible solutions were found using the T S singlenode and EC algorithms, the ECK algorithm produces dramatically better solutions. However, these solutions are obtained at the expense of higher computation time. For instances such as 19, 23, and 28, the T S singlenode algorithm performs better than the EC and ECK algorithms. Again, for the above instances, the supernode construction is not effective due to nonuniform distribution of customers. Hence, the T S singlenode algorithm that examines independent customers is more effective.
Results With Tight Capacity Constraints
From the cases with 200 customers shown in Table 6 , similarly, we can see that the EC and ECK algorithms outperform the T S singlenode algorithm. The T S singlenode algorithm produces infeasible solutions for 5 instances (labeled as NF). However, both the EC and ECK algorithms produce feasible solutions for all instances. The ECK algorithm generates the largest number of best solutions compared to the T S singlenode and EC algorithms. Specifically, the T S singlenode and EC algorithms produce 2 and 4 best solutions, respectively, whereas the ECK algorithm produces 24 best solutions. The ECK algorithm produces better results in less computation time indicating that the modified K-means algorithm was able to accelerate the search process and contribute to the superior quality of the final solutions.
To summarize, we can conclude that the EC algorithm is able to obtain better solutions than the T S singlenode algorithm, and the ECK algorithm performs the best. However, the improvement in performance is at the expense of longer computation time. Nevertheless, for problems with tight capacity constraints, as noted in Yagiura et al. [1998] and [Yagiura and Ibaraki, 2004] and quoted below, local search with neighborhood N shif t N swap may not have the enough search power.
Consider the behavior of local search in which N shif t N swap is always used as the neighborhood. In this case, if the current solution is close to locally optimal, shift moves rarely occur, since the cluster to which a customer is shifted usually becomes infeasible and its penalty increases by a large amount. As swap moves do not change the number of customers assigned to each cluster, this means that the number of nodes of each cluster is usually fixed at an early stage of the search procedure and will never be changed until a locally optimal solution is reached.
It is therefore easy to see why an ejection chain neighborhood is superior to the shift and swap neighborhoods. First, when a customer or a supernode is ejected, it creates an incomplete solution, the reference structure, and thus releases the availability of resources. Second, an ejection chain approach performs ejection moves of variable lengths and could modify the cardinality of clusters in the current solution (recall that ejection moves share one cluster between subsequent moves; in the trail move, the free objective is not necessarily assigned to the clusters from which the last ejection move is trigger). As such, ejection chain algorithms provide a powerful and complex neighborhood structure around the current solution and are essential to the solution of these problems. 
Conclusion
In this paper, we solved the multi-period clustering problem that arose in recent studies of production and routing problems. The problem extends the classic capacitated cluster problem due to accumulated demand constraints at every time period of a planning horizon, is hard to solve and tabu search heuristics are thus proposed. The core of our heuristics has been the development of neighborhood search operations; specifically, we extended the standard movement of a single To extend this work, it is necessary to investigate more advanced features such as: a) adaptive adjustment of the parameters, such as the size of the supernode (defined by ψ) to create a more robust approach that is independent of customer distributions; and b) elite solutions and pathrelinking to explore characteristics of good solutions. In addition, the study of the cluster solutions in the production and routing environment is of practical value and deserves much consideration.
