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Fakulteta za racˇunalniˇstvo in informatiko izdaja naslednjo nalogo:
Tematika naloge:
Skladiˇscˇe dokumentov postaja dandanes obicˇajna infrastruktura, ki jo upo-
rabljajo podjetja. Zˇal infrastruktura ne sledi vedno potrebam podjetij. V di-
plomski nalogi preucˇite in zacˇrtajte arhitekturo, ki bo nudila deljeno skladiˇscˇe
dokumentov vecˇim druzˇbam v okviru istega podjetja. Za avtentikacijo in za
tem avtorizacijo za dostop do shranjenih dokumentov uporabite federacijo
lokalnih avtentikacijskih storitev posameznih druzˇb. Arhitekturo tudi im-
plementirajte tako, da bo omogocˇala preprosto povecˇljivost in razsˇirljivost
(vkljucˇevanje novih podjetij). Implementacija naj nudi ucˇinkovito iskanje po
shranjenih dokumentih ter mozˇnost sledenja sprememb v dokumentih.

Zahvaljujem se vsem, ki so mi dali prilozˇnost in mozˇnost, da postanem
najboljˇsi inzˇenir racˇunalniˇstva in informatike. Naj to diplomsko delo velja
kot dokaz in zahvala za njihov trud in voljo ter nadaljnjo podporo.

Cˇe bi imel eno uro da resˇim svet, bi 55 minut posvetil definiranju problema
in 5 minut iskanju resˇitve. In sˇel bi s kolegom na pivo. Hvala, Matic.
The sea is vast. Someday, surely, your nakama will appear. - Jaguar D.
Saul.
Kazalo
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Povzetek
Naslov: Deljeno skladiˇscˇe dokumentov
V delu je predstavljena arhitektura skladiˇscˇa dokumentov, ki je bila nacˇrtovana
za podporo poslovnih procesov na podrocˇju zavarovanja in pozavarovanja.
Izdelali smo arhitekturo za sistem, ki je centraliziran in podpira vecˇ druzˇb
hkrati. Posebno pozornost smo posvetili varnosti, odzivnosti, povecˇljivosti,
razsˇirljivosti in enostavnosti vzdrzˇevanja. Arhitektura sistema temelji na
ogrodju ASP.NET Core, ki uporablja modul za izdelavo zaledja ASP.NET
Web API. Dokumenti se shranjujejo arhiv dokumentov Easy Enterprise.X.
Za upravljanje z metapodatki dokumentov se uporablja SUPB Microsoft
SQL. Del arhitekture sta tudi strezˇnik Keycloak (avtorizacija, avtentikacija,
federacija LDAP) in iskalnik Elasticsearch, ki je zadolzˇen za hitro iskanje po
metapodatkih dokumentov.
Kljucˇne besede: ASP.NET, API, REST, JSON, LDAP, Elasticse-
arch, OAuth, Keycloak, MSSQL, varnost.

Abstract
Title: Shared document repository
In the thesis we present a system architecture for repository of documents
that was designed to support business processes in the area of insurance and
reinsurance. The architecture supports multiple companies and is central-
ized. The key system properties we aimed for are security, responsivness,
scalability, extensibility and maintainability. The architecture is based on
a ASP.NET Core framework, which uses a module called ASP.NET Web
API for creating back-end applications. The documents are saved in a CMS
driven archive Easy Enterprise.X. For the metadata of documents a Microsoft
SQL RDBMS is used. Authorization, authentication and LDAP federation
are provided via the authorization server Keycloak. A search engine Elas-
ticsearch is responsible for making quick searches accross the metadata of
documents.
Keywords: ASP.NET, API, REST, JSON, LDAP, Elasticsearch,
OAuth, Keycloak, MSSQL, security.

Poglavje 1
Uvod
Skupino SavaRe sestavljajo druzˇbe s podrocˇja zavarovanja in pozavarovanja.
Vsaka druzˇba v skupini ima vecˇ aplikacij, preko katerih potekajo poslovni
procesi. Aplikacije obsegajo razlicˇna podrocˇja, na primer, zavarovalniˇstvo,
pozavarovalniˇstvo, racˇunovodstvo, finance. Primer take aplikacije, ki se upo-
rablja v pozavarovalnici SavaRe, je lastna pozavarovalna aplikacija REvolve.
To zaposlenim omogocˇa, da vnesejo novo pozavarovalno pogodbo, naredijo
obnovo pogodbe iz prejˇsnjih let, uredijo podatke o pogodbi, dostopajo do
porocˇil ter obdelajo obracˇune.
Problem v skupini je, da nima sistema, ki bi omogocˇal skladiˇscˇenje in do-
stop do dokumentov vsem aplikacijam v skupini. Aplikacije v skupini sesta-
vlja sˇirok nabor tipov aplikacij. Mednje sodijo klasicˇne monolitne aplikacije,
spletne aplikacije, spletne storitve, mobilne aplikacije in vrsta celovitih pro-
gramskih resˇitev (ERP). Trenutno se v druzˇbah v skupini uporabljajo interne
resˇitve, ki tega ne omogocˇajo – so prevecˇ specializirane za dolocˇeno druzˇbo
in ne podpirajo zˇelenih funkcionalnih zahtev. Na primer, mobilne aplikacije
v trenutni arhitekturi ne morejo pridobiti dokumenta iz neke druzˇbe, saj je
resˇitev omejena na interno okolje druzˇbe.
Tezˇavo predstavljajo tudi primeri dokumentov in skupin dokumentov s
podrocˇja zavarovanja in pozavarovanja. Ti tipi dokumentov so, na primer,
sˇkodni spisi. Sˇkodni spis je skupek pisnih dokumentov, izjav in dokazil o
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zavarovalnem primeru, cenitvi in likvidaciji odsˇkodnine. Sestavljen je iz za-
varovalne pogodbe oziroma zavarovalne police in podatkov o zavarovalnem
primeru – sˇkodnem dogodku [17]. Zaradi obsˇirnosti takih skupin dokumen-
tov ne obstajajo povezave le znotraj skupin, ampak se dokumenti sklicujejo
tudi na ostale dokumente znotraj druzˇbe. V trenutni resˇitvi ni sistema map,
s katerim bi lahko preprosto uskupinjali taksˇne skupine dokumentov.
Dodatna tezˇava je, da velik del delovnega procesa sˇe vedno temelji na
uporabi dokumentov v papirnati obliki. Prostori za shranjevanje so omejeni
in ob hitro narasˇcˇajocˇem sˇtevilu dokumentov upravljanje arhiva dokumen-
tov v papirnati obliki predstavlja velik strosˇek. Za tako poslovno skupino je
ustrezno omogocˇiti arhitekturo za poenoten pregled nad dokumenti in poslo-
vanjem skupine.
Pripraviti je bilo treba enoten vmesnik, preko katerega se povezujejo apli-
kacije, in enotno strukturo dokumenta, ki jo lahko te aplikacije uporabljajo.
Sistem, ki to omogocˇa, imenujemo skladiˇscˇe dokumentov (v nadaljevanju
SD).
1.1 Struktura naloge
V uvodu je na kratko predstavljena uvodna motivacija. V naslednjem raz-
delku so nasˇtete ciljne funkcionalnosti SD (skladiˇscˇa dokumentov). Nato
sledi razdelek, v katerem so predstavljeni razvojna orodja in tehnologije,
uporabljene pri razvoju SD. V glavnem poglavju sta predstavljeni stara in
nova arhitektura ter podrobneje predstavljene posamezne komponente nove
arhitekture. Sledi poglavje, ki ovrednoti lastnosti nove arhitekture in jih pri-
merja s staro resˇitvijo. Zadnje poglavje vsebuje sklepne ugotovitve, mozˇne
izboljˇsave v arhitekturi in pomen SD za skupino SavaRe. V dodatku so na-
vodila za nastavitev spletne storitve .NET Core in strezˇnika Keycloak za
pooblasˇcˇanje in overjanje, dodatno slikovno gradivo ter izseke kodi iz nove
resˇitve.
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1.2 Funkcionalne in nefunkcionalne zahteve
Za zagotavljanje podpore poslovnih procesov smo definirali naslednje funk-
cionalne zahteve v arhitekturi SD:
• Podpora za vecˇ druzˇb hkrati (ang. multitenancy). Arhitektura
mora podpirati vecˇ druzˇb hkrati. V arhitekturi programske opreme
to pomeni, da ena instanca strezˇnika sluzˇi vecˇ najemnikom (ang. te-
nant). Najemnik je skupina uporabnikov, ki si delijo skupni dostop
z dolocˇenimi pravicami do programske instance. Arhitektura je pri-
pravljena na tak nacˇin, da vsak najemnik dobi del programa. S tem
so miˇsljeni dostop do podatkov, upravljanje z uporabniki in morebitne
posebne zahteve posameznega najemnika [10]. Spletna storitev bo mo-
rala, glede na poverilnice pri prijavi, dolocˇiti, iz katere druzˇbe prihaja
odjemalec in ob vlaganju ta podatek ustrezno dodati v metapodatke
dokumenta.
• Spletna storitev. Vse aplikacije, ki za svoje delo uporabljajo doku-
mente, do SD dostopajo preko spletne storitve. Do arhiva nato dostopa
le spletna storitev. Ta mora omogocˇati operacije CRUD in relacije med
zbirkami v spletni storitvi. Zahtevamo, da vsebuje metapodatke o do-
kumentu, metapodatke za klasifikacijski nacˇrt – to je tabela, ki vsebuje
podatke o tipu dokumenta in njegovi dobi hranjenja, ter metapodatke
o navideznih mapah. Navidezne mape so tip map, ki prikazˇejo datoteke
uporabnikom v drugacˇnem pogledu. Namesto da uporabijo dejansko
fizicˇno strukturo datotecˇnega sistema, uporabijo metapodatke doku-
menta [12].
• Avtorizacija. SD mora vsebovati sistem dostopnih pravic po upo-
rabnikih in uporabniˇskih skupinah. Ti so dolocˇeni v strezˇnikih LDAP
posameznih druzˇb. Zˇelimo imeti nadzorovan dostop do dostopnih tocˇk
spletne storitve in metapodatkov posameznega objekta. Vsaka apli-
kacija in njeni uporabniki lahko dostopajo do dokumentov, do katerih
imajo dovoljenja v okviru svoje druzˇbe.
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• Vecˇkriterijsko iskanje po dokumentih. Spletna storitev v SD mora
vsebovati mozˇnost iskanja po razlicˇnih merilih in metapodatkih. Iskal-
nik mora podpirati iskanje po kljucˇnih besedah, iskanje po vrednostih
atributov metapodakov, filtriranje dokumentov glede na nabor izbranih
atributov in sestavljanje poizvedb glede na podane logicˇne operatorje.
Iskanje mora uposˇtevati dostopne pravice, ki jih imamo nad dokumenti.
• Razlicˇice dokumentov in belezˇenje sprememb. Spletna stori-
tev mora imeti mozˇnost ustvarjanja in prikaza razlicˇic dokumentov.
Zazˇeleno je, da je dostop do razlicˇic dokumenta preko dostopne tocˇke.
Ob vsakem urejanju dokumenta in njegovih metapodatkov se spre-
membe med razlicˇicami zabelezˇijo. Vsaka aktivnost uporabnikov v
SD naj se zapisuje v dnevniˇsko datoteko. Belezˇiti moramo podatke
o tem, kdo je napravil spremembo na dokumentu, kdaj je bila spre-
memba opravljena, kaksˇne so spremembe med razlicˇicama dokumentov,
uspesˇnost transakcije in cˇas spremembe. Ob dostopu na to dostopno
tocˇko zˇelimo imeti mozˇnost zahteve vsake razlicˇice dokumenta posebej.
Poleg dokumenta zˇelimo imeti zapisan tudi seznam vseh sprememb,
opravljenih na dokumentu.
Ker je arhitektura programske opreme v svoji osnovi zelo odvisna od
nefunkcionalnih zahtev, je pomembno, da jih identificiramo in vkljucˇimo v
nacˇrt. Kot najpomembnejˇse nefunkcionalne zahteve smo identificirali var-
nost, razsˇirljivost, vzdrzˇljivost, odzivnost in povecˇljivost.
1.2.1 Racˇunalniˇska varnost
S pojmom racˇunalniˇska varnost oznacˇujemo zasˇcˇito racˇunalniˇskih sistemov
pred krajo ali povzrocˇanjem sˇkode na strojni opremi, programski opremi,
informacijah v sistemu in zlorabo njihovih storitev [5].
V SD je varnost ena najpomembnejˇsih zahtev. V SD se bodo shranje-
vali tako strogo zaupni podatki, kot tudi osebni podatki uporabnikov. To je
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razlog, da smo varnosti posvetili posebno pozornost. V naslednjih nekaj od-
stavkih so predstavljeni tipicˇni napadi in ranljivosti, ki jih zˇelimo preprecˇiti.
Napad z SQL vrinjenjem
Napad z SQL vrinjenjem (ang. SQL injection) je tehnika napada, pri ka-
teri je del uporabnikovega vnosa obravnavan kot stavek SQL [6]. Na pri-
mer, da imamo dostopno tocˇko /id/{idUser}, ki vrne podatke o uporabniku.
Cˇe parametra idUser nebi potrjevali kot podatkovni tip celo sˇtevilo in vna-
prej pripravili stavka SQL, bi napadalec ta napad lahko izvedel s klicem
/id/’%20or%20’1’=’1’. Tako bi priˇslo do izvedbe naslednjega stavka SQL
: SELECT * FROM Users WHERE UserID = ” or ’1’ = ’1’. Ta bi vrnil
seznam vseh uporabnikov in s tem ogrozil varnost aplikacije.
Vecˇdomensko izvajanje kode
XSS (ang. cross-site scripting) je varnostna grozˇnja, ki poteka tako, da
napadalec vnese zlonamerno kodo v izhod aplikacije, ki se nato posˇlje v upo-
rabnikov brskalnik. Ta koda se nato izvede v brskalniku [19]. Zˇrtev ob
kliku na zlonamerno povezavo naredi poizvedbo na strezˇnik, kamor posˇlje
napadalcˇevo skripto. Strezˇnik nato vrne odgovor in izvede napadalcˇevo zlo-
namerno kodo. Cˇe napadalcu uspe prestrecˇi odgovor, lahko pridobi zaupne
informacije. To napadalcu omogocˇa, da pride do podatkov, kot so piˇskotki in
sejni zˇetoni, ali pa brskalnik preusmeri na drugo internetno stran. Napadalec
lahko izrabi pravice uporabnika za dostop do spletne storitve preko napada
XSS za pridobivanje informacij o spletni storitvi in njeni vsebini.
CSRF
CSRF (ang. cross-site request forgery) je napad, ki dovoli napadalcu, da pri-
sili uporabnika, da izvede nezˇelene akcije v spletni aplikaciji, v kateri je tre-
nutno prijavljen, s tem ko uporabi uporabnikove poverilnice in pooblasˇcˇenost
[9]. CSRF izkoriˇscˇa zaupanje med spletno aplikacijo in strezˇnikom. V osnovi
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deluje tako, da izkoristi predvidljivost parametrov v zahtevi, da lahko napa-
dalec pripravi zlonamerno zahtevo.
V spletni storitvi za vlaganje v SD zˇelimo uporabiti zˇeton CSRF za pre-
precˇevanje napada CSRF. Pooblasˇcˇeni odjemalec naredi zahtevo, ki vkljucˇuje
spremembo stanja na strani strezˇnika. Strezˇnik tvori nakljucˇni varnostni
zˇeton in ga posˇlje odjemalcu v glavi HTTP odgovora. Ko odjemalec posˇlje
novo zahtevo, strezˇnik preveri, ali je zˇeton v glavi nove zahteve enak tistemu,
ki je ga je podal strezˇnik. Cˇe se vrednosti ne ujemata, strezˇnik zahtevo
zavrne. Zasˇcˇita z zˇetonom CSRF sˇcˇiti tudi pred napadom s ponavljanjem,
(ang. replay attack), saj napadalec po preteku in uporabi zˇetona ne more
ponovno uporabiti prestrezˇenih parametrov za izvedbo zahteve.
1.2.2 Razsˇirljivost
Glavno vprasˇanje pri razsˇirljivosti je, kako zagotoviti dodajanje sprememb
in zmanjˇsati vpliv na delovanje obstojecˇih sistemskih funkcij [8]. Dobro
razsˇirljiv sistem je tak, da se v njega lazˇje dodaja nove funkcionalnosti, ali
pa se to zgodi s preureditvijo trenutne funkcionalnosti. Zahtevamo, da je
arhitektura dobro razsˇirljiva. Podpirati mora dodajanje novih najemnikov.
Sem spadata tudi dodajanje novih aplikacij in uporabnikov. Pri avtoriza-
ciji zˇelimo imeti mozˇnost dodajanja novih vlog za dostop. Spletna storitev
mora biti pripravljena tako, da lahko ob novih funkcionalnih zahtevah do-
damo nove dostopne tocˇke. Pri vlaganju dokumenta zˇelimo imeti mozˇnost
shranjevanja poljubnih metapodatkov.
1.2.3 Vzdrzˇljivost
Vzdrzˇljivost pomeni nacˇrtovanje sistema na tak nacˇin, da dovoljuje dodaja-
nje novih zahtev, ne da bi s tem dodali tveganje za nove napake [8]. Dobra
vzdrzˇljivost pomeni vecˇjo verjetnost za lazˇji nadaljnji razvoj. Vzdrzˇljivost
nima dolocˇene, enote s katero jo lahko natancˇno opredelimo. Ocenili jo bomo
s pomocˇjo naslednjih vidikov: Preskusˇalnost (ang. testability), razumljivost
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(ang. understandability) in spremenljivost kode (ang. modifiability). S pre-
iskusˇalnostjo bomo preverili, kako dobro je s testi pokrita resˇitev. S tem
mislimo na pokritost resˇitve s testi modulov (ang. unit test) in integracij-
skimi testi (ang. integration test). Razumljivost kode nam bo povedala, ali
je dobro dokumentirana, in ali sledi dogovorom pisanja v jeziku. S spremen-
ljivostjo kode bomo ugotavljali, ali se jo da preprosto spreminjati in ali so
razredi tesno ali sˇibko sklopljeni.
Ob prehodu resˇitve na predprodukcijsko okolje zˇelimo imeti glavni do-
stopni tocˇki spletne storitve za vlaganje in prevzem dokumenta pokriti z
osnovnimi testi modulov. To so testi, ki bi preverjali, da ob pravilnih pa-
rametrih za dostop spletna storitev vrne odgovor s statusom 200, ob neob-
stojecˇem dokumentu pa vrne odgovor s statusom 404, da se v primeru, da
metapodatki dokumenta niso v predpomnilniku, klicˇe metoda za dodajanje
v predpomnilnik in podobno.
Pri razumljivosti kode zˇelimo imeti dostopne tocˇke v spletni storitvi opi-
sane in predstavljene s pomocˇjo ogrodja za dokumentiranje spletnih storitev
Swagger. Za kodo zˇelimo, da sledi konvencijam poimenovanja v jeziku C#,
vendar tu ni nujno, da se jih strogo drzˇi.
Pri spremenljivosti kode zˇelimo, da so razredi v spletni storitvi cˇim bolj
sˇibko sklopljeni.
1.2.4 Odzivnost
Odzivnost je sposobnost sistema, da opravi nalogo v zˇelenem cˇasu [20]. Pri
odzivnosti zˇelimo, da je odzivni cˇas pri odgovoru na zahtevo cˇim krajˇsi.
Odzivni cˇas je skupen cˇas, ki je potreben pri spletni storitvi, da odgovori na
zahtevo. Odzivni cˇas je vsota cˇasa za obdelavo zahteve v spletni storitvi, cˇasa
cˇakanja , da zahteva pride na vrsto za obdelavo, in cˇasa za prenos odgovora
zahteve nazaj k odjemalcu [21]. Pri SD pricˇakujemo, da bo odzivni cˇas
precej nihal glede na vrsto zahteve, na primer vlaganje in prevzem dokumenta
in pasovno sˇirino na voljo med odjemalcem in strezˇnikom. Za iskanje po
metapodakih dokumenta v spletni storitvi toleriramo odzivni cˇas 200 ms.
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1.2.5 Povecˇljivost
Povecˇljivost (ang. scalability) je zmozˇnost povecˇave sistema v izbrani di-
menziji, brez vecˇjih posegov v njegovo arhitekturo [8]. Cilj za to zahtevo je
pripraviti arhitekturo na tak nacˇin, da bo cˇim vecˇji del pripravljen na vzpo-
redno (ang. horizontal) povecˇljivost – v primeru, da v sistem dodamo vecˇ
virov v obliki strojne opreme, se sistemu povecˇa njegov celoten iznos. Ker sˇe
nimamo pripravljenega okolja, v katerem bi lahko merili iznos, je to za zdaj
edina zahteva.
Poglavje 2
Orodja in tehnologije
V skupini SavaRe se za podporo delovnim procesom uporablja vecˇinoma
programske resˇitve podjetij Microsoft in Oracle. Ustrezna orodja smo iskali
tudi v odprtokodnih resˇitvah.
2.1 Arhiv dokumentov Easy Enterprise.X
Easy Enterprise.X (v nadaljevanju EEX) je upravitelj vsebin za podjetja
(ang. enterprise content management) [2]. Vgrajena ima orodja za izde-
lavo delovnih tokov dokumentov, podporo celovitim programskim resˇitvam
(SAP, Navision), e-sporocˇanje in arhiviranje dokumentov. EEX vsebuje tudi
orodja za elektronski zajem dokumentov, uskupinjanje dokumentov in vezavo
dokumentov.
Vsaka druzˇba ima na njem locˇen bazen (ang. pool), kjer so shranjeni
dokumenti. Vsak dokument ima dodeljen kljucˇ. Za podatkovno bazo v
arhivu se uporablja SUPB podjetja Oracle v navezavi z datotecˇnim sistemom.
EEX je trenutno v najemu v enem od zunanjih podjetij, ki ga tudi
vzdrzˇuje, do arhiva pa ima druzˇba SavaRe dostop preko spletnih storitev
SOAP, ki so jih pripravili v eni od druzˇb. Podrobno delovanje EEX nam
zaradi omejenega dostopa ni znano.
Razlog za njegovo uporabo je tem, da morajo dokumentni sistemi za
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uporabo v podjetju v Sloveniji dosegati dolocˇene standarde. EEX jih dosega
in ima potrdilo Republike Slovenije, da ga lahko uporabimo v skupini SavaRe.
Ker je EEX celovita poslovna resˇitev, bi lahko, namesto nove arhitekture,
v celoti uporabili EEX, saj izpolnjuje vse nasˇe zahteve. Tezˇava nastane pri
placˇljivih uporabniˇskih licencah, ki mocˇno dvigajo strosˇek resˇitve z uporabo
EEX. Nova arhitektura je nacˇrtovana tako, da nadomesti komponente iz EEX
in jih zagotovi sama. V arhitekturi SD je zato EEX uporabljen izkljucˇno kot
arhiv dokumentov.
2.2 Ogrodje spletne storitve
Glavna komponenta, s katero uporabniki v SD upravljajo z dokumenti, je
spletna storitev REST. Ta omogocˇa, da odjemalci preko vnaprej definiranih
brezstanjskih operacij dostopajo do spletnih virov, predstavljenih v besedilni
obliki. Za njen razvoj smo uporabili ogrodjeASP.NET Core. To je brez-
placˇno in odprtokodno ogrodje za razvoj spletnih aplikacij [14]. Pri razvoju s
tem ogrodjem smo uporabili vnaprej pripravljene funkcionalnosti, kot so nad-
zorni razredi za spletno storitev, preprosta mozˇnost uporabe predpomnjenja,
predpripravljeni razredi za uporabo standardnih protokolov, ORM Entity
Framework, ki so nam omogocˇile hiter in voden razvoj spletne storitve.
Spletna storitev je zgrajena na arhitekturi mikro–storitev (ang. micro-
service architecture). Mikro storitev je neodvisen proces, ki komunicira s
pomocˇjo sporocˇil [13]. Modularnost mikro–storitev omogocˇa, da kompo-
nento poljubno urejamo in s tem zmanjˇsamo verjetnost, da bi vplivali na
celoten program. Arhitektura mikro storitev je nasprotna monolitnim apli-
kacijam, v katerih so moduli med seboj odvisni in sklopljeni. Ogrodje se
drzˇi arhitekturnega vzorca, imenovanega model-pregled-nadzor (ang. model-
view-controller). MVC aplikacijo locˇi na tri dele. Model skrbi za predstavitev
podatkov v aplikaciji, pregled je zadolzˇen za prikaz podatkov, nadzor pa je
zadolzˇen za procesiranje vhodnih podatkov in primeren odgovor. Ta vzorec
med razvojem omogocˇa, da aplikacija ostaja pregledna, razsˇirljiva in prepro-
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sta za vzdrzˇevanje.
Web API je ogrodje za izdelavo spletnih vmesnikov API. Dostopne tocˇke
so definirane v nadzornih razredih (ang. Controller). V teh razredih je nato
mogocˇe definirati vse operacije na dostopnih tocˇkah. V MVC lahko z atributi
za vezavo dolocˇimo, iz katerega dela zahteve HTTP naj se vezˇejo atributi,
recimo glava ali telo zahteve HTTP in v kaksˇnem formatu pricˇakujemo po-
datke, na primer JSON ali XML. To omogocˇa lazˇi in hitrejˇsi razvoj dostopnih
tocˇk spletne storitve.
2.3 Orodja in tehnologije za avtentikacijo in
avtorizacijo
Gradnja novega sistema za overitev in pooblastitev, ki bi zadovoljila zahte-
vam, je, cˇasovno in strosˇkovno neprimerna. To je razlog, da smo se odlocˇili
uporabiti zˇe obstojecˇo resˇitev, Keycloak, odprtokodni projekt organizacije
RedHat. Keycloak (v nadaljevanju KC) je orodje za upravljanje dostopa in
istovetnosti. Resˇitev ponuja enkraten vpis v sistem (ang. single sign-on),
kar omogocˇa, da se uporabnik vpiˇse z enim ID-jem in geslom, ki velja v vecˇ
medsebojno povezanih neodvisnih sistemih. S KC smo v sistemu zagoto-
vili pooblastitev, overitev in nadzor nad dostopom do virov. Orodje vsebuje
nadzorno konzolo za upravljanje z domenami. Za vsako domeno je mogocˇe
nastaviti odjemalce, vloge, uporabnike in skupine.
OAuth 2.0 je standard, ki aplikacijam tretjih oseb omogocˇa mozˇnost
omejenega dostopa do storitve HTTP [7]. To stori v imenu lastnika vira, z
odobreno komunikacijo med lastnikom vira in storitvijo HTTP, ali pa preko
tega, da aplikaciji iz tretje roke dovoli dostop v njenem imenu. OAuth definira
naslednje vloge:
• Lastnik vira – je entiteta, ki odobri dostop do zasˇcˇitenega vira.
• Strezˇnik vira – je strezˇnik, ki nudi zasˇcˇitene vire. Strezˇnik se odziva na
zahteve po zasˇcˇitenem viru preko zˇetona za dostop.
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• Odjemalec – je aplikacija, ki dostopa do zasˇcˇitenega vira v imenu la-
stnika vira. Ta (lastnik vira) predhodno odobri dostop odjemalcu.
• Avtorizacijski strezˇnik – je strezˇnik, ki izdaja zˇetone odjemalcu za do-
stop do zasˇitenih virov na strani strezˇnika vira.
Na sliki 2.1 je prikazan delovni tok protokola OAuth.
Slika 2.1: Delovni tok protokola OAuth 2.0.
Naslednje osˇtevilcˇenje se ujema s tistim na sliki 2.1:
1. Odjemalec posˇlje zahtevo za avtorizacijo lastniku vira. Zahteva je lahko
narejena neposredno na lastnika vira ali posredno preko avtorizacij-
skega strezˇnika.
2. Odjemalec prejme odobritev avtorizacije (ang. authorization grant).
To so poverilnice, ki prestavljajo avtorizacijo lastnika vira. Tip odo-
britve avtorizacije je odvisen od metode, ki jo uporabi odjemalec za
zahtevo avtorizacije in od tipa, ki ga podpira avtorizacijski strezˇnik.
2.3. ORODJA IN TEHNOLOGIJE ZA AVTENTIKACIJO IN
AVTORIZACIJO 13
3. Odjemalec naredi zahtevo za dostopni zˇeton s tem, ko se avtenticira pri
avtorizacijskem strezˇniku in mu predstavi pridobljeno odobritev avto-
rizacije v predhodnem koraku.
4. Avtorizacijski strezˇnik avtenticira odjemalca in preveri njegovo avtori-
zacijo. Cˇe je veljavna, strezˇnik odjemalcu odobri zˇeton za dostop.
5. Z zˇetonom za dostop se nato odjemalec avtenticira na strezˇniku, ki
hrani zˇeleni vir.
6. Strezˇnik preveri veljavnost zˇetona. To stori tako, da pregleda vsebino
zˇetona. Preveri njegovo cˇasovno veljavnost, v primeru da je podpisan,
njegov podpis ter veljavnost navedenega strezˇnika vira. Cˇe je zˇeton
veljaven, mu strezˇnik vira odgovori na zahtevo.
Po standardu so definirani sˇtirje tipi poverilnic za pridobitev zˇetona za
dostop: preko avtorizacijske kode, implicitno, z uporabo poverilnic lastnika
vira in z uporabo poverilnic odjemalca. V spletni storitvi uporabljamo nacˇina
dostopa z uporabo poverilnic lastnika vira in poverilnice odjemalca.
Nacˇin z uporabo poverilnic lastnika vira (ponavadi koncˇni uporabnik v
aplikaciji) predpostavlja zaupanje med odjemalcem in lastnikom vira. Pred-
nost tega tipa je, da odjemalcu ni treba shranjevati poverilnic lastnika vira,
saj lahko uporabi zˇeton za dostop.
Tip dostopa s poverilnicami odjemalca se uporablja, kadar aplikacije in
storitve zˇelijo pridobiti zˇeton v svojem imenu. Odjemalec je v tem primeru
tudi lastnik vira ali pa dostopa do zasˇcˇitenega vira, ki je predhodno definiran
na avtorizacijskem strezˇniku.
Ostala dva nacˇina sta uporabljena v primeru, da se spletna storitev razsˇiri
s spletno aplikacijo.
Cˇe gre za strezˇniˇsko aplikacijo, je uporabljen nacˇin dostopa z avtorizacij-
sko kodo. Namesto, da odjemalec naredi zahtevo po avtorizaciji neposredno
do lastnika vira, odjemalec lastnika vira preusmeri na avtorizacijski strezˇnik.
Ta overi odjemalca in pridobi njegovo pooblastitev. Lastnika vira avtoriza-
cijski strezˇnik preusmeri nazaj k odjemalcu z avtorizacijsko kodo. To kodo
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odjemalec uporabi za pridobitev zˇetona za dostop in ga uporabi za pridobi-
tev zˇelenega vira iz strezˇnika vira. Prednost tega nacˇina je , da poverilnice
lastnika vira niso nikoli deljene z odjemalcem in da ima dostop do zˇetona za
dostop le odjemalec.
Implicitni nacˇin se od slednjega razlikuje po tem, da odjemalec od av-
torizacijskega strezˇnika ne pridobi avtorizacijske kode, ampak takoj pridobi
zˇeton za dostop. Ta tip avtorizacije je hitrejˇsi od odobritve z avtorizacijsko
kodo in je primeren za spletne aplikacije, ki delujejo na odjemalcih. Ta pri-
stop je tudi nevarnejˇsi, saj avtorizacijski strezˇnik ne avtenticira odjememalca,
kar pomeni, da lahko napadalec prestrezˇe in uporabi zˇeton za dostop.
OAuth 2 v primerjavi z nacˇinom avtentikacije odjemalec-strezˇnik, kjer
odjemalec zahteva dostop do zasˇcˇitenega vira na strezˇniku s poverilnicami
lastnika zascˇitenega vira, ponuja boljˇsi nadzor nad poverilnicami lastnikov.
Njegova zasnova znizˇuje verjetnost za mozˇnost prevelike odobritve dostopa
do zasˇcˇitenih virov in omogocˇa lazˇji preklic dostopa do virov aplikacijam iz
tretje roke.
Spletni zˇeton JSON 2.2 (ang. JSON Web token) je odprt standard
za prenos trditev (ang. claims) med dvema strankama.
2.4. ORODJA ZA DELO S PODATKI 15
Slika 2.2: Na levi strani je prikazan spletni zˇeton JSON, kodiran v formatu
Base64, na desni pa je prikazan odkodiran zˇeton z glavo, koristnim delom in
podpisom.
Trditve v zˇetonu so predstavljene v formatu JSON. Zˇeton je sestavljen iz
glave, koristne vsebine (ang. payload) in podpisa. V glavi so podatki o tipu
zˇetona in algoritmu za podpisovanje. V koristni vsebini so trditve – to so
izjave o uporabniku in dodatni metapodatki. Glede na naveden algoritem iz
glave zˇetona, so spletni zˇetoni JSON lahko podpisani s skupno skrivnostjo,
ki jo poznata le pooblastitveni strezˇnik in odjemalska aplikacija, ali pa z
uporabo certifikata X.509. S pomocˇjo podpisa lahko vedno potrdimo, da se
integriteta podatkov ni spremenila in da so iz znanega vira.
OpenID Connect je dodatna raven nad protokolom OAuth 2, ki odje-
malcem omogocˇa potrditev identitete koncˇnega uporabnika, glede na poobla-
stitev avtorizacijskega strezˇnika [16]. Identiteta je mnozˇica atributov, ki so
vezani na neko entiteto, na primer cˇloveka, racˇunalnika ali storitev. Protokol
omogocˇa pridobitev informacij o uporabniku preko dostopnih tocˇk protokola
REST. Podatki o uporabniku so podani preko identitetnega zˇetona. Ta vse-
buje podatke, kot so ID uporabnika, podatki o strezˇniku, ki je izdal zˇeton,
seznam strank, ki lahko uporabi ta zˇeton, cˇas izdaje in rok trajanja zˇetona,
ter opcijske podatke, kot je, na primer, e-mail. Identitetni zˇeton je kodiran
kot zˇeton JWT. OpenID Connect omogocˇa uporabo povezane (ang. federa-
ted) identitete. To pomeni, da se uporabniki lahko overijo z isto identiteto v
vecˇ aplikacijah. S tem se znebimo potrebe po razvoju dodatnih sistemov za
overitev.
2.4 Orodja za delo s podatki
Elasticsearch (v nadaljevanju ES) je iskalnik, osnovan na odprtokodni knjizˇnici
za iskanje in izbiranje informacij (ang. information retrieval) Apache Lu-
cene [11] in namenjen iskanju po dokumentih in njihovih metapodatkih [4].
Omogocˇa iskanje preko protokolov HTTP in REST. Osnovna zgradba ES
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temelji na pojmih indeks (ang. index ), dokument (ang. document), polje
(ang. field) in izraz (ang. term). Indeks je enota, v kateri so vsebovani
dokumenti v formatu JSON. Dokument je sestavljen iz polj, medtem ko so
polja sestavljena iz zaporedja izrazov, ki so podatkovnega tipa cˇrkovni niz.
Shema, zapisana v formatu JSON, v ES definira, kako so dokument in polja
shranjeni in indeksirani. S shemo povemo, katera polja naj bodo obravna-
vana kot sˇtevilke, datumi, besedila ipd. ES za delovanje uporablja strukturo,
imenovano obratni indeks. Ta vrsta indeksa temelji na preslikavi vsebine po-
sameznih dokumentov na ustrezne dokumente, v katerih se besede pojavijo.
V tabeli 2.1 je prikazan primer dokumentov z vzorcˇnim besedilom.
Oznaka dokumenta Vsebina
Dokument 1 While true na FRI bom pridno studiral
Dokument 2 While true jaz bom priden in programiral
Tabela 2.1: Primer vsebine dokumentov.
ES za izgradnjo obratnega indeksa iz teh dokumentov besedilo razdeli na
posamezne besede in ustvari urejen slovar edinstvenih izrazov, ter seznam
dokumentov, v katerem so ti izrazi. Primer za ta dva dokumenta je prikazan
v tabeli 2.2. V prvem stolpcu so izrazi dokumentov, v drugem in tretjem
stolpcu pa je z oznako
”
x“ zabelezˇena pojavnost besede v dokumentu.
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Izraz Dokument 1 Dokument 2
bom x x
fri x
in x
jaz x
na x
priden x
pridno x
programiral x
studiral x
while x x
true x x
Tabela 2.2: Rezultat po izgradnji besednega vektorja za oba dokumenta
Ob iskalnem nizu z vecˇ izrazi, npr. while jaz, iskalnik poiˇscˇe vse izraze v
seznamu in kot rezultat prikazˇe dokumente z najdenimi iskanimi izrazi.
ES ima za potrebe iskanja razvit svoj lasten domenski poizvedovalni jezik
(ang. domain specific language). Jezik je osnovan na jeziku JSON in omogocˇa
poizvedbe po celotnem besedilu (ang. full-text search), kot tudi poizvedbe
po posameznih poljih.
ES je dobro povecˇljiv. En strezˇnik, na katerem se izvaja iskalnik ES,
predstavlja eno vozliˇscˇe, zbirka takih vozliˇscˇ pa se imenuje grucˇa. Na sliki
2.3 je prikazan primer grucˇe treh vozliˇscˇ, z vozliˇscˇem 1 (node 1) kot maticˇnim
vozliˇscˇem in vozliˇscˇema 2 (node 2) in 3 (node 3), kot suzˇenjskima vozliˇscˇema.
Kot primer je v vozliˇscˇih en indeks. Indeks v ES sestavljajo manjˇsi indeksi
(v nadaljevanju podindeksi, ang. shards).
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Slika 2.3: Primer izvajanja zahteve za vecˇ dokumentov na grucˇo v ES. Vir:
[3]
Vsak podindeks je neodvisen od drugega podindeksa, kar omogocˇa, da go-
stimo podindeks na drugem vozliˇscˇu. S tem omogocˇimo vzporedno povecˇljivost
prostora. V primeru je indeks sestavljen iz dveh osnovnih podindeksov, vsak
osnovni indeks pa ima dve kopiji (ang. replicas). ES skrbi, da na enem
vozliˇscˇu nimamo nikoli kopije podindeksa iz istega primarnega podindeksa.
Na sliki 2.3 je osˇtevilcˇeno zaporedje, ki se izvede v primeru zahteve po
ustvarjanju, indeksiranju ali izbrisu vecˇ dokumentov naenkrat nad grucˇo. Ko
zahteva prispe na vozliˇscˇe 1 (korak 1), se na njem ustvarita dve zahtevi v
snopu, ena za vsak osnovni podindeks (korak 2). Na primarnih indeksih se
zahteve izvedejo ena za drugo. Cˇe so zahteve uspesˇno izvedene, se izvede nova
zahteva na njihove replike (korak 3) izvede vzporedno. Ko kopije podindeksov
javijo uspeh za vse posamezne akcije maticˇnemu vozliˇscˇu, ta vrne odgovor
odjemalcu.
Poglavje 3
Arhitektura sistema
Cilj tega poglavja je predstaviti splosˇne znacˇilnosti dobre arhitekture in staro
ter novo arhitekturo. V delu, kjer govorimo splosˇno o arhitekturi, je opisano,
na kaj moramo biti pozorni pri nacˇrtovanju arhitekture in nacˇini predstavitve
arhitekture. Pri opisu stare in nove arhitekture je pozornost namenjena
predstavitvi komponent in opisu primera transakcije v obeh arhitekturah.
Pri novi so predstavljeni tudi opisi zahtevanih funkcionalnih zahtev, ki jih
prinasˇa nova arhitektura.
3.1 Splosˇno o arhitekturi
Pri nacˇrtovanju programskih resˇitev je dobra arhitektura prvi korak. Z ar-
hitekturo dolocˇimo glavne komponente sistema in povezave med njimi. Ar-
hitektura programske opreme vpliva na izvajanje, robustnost, distribucijo in
vzdrzˇevanje posameznega sistema. Zahteve v sistemu so pogosto povezane z
njeno arhitekturo. Z dobro arhitekturo lahko naredimo boljˇso specifikacijo
zahtev. Pri nacˇrtovanju arhitekture naredimo taksˇno organizacijo sistema,
ki zadovolji vse funkcionalne in nefunkcionalne zahteve.
Locˇimo dva nacˇina nacˇrtovanja arhitekture. Prvi se nanasˇa na arhitekturo
posameznih programov in na komponente tega programa. Drugi se nanasˇa
na arhitekturo kompleksnih poslovnih sistemov. Ti se povezujejo z ostalimi
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sistemi in njihovimi programskimi komponentami.
Osnova za gradnjo storitveno orientirane arhitekture (ang. service-oriented
architecture) so storitve, ki se izvajajo na porazdeljenih sistemih.
Storitev je sˇibko sklopljena programska zbirka ene ali vecˇ funkcionalnosti,
ki je na voljo vecˇ odjemalcem za ponovno uporabo [18]. Cilj je razviti stori-
tve, ki so ponovno uporabne v vecˇ razlicˇnih sistemih. SOA razvijemo tako,
da najprej identificiramo zˇelene storitve, nacˇrtamo njihove vmesnike (REST,
WSDL) in jih implementiramo. Temu sledita sˇe testiranje pravilnosti delo-
vanja in prenos v produkcijsko okolje.
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3.2 Stara arhitektura
Slika 3.1: Postavitev stare arhitekture.
Na sliki 3.1 je prikazana postavitev stare arhitekture v eni izmed druzˇb.
Komponente arhitekutre so arhiv EEX, odjemalske aplikacije, tabela v po-
datkovni bazi Oracle, spletna storitev SOAP za vlaganje in prevzemanje
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dokumentov iz arhiva EEX [2].
Vlaganje dokumenta v arhiv poteka na naslednji nacˇin. Komunikacija
med aplikacijo in arhivom poteka s pomocˇjo protokola SOAP in podatkov-
nega formata XML. Pri vlaganju dokumenta moramo, glede na shemo WSDL
v dodatku B.1, pripraviti sporocˇilo SOAP. Ena operacija je namenjena vlaga-
nju dokumenta, na shemi B.1 je oznacˇena s putSava (B.1, 13–20). Ko nare-
dimo zahtevo HTTP na to dostopno tocˇko s sporocˇilom, ki vsebuje metapo-
datke o imenu, tipu (npr. PDF), podrocˇju (npr. pozavarovanje), lastniku in
klasifikaciji dokumenta (npr. obracˇun), ter njegovi vsebini v formatu base64,
kot odgovor (B.1, 21–25) prejmemo sporocˇilo o uspesˇnosti transakcije in kljucˇ
dokumenta. Kljucˇ in ostale metapodatke aplikacija shrani v Oraclovo bazo.
Ko zˇeli aplikacija dostopati do dokumenta v arhivu EEX, uporabi kljucˇ
za dostop do zˇelenega dokumenta v arhivu dokumentov. Za dostop do doku-
menta uporabi dostopno tocˇko v spletni storitvi za pridobivanje dokumenta,
na B.1 je zapisana kot getSava (B.1, 27–29). Pri zahtevi preko protokola
HTTP aplikacija doda metapodatek s kljucˇem dokumenta v sporocˇilo zah-
teve. Spletna storitev vrne odgovor (B.1, 30–39) z vsebino dokumenta in
vsemi pripadajocˇimi metapodatki podanimi ob vlaganju dokumenta.
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3.3 Nova arhitektura
Slika 3.2: Postavitev nove arhitekture.
24 POGLAVJE 3. ARHITEKTURA SISTEMA
Na sliki 3.2 je prikazana postavitev nove arhitekture. Pusˇcˇice predsta-
vljajo prenos podatkov med komponentami. Komponenta, ki smo jo v celoti
ohranili iz stare arhitekture, je arhiv dokumentov EEX. V novi arhitekturi
so dodane komponente spletna storitev Web API, avtorizacijski strezˇnik KC,
strezˇniki LDAP, obstojecˇe spletne storitve SOAP posameznih druzˇb (te so
med seboj enake, le dostopajo do drugega bazena) in iskalni indeks ES.
Iz slike lahko razberemo kljucˇne znacˇilnosti nove arhitekture. Uporabniki
za dostop do arhiva dokumentov komunicirajo izkljucˇno s spletno storitvijo
Web API in KC. Jedrni del arhitekture predstavlja spletna storitev Web API,
ki je zadolzˇena za shranjevanje podatkov o dokumentih v podatkovno bazo
(MSSQL in ES) in v arhiv ter njihov prevzem. Web API za komunikacijo
z arhivom glede na pripadnost uporabnika dolocˇeni druzˇbi (podatek za to je
v KC oziroma v zˇetonu za dostop) izbere ustrezno spletno storitev SOAP.
Da preverimo, ali je uporabnik upravicˇen do uporabe spletne storitve Web
API, v arhitekturi uporabimo KC. Spletna storitev preveri uporabnikov zˇeton
pri avtorizacijskem strezˇniku in glede na uporabniˇske pravice, definirane v
nadzorni konzoli KC, odobri ali zavrne dostop.
Arhitektura je razsˇirljiva v treh dimenzijah: v aplikacijah, uporabnikih
in druzˇbah. Aplikacije lahko poljubno dodajamo ali odvzemamo s pomocˇjo
nadzorne konzole v KC. KC je zadolzˇen tudi za prenos podatkov o uporab-
nikih in uporabniˇskih skupinah iz strezˇnikov LDAP. Cˇe zˇelimo dodati novo
druzˇbo, dodamo zˇe obstojecˇo spletno storitev in popravimo nastavitve za
vlaganje v ustrezen bazen v arhivu.
Na prvi pogled se zdi, da imamo v tej arhitekturi redundantne kompo-
nente – spletna storitev Web API bi lahko, namesto spletnih storitev SOAP,
neposredno dostopala do arhiva EEX. V tem delu smo se skupaj z nadreje-
nimi odlocˇili, da je zaradi kompleksnega dostopa do arhiva EEX, najprepro-
steje uporabiti zˇe obstojecˇe spletne storitve SOAP.
V primeru, da gre za vlaganje dokumenta, imamo tri tocˇke, kamor zapiˇsemo
podatke. Prva je arhiv dokumentov EEX. Sem se zapiˇse celoten dokument in
osnovni metapodatki, na enak nacˇin, kot pri vlaganju dokumenta v stari arhi-
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tekturi. Druga je iskalni indeks ES. Vanj zapiˇsemo metapodatke dokumenta
brez dokumenta v formatu base64. Tretja tocˇka, kamor shranimo metapo-
datke, tudi tokrat brez dokumenta base64, je podatkovna baza MSSQL. Sluzˇi
za belezˇenje relacij med zbirkami v spletni storitvi Web API.
V naslednji sekciji so predstavljene zbirke v spletni storitvi Web API, v
novi arhitekturi.
3.4 Zbirke v spletni storitvi Web API
Uporabniki do dokumentov v SD dostopajo preko spletne storitve Web API.
Vmesnik spletne storitve ima dostopne tocˇke, s katerimi je mogocˇe izvajati
operacije nad dokumenti. Celoten seznam trenutno implementiranih dosto-
pnih tocˇk je prikazan na sliki E.1. Poleg metapodakov za dokumente (na sliki
E.1 oznacˇeno document) spletna storitev omogocˇa upravljanje z metapodatki
in relacijami za klasifikacijske nacˇrte (classification plan), druzˇbe (company)
in navidezne mape (folder).
Dostopne tocˇke trenutno omogocˇajo akcije CRUD za vsako vrsto zbirke,
iskanje po metapodatkih dokumenta s pomocˇjo poizvedovalnega jezika za
ES, povezovanje med dokumenti, dodajanje dokumenta v mapo, izpis razlicˇic
dokumentov in dodajanje relacije dokumenta in mape na klasifikacijski nacˇrt.
Zbirke v spletni storitvi so predstavljene z razredi C#, na tak nacˇin, da
podpirajo delo z ogrodjem Entity Framework.
Klasifikacijski nacˇrt, izsek kode C.1, je nacˇrt druzˇbe o cˇasu hranje-
nja dokumenta. Z njim definiramo skupine dokumentov, stopnjo zaupnosti
dokumentov in privzeti dostop do dokumentov. Vsebuje podatke o tipu do-
kumenta (C.1, 10), obvezni dobi hranjenja (C.1, 11) in dobi, po kateri je
treba ta tip dokumenta obvezno unicˇiti (C.1, 12). Klasifikacijski nacˇrt upra-
vlja skrbniˇska aplikacija (C.1, 13–14). Ta upravlja s klasifikacijskim nacˇrtom
in vanj zapisuje seznam vlog (C.1, 18), ki lahko dostopajo do zbirk dokumen-
tov. Vsak klasifikacijski nacˇrt je, ob ustreznih pravicah za dostop, mogocˇe
povezati z dokumenti (C.1, 16) in navideznimi mapami (C.1, 17), druzˇba pa
26 POGLAVJE 3. ARHITEKTURA SISTEMA
se dolocˇi samodejno glede na vloge v zˇetonu za dostop.
Vsaka druzˇba C.2 znotraj skupine SavaRe ima svoj bazen v arhivu EEX,
kamor se vlagajo dokumenti. Z relacijo na druzˇbo definiramo, v kateri bazen
(C.2, 12) druzˇbe (C.2, 11) naj se vlozˇi dokument, katere klasifikacijske nacˇrte
ima druzˇba v lasti (C.2, 14) in kateri je identifikator druzˇbe v KC (C.2, 13)
za avtomatsko povezovanje klasifikacijskega nacˇrta (s tem tudi dokumentov
in map) na ustrezno druzˇbo.
Zbirka dokument C.3 predstavlja metapodatke dokumenta v SD. V
zbirko shranjujemo podatke, ki so obvezni za zapis v arhiv dokumentov (glej
opis vlaganja dokumenta v stari arhitekturi 3.1), dodatno pa hranimo po-
datke o cˇrtni kodi dokumenta (C.3, 13), dodatnih poljubnih metapodatkih
(C.3, 16), kljucˇu v arhivu (C.3, 17), razlicˇici (C.3, 18), statusu elektronskega
podpisa (C.3, 19), datumu ustvarjanja in spremembe (C.3, 20–21), uporab-
niku (C.3, 22–23) in seznamu vlog za izjemni dostop do dokumenta (C.3,
24). Zbirka je v razredu C# definirana tako, da podpira ustvarjanje relacij
otrok–starsˇ za zbirko dokument (C.3, 28–29), relacije za vlaganje dokumen-
tov v navidezne mape (C.3, 30), relacije na klasifikacijski nacˇrt (C.3, 31)
in druzˇbo (C.3, 32) ter mozˇnost ustvarjanja razlicˇic dokumentov z zapisom
spremembe dokumenta v podatkovno bazo (C.3, 33).
S konceptom navideznih map C.4 upravljamo s skupinami dokumentov.
Vsaka taka mapa vsebuje podatke o imenu mape (C.4, 11), cˇasu ustvarja-
nja in spremembi mape (C.4, 12–13), poljubne metapodatke o mapi (C.4,
14), podatke o uporabniku in seznamu vlog za izjemen dostop do mape (C.4,
15–16), starsˇevskih in otrosˇkih mapah (C.4, 17–18) ter povezanih dokumen-
tih (C.4, 19). Podobno, kot dokumente, mape povezˇemo s klasifikacijskim
nacˇrtom (C.4, 20).
3.5 Potek transakcij v novi arhitekturi
Za predstavo delovanja celotne arhitekture, zadosˇcˇa vpogled v delovanje do-
stopnih tocˇk spletne storitve Web API za vlaganje in prevzem dokumenta v
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arhiv dokumentov. V pomocˇ, pri opisu njunega delovanja, bosta sliki nove
arhitekture (3.3, 3.4), na katerih sta osˇtevilcˇena vrstna reda poteka obeh
transakcij, na katera se bom skliceval v besedilu.
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Slika 3.3: Vrstni red pri vlaganju dokumenta v novi arhitekturi.
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Slika 3.4: Vrstni red pri prevzemu dokumenta v novi arhitekturi.
30 POGLAVJE 3. ARHITEKTURA SISTEMA
3.5.1 Vlaganje dokumenta
Primer poteka vlaganja dokumenta v arhiv dokumentov je naslednji. Upo-
rabnik posˇlje zahtevo za dostopni zˇeton na dostopno tocˇko avtorizacijskega
strezˇnika za pridobitev zˇetona (3.3, 1). Za tip odobritve avtorizacije upo-
rabimo odobritev s poverilnicami odjemalca. V glavi zahteve se posˇljeta ID
odjemalca (ang. client id) in skrivnost odjemalca (ang. client secret). Avto-
rizacijski strezˇnik vrne zˇeton za dostop skupaj s podatki o cˇasu veljavnosti,
zˇetonom za osvezˇitev (ang. refresh token) in tipom zˇetona (ang. token type)
(3.3, 2). Drugi pomemben zˇeton, ki ga je treba pridobiti za vlaganje doku-
menta, je zˇeton CSRF. Tega prejmemo v glavi odgovora spletne storitve
Web API (3.3, 4), ko ji posˇljemo zˇeton za dostop (3.3, 3).
S pridobljenima zˇetonoma imamo pripravljene vse parametre, da lahko
zacˇnemo vlaganje dokumenta v SD. V telo zahteve odjemalec poda metapo-
datke poslanega dokumenta v formatu JSON in posˇlje zahtevo na dostopno
tocˇko storitve za vlaganje dokumenta (3.3, 5).
Zahteva se najprej preusmeri na KC (3.3, 6), kjer se, na osnovi zˇetona
za dostop, preveri, ali ima odjemalec za zˇeleni vir (dostopno tocˇko) ustrezne
dostopne pravice (za nastavitev glej dodatek A.1). Po odobrenem dostopu
KC preusmeri zahtevo nazaj na spletno storitev Web API (3.3, 7), kjer se v
ogrodju preveri sˇe ujemanje zˇetona CSRF.
Ko zahteva prispe do spletne storitve, se v metodi, zadolzˇeni za njeno
procesiranje, pregledajo metapodatki v telesu zahteve. Spletna storitev ima
dodano potrjevanje vhodnih metapodatkov dokumenta, ki jih prejmemo od
odjemalca. Vsak kljucˇ, v objektu JSON, ima nato sˇe dodatno potrjevanje,
kjer se podrobno definirajo dovoljene vrednosti. V primeru D.2 potrjevanja
za zbirko dokument, smo uporabili metode NotEmpty() (lastnost je obvezna),
WithMessage() (privzeto sporocˇilo ob neveljavnem metapodatku) in Must()
(lastnost mora ustrezati pogoju). Z njimi smo definirali pravila za ustreznost
prejetih metapodatkov dokumenta in javljanje morebitnih nepravilnosti od-
jemalcu.
V primeru, da je potrjevanje metapodatkov uspesˇno, metoda v spletni
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storitvi preveri, ali metapodatki za ustvarjanje relacij za vlozˇen dokument,
ustrezajo njegovim dostopnim pravicam. Tu se preverja, na primer, ali lahko
odjemalec doda dokument v mapo (relacija dokumenta na mapo), ki jo je
navedel v poslanih metapodatkih. To se preverja tako, da se pregledata
seznam vlog v povezanih klasifikacijskih nacˇrtih in seznam vlog na zbirkah.
Sledi zahteva HTTP na spletno storitev za vlaganje v arhiv dokumentov
(3.3, 8). Na osnovi vloge odjemalca, dolocˇene v Keycloak, spletna storitev
Web API ve, katero spletno storitev SOAP mora uporabiti, ta pa zapiˇse
vsebino dokumenta v ustrezen bazen v arhivu (3.3, 9). Spletna storitev vrne
odgovor spletni storitvi Web API o uspesˇnosti vlaganja s kljucˇem dokumenta
– enako kot v stari arhitekturi (3.3, 10–11).
V primeru, da je vlaganje dokumenta v arhiv uspesˇno, se metapodatki
zapiˇsejo v podatkovno bazo MSSQL (3.3, 12). Pri zapisu metapodatkov do-
kumenta v bazo pridobimo ID dokumenta (3.3, 13). S tem ID-jem dostopamo
do spletne storitve ES, kamor posˇljemo metapodatke o vlozˇenem dokumentu
(3.3, 14).
Spletna storitev WEB API se na spletno storitev REST iskalnika ES
povezuje s pomocˇjo protokola HTTP, format sporocˇila v telesu zahteve pa je
JSON.
V odjemalcu HTTP za povezavo na spletno storitev ES smo opredelili
metode CRUD za komunikacijo s spletno storitvijo ES. V izseku kode D.1
je primer metode, ki je zadolzˇena za vlaganje in posodabljanje dokumenta v
iskalni indeks ES. Metoda kot argument (D.1, 1) prejme objekt z metapodatki
dokumenta, ki jih je odjemalec poslal na spletno storitev Web API. Nato se
klicˇe asinhrona metoda za vlaganje dokumenta v ES (D.1, 3). Kot argument
sprejme podatek o ID-ju dokumenta in prejete metapodatke. Sledi odgovor
HTTP spletne storitve ES s podatki o uspesˇnosti vlaganja dokumenta v ES
(3.3, 15).
V primeru, da je bilo tudi vlaganje v ES uspesˇno, spletna storitev Web
API ID dokumenta vrne odjemalcu (3.3, 16).
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3.5.2 Prevzem dokumenta
Odjemalec zˇeleni dokument prevzema s pomocˇjo ID-ja, ki ga je pridobil
pri vlaganju dokumenta. ID doda kot argument v naslov dostopne tocˇke
spletne storitve Web API za prevzem dokumenta (glej dostopno tocˇko /a-
pi/v1/fullDocumentid na sliki E.1). V glavo zahteve HTTP doda veljaven
zˇeton za dostop in zˇeton CSRF ter posˇlje zahtevo na spletno storitev Web
API (postopek pridobitve zˇetonov in njihovega preverjanja je enak, kot pri
vlaganju dokumenta).
Spletna storitev ima na dostopnih tocˇkah za prevzem dokumenta dodano
predpomnjenje. Namesto pridobivanja metapodatkov dokumenta preko
povezave na bazo in dostopa do diska, jih shranimo v predpomnilnik spletne
storitve. Pri obdelavi zahteve se najprej preveri, ali je objekt shranjen v
predpomnilniku. Sˇele v primeru zgresˇitve predpomnilnika program poiˇscˇe
podatek v bazi. V predpomnilnik se podatki shranijo v obliki kljucˇ–vrednost.
V spletni storitvi Web API se predpomnjenje doda kot mikro storitev, do
predpomnilnika pa se nato dostopa s pomocˇjo razreda IMemoryCache.
V dodatku je prikazan izsek kode D.3, kjer objekt v predpomnilnik do-
dajamo s pomocˇjo omenjenega razreda. Z metodo TryGetValue (D.3, 2)
preverimo, ali je objekt zˇe v predpomnilniku. V primeru, da ne (D.3, 4), se
izvede poizvedba na iskalnik ES (3.4, P8). V primeru, da poizvedba vrne za-
detke (D.3, 9), s pomocˇjo metode Set (D.3, 15) nastavimo kljucˇ in vrednost
objekta v predpomnilniku.
Objekt ostane v predpomnilniku do zapolnitve spomina (to je privzeta
nastavitev – za to skrbi ogrodje ASP.NET Core) ali do njegovega preklica.
Preklic predpomnilnika se izvede ob vsakem klicu na dostopne tocˇke spletne
storitve, ki sprozˇijo spremembo stanja metapodatkov v spletni storitvi. Za
zamenjavo objekta uporabimo metodo Set, za izbris pa Remove. Da lahko
izvedemo preklic predpomnilnika na zˇelenem objektu, pri klicu obeh metod,
kot argument, podamo ID dokumenta v spletni storitvi Web API,
V izseku kode D.4 je metoda za tvorbo poizvedbe na spletno storitev
ES, ki kot parameter dobi ID dokumenta, vrne pa metapodatke dokumenta
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iz iskalnika ES. V poizvedbo se dodajo ustrezni filtri, ki uposˇtevajo vloge
odjemalca. Te se preberejo iz zˇetona za dostop v metodi getAclTerms (D.4,
3).
Za filtriranje dokumentov, glede na vloge odjemalca, smo uporabili po-
izvedovalni jezik ES. Uporabili smo poizvedbo tipa bool. Poizvedba tega
tipa omogocˇa sestavljanje poizvedb z logicˇnim operatorjem ekvivalentnimi
izrazi (in-must, ali-should, negacija-must not). Cˇe indeks vsebuje dokument
s podanimi vlogami, bo spletna storitev ES vrnila ustrezne dokumente s pri-
padajocˇimi metapodatki (3.4, 9).
Iz metapodatkov dobimo kljucˇ dokumenta v arhivu EEX in podatek o
povezani druzˇbi, ki ji pripada dokument. Podatek o druzˇbi sluzˇi za izbor
spletne storitev SOAP za prevzem dokumenta iz pripadajocˇega bazena v
druzˇbi. Prevzem poteka na enak nacˇin, kot v stari arhitekturi (3.4, 10–13).
Vsebina dokumenta iz arhiva se doda k obstojecˇim metapodatkom ES, ki
se kot odgovor HTTP z vsebino v formatu JSON vrnejo odjemalcu.
3.6 Vecˇkriterijsko iskanje po dokumentih
Spletna storitev Web API vsebuje dostopno tocˇko, preko katere lahko iz-
vajamo vecˇkriterijsko iskanje po dokumentih. Na sliki E.1 je zapisana kot
/api/v1/ search. Poizvedba se izvede na enak nacˇin, kot cˇe bi delali poi-
zvedbo neposredno na spletno storitev ES. Uporabnik mora, tako kot pri
ostalih zahtevah na spletno storitev, v glavi zahteve HTTP podati zˇeton za
dostop in zˇeton CSRF, telo zahteve pa mora vsebovati veljavno poizvedbo v
poizvedovalnem jeziku ES. Dostopna tocˇka podpira vse nacˇine iskanja, ki so
podprti v ES. To so, na primer, iskanje po celotnem besedilu, iskanje po enem
ali vecˇ metapodatkih, iskanje po razponu metapodatka, iskanje po predponi
in mozˇnost kombiniranja iskalnih nacˇinov.
Poizvedba mora biti v obliki bool, da lahko v metodi spletne storitve
dodamo ustrezne filtre za avtorizacijo. Po dodatku filtrov se, preko protokola
HTTP, posreduje poizvedbo na spletno storitev ES, iz katere Web API dobi
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odgovor z rezultatom iskalne poizvedbe in ga vrne odjemalcu.
3.7 Nadzor dostopa do virov
KC skupaj s strezˇniki LDAP tvori federacijo (ang. federation). To pomeni,
da se iz strezˇnikov LDAP obstojecˇi podatki o uporabnikih prenesejo v lo-
kalno podatkovno bazo KC. Avtorizacijski strezˇnik ima mozˇnost periodicˇne
sinhronizacije uporabnikov iz strezˇnikov LDAP.
KC ima vecˇ nacˇinov upravljanja s preklicem predpomnilnika. Privzeto je
izbrana mozˇnost dnevnega preklica predpomnilnika, ob tocˇno dolocˇeni uri.
KC podpira sˇe tedenski preklic predpomnilnika, mozˇnost dolocˇitve najvecˇje
zˇivljenjske dobe za uporabnika v predpomnilniku in izklop predpomnilnika.
Ker so podatki shranjeni v lokalni KC podatkovni bazi, se zmanjˇsa obre-
menitev strezˇnikov LDAP. Ti so odgovorni le za avtentikacijo uporabnikov.
Pri tem strezˇnik KC podpira preprosto avtentikacijo (ang. basic authenti-
cation), pri cˇemer strezˇniku LDAP posˇlje uporabnikovo razlocˇevalno ime in
geslo. Ker geslo ni zakrito, je uporaba protokola TLS pri tej komunikaciji
obvezna.
Uporabnikom se v KC dolocˇijo druzˇbe in vloge (za podrobnosti nastavitev
glej dodatek A). Vloge in druzˇbe so nato vidne v zˇetonu za dostop, kar spletna
storitev Web API uporabi za avtorizacijo dostopa do dokumentov.
Vloge so v spletni storitvi Web API zapisane na dveh mestih. Obvezno
so zapisane v klasifikacijskem nacˇrtu, opcijsko pa tudi na dokumentu. Vloge
na klasifikacijskem nacˇrtu sluzˇijo kot privzete za skupino dokumentov, ki so
povezani s tem klasifikacijskim nacˇrtom. To pomeni odobritev dostopa, v
primeru, da je vloga odjemalca za dostop na zˇetonu za dostop in na klasifika-
cijskem nacˇrtu, ki je povezan z dokumentom, do katerega zˇelimo dostopati.
Na primer, za dokument tipa
”
racˇun“ imamo v KN seznam vlog za do-
stop
”
tehnika“ in
”
racˇunovodstvo”. Cˇe ima odjemalec dodeljeno eno od vlog
”
tehnika“ ali
”
racˇunovodstvo”, mu je dostop odobren.
Recimo, da imamo primer, ko zˇelimo dostop do posameznega dokumenta
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”
racˇun“ dodeliti nekomu, ki nima vloge tehnika ali racˇunovodstvo. Gre torej
za poseben primer, ko zˇelimo omogocˇi izreden dostop do dokumenta tudi za
drugo vlogo, ki ni privzeto v klasifikacijskem nacˇrtu. Primer uporabe je, cˇe
zˇelimo izdati dokument tipa
”
racˇun“ tocˇno dolocˇeni osebi.
Za resˇevanje takih primerov imajo skrbniˇske aplikacije mozˇnost zapisa
vloge, kot metapodatek, na dokument. Poleg pregleda vlog iz zˇetona na KN,
se v spletni storitvi vedno opravi tudi pregled vlog, podanih v metapodatkih
dokumenta.
Na enak nacˇin je dostop omejen tudi za navidezne mape.
3.8 Pregled vpogledov v dokumente in njiho-
vih sprememb
V SD se vodi evidenca vpogledov v dokumente. Ta se opravlja na dva nacˇina.
Prvi je z zapisovanjem vseh aktivnosti uporabnikov v dnevniˇsko da-
toteko. Za urejanje formata zapisov v tej datoteki uporabljamo knjizˇnico
Nlog.
Knjizˇnica omogocˇa, da na osnovi zaporedja dogovorjenih kljucˇev za zˇelene
vrednosti pripravimo format zapisa v dnevniˇsko datoteko. V spletni storitvi
zapisujemo podatke tocˇen cˇas vpogleda na dokument, metodo, ki se je iz-
vedla v nadzornem razredu, IP naslov odjemalca, uporabniˇsko ime, rezultat
zahteve na dostopno tocˇko in komentar. Knjizˇnica omogocˇa tudi povezavo
z atributom HttpContext.TraceIdentifier, ki predstavlja ID zahteve v spletni
storitvi Web API. Tako lahko lazˇje sledimo poteku posamezne zahteve in
pripravimo analizo delovanja spletne storitve.
Drugi nacˇin je, z zapisom sprememb metapodatkov pri posoda-
bljanju dokumenta. Z uporabo knjizˇnice JsonDiffPatch iz metapodakov
dveh razlicˇic dokumentov, v obliki JSON, pridobimo seznam razlik v meta-
podakih. Seznam sprememb je zapisan v obliki popravek JSON (ang. JSON
Patch). Popravek JSON (primer je v izseku D.6) je dokumentna struktura
za ponazoritev operacij, ki jih izvedemo nad dokumentom v obliki JSON
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[1]. Mozˇne akcije so dodaj, odstrani, zamenjaj, premakni, kopiraj in testiraj
(za enakost). Seznam sprememb in metapodakte starega dokumenta spletna
storitev Web API zapiˇse v podatkovno bazo.
Za prikaz razlicˇic dokumentov moramo narediti klic na dostopno tocˇko
/api/v1/{id}/version/{version}, kjer kot argument podamo ID dokumenta
in sˇtevilski atribut za razlicˇico dokumenta. Sˇtevilo za razlicˇico pomeni od-
mik od trenutne razlicˇice. Cˇe zˇelimo dostopati do razlicˇice dokumenta za dve
spremembi nazaj, je sˇtevilo
”
2“ parameter, ki ga posˇljemo v naslovu zahteve
REST. V metapodatkih imamo zapisano tudi referenco za pridobitev doku-
menta iz arhiva dokumentov, s katero lahko spletna storitev vrne ustrezno
razlicˇico dokumenta iz arhiva in ustrezne metapodatke iz podatkovne baze
spletne storitve.
3.9 Vzdrzˇljivost spletne storitve Web API
Spletna storitev Web API je preverjena s testi modulov in integracijskimi
testi. V cˇasu pisanja besedila so s testi modulov preverjene dostopne tocˇke
CRUD za zbirko dokument. Testi modulov so pripravljeni s pomocˇjo objek-
tov za oponasˇanje (ang. mock). Ti objekti oponasˇajo delovanje dejanskih
objektov in s tem omogocˇajo od njih neodvisno testiranje. Glede na zˇeleni
test, jim dolocˇimo privzete vrednosti za vsako lastnost objekta.
Primer nastavitve takega objekta je v izseku D.5, kjer nastavimo oponasˇanje
za razred IMemoryCache, ki smo ga spoznali v poglavju 3.5.1. V izseku kode
pripravimo novo instanco objekta za oponasˇanje (D.5, 1). Sledi nastavitev
odgovorov za oponasˇanje metod za dodajanje (D.5, 3–6) in pridobivanje (D.5,
7–10) objekta v predpomnilnik.
Za testiranje delovanja spletne storitve uporabljamo orodje za testiranje
API-jev imenovano Postman. Trenutno imamo za vsako dostopno tocˇko v
spletni storitvi predpripravljene primere zahtev HTTP. Z njimi lahko hitro
testiramo delovanje storitve.
Spletna storitev je razvita v programski tehniki imenovani vstavljanje
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odvisnosti. Vstavljanje odvisnosti je tehnika za doseganje sˇibkega sklapljanja
med objekti in njihovimi odvisnostmi. Sˇibko sklapljanje v sistemu pomeni,
da se komponente v sistemu malo oziroma nicˇ ne zavedajo ostalih komponent
sistema. Vstavljanje odvisnosti sledi principu obratne odvisnosti. To pomeni,
da moduli, ki so v hierarhiji viˇsje, ne bi temeljili na modulih, ki so nizˇje v
hierarhiji. Oboji naj bi temeljili na abstrakcijah.
Prednost vstavljanja odvisnosti je, da se namesto novih instanc objektov,
ali staticˇnih reference uporablja drug nacˇin. Objekt se v prvotni objekt,
v katerega vstavljamo odvisnost, vstavi preko konstruktorja, spremenljivke,
ali preko metode in s tem se odgovornost za iskanje reference na ta objekt
preseli izven tega objekta. Komponente v takem sistemu so zamenljive in so
manj omejene na parametre pri razvoju, kot so platforma, programski jezik
in operacijski sistem.
Spletna storitev je podrobno opisana s pomocˇjo orodja za dokumentira-
nje spletnih storitev Swagger (slika E.1 prikazuje avtomatsko pripravljeno
spletna stran orodja Swagger za dokumentacijo spletne storitve Web API ).
V dokumentaciji so predstavljene vse dostopne tocˇke, tip posamezne zahteve
(GET, POST, PUT, DELETE), metapodatki za zbirke, vhodni parametri in
pricˇakovani odgovori spletne storitve.
38 POGLAVJE 3. ARHITEKTURA SISTEMA
Poglavje 4
Ovrednotenje resˇitve
Novo arhitekturo smo ovrednotili s pregledom izpolnjevanja zahtev iz uvo-
dnega poglavja in s primerjavo med staro in novo arhitekturo. Za vsako
zahtevo je opisano njeno izpolnjevanje v stari (lezˇecˇ zapis) in novi arhitek-
turi.
4.1 Funkcionalne zahteve
• Podpora za vecˇ druzˇb hkrati
Podatkovna baza za shranjevanje metapodatkov dokumentov se nahaja
lokalno v eni izmed druzˇb in ni dostopna ostalim druzˇbam. Metapodatke
lahko zapisujejo le uporabniki, ki so v domeni te druzˇbe. Arhitektura
ne vsebuje komponente, ki bi omogocˇala hranjenje uporabnikov in upo-
rabniˇskih skupin na enem mestu.
V novi arhitekturi so najemniki druzˇbe v skupini, skupno programsko
instanco pa predstavlja spletna storitev v tehnologiji REST za upra-
vljanje z dokumenti v SD. Dostop do dokumentov je mogocˇ le preko
spletne storitve Web API, ki do arhiva dostopa preko spletnih storitev
SOAP. Uporabniki in uporabniˇske skupine iz strezˇnikov LDAP posa-
meznih druzˇb so v KC, kar poenoti njihovo upravljanje.
39
40 POGLAVJE 4. OVREDNOTENJE RESˇITVE
Ocena: Nova arhitektura odpravi pomanjkljivost stare in izpolnjuje
zahtevo. S to arhitekturo lahko brez tezˇav nudimo podporo vecˇ druzˇbam.
• Spletna storitev
Arhitektura ne vsebuje spletne storitve za dostop do metapodatkov do-
kumenta. Na voljo je spletna storitev SOAP za vlaganje in prevzem
dokumenta iz arhiva. Stara arhitektura podpira samo osnovno shranje-
vanje metapodatkov o dokumentu v podatkovno bazo. Arhitektura tudi
ne podpira funkcionalnosti navideznih map za uskupinjanje dokumen-
tov.
Arhitektura vsebuje spletno storitev Web API. Preko nje je mogocˇe
izvajati operacije CRUD nad zbirkami v SD. Poleg metapodatkov o
dokumentu v novi arhitekturi hranimo podatke o zbirkah navideznih
map, klasifikacijskih nacˇrtov dokumentov in podjetij. Metapodatki se
shranjujejo v podatkovno bazo MSSQL in iskalni indeks ES. Navide-
zne mape v SD so implementirane s pomocˇjo zapisov metapodatkov
v podatkovno bazo MSSQL. Povezave med dokumenti in mapami so
predstavljene s pomocˇjo relacij v podatkovni bazi.
Ocena: Podobnost med arhitekturama opazimo v nacˇinu shranjevanja
metapodatkov. Obe resˇitvi za shranjevanje metapodatkov uporabljata
relacijsko podatkovno bazo. Obe arhitekturi vsebino dokumenta vla-
gata v arhiv EEX. To pocˇneta na enak nacˇin, z uporabo spletne storitve
SOAP za vlaganje v arhiv dokumentov. Izboljˇsave v novi arhitekturi
so v naprednem belezˇenju metapodatkov in v spletni storitvi REST, ki
omogocˇa njihovo upravljanje.
• Avtorizacija
Arhitektura ne vsebuje sistema avtorizacije, razen v primeru dostopa
do podatkov v podatkovni bazi.
V SD se dostop do posameznih objektov vodi s pomocˇjo vlog, dode-
ljenih v KC, in z vlogami, zapisanimi v klasifikacijskem nacˇrtu ter na
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posameznih metapodatkih v zbirkah. Za vsako relacijo med objekti
se s pomocˇjo nadzornih razredov preveri, ali ima uporabnik dodeljene
vloge, in na osnovi te preverbe odobri ali zavrne dostop.
Ocena: Arhitektura ustreza zahtevi. Kombinacija vlog v KC in na me-
tapodatkih omogocˇa zelo podrobno avtorizacijo na ravni posameznega
dokumenta. Vloge za dostop so zelo prilagodljive in jih lahko dolocˇamo
za uporabnika, skupino ali na ravni druzˇbe. Z zapisom vlog uporab-
nikov pri vlaganju dokumenta v SD in pravilno pripravo poizvedbe na
ES omogocˇimo nadzorovano avtorizacijo za dostop do dokumenta.
V nadaljevanju bi bilo mogocˇe novo avtorizacijo izboljˇsati za natancˇnejˇsimi
vlogami za dostop v metapodatkih dokumenta. Poleg podatka o vlogi,
bi zapisali dodaten parameter za branje ali posodabljanje dokumenta
za posamezno vlogo. Za ta nacˇin bi morali preveriti, ali poizvedovalni
jezik ES podpira tako natancˇne filtre, s katerimi bi lahko pravilno fil-
trirali poizvedbe.
• Vecˇkriterijsko iskanje po dokumentih
Trentno na nekaterih internih aplikacijah v posameznih druzˇbah za polno
iskanje po besedilu uporabljamo iskalnik, ki je zˇe vgrajen v obstojecˇo
podatkovno bazo; v nasˇem primeru je MSSQL. Zaradi slabih izkusˇenj z
vgrajenimi isklanikom v podatkovni bazi MSSQL se v stari arhitekturi
ne uporablja iskalnik, vgrajen v Oraclovo podatkovno bazo. Pretekle
izkusˇnje z uporabo vgrajenega iskalnika so bile, kljub relativno majhni
velikosti tabel, precej slabe. Hitrost poizvedb in splosˇno delovanje sta
bila pocˇasna. Poleg tega je priˇslo tudi do tezˇav pri uporabi iskanja za-
radi hrosˇcˇev oziroma slabe implementacije podpore v MSSQL.
SD preko dostopne tocˇke v spletni storitvi Web API omogocˇa funkci-
onalnost vecˇkriterijskega iskanja po dokumentih s pomocˇjo poizvedo-
valnega jezika ES. S tem podpira vse zˇelene nacˇine iskanja, nasˇtete v
zahtevah.
Ocena: Nova arhitektura, v nasprotju s staro, doda mozˇnost vecˇkriterijskega
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iskanja po dokumentih in izpolnjuje zahtevo. Zelo dobro podpira na-
predne iskalne poizvedbe, saj uporablja poizvedovalni jezik ES.
• Razlicˇice dokumentov in belezˇenje sprememb
V stari arhitekturi je nov dokument nov zapis v tabelo v podatkovni
bazi. Iz zapisov ni mogocˇe pridobiti razlicˇic dokumentov. Metapodatki
se belezˇijo v podatkovno bazo Oracle, vendar ta postopek ni obvezen, kar
pomeni, da arhitektura slabo podpira belezˇenje sprememb.
Spletna storitev v novi arhitekturi podpira ustvarjanje razlicˇic doku-
mentov. Pri spremembah na dokumentih se metapodatki o spremembi
in stanje objekta zapiˇsejo v podatkovno bazo. Spletna storitev Web
API ima na voljo dostopno tocˇko, s katero omogocˇimo izpis poljubne
razlicˇice dokumenta.
Vpogledi se v dnevniˇsko datoteko zapisujejo s pomocˇjo knjizˇnice NLog.
Spremljamo lahko, kdo je dostopal do spletne storitve, katero dostopno
tocˇko je uporabil, kaksˇen je izvor izvedbe, kaksˇna poizvedba na po-
datkovno bazo se je tvorila, kaksˇen je rezultat poizvedbe in podobno.
Vsako posodabljanje dokumenta v bazi tvori nov zapis v tabelo s spre-
membami na dokumentu, kamor se zapiˇse seznam sprememb med staro
in novo razlicˇico metapodatkov s pomocˇjo zapisa popravek JSON.
Ocena: Arhitektura odpravi pomanjkljivost stare in zadovoljuje zah-
tevo. Dodatno spremljanje sprememb bi lahko omogocˇili tako, da bi
dnevniˇske zapise poslali na indeks v ES. Na tak nacˇin bi lahko s pomocˇjo
orodja Kibana, ki je del sklada Elastic, pripravili pametne preglede in
nadzirali delovanje spletne storitve. Pri tem bi morali podrobneje defi-
nirati dnevniˇski zapis in pripraviti ustrezen indeks na ES.
4.2. NEFUNKCIONALNE ZAHTEVE 43
4.2 Nefunkcionalne zahteve
• Varnost
Za dosego cˇim boljˇse varnosti v sistemu smo obcˇutljive vire zasˇcˇitili
z vecˇplastno varnostno arhitekturo. Ta vsebuje potrjevanje vhodnih
podatkov ter avtorizacijo in avtentikacijo. Arhitektura sˇcˇiti pred po-
gostimi varnostnimi grozˇnjami: napad z vrinjenjem stavka SQL se pre-
precˇuje z uporabo predpripravljenih poizvedb LINQ in ogrodja Entity
Framework. S tem urejanje stavka SQL in napad z vrinjenjem nista
mogocˇa. Napad z vecˇdomenskim izvajanjem kode se preprecˇuje s potr-
jevanjem vhodnih podatkov, napad CSRF in napad s ponavljanjem pa
se preprecˇujeta z uporabo nakljucˇnega varnostnega zˇetona CSRF.
Ocena: Z novo arhitekturo smo storitev zasˇcˇitili pred najpogostejˇsimi
napadi in zagotovili varno komunikacijo med komponentami.
• Razsˇirljivost
Razsˇirljivost v stari arhitekturi je zaradi preprostosti arhitekture precej
dobra. Kot primer, komponente stare arhitekture so ohranjene v novi
arhitekturi, zamenjane so le nekatere tehnologije in orodja.
Lastnost razsˇirljivosti nove arhitekture je uposˇtevana na vecˇ komponen-
tah. V KC lahko brez tezˇav dodajamo nove druzˇbe s federacijo LDAP.
Za nov primer uporabe v spletni storitvi dodamo novo dostopno tocˇko.
Spletna storitev je razsˇirljiva zaradi arhitekture mikro storitev in upo-
rabe EF za upravljanje z metapodatki v storitvi in podatkovni bazi.
Arhitektura mikro storitev nam omogocˇa hitro dodajanje obstojecˇih
ali novih mikro storitev, EF pa nam dovoljuje hitro dodajanje novih
lastnosti za zbirke za preslikavo v podatkovno bazo.
Zaledje spletne storitve v ASP.NET Core je zasnovano tako, da po-
leg formata JSON podpira tudi XML. To pomeni lazˇjo integracijo s
starejˇsimi, zˇe obstojecˇimi spletnimi storitvami in mozˇnost podpore za
aplikacije, ki za prenos podatkov uporabljajo ta format.
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Ker spletna storitev uporablja programski model MVC, je mogocˇa ka-
snejˇsa dograditev spletne storitve s spletno aplikacijo saj ASP.NET
Core podpira izgradnjo spletnih strani. Spletna storitev v ASP.NET
Core je na voljo za vecˇ racˇunalniˇskih okolij. Lahko jo uporabimo na
sistemih Windows, MacOS in Linux. To prinasˇa manjˇse strosˇke, v pri-
meru, da zˇelimo poganjati spletno storitev v kaksˇnem drugem okolju,
kot Windows.
Ocena: Nova arhitektura zadovoljuje zahtevo po dobri razsˇirljivosti.
• Vzdrzˇljivost
Stara arhitektura je srednje dobro vzdrzˇljiva, saj, razen arhiva EEX, ne
vsebuje testov modulov in integracijskih testov ter pripravljene podrobne
dokumentacije. Spremenljivosti kode ne morem oceniti, saj nimamo
dostopa do izvorne kode spletnih storitev SOAP.
Vse komponente, razen spletnih storitev SOAP, so preverjene s testi in
imajo dobro dokumentirano izvorno kodo. Ta je berljiva (glej izseke
kode iz dodatka) in sledi standardom. Spletna storitev Web API iz-
polnjuje zahtevo po dokumentaciji s pomocˇjo orodja Swagger. Storitev
je implementirana s pomocˇjo tehnike vstavljanja odvisnosti.
Ocena: Nova arhitektura zelo dobro izpolnjuje to zahtevo. Za spletno
storitev Web API se bodo sproti dodajali novi testi, ki bodo tako sˇe
povecˇali vzdrzˇljivost.
• Odzivnost
Stara arhitektura ni imela tezˇav z odzivnostjo. Funkciji zapisovanja v
podatkovno bazo in spletna storitev za vlaganje dokumenta v arhiv pri
interni rabi nista imeli tezˇav z odzivnostjo.
Odzivnost nove arhitekture povecˇujemo z uporabo predpomnjenja v
spletni storitvi in uporabo ES. Prednost nove arhitekture je, da kot
glavni format za prenos sporocˇil uporablja JSON. Ta format ima, v
4.2. NEFUNKCIONALNE ZAHTEVE 45
primerjavi s formatom XML, precej manj rezˇije. To pomeni, da ob
enakem prometu lahko pricˇakujemo manjˇso obremenjenost mrezˇe.
Dolgotrajnejˇse operacije v spletni storitvi Web API so pripravljene
tako, da se izvedejo asinhrono. Med tem, ko proces cˇaka, da se V/I
operacija zakljucˇi, se nit sprosti za procesiranje ostalih zahtev. Tako
ima spletni strezˇnik, ob morebitni povecˇani obremenitvi, na voljo vecˇ
niti in vecˇji izkoristek procesorskega cˇasa. Asinhroni klici so nastavljeni
tudi pri izvajanju zahtev HTTP na ostale komponente arhitekture.
V razvojnem okolju smo pripravili dva kratka testa, s katerima smo
merili odzivni cˇas. V obe arhitekturi smo vlozˇili enak dokument. Prvi
test je petkrat zaporedoma zahteval njegove metapodatke. Druzˇba
SavaRe do baze z metapodatki v stari arhitekturi nima dostopa, zato
smo test opravili le na novi. Drugi test je petkrat zaporedoma zahteval
celoten dokument iz arhiva. Pri drugem testu smo uspeli pridobiti
odzivne cˇase tudi za staro arhitekturo. Rezultati so prikazani v tabelah
4.1 (metapodatki) in 4.2 (celoten dokument), odzivni cˇas pa je podan
v milisekundah.
Zaporedje zahteve Nova arhitektura (cˇas v ms) Stara arhitektura (cˇas v ms)
1 118,00 /
2 100,00 /
3 111,00 /
4 76,00 /
5 116,00 /
Povprecˇje 104,20 /
Tabela 4.1: Odzivni cˇasi poizvedb po metapodatkih dokumenta v stari in
novi arhitekturi.
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Zaporedje zahteve Nova arhitektura (cˇas v ms) Stara arhitektura (cˇas v ms)
1 3120,00 1440,00
2 2780,00 1530,00
3 2850,00 1220,00
4 2880,00 1230,00
5 2710,00 1350,00
Povprecˇje 2870,00 1350,00
Tabela 4.2: Odzivni cˇasi poizvedb po celotnem dokumentu v stari in novi
arhitekturi.
Ocena: Arhitektura izpolnjuje zahtevo po dobri odzivnosti pri pre-
vzemu metapodatkov iz nove arhitektura, saj je povprecˇni odzivni cˇas
pod 200 ms. Zahteva, pri kateri se nova arhitektura obnese slabsˇe,
kot stara, je zahteva po celotnem dokumentu. Daljˇsi odzivni cˇas lahko
pripiˇsemo dodatni komponenti (spletna storitev Web API) med odje-
malcem in arhivom. Podrobne teste bomo izvedli v testnem in pred-
produkcijskem okolju.
• Povecˇljivost
V stari arhitekturi ni bilo vecˇjega poudarka na povecˇljivosti, saj je
miˇsljena za interno rabo.
Povecˇljivost je zagotovljena z uporabo predpomnjenja. Poleg predpo-
mnjenja, uporabljenega na enem strezˇniku, ogrodje .NET Core podpira
tudi mozˇnost razprsˇenega predpomnjenja. V tem nacˇinu je predpomnil-
nik skupen vsem strezˇniˇskim aplikacijam. S tem se ohrani integriteta
podatkov, povecˇa se njihova razpolozˇljivost in omogocˇi neodvisno do-
dajanje in odstranjevanje strezˇnikov.
K povecˇjljivosti pripomore tudi uporaba iskalnika ES. Iskalnik omogocˇa
poizvedbe v snopu. To pomeni, da se z enim klicem na spletno storitev
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ES izvede vecˇ operacij naenkrat, na primer vecˇ indeksiranj dokumentov
v indeks. S tem zmanjˇsamo sˇtevilo klicev na spletno storitev ES in
zmanjˇsamo zasedenost pasovne sˇirine. Strezˇnik ES lahko izvajamo na
vecˇ grucˇah, kar omogocˇa dobro povecˇljivost.
Ocena: Arhitektura je pripravljena, da podpira vzporedno povecˇljivost
in izpolnjuje zahtevo. Arhitektura podpira vzporedno povecˇljivost za
komponente ES, KC in spletno storitev Web API, vendar v tem tre-
nutku sˇe nimamo pripravljene fizicˇne postavitve in ne moremo natancˇno
oceniti prispevka dodatne strojne opreme.
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Poglavje 5
Zakljucˇek
V okviru diplomskega dela sta bili izdelani nova arhitektura in razvojna
razlicˇica spletne storitve Web API. Podporne komponente so pooblastitveno-
overitveni strezˇnik KC, podatkovni strezˇnik MSSQL, arhiv dokumentov EEX.
in iskalnik ES. Arhitektura uspesˇno zadovoljuje funkcionalne in nefunkcio-
nalne zahteve. Trenutno je spletna storitev v fazi razvoja, ostale komponente
pa so vecˇinoma pripravljene za povezovanje, ko bo spletna storitev koncˇana.
V diplomskem delu smo dobro raziskali trenutno stanje arhitekture in pre-
gledali, katere zahteve sˇe niso izpolnjene. Arhitektura, ki smo jo nacˇrtali, je
uporabna v podobnih sistemih. Z dobrim nacˇrtom arhitekture programske
opreme smo pridobili pomembne prednosti. Ob podobnem projektu bomo
ujemajocˇe se komponente ponovno uporabili in s tem zmanjˇsali strosˇke izde-
lave.
Arhitekturo bi kasneje lahko izboljˇsali z uporabo sistema za verizˇenje
sporocˇil (ang. message queue). Primer takega sistema je RabbitMQ [15].
RabbitMQ je posrednik sporocˇil (ang. message broker), ki implementira pro-
tokol AMQP. Protokol AMQP omogocˇa usklajenost med skladnimi odjemalci
in posrednikiˇskimi strezˇniki za verizˇenje sporocˇil. Protokol vsebuje tri glavne
komponente, to so komponenta za izmenjavo (ang. exchange) sporocˇil, vrsta
sporocˇil (ang. message queue) in komponenta za vezavo (ang. bind). Kom-
ponenta za izmenjavo prejme sporocˇilo od aplikacij za objavljanje sporocˇil
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(ang. publisher) in ga postavi v vrsto. Sporocˇila so shranjena v vrsti, dokler
jih ne procesirajo narocˇniˇske aplikacije (ang. consumer). Z vezavo defini-
ramo relacijo med sporocˇilno vrsto in izmenjavo. Vezava definira parame-
tre, na osnovi katerih izmenjava pridobi informacijo za usmerjanje sporocˇil v
ustrezno vrsto. Razlogi za uvedbo taksˇnih sistemov so naslednji.
Ker se spletne storitve lahko ustavijo, zˇelimo, da v takih primerih ne vpli-
vajo na delovanje celotnega sistema. V takih primerih, je smiselno uporabiti
enoten sporocˇilni sistem. Storitve bi se tako lahko posvetile svoji dejanski
vlogi, pri spletni storitvi v SD je to, na primer, shranjevanje metapodatkov o
zbirkah, za prenasˇanje sporocˇil o uspesˇnosti transakcij pa bi skrbel sporocˇilni
sistem. Ta resˇitev bi izboljˇsala razsˇirljivost in vzdrzˇljivost arhitekture, saj
bi lahko dodajali mikro–storitve, neodvisno od zˇe obstojecˇih storitev, kar bi
zmanjˇsalo tveganje za nastanek novih napak.
Cˇe arhitektura tega ne podpira, se podatki ob neuspesˇno izvedenem pro-
cesu izgubijo. Sistem omogocˇa ohranjanje sporocˇil, dokler niso v celoti ob-
delana.
Prednost verizˇenja sporocˇil je tudi asinhrono procesiranje. Namesto da
odjemalec cˇaka na odgovor strezˇnika, lahko odlozˇi sporocˇilo v vrsto in nada-
ljuje z delom.
Tehnologija verizˇenja sporocˇil sluzˇi tudi kot medpomnilnik za sporocˇila.
To pomeni, da lahko operacije, kot je polnjenje baze, zdruzˇimo v eno zahtevo
in s tem zmanjˇsamo promet na mrezˇi.
Trenutno tak sistem zaradi neobstoja enotnega sporocˇilnega sistema, ki
bi ga uporabljale vse storitve v druzˇbi, sˇe ni mogocˇ. Podrobnosti vkljucˇitve
sporocˇilnega sistema v novo arhitekturo so del interne strategije druzˇbe Sa-
vaRe.
Za skupino SavaRe arhitektura SD pomeni pomemben korak k uvedbi
brezpapirnega poslovanja. Pripomogla bo k hitrejˇsemu izvajanju poslovnih
procesov in uvedla sodoben nacˇin poslovanja z dokumenti.
Dodatek A
Nastavitev avtorizacije v
spletni storitvi
V konzoli KC smo spletno storitev dodali Web API med odjemalce. Na sliki
A.1 je prikazan uporabniˇski vmesnik nadzorne konzole v KC. V zavihku z
nastavitvami odjemalca smo nastavili dostopni nacˇin (ang. access type), pro-
tokol na odjemalcu (ang. Client Protocol) in vklopili avtorizacijo. V zavihku
z vlogami (ang. Roles) smo nastavili vloge odjemalcev. V zavihku za na-
stavitev pooblastitve (slika A.1) smo dolocˇili podrobnosti glede avtorizacije.
V skladu s procesom avtorizacije v KC smo v zavihku viri (ang. Resources)
definirali dostopne tocˇke spletne storitve, dovoljene tipe virov in dovoljene
akcije. Vsako dovoljenje smo asociirali z zˇelenim podrocˇjem in politiko do-
stopa.
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Slika A.1: Nastavitev spletne storitve v nadzorni konzoli KC.
Odjemalsko aplikacijo smo registrirali kot odjemalca v KC. V nastavitvah
odjemalca smo dostopni nacˇin nastavili na zaupno (ang. confedential). Tu
smo vklopili nastavitev za vklop storitvenega racˇuna (ang. service account)
za odjemalsko aplikacijo in ji dodelili vlogo za dostop do spletne storitve.
V naslednjem koraku smo nastavili avtorizacijo v spletni storitvi ASP.NET
Core A.1.
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1
2 app.UseJwtBearerAuthentication(new
JwtBearerOptions
3 {
4 AuthenticationScheme = "bearer",
5 AutomaticAuthenticate = true,
6 AutomaticChallenge = true,
7 Authority = Configuration["Authentication:
8 KeycloakAuthentication:
9 ServerAddress"] + "/auth/realms/" +
Configuration["Authentication:
10 KeycloakAuthentication:Realm"],
11 TokenValidationParameters = new
Microsoft.IdentityModel.
12 Tokens.TokenValidationParameters
13 {
14 ValidAudiences = new string[] { "curl",
"financeApplication",
"accountingApplication", "swagger",
"Odjemalec_B", "Odjemalec_A" }
15 },
16 RequireHttpsMetadata = false,
17 SaveToken = true
18
19 });
Listing A.1: Nastavitev avtentikacije s pomocˇjo nosilnega zˇetona v spletni
storitvi Web API.
V razredu Startup.cs smo za overitev z nosilnim zˇetonom uporabili vme-
sno opremo JwtBearerAuthentcation, ki je del ogrodja .NET Core. V konfi-
guraciji smo nastavili naslov pooblastivenega strezˇnika in registrirali veljavne
odjemalske aplikacije s parameterom ValidAudiences. Za odjemalske aplika-
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cije smo uporabili ime, enako tistemu, ki je registrirano za ime odjemalske
aplikacije v KC. Dodatno smo nastavili parameter SaveToken na vrednost
True, ki shrani zˇeton za dostop.
Za vsako dostopno tocˇko smo nastavili pooblastitvene zahteve (ang. auth-
orization requirement), ki morajo biti izpolnjene za uspesˇno avtorizacijo.
Pooblastitvene zahteve smo dodali kot znacˇke nad metodami v kontrolnih
razredih. Ko odjemalska aplikacija dostopa do dostopne tocˇke, se izvede pre-
verba v pooblastitvenem nadzornem razredu (ang. authorization handler)
z ustrezno avtorizacijsko zahtevo. Nadzorni razred nato uporabi dostopni
zˇeton odjemalske aplikacije, da preko KC dostopne tocˇke, imenovane Entitel-
ment API, pridobi seznam vlog za trenutno odjemalsko aplikacijo. Spletna
storitev kot parametre v glavi zahteve HTTP poda dostopni zˇeton odjemal-
ske aplikacije in ID spletne storitve Web API. Kot odgovor dobimo zˇeton
za zahtevo zabave (ang. requesting party token). Vsebino zˇetona dekodi-
ramo s pomocˇjo skrivnosti spletne storitve. Dovoljenja se nato dodajo v
slovar HttpContext.Items, kjer ostanejo med zˇivljenjskim obdobjem zahteve.
S pomocˇjo teh dovoljenj in z uporabo pooblastitvene storitve (ang. auth-
orization service), ki jo dodamo v kontrolne razrede s pomocˇjo DI, lahko
izvedemo pooblastitev na ravni objekta. Vsaka zbirka v spletni storitvi ima
v metapodatkih obvezen atribut z dodeljenimi vlogami za dostop, s pomocˇjo
katerih odobrimo ali zavrnemo dostop do objekta.
Dodatek B
Shema WSDL v spletni storitvi
stare arhitekture
1 <definitions name="Easy" targetNamespace="urn:Easy"
xmlns:tns="urn:Easy"
xmlns:xsd="http://www.w3.org/2001/XMLSchema"
xmlns:soap="http://schemas.xmlsoap.org/wsdl/soap/"
xmlns:soapenc="http://schemas.xmlsoap.org/soap/encoding/"
xmlns:wsdl="http://schemas.xmlsoap.org/wsdl/"
xmlns="http://schemas.xmlsoap.org/wsdl/">
2 <types>
3 <xsd:schema targetNamespace="urn:Hello"
xmlns="http://www.w3.org/2001/XMLSchema">
4 <xsd:element name="fileName" type="xsd:string"/>
5 <xsd:element name="fileContent" type="xsd:string"/>
6 <xsd:element name="fileSize" type="xsd:int"/>
7 <xsd:element name="easyDocRef" type="xsd:string"/>
8 <xsd:element name="message" type="xsd:string"/>
9 <xsd:element name="result" type="xsd:boolean"/>
10 </xsd:schema>
11 </types>
12 <!-- putSava stuff -->
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13 <message name="putSava">
14 <part name="fileName" type="xsd:string"/>
15 <part name="fileContentBase64Encoded" type="xsd:string"/>
16 <part name="fileType" type="xsd:string"/>
17 <part name="fileArea" type="xsd:string"/>
18 <part name="fileOwner" type="xsd:string"/>
19 <part name="fileClassification" type="xsd:string"/>
20 </message>
21 <message name="putSavaResponse">
22 <part name="result" type="xsd:boolean"/>
23 <part name="message" type="xsd:string"/>
24 <part name="easyDocref" type="xsd:string"/>
25 </message>
26 <!-- get stuff -->
27 <message name="getSava">
28 <part name="easyDocRef" type="xsd:string"/>
29 </message>
30 <message name="getSavaResponse">
31 <part name="result" type="xsd:boolean"/>
32 <part name="message" type="xsd:string"/>
33 <part name="fileContentBase64Encoded" type="xsd:string"/>
34 <part name="fileName" type="xsd:string"/>
35 <part name="fileType" type="xsd:string"/>
36 <part name="fileArea" type="xsd:string"/>
37 <part name="fileOwner" type="xsd:string"/>
38 <part name="fileClassification" type="xsd:string"/>
39 </message>
40 <portType name="EasyPort">
41 <operation name="putSava">
42 <input message="tns:putSava"/>
43 <output message="tns:putSavaResponse"/>
44 </operation>
45 <operation name="getSava">
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46 <input message="tns:getSava"/>
47 <output message="tns:getSavaResponse"/>
48 </operation>
49 </portType>
50 <binding name="EasyBinding" type="tns:EasyPort">
51 <soap:binding style="rpc"
transport="http://schemas.xmlsoap.org/soap/http"/>
52 <operation name="putSava">
53 <soap:operation soapAction="urn:putSavaAction"/>
54 <input>
55 <soap:body use="encoded" namespace="urn:Easy"
encodingStyle="http://schemas.xmlsoap.org/soap/encoding/"/>
56 </input>
57 <output>
58 <soap:body use="encoded" namespace="urn:Easy"
encodingStyle="http://schemas.xmlsoap.org/soap/encoding/"/>
59 </output>
60 </operation>
61 <operation name="getSava">
62 <soap:operation soapAction="urn:getSavaAction"/>
63 <input>
64 <soap:body use="encoded" namespace="urn:Easy"
encodingStyle="http://schemas.xmlsoap.org/soap/encoding/"/>
65 </input>
66 <output>
67 <soap:body use="encoded" namespace="urn:Easy"
encodingStyle="http://schemas.xmlsoap.org/soap/encoding/"/>
68 </output>
69 </operation>
70 </binding>
71 <service name="EasyService">
72 <port name="EasyPort" binding="tns:EasyBinding">
73 </port>
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74 </service>
75 </definitions>
Listing B.1: Shema WSDL v spletni storitvi stare arhitekture.
Dodatek C
Razredi za zbirke v spletni
storitvi
1 public class ClassificationPlan : IEntityBase
2 {
3 public ClassificationPlan()
4 {
5 Documents = new List<Document>();
6 Folders = new List<Folder>();
7 }
8
9 public int Id { get; set; }
10 public string ClassificationLabel { get; set; }
11 public int RetentionPeriod { get; set; }
12 public int DeletionPeriod { get; set; }
13 public string MainGroup { get; set; }
14 public string UserId { get; set; }
15 public Company Company { get; set; }
16 public ICollection<Document> Documents { get; set; }
17 public ICollection<Folder> Folders { get; set; }
18 public string AccessControlList { get; set; }
19
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20 }
Listing C.1: Razred C# za zbirko klasifikacijski nacˇrt.
1 public class Company : IEntityBase
2 {
3
4 public Company()
5 {
6 ClassificationPlans = new
List<ClassificationPlan>();
7 Documents = new List<Document>();
8 }
9
10 public int Id { get ; set; }
11 public string Name { get; set; }
12 public string PoolURI { get; set; }
13 public string Scope { get; set; }
14 public ICollection<ClassificationPlan>
ClassificationPlans { get; set; }
15 public ICollection<Document> Documents { get; set; }
16
17 }
Listing C.2: Razred C# za zbirko druzˇba.
1 public class Document : IEntityBase
2 {
3 public Document()
4 {
5
6 LinkedDocuments = new List<Document>();
7 IncludedInFolders = new List<DocumentFolder>();
8 DocumentDiffs = new List<DocumentDiff>();
9 }
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10
11 public int Id { get; set; }
12 public string Name { get; set; }
13 public string Barcode { get; set; }
14 public string Type { get; set; }
15 public string Area { get; set; }
16 public string Metadata { get; set; }
17 public string ArchiveID { get; set; }
18 public double Version { get; set; }
19 public string SignedStatus { get; set; }
20 public DateTime DateOfCreation { get; set; }
21 public DateTime DateOfChange { get; set; }
22 public string UserId { get; set; }
23 public string Application { get; set; }
24 public string AccessControlList { get; set; }
25 public Document ParentDocument { get; set; }
26 public ICollection<Document> LinkedDocuments { get;
set; }
27 public ICollection<DocumentFolder> IncludedInFolders
{ get; set; }
28 public ClassificationPlan ClassificationPlan { get;
set; }
29 public Company Company { get; set; }
30 public ICollection<DocumentDiff> DocumentDiffs {
get; set; }
31 }
Listing C.3: Razred C# za zbirko dokument.
1 public class Folder : IEntityBase
2 {
3
4 public Folder()
5 {
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6 IncludedDocuments = new List<DocumentFolder>();
7 ChildFolders = new List<Folder>();
8 }
9
10 public int Id { get; set; }
11 public string Name { get; set; }
12 public DateTime DateOfCreation { get; set; }
13 public DateTime DateOfChange { get; set; }
14 public string Metadata { get; set; }
15 public string UserId { get; set; }
16 public string AccessControlList { get; set; }
17 public Folder ParentFolder { get; set; }
18 public ICollection<Folder> ChildFolders { get; set; }
19 public ICollection<DocumentFolder> IncludedDocuments
{ get; set; }
20 public ClassificationPlan ClassificationPlan { get;
set; }
21 }
Listing C.4: Razred C# za zbirko mapa.
Dodatek D
Izseki kode iz spletne storitve
Web API
1 public async Task<IUpdateResponse<DocumentViewModel>>
UpdateDocument(DocumentViewModel document)
2 {
3 var asyncUpdateResponse = await
_client.UpdateAsync<DocumentViewModel,
DocumentViewModel>(
4 document.Id,
5 descriptor => descriptor.Doc(document)
6 );
7 return asyncUpdateResponse;
8 }
Listing D.1: Metoda za vlaganje in posodabljnje dokumenta v indeks ES.
1 public class DocumentPostPutIModelValidator:
2 AbstractValidator<DocumentPostPutModel>
3 {
4 public DocumentPostPutIModelValidator()
5 {
6 RuleFor(document => document.Base64)
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7 .NotEmpty()
8 .WithMessage("’Base64’ cannot be empty");
9 RuleFor(document => document.Name)
10 .NotEmpty()
11 .WithMessage("’Name’ cannot be empty");
12 RuleFor(document => document.Barcode)
13 .NotEmpty()
14 .WithMessage("’Barcode’ cannot be empty");
15 RuleFor(document => document.DocumentType)
16 .NotEmpty()
17 .WithMessage("’DocumentType’ cannot be empty");
18 RuleFor(document => document.Version)
19 .NotEmpty()
20 .WithMessage("’Version’ cannot be empty");
21 RuleFor(document => document.ClassificationLabel)
22 .NotEmpty()
23 .WithMessage("’ClassificationLabel’ cannot be
empty");
24 RuleFor(document => document.AccessControlList)
25 .NotEmpty()
26 .WithMessage("’AccesControlList’ cannot be
empty");
27 RuleFor(document => document.AccessControlList)
28 .Must(acl => acl.Length ==
acl.Distinct().Count())
29 .WithMessage("’AccesControlList’ must have
unique entries");
30
31 }
32
33 }
Listing D.2: Razred C# za potrjevanje zbirke dokument.
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1 DocumentViewModel _document;
2 bool cacheExist =
_memoryCache.TryGetValue(id.ToString(), out
_document);
3
4 if (!cacheExist || _document == null)
5 {
6 var elasticDocumentsResponse = await
_elasticsearch
7 .SearchDocumentsByIDFilteredByRolesAndID(
8 User,
9 id);
10 if (elasticDocumentsResponse.Hits != null &&
elasticDocumentsResponse.IsValid &&
elasticDocumentsResponse.Hits.Any())
11 {
12 _document =
elasticDocumentsResponse.Documents.ToList()
13 .FirstOrDefault();
14 DocumentViewModel _documentCopy =
_document.GetClone();
15 _documentCopy.Metadata = _document.Metadata;
16 _documentCopy.DocumentDiffs =
_document.DocumentDiffs;
17 _memoryCache.Set(id.ToString(),
_documentCopy);
18 _documentCopy.DocumentDiffs =
_document.DocumentDiffs;
19 _documentCopy.Metadata = _document.Metadata;
20 }
21 else
22 {
23 return NotFound();
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24 }
25 }
Listing D.3: Primer uporabe predpomnjenja v spletni storitvi.
1 public async
Task<ISearchResponse<DocumentViewModel>>
SearchDocumentsFilteredByRoles(ClaimsPrincipal
user)
2 {
3 var ACLterms = getAclTerms(user);
4
5 QueryContainer aclResource = new TermsQuery() {
6 Field = "accessControlListDocument.keyword",
7 Terms = ACLterms };
8 QueryContainer aclClassificationPlan = new
TermsQuery() {
9 Field =
"accessControlListClassificationPlan.keyword",
10 Terms = ACLterms };
11
12 var asyncSearchResponse = await
_client.SearchAsync<DocumentViewModel>(
13 s => s.Query(
14 q => q.Bool(
15 b => b.Filter(
16 f => f.Bool(
17 boolFilter => boolFilter
18 .Should(
19 aclResource,
20 aclClassificationPlan
21 ).MinimumShouldMatch(1)
22 )
23 )
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24 )
25 )
26 );
27 return asyncSearchResponse;
28 }
Listing D.4: Metoda za pripravo poizvedbe v poizvedovalnem jeziku ES za
prevzem metapodatkov dokumenta spletne storitve ES.
1 public static Mock<IMemoryCache> GetMemoryCache(bool
tryGetvalue, object expectedValue, ICacheEntry
cacheEntry)
2 {
3 var mockMemoryCache = new Mock<IMemoryCache>();
4 mockMemoryCache
5 .Setup(x => x.TryGetValue(It.IsAny<object>(),
out expectedValue))
6 .Returns(tryGetvalue);
7 mockMemoryCache
8 .Setup(repo =>
repo.CreateEntry(It.IsAny<object>()))
9 .Returns(cacheEntry);
10 return mockMemoryCache;
11 }
Listing D.5: Metoda, v kateri pripravimo objekt, za oponasˇanje objekta
IMemoryCache
1 {
2 "Version": [
3 0.1,
4 0.2
5 ],
6 "DateOfChange": [
7 "2017-12-06T12:15:05.9474634",
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8 "2017-12-06T12:15:21.8034634+01:00"
9 ],
10 "LinkedDocuments": {
11 "0": [
12 4375
13 ],
14 "_t": "a"
15 },
16 "IncludedInFolders": {
17 "0": [
18 1173
19 ],
20 "_t": "a"
21 }
22 }
Listing D.6: Prikaz primera zapisa spremembe v metapodatkih dokumenta
v obliki popravek JSON. Na primeru vidimo, da sta se spremenili razlicˇica
(D.6, 2–5) in datum spremembe (D.6, 6–9), dodala pa sta se en nov povezan
dokument (D.6, 10–15) in povezava na mapo (D.6, 16–21)
Dodatek E
Dostopne tocˇke v spletni
storitvi Web API
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Slika E.1: Seznam dostopnih tocˇk spletne storitve, prikazane s pomocˇjo
ogrodja Swagger.
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