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a b s t r a c t
This paper deals with how to optimize enterprise information system (EIS) structure
based on time property. Once the EIS structure is formally represented, the time
property corresponding to EIS structure expression can be obtained. Thus, aiming at the
minimum time property, the EIS structure can be optimized. To this end, first, the formal
representation of EIS structure based on object-based knowledge mesh (OKM) and binary
tree is proposed. Second, different time properties corresponding to various structures are
defined and clarified. Then, the optimalmodel of EIS structure is constructed. And then, the
EIS structure model is optimized by the improved immune genetic algorithm (IGA) based
on binary tree, niche algorithm and self-adaptive operators, and the steps of the improved
IGA are presented in detail as well. Finally, the EIS structure optimization based on time
property is illustrated by an example, which verifies the proposed approach.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
At present, enterprises are in the continuously changing environment, which requires enterprises with good properties,
like time property, flexibility, reconfiguration, etc. These improvements can finally lead to higher consumer satisfaction and
more flexible adaptability to dynamic environment, which can be reflected by ‘time concept’, i.e., time property. Therefore,
time property is one of the important properties which should be paid more attention to in enterprise information system
(EIS) optimization.
As is known, structure determines property, so in order to enhance time property, it is necessary to optimize its structure.
And only information systems are formally represented can they be optimized through mathematical methods. Formal
representation of information systems means representing information system structure by mathematical expression so as
to make quantitative study. Now there is considerable research on formalization. Specific areas of the research include
the following topics: (1) the study of formalization method [1–6]. (2) the study of applications of the formalization
method [7,8]. As examples of the first area, Yan [3] proposed knowledge mesh (KM) to solve the knowledge representation
of manufacturing mode in knowledgeable manufacturing systems (KMS). The representation method by KM has been
successfully used inKMS, and its theory and application have been extended. In the knowledge representation of information
systems byKM, themodules and relations are represented by knowledge points, complex relations and information relations
respectively. But for the large scaled information system, its KM will be too huge, which makes operations on KM more
complex, and limits the study on information system properties. Therefore, object-based knowledgemesh (OKM) is brought
forward [5] to solve ‘information explosion’ in KM. In terms of the second area, Hayamizu [7] presented a new verification
method for information processing systems. Evans et al. [8] tested the dynamic property of information systems in a
formal way. These formally represented methods and applications lay a foundation for further research on information
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systems. In this paper, EIS structure is first formally represented. Then, optimization based on time property is realized
using mathematical tools.
To optimize EIS structure for better time property, the proper optimization algorithm must also be studied. As time
property of information systems are changing with different structures, the optimization problem is no longer the
general linear programming, nonlinear or dynamic programming, thus cannot be solved by linear programming methods
or nonlinear programming methods such as Newton’s method and gradient method. But it can be solved by implicit
enumeration search method like genetic algorithm (GA) and immune genetic algorithm (IGA). Compared with traditional
GA, the memory function of IGA can accelerate searching speed, shorten search time and save cost. It can also overcome
premature phenomenon to a great extent. So far, varies methods have been proposed to improve IGA [9–14], for example,
Duan Yubo et al. [9] and Qiao Shaojie et al. [10] promoted and inhibited antibodies by calculating individuals’ affinity and
concentration. Zheng Jiangang and Wang Xingyu [11] and Liu Guolian and Tan Guanzheng [12] took similarity and vector
distance as selection probability. On the other hand, IGA has also been widely used in various fields [15–19]. For example,
Xu Aimin and Jin Ye [15] optimized the network of erection on dock using modified IGA. Goeun Kim et al. [16] studied PID
control of reverse osmosis desalination plan using IGA. But IGA still has some deficiency like poor convergence speed. To
speed up the searching speed of IGA, niche algorithm is considered in this paper, which not only has the advantage of fast
convergence, but also maintains the diversity of the population. So far, niche algorithm has been successfully combined
with many other optimization algorithms, such as ant colony algorithm [13] and particle swarm algorithm [14], and these
algorithms have been successfully applied tomany fields like job scheduling and robots. In addition, self-adaptive operators
are also presented [10,20] to avoid the parameters dependence on initial values. However, these improvements can only
solve the problem of longer search time, but cannot solve level problem, which needs further study on the algorithm.
EIS structure optimization is a level problem. If EIS structure is optimized through IGA, the biggest problem is that
one chromosome cannot satisfy the representation of the expression. To solve this problem, two types of chromosomes
are needed to describe the order problem: one type consists of modules and connection relations alternatively and the
other describes forcing operational sequence [21,22]. Though two chromosomes can describe the structure, it is difficult
to understand and operate especially when the EIS structure is huge, which decreases the efficiency of the algorithm.
Fortunately, tree structure like binary tree provides a better solution. Tree structure is one of the important organization
forms and has beenwidely applied in computer field. It can represent grammatical structure as well. In a word, any problem
with hierarchical relation can be represented by a tree. As the specific tree structure, binary tree is a fundamental data
structure in computer science and with wide applications [23–26]. For example, Raffaella Piccarreta [24] used binary tree
for dissimilarity data. Su Hongtian et al. [26] presented the application of the binary tree theory during the calculation of the
electric power trend in the distributed power grid. In this paper, binary tree is used to describe chromosomes to optimize
EIS structure by the improved IGA, which is the main objective of this paper.
It is therefore of interest to optimize EIS structure based on time property using improved IGA and binary tree. And the
rest of this paper is organized as follows: Section 2 discusses the formal representation of EIS and the structure expression
based onOKMand binary tree, and Section 3 presents different time properties corresponding to different relations between
knowledge points. Then in Section 4, the optimal model of EIS structure is constructed and the improved IGA is given, as
well as the concrete steps of the proposed algorithm, and then in Section 5, an example is used to illustrate EIS structure
optimization based on time property through the improved IGA. Finally, in Section 6, the whole passage is summarized and
the future work is described.
2. Formal representation of EIS structure based on OKM and binary tree
2.1. Formal representation of EIS structure based on OKM
According toOKMtheory [5], OKMcan represent EIS structure. In the representation of an information system, knowledge
points represent the modules, and relations between knowledge points represent the flow of the information system. Then
the structures of knowledge points in OKM corresponding to the information system are shown in Fig. 1.
In Fig. 1, the circles represent knowledge points and the arrows represent the flow of information systems between
knowledge points. As seen from Fig. 1, there are four structure relations betweenmodules in EIS: sequential order, selective
order, parallel order and feedback order, which are represented by→,⇒,≺, respectively.
Definition 1. If there are two points P1, P2, then the relations are defined as follows:
(1) The sequential order of two points: P1 → P2 and the order cannot be exchanged.
(2) The parallel order of two points: P1 ⇒ P2 and the order can be exchanged, that is P1 ⇒ P2 equals P2 ⇒ P1.
(3) The selective order of the two points: P1 ≺ P2 and the order can be exchanged, that is P1 ≺ P2 equals P2 ≺ P1.
(4) The feedback order of two points: P1 P2 and the order cannot be exchanged. P1 is the principle knowledge point, and
P2 is the feedback knowledge point.
Definition 2. The operation priorities of the expression are defined as: from the left to the right, bracket ‘()’ is the first
priority, while ‘→,⇒,≺, ’ have the same priority.
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Fig. 1. Structure relations in EIS.
Fig. 2. An structure expression.
After an enterprise information system is formally represented, it has significance to identify whether the formal
representation is right or not. Three judging methods can be used as shown in the following:
(1) Reduction. The structure of OKM can be reduced to general flows by reduction rules.
(2) Extension. The general flows can be extended by extension rules to obtain OKM structure.
(3) Simulation. The structure can be simulated by computers.
Rule 1. Reduction and extension rule of OKM.
(1) Several knowledge points with sequential relation can be merged into a knowledge point, and vice versa.
(2) Several knowledge points with selective relation can be merged into a knowledge point, and vice versa.
(3) Several knowledge points with parallel relation can be merged into a knowledge point, and vice versa.
(4) Feedback relation cannot be reduced and extended.
Then based on the representation of EIS structure, EIS properties can be explored using mathematical tools, which lays a
foundation for EIS structure optimization.
2.2. Structure expression based on binary tree
As EIS structure is a level structure, it is not enough to represent EIS structure only using OKM. Binary tree is considered
to represent EIS structure further in this paper, which makes it easier to optimize their properties and more intuitive to
understand EIS structure optimization.
According to different traversal methods, different expressions are represented by different binary tree structures. An
example is shown in Figs. 2 and 3. ‘a b c d e’ represent knowledge points, and the structure expression is ‘a → ((b → c) e)
→ d’ which is represented by binary tree in inorder traversal, as shown in Fig. 3.
The following theorems exist when binary tree represents EIS structure further:
Theorem 1. As for a binary tree with n nodes, the number of its combination operations corresponding to its OKM is [log2 n]+ 1
at most.
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Fig. 3. The binary tree of the structure in Fig. 2.
Theorem 2. If a binary tree represents an OKM structure, the number of its terminal nodes is n0 and the number of its degree is
n2, then n0 = n2 + 1.
Theorem 3. There is a mapping relation between finite binary tree and OKM structure with finite N steps of combination
operations.
3. Time properties of different relations between knowledge points
In Section 2, four types of relations between knowledge points have been introduced, and their time properties are
discussed in the following.
Definition 3. Time property is the execution time of an event. The event can be one or more, such as a process of order
management, a process of raw materials into storage, etc..
Lemma. Assuming that X1, X2 are two independent random variables, and X1, X2 obey normal distribution X1 ∼ N1(µ1, σ 21 )
and X2 ∼ N2(µ2, σ 22 ) respectively, then X1 + X2 ∼ N(µ, σ 2), and µ = µ1 + µ2, σ 2 = σ 21 + σ 22 .
(1) The equivalent property analysis of sequential order.
Theorem 4. Assuming that n knowledge points obey sequential order, they are independent and their time properties obey
normal distribution N1(µ1, σ 21 ),N2(µ2, σ
2
2 ), . . . ,Nn(µn, σ
2
n ) respectively, so their average time properties are µ1, µ2, . . . , µn
separately and the total execution time is shown in Eq. (1).
T =
n
r=1
µr . (1)
Proof. Mathematical induction is used.
As to kd = 2, it stands.
Suppose the theorem stands as to kd = n− 1, that is, the total execution time of n− 1 knowledge points with sequential
relation is
n−1
r=1 µr , then,
As to kd = n, the n knowledge points with sequential relation can be viewed as the knowledge points composed by two
sequential relations, one is the relationwith n−1 sequential relations, and the other is the nth relation. From the conclusion
of normal distribution, the total execution time of n knowledge points with sequential relation is
n−1
r=1 ur + un =
n
r=1 ur ,
which completes the proof of the theorem. 
(2) The equivalent property analysis of parallel order.
Theorem 5. Assuming that n knowledge points obey parallel order, they are independent and their time properties all obey the
same normal distribution N(µ, σ 2). So their total time property is T approximately, as shown in Eq. (2).
T = nσ√
2π
 +∞
−∞
t[Φ0(t)]n−1e− t
2
2 dt + nu√
2π
 +∞
−∞
[Φ0(t)]n−1e− t
2
2 dt. (2)
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Proof. As the relation between z1, z2, . . . , zn is selective, they construct the complete event group, and satisfy P{I = zi}
= βi,ni=1 βi = 1, and the execution time of z1, z2, . . . , zn are E(zi) respectively, then the expectation of sub-OKM is
E(z) =ni=1 βiE(zi), which completes the proof of the theorem. 
(3) The equivalent property analysis of selective order.
Theorem 6. Assuming that n knowledge points (z1, z2, . . . , zn) obey selective order. The probability of selecting zi(i = 1,
2, . . . , n) is P{I = zi} = βi, and the sum of βi is 1. The execution time of z1, z2, . . . , zn are E(zi) respectively. So the expected
execution time of this selective relation is E(Z), as shown in Eq. (3).
E(Z) =
n
i=1
βiE(zi). (3)
Proof. As the time properties of n parallel relations are independent identical random variables, and obey normal
distribution N(µ, σ 2), then their distribution function is
Fmax(Z) = P{max(Z1, Z2, . . . , Zn) ≤ z} = [P{Zii ≤ z}]n =

Φ0

z − u
σ
n
where,Φ0(z) is the standard normal distribution function. The probability density function is
fmax(Z) = [Fmax(z)]′ =

Φ0

z − u
σ
n′
= n
σ

Φ0

z − u
σ
n−1
ϕ0

z − u
σ

where, ϕ0(z) is the standard normal distribution probability density function, that is, ϕ0(z) = 1√2π e−
z2
2 , then the total time
expectation is E(Z) =  +∞−∞ zfmax(z)dz =  +∞−∞ z nσ Φ0  z−uσ n−1 ϕ0  z−uσ  dz. And set t = z−uσ , then
E(Z) =
 +∞
−∞
zfmax(z)dz =
 +∞
−∞
(σ t + u)n[Φ0(t)]n−1ϕ0(t)dt = nσ√
2π
 +∞
−∞
t[Φ0(t)]n−1e− t
2
2 dt
+ nu√
2π
 +∞
−∞
[Φ0(t)]n−1e− t
2
2 dt,
which completes the proof of the theorem. 
(4) The equivalent property analysis of feedback order.
Definition 4. Assuming thatα is the probability of entering cycling process, 1−α is the probability of exiting cycling process.
α declines by1α and α = n1α. Commanding once per cycle, α declines by1α while 1− α increases1α. It does not exit
the cycling process until α declines to zero and 1−α increases to 1. Therefore, the cycling number n is determined by α/1α,
and 1− α + n1α = 1.
Theorem 7. Assuming that knowledge points z1 and z2 are two independent variables, and their time properties obey normal
distribution N1(µ1, σ 21 ),N2(µ2, σ
2
2 ) separately. After executing z1, the probability of returning to z2 is α, and, α declines by1α
per cycle while 1− α increases1α, then the total execution time of these two knowledge points is T , as shown in Eq. (4).
T =
n
i=1
[i× (µ1 + µ2)+ µ1] × P(I = i) (4)
where, P(I = i) is the exiting probability after i circulations.
Proof. A random variable I is defined to represent the ith loop, and when I = i, its probability is
P(I = i) =

1− α i = 0
(1− α + i1α)×
i−1
j=0
(α − j1α) 1 ≤ i ≤ n.
Known from the definition
n
i=1 P(I = i) = 1. When the loop ends after executing i times, the loop can be equal to a
sequential relation, and from Theorem 4, the execution time is i× (µ1 + µ2)+ µ1, labeled as T i, and T 0 = u1.
Suppose the total execution time of sub-system composed by the loop body is Z , then
E(Z) = P(I = 0)× T 0 + P(I = 1)× T 1 + · · · + P(I = n)× T n =
n
i=1
[i× (u1 + u2)+ u1] × P(I = i),
which completes the proof of the theorem. 
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Fig. 4. A solution described in full binary tree.
Deduction. Suppose the execution time of knowledge points z1 and z2 are independent random variables, and obey normal
distributionN1(u1, σ 21 ),N2(u2, σ
2
2 ) respectively. Andwhen z1 is executed, the probability of returning to z2 is 1, and the loop
executes only one time, then the total execution time of loop knowledge points is 2u1 + u2.
4. Optimization model of EIS structure and optimization algorithm
4.1. Optimization model of EIS structure
Based on formal representation of EIS structure and time properties of different relations, EIS structure optimization
model is as follows:
J = min
fm′n′
ε(fm′n′(x)) (5)
where, x is a full binary tree, whose nodes consist of knowledge points and operators. fm′n′ is a fitness determined by the
n′th full binary tree in the m′th generation, which varies with the chromosomes. ε is the execution time of the full binary
tree, which corresponds to its structure expression.
4.2. Improved immune genetic algorithm
IGA is an improved algorithm based on biologic immune mechanism. It has functions of self-adaptive recognition,
learning from biologic immune system and excluding foreign bodies. When applying in practice, objective function and
constraints are firstly input as antigen, then initial antibody population is generated. Finally, after a series of genetic
manipulation, the antibody against the antigen (which is optimal solution to the problem) is obtained.
Compared with GA, IGA has the following advantages: (1) immunememory function; (2) maintaining antibody diversity
function; (3) self-adjustment function. So IGA has its own unique advantages while maintaining global parallel search. In
this paper, binary tree, niche algorithm and self-adaptive operators are adopted to improve the properties of IGA so as to
optimize EIS structure.
(1) Binary tree.
In this paper, the chromosomes adopt symbolic coding and full binary tree is used to describe solutions. The number of
leaf nodes in full binary tree is 2p (p is the number of layers), but how to use full binary tree to represent the case that the
number of actual knowledge points is less than 2p? In order to solve this problem, the knowledge point ‘#’ is introduced,
which obeys normal distribution N(0, 0.12), and when computing ‘#’ with other knowledge points, the methods also obey
the above four theorems. An example is shown in Fig. 4.
In Fig. 4, ‘a b c #’ are leave nodes and the rest describe the relations between every two leaf nodes, and the structure is
‘(# ≺ a) → (b c)’ in inorder traversal. In addition, as ‘#’ represents null, ‘# ≺ a’ equals the knowledge point a when
transforming into EIS structure. So ‘(# ≺ a)→ (b c)’ equals ‘a → (b c)’.
(2) Improved niche algorithm.
Niche algorithm can select the best chromosome and maintain the population diversity. In this paper, the following two
improvements are included.
(1) Adjusting fitness.
All the chromosomes fitness are adjusted according to the sharing function [27] as shown in Eq. (6).
sh(d) =

1− d
σshare
d ≤ σshare
0 d > σshare
(6)
where, σshare is the radius of niche and d is calculated according to Eq. (7).
d = d (opi, opj)
m× popsizel (7)
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Fig. 5. The selected trees before crossover operation.
Fig. 6. The selected trees after crossover operation.
where, d(opi, opj) is the Hamming distance between opi and opj. m is the number of genes in each chromosome. popsizel
is the number of chromosomes in each sub-group. Then the sharing fitness function taken as a new method of calculating
fitness is shown in Eq. (8).
ε(xopi) = ε
′(xopi)
N
opj=1
sh(xopi, xopj)
. (8)
(2) Excluding ‘noise’ chromosomes.
To prevent ‘degradation’ phenomenon, ‘noise’ chromosomes will be excluded.
Definition 5. The chromosomes with fast convergence in continuous several generations are regarded as ‘noise’
chromosomes, and will be excluded from the alternative chromosome set later on.
(3) The design of genetic operators.
(a) Selection operator.
The roulette wheel selection is used in this algorithm. In this selection method, parents are chosen on the basis of their
fitness rate as shown in Eq. (9).
Popi = εopipopsize
opi=1
εopi
opi = 1, 2, . . . , popsize (9)
where, popi is a chromosome’s selection probability and εopi is the chromosome’s correlation degree, q(kk) = kki=1 Popi is
the cumulative probability formula. Then the obtained cumulative probability is compared with r , which obeys uniform
distribution [0, 1]. If r > q(1), then the first chromosome is selected, while if r > q(1) and q(kk− 1) < r ≤ q(kk)(2 ≤ kk ≤
popsize), then the kkth chromosome is selected.
(b) Crossover operator.
Crossover operator with single point is presented in this algorithm. First, the cross point is selected between the
intermediate nodes and the root node, then the two selected nodes exchange each other, and then the two chromosomes
with better fitness of all four replace the initial two ones. The process is shown in Figs. 5 and 6.
In order to avoid crossover probability’s dependence on the initial value, self-adaptive crossover probability is adopted,
as shown in Eq. (10).
pc =
pc1 −
(pc1 − pc2)(ε′ − εavg)
εmax − εavg ε
′ ≥ εavg
pc1 ε′ < εavg
(10)
where, εmax is the best fitness in the current population. εavg is the average fitness in the current population. ε′ is the
greater fitness of the two crossover individuals, and Pc1, Pc2 are initial given values for calculating self-adaptive crossover
probability.
1162 C. Xue et al. / Computers and Mathematics with Applications 63 (2012) 1155–1168
Fig. 7. The selected tree before the mutation operation.
a c # b
Fig. 8. The selected tree after the mutation operation.
(c) Mutation operator.
Mutation operation is applied to the intermediate nodes and the root node, as shown in Figs. 7 and 8.
In order to avoid mutation probability’s dependence on the initial value, self-adaptive mutation probability is adopted,
as shown in Eq. (11).
pm =
pm1 −
(pm1 − pm2)(εavg − ε)
εmax − εavg ε ≥ εavg
pm1 ε < εavg
(11)
where, εmax is the best fitness in the current population. εavg is the average fitness in the current population. ε is the fitness
of mutation individual, and Pm1, Pm2 are initial values for calculating self-adaptive mutation probability.
4.3. The process of the improved IGA
Based on the above improvements, IGA is improved with fast convergence and better search efficiency. The flow chart of
the improved IGA is shown in Fig. 9, and its detailed process is as follows:
Algorithm 1. The improved IGA based on binary tree
Step 1: Initialize parameters of the improved IGA.
Set the initial iteration g_ctr ← 0. The parameters include the maximum iteration g_num, population size popsize,
and the ones related to the models, such as the time property of each knowledge point.
Step 2: Generate the initial population.
popsize chromosomes are randomly generated in accordance with the corresponding full binary tree in inorder
traversal and the chromosomes should obey certain rules according to the practical significance of the applied case.
Step 3: Divide the population intom sub-populations popi (i = 1, 2, . . . ,m) uniformly.
Step 4: Themth sub-populations will have the following operations:
(1) Conduct selection. The chromosomes with better fitness are preserved in roulette wheel selection until the
number of individuals reachesM (M = popsize/m).
(2) Calculate and adjust fitness according to above Eqs. (6)–(8).
(3) Take the first five optimal chromosomes as the initial vaccine bank.
(4) Conduct crossover. The Pc of any two chromosomes in popi (i = 1, 2, . . . ,m) is calculated according to
Eq. (10), then the pair with maximum Pc will be selected to perform crossover operation, and the first two
optimal chromosomes will be reserved.
(5) Conduct mutation. The Pm of each chromosome in popi is calculated according to Eq. (11), then the one with
maximum Pm will be selected to perform mutation operation, and the optimal chromosome of the two will be
reserved.
(6) Judge the current iteration. If the maximum iteration is divisible by present generation, then one chromosome
is selected from popi and vaccinated, otherwise, the chromosomes are selected via roulette wheel selection.
(7) Adjust the vaccine bank. When the chromosomes’ fitness are lower than a given standard, then the
corresponding chromosomes will be preserved, otherwise, the chromosomes will be excluded from the bank.
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Table 1
The optimization result of the experimental group.
The iterations The time property
1 3
2 5
3 8
4–5 7.75
6–11 7.5
12–26 7
27 4.25
28–70 2.75
71–99 2.25
100–173 2.125
174–200 1.875
The maximum time property 8
The minimum time property 1.875
The mean time property 2.89
(8) Update the sub-population and the vaccine bank. If a chromosome’s fitness is higher than a given standard in
popi, then the corresponding chromosome is submitted to the vaccine bank. When the size of the vaccine bank
has been reached, the chromosome being submitted will replace the one with the lowest fitness in the bank.
Step 5: After each sub-population is calculated in sequence, judge the present generation, if it is greater than or equal to the
maximum iteration g_num, then the process is ended and the chromosomewith best fitness is obtained. Otherwise,
g_ctr ← g_ctr + 1, and go to Step 4.
According to the improved IGA, the chromosomewith better time property is obtained and transformed into EIS structure
expression, thus the EIS structure with better time property is obtained.
5. Examples
5.1. Parameters setting
The example supposes there are five sub-processes in an enterprise equipment management system, including
equipment installation (a), equipment information retrieval (b), equipment scrap (c), equipment maintenance (d),
equipment archives (e). These five sub-processes can be connected in four ways: sequential order (→), parallel order (⇒),
selective order (≺) and feedback order ( ), which can be represented by0, 1, 2, 3 respectively, and the distribution each sub-
process obeys is shown in the following: a ∼ N(1, 0.12), b ∼ N(2, 0.12), c ∼ N(3, 0.12), d ∼ N(4, 0.12), e ∼ N(5, 0.12),
i.e., the time property of a, b, c, d, e are 1, 2, 3, 4, 5 respectively and the standard deviation is 0.1.
The parameters in the example include the following ones given below:
(1) Parameters in IGA.
In this paper, parameters in IGA include: population size popsize = 50, qm = 5. The maximum iteration g_num =
200.Pc1 = 0.9, Pc2 = 0.6, and Pm1 = 0.1, Pm2 = 0.001.
In addition, the standard for the vaccine bank is obtained according to the following steps: (a) Run the algorithm for
several times based on other parameters set. (b) Compute the fitness of each time. (c) Obtain the least mean fitness. Then
the least mean fitness is considered as the standard. In this example, after running twenty times, the least mean fitness is 3,
therefore, the standard for the vaccine bank is s 3 in this example.
(2) Parameters in niche algorithm.
To show the influence of σshare on the algorithm performance, σshare varies from 0.0005 to 0.2 as shown in the following
result discussion, and in this example, σshare = 0.1.
5.2. Results and discussions
5.2.1. Verification of the improved IGA
To verify the proposed algorithm, two samples are obtained via the improved IGA. One sample is the experimental group
shown in Table 1, and the other is the control group shown in Table 2.
Just as Table 1 shows, the value range of time property in the experimental group is (1.875, 8), and themean timeproperty
is 2.89 during 200 iterations. As the standard for the vaccine bank is 3 and considering the practical significance of EIS
structure, the time property of the chromosomes with 2.125, 2.25 and 2.75 in the experimental group as well as the ones
with 2.375 and 2.75 in the control group are less than 3, so these chromosomes are submitted to the vaccine bank.
Compared with Tables 1 and 2, the following statistical results via 2-sample t test can be obtained as shown in Table 3:
(1) themean value of the experimental group is much smaller than that of the control group, showing that the experimental
group has a better optimal result. (2) the St deviation of the experimental group is larger than the that of the control group,
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Fig. 9. The flow chart of the improved IGA.
suggesting that the experimental group has a wider scale of search space with a considerable discrete degree. (3) a 95%
confidence interval is (−0.082, 0.449) which includes zero, suggesting that there is no difference between the two groups.
(4) supposing that the mean time property of the two groups is equal, the P-value is much larger than commonly chosen
level 0.05, thus the two groups do not have significance difference. In otherwords, the optimal result is not a little probability
event. Thus the data in Table 1 is effective, as well as the data in Table 2.
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Table 2
The optimization result of the control group.
The iterations The time property
1 3.5
2–3 4.25
4–6 6
7 5
8–55 4.5
56 3.25
57–103 2.75
104–200 2.375
The maximum time property 6
The minimum time property 2.375
The mean time property 3.069
Table 3
The statistical results via 2-sample t test between the experimental group and the control group.
The control group The experimental group
Sample number 200 200
Mean 3.069 2.89
St deviation 0.957 1.65
SE mean 0.068 0.12
Difference: the data in the control group minus the data in the experimental group
Estimate for difference: 0.184
95% CI for difference: (−0.082, 0.449)
T -Test for difference= 0 (VS not=): T -value=1.36, P-value= 0.175, DF = 398
Both use pooled St deviation= 1.3513.
Fig. 10. Results of EIS structure optimization between the two groups.
In addition, the searching process of the experimental group and the control group is shown in Fig. 10. As seen from
Fig. 10, there is oscillation phenomenon in the initial stage, because the full binary tree with best fitness in every generation
is not preserved in the next generation in the algorithm. However, the oscillation phenomenon disappears with time of
evolution, and finally tends to a stable solution.
5.2.2. Comparison of IGA and the improved IGA
The traditional IGA is used to verify the advantages of the proposed algorithm in this paper, and the result of the
traditional IGA is presented in Table 4. Meanwhile, the searching process comparison between IGA and the improved IGA is
shown in Fig. 11.
Fig. 11 shows that the improved IGA has faster convergence than the traditional IGA. And compared with the traditional
IGA, the following statistical results can be obtained as shown in Table 5: (1) the mean value of the traditional IGA is much
larger than that of the improved IGA, showing that the improved IGA can obtain a better optimal result. (2) the St deviation of
the improved IGA is larger than that of the traditional IGA, suggesting that the improved IGA has awider scale of search space
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Table 4
The optimization result of IGA.
The iterations Time property
1–3 12.7943
4–10 12.1975
11–47 10.9514
48–103 10.3385
104–200 9.8385
The maximum time property 12.7943
The minimum time property 9.8385
The mean time property 10.3113
Fig. 11. Optimization process of IGA and the improved IGA.
Table 5
The statistical results via 2-sample t test between the improved IGA and the traditional IGA.
The improved IGA The traditional IGA
Sample number 200 200
Mean 2.89 10.311
St deviation 1.65 0.635
SE mean 0.12 0.045
Difference: the data in the traditional IGA minus the improved IGA
Estimate for difference: 7.426
95% CI for difference: (7.179, 7.672)
T -Test for difference= 0 (VS not=): T -value= 59.27, P-value= 0.000, DF = 398
Both use pooled St deviation= 1.2528.
with a considerable discrete degree. (3) a 95% confidence interval is (7.179, 7.672) which does not include zero, suggesting
that there is a difference between the two algorithms. (4) supposing that the mean time property of the two algorithms is
equal, the P-value is less then than commonly chosen level 0.05, thus there is an evidence for the difference between the
two algorithms.
5.3. Control of parameters
Based on above parameters setting, Table 6 presents the influence of different niche radius σshare on algorithm
performance.
As seen from Table 6, with the growth of σshare, the performance of the algorithm decreases. The bigger σshare is beneficial
tomaintain population diversity but with poor evolution speed, leading to poor optimal result during limited iterations, and
the smaller σshare can speed up the convergence but with poor population diversity, leading to local optimum.
Parameters similar to that of traditional GA are shown in Table 7. The influence of the parameters on the algorithm is
discussed as follows:
Table 7 presents the value range of the parameters in the traditional GA and IGA, where, population size can affect search
space of the algorithm. The iterations can have influence on the optimal result, but when it is too large, it is a waste of
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Table 6
The influence of different σshare on optimal result.
σshare Optimal time property The beginning iteration corresponding to the optimal time property Mean time property
σshare = 0.0005 1.875 86 2.31
σshare = 0.001 2.125 110 2.26
σshare = 0.01 1.875 141 2.42250
σshare = 0.03 1.875 182 2.87652
σshare = 0.05 2.125 64 2.89438
σshare = 0.20 2.5 92 4.82375
Table 7
The parameters value range of GA and IGA.
Parameters Value range
Population size (20, 100)
The iterations (100, 500)
The crossover probability (0.4, 0.99)
The mutation probability (0.0001, 0.1)
Fig. 12. The optimal full binary tree of the EIS structure based on time property.
searching time. Pc1, Pc2, Pm1, Pm2 can extend the population diversity, affect convergence speed and search space of the
algorithm.
As for the standard for the vaccine bank, it can affect the bank scale directly and the population diversity indirectly. The
smaller the standard is, the smaller the bank scale is, and vice versa. But when the standard is too big, the bank will lose its
meaning. Thus the standard should be given a proper value according to its application.
5.4. Optimal EIS structure acquisition
When applying the algorithm, the practical significance of the EIS structure must be considered. In this example, the
structure ‘c 2 # 2 e 2 # 2 a 2 d 2 # 2 b’ with 1.875 in the experimental group has the least time property, but it has no
practical significance, so the structure is invalid. Then the structure ‘# 2 a 2 e 1 c 2 b 2#2 d 2#’with 2.125 in the experimental
group is the optimal result, which is used to show how to obtain the corresponding EIS structure in the following part. The
corresponding full binary tree in inorder traversal is shown in Fig. 12.
The timeproperty of this chromosome is 2.125 according to the proposedmethod, and the final OKMstructure expression
is ‘[a ≺ (e ⇒ c)] ≺ (b ≺ d)’.
6. Conclusions and future work
In this paper, the improved IGA and binary tree are used to optimize EIS structure based on time property. The
optimization algorithm proposed in this paper provides a better solution to level problem and can avoid the deficiency of
traditional GA. To be specific, IGA has been improved on the basis of binary tree, niche algorithm and self-adaptive operators,
where binary tree can simplify chromosomes structure on the basis of OKM representation method, and niche algorithm
and self-adaptive operators can speed up the convergence and maintain population diversity. Meanwhile the optimization
algorithm and model are verified based on time property in a case study, the results of which confirm the validity and
feasibility of the algorithm.
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As is verified, the algorithm proposed in this paper can help enterprises obtain information system structure with better
time property. It may be a preprocessing method before systems design in practice, but it has direct influence on time and
cost spent in the later period, so it plays an important role in the lifecycle of information systems. Just as this paper shows,
the proposed algorithm is a better way to solve EIS structure optimization, then how to use this algorithm in other level
problems, and how to evaluate other properties (like adaptability) of information systems by the proposed algorithm are
the topics of our future research.
Acknowledgments
This research is supported by National Nature Science Foundation of China under Grant #70971119 to Chaogai Xue,
#70901066 to Haiwang Cao, Aviation Science Foundation of China Grant #2008ZG55020 to Haiwang Cao.
References
[1] Zhang Guoquan, Zhang Weiguo, Zhong Yifang, Formalization of process model in mechanical product conceptual design, Journal of Computer-Aided
Design & Computer Graphics 17 (2006) 327–333.
[2] Bian Xiaofan, Zhu Jianlin, Wang Qian, Discussion on formal methods supporting component library management system, Application of Electronic
Technique (2006) 18–21.
[3] H.S. Yan, Newapproach to knowledge representation for advancedmanufacturingmodes, Chinese Journal ofMechanical Engineering 42 (2006) 80–90.
[4] L.A. Wahsheh, D.C. De Leon, J. Alves-Foss, Formal verification and visualization of security policies, Journal of Computers 3 (2008) 22–31.
[5] C.G. Xue, H.W. Cao, Study on formal representation of enterprise information system based on object-based knowledge mesh, Application Research
of Computers 26 (2009) 3794–3797.
[6] W.C. Chu, H.J. Yang, Formal method to software integration in reuse, in: Proceedings—IEEE Computer Society’s International Computer Software &
Applications Conference, 1996, p. 343.
[7] K. Hayamizu, System verification using and formal method—a new verification method of information processing systems, AIST Today (2004) 22.
[8] N. Evans, H. Trehame, R. Laleau, M. Frappier, How to verify dynamic properties of information systems, in: Proceedings of the Second International
Conference on Software Engineering and Formal Methods, 2004, p. 416.
[9] Yubo Duan, Weijian Ren, Fengcai Huo, Hongli Dong, A kind of new immune genetic algorithm and its application, Control and Decision 20 (2005)
1185–1187.
[10] Shaojie Qiao, Changjie Tang, Shucheng Dai, et al., SIGA: A new self-adaptive immune genetic algorithm, Acta Scientiarum Naturalium Universitatis
Sunyatseni 47 (2008) 6–7.
[11] Jiangang Zheng, Xingyu Wang, DNA-immune-genetic algorithm based on information entropy, Computer Simulation 23 (2006) 163–165.
[12] Guolian Liu, Guanzheng Tan, Yan He, An improved immune genetic algorithm performance analysis, Science Technology and Engineering 8 (2008)
3773–3774.
[13] Shujing Zhou, Huimin Li, Tianbao Gao, The integration of ant colony algorithm and niche genetic algorithm, Mathematics in Practice and Theory 38
(2008) 77–81.
[14] Jute Teng, Xingsheng Gu, Niche particle swarm optimization algorithm, Journal of East China University of Science and Technology (Natural Science
Edition) 33 (2007) 133–136.
[15] Aimin Xu, Ye. Jin, Optimization of network of block erection on dock using modified immune genetic algorithm, Computer Integrated Manufacturing
Systems—CIMS 12 (2006) 715–717.
[16] Kim Goeun, Park Jimo, Kim Jinsung, Lee Heejae, Heo. Hoon, PID control of Reverse Osmosis desalination plant using immune-genetic algorithm, in:
IEEE ICROS-SICE International Joint Conference 2009, 2009, pp. 2977–2979.
[17] Abdelhamid Bouchachia, An immune genetic algorithm for software test data generation, in: Proceedings-7th International Conference on Hybrid
Intelligent System, 2007, pp. 84–89.
[18] Dingwei Wang, Richard Ichard Y.K. Fung, W.H. IP, An immune-genetic algorithm for introduction planning of new products, Computers & Industrial
Engineering 56 (2009) 902–917.
[19] Zhigang Su, Peihong Wang, Xiangjun Yu, Immune genetic algorithm-based adaptive evidential model for estimating unmeasured parameter:
Estimating levels of coal powder filling in ball mill, Expert Systems with Applications 37 (2010) 5246–5258.
[20] Yan Wu, Ruyun Li, Immune genetic algorithm based on group division and hybridization, Computer Engineering 34 (2008) 220–222.
[21] Chaogai Xue, Hongsen Yan, Research of automatic construction of the knowledge mesh based on the user’s functional requirement, Control and
Decision 20 (2005) 996–1001.
[22] Hong-Sen Yan, Chao-Gai Xue, Automatic construction and optimization of knowledgemesh for self-reconfiguration of knowledgeable manufacturing
system, Expert Systems with Applications 39 (2012) 1799–1810.
[23] R. Bayer, Symmetric binary B-trees: data structure and maintenance algorithms, Acta Informatica 1 (1972) 290–306.
[24] Piccarreta Raffaella, Binary trees for dissimilarity data, Computational Statistics and Data Analysis 54 (2010) 1516–1524.
[25] Jen-Chih Lin, Nan-Chen Hsien, Reconfiguring binary tree structures in a faulty supercube with unbounded expansion, Parallel Computing 28 (2002)
471–483.
[26] Hongtian Su, Xiuling Wang, The application of the binary tree theory during the calculation of the electric power trend in the distributed power grid,
Inner Mongolia Electric Power 19 (2001) 18–19.
[27] David E. Goldberg, Jon Richardson, Genetic algorithmswith sharing for multimodal function optimization, in: Proceedings of the Second International
Conference on Genetic Algorithms and their Application, 1987, p. 41.
