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1. INTRODUCTION
In this paper all algebras are basic, connected, ﬁnite-dimensional algebras
over an algebraically closed ﬁeld k. For an algebra A we denote by mod A
the category of ﬁnitely generated right A-modules and by D modA →
modAop the standard duality Homk· k.
We are interested in studying the representation theory of self-injective
algebras. An algebra A is called self-injective if A  DA in modA, that
is, if the projective A-modules are injective. Examples of self-injective
algebras are provided by algebras of ﬁnite groups. Frequently, self-injective
algebras have triangular Galois coverings, and then we may reduce the
study of such algebras and their representations to that for the corre-
sponding algebras of ﬁnite global dimension. This is the case for all
representation–ﬁnite self-injective algebras [5, 15], certain classes of tame
representation–inﬁnite self-injective algebras [2, 3, 8, 10, 20], and certain
classes of wild representation–inﬁnite self-injective algebras [9]. There is
a close connection between self-injective algebras and repetitive algebras
[15]. We recall that if B is an algebra of ﬁnite global dimension and B̂
is the repetitive algebra of B, then the stable module category mod B̂ of
mod B̂ is equivalent, as a triangulated category, to the derived category
DbmodB of bounded complexes over modB (see [13]).
1 The author is a researcher from CONICET, Argentina.
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We are interested in a recent class of self-injective algebras, namely
the repetitive covering self-injective algebras, studied by Skowron´ski and
Yamagata in [21, 22]. Examples of these are provided by trivial extensions.
Deﬁnition. A basic, connected, self-injective ﬁnite-dimensional algebra
over an algebraically closed ﬁeld k is called a repetitive covering self-injective
algebra if there is an ideal I of A such that the ordinary quiver QB of
B = A/I has no oriented cycles, IeI = 0, and Ie is an injective cogenerator
in modB, where e is a residual identity of B.
Given a repetitive covering self-injective algebra A, Skowron´ski and
Yamagata [22] proved that the repetitive algebra B̂ of B is a Galois
covering of A with an inﬁnite cyclic Galois group G generated by an auto-
morphism ϕνB̂, where ϕ is a positive automorphism of B̂ and νB̂ is the
Nakayama shift of B̂. In particular, if G = νB̂ then B̂/νB̂ is isomorphic
to the trivial extension T B = BDB of B by DB.
Recall that an algebra B is called triangular if its ordinary quiver QB has
no oriented cylces, and it is called schurian if dimkHomBP P ′ ≤ 1
for every pair of indecomposable projective B-modules. Triangular
representation–ﬁnite algebras are always schurian.
The purpose of this paper is the following: ﬁnding conditions for the
repetitive algebra of B to be the universal Galois covering of A, and deduc-
ing an estimation of H1A, the ﬁrst Hochschild cohomology group of
A with coefﬁcients in A, under the assumptions that B is triangular and
schurian.
Recall that Galois coverings are obtained by means of fundamental
groups [17]. The following is our ﬁrst main result.
Theorem A. Let A be a repetitive covering self-injective algebra, let
F  B̂ → A be a Galois covering with the Galois group G, and let B be
schurian. Let QA IA be any presentation of A associated to the presen-
tation QB IB of B. Then we have the following short exact sequence of
groups:
1→ π1QB IB → π1QA IA → G→ 1
As an immediate application we have that F : B̂ → A is the universal
Galois covering of A if and only if B is simply connected. In particular,
if G = νB̂, we have that B̂ → T B = BDB is the universal Galois
covering of the trivial extension T B of B by DB if and only if B is
simply connected.
Concerning the ﬁrst Hochschild cohomology group of a repetitive cover-
ing self-injective algebra A, we ﬁrst show that H1A is nonzero. We are
now in a position to formulate our second main result.
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Theorem B. Let A be a repetitive covering self-injective algebra, let
F : B̂ → A be a Galois covering with the Galois group G = νc
B̂
, let c 
= 0,
and let B be schurian. Then
0→ Homπ1QB I k+ → H1A → k+ → 0
is an exact sequence of abelian groups.
As an immediate consequence we have that if B is simply connected then
H1A = k.
The paper is organized as follows. In Section 2 we describe all of the
presentations of the repetitive algebra B̂ for any triangular schurian alge-
bra B. In Section 3 we prove Theorem A and its applications to the uni-
versal Galois covering of repetitive covering self-injective algebras. Finally,
Section 4 is devoted to the connection between the ﬁrst Hochschild coho-
mology group of A  B̂/νc
B̂
 and the fundamental group of B.
2. PRELIMINARIES
2.1. Galois Coverings and Repetitive Covering Self-Injective Algebras
Recall that a k-category R is a category such that the set of mor-
phisms Rex ey from ex to ey has a k-vector space structure for each
pair of objects ex, ey in R, and such that the composition of morphisms
is k-bilinear. A k-category R is called locally bounded if (a) Rex ex
is local for each object ex in R; (b) distinct objects are not isomorphic;
and (c)
∑
ey∈R dimk Rex ey <∞ and
∑
ey∈R dimk Rey ex <∞ for each
object ex in R.
We may consider a basic algebra A as a k-category with the object
set consisting of a ﬁxed complete set of primitive orthogonal idempotents
e1     en and sets of morphisms Aex ey = eyAex.
Locally bounded categories can be viewed as locally ﬁnite quivers. Recall
that a quiver Q is deﬁned by a set of points Q0, a set of arrows Q1, and two
maps s t Q1 → Q0 associating with each arrow its starting and terminal
points, respectively. We denote by kQ the path algebra of Q. We write a
path α in kQ as a composition of consecutive arrows α = α1 · · ·αr , where
tαi = sαi+1 for all i = 1     r − 1, and we set sα = sα1, tα =
tαr. If R is a locally bounded category then R = kQR/IR, where (a) QR is
locally ﬁnite, that is, the number of arrows starting or ending at any vertex
is ﬁnite, and (b) for each vertex x ∈ QR0 there is a natural number Nx
such that IR contains each path of length ≥ Nx starting or ending at x. The
pair QR IR is called a presentation of R.
In particular, if R is a locally bounded k-category, the radical radR of R
is the ideal assigning to a pair of objects ex ey the subspace radRex ey
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of Rex ey consisting of the noninvertible morphisms. The radical square
rad2 R is deﬁned by rad2 Rex ey =
∑
ez∈R radRez eyradRex ez.
The set of vertices of the quiver QR of R is x  ex in R, and if
x y are two such vertices the number of arrows y → x is equal to
dimk radRex ey/rad2 Rex ey. We get an isomorphism kQR/IR
∼→ R
for some admissible ideal IR by sending the arrows y → x onto representa-
tives in radRex ey of chosen basis vectors of radRex ey/rad2 Rex ey.
Let R and A be locally bounded k-categories. A Galois covering F  R→
A deﬁned by the action of the group G is a functor satisfying
(i) G is a group of k-linear automorphisms acting freely on the
objects of R (that is, gex = ex implies g = 1);
(ii) Fg = F for every g ∈ G;
(iii) F is onto on objects and G acts transitively on F−1ea for every
object ea in A;
(iv) F is a covering functor, that is, the induced maps⊕
Fey=ea
Rex ey → AFex ea and
⊕
Fey=ea
Rey ex → Aea Fex
are bijective for all ex in R and ea in A.
Remark 2.1. If F  R→ A is a covering functor then⊕
Fey=eb
radRex ey/rad2 Rex ey
∼→ radAFex eb/rad2AFex eb
In particular, if the quiver QR contains an arrow y → x, then QA contains
an arrow b → a, where ea = Fex. In other words, F induces a quiver
morphism QF  QR → QA such that the image of the admissible ideal IR of
kQR is contained in IA (see [4]). Moreover, if F is a Galois covering then
QF is onto.
A Galois covering F  R→ A given by the action of the group G is called
the universal Galois covering if for any Galois covering F ′ R′ → A given by
the action of the group G′, there exists a unique Galois covering H R→ R′
given by the action of a normal subgroup N of G such that G/N  G′ and
F = F ′H.
Let QA IA be a presentation of A, QA without double arrows. The
universal Galois covering F  kQ˜/I˜ → kQA/IA is constructed in [17] in the
following way: for an arrow α in QA we denote by α−1 its formal inverse. A
walk in QA is a formal composition α
#1
1 · · ·α#tt with αi ∈ QA1 and #i = ±1
for any i with 1 ≤ i ≤ t. We denote by ∼ the equivalence relation deﬁned
on the set of all walks in QA induced by the elementary relations
(a) α−1α ∼ eb and αα−1 ∼ ea if α a→ b is an arrow in QA;
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(b) ui ∼ uj for every 1 ≤ i j ≤ m if ρ =
∑m
i=1 λiui ∈ IAa b is
a minimal relation, that is, m ≥ 2 and ∑i∈J λiui 
∈ IAa b for all  
=
J  1    m;
(c) wuw′ ∼ wvw′ if u ∼ v and the product makes sense.
Let W be the set of all walks in QA starting at a ﬁxed vertex x0. Then
Q˜0 = W/ ∼ is the set of vertices of a quiver Q˜ with arrows w
α→ wα for
any α ∈ QA1. Let π Q˜→ QA be the natural projection sending a vertex x˜
of Q˜ to the terminus of any representative of x˜. Let I˜ be the admissible
ideal of kQ˜ generated by the liftings through π of the zero and the mini-
mal relations in IA. The induced functor F  kQ˜/I˜ → kQA/IA is a Galois
covering deﬁned by the action of the fundamental group π1QA IA con-
sisting of the equivalence classes of closed walks with origin x0.
Remark 2.2. Let F  R→ A be a Galois covering and let QF  QR → QA
be the induced quiver morphism. If ρ = ∑mi=1 λiui ∈ IAa b is a mini-
mal relation then ρ belongs to the image of the admissible ideal IR. More
precisely, for ea = Fex consider the isomorphism⊕
Fey=eb
Rex ey → AFex eb
and let ui = Fwi, where wi ∈
∑
j Rex eyij  with Feyij  = eb for each
i = 1    m. Then ∑mi=1 λiwi ∈ IR and wi 
∈ IR for all 1 ≤ i ≤ m.
We refer to [4, 12, 17] for more details on covering functors.
Let A be a self-injective algebra, and let e1     en be a complete
set of primitive orthogonal idempotents of A. Then e1A     enA is
a complete set of nonisomorphic indecomposable projective A-modules
and DAe1    DAen is a complete set of nonisomorphic indecom-
posable injective A-modules. Let ν be the Nakayama automorphism of A
where θr  A → DA is an A-bimodule isomorphism such that θrab =
θrab = νaθrb. Since νe1A     νenA is a complete set of non-
isomorphic indecomposable projective A-modules, there is a permutation
of 1     n, denoted again by ν, such that νeiA  eνiA for all i ∈
1     n. By the Krull–Schmidt theorem we may assume that νeiA =
νeiA = eνiA for all i ∈ 1     n.
Assume that I is a two-sided ideal of A, B = A/I, and e is an idem-
potent of A such that e + I is an identity of B. We may assume that
e = e1 + · · · + et for some t ≤ n, and that e1     et is the subset of
e1     en consisting of all idempotents which are not in I. Note that
B  eAe/eIe and 1− e ∈ I. The idempotent e is uniquely determined by I
up to an inner automorphism of A, and we call it a residual identity of B.
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There is a retraction ι of the canonical algebra homomorphism ρ eAe→
eAe/eIe such that ιei = ei for any i with 1 ≤ i ≤ t (see [22]). Further-
more, B and eAe/eIe can be considered as A-algebras by the canonical
algebra homomorphisms A→ B→ eAe/eIe. Hence B, eAe/eIe, and ιB
are isomorphic A-algebras, and from now on we shall identify them.
Consider the repetitive algebra
B̂ =


  
   0
Bm−1 Qm−1
Bm Qm
Bm+1
  
0
  


of the algebra B where Bm = B and Qm = DB for all m ∈ Z, all of
the remaining entries are zero, and the matrices in B̂ have only ﬁnitely
many nonzero elements. Addition is the usual addition of matrices, and
multiplication is induced from the canonical maps B ⊗B DB → DB,
DB ⊗B B→ DB and the zero map DB ⊗B DB → 0.
We may clearly consider B̂ as a locally bounded k-category with the object
set consisting of the set of primitive orthogonal idempotents emi1≤i≤tm∈Z
and morphisms
B̂es j em i = em iB̂es j =


eiBej if s = m,
eiDBej if s = m+ 1,
0 otherwise.
The canonical shifting automorphism νB̂ B̂ → B̂ with νB̂em i = em+1 i
for all m ∈ Z, 1 ≤ i ≤ t, is called the Nakayama automorphism of B̂. An
automorphism ϕ of B̂ is said to be positive if for each object emi of B̂
there exist p, j with p ≥ m and 1 ≤ j ≤ t, such that ϕem i = ep j . Hence
a positive automorphism of B̂ is a shift of B̂ in the same direction as νB̂.
Deﬁnition 2.3. A basic, connected, self-injective, ﬁnite-dimensional
algebra over an algebraically closed ﬁeld k is called a repetitive covering
self-injective algebra if there is an ideal I of A such that the ordinary quiver
QB of B = A/I has no oriented cycles, IeI = 0, and Ie is an injective
cogenerator in modB, where e = e1 + · · · + et is a residual identity of B.
Theorem 2.4 [22, Theorem 4.1]. Let A be a repetitive covering self-
injective algebra. Then there is a Galois covering F  B̂→ A, where the Galois
group G is an inﬁnite cyclic group of automorphisms of B̂ generated by ϕνB̂
for some positive automorphism ϕ of B̂.
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The functor F  B̂ → A is deﬁned as follows: Fem i = eνmi and
F  B̂es j em i → AFes j Fem i = Aeνsj eνmi is given by
(a) if s = m, F is the composition
em iB̂em j = eiBej ↪→ eiAej
νm−→ eνmiAeνmj
(b) if s = m+ 1, F is the composition
em iB̂em+1 j = eiDBej
θ−1−→ eiIeνj ↪→ eiAeνj
νm−→ eνmiAeνm+1j
(c) F is zero for s 
= m and s 
= m+ 1,
where the isomorphism θ is induced by the isomorphism θl A → DA
such that θlab = θlaν−1b = aθlb (see [22]).
The group G is generated by an automorphism ϕνB̂, where ϕ is a positive
automorphism of B̂ such that g = ϕνB̂−1 is deﬁned on the objects by
gem i = em−ηi νηii, where ηi = mink > 0  νki ≤ t. The action
of g on B̂es j em i is deﬁned by the map
F−12 F1 B̂es j em i → B̂ges j gem i
where
F1 B̂es j em i → FB̂es j em i
F2 B̂ges j gem i → FB̂ges j gem i
are the k-linear maps induced by F , monomorphisms by deﬁnition, whose
images are equal [22, p. 725].
From now on, whenever we consider a Galois covering F  B̂ → A we
will assume that it has the property given in Theorem 2.4.
To give some examples, we recall the following result proved by
Skowron´ski and Yamagata.
Proposition 2.5 [21, Proposition 2.3]. Let I be an ideal of AB = A/I,
let e be a residual identity of B, and assume that IeI = 0. Then the following
conditions are equivalent:
(i) Ie is an injective cogenerator in mod B;
(ii) Ie = lAI = a ∈ A  aI = 0.
Example 2.6. The trivial extension A = BDB of B by DB is a
repetitive covering self-injective algebra, the Nakayama automorphism ν of
A is the identity, and I = DB. Recall that BDB is the symmetric
algebra whose underlying vector space is B ⊕ DB, and the product is
deﬁned by a f  · b g = ab ag + fb for any a b ∈ B, f g ∈ DB.
Moreover, the natural functor B̂→ BDB = A is the well-known Galois
covering with the Galois group generated by νB̂.
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Example 2.7. Let A = kQ/Jt+1, where Q is the oriented cycle with n
vertices and n arrows, 1 ≤ t ≤ n, and J is the ideal generated by the arrows.
Then A is a repetitive covering self-injective algebra, where B = kQB is the
hereditary algebra with
QB 1→ 2 → · · · → t
If t = n then A  BDB. If 1 ≤ t < n take e = ∑ti=1 ei and consider
the ideal I = A1− eA. Then IeI = 0, and Ie is an injective cogenerator
in modB since B = A/I and Ie = lAI. Moreover, A  B̂/G with G
generated by the automorphism γn, where γ B̂→ B̂ is given by γm i =
m i+ 1 if 1 ≤ i ≤ t − 1 and γm t = m+ 1 1.
Example 2.8. Given a triangular algebra B, let A = B̂/νc
B̂
, c 
= 0.
Then A is a repetitive covering self-injective algebra: if c = 1 then A 
BDB is the trivial extension of B by DB; if c > 1 consider the ideal
I = A1− eA with e = ∑i∈QB0 e0 i. Then IeI = 0, and Ie is an injective
cogenerator in modB since B = A/I and Ie = lAI. In a similar way, it can
be seen that the following representatives of the derived equivalence classes
of standard representation–ﬁnite self-injective algebras are repetitive cover-
ing self-injective algebras: 6An s/n 1, s ≥ n, 6A2p+1 s 2, 6Dn s 1,
6Dn s 2, 6D4 s 3, 6En s 1, and 6E6 s 2 (see [1, 2.5]).
Example 2.9. LetA be a self-injective algebra whose Auslander–Reiten
quiver 8A admits a nonperiodic generalized standard right (left) stable full
translation subquiver which is closed under successors (predecessors) in 8A.
Then A is a repetitive covering self-injective algebra, A  B̂/ϕνB̂, where
B is a tilted algebra not of Dynkin type, B = EndHT  for some hereditary
algebra H and a tilting H-module T without nonzero preprojective (prein-
jective) direct summands, and ϕ is a positive automorphism of B̂ (see [22,
Theorem 5.5]).
The functor F  B̂ → A is the universal Galois covering of A if
π1QA IA  G for any presentation QA IA of A. So we want to
study the relationship between the fundamental groups π1QA IA and
π1QB IB. To do this, we need the description of the presentations of A
and B.
2.2. Presentations of Repetitive Algebras
We are going to describe the presentations of the locally bounded k-
category B̂ for any triangular schurian algebra B.
Let QB IB be a ﬁxed presentation of B. Given γ, a path in kQB, we
denote by γ¯ the corresponding element in kQB/IB.
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Denote r = rad B. Since DB2 = 0 in B̂, we have
rad B̂es j em i =


eirej if s = m,
eiDBej if s = m+ 1,
0 otherwise,
rad2 B̂em j em i =
∑
el t∈B̂
rad B̂el t  em irad B̂em j el t
= ∑
em t∈B̂
rad B̂em t em i rad B̂em j em t
= ∑
et∈B
eiretetrej = eir2ej
and
rad2 B̂em+1 j em i =
∑
el t∈B̂
rad B̂el t  em irad B̂em+1 j el t
= ∑
em t∈B̂
rad B̂em t em irad B̂em+1 j em t
+ ∑
em+1 t∈B̂
rad B̂em+1 t  em irad B̂em+1 j em+1 t
= ∑
et∈B
eiret · etDBej + eiDBet · etrej
= eiDBr + rDBej
Lemma 2.10 [11].
0→ DBr + rDB → DB → DsocBeB → 0
is a short exact sequence of B-bimodules, where Be = B⊗k Bop is the envelop-
ing algebra.
Proof. It is known that mod Be is equivalent to the category of ﬁnitely
generated B-bimodules, and
0→ radBeDB → DB → DsocBeB → 0
is a short exact sequence of Be-modules, so we only have to describe
radBeDB. Since rad Be = r ⊗Bop +B⊗ rop, we know that radBeDB =
radBe DB  rDB +DBr, and the proof is complete.
Deﬁnition 2.11. A path q in kQB is called maximal if q¯ 
= 0 and αq =
0 = qα in B for any arrow α ∈ QB1.
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Corollary 2.12. Let B be a schurian algebra. Then DB/rDB +
DBr is isomorphic as a B-bimodule to the dual of the subspace of B gen-
erated by all q¯ ∈ B with q maximal in QB.
Proof. It is well known that socBeB = annBradBe, so, by the previ-
ous lemma, DB/DBr + rDB  Db ∈ B  r ⊗ Bop + B ⊗ ropb =
0 = Db ∈ B  ab = 0 = ba for all a ∈ r. But, since B is schurian,
b ∈ B  ab = 0 = ba for all a ∈ r is the subspace generated by the
set q¯ ∈ B  q a path in kQB aq¯ = 0 = q¯a for all a ∈ r = q¯ ∈ B 
q a path in kQB αq = 0 = qα for all α ∈ QB1. This subset of B con-
sists of all q¯ ∈ B with q maximal in QB.
Proposition 2.13. If B is a schurian algebra with ordinary quiver QB then
the ordinary quiver of B̂ is given by
QB̂0 = m im∈Z i∈QB0
and
QB̂1 = αm m j → m iα j→i∈QB1m∈Z ∪ βmp1     βmprm∈Z
where p1     pr are maximal and p1     pr is a basis of the subspace of
B generated by all q¯ ∈ B such that q is maximal, and βmpi is an arrow fromm tpi to m+ 1 spi for each i.
Proof. The vertices of the quiver QB̂ are the objects of B̂, so QB̂0 =
m im∈Z i∈QB0 . For each pair of vertices m i, s j, the number of
arrows from m i to s j is equal to
dimk rad B̂es j em i/rad2 B̂es j em i
This is zero if s 
= mm + 1. If s = m, it is equal to dimk eir/r2ej .
If s = m + 1, it is equal to dimkeiDBej/eiDBr + rDBej =
dimk eiDB/DBr + rDBej , which is zero or one, depending on the
existence of a maximal path in kQB from j to i (see Corollary 2.12).
From now on, we are going to denote by P = p1     pr a set of
maximal paths in kQB such that p1     pr is a basis of the subspace of
B generated by all q¯ ∈ B such that q is maximal.
Given a basis q1     qs of B, we denote by q1∗     qs∗ its dual
basis in DB, where qi∗qj is 1 if i = j and 0 otherwise.
Now we will describe all of the presentations QB̂ IB̂ of B̂ associated to
a ﬁxed presentation QB IB of B.
Let φ kQB̂ → B̂ be a surjective morphism of algebras such that the
images φα of the arrows α m i → s j of QB̂ induce a basis
of rad B̂esj emi/rad2 B̂esj emi. The ideal IB̂ of kQB̂ such that
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kQB̂/IB̂  B̂ is admissible. Now, since QB has no oriented cycles and
B is schurian, we have
φαm ∈ B̂em tα em sα = esαBetα = λα λ ∈ k
and
φβmpi ∈ B̂em+1 spi em tpi = etpiDBespi
So φαm = λmαm, 0 
= λm ∈ k, and φβmpi = fmi , where f˜ mi gener-
ates the k-vector space etpiDB/rDB +DBrespi. Hence the setfm1      fmr  may be extended to a basis fm1      fmr  fmr+1     fms  of
DB. Therefore there exists a basis qm1      qms  of B whose dual is the
given basis, that is, fmi = qmi
∗
. From the fact that ˜¯q∗ 
= 0 in DB/rDB +
DBr if and only if q¯ is maximal (see Corollary 2.12), it follows that
qm1      qmr  is a basis of the subspace of B generated by all q¯ ∈ B such
that q is maximal. Since B is schurian, by reordering the given basis if
necessary, we have qmi = µmi pi for all pi ∈ P and some 0 
= µmi ∈ k. So
φβmpi = qmi
∗ = µmi pi∗ for some 0 
= µmi ∈ k.
To describe the fundamental group we need the description of the mini-
mal relations in IB̂. Since the nonzero coefﬁcients of these minimal relations
do not matter in the deﬁnition of the equivalence relation used to deﬁne
the fundamental group (see Section 2.1), we may assume without loss of
generality that φαm = α¯m and φβmpi = pi∗.
Notation. Given any path γ = α1 · · ·αt in kQB, we denote by
γm = αm1 · · ·αmt the corresponding paths in kQB̂ and by γ¯m = α1 · · ·αtm =
φαm1 · · ·αmt  the corresponding elements in B̂.
To describe the corresponding ideal Iφ = Kerφ we need the following
deﬁnitions.
Deﬁnition 2.14. A path C in kQB̂ is called elementary if
C = αms · · ·αmt βmpαm+11 · · ·αm+1s−1
with α1 · · ·αt = µp¯ for p a maximal path in P and 0 
= µ ∈ k.
Deﬁnition 2.15. A path q in kQB̂ is said to have a supplement if there
exists a path q′ in kQB̂ such that qq
′ is an elementary path in kQB̂.
Recall that DB is a B-bimodule with structure given by afbx =
f bxa for any a b x ∈ B, f ∈ DB.
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Remark 2.16. Let C = αmr · · ·αmt βmpαm+11 · · ·αm+1r−1 be an elementary path
with α1 · · ·αt = µp¯, p ∈ P, and 0 
= µ ∈ k. Then φC 
= 0. In fact, φC =
αr · · ·αtmp¯∗α1 · · ·αr−1m+1 ∈ B̂em+1 tαr−1 em sαr ⊆ DB and
αr · · ·αtp¯∗α1 · · ·αr−1esαr = p¯∗α1 · · ·αr−1αr · · ·αt
= p¯∗µp¯ = µ 
= 0
Remark 2.17. If a path q in kQB̂ has a supplement q
′ then φq 
= 0.
This is immediate by the previous remark since φqq′ 
= 0.
Remark 2.18. If γm+1 is a supplement of a path q in kQB̂ and δ¯ =
λγ¯, 0 
= λ ∈ k, then δm+1 is also a supplement of q. In fact, let q =
αms · · ·αmt βmpαm+11 · · ·αm+1s′ , and let γm+1 be a supplement in the elemen-
tary path C = αms · · ·αmt βmpαm+11 · · ·αm+1s′ γm+1. Since
µp¯ = α1 · · ·αs′γαs · · ·αt =
1
λ
α1 · · ·αs′δαs · · ·αt
then C ′ = αms · · ·αmt βmpαm+11 · · ·αm+1s′ δm+1 is also an elementary path, and
hence δm+1 is a supplement of q.
Proposition 2.19. Let φ kQB̂ → B̂ be a surjective morphism of algebras
such that φαm = α¯m and φβmpi = pi∗. Then the ideal Iφ = Kerφ is
admissible and is generated by
(i) paths αms · · ·αmt βmpαm+11 · · ·αm+1s and βm−1p αm1 · · ·αmt βmp for any
elementary path αm1 · · ·αmt βmp ;
(ii) paths whose arrows do not belong to an elementary path;
(iii) elements q1 −µq2 with q1 and q2 paths sharing starting and termi-
nal points such that
(a) q1 = γm1 , q2 = γm2 , γ1 = µγ2 with 0 
= µ ∈ k, γ1, γ2 paths in
QB, or
(b) q1 and q2 have the same supplement γm+1 in elementary paths
for a path γ in kQB, that is,
q1γ
m+1 = αms · · ·αmt βmp1α
m+1
1 · · ·αm+1s′ γm+1
q2γ
m+1 = δmr · · · δml βmp2δ
m+1
1 · · · δm+1r ′ γm+1
where p1 p2 ∈ P, s′ < s, and r ′ < r such that
α1 · · ·αs′γαs · · ·αt = λ1p1 δ1 · · · δr ′γδr · · · δl = λ2p2
with 0 
= µ = λ1/λ2.
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Proof. It follows from the deﬁnition of φ that Kerφ is admissible. Let
Iφ be the ideal generated by the relations given in (i), (ii), and (iii). We will
ﬁrst show that Iφ ⊆ kerφ.
(i)
φβm−1p αm1 · · ·αmt βmp  = p¯∗α1 · · ·αtmp¯∗ = 0
because DB2 = 0, and
φαms · · ·αmt βmpαm+11 · · ·αm+1s  = αs · · ·αtmp¯∗α1 · · ·αsm+1 = 0
because αs · · ·αtp¯∗α1 · · ·αsx¯ = p¯∗α1 · · ·αsxαs · · ·αt = 0 for every x¯ ∈
B, since B triangular implies αsxαs = 0.
(ii) Let q be a path from m i to s j whose arrows do not belong
to an elementary path. If s 
= mm+ 1, then φq = 0.
If s = m, then q = γm for γ = α1 · · ·αt , and so φq = γ¯m. If γ¯ 
= 0, there
exists a maximal path p ∈ P such that γ1γγ2 = λp¯ with 0 
= λ ∈ k, γ1 γ2
paths in kQB. This implies that the arrows of q belong to the elementary
path γm1 γ
mγm2 β
m
p , a contradiction. Then φq = γ¯m = 0.
If s = m+ 1, then we may put q = αm1 · · ·αmr−1βmpαm+1r+1 · · ·αm+1t , and hence
φq = α1 · · ·αr−1mp¯∗αr+1 · · ·αtm+1
Now, let x be a path in kQB. Then
α1 · · ·αr−1p¯∗αr+1 · · ·αtx = p¯∗αr+1 · · ·αtxα1 · · ·αr−1
is nonzero precisely when the path x is such that αr+1 · · ·αtxα1 · · ·αr−1 =
λp¯, 0 
= λ ∈ k. But in this case q would have arrows belonging to the ele-
mentary path αm1 · · ·αmr−1βmpαm+1r+1 · · ·αm+1t xm+1, contradicting our hypothe-
sis. So φq = 0.
(iii) (a) It is immediate since φq1 − µq2 = γ1m − µγ2m.
(b) Let
q1γ
m+1 = αms · · ·αmt βmp1α
m+1
1 · · ·αm+1s′ γm+1
q2γ
m+1 = δmr · · · δml βmp2δ
m+1
1 · · · δm+1r ′ γm+1
where p1 p2 ∈ P, s′ < s, r ′ < r , and γ is a path in kQB from i to j such
that
α1 · · ·αs′γαs · · ·αt = λ1p1 δ1 · · · δr ′γδr · · · δl = λ2p2
with 0 
= µ = λ1/λ2. Then
φq1 = αs · · ·αtmp1∗α1 · · ·αs′m+1
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and
φq2 = δr · · · δl
m
p2
∗δ1 · · · δr ′
m+1

Let x be an arbitrary path in kQB. Then
αs · · ·αtp1∗α1 · · ·αs′ x¯ = p1∗α1 · · ·αs′xαs · · ·αt
and
δr · · · δlp2∗δ1 · · · δr ′ x¯ = p2∗δ1 · · · δr ′xδr · · · δl
If sx 
= sγ or tx 
= tγ, the preceding expressions are both equal
to zero since αs′xαs = 0 = δr ′xδr . This is also the case if x¯ = 0. Assume
x¯ 
= 0 and sx = sγ, tx = tγ. Since B is schurian, x¯ = µγ¯ for some
0 
= µ ∈ k. So
p1
∗α1 · · ·αs′xαs · · ·αt = µp1∗λ1p1 = µλ1
and
p2
∗δ1 · · · δr ′xδr · · · δl = µp2∗λ2p2 = µλ2
hence φq1 = λ1/λ2φq2, that is, φq1 − λ1/λ2q2 = 0.
To ﬁnish the proof we are going to compute dimk kQB̂/Iφs j m i.
We have dimk kQB̂/Iφs j m i = 0 if s 
= mm + 1 by the relations
described in (ii).
Consider the case s = m. If q is a nonzero path in B the arrows
of q belong to an elementary path. So dimk kQB̂/Iφm j m i =
dimk eiBej , by the relations described in (ii) and (iii)(a).
Finally, let s = m + 1. By (i), dimk kQB̂/Iφm + 1 i m i =
dimk eiDBei, and by (ii) and (iii)(b), dimk kQB̂/Iφm + 1 j m i =
dimk eiDBej for all i j with i 
= j.
So dimk kQB̂/Iφs j m i = dimk B̂esj emi. Hence Iφ = Kerφ.
Example 2.20. Let B = kQB be the bound quiver algebra given by the
quiver
3
1 2
4

α2
α1
α3
So P = α1α2 α1α3, and denote βi = βα1αi for i = 2 3. Then B̂ = kQB̂/IB̂
where QB̂ is the quiver
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· · ·
−1 3 0 3
−1 2 0 1 0 2 1 1 1 2
−1 4 0 4
· · ·
α−12 β
−1
2
α−13 β
−1
3
α01
α02 β
0
2
α03 β
0
3
α11
α12
α13
and the ideal IB̂ is generated by
(i) paths of length 4;
(ii) βm2 α
m+1
1 α
m+1
3 , β
m
3 α
m+1
1 α
m+1
2 ;
(iii) αm2 β
m
2 − αm3 βm3 .
Example 2.21. Let B = kQB/IB be the bound quiver algebra given by
the quiver
2
1 3
α1 α2
α3
and by the ideal IB in kQB generated by α1α2. So P = α1 α2 α3, and
denote βi = βαi for i = 1 2 3. Then B̂ = kQB̂/IB̂ where QB̂ is the quiver
0 2 1 2
· · · 0 1 0 3 1 1 1 3 2 1 · · ·
α01 α
0
2
α03
β12β
0
1 β
0
2
β−13
α11
β03
β11
α12
α13 β
1
3
and the ideal IB̂ is generated by
(i) paths of length 3;
(ii) αm1 α
m
2 , α
m
2 β
m
3 , α
m
3 β
m
2 , β
m
1 α
m+1
3 , β
m
3 α
m+1
1 , β
m
2 β
m+1
1 ;
(iii) αm1 β
m
1 − αm3 βm3 , αm2 βm2 − βm1 αm+11 , βm2 αm+12 − βm3 αm+13 .
3. THE UNIVERSAL GALOIS COVERING
Given a presentation QB̂ IB̂ of B̂, we are going to describe the corre-
sponding presentation QA IA of A, using the Galois covering F  B̂ →
A given in Theorem 2.4 and the induced quiver morphism QF . In fact,
to describe π1QA IA we only need the minimal relations in IA. From
Remark 2.1 we know that QA = QFQB̂, and it follows from Remark 2.2
that the minimal relations in IA belong to QFIB̂.
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3.1. Presentations of Self-Injective Algebras B̂/G
We begin this section with several lemmas which will be useful for
describing the ordinary quiver QA of A.
Given i ∈ QB0, let νmei = eνmi. Recall that ηi = mink > 0 
νki ∈ QB0 and gem i = em−ηiνηii, as deﬁned after Theorem 2.4.
Lemma 3.1. Given s ∈ Z j ∈ QB0, there exists l ∈ Z such that gles j =
em i with 0 ≤ m < ηi, i ∈ QB0.
Proof. It follows from the deﬁnition of g that i ∈ QB0 if gles j = em i
for l ∈ Z. Suppose s ≥ 0. Deﬁne s0 = s, j0 = j, sr+1 = sr − ηjr, and
jr+1 = νηjrjr. Hence gesr jr  = esr+1 jr+1 . Since s > s1 > s2 > · · · there
exists l ∈ Z such that sl ≥ 0 and sl+1 < 0. This implies that 0 ≤ sl =
sl+1 + ηjl < ηjl. Hence gles j = esl jl and 0 ≤ sl < ηjl.
If s < 0, g−ses i = es′ i′ with s′ ≥ 0, by the deﬁnition of g. Now we
know that there exists l ∈ Z such that gles′ i′  = es′′ i′′ with 0 ≤ s′′ < ηi′′.
Hence gl−ses i = es′′ i′′ , and the proof is complete.
Lemma 3.2. For i j ∈ QB0, νmi = νsj with 0 ≤ m < ηi and 0 ≤
s < ηj imply that m = s and i = j.
Proof. If m = s then i = j since ν is an automorphism. Suppose m > s;
then νm−si = j ∈ QB0. Hence m − s ≥ ηi by the deﬁnition of η. So
m ≥ ηi, a contradiction.
Lemma 3.3 [22, Lemma 3.4]. Assume i j ∈ QB0 and ejBei 
= 0. Then
ηj = ηi or ηj = ηi + 1.
We are now in a position to describe the ordinary quiver QA of A, using
the quiver morphism QF  QB̂ → QA induced by the Galois covering F  B̂→
A and the description of the ordinary quiver QB̂ given in Proposition 2.13.
Proposition 3.4. Let A be a repetitive covering self-injective algebra, let
F  B̂ → A be a Galois covering with the Galois group G as in Theorem 2.4,
and assume that B is schurian. Then
QA0 = νmii∈QB0 0≤m<ηi
and
QA1 = QFαmα∈QB1 0≤m<ηsα ∪ QFβmp p∈P 0≤m<ηtp
Moreover, QA has no double arrows.
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Proof. Let V = νmii∈QB0 0≤m<ηi . Since QA0 = QFQB̂0 and
QFm i = νmi, we have V ⊆ QA0.
To see that QA0 ⊆ V it is enough to use that Fg = F and Lemma 3.1,
because, given s j ∈ QB̂0, there exists l ∈ Z such that gles j = em i
with 0 ≤ m < ηi, i ∈ QB0. Then Fes j = Fgles j = Fem i. So
νsj = νmi.
The elements in V are pairwise different by Lemma 3.2.
Let S1 = QFαmα∈QB1 0≤m<ηsα and S2 = QFβmp p∈P 0≤m<ηtp.
We know that S1 ∪ S2 ⊆ QA1 since QA1 = QFQB̂1.
Let l ∈ Z be such that glem i = em′ i′ , 0 ≤ m′ < ηi′. If FB̂
es j em i = FB̂gles j glem i 
= 0 then gles j = es′ j′ with
s′ = m′ or s′ = m′ + 1. So, for any arrow α m i → s j, we have
Fα ∈ FB̂es′ j′ em′ i′  with s′ = m′ or s′ = m′ + 1 and 0 ≤ m′ < ηi′.
Hence QFα ∈ S1 if s′ = m′ and QFα ∈ S2 if s′ = m′ + 1. Therefore
QA1 ⊆ S1 ∪ S2.
To ﬁnish the proof we have to show that the arrows are pairwise different.
We have several cases to consider:
(a) QFαmQFγs ∈ S1, αm m i → m j and γs s i′ →
s j′. Now, QFαm = QFγs implies that νmi = νsi′ and νmj =
νsj′. From Lemma 3.2 we get m = s, i = i′, and this implies that also
j = j′. So α, γ are arrows in QB sharing starting and terminal points. Since
B is schurian QB has no double arrows, so α = γ.
(b) QFβmp QFβsp′  ∈ S2, βmp  m i → m+ 1 j and βsp′  s i′ →
s + 1 j′. Now, QFβmp  = QFβsp′  implies that νmi = νsi′ and
νm+1j = νs+1j′. From Lemma 3.2 we get m = s, i = i′, and this implies
that also j = j′. Now pp′ are two maximal paths in P sharing starting and
terminal points and B is schurian, so p = p′ by the deﬁnition of the set P.
(c) QFαm ∈ S1, QFβsp ∈ S2, αm m i → m j, and βsp 
s i′ → s + 1 j′. In this case, QFαm = QFβsp implies that
νmi = νsi′ and νmj = νs+1j′. From Lemma 3.2 we get m = s,
i = i′, and this implies that j = νj′, hence ηj′ = 1. Now p is a
maximal path in kQB from j′ to i′, so ej′Bei′ 
= 0. From Lemma 3.3
we have ηi′ ≤ ηj′, so ηi′ = 1. But 0 ≤ s < ηi′, so s = 0.
Then αm = α0 0 i → 0 j and βsp = β0p 0 i → 1 j′. But
QFα0 ∈ eiradBej and QFβ0p ∈ eiIeνj′ = eiIej by the deﬁnition
of F , which is impossible [21, Proposition 1.7].
Now, if QB̂ IB̂ is the presentation of B̂ described in Propositions 2.13
and 2.19, and QA is the ordinary quiver of A, we are going to describe
the corresponding ideal IA using the Galois covering F  B̂ → A given in
Theorem 2.4 and the induced quiver morphism QF  QB̂ → QA.
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From Remark 2.2 we know that the minimal relations in IA belong to
QFIB̂. In fact, for any minimal relation ρ ∈ IA there exists ρ′ ∈ IB̂ such
that QFρ′ = ρ and ρ′ =
∑
λiwi with wi 
∈ IB̂.
So we have to describe QFρ′ for any minimal relation ρ′ ∈ IB̂ described
in Proposition 2.19(iii).
Notation. If q = α1 · · ·αr is a path in kQB, we denote by qm =
αm1 · · ·αmr the corresponding paths in kQB̂, and, by αm = QFαm,
βpm = QFβmp , and qm = QFqm the corresponding paths in kQA.
So we can now describe the relations in IA.
Proposition 3.5. Let QB̂ IB̂ be the presentation of B̂ given in
Propositions 2.13 and 2.19, and let QF  QB̂ → QA be the quiver mor-
phism induced by the Galois covering F  B̂→ A given in Theorem 2.4. Then
the ideal IA is generated by
(i) paths αsm · · ·αtmβpmα1m+ 1 · · ·αsm+ 1 and βpm−
1α1m · · ·αtmβpm for any elementary path αm1 · · ·αmt βmp , p ∈ P;
(ii) paths QFq for any path q in kQB̂ whose arrows do not belong to
an elementary path;
(iii) elements γ1m − µγ2m with 0 
= µ ∈ k, γ1 γ2 paths in kQB
sharing starting and terminal points such that γ¯1 
= 0 
= γ¯2 in B;
(iv) elements QFq1 − µQFq2 with 0 
= µ ∈ k and q1 q2 paths in
kQB̂ having the same supplement in elementary paths in kQB, corresponding
to the statement (iii)(b) in Proposition 2.19.
In particular, if C and C ′ are elementary paths in kQB̂ sharing starting
points, then QFC − µQFC ′ ∈ IA.
Proof. The proof follows immediately from Proposition 2.19. Observe
that in (iii) we use that B is schurian, so γ1 = µγ2 for some 0 
= µ ∈ k; and
in (iv) we use that if C and C ′ are elementary paths starting at m i then
C and C ′ have the same supplement em+1 i.
Example 3.6. Let A = kQA/IA be the bound quiver algebra with
quiver
3
2 1
4

α2 β2
α1
α3 β3
where the ideal IA in kQA is generated by all paths of length 4, β2α1α3,
β3α1α2, and α2β2−α3β3. ThenA = T B = B̂/νB̂ is a repetitive covering
self-injective algebra, where B is the algebra considered in Example 2.20,
ν = id, αi = αim, and βi = βim for all m ∈ Z.
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Example 3.7. Let A = kQA/IA be the bound quiver algebra with
quiver
2
1 4 
3
ζρ
δ
θ
#ω
ξ
γ
where the ideal IA in kQA is generated by ξζ, ζ#, ρω, θδ, #γ, ωρ, γξ,
δθ, ξθ − ρ#, ζω − θγ, ωξ − #δ, and γρ − δζ (see [21]). Then A is a
repetitive covering self-injective algebra, where B is the algebra consid-
ered in Example 2.21, ν1 = 4, ν2 = 1, ν3 = 2, ν4 = 3, η1 = 2,
η2 = η3 = 1, ξ = α10 = α21, γ = α11, ζ = α20 = β31, ρ =
α30 = β11, δ = α31, θ = β10 = β21, ω = β20, and # = β30.
3.2. Fundamental Groups
In this section we are going to describe the relationship between the
fundamental groups of QA IA and QB IB.
As we observe after Proposition 2.13, to describe the fundamental groups
we may assume without loss of generality that the hypotheses of Proposition
2.19 are satisﬁed.
Let i ∈ QB0, and let p ∈ P be a maximal path going through i, that
is, p = p−p+ with i = sp+ = tp−. For any pair i p where p is a
maximal path going through i, we consider the following path in kQA:
Cmi p = QFpm+βmppm+1− .
Let ∼ be the equivalence relation on the set W of all walks in QA deﬁned
in Section 2.1.
The element deﬁned by the path Cmi p in the fundamental group of
QA IA does not depend on the choice of p, as we prove in the following
lemma.
Lemma 3.8. For any i ∈ QB0, Cmi p ∼ Cmi q for any p q ∈ P going
through i.
Proof. Let p = p−p+, q = q−q+, and i = sp+ = tp− = sq+ =
tq−. Then C = pm+βmppm+1− and C ′ = qm+βmq qm+1− are two elementary paths
starting at m i. So the result follows from Proposition 3.5(iv) because
QFC − µQFC ′ is a minimal relation in IA.
To simplify the notation, for any i ∈ QB0 we ﬁx a maximal path p ∈ P
going through i and we denote by Cmi = Cmi p the corresponding path
in kQA.
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In the following lemmas we point out some commutativity relations that
will be used in the proof of the main theorem of this section.
Lemma 3.9. For any arrow α i→ j in QB and m an integer,
αmCmj ∼ Cmi αm+ 1 and αm−1Cmi ∼ Cmj αm+ 1−1
Proof. Any arrow α i → j in QB belongs to a maximal path
p1αp2 in kQB. Let p ∈ P such that p¯ = µp1αp2, 0 
= µ ∈ k. Then
Cmi ∼ QFαmpm2 βmppm+11  and Cmj ∼ QFpm2 βmppm+11 αm+1. So αmCmj ∼
QFαmpm2 βmppm+11 αm+1 ∼ Cmi αm+ 1.
Lemma 3.10. For any arrow α i→ j in QB,
(i) if ηi = ηj then
αηi − 1Cηi−1j ∼ Cηi−1i γ0
and αηi − 1−1Cηi−1i ∼ Cηi−1j γ0−1
for some γ ∈ QB1;
(ii) if ηi = ηj + 1 then
αηi − 1Cηi−1j ∼ Cηi−1i C0νηiiq1−1
and αηi − 1−1Cηi−1i ∼ q0
for some q ∈ P.
Proof. (i) If ηi = ηj, then QFαηi = QFγ0 = γ0 for
some arrow γ νηii → νηij in QB1; it follows from Lemma 3.9
that αηi − 1Cηi−1j ∼ Cηi−1i αηi = Cηi−1i γ0 and αηi −
1−1Cηi−1i ∼ Cηi−1j αηi−1 = Cηi−1j γ0−1.
(ii) If ηi = ηj + 1, then QFαηi = QFβ0q = βq0 for some
arrow β0q 0 νηii → 1 νηjj and q νηjj → νηii a maximal
path in P. Since
βq0 ∼ βq0q1q1−1 ∼ C0νηiiq1−1
the ﬁrst relation follows from Lemma 3.9. To prove the second one, let
p = p1αp2 be a maximal path in kQB. From Lemma 3.3 we get ηsp1 =
ηi and ηtp2 = ηj since ηsp1 ≥ ηi = ηj + 1 ≥ ηtp2 +
1. Hence QFpηi1  = QFq01 = q10, QFpηj2  = QFq02 = q20, and
QFβηjp  = QFδ0 = δ0 for some q1 q2 paths in kQB, δ ∈ QB1, and
q¯ = ψq2δq1 for some 0 
= ψ ∈ k. So
αηi − 1−1Cηi−1i ∼ αηi − 1−1QFαηi−1pηi−12 βηi−1p pηi1 
∼ QFpηi−12 βηi−1p pηi1  = QFq02δ0q01 = q0
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The following theorem shows the relationship between the fundamental
groups of QA IA and QB IB.
Theorem 3.11. Let A be a repetitive covering self-injective algebra, let
F  B̂ → A be a Galois covering with the Galois group G as in Theorem 2.4,
and assume that B is schurian. Let QA IA be any presentation of A associ-
ated to a presentation QB IB of B. Then we have the following short exact
sequence of groups:
1→ π1QB IB → π1QA IA → G→ 1
Proof. We are going to deﬁne a surjective morphism of groups
φ π1QA IA → G whose kernel is π1QB IB. Let w = w#11 · · ·w#nn
be a walk in QA, #i = ±1, wi ∈ QA1, and let a π1QA IA → Z be the
group morphism given by
aw =
n∑
i=1
−1#ihwi
with
hwi =
{
1 if wi = βp0,
0 otherwise.
We claim that aw does not depend on a choice of a representative w
of the equivalence class w. In fact, we only have to check the relations
described in Proposition 3.5(iii), (iv). If γ1 γ2 are paths in kQB sharing
starting and terminal points, γ¯1 
= 0 
= γ¯2 in B, then aγ1m = 0 =
aγ2m. Let q1 q2 be paths in kQB̂ having the same supplement γm+1
in elementary paths, that is,
q1γ
m+1 = αms · · ·αmt βmp1α
m+1
1 · · ·αm+1s′ γm+1
q2γ
m+1 = δmr · · · δml βmp2δ
m+1
1 · · · δm+1r ′ γm+1
where p1 p2 ∈ P, s′ < s, r ′ < r, and γ is a path in kQB. Then q1m ∼
µq2m for some 0 
= µ ∈ k, and
aq1m =
t∑
i=s
hαim + hβp1m +
s′∑
i=1
hαim+ 1
=
{ 1 if m = 0,
0 otherwise.
The same holds for aq2m, so aq1m = aq2m. Thus we deﬁne
φ π1QA IA → G by φw = gaw, where g is a ﬁxed generator of G.
Clearly φ is a group homomorphism.
We will prove next that φ is surjective. We ﬁx x0 as the origin of the paths
deﬁning π1QA IA (see Section 2.1). We may assume that x0 is a source
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in QB. Then there exist a maximal path p0 ∈ P starting at x0 and a walk u in
QB from νηx0x0 to x0. Let w = p00βp00p01βp01 · · ·βp0ηx0 −
1u0. Then φw = g, so φ is surjective.
Next we will show that Kerφ  π1QB IB. We ﬁrst observe that
φCmx  =
{
g if m = 0,
1 otherwise.
The idea now is to show that any w ∈ π1QA IA can be written in the
form
w = C0x0C1x0 · · ·C
ηx0−1
x0 C
0
x1
C1x1 · · ·C
ηx1−1
x1 C
0
x2
· · ·Cηxr−1xr u0
where u is a walk in QB from νηxrxr to x0 and xl = νηxl−1xl−1 for all
l = 1 · · ·  r. If this is the case, φw = gr+1, and therefore w ∈ Kerφ
if and only if w = u0 for some walk u in QB, as desired.
So we have to prove that any w ∈ π1QA IA can be written as claimed.
Clearly either w is u0 for some walk u in QB or w is a composition of
walks umβpmvm+ 1 and their inverses with p ∈ P and walks u v in
QB. In the ﬁrst case there is nothing to prove. In the second case we may
assume that the walks that occur in w are all of the form umβpmvm+
1, or all of the form um + 1β−1p mvm, as we prove next. We ﬁrst
observe that βpm ∼ p−1mpmβpm ∼ p−1mCmsp, and, by iterated
use of Lemma 3.9, we have Cmsuum + 1 ∼ umCmtu for any walk u in
QB. Then
βpmvm+ 1βqm−1 ∼ p−1mCmspvm+ 1Cmsq−1qm
∼ p−1mCmspCmsv−1vmqm ∼ p−1vqm
The last relation holds because Cmsp and C
m
sv correspond to elementary
paths sharing starting points since sp = sv (see Lemma 3.8).
To ﬁnish the proof we may assume that w is a composition of walks of
the form umβpmvm + 1. The case where β−1p occurs is analogous.
For any walk u in QB with origin x, umβpm ∼ ump−1mCmsp. From
Proposition 3.4 we may assume that 0 ≤ m < ηx − 1. Now, for any arrow
α i → j appearing in u or p we apply the commutativity relations proved
in Lemmas 3.9 and 3.10, depending on m, ηi, and ηj. So we get
ump−1mCmsp ∼


Cmx zm+ 1 with sz = x,
C
ηx−1
x C
0
νηxxz0 with sz = νηxx, or
z0 with sz = x
for some walk z in QB. Iterating this procedure, we get the desired equality,
w = C0x0C1x0 · · ·C
ηx0−1
x0 C
0
x1
C1x1 · · ·C
ηx1−1
x1 C
0
x2
· · ·Cηxr−1xr u0
where u is a walk in QB from νηxrxr to x0, and xl = νηxl−1xl−1 for all
l = 1     r.
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Recall that a connected triangular algebra B is called simply connected if
the fundamental group π1QB IB is trivial for any presentation QB IB
of B.
An important consequence of the previous theorem is the following.
Corollary 3.12. Let A be a repetitive covering self-injective algebra, let
F  B̂ → A be a Galois covering with the Galois group G as in Theorem 2.4,
and assume that B is schurian. Then F  B̂ → A is the universal Galois cov-
ering of A if and only if B is simply connected.
Proof. The Galois covering F  B̂ → A is universal if and only if G 
π1QA IA for any presentation QA IA of A, and hence it follows from
Theorem 3.11 that F is universal if and only if π1QB IB is trivial for any
presentation QB IB of B.
Corollary 3.13. Let B be a triangular schurian algebra. Then the Galois
covering B̂ → BDB with the Galois group generated by νB̂ is universal if
and only if B is simply connected.
Proof. The trivial extension T B = BDB of B by DB is a repeti-
tive covering self-injective algebra, as we have seen in Example 2.6. Hence
we have that B̂ → T B = BDB is the universal Galois covering of
T B if and only if B is simply connected.
Corollary 3.14. Let A = kQ/Jt+1, where Q is the oriented cycle with n
vertices and n arrows, 1 ≤ t ≤ n, and J is the ideal generated by the arrows.
Let B = kQB be the hereditary algebra with
QB 1→ 2 → · · · → t
Then B̂→ A is the universal Galois covering with the Galois group G = γn
(see Example 2.7).
Proof. It follows from the fact that A is a repetitive covering self-
injective algebra and B is simply connected.
Corollary 3.15. Let B be a triangular schurian algebra, A = B̂/νc
B̂
,
c 
= 0. Then B̂ → A is the universal Galois covering with the Galois group
νc
B̂
 if and only if B is simply connected.
Remark 3.16. The representatives of the derived equivalence classes
of standard representation–ﬁnite self-injective algebras 6An s/n 1,
s ≥ n, 6A2p+1 s 2, 6Dn s 1, 6Dn s 2, 6D4 s 3, 6En s 1, and
6E6 s 2 considered in Example 2.8 are repetitive covering self-injective
algebras with B = kQB, and QB is a Dynkin graph (see [1, 2.5]). So
Theorem 3.11 shows that their universal Galois coverings are given by B̂.
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Example 3.17. Let A = kQA/IA be the bound quiver algebra consid-
ered in Example 3.6. Since B is simply connected then B̂ is the universal
Galois covering of A.
Example 3.18. Let A = kQA/IA be the bound quiver algebra consid-
ered in Example 3.7. Then B̂ is not the universal Galois covering of A since
B is not simply connected.
4. THE FIRST HOCHSCHILD COHOMOLOGY GROUP
Now we want to show the connection between the ﬁrst Hochschild
cohomology group of A and the fundamental group of any presentation
QB IB of B. Recall thatH1A  DerA/InnA, where DerA = δ ∈
HomkAA  δxy = xδy + δxy is the k-vector space of derivations
of A on A, and InnA = δx A → A  δxy = yx − xy x ∈ A is the
subspace of inner derivations.
Let A be a repetitive covering self-injective algebra, B = A/I triangular,
and let e be a residual identity of B. Then it is known that
0→ eIe→ eAe ρ→ eAe/eIe→ 0
is a trivial extension of eAe/eIe by eIe; that is, there exists a morphism
of algebras ι eAe/eIe→ eAe such that ρι = id (see [22]). Since eAe/eIe
and B are isomorphic A-algebras, eAe is isomorphic to the algebra B⊕ eIe
with product b eyeb′ ey ′e = bb′ bey ′e+ eyeb′, and from now on we
shall identify them. Hence any element in A can be written as
a = eae+ ea1− e + 1− ea = b+ eye+ ea1− e + 1− ea
with b ∈ B and y ∈ I.
Theorem 4.1. If A is a repetitive covering self-injective algebra then
H1A 
= 0.
Proof. Consider the k-linear map δ A→ A deﬁned by
δa = δb+ eye+ ea1− e + 1− ea = eye+ ea1− e
Recall that IeI = 0 and 1 − e ∈ I, and observe that δ1 − eA = 0 and
δx = x for any x ∈ eA1− e or x ∈ eIe by the deﬁnition of δ. A direct
computation shows that δ is a derivation. So it is enough to show that δ is
not inner. Suppose contrarily that it is inner, that is, δ = δx for some x ∈ A.
Then, since δei = 0 for all i ∈ QA0, 0 = δei = δxei = eix− xei, and
so x = ∑i eix = ∑i eixei = ∑i λiei + y with y ∈ ⊕iei radA ei. For any
arrow α in QB, we have
0 = δxα = αx− xα = λtα − λsαα+ αy − yα
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Since αy − yα ∈ rad2A and α 
∈ rad2A, we get λtα = λsα. Since this
holds for any arrow α in QB and QB is connected, we have λi = λj for all
i j ∈ QB0.
Let i be a ﬁxed source in QB, and let p ∈ P be a maximal path in
kQB such that sp = i. For γ = pβp and 0 ≤ m < ηi we have
γm = pmβpm eνmi → eνm+1i are maximal paths in kQA (see
Proposition 3.5(i), (ii)). By deﬁnition, δγ¯0 = γ¯0 since γ¯0 belongs to
eIe or eA1− e, and δγ¯m = 0 for 0 < m < ηi since δ1− eA = 0.
But
δγ¯m = δxγ¯m = λνm+1i − λνmiγm + γ¯my − yγ¯m
= λνm+1i − λνmiγ¯m
since γm is a maximal path. Then λνmi = λνm+1i for any m with 0 <
m < ηi. But i νηii are both vertices in QB; hence λνηii = λi. So
λνmi = λνm+1i for any m with 0 ≤ m < ηi and δγ¯0 = δxγ¯0 =
λνi − λiγ¯0 = 0, a contradiction.
Remark 4.2. If A is a repetitive covering self-injective algebra, A 
B̂/G and B = k, then A = kQ/J2, where Q is the oriented cycle
1→ ν1 → ν21 → · · · → νη1−11 → 1
and J is the ideal generated by the arrows. In this case H1A is well
known: H1A = k2 if ν1 = 1 and k is a ﬁeld of characteristic 2, and
H1A = k otherwise [6, Propositions 2.3, 2.4].
From now on we assume that B is not the trivial k-algebra k. This means
that the set of vertices Q0 has at least two elements, since Q has no oriented
cycles.
Lemma 4.3 [14]. Let A be a basic, connected ﬁnite-dimensional algebra,
and let e1     en be a complete set of primitive orthogonal idempotents,
n > 1. For any δ ∈ DerA there exists an inner derivation δx such that
δ− δxei = 0 for all i = 1     n
Proof. Let δ A→ A be a derivation. Then
δei = δeiei = eiδei + δeiei
= eieiδei + δeiei + eiδei + δeieiei
= eiδei + δeiei + 2eiδeiei (1)
For any pair i j with i 
= j, we have
0 = δeiej = eiδej + δeiej (2)
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Let x = ∑nj=1 ejδej. Then δxei = eix − xei = eiδei − ∑nj=1 j 
=i ej
δejei − eiδeiei. By (2), we have δxei = eiδei +
∑n
j=1j 
=i ejejδei −
eiδeiei = δei − eiδeiei.
Hence it sufﬁces to show that eiδeiei = 0, which follows from (1).
In fact, (1) implies 2eiδeiei = 0, and so eiδeiei = 0 if chark 
= 2. In
the case where chark = 2, (1) shows that δei = eiδei + δeiei; hence
eiδeiei = 0 by multiplying ei from the left.
We denote by DernA = δ ∈ DerA  δei = 0 for all i the subspace
of normalized derivations and InnnA = DernA ∩ InnA.
Corollary 4.4.
H1A  DernA/InnnA
and InnnA = δx  x =
∑n
i=1 λiei + y y ∈ ⊕iei radAei.
Proof. By the previous lemma we have H1A  DernA/InnnA.
Let δx ∈ InnnA for x ∈ A. Then 0 = δxei = eix − xei for all i. So
x =∑ni=1 eix =∑ni=1 eixei =∑ni=1 λiei + y for some y ∈ ⊕iei radA ei.
The proof of the following proposition is a special case of [21, Proposition
1.7].
Proposition 4.5. Let A be a repetitive covering self-injective algebra, let
F  B̂→ A be a Galois covering with the Galois group G = νc
B̂
, c 
= 0, as in
Theorem 2.4, and assume that B is schurian. Then, for any arrow α i→ j in
QA, dimk eiAej = 1.
Corollary 4.6. Let A be a repetitive covering self-injective algebra, let
F  B̂→ A be a Galois covering with the Galois group G = νc
B̂
, c 
= 0, as in
Theorem 2.4, and assume that B is schurian. If δ ∈ DernA then δα = λαα
for any arrow α ∈ QA1 and some λα ∈ k.
Proof. Let δ ∈ DernA. Since δ is a derivation, for any arrow
α ∈ QA1 we have δα = δesααetα = esαδαetα. By the previous
proposition dimk esαAetα = 1, so δα = λαα.
Remark 4.7. Given δ ∈ DernA and a path γ = α1 · · ·αr with αi arrows
in QA,
δγ¯ =
r∑
i=1
α1 · · ·αi−1δαiαi+1 · · ·αr =
( r∑
i=1
λαi
)
γ¯
Let A be a repetitive covering self-injective algebra, let F  B̂ → A be a
Galois covering with the Galois group G = νc
B̂
, c 
= 0, as in Theorem 2.4,
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and assume that B is schurian. Let p0 be a ﬁxed maximal path in kQB from
i to j. We deﬁne a k-linear map L DernA → k as
Lδ =
c−1∑
m=0
λm
where δp0βp0m = λmp0βp0m.
Theorem 4.8. The map L induces a surjective group morphism
H1A L̂→ k→ 0
Proof. First we will show that LInnA = 0. Let δx be an inner deriva-
tion with x = ∑µiei + y, y ∈ radA. Since p0βp0m are maximal paths,
then
δxp0βp0m = p0βp0mx− xp0βp0m = µνm+1i − µνmip0βp0m
So λm = µνm+1i − µνmi, and Lδx =
∑c−1
m=0 λm = µνci − µi = 0 since
νci = i. Hence L induces a morphism L̂ H1A → k.
Let δ be the derivation deﬁned in Theorem 4.1. Then δp0βp0m = 0
for any m with 0 < m < c, because δ1 − eA = 0. Moreover,
δp0βp00 = p0βp00, because, if c > 1 or c = 1, p0βp00 ∈ eA1− e
or p0βp00 ∈ eIe, respectively. Then L̂δ = 1. So L̂ is surjective.
Now we will prove several lemmas that will be used in the proof of the
main theorem of this section.
Recall that if p is a maximal path in kQB that goes through the vertex i
in QB0, we write p = p−p+ for some subpaths p− p+ with tp− = i =
sp+.
Let δ ∈ DernA, i ∈ QB0, and let p be a maximal path going through
i. Denote by λimp the element in k such that
δp+βpmp−m+ 1 = λimp p+βpmp−m+ 1
Lemma 4.9. If p, q are maximal paths going through i, then λimp =
λ
im
q for any m with 0 ≤ m < c.
Proof. By Proposition 3.5(iv) we have
p+βpmp−m+ 1 = µq+βqmq−m+ 1
for some 0 
= µ ∈ k. So
δp+βpmp−m+ 1 = µδq+βqmq−m+ 1
that is,
λ
im
p p+βpmp−m+ 1 = λimq µq+βqmq−m+ 1
Sincep+βpmp−m+ 1 
= 0 (seeRemark 2.16) we have λimp = λimq .
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So we may denote λim = λimp for any maximal path p going through i.
Remark 4.10. If L is the map deﬁned in Theorem 4.8, then
L̂δ =
c−1∑
m=0
λm =
c−1∑
m=0
λ
sp0m
p0 =
c−1∑
m=0
λsp0m
Lemma 4.11. For any i j ∈ QB0,
∑c−1
m=0 λ
im =∑c−1m=0 λjm.
Proof. Since QB is connected it is enough to show that the assertion
holds whenever there exists an arrow α i → j. Let p be a maximal path
containing the arrow α, that is, p = p1αp2. Now we claim that λα0 = λαc.
In fact, αc ∈ eνciAeνcj = eiAej and dimk eiAej = dimk eiBej = 1 by
Proposition 4.5. Then αc = µα0 for some 0 
= µ ∈ k, and δαc =
µδα0 = λα0αc, while δαc = λαcαc. Therefore it follows that
c−1∑
m=0
λim =
c−1∑
m=0
λ
im
p =
c−1∑
m=0
λαm + λp2m + λp1m+1
= λα0 +
c−1∑
m=0
λp2m + λp1m+1 + λαm+1 − λαc
=
c−1∑
m=0
λp2m + λp1m+1 + λαm+1
=
c−1∑
m=0
λ
jm
p =
c−1∑
m=0
λjm
Let QB I be a presentation of B and recall the following construc-
tion from [18, 1.2]. Let k+ be the underlying additive group of the ﬁeld
k, and let C0B I k+ be the set of all k+-valued functions on QB0.
Let Z1B I k+ be the set of all k+-valued functions f on QB1 such
that
∑s
i=1 f αi =
∑t
j=1 f βj whenever there exists a minimal relation
ρ =∑mi=1 λiwi such that w1 = α1α2 · · ·αs and w2 = β1β2 · · ·βt .
We have an exact sequence of abelian groups,
0→ k+ d0→ C0B I k+ d1→ Z1B I k+ p→ Homπ1QB I k+ → 0
where d0m QB0 → k+ is the constant function with value m; the map
d1g QB1 → k+ is deﬁned by d1gα = gtα − gsα, and pf  ∈
Homπ1QB I k+ is deﬁned by pf α#11 · · ·α#tt  =
∑t
i=1 #if αi.
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Theorem 4.12. Let A be a repetitive covering self-injective algebra, let
F  B̂ → A be a Galois covering with the Galois group G = νc
B̂
, c 
= 0, as
in Theorem 2.4, and assume that B is schurian. Then we have the following
exact sequence of abelian groups:
0→ k+ d0→ C0B I k+ d1→ Z1B I k+ h→ H1A L̂→ k→ 0
Proof. We ﬁrst deﬁne the group morphism h Z1B I k+ → H1A.
Let QA be the ordinary quiver of A whose description was given in
Proposition 3.4. Let f ∈ Z1B I k+, and extend f to paths by writ-
ing f α1 · · ·αm =
∑m
i=1 f αi for αi ∈ QB1. We deﬁne a k-linear map
δf  A→ A as
δf ei = 0 for i ∈ QA0
δf αm = f ααm for αm ∈ QA1 0 ≤ m < c
δf βpm = −f pβpm for βpm ∈ QA1 0 ≤ m < c
and, for any path γ = γ1 · · ·γs, γi ∈ QA1,
δf γ¯ =
s∑
i=1
γ1 · · ·γi−1δf γiγi+1 · · ·γs
To see that δf is well deﬁned we have to check the minimal relations
described in Proposition 3.5. If γ1 = µγ2 in B with 0 
= µ ∈ k, then
f γ1 = f γ2 by the deﬁnition of Z1B I k+. So
δf γ1m = f γ1γ1m = f γ2γ1m = f γ2µγ2m = µδf γ2m
If q1 and q2 are paths in kQB̂ having the same supplement γm+ 1, say
q1γm+ 1 = αs · · ·αtβp1mα1 · · ·αs′γm+ 1
q2γm+ 1 = δr · · · δlβp2mδ1 · · · δr ′γm+ 1
where p1 p2 ∈ P, γ is a path in kQB, s′ < s, r ′ < r, and 0 ≤ m < c − 1,
then
δf q1 =
( t∑
i=s
f αi − f p1 +
s′∑
i=1
f αi
)
q1
δf q2 =
( l∑
i=r
f δi − f p2 +
r ′∑
i=1
f δi
)
q2
Observe that the last equalities are also true for m + 1 = c. In fact,
given α i → j in QB1, αc ∈ eνciAeνcj = eiAej and dimk eiAej =
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dimk eiBej = 1, by Proposition 4.5. Then αc = µα0, 0 
= µ ∈ k, and
δf αc = µδf α0 = µf αα0 = f ααc.
Now,
α1 · · ·αs′γαs · · ·αt = λ1p1 δ1 · · · δr ′γδr · · · δl = λ2p2
imply that
s′∑
i=1
f αi +
t∑
i=s
f αi − f p1 = −f γ =
r ′∑
i=1
f δi +
l∑
i=r
f δi − f p2
So q1 = µq2 implies that δf q1 = −f γq1 = −f γµq2 = µδf q2.
Clearly δf is a derivation. Now we deﬁne h Z1B I k+ → H1A as
follows: hf  = δf  ∈ H1A. To ﬁnish the proof we only have to show
that the sequence
C0B I k+ d1→ Z1B I k+ h→ H1A L̂→ k
is exact because the exactness in the other places follows from [18, 1.2] and
Theorem 4.8.
(i) h · d1 = 0 since hd1g = δd1g for g ∈ C0B I k+, and we
will show that δd1g = δx with x =
∑
i∈QB0
∑c−1
m=0 gieνmi. Since we are
working with derivations it is enough to show that δd1gα = δxα for any
α ∈ QA1. Now, for any m with 0 ≤ m < c,
δd1gαm = d1gααm
= gtα − gsααm
= αmx− xαm = δxαm
since sαm = νmsα and tαm = νmtα. For any m with 0 ≤
m < c,
δd1gβpm = −d1gpβpm
= −gtp − gspβpm
= βpmx− xβpm = δxβpm
since sβpm = νmtp, tβpm = νm+1sp, and tβpc − 1 =
νcsp = sp. Hence δd1g ∈ InnA.
(ii) Let f ∈ Z1B I k+ with hf  = 0. Then δf  = 0, so δf = δx
for some x =∑ni=1 λiei + y ∈ A with y ∈ ⊕iei radA ei (see Corollary 4.4).
Deﬁne g ∈ C0B I k+ by gei = λi for all i ∈ QB0. Then, for any arrow
α in QB,
δf α0 = f αα0 = δxα0 = λtα − λsαα0 + α0y − yα0
Since α0y − yα0 ∈ rad2A and α0 
∈ rad2A, we have f α = λtα −
λsα = d1gα. So f = d1g.
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(iii) L̂ · h = 0 since
L̂ · hf  = L̂δf  =
c−1∑
m=0
λm
where for any m with 0 ≤ m < c,
λmp0βp0m = δf p0βp0m = f p0 − f p0p0βp0m = 0
(iv) Let δ ∈ H1A be such that L̂δ = 0. Then ∑c−1m=0 λm = 0,
where δp0βp0m = λmp0βp0m. Hence, it follows from Remark 4.10
and Lemma 4.11 that
∑c−1
m=0 λ
im = 0 for any i ∈ QB0. Let
x = ∑
i∈QB0
c−1∑
m=1
(m−1∑
r=0
λi r
)
eνmi
and let p be any maximal path in kQB such that p = p−p+ with tp− =
i = sp+. For any m with 0 ≤ m < c − 1, we have
δxp+βpmp−m+ 1 = p+βpmp−m+ 1x− xp+βpmp−m+ 1
=
( m∑
r=0
λi r −
m−1∑
r=0
λi r
)
p+βpmp−m+ 1
= λimp+βpmp−m+ 1
Observe that if m+ 1 = c, then
δxp+βpc − 1p−c = p+βpc − 1p−cx− xp+βpc − 1p−c
=
(
−
c−2∑
r=0
λi r
)
p+βpc − 1p−c
= λi c−1p+βpc − 1p−c
since νci = i and ∑c−1r=0 λi r = 0. So
δp+βpmp−m+ 1 = δxp+βpmp−m+ 1
Since δ = δ− δx, we may assume that δp+βpmp−m+ 1 = 0 for
any maximal path p and any m with 0 ≤ m < c.
Given any arrow α in QB, let p = p1αp2 be a maximal path containing
α. Then
δαp2βpmp1m+ 1 = 0 = δp2βpmp1αm+ 1
and p2βpmp1αm+ 1 
= 0 
= αp2βpmp1m+ 1 implies that
λαm+λp2m+λβpm+λp1m+1 = 0=λp2m+λβpm+λp1m+1+λαm+1
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where δp2m = λp2mp2m and δp1m + 1 = λp1m+1p1m + 1
(see Remark 4.7). So λαm = λαm+1, and therefore λαm = λα0 for
any m with 0 ≤ m < c. Since this holds for any arrow α in QB we get
λβpm = −λp0 for any p ∈ P and m with 0 ≤ m < c.
Let f  QB1 → k+ be the function deﬁned by f α = λα0. Hence
δ = δf , and we claim that f ∈ Z1B I k+. In fact, given a minimal relation
ρ = ∑mi=1 λiwi, w1 and w2 are two paths of positive length in kQB sharing
starting and terminal points. Then w1 = µw2 for some 0 
= µ ∈ k because
B is schurian. Suppose w1 = α1 · · ·αs and w2 = β1 · · ·βr . Then δw1 =
µδw2; that is,
r∑
i=1
λαi0w1 = µ
s∑
i=1
λβi0w2
But w1 
= 0 implies that
∑r
i=1 λαi0 =
∑s
i=1 λβi0. So, by the deﬁnition of
f ,
∑r
i=1 f αi =
∑s
i=1 f βi.
Corollary 4.13. Let A be a repetitive covering self-injective algebra, let
F  B̂ → A be a Galois covering with the Galois group G = νc
B̂
, c 
= 0, and
assume that B is schurian. Then
0→ Homπ1QB I k+ → H1A → k+ → 0
is an exact sequence of abelian groups.
Corollary 4.14. If B is simply connected, then H1A = k.
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