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In this paper, we establish a decomposition theorem for polyharmonic functions and
consider its applications to some Dirichlet problems in the unit disc. By the decomposition,
we get the unique solution of the Dirichlet problem for polyharmonic functions (PHD
problem) and give a uniﬁed expression for a class of kernel functions associated with the
solution in the case of the unit disc introduced by Begehr, Du and Wang. In addition,
we also discuss some quasi-Dirichlet problems for homogeneous mixed-partial differential
equations of higher order. It is worthy to note that the decomposition theorem in the
present paper is a natural extension of the Goursat decomposition theorem for biharmonic
functions.
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1. Introduction
In the classical theory of complex analysis, it is well known that harmonic functions are intimately connected with an-
alytic functions. That is, for any real harmonic function, one can ﬁnd an analytic function such that the harmonic function
becomes its real part. In other words, any real harmonic function can be decomposed as a sum of an analytic function and
its conjugate function which is an antianalytic function. The idea is simple but subtle and important because it constructs
a bridge linking the two kinds of functions so that they can be mutually applied. In fact, the mutual applications are suc-
cessfully realized in the classical theory of one complex variable. In what follows, one can ﬁnd that the idea is valid for the
generalized analogues of harmonic functions which are called polyharmonic functions. Of course, analytic functions should
also be generalized. It is fortunate that some generalized analogues for analytic functions have already been introduced by
the contribution from many mathematicians (see [2,19] and references there).
Usually, analytic functions are deﬁned by Cauchy–Riemann operator ∂z = 12 ( ∂∂x + i ∂∂ y ) and harmonic functions are de-
ﬁned by Laplace operator  = 4∂z∂z , where ∂z = 12 ( ∂∂x − i ∂∂ y ) is the adjoint operator of the Cauchy–Riemann operator [17].
Different generalizations for the Cauchy–Riemann operator yielded many generalized analogues such as generalized ana-
lytic functions, polyanalytic functions and metaanalytic functions etc. [2,19]. Especially, polyanalytic functions are deﬁned
by operators ∂nz (n 2). By iterating the Laplace operator, one can deﬁne so-called polyharmonic functions by operators 
n
(n  2) [1,2]. The simplest polyharmonic functions are biharmonic functions which are deﬁned as 2u (= u) = 0 in
some domain. Historically, many investigations for the extension of harmonic functions are about biharmonic functions. Of
course, there are also a lot of works on n-analytic and on n-harmonic functions. We mainly refer readers to two of them:
the preeminent work [14] given by Goursat and Vekua’s excellent paper [20] about the Dirichlet problem for biharmonic
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functions which indicates that the idea stated in the beginning of the present paper is valid for biharmonic functions. Using
Goursat’s decomposition formula, in [20], Vekua developed one method to construct an approximative solution of the bihar-
monic Dirichlet problem in a simply connected domain with a simple closed Jordan curve satisfying the Lyapunov condition
as its boundary.
In recent time, a large number of investigations on various boundary value problems (simply, BVPs) for polyanalytic
functions, metaanalytic functions have widely been published, refer to papers [6,9,10,12,21,22] and references there. How-
ever, the investigations on Dirichlet problems for polyharmonic functions (simply, PHD problems) just appeared in recent
two years [3,4,7]. All of these works are based on two kinds of methods: one is called iterating method by making use
of the so-called poly-Cauchy operator [6,9], the other is called reﬂection method in terms of Schwarz symmetric extension
principle and the decomposition theorems for polyanalytic functions and polyharmonic functions due to Begehr, Du and
Wang [4,9]. In [9], Du and Wang established a beautiful decomposition theorem for polyanalytic functions such that BVPs
for polyanalytic functions can be easily transformed to BVPs for analytic functions while the theory of the latter is com-
pletely developed [13,15,16]. Further, in [4], Begehr, Du and Wang also obtained a decomposition theorem for polyharmonic
functions by the decomposition theorem for polyanalytic functions. In fact, these decomposition theorems have appeared in
the book [2] of Balk in some implicit forms. Just using the decomposition theorem, in [4], Begehr, Du and Wang studied
a Dirichlet problem for polyharmonic functions in the unit disc by the reﬂection method. They found that the problem is
uniquely solvable and the solution is closely connected with a sequence of kernel functions with some elegant properties.
However, explicit expressions for all kernel functions are not yet attained although the kernel functions exist and satisfy
certain inductive relations.
In the present paper, we develop a new decomposition theorem for polyharmonic functions which is an extension of the
Goursat decomposition theorem for biharmonic functions. With a view to the usual decomposition for harmonic functions,
our decomposition theorem for polyharmonic functions is more natural than one established by Begehr, Du and Wang.
By our decomposition theorem, we give a uniﬁed expression for the kernel functions appeared in [4]. Moreover, we will
also consider some quasi-Dirichlet problems for homogeneous mixed-partial differential equations of higher order in the
unit disc.
It is different from the usual manner (see [1,2]). In what follows, we always use polyharmonic operators (∂z∂z)n (n 1)
to deﬁne polyharmonic functions, in particular, ∂z∂z is the harmonic operator. In addition, the main analytic branch of
log z is always chosen in the complex plane cut along the negative real axis with log1 = 0. Without special statement, all
functions are complex-valued in the present paper.
2. Decomposition for polyharmonic functions
For simplicity, in what follows, we always suppose that Ω is a simply connected (bounded or unbounded) domain in the
complex plane with smooth boundary ∂Ω . If f ∈ C2n(Ω) is real-valued and satisﬁes polyharmonic equation (∂z∂z)n f = 0
in Ω , then f is called an n-harmonic function in Ω , concisely, a polyharmonic function. As usual, if f ∈ Cn(Ω) satisﬁes
polyanalytic equation ∂nz f = 0 in Ω , then f is called an n-analytic function in Ω , concisely, a polyanalytic function [2]. As
in [4], the set of polyanalytic (polyharmonic) functions of order n in Ω is simply denoted by Hn(Ω) (Harn(Ω)). Especially,
H1(Ω) (Har1(Ω)) is the set of all analytic (harmonic) functions in Ω . Sometimes we need to consider HarCn (Ω) = { f + ig:
f , g ∈ Harn(Ω)} consisting of all complex polyharmonic functions of order n in Ω . Moreover, H(Ω) denotes the set of all
Hölder continuous functions in Ω .
In addition, we introduce the function spaces H j1,z0 (Ω) = {ϕ ∈ H1(Ω): ϕ(k)(z0) = 0, z0 ∈ Ω, 0 k < j} and Π
j
1,z0
(Ω) =
{ic(z − z0) j: c ∈ R, z, z0 ∈ Ω}, where R denotes the set of all real numbers and j = 0,1,2, . . . . Obviously, for j > 1,
H j1,z0(Ω) is the set of all analytic functions which have at least jth order zero at z0 ∈ Ω whereas H01,z0(Ω) = H1(Ω). Of
course, Π j1,z0 (Ω) ⊂ H
j
1,z0
(Ω) ⊂ H1(Ω). If ϕ, ϕ˜ ∈ H j1,z0(Ω) and ϕ − ϕ˜ ∈ Π
j
1,z0
(Ω), then we say that ϕ and ϕ˜ are equivalent
and write that ϕ ∼ j ϕ˜ . Moreover, deﬁne ∼ =⋃ j ∼ j , that is, f ∼ g if f ∼ j g for some j ∈ N. Especially, for example,
0 ∼ j ic(z − z0) j for any nonzero c ∈ R.
With these preliminaries, the following decomposition fact for polyharmonic functions holds.
Lemma 2.1. Let Ω be a simply connected (bounded or unbounded) domain in the complex plane with smooth boundary ∂Ω . If f ∈
Harn(Ω), then for any z0 ∈ Ω , there exist functions f j ∈ H j1,z0(Ω), j = 0,1, . . . ,n − 1, such that
f (z) = 2
{
n−1∑
j=0
(z − z0) j f j(z)
}
, z ∈ Ω, (2.1)
where  denotes the real part. The above decomposition expression of f is unique in the sense of the equivalence relation ∼, more
precisely, ∼ j for f j . That is, if (2.1) also holds for f̂ j ∈ H j (Ω), j = 0,1, . . . ,n − 1, then f̂ j ∼ j f j , j = 0,1, . . . ,n − 1.1,z0
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tion.
As a basic fact of real harmonic function, (2.1) is obvious for n = 1.
Suppose that (2.1) holds for n − 1 (n > 2), i.e., for any fn−1 ∈ Harn−1(Ω) and z0 ∈ Ω ,
fn−1(z) = 2
{
n−2∑
j=0
(z − z0) j fn−1, j(z)
}
, z ∈ Ω, (2.2)
where fn−1, j ∈ H j1,z0(Ω), j = 0,1, . . . ,n − 2. Therefore, for any fn ∈ Harn(Ω) and z0 ∈ Ω , since (∂z∂z) fn ∈ Harn−1(Ω),
(∂z∂z) fn(z) = 2
{
n−2∑
j=0
(z − z0) j gn−1, j(z)
}
, z ∈ Ω, (2.3)
holds for some gn−1, j ∈ H j1,z0(Ω), j = 0,1, . . . ,n − 2.
For 1 j  n − 1, deﬁne
fn, j(z) = j−1
z∫
z0
gn−1, j−1(ζ )dζ, z ∈ Ω. (2.4)
One shall ﬁnd that deﬁnition (2.4) is reasonable since gn−1, j−1 ∈ H1(Ω) and Ω is simply connected. Thus ∂z fn, j =
j−1gn−1, j−1. Further, set
f˜n(z) = 2
{
n−1∑
j=1
(z − z0) j fn, j(z)
}
, z ∈ Ω. (2.5)
By straight calculation, we have (∂z∂z)( fn − f˜n) = 0, that is, fn − f˜n is a usual harmonic function. So there exists an analytic
function fn,0 such that fn − f˜n = 2{ fn,0}. Hence, (2.1) follows from the last equality and (2.5).
For the uniqueness, set
2
{
n−1∑
j=0
(z − z0) j f j(z)
}
= 0,
taking operators (∂z∂z) j ( j = 1,2, . . . ,n − 1) acting on its both sides, we get
[∂ jz f j]= 0.
So ∂ jz f j ≡ ic j , c j is some real constant. Therefore, f j ∼ j 0, j = 0,1, . . . ,n − 1. 
Remark 2.1. If we set F (z) =∑n−1j=0(z − z0) j f j(z), we easily ﬁnd F ∈ Hn(Ω) by trivial calculation or the decomposition
theorem for polyanalytic functions [9], and (2.1) can be rewritten as follows
f (z) = F (z) + F (z), z ∈ Ω. (2.6)
So (2.6) is certainly a natural extension of the decomposition from harmonic functions to polyharmonic functions at least
in this form, and is also the exact version of the weak decomposition theorem appeared in [4]. However, (2.1) is the exact
version of the decomposition theorem there.
Remark 2.2. For any z0 ∈ Ω , let Harn(Ω, z0) denote the n-dimensional real vector space {( f0(z), f1(z), . . . , fn−1(z)):
f j ∈ H j1,z0(Ω), z ∈ Ω, 0  j  n − 1} and Harn(Ω) = {Harn(Ω, z0): z0 ∈ Ω}. Thus Lemma 2.1 shows that Harn(Ω) and
Harn(Ω, z0) are isomorphic as real vector spaces. In this sense, we call f j (∈ H j1,z0(Ω)) the analytic jth decomposition
component of the polyharmonic function f at z0. And we also call Harn(Ω, z0) the decomposition space for polyharmonic
functions at z0 or (n, z0)-harmonic space and Harn(Ω) n-harmonic space cluster, respectively.
Remark 2.3. If we write f j(z) = (z − z0) jh j(z), h j ∈ H1(Ω), then
f (z) = 2
{
n−1∑
|z − z0|2 jh j(z)
}
, z ∈ Ω. (2.7)j=0
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sition form whereas (2.7) Balk decomposition form. One will ﬁnd that the Goursat decomposition form plays an important
role in the calculation of kernel functions, see Corollary 2.1 below.
Following all above facts, we immediately get the following decomposition theorem for polyharmonic functions.
Theorem 2.1 (Decomposition theorem). IfΩ is a simply connected (bounded or unbounded) domain in the complex plane with smooth
boundary ∂Ω , then
Harn(Ω) = 2
{
n−1∑
j=0
⊕
(z − z0) j(H/Π) j1,z0(Ω)
}
, (2.8)
where (H/Π) j1,z0 (Ω) denotes the set of all equivalence classes about ∼ j , j = 0,1, . . . ,n−1, and
∑n−1
j=0
⊕
a j := a0 ⊕a1 ⊕· · ·⊕an−1
denotes the direct sum of a0,a1, . . . ,an−1 .
Moreover, from the proof of Lemma 2.1, we have
Corollary 2.1. Let the sequence of functions { fn} deﬁned in Ω satisfy
1. f1 is a harmonic function in Ω , i.e., f1 ∈ Har1(Ω);
2. (∂z∂z) fn = fn−1 in Ω for n > 1.
Then fn ∈ Harn(Ω) for n > 1, and
∂z fn, j = j−1 fn−1, j−1, 1 j  n − 1, (2.9)
where fn, j is the analytic jth decomposition component of the n-harmonic function fn. It must be noted that (2.9) holds in the sense
of the equivalence relation ∼. More precisely, ∼ j for fn, j and ∼ j−1 for fn−1, j−1 , j = 1,2, . . . ,n − 1.
Remark 2.4. Corollary 2.1 provides a fundament to our calculation in what follows about kernel functions appeared in [4].
3. Homogeneous mixed-partial differential equations of higher order
In view of the decomposition theorems for polyharmonic functions and polyanalytic functions, we can obtain the com-
plete solutions for homogeneous higher order mixed-partial equations (∂mz ∂
n
z ) f (z) = 0, z ∈ Ω , where m,n > 1 and m 	= n.
In order to do so, let Πn denote the set of all complex polynomials of degree at most n. We deﬁne another equivalence
relation n as follows:
If f − g ∈ Πn for f , g ∈ H1(Ω), then f n g.
In addition, we set =⋃n n , that is, f  g if f n g for some n ∈ N.
Lemma 3.1. Let f ∈ Hn(Ω), then for any z0 ∈ Ω ,
f (z) =
n−1∑
j=0
(z − z0) j f j(z), z ∈ Ω, (3.1)
where f j ∈ H1(Ω), j = 0,1, . . . ,n − 1. The decomposition (3.1) is unique.
Proof. It follows from the decomposition theorem for polyanalytic functions [9]. 
Remark 3.1. From Lemma 3.1 or the decomposition theorem for polyanalytic functions [9], we know that Hn(Ω) and
Hn(Ω) = {( f0(z), f1(z), . . . , fn−1(z)): f j ∈ H1(Ω), z ∈ Ω, j = 0,1, . . . ,n − 1} are isomorphic as complex vector spaces. So
we call f j in (3.1) the analytic jth decomposition component of the polyanalytic function f . We also call Hn(Ω) n-analytic
space or the decomposition space for polyanalytic functions.
As in [4], Hn(Ω) denotes the set of all functions satisfying ∂nz f (z) = 0, z ∈ Ω . Since ∂z f = ∂z f , similarly or directly
following from Lemma 3.1, we also get
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f (z) =
n−1∑
j=0
(z − z0) j f j(z), z ∈ Ω, (3.2)
where f j ∈ H1(Ω), j = 0,1, . . . ,n − 1. The decomposition (3.2) is unique.
By the above lemmas and Theorem 2.1, we have
Theorem 3.1. If f ∈ Cm+n(Ω) satisﬁes (∂mz ∂nz ) f (z) = 0, z ∈ Ω , where m,n > 1 and m 	= n, then for any z0 ∈ Ω ,
1. as m > n,
f (z) = 2
{
n−1∑
k=0
(z − z0)kϕk(z)
}
+ 2i
{
n−1∑
k=0
(z − z0)kϕ̂k(z)
}
+ (z − z0)n
m−n−1∑
l=0
l!
(n + l)! (z − z0)
lϕ˜l(z), z ∈ Ω, (3.3)
where ϕk, ϕ̂k ∈ Hk1,z0(Ω) and ϕ˜l ∈ H1(Ω);
2. as m < n,
f (z) = 2
{
m−1∑
s=0
(z − z0)sψs(z)
}
+ 2i
{
m−1∑
s=0
(z − z0)sψ̂s(z)
}
+ (z − z0)m
n−m−1∑
t=0
t!
(m + t)! (z − z0)
tψ˜t(z), z ∈ Ω, (3.4)
where ψs, ψ̂s ∈ Hs1,z0(Ω) and ψ˜t ∈ H1(Ω). (3.3) and (3.4) are unique in the sense of equivalence relations ∼ and , more
precisely, ∼k for ϕk, ϕ̂k and ∼s for ψs, ψ̂s whereas n−1 for all ϕ˜l and m−1 for all ψ˜t .
Proof. We only prove (3.3). Similarly (3.4) follows. As m > n, from (∂mz ∂
n
z ) f (z) = 0, z ∈ Ω , we know that (∂z∂z)n f ∈
Hm−n(Ω). So by Lemma 3.2,
(∂z∂z)
n f (z) =
m−n−1∑
l=0
(z − z0)lφl(z), z ∈ Ω, (3.5)
where φl ∈ H1(Ω). Let
ϕ˜l(z) =
z∫
z0
ζn−1∫
z0
· · ·
ζ1∫
z0
φl(ζ )dζ dζ1 · · ·dζn−1, z ∈ Ω, (3.6)
and
f2(z) =
m−n−1∑
l=0
l!
(n + l)! (z − z0)
lϕ˜l(z), z ∈ Ω, (3.7)
obviously, ∂nz ϕ˜l(z) = φl(z), z ∈ Ω . Furthermore,
(∂z∂z)
n[(z − z0)n f2(z)]= m−n−1∑
l=0
(z − z0)lφl(z), z ∈ Ω. (3.8)
Therefore, by (3.5) and (3.8), f − (z − z0)n f2 ∈ HarCn (Ω). Thus
f (z) − (z − z0)n f2(z) = 2
{
n−1∑
k=0
(z − z0)kϕk(z)
}
+ 2i
{
n−1∑
k=0
(z − z0)kϕ̂k(z)
}
 f1(z), z ∈ Ω, (3.9)
where ϕk, ϕ̂k ∈ Hk (Ω). So (3.3) follows from (3.7) and (3.9).1,z0
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f1(z) + (z − z0)n f2(z) = 0, z ∈ Ω, (3.10)
where f1 is given by (3.9) and f2 is given by (3.6) and (3.7), then, applying the operators ∂n+lz ∂nz (l = 0,1, . . . ,m − n − 1)
to (3.10), we get
∂nz ϕ˜l(z) = φl(z) ≡ 0, z ∈ Ω, (3.11)
for 0 lm − n − 1. So ϕ˜l ∈ Πn−1 Ω denotes the set of all complex polynomials of degree at most n restricted to Ω , that
is, ϕ˜l n−1 0. This is just the uniqueness of ϕ˜l in the sense of equivalence relation n−1. Thus f2(z) = 0 follows from (3.11)
and then f1(z) = 0 by (3.10), in which z ∈ Ω . So the equivalence uniqueness of ϕk, ϕ̂k are given by Theorem 2.1. 
Only using Lemmas 3.1 and 3.2, we also get
Theorem 3.2. If f ∈ Cm+n(Ω) satisﬁes (∂mz ∂nz ) f (z) = 0, z ∈ Ω , where m,n > 1 and m 	= n, then for any z0 ∈ Ω ,
f (z) =
n−1∑
p=0
(z − z0)pμp(z) +
m−1∑
q=0
(z − z0)qνq(z), (3.12)
where μp, νq ∈ H1(Ω). (3.12) is unique in the sense of equivalence relation  for μp and νq. More precisely, m−1 (n−1) for μp
while νq(μp) is unique, p = 0,1, . . . ,n − 1, q = 0,1, . . . ,m − 1.
Proof. Using Lemmas 3.1 and 3.2, the proof is similar to the one of Theorem 3.1. 
Remark 3.2. If we set
f3(z) = 2
{
m−1∑
s=0
(z − z0)sψs(z)
}
+ 2i
{
m−1∑
s=0
(z − z0)sψ̂s(z)
}
, (3.13)
f4(z) =
n−m−1∑
t=0
t!
(m + t)! (z − z0)
tψ˜t(z), (3.14)
f5(z) =
n−1∑
p=0
(z − z0)pμp(z), f6(z) =
m−1∑
q=0
(z − z0)qνq(z), (3.15)
where z ∈ Ω , then
f (z) = f1(z) + (z − z0)n f2(z), m > n, (3.16)
f (z) = f3(z) + (z − z0)m f4(z), m < n, (3.17)
f (z) = f5(z) + f6(z), (3.18)
where f1(z), f2(z) are given by (3.9) and (3.7). Obviously, f1(z), f3(z) are complex polyharmonic functions, f2(z), f6(z)
are anti-polyanalytic functions and f4(z), f5(z) are polyanalytic functions. So we call the decompositions (3.16) and (3.17)
harmonic decompositions whereas the decomposition (3.18) is canonical decomposition.
Let Mm,n(Ω) = { f ∈ Cm+n(Ω): (∂mz ∂nz ) f (z) = 0, z ∈ Ω}, especially, M0,n(Ω) = Hn(Ω) and Mn,0(Ω) = Hn(Ω) as well as
Mn,n(Ω) = HarCn (Ω). Indeed, we have proved
Theorem 3.3.
Mm,n(Ω) = HarCn (Ω) ⊕ (z − z0)nHm−n(Ω) (m > n), (3.19)
Mm,n(Ω) = HarCm(Ω) ⊕ (z − z0)mHn−m(Ω) (m < n), (3.20)
Mm,n(Ω) = Hn(Ω) ⊕ Hm(Ω). (3.21)
All the decompositions (3.19)–(3.21) are understood in the sense of equivalence relations ∼ and .
It is very interesting and useful to look for the decomposition of a certain class of functions and it will play an important
role in many problems. In sequent sections, in view of some basic points of linear algebra, one shall ﬁnd that it is very useful
what we have done in the last and in the present sections.
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From now on, let Ω = D which is the unit disc in the complex plane, ∂D is its boundary, i.e., the unit circle in the
complex plane.
4.1. The case of HarCn (D)
In [4], Begehr, Du and Wang considered the following Dirichlet problem for polyharmonic functions (PHD problem): ﬁnd
a function w ∈ HarCn (D) satisfying the Dirichlet type boundary value conditions[
(∂z∂z)
j w
]+
(t) = γ j(t), t ∈ ∂D, 0 j < n, (4.1)
where γ j ∈ H(∂D) denotes the set of all Hölder continuous functions on ∂D for 0  j < n. By the reﬂection method,
they have found that the PHD problem (4.1) is uniquely solvable and its unique solution is connected with a sequence
{gn(z, τ )}∞n=1 of real-valued functions of two variables deﬁned on D × ∂D which are called kernel functions of the solution
(simply, kernel functions).
By induction, they guessed and stated that the kernel functions have the following properties:
1. (∂z∂z)g1(z, τ ) = 0 and (∂z∂z)gn(z, τ ) = gn−1(z, τ ) for n > 1;
2. limz→t, |t|=1, |z|<1 12π i
∫
∂D
γ (τ )g1(z, τ )
dτ
τ = γ (t) for any γ ∈ H(∂D);
3. limz→t, |t|=1, |z|<1 12π i
∫
∂D
γ (τ )g2(z, τ )
dτ
τ = 0 for any γ ∈ H(∂D);
4. limz→t, |t|=1, |z|<1 gn(z, τ ) = 0 uniformly holds for τ ∈ ∂D, n > 2.
Then they also gave the unique solution in the form
w(z) =
n∑
k=1
1
2π i
∫
∂D
γk−1(τ )gk(z, τ )
dτ
τ
. (4.2)
So their ﬁnal work is looking for some method to calculate the kernel functions. Though the kernel functions satisfy some
certain induction relation (see property 1), the method used in [4] is complicated. All calculations are done up to g6(z, τ ).
In the present section, we will develop a method to calculate all kernel functions on the basis of Corollary 2.1.
Unfortunately, only from the above properties 1–4, the kernel functions are not uniquely deﬁned. In fact, there is another
property of the kernel functions, namely,
5. gn(z, τ ) ∈ C2n(D) as a function of z with ﬁxed τ ∈ ∂D and gn(z, τ ), ∂z gn(z, τ ), ∂z gn(z, τ ) ∈ C(D × ∂D), n = 1,2, . . . .
Indeed, all above facts also hold when all H(∂D) are replaced by C(∂D) (see [5]). In the latter case, we call real-valued
functions gn(z, τ ) deﬁned on D × ∂D and satisfying the above properties 1–5 kernel functions.
By Lemma 2.1 and Corollary 2.1, we get
Theorem 4.1. If {gn(z, τ )}∞n=1 is a sequence of kernel functions deﬁned on D × ∂D, i.e., {gn(z, τ )}∞n=1 fulﬁlls the above properties 1–5
with H(∂D) replaced by C(∂D), then, for n > 1, there exist functions gn,0(z, τ ), gn,1(z, τ ), . . . , gn,n−1(z, τ ) deﬁned on D × ∂D such
that
gn(z, τ ) = 2
{
n−1∑
j=0
z j gn, j(z, τ )
}
, z ∈ D, τ ∈ ∂D, (4.3)
with
∂z gn, j(z, τ ) = j−1gn−1, j−1(z, τ ), (4.4)
for 1 j  n − 1 and
∂kz gn, j(0, τ ) = 0 (4.5)
for 0 k j − 1 with respect to τ ∈ ∂D as well as
gn,0(z, τ ) = −
n−1∑
z− j gn, j(z, τ ). (4.6)
j=1
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g1(z, τ ) = 1
1− zτ +
1
1− zτ − 1 (4.7)
is the classical Poisson kernel of complex form. Such {gn(z, τ )}∞n=1 is unique. Moreover, the decomposition components gn, j(z, τ ) ∈
C(D × ∂D) satisfy gn, j(·, τ ) ∈ H j1,0(D) for ﬁxed τ ∈ ∂D and ∂z gn, j(z, τ ) ∈ C(D × ∂D), n = 1,2, . . . , j = 0,1, . . . ,n − 1.
Proof. At ﬁrst, we consider the existence of the sequence. By the classical theory of harmonic functions [17], the Poisson
kernel satisﬁes the properties which g1(z, τ ) fulﬁlls. So we can set
g1(z, τ ) = 1
1− zτ +
1
1− zτ − 1.
From the properties 1 and 5, gn(z, τ ) ∈ Harn(D) as a function of z with ﬁxed τ . Noting the properties 3–4, by Lemma 2.1
and Corollary 2.1, we get gn(z, τ ) in view of (4.3)–(4.6) by induction.
Next, we consider the uniqueness of the sequence. To do so, we need a fact: if some sequence {˜gn(z, τ )}∞n=1 of real
functions deﬁned on D × ∂D satisﬁes the properties 1, 3–5 and
2′ . limz→t, |t|=1, |z|<1 12π i
∫
∂D
γ (τ )˜g1(z, τ )
dτ
τ = 0 for any γ ∈ C(∂D), then g˜n(z, τ ) ≡ 0, n = 1,2 . . . .
In fact, by the property 5, since g˜1(z, τ ) is harmonic as a function of z ∈ D with ﬁxed τ ∈ ∂D, for any γ ∈ C(∂D),
h(z) = 1
2π i
∫
∂D
γ (τ )˜g1(z, τ )
dτ
τ
(4.8)
is also a harmonic function in D (see [5,11]) and can be continuously extended to D with vanishing boundary values by the
above property 2′ . By the property 1 and the maximal module principle of harmonic functions, h(z) ≡ 0, z ∈ D.
For any ﬁxed z ∈ D, set
(˜g1)z(τ ) = g˜1(z, τ ), (4.9)
then (˜g1)z is a function of τ on ∂D. From the property 5, we know that (˜g1)z ∈ C(∂D). Thus
1
2π i
∫
∂D
g˜21(z, τ )
dτ
τ
= 1
2π i
∫
∂D
(˜g1)z(τ )˜g1(z, τ )
dτ
τ
≡ 0, z ∈ D. (4.10)
Note that g˜1(z, τ ) is real, so g˜1(z, τ ) ≡ 0, z ∈ D, τ ∈ ∂D. Then, from the properties 1, 3–4, for any n 2, g˜n(z, τ ) is harmonic
as a function of z ∈ D with ﬁxed τ ∈ ∂D and
lim
z→t, |t|=1, |z|<1
1
2π i
∫
∂D
γ (τ )˜gn(z, τ )
dτ
τ
= 0 (4.11)
for any γ ∈ C(∂D), i.e., the property 2′ is valid for g˜n(z, τ ) while n  2. Since g˜n(z, τ ) are real, repeating the proof
for g˜1(z, τ ), we get g˜n(z, τ ) ≡ 0 for n  2. Hence, the uniqueness of the sequence {gn(z, τ )}∞n=1 follows from the above
fact.
Finally, it is easy to know that the properties of gn, j(z, τ ) follow from Corollary 2.1 and the same properties of g1,0(z, τ )
as well as (4.4)–(4.6). 
By Theorem 4.1, now we will calculate the kernel functions by induction. To do so, set
g1,0(z, τ ) = 1
1− zτ −
1
2
=
∞∑
k=1
(zτ )k + 1
2
, (4.12)
therefore
g1(z, τ ) = 2
{
g1,0(z, τ )
}= ∞∑
k=1
(
(zτ )k + (zτ )k)+ 1 = ∞∑
k=2
(
(zτ )k−1 + (zτ )k−1)+ 1. (4.13)
By (4.4)–(4.5),
g2,1(z, τ ) =
z∫
g1,0(ζ, τ )dζ =
∞∑
k=1
1
k + 1 z
k+1τ k + 1
2
z =
∞∑
k=2
1
k
zkτ k−1 + 1
2
z. (4.14)0
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g2,0(z, τ ) = −
[ ∞∑
k=2
1
k
(zτ )k−1 + 1
2
]
. (4.15)
Substituting (4.14)–(4.15) into (4.3), we get
g2(z, τ ) = −
(
1− |z|2)[ ∞∑
k=2
1
k
(
(zτ )k−1 + (zτ )k−1)+ 1]. (4.16)
By similar calculations, we can also get g3(z, τ ), g4(z, τ ), g5(z, τ ) as follows.
g3(z, τ ) =
(
1− |z|2)[ ∞∑
k=2
1
k2
(
(zτ )k−1 + (zτ )k−1)+ 1]
− 1− |z|
4
2!
[ ∞∑
k=2
1
k(k + 1)
(
(zτ )k−1 + (zτ )k−1)+ 1
2!
]
, (4.17)
g4(z, τ ) = −
(
1− |z|2){[ ∞∑
k=2
1
k3
(
(zτ )k−1 + (zτ )k−1)+ 1]− 1
2!
[ ∞∑
k=2
1
k2(k + 1)
(
(zτ )k−1 + (zτ )k−1)+ 1
2!
]}
+ 1− |z|
4
2!
[ ∞∑
k=2
1
k2(k + 1)
(
(zτ )k−1 + (zτ )k−1)+ 1
2!
]
− 1− |z|
6
3!
[ ∞∑
k=2
1
k(k + 1)(k + 2)
(
(zτ )k−1 + (zτ )k−1)+ 1
3!
]
, (4.18)
g5(z, τ ) =
(
1− |z|2){[ ∞∑
k=2
1
k4
(
(zτ )k−1 + (zτ )k−1)+ 1]− 1
2!
[ ∞∑
k=2
1
k3(k + 1)
(
(zτ )k−1 + (zτ )k−1)+ 1
2!
]
− 1
2!
[ ∞∑
k=2
1
k3(k + 1)
(
(zτ )k−1 + (zτ )k−1)+ 1
2!
]
+ 1
3!
[ ∞∑
k=2
1
k2(k + 1)(k + 2)
(
(zτ )k−1 + (zτ )k−1)+ 1
3!
]}
− 1− |z|
4
2!
{[ ∞∑
k=2
1
k3(k + 1)
(
(zτ )k−1 + (zτ )k−1)+ 1
2!
]
− 1
2!
[ ∞∑
k=2
1
k2(k + 1)2
(
(zτ )k−1 + (zτ )k−1)+ 1
2! · 2!
]}
+ 1− |z|
6
3!
[ ∞∑
k=2
1
k2(k + 1)(k + 2)
(
(zτ )k−1 + (zτ )k−1)+ 1
3!
]
− 1− |z|
8
4!
[ ∞∑
k=2
1
k(k + 1)(k + 2)(k + 3)
(
(zτ )k−1 + (zτ )k−1)+ 1
4!
]
. (4.19)
In order to get gn(z, τ ), we introduce a vertical sum
∑⎧⎪⎪⎨⎪⎪⎩
a1
a2
...
=: a1 + a2 + · · · + an. (4.20)
an
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g5(z, τ ) =
∑
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(1− |z|2)∑
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
[∑∞
k=2 1k4 ((zτ )
k−1 + (zτ )k−1) + 1]
− 12!
[∑∞
k=2 1k3(k+1) ((zτ )
k−1 + (zτ )k−1) + 12!
]
− 12!
[∑∞
k=2 1k3(k+1) ((zτ )
k−1 + (zτ )k−1) + 12!
]
1
3!
[∑∞
k=2 1k2(k+1)(k+2) ((zτ )
k−1 + (zτ )k−1) + 13!
]
− 1−|z|42!
∑⎧⎨⎩
[∑∞
k=2 1k3(k+1) ((zτ )
k−1 + (zτ )k−1) + 12!
]
− 12!
[∑∞
k=2 1k2(k+1)2 ((zτ )
k−1 + (zτ )k−1) + 12!·2!
]
1−|z|6
3!
[∑∞
k=2 1k2(k+1)(k+2) ((zτ )
k−1 + (zτ )k−1) + 13!
]
− 1−|z|84!
[∑∞
k=2 1k(k+1)(k+2)(k+3) ((zτ )
k−1 + (zτ )k−1) + 14!
]
.
In general, applying some vertical sums, we have
Theorem 4.2. For 1 j  n − 5, let Wn, j(z, τ ) be a vertical sum of the following form
∑
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∑
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
· · ·∑
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∑
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
[∑∞
k=2
dk−1(z,τ )
kn− j(k+1)···(k+ j−1) + 1j!
]
− 12!
[∑∞
k=2
dk−1(z,τ )
kn− j−1(k+1)2···(k+ j−1) + 1j!·2!
]
− 12!
[∑∞
k=2
dk−1(z,τ )
kn− j−1(k+1)2···(k+ j−1) + 1j!·2!
]
1
3!
[∑∞
k=2
dk−1(z,τ )
kn− j−2(k+1)2(k+2)2···(k+ j−1) + 1j!·3!
]
− 12!
∑⎧⎨⎩
[∑∞
k=2
dk−1(z,τ )
kn− j−1(k+1)2···(k+ j−1) + 1j!·2!
]
− 12!
[∑∞
k=2
dk−1(z,τ )
kn− j−2(k+1)3···(k+ j−1) + 1j!·2!·2!
]
1
3!
[∑∞
k=2
dk−1(z,τ )
kn− j−2(k+1)2(k+2)2···(k+ j−1) + 1j!·3!
]
− 14!
[∑∞
k=2
dk−1(z,τ )
kn− j−3(k+1)2(k+2)2(k+3)2···(k+ j−1) + 1j!·4!
]
...
(−1)n− j−4
(n− j−3)!
[∑∞
k=2
dk−1(z,τ )
k4(k+1)2···(k+ j−1)2(k+ j)···(k+n− j−4) + 1j!·(n− j−3)!
]
(−1)n− j−3
(n− j−2)!
[∑∞
k=2
dk−1(z,τ )
k3(k+1)2···(k+ j−1)2(k+ j)···(k+n− j−3) + 1j!·(n− j−2)!
]
− 12!
∑
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
· · ·∑
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∑
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
[∑∞
k=2
dk−1(z,τ )
kn− j−1(k+1)2···(k+ j−1) + 1j!·2!
]
− 12!
[∑∞
k=2
dk−1(z,τ )
kn− j−2(k+1)3···(k+ j−1) + 1j!·2!·2!
]
− 12!
[∑∞
k=2
dk−1(z,τ )
kn− j−2(k+1)3···(k+ j−1) + 1j!·2!·2!
]
1
3!
[∑∞
k=2
dk−1(z,τ )
kn− j−2(k+1)2(k+2)2···(k+ j−1) + 1j!·2!·3!
]
− 12!
∑⎧⎨⎩
[∑∞
k=2
dk−1(z,τ )
kn− j−2(k+1)3···(k+ j−1) + 1j!·2!·2!
]
− 12!
[∑∞
k=2
dk−1(z,τ )
kn− j−3(k+1)4···(k+ j−1) + 1j!·2!·2!·2!
]
1
3!
[∑∞
k=2
dk−1(z,τ )
kn− j−2(k+1)2(k+2)2···(k+ j−1) + 1j!·2!·3!
]
− 14!
[∑∞
k=2
dk−1(z,τ )
kn− j−3(k+1)2(k+2)2(k+3)2···(k+ j−1) + 1j!·2!·4!
]
...
(−1)n− j−4
(n− j−3)!
[∑∞
k=2
dk−1(z,τ )
k4(k+1)2···(k+ j−1)2(k+ j)···(k+n− j−4) + 1j!·2!·(n− j−3)!
]
...
...
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
...
...
(−1)n− j−6
(n− j−5)!
∑
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∑
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
[∑∞
k=2
dk−1(z,τ )
k6(k+1)2···(k+ j−1)2(k+ j)···(k+n− j−6) + 1j!·(n− j−5)!
]
− 12!
[∑∞
k=2
dk−1(z,τ )
k5(k+1)3···(k+ j−1)2(k+ j)···(k+n− j−6) + 1j!·(n− j−5)!·2!
]
− 12!
[∑∞
k=2
dk−1(z,τ )
k5(k+1)3···(k+ j−1)2(k+ j)···(k+n− j−6) + 1j!·(n− j−5)!·2!
]
1
3!
[∑∞
k=2
dk−1(z,τ )
k4(k+1)3(k+2)3···(k+ j−1)2(k+ j)···(k+n− j−6) + 1j!·(n− j−5)!·3!
]
− 12!
∑⎧⎨⎩
[∑∞
k=2
dk−1(z,τ )
k5(k+1)3···(k+ j−1)2(k+ j)···(k+n− j−6) + 1j!·(n− j−5)!·2!
]
− 12!
[∑∞
k=2
dk−1(z,τ )
k4(k+1)4···(k+ j−1)2(k+ j)···(k+n− j−6) + 1j!·(n− j−5)!·2!·2!
]
1
3!
[∑∞
k=2
dk−1(z,τ )
k4(k+1)3(k+2)3···(k+ j−1)2(k+ j)···(k+n− j−6) + 1j!·(n− j−5)!·3!
]
− 14!
[∑∞
k=2
dk−1(z,τ )
k3(k+1)3(k+2)3(k+3)3···(k+ j−1)2(k+ j)···(k+n− j−6) + 1j!·(n− j−5)!·4!
]
(−1)n− j−5
(n− j−4)!
∑
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
[∑∞
k=2
dk−1(z,τ )
k5(k+1)2···(k+ j−1)2(k+ j)···(k+n− j−5) + 1j!·(n− j−4)!
]
− 12!
[∑∞
k=2
dk−1(z,τ )
k4(k+1)3···(k+ j−1)2(k+ j)···(k+n− j−5) + 1j!·(n− j−4)!·2!
]
− 12!
[∑∞
k=2
dk−1(z,τ )
k4(k+1)3···(k+ j−1)2(k+ j)···(k+n− j−5) + 1j!·(n− j−4)!·2!
]
1
3!
[∑∞
k=2
dk−1(z,τ )
k3(k+1)3(k+2)3···(k+ j−1)2(k+ j)···(k+n− j−5) + 1j!·(n− j−4)!·3!
]
(−1)n− j−4
(n− j−3)!
∑⎧⎨⎩
[∑∞
k=2
dk−1(z,τ )
k4(k+1)2···(k+ j−1)2(k+ j)···(k+n− j−4) + 1j!·(n− j−3)!
]
− 12!
[∑∞
k=2
dk−1(z,τ )
k3(k+1)3···(k+ j−1)2(k+ j)···(k+n− j−4) + 1j!·(n− j−3)!·2!
]
(−1)n− j−3
(n− j−2)!
[∑∞
k=2
dk−1(z,τ )
k3(k+1)2···(k+ j−1)2(k+ j)···(k+n− j−3) + 1j!·(n− j−2)!
]
(−1)n− j−2
(n− j−1)!
[∑∞
k=2
dk−1(z,τ )
k2(k+1)2···(k+ j−1)2(k+ j)···(k+n− j−2) + 1j!·(n− j−1)!
]
(4.21)
with dk−1(z, τ ) = (zτ )k−1 + (zτ )k−1 , and let
Wn,n−4(z, τ ) =
∑
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
[∑∞
k=2
dk−1(z,τ )
k4(k+1)(k+2)···(k+n−5) + 1(n−4)!
]
− 12!
[∑∞
k=2
dk−1(z,τ )
k3(k+1)2(k+2)···(k+n−5) + 1(n−4)!·2!
]
− 12!
[∑∞
k=2
dk−1(z,τ )
k3(k+1)2(k+2)···(k+n−5) + 1(n−4)!·2!
]
1
3!
[∑∞
k=2
dk−1(z,τ )
k2(k+1)2(k+2)2···(k+n−5) + 1(n−4)!·3!
]
, (4.22)
Wn,n−3(z, τ ) =
∑⎧⎨⎩
[∑∞
k=2
dk−1(z,τ )
k3(k+1)(k+2)···(k+n−4) + 1(n−3)!
]
− 12!
[∑∞
k=2
dk−1(z,τ )
k2(k+1)2(k+2)···(k+n−4) + 1(n−3)!·2!
] , (4.23)
Wn,n−2(z, τ ) =
∞∑
k=2
dk−1(z, τ )
k2(k + 1)(k + 2) · · · (k + n − 3) +
1
(n − 2)! , (4.24)
Wn,n−1(z, τ ) =
∞∑
k=2
dk−1(z, τ )
k(k + 1)(k + 2) · · · (k + n − 2) +
1
(n − 1)! . (4.25)
If {gn(z, τ )}∞n=1 is a sequence of kernel functions deﬁned on D × ∂D, then
gn(z, τ ) = D1(z, τ ) + D2(z, τ ) + · · · + Dn−1(z, τ ), (4.26)
where D j(z, τ ) = (−1)n− j 1−|z|2 jj! Wn, j(z, τ ), j = 1,2, . . . ,n − 1. In all above formulae, by convention,
∏j
=ı (k + ) = 1 as ı > j .
Remark 4.1. Among all above formulae, g1(z, τ ), . . . , g5(z, τ ) are the same ones obtained by a different method in [4].
gn(z, τ ) is new. Carefully observing all above vertical sums Wn, j(z, τ ), j = 1,2, . . . ,n − 1, one may ﬁnd that the vertical
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sum
(−1)p−1
p!
∑
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(−1)q−1
q! α
∑
⎧⎪⎪⎪⎨⎪⎪⎪⎩
ε
− 12!ζ
− 12!ζ
1
3!ς
(−1)q
(q+1)!β
∑{
− 12!ω
(−1)q+1
(q+2)! μγ
(−1)q+2
(q+3)! νδ
, (4.27)
where α,β,μ,ν are 1 or 0, all of which are nonzero or only one of which is nonzero, the latter only happens when
j = n − 4,n − 3,n − 2,n − 1, 1 p  n − 4 and 0 q n − 4. However, ε, ζ,ς,,ω,γ , δ are sums of the form
∞∑
k=2
dk−1(z, τ )
km1(k + 1)m2(k + 2)m3 · · · (k + n − 2)mn−1 +
1
ϑ
, (4.28)
where m1,m2, . . . ,mn−1 are nonnegative integers satisfying
m1 m2  · · ·mn−1  0 and m1 +m2 + · · · +mn−1 = n − 1, (4.29)
whereas ϑ is a product of some factorials which takes on some evident regularity, i.e., ϑ is the product of j! and all
denominators of the coeﬃcients appearing before the vertical sum symbols and the sum which it belongs to. Moreover,
when α = β = γ = δ = 1, the multiplicities have the following sequential properties:
(1) From ε to ζ and  to ω, m1 decreases by 1 whereas m2 simultaneously increase by 1;
(2) From ζ to ς , m1 decreases by 1 whereas m3 simultaneously increase by 1;
(3) From ε to  ,  to γ and γ to δ, m1 decreases by 1 for each step whereas mq+1, mq+2 and mq+3 sequentially increases
by 1.
It must be noted that the new multiplicities also satisfy (4.29) all the same. In addition, for Wn, j(z, τ ), there are n− j−1
vertical sums as its summands in the outmost vertical sum. From the top down, these vertical sums respectively have
2n− j−3,2n− j−4, . . . ,2,1,1 summands of the form as (4.28). The above property (3) holds for the variance of the multi-
plicities about the ﬁrst summand of the form as (4.28) between two adjacent vertical sums and the coeﬃcients appearing
before the sum symbols are in turn 1,− 12! , . . . , (−1)
n− j−3
(n− j−2)! ,
(−1)n− j−2
(n− j−1)! . Interestingly, any one of these vertical sums has similar
structure and properties as the outmost vertical sum.
Just because of the above sequential properties of the multiplicities and the nice circulatory structure, we can sequentially
deﬁne Wn, j(z, τ ) as the vertical sum (4.21) only from the ﬁrst summand
∑∞
k=2
dk−1(z,τ )
kn− j(k+1)···(k+ j−1) + 1j! .
To prove Theorem 4.2, we need the following lemma.
Lemma 4.1. If {gn(z, τ )}∞n=1 is a sequence of kernel functions deﬁned on D × ∂D, then
gn, j(z, τ ) = (−1)n− j+1 1
j! W˜n, j(z, τ ), j =
{
1,2, . . . ,n − 1, n > 1,
0, n = 1, (4.30)
where gn, j(z, τ ) are the same ones in Theorem 4.1 and W˜n, j(z, τ ) are given by replacing all numerators dk−1(z, τ ) by zk+ j−1τ k−1
and all numerators 1 by z
j
2 in all summands as (4.28) of Wn, j(z, τ ). Thus
gn,0(z, τ ) =
{∑n−1
j=1 z− j(−1)n− j 1j! W˜n, j(z, τ ), n > 1,∑∞
k=2(zτ )k−1 + 12 , n = 1.
(4.31)
Proof. By (4.12) and (4.25) as well as the deﬁnition of W˜n, j(z, τ ), (4.30)–(4.31) holds for m = 1. That is, the claim of
Lemma 4.1 is true for m = 1. Suppose that the claim is also true for m = n − 1 (n > 2), by (4.4), (4.5) and the deﬁnition
of W˜n, j(z, τ ), for 1 j  n − 1,
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z∫
0
gn−1, j−1(ζ, τ )dζ = j−1
z∫
0
(−1)n− j+1 1
( j − 1)! W˜n−1, j−1(ζ, τ )dζ
= (−1)n− j+1 1
j! W˜n, j(z, τ ). (4.32)
By (4.6), we have
gn,0(z, τ ) =
n−1∑
j=1
z− j(−1)n− j 1
j! W˜n, j(z, τ ).
By induction method, the claim holds for all n ∈ N. 
Proof of Theorem 4.2. Noting the deﬁnitions of Wn, j(z, τ ) and W˜n, j(z, τ ), by (4.3), (4.30) and (4.31), we have
gn(z, τ ) = 2
{
n−1∑
j=0
z j gn, j(z, τ )
}
= 2
{
n−1∑
j=1
(−1)n− j 1
j!
(
z− j − z j)W˜n, j(z, τ )
}
=
n−1∑
j=1
(−1)n− j 1
j!
(
1− |z|2 j)Wn, j(z, τ ). (4.33)
Thus we complete the proof of Theorem 4.2. 
Remark 4.2. In view of Decomposition theorem 2.1, from the point of linear algebra, it is inevitable that the PHD problem
(4.1) is uniquely solvable. In fact, Theorem 2.1 tells us that general solutions (of course, polyharmonic functions) of ho-
mogeneous polyharmonic equation (∂z∂z)n f = 0 involve n arbitrary analytic functions f0, f1, . . . , fn−1. However, (4.1) are
just n independent conditions. Substituting (2.1) into (4.1), we get a linear system of n independent equations concerning
n undetermined elements f0, f1, . . . , fn−1 and their higher order derivatives up to n − 1. Usually, this system is uniquely
solvable from the knowledge of linear algebra. So the key is to develop some method to solve this system. In [4], a good
one, the so-called reﬂection method is used which transfers the problem into some equivalent Riemann boundary value
problems for analytic functions only given Hölder boundary data. In [5], using the properties of kernel functions gn(z, τ ),
Begehr, Du and Wang give a rather simple proof given continuous boundary data.
4.2. The case of Mm,n(D)
In the present section, we consider two kinds of quasi-Dirichlet type boundary value problems in the unit disc, one of
which is of the form: ﬁnd a function L(z) ∈ Mm,n(D) (m > n) fulﬁlling the boundary value conditions[
(∂z∂z)
j L
]+
(t) = γ j(t), 0 j < n, and
[
∂n+kz ∂nz L
]+
(t) = σk(t), 0 k <m − n, (4.34)
where t ∈ ∂D, γ j, σk ∈ C(∂D) for 0 j < n, 0 k <m − n.
By Theorem 3.1, since L ∈ Mm,n(D) (m > n), then
L(z) = 2
{
n−1∑
k=0
zkϕk(z)
}
+ 2i
{
n−1∑
k=0
zkϕ̂k(z)
}
+ zn
m−n−1∑
l=0
zlϕ˜l(z), z ∈ D, (4.35)
where ϕk, ϕ̂k ∈ Hk1,0(D) and ϕ˜l ∈ H1(D). So
(
∂n+kz ∂nz
)
L(z) =
m−n−1∑
l=k
(n + l)!
(l − k)! z
l−k∂nz ϕ˜l(z), z ∈ D, 0 km − n − 1. (4.36)
Note a simple fact, that is, if ϕ(z) ∈ H1(D) and ∂ϕ∂z ∈ C(D), then ϕ ∈ C(D). From (4.34), it follows that [∂ jz ϕ˜l]+(t) exists
for all 0 j  n, 0 lm − n − 1, t ∈ ∂D. Therefore,
m−n−1∑ (n + l)!
(l − k)! t
l−k[∂nz ϕ˜l]+(t) = σk(t), t ∈ ∂D, 0 km − n − 1. (4.37)
l=k
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X(t) =
⎛⎜⎜⎜⎜⎜⎜⎝
[∂nz ϕ˜0]+(t)
[∂nz ϕ˜1]+(t)
...
[∂nz ϕ˜m−n−2]+(t)
[∂nz ϕ˜m−n−1]+(t)
⎞⎟⎟⎟⎟⎟⎟⎠ , a(t) =
⎛⎜⎜⎜⎜⎜⎝
σ0(t)
σ1(t)
...
σm−n−2(t)
σm−n−1(t)
⎞⎟⎟⎟⎟⎟⎠ (4.38)
and
A(t) =
⎛⎜⎜⎜⎜⎜⎜⎝
n! (n + 1)!t · · · (m−2)!
(m−n−2)! t
m−n−2 (m−1)!
(m−n−1)! t
m−n−1
0 (n + 1)! · · · (m−2)!
(m−n−3)! t
m−n−3 (m−1)!
(m−n−2)! t
m−n−2
...
...
. . .
...
...
0 0 · · · (m − 2)! (m − 1)!t
0 0 · · · 0 (m − 1)!
⎞⎟⎟⎟⎟⎟⎟⎠ , (4.39)
then (4.37) becomes
A(t)X(t) = a(t). (4.40)
By Cramer rule, we get[
∂nz ϕ˜l
]+
(t) = det(Al(t))
n!(n + 1)! · · · (m − 1)! , (4.41)
where the matrix Al(t) is given by replacing the lth column of A(t) by a(t), 0 lm − n − 1. Let
Ξl(z) = 1n!(n + 1)! · · · (m − 1)!
1
2π i
∫
∂D
det(Al(τ ))
τ − z dτ , (4.42)
then
ϕ˜l(z) =
z∫
0
ζn−1∫
0
· · ·
ζ1∫
0
Ξl(ζ )dζ dζ1 · · ·dζn−1 +πl(z), (4.43)
where πl ∈ Πn−1, 0 lm − n − 1.
Let
L˜(z) = zn
m−n−1∑
l=0
zlϕ˜l(z), (4.44)
then L − L˜ ∈ HarCn (D) and[
(∂z∂z)
j(L − L˜)]+(t) = γ j(t) −m−n−1∑
l=0
(n + l)!
(n + l − j)! t
n+l− j∂ jz ϕ˜l(t), t ∈ ∂D, 0 j < n. (4.45)
So, from the last subsection,
L(z) − L˜(z) =
n∑
k=1
1
2π i
∫
∂D
gk(z, τ )
[
γk−1(τ ) −
m−n−1∑
l=0
(n + l)!
(n + l − k + 1)!τ
n+l−k+1∂k−1z ϕ˜l(τ )
]
dτ
τ
, (4.46)
where gk(z, τ ) are the kernel functions of the solution for the PHD problem (4.1). Therefore,
L(z) =
n∑
k=1
1
2π i
∫
∂D
gk(z, τ )
[
γk−1(τ ) −
m−n−1∑
l=0
(n + l)!
(n + l − k + 1)!τ
n+l−k+1∂k−1z ϕ˜l(τ )
]
dτ
τ
+ L˜(z). (4.47)
Note that by (4.41), from the theory of Dirichlet problem for analytic functions (see [15]), we know that (4.47) are all
solutions of (4.34) if and only if
1
2π i
∫
zdet Al(τ )
τ − z
dτ
τ
= 0, z ∈ D, 0 lm − n − 1. (4.48)∂D
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conditions[(
∂mz ∂
j
z
)
N
]+
(t) = χ j(t), 0 j < n, and
[
∂kz ∂
n
z N
]+
(t) = λk(t), 0 k <m, (4.49)
where t ∈ ∂D, χ j, λk ∈ C(∂D) for 0 j < n, 0 k <m.
By Theorem 3.2, we have the canonical decomposition
N(z) =
n−1∑
p=0
zpμp(z) +
m−1∑
q=0
zqνq(z), (4.50)
where μp, νq ∈ H1(D), 0 p < n, 0 q <m. Note that by (4.49), we have
n−1∑
p= j
p!
(p − j)! t
p− j[∂mz μp]+(t) = χ j(t), 0 j < n, (4.51)
and
m−1∑
q=k
q!
(q − k)! t
q−k[∂nz νq]+(t) = λk(t), 0 k <m. (4.52)
Set
b(t) =
⎛⎜⎜⎜⎝
χ0(t)
χ1(t)
...
χn−1(t)
⎞⎟⎟⎟⎠ , c(t) =
⎛⎜⎜⎜⎝
λ0(t)
λ1(t)
...
λm−1(t)
⎞⎟⎟⎟⎠ (4.53)
and
Y (t) =
⎛⎜⎜⎜⎝
[∂mz μ0]+(t)
[∂mz μ1]+(t)
...
[∂mz μn−1]+(t)
⎞⎟⎟⎟⎠ , Z(t) =
⎛⎜⎜⎜⎝
[∂nz ν0]+(t)
[∂nz ν1]+(t)
...
[∂nz νm−1]+(t)
⎞⎟⎟⎟⎠ (4.54)
as well as
B(t) =
⎛⎜⎜⎜⎜⎜⎝
1 t t2 · · · tn−1
0 1 2t · · · (n − 1)tn−2
...
...
. . .
...
...
0 0 · · · (n − 2)! (n − 1)!t
0 0 · · · 0 (n − 1)!
⎞⎟⎟⎟⎟⎟⎠ , C(t) =
⎛⎜⎜⎜⎜⎜⎝
1 t t2 · · · tm−1
0 1 2t · · · (m − 1)tm−2
...
...
. . .
...
...
0 0 · · · (m − 2)! (m − 1)!t
0 0 · · · 0 (m − 1)!
⎞⎟⎟⎟⎟⎟⎠ , (4.55)
then (4.51) and (4.52) become
B(t)Y (t) = b(t), C(t)Z(t) = c(t). (4.56)
So [
∂mz μp
]+
(t) = det Bp(t)
1!2! · · · (n − 1)! ,
[
∂nz νq
]+
(t) = detCq(t)
1!2! · · · (m − 1)! , (4.57)
where Bp(t),Cq(t) have the same meanings as Al(t) in (4.41).
Let
Θp(z) = 1
1!2! · · · (n − 1)!
1
2π i
∫
∂D
det Bp(τ )
τ − z
dτ
τ
(4.58)
and
Λq(z) = 1
1!2! · · · (m − 1)!
1
2π i
∫
detCq(τ )
τ − z
dτ
τ
, (4.59)∂D
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μp(z) =
z∫
0
ζm−1∫
0
· · ·
ζ1∫
0
Θp(ζ )dζ dζ1 · · ·dζm−1 + κp(z), (4.60)
νq(z) =
z∫
0
ζn−1∫
0
· · ·
ζ1∫
0
Λq(ζ )dζ dζ1 · · ·dζn−1 + ξq(z), (4.61)
where κp ∈ Πm−1, ξq ∈ Πn−1. Note that by (4.57), substituting (4.60) and (4.61) into (4.50), from the theory of Dirichlet
problem for analytic functions, we get all solutions (4.50) of the boundary value problem (4.49) if and only if
1
2π i
∫
∂D
zdet Bp(τ )
τ − z
dτ
τ
= 0, 1
2π i
∫
∂D
zdetCq(τ )
τ − z
dτ
τ
= 0, (4.62)
in which z ∈ D, 0 p  n − 1, 0 qm − 1.
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