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El sistema de Poole: un estudio formal 
Sílvia B. Lerner• 
1. Introducción. 
Con el auge de la Inteligencia Artificial comenzaron a proliferar, a partir de la 
década de los 80, sistemas cuyo objetivo es reconstruir formalmente el 
razonamiento revocable. Los sistemas de Poole y Reiter se inscriben en esta 
vertiente. 
El estudio metateórico de los sistemas para razonamiento revocable condujo 
a Gabbay, Makinson y otros a definir propiedades debilitadas como la monotonía 
cauta, la monotonía racional, etc.: propiedades positivas mínimas esperables en 
sistemas no-monótonos. 
En el presente trabajo proponemos algunas definiciones alternativas y 
ofrecemos pruebas que evidencian ventajas comparativas del sistema de Poole. 
2. La propiedad de monotonía cauta y sus dificultades 
En su trab~io 'QeiJ.e!lli Theory pf C!llllu!aftve Inference' Makinson adopta la 
caraterización de Gabbay de la propiedad de monotoiÚa cauta (en adelante MC) en 
su versión unitaria y finitaria. Su defirución es la siguiente: 
Sir 1- X y r f-y' entonces r u{y} f-x 
donde r es un conjunto de fórlll.ulas x e y son fórmulas y f- es una relación de 
consecuencia no-monótona. 
El objetivo de Makinson es definir una relación de consecuencia finitaria 
acumulativa que cumple reflexidad, M C y transitividad acumulativa. 
Como ejemplo negativo ite "Sistema que no cumple MC (y por ende no· 
proporciona una relación de consecuencia acumulativa), Mokinson propone el 
sistema de Lógica Default de Reiter. El contraeJemplo que exhibe (que involucra 
default normales) es el siguiente: 
fl.1 : D 1 ={:Mp ;pvq:M-,p} 
p -.p 
\V¡= 0 
fl.2 D2 = D¡ 
W2={pvq} 
* Universidad de Buenos Aires. 
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La teoría !1.1 tiene una única extensión E1 , a saber, Cn( {p }). Claramente, p v 
q pertenece a E1• Pero .., p no puede pertenecer a dicba extensión, Pues resultaría 
inconsistente.. Por otro lado, la segunda regla default no puede activarse para 
generar una segunda extensión, pues su prerrequisito no pertenece a W1• En cambio 
!1.2 (obtenida agregando a ll.¡ una consecuencia suya) posee dos extensiones: 
Cn({p}) y Cn({-,p,q}). 
Esto muestra, argumenta Makinson, que MC no se cumple en el sistema 
Default. No se cumple en el caso de que consideremos que el conjunto de teoremas 
es el conjunto intersección de todas las extensiones (lo cuál resulta obvio), ni 
tampoco en el caso de que elijamos una extensión; Pues si elegimos la 
E,=(Cn({-.p;q})), p no pertenece a E,. 
Pero parece demasiado fuerte pedir que en cualquier extensión elegida se 
cumpla la propiedad de MC para afirmar que la relación de consecuencia cumple 
MC. Pues entonces se diluye la diferencia con el caso 'intersección' (pedir que x 
pertenezca a cualquier extensión elegida es pedir que pertenezca a todas). Y no 
parece ser el ~entido en el que Reiter está pensando los elementos de sus 
extensiones. Dice Reiter: "Cualquier extensión (tal) será interpretada como un 
conjunto ac.ept&ble. de creencias que pueden sostenerse acerca del mundo 
incompletamente especificado W''1• 
Mientras que Me Dermott y Doyle, dice Reiter, introducen la noción de 
teorema de una teoría no-monótona como la intersección de todos los puntos fijos 
de esa teoría, él prefiere no adoptar ese punto de vista. La teoría de la prueba que 
desarrolla "no es para teorematicidad sino para 'credibilidad', Por ésto queremos 
significar una teoría de la prueba tal que, dada una fórmula )3, determine si existe o 
no una extensión que contenga a J3, en lugar de determinar si J3 está en todas¡ las 
extensiones"2. 1 
De estas afirmaciones parece desprenderse que Reiter considera a las 
extensiones de una teoría como conjuntos alternativos de creencias (para las que la 
denominación de 'teoremas' le resulta seguramente demasiado fuerte). 
En este sentido una fórmula (interpretada como creencia) es consecuencia de 
una teoría si pertenece a alguna extensión. Y, según esta interpretación, el sistema 
1 · de.Reiter cumpliría MC (en el ejemplo de Makinson, E1 se preserva en !1.2). 
Del análisis anterior se desprende que nociones como la de teorernaticidad y 
sus propiedades se complejizan en teorías con múltiples extensiones. No basta 
decir que x es consecuencia de r; hay que establecer, por ejemplo, si en todas o 
1Reiter, R: • ALogic for DefaultReasoning', p.88 
2Reiter, R; oh. cit. p. 44. 
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algunas de sus extensiones. No alcanza con afirmar que x e y son consecuencia de 
r; puede ser necesario determinar si x e y pertenecen o no a la misma el>.'tensión. 
3. Tipos de MC 
Caraterizaciones útiles de M C surgen al establecer la condición de que x e y 
pertenezcan a la misma extensión3• Introduciremos dos definiciones: 
l. Monotonía ultracauta (MUC) 
SI r r.-x y r r.-Y, 
E. E. 
entonces 3 E. ( r u {y} r-x ) 
E. 
Est¡t. propiedad establece que si x e y son consecuencias no-monótonas de r que 
pertenecen a la misma extensión, entoncé.S. x pertenece a alguna· ~-tensión de la 
teoría amplíada r u {y}. 
2. Monotonía cauta fuerte (MCF}, 
SI r r-x y r r.-y, entonces V Et(ru {y} r-x) 
r;., E. E, 
Esta propiedad establece que si x e y son consecuencias no-monótonas de r que 
pertenecen a la misma el>."tensión, entonces x pertenece a toda extensión de la teoría 
amplíada r u {y}. 
4. El sistema de Poole 
En su artículo de 1988 'A Lógical Framework for Default Reasoning', D. Poole 
presenta una propuesta para reconstruir el razonamiento revocable que se 
diferencia de propuestas similares en no apelar a cambios de lógica. La lógica es1a 
clásica de primer orden, Pues ' ... antes que ser un problema con la lógica, la no-
monotonía es un problema acerca de cómo la lógica se usa' .• 
El objetivo de Poole es constmir un formalismo que refleje la explicación de 
hechos a partir de hipótesis en el m¡¡rco de una teoría. Poole ve al razonamiento · 
hipotético como un caso paradigmático de razonamiento. default. 
El sistema co11:1ta de tres conjuntos categorialmente diferentes, que se 
suponen provistos por el usuario: 
F es tii1 conjunt¡¡ de 'fórmulas cerradas llamadas 'hechcs'. Se supone que F es 
consistente. Las fórmulas de F se interpretan como verdaderas (no son 
cuestionables en el sistema). 
!1 es un conjunto de fórmulas (posiblemente abiertas) llamadas 'hipótesis 
posibles'. Cualquier instancia fundada de un elemento de !1 puede ser utilizada en 
3Jm caso de que x-e y pertenezcan a extensiones diferentes, no se cumplen las propiedades (ni es deseable que lo 
hagan). . 
"Foo1e, D, 1988, pag 28. 
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una e~:plicación si resulta consistente con los hechos y restricciones. Los elementos 
de L1 constituyen matrices productoras de instancias. 
e es un conjunto (posiblemente vacío) de fórmulas cerradas llamadas 
'restricciones'. Las restricciones constituyen un expediente para bloquear 
instancias de Li's en casos particulares no deseados. Los elementos de e no pueden 
cumplir una función inferencia!; sólo inhibitoria. 
Definición 1: Un escenario de F,Ll,e es un conjunto D v F donde D es un 
conjunto de instancias fundadas de elementos de Ll tal que D V F V e es 
consistente. 
Definición 2: Si x es una fórmula cerrada, una explicación de x a partir de F,Li, e 
es un escenario de F,Ll,e que implica (deductivamente) a x. 
Es decir, x es explicable a partir de F,Li, e si existe un conjunto D de instancias 
fundadas de elementos de L1 tal que: 
1) DvF ~ x 
2) D V F V e es consistente 
Definición 3: Una eJ>.1ensión de F,Li,e es el conjunto de consecuencias lógicas de 
un escenario maximal de F,Li,e. 
El siguiente teorema conecta la noción de pertenencia a una extensión éon la de ser 
deducible a partir de un escenario consistente con e: 
Teorema 1: x es explicable si y sólo si x está en alguna extensión.' 
5. Propiedades formales del sistema de Poole. Comparación con el sistema 
Default de Reiter , 
Para el análisis formal del sistema de Poole entenderemos ' f- ' como la relaJión 
de explicabilidad que él caracteriza, investigando si dicha relación cumple o no con 
los análogos (en términos de explicabilidad) de las propiedades definidas en la 
sección 3. 
Teorema 2: La relación de explicabilidad cumple MUC6 
En símbolos: 
SI 
'véase la prueba del teorema de Poole, D, 1988, p.30. 
entonces 3 Ek( Ll, F, {y} f- x ) 
E, 
~os limitaremos a probar el teorema para teorias sin restricciones. La prueba puede extenderse fádlmente a 
teorías -con restricciones. 
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Prueba: 
l. 
2. 
O sea, 
3. 
4. 
AF!--y 
E. 
J¡: eCn(DuF) 
y eCn(DuF) 
Y por lo tanto 
5. D uF f- X 
6. D uF f- y 
por hipótesis. 
por hipótesis. 
para algún conjunto maximal D de instancias 
fundadas de 11 (por def. de 
extensión) 
para algún conjunto maximal Dde instancias 
fundadas de 11 (por def. de 
extension} 
7. D u F es consistente (por def. de escenario) 
Sea ahora Á F', donde F' es Fu {y}. Entonces 
& .. D v Fu {y} es escenario .. de 11, E',. P.ues. 
9. D es un conjunto de instancias de 11 
10. D u F u {y} es consistente. 
Pues si D uF u {y} fuera inconsistente, siendo D u F consistente (por 1), deberla. 
cumplirse 
ll .. DuF f-•Y 
Pero 6. y 11. incumplirian que D u F es inconsistente, contradiciendo 7. Además 
12. D uF u {y} f- x (de 5. por monotonía de f-) 
Luego, . 
13. Á F' 1--x en Cn(D u Fu {y}) (de 12. y S.) 
Que es lo que queríamos demostrar. 
Teorema 3: Sea una teoría Á F y sean x e y explicables en E,, extensión de Á F. 
Entonces E, es también extensión de Á F, {y}. 
Por teorema 2 
l. D uF u {y} es escenario de A F, {y}, 
Además, 
2. D u F u {y} es escenario maximal de 11, F, {y}, pues si no lo fuese, D uF 
no sería escenario maximal de Á F. 
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Luego 
3. Cn (D uF u {y}) es extensión de ~ F, {y}. 
Pero 
4. Cn(D uF u {y})= Cn(D uF) si xs Cn(DuF) 
Por lo tanto, Cn(D uF u {y}) es extensión de~ F, {y} idéntica a E,. 
Teorema 4: El sistema Default cumple MUC. 
En su teorema 2. 6' Reiter prueba que si agregamos a una teoría cerrada un 
subconjunto de fórmulas de uoa extensión E de dicha teoría, entonces E es también 
uoa extensión de la teoría ampliada. Este resultado es más general que MUC y la 
implica (tomando como subconjunto de E un subconjunto unitario) ya que si E 
sigue siendo extensión de la nueva teoría, cada uno de sus elementos es 
consecuencia de la misma. 
Teorema 5: La relación de explicabilidad en teorías con una única extensión 
cumpleMCF. 
En simbolos: Si I'J., F tiene una única extensión E1 , entonces si : 
!J., F f- x y ~ F f- y , entonces V E. (!J., F, {y} f- x ) 
E, E, E. 
Prueba: 
l. ~Ff-x 
E, 
2. ~F f-y 
E, 
O sea, 
3. x s E1 = Cn ( Dj uF) 
de !J., F (una teoría 
escenario maximal) 
4. y s E1 = Cn ( Dj uF) 
de !'J., F 
Y por lo tanto 
5 .. Dj uF 1- X 
6. Dj uF !-y 
7. Dj u F es consistente 
por hipótesis. 
por hipótesis. 
dónde Dj u F es el único escenario maximal 
con uoa sóla extensión tiene un único 
dónde Dj u F es el único escenario maximal 
(por def. de escenario) 
~ 7Reiter, R ob. cit, p. 92 
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Sea ahora Á, F, {y} y sea Ek = Cn (Dk v F v {y}) una eA1:ensión cualquiera de 
Á, F, {y}. Probaremos que Ek = E1 
En efecto. 
8. Dk v F v {y} es escenario maxímal de i:>., F, {y} (por definición de 
extensión) 
Entonces 
9. Dk es un conjunto de instancias de /:,. (por definición de escenario) 
10. Dk v F es consistente (pues Dk v Fu {y} es consistente, por ser 
escenario de Á, F. {y}) 
11. Dk v Fes escenario de i:>., F (de 9. y 10. por definición de escenario) 
Además 
12. Dk v F es escenario maxima1 de Á, F. Pues supongamos que no lo fuese, 
entonces existiria un conjunto DI de instancias fundadas de /:,. tal que 
13. Dk v DI v F es escenario rnaximal y por ende es consistente. 
Pero 
14. Dk v DI v F v {y} es inconsistente (por 8.) 
Es decir 
15. Hkv DI uF f--, y (por 13. y 14.) 
Pero 
16. Dj = Dk v DI (Pues Dj v Fes el úníco escenario maximal de Á, F 
por hipótesis) 
Entonces 
17. Dj v F f- -, y (de 15 .. y 16.) 
Luego 
18 .. Dk v F es escenario ~mal de Á, F (de 6. 7. y 17. por contradicción) Osea ------. 
19.Dk=Dj 
Por lo tanto 
20. Cn (Dj v F) = Cn (Dj v F v {y}) (por 6. ) 
Es decir 
21. E¡ =Ek 
En síntesis, toda e"1:ensión de i:>., F, {y} es también e"1:ensión de Á, F. Como i:>., F 
tiene una única extensión, A, F, {y} tiene una única extensión, idéntica a E1• Por lo 
tanto, el teorema 4 se cUlJ:!Ple trivialmente en teorías con una única extensión. 
El sistema Default de Reiter no cumple MCF, ni siquiera en teorías con una 
sóla extensión. El contraejemplo de Makinson constituye justamente una muestra 
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del incumplimiento de esta propiedad. Dtcho ejemplo no puede, evidentemente, 
reproducirse en el sistema de Poole .. Su traducción sería la siguiente: 
DI p 
D2 (pvq).....,}-,p 
C! .., p .....,} .., DI 
C2 -,-,p.....,}-,D2 
F 0 
El mecanismo de Poole permite que la teoría originaria 1'1, F, C arriba 
definida genere dos extensiones; es decir, permite activar los dos defa¡¡lt (a 
diferencia de Reiter, en donde el prerrequisito p v q impide la aparición de una 
segunda extensión). Esto excluye el caso corno contraejemplo, ya que la teoría 
posee más de una extensións. 
El sistema de Poole no cumple MCF en teorías con múltiples extensiones. El 
siguiente constituye un contraejemplo: 
D 1 Los vampiros son peligrosos 
D2 Los murciélagos vuelan y no son peligrosos ni agresivos .. 
Fl Los vampiros son murciélagos. 
F2 Drácula es vampiro 
Sí extendemos la teoría anterior agregando 
F3 Drácula no es agresivo (que es explicable en una extensión de la 
teoría original) 
'Dracula no es pelígroso' que pertenece a la misma extensión ~u e F3, no es 
el.:plicable en toda nueva extensión. 
Teorema 6: Si una teoría 1'1, F tiene una única eA1ensión E, y además y es 
e:-.:plicable en 1'1, F, entonces 1'1, .F, {y} tiene tantbién una única eA1ensión idéntica a 
E 
Prueba: se sigue inmediatamente por el teorema 3 y el teorema 5. 
6, Conclusiones 
El sistema de Poole constituye un sistema fácilmente implementable, que no 
recurre a cambios de lógica: sólo utiliza lógica estándar. La no-monotonía, que en 
la mayoría de los sistemas para razonamiento revocable afecta a la relación de 
8Poole señala en -su trabajo algunas dtficultades del sistema de Reiter que el suyo soluciona, y que también están 
relacionadas con la rigidez de los prerrequisitos. que impiden -extraer inferenctas deseables. 
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consecuencia, se traslada en éste a la relación de explicabilidad, preservando así a 
la lógica clásica. 
El análisis formal efectuado permite garantizar un adecuado comportamiento 
del sistema en casos en que otros sistemas, como el de Reiter, ~ben 
consecuencias indeseables. 
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