This paper focuses on WPA and IEEE 802.11i protocols that represent two important solutions in the wireless environment. Scenarios where it is possible to produce a DoS attack and DoS flooding attacks are outlined. The last phase of the authentication process, represented by the 4-way handshake procedure, is shown to be unsafe from DoS attack. This can produce the undesired effect of memory exhaustion if a flooding DoS attack is conducted. In order to avoid DoS attack without increasing the complexity of wireless mobile devices too much and without changing through some further control fields of the frame structure of wireless security protocols, a solution is found and an extension of WPA and IEEE 802.11 is proposed. A protocol extension with three "static" variants and with a resource-aware dynamic approach is considered. The three enhancements to the standard protocols are achieved through some simple changes on the client side and they are robust against DoS and DoS flooding attack. Advantages introduced by the proposal are validated by simulation campaigns and simulation parameters such as attempted attacks, successful attacks, and CPU load, while the algorithm execution time is evaluated. Simulation results show how the three static solutions avoid memory exhaustion and present a good performance in terms of CPU load and execution time in comparison with the standard WPA and IEEE 802.11i protocols. However, if the mobile device presents different resource availability in terms of CPU and memory or if resource availability significantly changes in time, a dynamic approach that is able to switch among three different modalities could be more suitable.
INTRODUCTION
One of the greatest challenges to any organisation is securing its data against unauthorised access, particularly those organisations that use wireless network technologies to manage information.
Wireless networks offer organisations and user benefits such as portability, flexibility, increased productivity, and lower installation costs. However, risks are inherent in any technology. Some of the wireless risks are similar to those of wired networks, some are exacerbated, and some are new.
The most significant source of risks in wireless networks is the use of radio waves to transmit data. Radio waves move through the air and can be intercepted by any attacker with the appropriate equipment.
Security measures prevent and reduce the risk of unauthorised access into wireless network resources. On the other hand, these measures can reduce productivity, by creating additional processes and work.
In this context an extension to the authentication phase of Wi-Fi protected access (WPA) [1] [2] [3] [4] [5] and IEEE 802.11i [6, 7] is proposed in this paper. WPA and IEEE 802.11i represent, until now, two important solutions to security issues in wireless networks and they have been considered in our analysis. Some particular risk scenarios, where the 4-way handshake of the authentication phase of these two protocols can fail, is analysed. Specifically, we consider a previously proposed solution published in [8, 9] (solution I) but simulation results are added and more implementation details are provided. Then, a second solution (solution II), suggested but not tested by He and Mitchell, is also considered, and a third novel solution that tries to release memory at the mobile device is also investigated and compared with the previous solutions. Because these solutions are prefixed at the terminal, they are called static. These extensions to the standard protocols need just a few operations on the client side without introducing additional fields in the WPA and IEEE 802.11i protocol frame format. This permits the standard 2 EURASIP Journal on Wireless Communications and Networking protocols to be used and to avoid the possible issues of DoS attacks. Simulation results show the benefits introduced by these static solutions in terms of CPU and memory load. However, as experienced by simulation results, the best solution does not exist if one of these static approaches are used because mobile-devices can present different characteristics and resource availability. Thus, a dynamic resource-oriented approach is proposed (solution IV). This approach tries to take full advantage of the single solutions through a dynamic thresholds mechanism that is able to switch among the three previously analysed solutions. In order to implement this mechanism, just some modifications to the mobile device need to be performed such as a monitoring software that is able to account for the current CPU and memory load and a switching center that permits the 4-way handshake messages exchange modality to be changed in accordance with solutions I, II, and III.
The paper is organised as follows: Section 2 presents a brief overview of the work related to the security of wireless LAN; WPA and IEEE 802.11i are presented in Section 3; the 4-way handshake is introduced in Section 4; Section 5 presents some DoS and DoS flooding attack scenario during the 4-way handshake phase of the WPA/IEEE 802.11i; in Section 6 three static solutions to avoid DoS attacks are presented (two of them have been qualitatively and without simulations considered in [8, 9] ) and a fourth dynamic solution is proposed; FSA modelling is reported in Section 7; Section 8 presents the simulation results; finally the conclusions are summarised in the last section.
RELATED WORK
In the last few years the attention of industry and the academic world has been focused on security protocols over wireless networks and specifically on WLAN. A lot of authentication protocols, in particular EAP (extension access protocol), such as transport layer security (TLS), MD5, tunnelled TLS (TTLS), light extensive access protocol (LEAP), protected EAP (PEAP), SecureID, SIM, GTC, and AKA have been proposed in the literature [10] .
In order to offer data confidentiality equivalent to a wired network, the IEEE 802.11 standard [11] defined wired equivalent privacy (WEP). However, numerous researchers have shown that none of the data confidentiality, integrity, and authentication could be achieved through the intrinsic mechanism of this protocol [7, 12] .
WEP is based on a cryptography system that was alleged to offer privacy, authentication, and integrity.
A secret key K of 40 bits is shared by APs and clients of the wireless network and it is queued at an initialisation vector (IV) of 24 bits. The string, obtained by this process, is encrypted by RC4 in order to obtain the encoding key (key stream) of messages in clear.
The authentication process is only one-way (client-side). This means that only the client needs to be authenticated by the AP and not vice versa. This behaviour does not give guarantees about the network that the client is referring to.
WEP uses the RC4 algorithm that is well known to be unsafe if the same keys are used several times in it. The initialisation vector, applied to the RC4, is 24 bits and this determines the repetition of the keys after a while permitting a knownplaintext attack [13] . A further characteristics of WEP is the restarting of VI (or IV) if a packet collision occurs.
Another issue of WEP protocol is the manual distribution of keys over all AP stations. In this key management scheme, all clients of the same basic service set (BSS) use the same key, thereby reducing the privacy of the other users.
The authentication phase is not very safe because it makes use of the same key as the encryption in input to RC4 to authenticate the client. Another bad use of the mechanisms in WEP protocol is the integrity check through the CRC-32 algorithm. Cyclic redundancy check (CRC) is a noncryptographic function f that has the linearity property. This means that the function f is linear if f (a)XOR f (b) = f (aXORb). Details of CRC techniques can be found in [4] .
This linearity property can be used by the hackers to violate the integrity of packets.
All these security issues were analysed by the internet security, applications, authentication, and cryptography (ISAAC) of University of California and then, by three people (Fhurer et al.) in a famous paper [14] . The failure of WEP is due to the choice of the project managers in the security architecture deployment.
Although WEP fails to satisfy any security requirements, it is not practical to anticipate users to completely discard their devices with WEP already implemented. Hence, WiFi alliance proposed interim solution, called protected access (WPA), to ameliorate the vulnerabilities by reusing the legacy hardware. WPA adopts a temporal key integrity protocol (TKIP) for data confidentiality and the Michael algorithm, a weak keyed message integrity code (MIC), for improved data integrity under the limitation of the computation power available in the devices. Moreover, in order to detect replayed packets, WPA implements a packet sequencing mechanism by binding a monotonically increasing sequence number to each packet. In addition, WPA provides two improved authentication mechanisms. For more details about WPA, see [1] . Despite these security enhancements of WPA, a weakness is predestined since WPA appears owing to the limitations of reusing the legacy hardware. Although TKIP key-mixing function has stronger security than WEP key-scheduling algorithm, it is not so strong as expected [15] . Moreover, Michael algorithm is designed to provide only 20 bits (or possibly slightly more) of security in order to minimise the impact on the performance, which means an adversary can construct one successful forgery every 2 19 packets. Some countermeasures have been adopted [6] . However these countermeasures may allow DoS and DoS flooding attacks. In addition, the 802.1X authentication may be vulnerable to session hijacking and man-in-themiddle (MitM) attacks [2] . In order to provide an enhanced MAC layer security, IEEE 802.11i was proposed [6] . Under the assumption of upgrading the hardware, 802.11i defines a countermode/CBC-MAC protocol (CCMP) that provides strong confidentiality, integrity, and replay protection [16] . Moreover, an authentication process, combining the 802.1X authentication and key management procedures, is [8, 9] . This paper starting from the He and Mitchell's work focuses on the 4-way handshake procedure giving some implementation guide to simulate the DoS attacks on the WLAN networks and showing the performance degradations when DoS or DoS flooding attacks are led to the mobile devices. Moreover, a variant with memory release and a dynamic approach that tries to combine the different solutions analysed in this paper is proposed. In the following a brief overview of WPA and IEEE 802.11i and 4-way handshake will be given.
OVERVIEW OF WPA AND IEEE 802.11i
When the security bugs of WEP were outlined, it was clear that the big issue was to find a right solution to the security in a short time as possible. Wi-Fi alliance and the IEEE 802.11i agree with the need to develop a novel standard, able to overcome all the security bugs. This standard was the IEEE 802.11i [6] . However, this novel protocol would have caused an incompatibility with 200 million wireless devices around the world. Thus in order to resolve WEP bugs and to offer backward compatibility and a migration toward the IEEE 802.11i, the Wi-Fi protected access (WPA) has been proposed. Even if in June 2004 the more complete IEEE 802.11i was released; WPA represents till now the most used security standard. It resolves WEP bugs and offers a light-weight transition toward more complex security protocol such as 802.11i.
WPA arose as a solution to WEP inconsistency and it is considered one of the best security dynamic protocols; the novel standard IEEE 802.11i is also called WPA2 [16] .
Differently from the WEP, Wi-Fi protected access (WPA) implements a set of functions called robust security network association (RSNA) that offers a greater security level, authentication, and integrity check functions.
For data encryption, WPA uses the default temporary key integrity protocol (TKIP), maintaining backward compatibility through further WEP support.
TKIP makes four distinct enhancements to WEP (Table 1) . Firstly, it increases the IV size from 24 to 48 bits, meaning that key reuse is no longer a worry. Secondly, it forces the sequence number to increase monotonically to avoid replay. Thirdly, it mixes the sequence number and transmits the address with the WEP base key to derive a perframe key. Finally, it includes a message authentication code (MIC) of the source and destination addresses, the priority, and the plaintext data, to allow forgeries to be detected. Regarding the authentication phase, WPA has its strong point in the 802.1X/EAP architecture that offers mutual authentication between the AP and the client, the negotiation of the authentication scheme and dynamic key distribution (this avoids the manual configuration of the static key).
The 802.1X architecture provides three entities involved in the communication: the supplicant (S) that represents the client or the peer that asks for network access; the authenticator (A) that is the AP that offers the access service; the authentication server (AS) that is represented by the server that realises the authentication and the authorization phases toward the client such as remote authentication dial in user service (RADIUS), and DIAMETER [17, 18] (see Figure 1) .
However, WPA permits the use, alternatively to the standard authentication mode with 802.1X/EAP, of the preshared key (PSK) mode. This modality defines a preconfiguration of the secret key, set manually or through other agreements on devices, that had been introduced by WPA (and maintained in 802.11i) in order to permit its use in small office home-based networks (SOHO) environment and in overall environments where it is not possible to use a structured and hierarchical structure such as RADIUS [17] .
Three logically distinct subphases can be observed inside the 802.1X authentication phase:
In this work attention will be focused on the 4-way handshake phase.
The 4-way handshake is preceded by an EAP procedure. Even if the EAP procedure is not an effective part of 802.11i, we mention it for completeness. We refer, for example, to EAP-TLS procedure. At the end of the EAP-TLS handshake, the supplicant encrypts a premaster key with the public key of server (this key is communicated by the server to the client during the TLS-handshake) and sends it to server, which can decrypt the message with its private key. In this way, supplicant and server share the premaster key. Starting from this last knowledge, the pairwise master key (PMK) can be derived in the same time on both the client and the server, applying a specific cryptography function called pseudorandom function (PRF). At this point, the server will transfer its own PMK through a RADIUS accept packet on the AP to which the client station is associated.
If WPA with preshared key (PSK) is applied, the PMK will be equal to the PSK and the previous phases will be completely jumped. From this point the server, through the sending of PMK, delegates A to do overall security functions toward S.
Once S and A share PMK, they can complete the authentication phase with the 4-way handshake. This last sub-phase is the core of the key management scheme of the WPA protocol. Starting from the common PMK, S and A are able to obtain the temporary key that is useful for the data encryption. It is possible to get this temporary key without explicitly exchanging it among the sides. The temporary key is one component of the pairwise transient key (PTK).
Specifically, the first 128 bits of the PTK is called session "key confirmation key" (KCK), which is used to prove possession of the PMK. The second 128 bits is the session "key encryption key" (KEK), which is used to distribute the current broadcast key. The temporal key is the remaining bits of the PTK.
Through the 4-way handshake, 802.1X/EAP permits different temporary keys to be obtained for each user, for each session, and also for each packet. In this way WPA resolves the security issue of WEP associated with the static keys and with the manual distribution of these keys among participants to protect communication; WPA permits configuration parameters to be negotiated, to generate a temporary key, and to change this key on the packet basis in a secure manner.
In 2004, the "IEEE Task Group i" released the final version of the IEEE 802.11i protocol. Because this protocol is based on RSNA architecture of WPA and it guarantees backward compatibility with WPA, it is also called WPA2 [6] .
The main difference between WPA and IEEE 802.11i is the cryptography algorithm applied to data transmission. WPA uses TKIP (based on RC4), while 802.11i applies a novel protocol called CCMP (countermode with CBC-MAC protocol). The latter is based on AES. CCMP represents an extension of 802.11i because TKIP is still supported but it needs a change in the hardware architecture. CCMP improves the security level of wireless communication but it produces computational overhead needing hardware upgrading and new coprocessors able to manage the cryptography processing load in real time. On the contrary TKIP in WPA can be executed mostly by low-power processors that are supported in the overall existing APs and, moreover, TKIP reuses the WEP hardware to offload most of the computational expenses from the software.
Because WPA is light in comparison with WPA2, it better meets the needs of wireless devices (palmtop or other little devices) with few available resources. Another characteristic of WPA against WPA2 is the interoperability between IEEE 802.11b (but not only) and IEEE 802.11i devices. These reasons slow down the migration from WPA to WPA2.
THE 4-WAY HANDSHAKE
In previous sections we have focused on the interesting novel aspect of the authentication phase of WPA and 802.11i, where it is possible to generate and dynamically distribute different temporary keys on session, user, and packet basis. This assures a high robustness against hacker attacks versus WEP. After 802.1X authentication is completed, 802.11i begins to secure the link by executing the 4-way handshake. The 802.11i 4-way handshake procedure makes the following steps. Floriano De Rango et al.
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The protocol starts with the generation of a random bits string called "nonce." This nonce is generated only once. At the beginning A generates this nonce (ANonce) and it puts this one inside the first message (Msg1) sent to S. After receiving Msg1, S will know AA, SN, and Anonce. These values can be useful in the generation of PTK. S will produce a novel nonce called SNonce that will be used with PMK and ANonce to generate the PTK in the following way:
where PRF is a pseudorandom cryptographic function. After calculating PTK, S will store ANonce, SNonce, and PTK and it will send the Msg2 to A. In Msg2 the MIC of other fields that travel in clear on the wireless channel will be also inserted. It is important to observe that the MIC value is calculated through the PTK previously obtained value and for this reason it is univocally dependent by PTK.
At the reception of Msg2, A has to calculate the novel PTK with the same procedure adopted by S. It is possible to calculate the PTK because S, after the reception of Msg2, knows SNonce. Through the PTK value it is possible to calculate again the MIC value associated with the PTK and to compare this new value with the MIC inserted in the Msg2. If MIC msg2 is the same of MIC calculated by A, the sender of Msg2 is identified and A can be sure to have sent ANonce to the right node (S) and to share with him the same PMK.
At this phase of the procedure, S and A share PTK and they have to only give confirmation of the applied sharing among them. Thus A sends to S the Msg3 (with ANonce and MIC values) and S and, after verifying the integrity, concludes the handshake with the sending of Msg4.
Moreover, the 4-way handshake provides an asymmetric scheme of alert as presented below:
(i) if S and A receive a message with invalid SN or MIC values, they will discard the message; this approach avoids the "man-in-the-middle" attack [2] ; (ii) if S does not receive the Msg1 within a time stamp (TS), it will disassociate, deauthenticate, and start the authentication procedure again; (iii) if A does not receive the Msg2 (or Msg4) within TS, it will try to send the Msg1 (or Msg3) again; so after k attempts, it will deassociate S.
This asymmetric behaviour is necessary to avoid deadlock as shown in Figure 3 : if Msg2 is lost before arriving at its destination and A does not send the Msg1 again, the handshake procedure will terminate without completing its task; the same issue could happen if A sends Msg1 again but S is not available to accept Msg1 because it is waiting for Msg3 ( Figure 3 ). WPA resolves WEP bugs but it does not represent a universal model of invulnerability. As all session-oriented protocols, WPA also is sensitive to a specific category of attack.
It is important to observe how WPA in preshared key mode offers the same key sharing issues as WEP. If the privacy issues of the key are not considered, it is important to configure PSK on the AP and on all stations that have to communicate with the AP. However, because the PSK is the same as PMK in the starting phase of the 4-way handshake, the overall authentication phase is not executed and only the final 4-way handshake is applied. This mechanism does not offer high security and thus the producers of Wi-Fi suggest using WPA in preshared key only in the home of the SOHO environment or in environments where there is a low probability of attempting attacks on security [8, 9] .
During 2002, when WPA started to appear on the market, some important publications denounced the security bugs of WPA in standard mode (e.g., authentication 802.1X/EAP) and in PSK mode. These bugs create a lot of problems were provided. The denounced bugs offer the possibility of trying attacks such as man-in-the-middle, session hijack, and denial of service (DoS). The first two types of attacks were possible only if a one-way authentication was used (e.g., EAP-TLS and PEAP). The third type consisted of spoofing of 4 types of EAP protocol messages. So in this case the possibility of hacking referred to (i) flooding associate requests or EAOPL-start packets to AP (even if EAPOL-start messages is not a serious problem in practice); (ii) falsifying the EAP-failure messages; (iii) falsifying the EAP-logoff or disassociate-request messages; (iv) falsifying the deauthentication message.
For details of the attack techniques we refer to [2, 9, 10, [19] [20] [21] . All security bugs outlined in 2002, except problems attached to disassociate or deauthenticate requests, have been avoided in the following release of WPA and in WPA2. In 2003, in order to show the vulnerability of WPA, a solution was adopted by Moskovitz [22] . However this approach can be considered a theoretical conjecture and with few chances to be applied in a real context. This potential attack was avoided through the adoption of AES-CCMP rather than RC4-TKIP in WPA2. Contrary to previous works, in this paper, after a deep analysis of WPA and WPA2 protocol dynamics attention is focused on the 4-way handshake procedure and even when it is used in standard mode (not only in PSK mode). If a hacker is able to successfully attack the key generation and distribution process, then the overall security system will be damaged.
DoS AND DoS FLOODING ATTACKS AGAINST IEEE 802.11i 4-WAY HANDSHAKE
In the current WLAN systems, DoS attacks are very easy to mount; furthermore, once an adversary successfully mounts a DoS attack, more advanced attacks, such as MitM [2] , could be subsequently constructed. Therefore, it is necessary to deploy a security mechanism that can defend against DoS attacks. In the following, in accordance with the works [8, 9] , some possible DoS attack scenario is presented. The weak point of 4-way handshake is represented by the first message (Msg1). It is the only message that does not use the MIC field that is very important to guarantee the integrity and the authenticity of A.
Thus, Msg1 can be falsified and a hacker can easily know all its fields such as the MAC address, ANonce, SN, and message type. We recall, as explained in the previous section, that S calculates and stores PTK together with ANonce and Snonce (see formula (1)). Through PTK, S calculates the MIC to be inserted in Msg2 and sends it to A. After receiving the Msg2, A calculates its PTK and then MIC. At this point, hacker (H) can play a role that prepares Msg1 to the message similar to that sent from A to S (Figure 4 ). This new Msg1 message differs from Msg1 only in the nonce because this value is randomly generated locally in the device.
The device S calculates the PTK in the knowledge of ANonce received with Msg1. Let the value generated by H be indicated with ANonce so that it is possible to discriminate this from the value created by A (ANonce).
If H is able to send its message (Msg1 ) after S sends Msg2 and before S receives Msg3, S should accept Msg1 and it will calculate a novel value PTK that will be indicated by PTK . In other terms PTK will be a function of PMF, ANonce , and SNonce: PTK = PRF (PMF, ANonce , SNonce, AA, SPA).
The effect produced by the hacker is the storing of two new values (ANonce and PTK ) and the sending of a new message (Msg2 ) from S to A. This new message will be silently discarded by A in accordance with the protocol specification. In this time A will send the message Msg3 to S with its own ANonce value. After receiving the Msg3, S will notify a failure in the integrity check because MIC PTK = MIC PTK . This is due to the PTK , derived by ANonce , which produces a different MIC at S. Thus a discarding of Msg3 is produced without giving any communication to A.
We recall how the silent discarding was appositely introduced by the project manager of WPA in order to avoid attacks such as MITM (man-in-the-middle attack).
After timestamp expiration, the authenticator A, because it does not receive the Msg4, will send Msg3 again. This novel Msg3 will again be discarded by S. After the nth attempt at transmission and timestamp expiration, A will deauthenticate S and the hacker will achieve his task: to make a DoS attack [9, 10, [19] [20] [21] (Figure 5 ).
It is important to observe that after each reception of Msg1, supplicant S stores ANonce and PTK values in its own station. Thus, if the hacker achieves a multiple attack, it is possible to achieve a DoS flooding or DoS memory exhaustion attack (such as shown in Figure 6 ); if the attack is repeated through flooding by the hacker, S is forced to store a lot of ANonce and PTK values producing memory exhaustion. This attack is possible with both WPA and 802.11i protocols.
On reflection, the standard IEEE 802.11i supports a mechanism to avoid the modification of PTK on S. This mechanism forces S to calculate a PTK and a temporary PTK (TPTK), after receiving the Msg1. In this way S can modify only the TPTK for each reception of Msg1 and PTK can be modified only after the reception of Msg3 and the verification of its integrity.
This approach resolves the security issue only if the multiple instances of connection are sequentially executed; in a scenario such as that previously described, the DoS attack continues to be applicable because S will calculate its own MIC through the TPTK value, while the received Msg3 will carry in a MIC calculated through the PTK value. Thus, because ANonce is different from ANonce , then PTK = TPTK and the MIC verification will fail with subsequent Msg3 discarding ( Figure 7) .
However, the attack is not so easy for the hacker. The IEEE 802.11i standard supports two mechanisms to reduce the action range of possible DoS attacks. The first mechanism uses PMKID in Msg1 and the second mechanism is the link layer data encryption (LLDE) protocol. The PMKID is a further field included in all Msg1 sent from A to S. It is calculated as follows:
where LLDE is a mechanism that permits, after having obtained the PTK from both sides, encryption of the following instances of 4-way handshake. All messages after the first 4 messages (first instance) are encrypted through the temporary keys of PTK. This approach noticeably reduces the action range of the hacker to the first instance.
Thus, the combined action of PMKID and LLDE reduces the time interval in which the hacker can operate, that is, at the only first 4-way handshake instance, and after sending the first Msg1. Even if the action range of a hacker is very small, the potential risk of DoS attachment is still present. Through correct devices such as scanners, sniffers, and packet generators, the process can be automatised and synchronised and the probability of success can be high.
STATIC VERSUS DYNAMIC RESOURCE-ORIENTED SOLUTIONS FOR THE 4-WAY HANDSHAKE
The main issue in the 4-way handshake procedure is the incapability to discriminate the new Msg1 request coming from the real node and the messages generated by H. If the capability of discrimination is introduced, the handshake procedure could be completed. The second issue to be overcome is the memory exhaustion. In fact, even if the hacker's messages are discriminated, H could still produce a DoS flooding attack. A solution to this second issue can be the avoidance of storing ANonce and PTK for each Msg1 offering the correct working of the 4-way handshake. At first glance, a further control field in the frame format could be added but this approach requires too much change in the original protocol. In this work a slight change to the terminal is proposed in order to avoid the deauthentication determined by a DoS attack and memory exhaustion after the DoS flooding attack.
Static standard solution (solution I)
The proposal is easily presented in the following: (ii) on each reception of a new Msg1, S only calculates without storing the novel PTK (PTK ); through this new PTK it can produce the MIC value; (iii) on reception of Msg3, in order to verify the MIC, S computes the PTK again through the SNonce value that has previously memorised and the ANonce value obtained by Msg3; in this way the identification process gives a positive response and the attack attempt is avoided (Figure 8 ).
The replication of Msg3 by H is not applicable because in this message the MIC field that assures the identity is present. Also memory exhaustion is avoided because it is sufficient to store only SNonce rather than ANonce and PTK values after any reception of Msg1.
With the proposed application we obtain positive results also in the packet loss scenario. In fact, in the case of Msg2 loss, after timeout, A sends a new Msg1 to S. This message, called Msg1 , contains a new ANonce value (ANonce ) which is now legitimate and so, at the reception of Msg3, it will give positive response (Figure 9 ). However, the proposed solution can occur in a CPU exhaustion issue rather than memory exhaustion because it forces the recalculation of PTK for each handshake instance (e.g., after the reception of Msg3). This should be avoided for low-power processors.
In this case, it is possible to apply a trade-off policy between the standard IEEE 802.11i and the presented proposal.
Static solution with trade-off variant (solution II)
In particular, the steps to be followed are presented below. In this way the variant avoids storing ANonce and PTK (memory exhaustion) each time and recomputing PTK after each Msg3 arrival (CPU exhaustion).
Static solution with trade-off variant and memory release (solution III)
A further change that could be applied to the latter extension is the deallocation of memory space associated with SNonce and ANonce storage if S does not receive new Msg1s. In other terms, if S receives Msg3 after sending Msg2, it can erase SNonce and ANonce values freeing memory space. At this point S can verify the MIC values without checking the ANonce value. This new variant to the proposal should produce lower performance than the first solution (or standard proposal) but better performance than trade-off solution (or proposal with trade-off variant) in the no-hacking scenario. In case of DoS attack the handshake is the same of the proposal without memory release and so performances should be the same. In order to test the efficacy and the improvement of the proposed solution, a simulation campaign was conducted as presented in the next section. Figures 11 and 12 represent the last proposal handshakes in no-hacking and in DoS attack scenarios.
Memory and CPU load aware dynamic solution
Through benefits and drawback analysis of three mechanisms for IEEE 802.11i protocol, it is possible to propose a solution that tries to unify the benefits of the single mechanisms. For example, the supplicant could be equipped of an intelligent software module that monitors system parameters (or network parameters) and on their basis it decides to adopt the mechanism I, II, or III. If the supplicant wants to control the CPU and memory load levels, threshold levels could be introduced and if the device overcomes these levels the system can switch among solution I, II, or III.
Considering the unpredictability of an attacker, both situations of DoS attack and no-hacking are considered. Figure 11 : Proposal with trade-off variant and memory release variant in no-hacking scenario.
As previously explained, the solution I avoids the risk of memory exhaustion but it can produce an excessive CPU load.
Thus its usage depends of the device characteristics or device's resource availability. On the other hand, solution II reduces the CPU load requested by the protocol execution to offer a good security level. However this solution needs more memory usage. Thus if the device uses its memory for other operations or it is limited in the memory, it can be unsuitable. The third solution tries to reduce the memory storage when no-hacking scenario is present. Obviously to use the solution III, some mechanism to be aware of the no-hacking scenario should be implemented on the system. This last solution represents a trade-off of two previous solutions if no attack is led to the system. The solution I is the best approach if the device can use a good CPU resource with low memory storage. The solution II is the optimal solution if limited memory availability is present and the device needs to avoid the memory exhaustion issue.
In Table 2 , a qualitative evaluation of three solutions with the possible attacks are considered.
However, we have to observe that the network parameters and resources change in the time and if a static scheme such as solution I, II, or III could not be the best solution in a time window. This case could be more suitable to adopt a dynamic approach where solutions I, II, and III can be implemented in the supplicant and they are adopted if some conditions are verified. Thus it is possible to introduce a controller in the mobile device that continuously checks every X millisecond the risk threshold levels associated to the CPU or memory resources. This CPU and memory levels are compared with risk threshold levels that are computed through a system analysis and that can be given by the device manufacturer. For example, it is possible for the supplicant to start the 4-way handshake following the solution I. However if some risk threshold is overcome, it can switch in the other modalities (solution II or III). In Table 3 the switching scenario for CPU and memory loads is presented. For example, if at time t1 a sensible increase of CPU load is observed, the device will adopt the 4-way handshake of solution II and it will keep this solution also if an overcome of the memory load threshold is verified under DoS attack. After the attack, if the warning levels of the device are under the alert values, it is unuseful to waste memory and it is possible to switch to the solution III. Then, if the CPU or memory load goes under the risk threshold values, solution II or I can be adopted. Flowchart diagram and pseudocode for the dynamic 4-way handshake policy are introduced (see Figure 13 and Algorithm 1). In the pseudocode presented below (see Algorithm 1), it is possible to understand the resource-oriented switching policy among the three solutions. Two thresholds are considered (mem and CPU thresholds). For example, in the example below they are fixed to 100. Two variables (memLoad and cpuLoad) need to be used in order to account the current resource usage. Two functions (readCPUload and readMEMload) are applied to get the current resource availability values.
FSA MODELLING
In this paragraph we will attempt to create a mathematical model that can summarise what has been dealt with discursively up to now. The aim is to arrive systematically at the simulation phase, where for "simulation" is intended the emulation of the real system through a preliminary study of the mathematical model representing the system.
The finite state automa (FSA) can therefore provide an optimum model with which to point out the important characteristics of the 4-way handshake protocol and from which to begin a discrete simulation, through java "actors," of the working of the said protocol.
Specifically, since the simulation phase sets the objective of testing the speculative theories formulated in the previous paragraph, the modelling will deal with both the dynamics of the WPA protocol as it is today (obviously with the necessary simplifications already seen) and those of how it would be with the proposed changes (general proposal, compromise proposal, and compromise proposal with variant).
For each of the cases there should be three-orientated graphs: one for the supplicant, one for the authenticator, and one for the hacker.
In reality, since the proposed changes only affect the client's behaviour, it is felt unnecessary to repeat the identical automa of the authenticator and the hacker. To facilitate understanding of the automa refer to Figures  15, 16, 17, and 18 .
Before implementing the simulation program, a finite state automata (FSA) formalism was applied to define the entities involved in the communication process and to simulate the actions of possible attackers (e.g., hackers). The FSA are used to outline the characteristics of the 4-way handshake protocols. Specifically, a supplicant, authenticator, and hacker FSA are defined. In this paper, the FSA and their actions are presented.
To formalise the actions carried out by the automa we will use the following notations (see Figure 14) : (i) actionAS: action effected by A before sending Msg1; (ii) actionS1: action effected by S immediately after the reception of Msg1; (iii) actionA2: action effected by A after the reception of Msg2; (iv) actionS3: action effected by S after the reception of Msg3. At this point the automa of the supplicant, authenticator, and hacker can be represented, along with their respective semantic tables.
Each automa should be read in the following way:
(i) if S is in the CREATED state (starting state) and receives an "init"-type signal, then it carries out action SI and immediately after that it passes to the INITED state; (ii) if S is in the INITED state and receives a message of the "start"-type, then it effects the actionSS and passes to the STATER1 state;
(iii) if S is in state STATER1 and receives a "Msg1"-type message, then it carries out the actionSS and passes to the STATER2 state;
and so on. For example, for the FSA of the supplicant, see Figure 15 ; for the authenticator and the hacker see Figures  16 and 17 . The actions are outlined in Tables 4-6 . The actions are outlined in Table 4 .
In the same way, following the semantic table of the actions, also the automa relative to A represented below is selfexplanatory. The automa of hacker H is the most linear since it reflects the ease with which it can mechanically sniff the communication between S and A and introduce itself at a suitable moment (after the sending of Msg2) to carry out the attack (actionH2). Now let us see how the actions of S and A change themselves according to what is introduced by the 3 proposals presented (Tables 7-9 ).
The FSA are not shown because they have the same states as the standard WPA automas. 
PERFORMANCE EVALUATION
After the definition of the FSA, a discrete event simulator was built in JAVA ver.1.4.2 in order to verify the benefits and the drawbacks of the proposed approach. Starting therefore from an ASF model the code of the simulazione * .java file was designed, with which the supplicant, authenticator, and hacker classes were implemented by means of technique and "actors." The dynamic behaviour of the three actors was simulated in 4 different protocol architectures: standard WPA/IEEE 802.11i protocol, other three static solutions (solution I, II, and III). Then, a comparison between static solutions and dynamic resource-oriented approach (solution IV) has been carried out.
Simulation scenario and parameters
The simulation task is the performance evaluation of the 4-way handshake of WPA and IEEE 802.11i in the case of DoS attack like the scenario defined in Section 5.
The simulation parameters are (i) attack result: it represents the number of completed attacks towards the mobile devices; (ii) memory load: 1 it represents the cost associated to the memory consumption; (iii) CPU load: 1 it represents the cost associated to the CPU usage; (iv) execution time: it is the time necessary to complete the 4-way handshake procedure. There are 12 possible cases that are implemented and they are described below. The simulation parameters adopted in our environment are presented in Table 10 .
Also if the value above has been arbitrarily chosen, the approach has a general validity because the cost associated with the CPU and memory consumption need to be referred to the availability of memory and CPU. This availability can change in a mobile device depending on the other operations that device is performing. Thus it is important to focus on the possibility to reduce the resource availability for a prefixed cost associated with CPU or memory storage operations. In order to validate proposals, simulation data are represented in histograms.
Specifically, with reference to modelling by means of FSA, it is easy to understand that the critical operations which affect performances of the client-side protocol are without doubt "actionS1," "actionS3," and "actionS11;" in these in fact the greatest memory and CPU loads occur. Figure 18 show the performance of the WPA/IEEE 802.11i standard protocol. It is possible to observe the positive result of both DoS attacks (simple DoS and DoS flooding) and the consequent system degradation in terms of memory and CPU loads: the memory load doubles in DoS attack case and it is 8 times the initial memory load in the case of a DoS flooding attack (with 10 flooding messages); the execution time changes from 110 milliseconds (with no attack) to 20000 milliseconds in the DoS attack scenario and this is reputable to the positive result of the attack.
Simulation results

Simulation results depicted in
As can be seen in Figure 19 , the solution I presents a better performance than standard protocol (WPA/IEEE 802.11i) in terms of memory load with and without attacks. The memory load value is constant in all the scenario because the operations that S effects are similar. Good improvements can be verified also for the execution time in the case of intrusion because DoS attack and DoS flooding attack are now avoided. However, the CPU load values increase as shown in Figure 19 and as outlined in the previous section. Thus, in order to avoid CPU exhaustion in the case where the hacker can attempt DoS flooding attacks with a high rate, trade-off (solution II) is considered and simulation results are presented in Figure 20 .
Memory consumption is lower than the standard proposal in the hacking scenario and the CPU load is maintained low as in the standard WPA/IEEE 802.11i protocol.
In other terms, the proposal with trade-off variant offers the following advantages:
(i) DoS attack and DoS flooding attack are avoided; (ii) CPU load equals that of the WPA/IEEE 802.11i standard 4-way handshake; (iii) memory load independent of attack type; (iv) execution time similar to that of standard proposal.
However, solution II does not make a distinction in the memory occupation if the device is under attack or if no attack is present. This suggested a variant to solution II should be proposed that consists in the memory release if no-attack scenario is considered. This kind of situation can be detected by the mobile device after a monitoring of the 4-way handshake procedure. If the previous handshake procedure had been executed without observing malicious messages for a certain amount of time, the risk threshold of the device can be reduced and a no-attack scenario can be considered. The threshold setting and the no-attack scenario evaluation are outside the scope of this paper. Anyway, through this consideration, further advantages offered by proposed solution III can be verified in a lower memory load in the no-hacking scenario such as the one depicted in Figure 21 . The other parameters reflect the same performance as the trade-off proposal without memory release. Thus, the previous graphics above, permit quantification of the CPU load, memory load, and 4-way handshake execution time when the three solutions (I, II, and III) are adopted. Now, in Figures 22, 23 , and 24 data have been reelaborated in order to give a more complete picture of parameter values related to the standard WPA/IEEE 802.11i protocol, the standard proposal (solution I), the trade-off proposal (solution II), and the trade-off with memory release variant proposal in no-hacking scenarios (solution III).
In Figure 22 where no-hacking scenario is considered, if the most important resource to be considered is the CPU load, it is possible to observe the best performance Figure 23 . Also in this case, depending on the importance given to resources consumption, in some case solution I can be the best or some times solution II or solution III. In this way, simulation campaigns, suggest that we should propose a dynamic approach such as that explained in Section 6 that tries to combine these distinct solutions. Just to give an idea of the improvements introduced by the dynamic approach, a graph, where DoS attack is considered, with the static and dynamic resource-oriented approaches is shown in Figure 25 . In this case, solution IV offers the best performance in terms of mem load and execution time maintaining a low CPU load (comparable with solutions II and III). 
CONCLUSIONS
Two well-known security protocols WPA and IEEE 802.11i are evaluated. WPA and IEEE 802.11i are robust to a lot of attacks and they overcome the security bugs of WEP protocol. However, in some specific scenarios, these protocols are not able to avoid a DoS attack. After defining the potential risk situation, which can occur in the last phase of the authentication process (the 4-way handshake), three static solutions that avoid the attack and realise different CPU and memory consumptions are investigated and evaluated through simulations. Simulation results validate the proposal to enhance the WPA protocol and avoid a DoS attack and DoS flooding attack. However, efficiency in terms of CPU load and memory exhaustion depends on the specific adopted solution. Specifically, we suggest to adopt a dynamic resourceoriented approach that tries to get the best behaviour of the three distinct solutions. This mechanism is based on CPU and memory load thresholds and it can meet the different resource availabilities of mobile devices during the data transmission.
