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CHAPTER I
 
INTRODUCTION
 
The purpose of this report is to present a detailed analysis
 
of a special case of the Galerkin method known as the method of
 
moments. The ideas herein are not new but represent a compilation
 
of methods and techniques for which proofs and explaination are
 
given in detail. The report is essentially self-contained and
 
should serve not only as a useful introduction to one area of
 
approximation theory but also as a guide to effective use of the
 
method in the solution of applied problems.
 
Chapter II contains definitions and results which are assumed.
 
Practically all of the theorems in the remaining Chapters are proved
 
in detail, not only for completeness but also since many of the
 
algorithms hinge on the ideas in the proofs.
 
The method of moments is described in general in Chapter III. It
 
is also shown there how this method can be used to solve the
 
eigenvalue problem and problems of the first and second kind in a
 
finite dimensional space.
 
When the operator in question is completely continuous certain
 
stronger results can be obtained and these are given in Chapter IV.
 
These relate to problem solutions as well as convergence theorems.
 
In addition it is shown how this method can be used to speed
 
convergence in the classical Liouville-Neumann method of successive
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approximations.
 
In Chapter V results are given for self-adjoint operators
 
in which case certain of the algorithms can be simplified.
 
Various types of problems frequently encountered are discussed
 
in Chapter VI. Certain time dependent problems and problems with
 
unbounded operators are considered.
 
Throughout the report following each algorthim a summary is
 
given pointing out the necessary steps to apply the results.
 
CHAPTER II
 
PRELIMINARIES
 
In this section terms will be defined, special notation will
 
be developed and theorems that will be assumed will be stated.
 
Definition 1 A set R of functions forms a linear space over the
 
field of complex numbers, C, if
 
(a) there is an operation called addition and denoted by the 
symbol "+" with respect to which R is an abelian group and 
(b) multiplication of functions f, g in R by complex numbers,
 
o,!, is defined so that
 
(1) a (f + g) = af + cYg 
(2) (a + O)f = cf + Of 
(3) a(of) =(o)f 
(4) 1 f = f 
(5) 0 f = 0 
Definition 2 The scalar product (inner product) on a linear space 
R is a mapping from R x R onto C, denoted by (f, g), such that 
(a) (g, f) = (f, g), where the bar denotes conjugation. 
' (b) (o1 fl + a 2 f2' g) = a 1 (flI g) + a 2 (f2 g) 
(c) (f, f) 0, with equality only if f = 0.
 
In this case, R is called an inner product space.
 
Definition 3 A linear space R is a metric space if there exists
 
a function, p, defined on R x R such that
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(a) p(f, g) 0 and equality holds only if f = g. 
(b) p(f, g) = p(g, f) 
(c) p(f, g) p(f, h) + p(h, g) for any h in R. 
Definition 4 A linear space R is said to be normed if for each 
f in R there is amal number, denoted by flffl, called the norm 
of f, such that 
(a) Ifll 0 
(b) fltfl = 0 implies f = 0 
(c) Ilaf Ii = ta llfl 
(d) 11f1 + f 2 11 I1flil + llf211 (triangle inequality) 
Definition 5 A Hilbert space, H, is an inner product space in 
which the norm of an element x is defined by 
ix7)
 
and a distance function, p, is defined by
 
p(x,y) = lix - Y11,
 
so that H becomes a metric space. In the following, the letter
 
H will be used exclusively to denote a Hilbert space.
 
Definition 6 Two functions f and g in an inner product space are
 
orthogonal if
 
(f, g) = 0
 
Theorem 2.1 Schwarz's inequality holds for all functions in H,
 
namely
 
I (f, g) l flI11 iIgI I-
Definition 7 For the functions , {ZI Z2 ,...,Z, the following 
determinant is known as the Gramian, or Gram determinant, of the
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functions:
 
(ZI , Z1 ) (ZI, z 2) ......... (Z1 , Z )
 
(Z 2 , Z1 ) (Z 2 , z 2) ......... (Z 2 , Zn )
 
(Zn , Z1) (Zn, Z 2) ......... (Zn , Zn )
 
Theorem 2.2 A necessary and sufficient condition for the linear
 
independence of a set of functions is the non-vanishing of their
 
Gram determinant.
 
Definition 9 The sequence of elements Ixn in H is said to converge
 
strongl to x if x E H and
 
lIXn - xi - 0, n 
The element, x, is called the limit of the sequence. The convergence 
of the sequence (XnI to x will be denoted by 
X - X. 
n 
Theorem 2.3 In a Hilbert space, if x - x then 
(Xn' y) (x,y)
 
for any function y E H, and
 
lXnll 11xlil
 
Definition 10 A sequence {Xk) in a Hilbert space is called a
 
fundamental sequence if for any given E > 0 there exists a number
 
N such that for m, n > N 
Ikn - xfM1 E. 
Theorem 2.4 If x - x then [xn is a fundamental sequence. 
Definition 11 A Hilbert space is complete if every fundamental 
sequence converges to an element of the space. Unless otherwise 
stated, we will consider only complete Hilbert spaces. 
6.
 
Theorem 2.5 Any metric space can be embedded in a complete
 
metric space; in particular, any Hilbert space can be embedded in
 
a complete Hilbert space. The new space is called the closure or
 
completion of the old space.
 
Definition 12 If the Hilbert space H' is not complete and is
 
embedded in the complete Hilbert space H, and if the sequence
 
xkI of elements of H' is fundamental but does not converge
kf
 
to an element of H', its limit in H will be called an ideal element
 
of the sequence [xki.
 
Definition 13 A subset L of a linear space R is called a linear
 
manifold if f, g E L implies that af + $g E L for arbitrary
 
numbers a, 0.
 
Definition 14 If a linear manifold contains all its ideal elements;
 
i.e, is closed, then it is called a subspace.
 
Theorem 2.5 If L is a subspace of the Hilbert space H then every
 
element x in H can be represented uniquely in the form
 
x = y + z
 
where y E I and z is orthogonal to every element of L, z4 L.
 
The element y is called the orthogonal projection of x on L.
 
Definition 15 An operato, A, on H is a correspondence that assigns
 
to every element x in H another specific element y in H, denoted
 
y = Ax
 
Definition 16 The operator A is linear if af + 0g E H implies 
A(af + g) = aAf + 0 Ag. 
Definition 17 The operator A is bounded if there exists a positive
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number M such that 
IlA xli I N lixlI 
for all x E H. The smallest such M is called the norm of A and
 
is denoted by IjAII.
 
Definition 18 The operations of addition and multiplication of
 
bounded linear operators are defined as follows
 
(cYk) x = a(Ax) 
(A + B) x = Ax + Bx 
(AB) x = A(Bx) 
Definition 19 If A is a bounded linear operator, the adjoint 
operator, A*, is defined by the requirement that
 
(Ax, y) = (x, A*y)
 
for all x, y in the space. The operator A is called self-adjoint
 
if A = A*.
 
Theorem 2.7 For bounded linear operators the following are true
 
(a) llaAll = Jul JhAil
 
(b) IlA + BhI I fiA + IIBII 
(c) IIABIJ !9 IJAII JIBIJ 
(d) (A*)* = A 
(e) IfAil = IIA*ll 
Definition 20 An operatorAis continuous if xn- x implies 
Ax - Ax.
 
n 
Theorem 2.8 Every bounded linear operator is continuous, and
 
every continuous linear operator is bounded.
 
Definition 21 A linear operator A has a bounded inverse if there
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exists a bounded operator B such that 
AB = BA = I 
where I is the identity operator. 
Definition 22 The following is called an equation of the first kind 
Ax = y, 
- 1
and if A has a bounded inverse, A , then the solution is given by
 
-ly

x = A-IY
 
Definition 23 The problem of finding a X such that 
Ax = Xx 
for some x # 0 is called an eigenvalue problem. The number X is' 
calledaneigenvalue of A and the corresponding functions, x, are called 
eigenfunctions of A corresponding to X.
 
Definition 25 A sequence [AkI of bounded linear operators is said to
 
converge strongly to the operator A, denoted by
 
A -A
 
n 
if for every x E H, the sequence [AnX } converges to Ax.
 
Definition 26 A sequence [An) of bounded linear operators is said to
 
converge uniformly to A if
 
lim 11A - Anll = 0.
 
n -'m
 
This is also known as norm convergence.
 
Definition 27 If L is subspace of H, then the operator mapping any
 
x E H onto its orthogonal projection in L is called the orthogonal
 
projection onto the space L and will be denoted by EL.
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Theorem 2.9 The operator EL has the following properties
 
(a) UIELII = 1 
2(b) EL 
(c) E* = E 
L L 
(d) III - EnII= I 
Definition 28 If A is an operator on H and L is a subspace of
 
H with the property that x E L implies Ax E L, then L is said to
 
reduce the operator A.
 
Definition 29 Suppose the operator A' is defined on 
the subspace
 
L of H and A is an operator on H such that Ax = A'x for x in L.
 
Then A is called an extension of A'. The operator A' is called the
 
restriction of A to L.
 
Definition 30 An operator A is completely continuous if and only
 
if every infinite sequence of functions, [xkl whose norms are
, 

uniformly bounded contains a sequence, [xlk J, for which the
 
n 
sequence [Axk 1 is convergent.
 
n 
Theorem 2.10 A completely continuous operator is bounded.
 
Definition 31 The following is an equation of the second kind
 
x = uAx + f,
 
where u is a number, f is a prescribed function in H, and A is
 
an operator on H.
 
Theorem 2.11 For an equation of the second kindin which the
 
operator A is completely continuous, the Fredholm alternative is
 
valid, namely: either the equation has a unique solution for each
 
prescribed f, or it cannot be solved for 
a given f and the
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associated homogeneous equation (f = 0) then has non-trivial
 
solutions. The first part of the alternative holds if u is a
 
regular value and the second if u is a reciprocal eigenvalue.
 
If u is a regular value, there exists a bounded inverse operator,
 
-
(I - uA) , and the unique solution is given by
 
x = (I - uA) -f. 
Definition 32 The bounds of a self-adjoint operator, A, are,
 
respectively, the smallest number M and the largest number m for
 
which
 
m(x,x) (Ax,x) M(x,x) 
for every x E H. If m > 0, then A is positive definite. 
Definition 33 The elements of the sequence, ' P 2,..., in H 
are mutually orthogonal if
 
(PVj, ek) 0, j k 
and if, in addition,
 
(P., Pk 1, j k 
then the sequence is called orthonormal. 
Theorem 2.12 The eigenvalues of a self-adjoint operator A are 
real numbers. 
Definition 34 If A is an operator on H and Z in an element of 
0
 
H, then the linear monifold LA is defined as
 
LA = (y E H : y = Q(A)Z 0 }, 
where Q(t) is any arbitrary poloynomial with real coefficients.
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The linear manifold LA will also be denoted by Lz. The
 
Az
0
 
subspace L will be denoted by Hz.
 
Definition 35 If A is an operator on H, Z0 is an element of H
 
and m is a positive integer, then the linear manifold LA (M)
 
Z0
 
is defined as
 
LAzoW = y E H : y = Qm(A)Z03 
where Qm(t) is an arbitrary polynomial of degree m with real
 
coefficients. The closure of LA (m) is a subspace of H and
 
(m). 0will be denoted by HzA 

Definition 36 The statement that the sequence IXkI is q - convergen
 
to x means that there is a number N such that for n > N,
 
lx - Xnfl < qn+l 
for any previously assigned number q>0. Similarly, we say a
 
sequence [an1 of numbers is q - convergent to a if
 
la - a I < qn +l 
Theorem 2.13 Weierstrass Approximation Theorem): If f is a 
continuous function on the non-degenerate interval I, then there 
exists a sequence Pn (t)3 of polynomials converging uniformly to 
f on I.
 
Theorem 2.14 (Rouche's Theorem) Suppose f is analytic in the
 
region R, which is bounded by the simple closed curve C and
 
f can be written as
 
f(Z) = g(Z) + h(Z), 
12.
 
where jg(Z)j > jh(Z)j on C. 
Then the number of zeros of g in R is the same as the number of
 
zeros of f in R.
 
Definition 37 If the operator A is defined on a subset K of H
 
and for all x and y in K
 
(Ax, y) = (x, Ay) 
then A is calleda symmetric operator. 
Theorem 2.15 If A is a symmetric operator defined on all of H 
then A is self-adjoint. 
Theorem 2.16 If A is a positive definite operator then A has a 
bounded inverse.
 
Definition 38 Suppose A 0 is -a positive definite self-adjoint
 
operator defined on a linear manifold LA which is dense in H,
 
then a new scalar product defined by
 
[x,y] = (A0x, y) 
converts LA into a Hilbert space. The closure of this space will 
be denoted by HO -

Definition 39 If A is an operator on a subset K of H we define
 
A , the closure of A, as follows: for x E K, Ax = Ax, and for x
 
an ideal element of K corresponding to the sequence [Xn} we

, 

define
 
Ax = lim Ax
 
n 
n ~­
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Definition 40 If A is an operator then the set of all complex
 
numbers a such that (A - cI)- fails to exist as a bounded operator
 
defined on H is the spectru of A, and will be denoted by a(A).
 
CHAPTER III
 
THE METHOD OF MOMENTS IN HILBERT SPACE
 
It is the purpose of this section to define the moment problem,
 
to.show how its solution can be used to solve problems of the first
 
and second kind and to approximate any arbitrary bounded linear
 
operator.
 
A. The Problem of Moments
 
Suppose Z0, Z 1,...Z n are distinct linearly independent elements
 
of a Hilbert space H. Denote by H the subspace generated by
n 
fZ0, Z,..., zn-1. Then Hn has dimension n. The following problem
 
will be called the problem of moments:
 
Find a linear operator A definedon H such that
 
n n 
AnZ =Z I
 
AnZI =Z 2
 
(3.1)
 
AnZn_ =Zn_
 
AnZn-2 
 zn-l
 
AnZn_ =EnZ
n

AnZn-l 
 EnZn
 
where E Z is the orthogonal projection of Z on H n
nn 
 n n 
Actually, A , the solution to the moments problem is already 
formulated. This is clear since all that is necessary to completely
 
describe any linear operator is to determine its action on a basis.
 
This is exactly how An was defined. 
B. Determination of Eigenvalues of A n
 
n 
Suppose that X is an eigenvalue and x is an eigenfunction of
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the operator An, that is,
 
Anx = Xx. 
 (3.2)
 
Let x = Z0 + 1Z +'' 1,n-l
where the Dk are scalars.
 
Substituting this expression for x in (3.2) yields
 
' 
n-I n-I 
An k0 kgk ) X( k 0 kZk ), 
or 
n-2 n-i 
k 0 kZk+l + n (EnZn) = X( k 0 kZk . 
Let n-i
 
En,Zii\ j c!Z.. (3.3) 
Then," 
n-2 n-i n-i 
kO kZk+l - n-l ( kO akZk ) = k 0 6kZk ), 
or, combining terms,
 
n-i 
0 n-1Z0 + (00 AnPz1 +'''+(In-2 " n- n-)Zn- = X( k 0 kZk
 
Since the Zk are linearly independent, coefficients of like terms
 
can be equated to obtain the following system of equations for X and
 
the k
 
-a0 1n-1 = X%0
 
D01- l n­1 ='X0 I
 
.•........... (3.4)
 
On-2 n-ln-i = X n-l"
 
In order for this system to have a non-trivial solution for the
 
Ok' the determinant of the coefficients, Pn), must be equal to zero.
 
Therefore, the eigenvalues of A are the roots of
 
P n+(X ) = n +! n-I +...+ O0 = 0. '3.5)
 
16. 
A system of equations can be obtained to determine the coefficients, 
ak' in Pn(X) as follows: 
From (3.1) and (3.3) it follows that 
Pn(An)Z0 (A' + Yn-i An-I +.. .+ 0 I) Z0 = 0 (3.6) 
The equation (EZn, Z) = (Zn, Z.) becomes 
n-i 
E (Z., Zk)ak + (Zj, Z) = 0 (3.7)
k=0
 
The determinant of the coefficients of (3.7) is the Gramian of Z0,...Zn I
 
and so does not vanish by virtue of their linear independence. Thus (3.7)
 
has a unique solution. Throughout the following, the ok will denote
 
the solution of system (3.7).
 
The coefficient, n-l' in (3.4) must differ from zero, otherwise
 
all Dk would vanish and yield only the trivial solution. Since an
 
eigenfunction is determined only to within a constant multiple, we can
 
set I and, using (3.4), find the other Ok recursively from:
 
j = kj+l + cj+l j = 0, 1 , n-3
 
n-2= x + !n-l" (3.8) 
C. Problems of the First Kind in H
 
n 
Theorem 3.1 Suppose
 
A x = f (3.9)
n 
where x and f are in H and f has the representation
 
n-I
 
f = Z bkZk .
 
k=0
 
Then, if zero is not an eigenvalue of An,
 
b0 b0 

=(bI a0 1)Z 0 +...+ (b n + a0 
bo 
I n-l )Zn-2 (0)a 0 
(3.10O) 
17.
 
Proof:
 
Define
 
n-i
 
FnI(An)Z0 = Z hkAn Z0 f and
 
k=0
 
tn-I tn-2
 
Fnl(t) = bnn i ± bn + ... + b0 "
 2 

By taking the scalar product of f successively with ZZI,...,Zn I 
the following system is obtained for the coefficients of the polynomial 
Fn (t): 
n-n 
k= (Zj, Zk)bk - (Zj, f) = 0, j = 0, 1, ... ,n-I (3.11) 
k=0 
Since x is in Hn, it may be expressed in terms of a polynomial 
of degree (n-i) in A., 
x = %- (An)Z 0 " (3.12) 
The substitution of (3.12) into (3.9) yields
 
An[QnI(An)Z]=FnI(An)Z0 = f,
 
or
 
[A lAn) - Fn-I (An)3Z0 = 0.
 
Thus, [An _An) Fn-n (An) is an n-th degree polynomial in An which 
annihilates Z . Therefore it can differ from any other n-th degree 
polynomial which annihilates Z0 by only a constant factor, C. To see 
this, let
 
Tn(An)Z0 = R n(An)Z = 0,
0 

where 
Tn(A) =tA+ t An-l + . t0I 
n n n n n-i n 0
 
and
 
Rn(A) nAn + An + + ''.
 
Thus,
 
Ft y, n-i 

-+ 
tn n-j A + ... - g0 = 0, 
or
 tn I'n-I t0 YO 
(.I 7..L z;I+ G. R( t7) zo0. 
n n n n
 
Hence, by the linear independence of the Zk'
 
tn-I Yn-I t0 NO0
 
n n n Yn
 
or
 
Yn
 
- "' n-l' tn 0
 
n n
 
and it follows that T and R differ by a constant factor as claimed.
 n n
 
Therefore
 
AnQn-I (A) - Fn- (A) = CPn(A)' (3.13) 
and 
Fn ~l( 0 ) -b0
 
C = - 0 (3.14)
 
Pn (0) 
 0
 
Thus, combining (3.13) and (3.14)
 
A (A
 
n-lc n n- )J nn 

_ = -1 
0
 
and thus the required solution of (3.9) is
 
]

x =n [F (A) - b--Pn(An) z0. (3.15) 
Substituting the above expression for Fn-l(A.) and Pn(An)
 
into (3.15),
 
x=AnL~o bkAn-h!e(An +o -An-1 .41)
-ln-1
 kn (n +n-i n +' 1
 
x = A-1 [(b0+blAn+b2A%+...+bniAn-) - "0-0(An a I Z. 
-b 0 	 b0 V An-I bOAn]x =A 1 [(bl-I )An+...+(bn nl)An --- Z
-
n!0 n - l0n1 n 0Yn, 0 
1 b 	 b b0
x = - )Z+...+(b .--.-- a9A - 0Z
 
(bl- b0 - b0 n- -

U1+00 b- 0a0n-l n-2 a0n-i. 
This 	completes the proof.
 
Notice that to solve problem (3.9) in H it is necessary to
n 
calculate the inner products, (Zi,Zj), to solve (3.11) by inverting
 
an nXn matrix and to solve system (3.7) by using this same inverse.
 
D. Equations of the Second Kind in H
 
n 
Theorem 3.2 Suppose 
x = PAnX + f (3.16) 
where x and f are in Hn and p is not a reciprocal eigenvalue of 
A .	 Then 
n
 
x = a Zn_lI
1 + a n_2zn 2 +...+a 0Z0 , (3.17) 
where 
a =b 

ci­0=b 0 Pn (1/) 0 
ak= pak-l + b Pn-l , k = 1,2,...,n-l.kk P n (1/j) 'k, 
and where 
FnI (An)Zo = f 
and P (t) is as in equation (3.5).n 
Proof:
 
Substituting x = 1_l(An)Z0 and f = Fnl(An)g0 into (3.16)
 
yields
 
Qn.I(An)Z0 =AnQn-l(An)Z0 + Fn.(An)Z0
 ,
 
or 	 [QI(An) - nQn_1(An) - F n 1 (An) Z0 = 0. 
20. 
The bracketed expression can differ from Pn(A ) by only a constant 
multiple, C. Hence,
 
_An) - AQn-n(An) -F (A) = CPn(An), 
and thus
 
(1 - Pt)Qn-l(t ) - Fn-l(t) = CPn(t). (3.18) 
Letting t = i/p it is clear that 
C - - Fn-l(/1)
 
Pn (l/,)
 
Therefore
 
QnI(A) = (I - A) [Fn-i(An Fn-i(/ 
n- n~/p 
and the solution to (3.16) is given by
 
x = (I - 11An)-1 [FnI (A) - Fn / Z (3.19) 
The solution can be written in terms of the basis elements.
 
The substitution of
 
n-I k
 Qn-t) = kE=O aktk, 
- bktkFp (t) = 
= A (Yktk Pn(t) 
into (3.18) yields
 
k t k (I ) n-I ak t kk n_0b C kEn=0 r k k (i-p~t)~S~aNO = kk kt k=0 
or, 
nElI tk Il k+1 n~bk± 
k=O k=0 k 0 kt 
However 1 tk+l n k 
andathe or-i tkf 

and therefore
 
21.
 
n = nl-b Pa k)tk _(pan_ + C)t 0. 
(a0 - bo Ca0) + k=l (ak - kakI- t-
If the coefficients of like powers of t are equated to zero 
and the value of C is inserted, the following recursion formulas 
for the coefficients ak are obtained:
 
a0 b -F 
Pn(/p) I0' 
a= ak I + b k F 1l(I/) 
akak~ k ~h7) k' k = 1,2,.. .n-l. 
'The coefficient of tn is zero by our choice of C. Thus,
 
x = QnI(An)Z0 = a0Z0 + a1ZI +...+an- 1iZnl, 
with ak as defined above. This proves the theorem.
 
Notice that to solve this problem in H n it is necessary to
 
n 
calculate the inner products, (Zi,Z.), to solve systems (3.7) and
 
(3.11) by inverting a single nXn matrix and, using the ak and bk
 
thus determined, compute Fnl(1/p) and Pn(1/).
 
E. Approximation of Bounded Linear Operators.
 
In this section it will be shown that a sequence of operators
 
may be selected by the method of moments so as to converge strongly
 
4 
to a preassigned bounded linear operator.
 
Suppose that A is a bounded linear operator in a Hilbert space
 
H. Choosing an element Z # 0, the following sequence of iterations 
0
 
is formed using the operator A:
 
Z0 , Z1 = AZ0 ; Z2 = AZ1 = A 2Z0,...,Zn = AZn I = Anz0...
 
which will be assumed to be linearly independent.
 
By solving the moment problem, a sequence of operators (An
 
22.
 
is determined, each defined on its own subspace Hn generated by
 
[Z0 ZI, ..., Zn.I. The spaces increase in dimension with increasing
, 

n. and Hn+i contains Hn . Theh(3.1) assumes the form
 
k Az=Ak
 
Z =AZ k = 0,1,...,n-1

k 0 n0
 
(3.20)

EZ =EAnZ =AnZ 

n n n 0 n 0 
Theorem 3.3 For each n, A x = E AE x for x E H n n n n
 
Proof:
 
and, by definition, Enx x.
Suppose xE Hn . Then x = k=0lNO akZk,ad deii  = 
Therefore
 
Ax='Y AZ
AEnx=A
 
n k=0Oak k, 
-on=IaAk+lZ = 2 aAk+iZ + AnZ
or AEn x = E0 ZaA 
n k=0 k 0 k0O k n 0 n-i1 0' 
Then
 
=n-2 k+l n
 
AE x £E + a E Z
 
n n k=0 k n 0 n-i n 0
 
=~- k+Iz
n~ 

k=0 k n 0
 
= 

= ak~ngk An ( k=__akk ) nX
 
which was to be shown.
 
This theorem allows the domain of the operator A to be extended
n
 
to the whole space H. That is, EnAEn is defined on all of H, and
 
its restriction to H is A
 
n n 
Corollary 3.1 The sequence of operators [AnI defined above is 
uniformly bounded with IIAn I ItAtI. 
Proof: 
By Theorem 3.3, An = EnAEn, hence 
IIAn11 = JJEnAEnII : I En lIJAIl In1l1 = fAII. 
23,
 
Theorem 3,4 The subspace H (see Definition 34) reduces the
 
z
 
operator A.
 
Proof:
 
Suppose x is in Hz . Then either x is in Lz or x is an ideal
 
element of Lz° If x is in L then
 
P(A)Z0
 
for some polynomial P(t) with real coefficients. Therefore
 
Ax - AP(A)Z0
 
is in H because tP(t) is also a polynomial with real coefficients.
 
z 
Suppose x is an ideal element of Lz. Then a sequence [x.1
 
of elements of L exists so that 
z 
1jx xn1'0 
But then 
IlAx- Axi1n IAIl lix - xn11 0, 
and since Axn is in Lz, this implies that Ax, the limit of elements
 
of tL, must belong to Hz. Thus, in either case, if x is in Hz then
 
Ax is in H . Therefore, H reduces the operator A, and the theorem
S 
is proved.
 
Theorem 3.5 If A is a bounded linear operator and tAn) a sequence
 
of solutions of the problem of moments (3,20), then the sequence 
jA } converges strongly to A in the s~bapace Hz 
Proof: 
if x = Q(A)Z0 E Lz then Ax = A x for every n exceeding the 
n 
degree of the polynomial Q(t) by two. To see this suppose
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k k-i

x'= (aA + a .+ +a01)Z0
 
where
 
n a k + 2. Then
 
Ak~l _ik a A
 
Ax = (akA + k + ." + a0A)Z0 
= akAk+l + ak-lZk + + aa.
0 I
 
However,
 
ZY = A-YE 0 = An Z0'Y OI' ' "..n-1 
and since k n-2 it is assured that
 
Z = Ak+l Z0' gk = A k Z0' ...'ZI = AnZ0
k+l n kn
 
Hence An = akZk+l + ak-lZk + ... + a0Z I also. That is Ax = A x.01 n 
So, for each x E Lz there exists an integer m such that Amx = Ax. 
Thus as n - , IAnx - AxII - 0 for any x E LZ. 
Now suppose x is an ideal element of LZ and let fXm) be a sequence 
of elements of LZ converging to x. Then 
I[Ax - Anxl flAx - AXmI ± flAx m- AXmll + flAnXm- Anlx 
by the triangle inequality. 
Thus, since IjAn11 hIAII, 
IAx - AnII 211AI1 IIx - xmi + iAnYm - Axm l. 
The first term on the right approaches zero as m increases because 
Xm - x, and since xm is in LZ, the second term is identically zero for 
sufficiently large n. 
Hence, IlAx - AnxIj - 0, n - and the theorem is proved. 
Thus far it has been assumed that the elements, Zk' are linearly 
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independent. Theorem 3.5 remains valid in the linearly dependent
 
case. To see this, suppose that Zn is dependent on [Z0, ... , Znil 
By definition, AZn I = Zn and AnZnl= EnZn . But in this case 
EnZn = Zn' hence AZn-i = AnZnl. This implies that for any x in Hn, 
Ax = Anx, or, in other words, Hn reduces the operator A. It is also 
clear that Q(A)Z0 is in Hn 
for every polynomial Q(t) with real coefficients
 
Also, Zk = Gk(A)Zo, k = 0, 1, ..., n-1, where Gk(t) is a polynomial 
of degree k, namely, tk . Since Hn is closed, HZ = Hn . Theorem 3.5 
states that flAx - Ax1 - O,k - -, and in this case for k n we have 
IlAx - AkXI = 0. 
Therefore, Theorem 3.5 remains valid.
 
CHAPTER IV
 
CO*MPLETELY CONTINUOUS OPERATORS
 
In this section, the method of moments will be used to solve
 
problems of the second kind and the eigenvalue problem, each involving
 
a completely continuous operator.
 
A. Approximation of a Completely Continuous Operator
 
Theorem 4.1 If A is a completely continuous operator, then the sequence
 
of operators, {An, solving the problem of moments, (3.20), converges
 
in norm to A in the subspace HZ;
 
jjA - An i 0, n 
Proof: 
The theorem will be proved by contradiction. Suppose IIA - Anl I10, 
n -. Then, for each n, IIA - Anl1 > 0. Let q = glb[IIA - AnIII 
Then there exists a sequence, fin} , which may be chosen so that l fnil =1 
for each n, such that for arbitrarily large n, 
II(A - An)fun] q > 0. 
ince A is completely continuous, a convergent subsequence, 
[Afn, may be chosen from the sequence {Afn}. The sequence 
3 
[(I - En)fn. is uniformly bounded, i.e., II(I - En)ffnjl !ln II = 1. 
Therefore, a convergent subsequence may again be selected from the
 
sequence [IIA(I - E)fn.11. Let [fnI also denote this convergent 
3 
subsequence and 
g = lim [Afn,
 
h = lim [A(I - E )fn].
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Note 	that
 
A - An = A - EnAEn = (I -En)A + EnA(I - E). 
Since 
1I(I - En)AfnI fl(I - En) (Afng)II + II (I - En)gll 
IlAfngl + 11 g-Engl -. 0 
and 
JJEnA(I 
- En)f, 1 1A(I - En)fnjj 11h1l 
and 
lihl 12 = lim[A(I - En) fnh] = lim[fn,( En)Ah] 
limll(I - En)A-hl = 0
 
it follows that
 
Il(A 	- An)n nl 0 
This 	is a contradiction and the theorem is proved.
 
B. 	Equations of the Second Kind 
Consider the equation 
x = Ax + f (4.1) 
with f a given element of H, A a completely continuous operator, and 
a number. 
The Fredholm alternative [Theorem 2.11] applies in this case, and
 
the following theorem of Banach holds.
 
Theorem 4.2 (Banach' Theorem)
 
-If jpj < I1 AII 1 , then p is a regular value for equation (4.1). 
Proof: 
Consider the series, 
f + pAf + p2A 2f + ... 
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and let x (n ) denote its n-th partial sum.
 
Then since IbLI IjAII <1,
 
I jx(n) _ x(m),I = I I mAmf + m+l Am+if +...+ n-iAn- f, 
n ­(IIm IAflm + JI. m+ l IIAIIIl + ... + 1v 1 IIAlI'n-l)IlfII 
when n and m approach infinity. But H is complete, and so the sequence,
 
(x(n), ,has a limit, x, in H. 
Then,
 
pAx = pAf + 2A2f + ... x - f
 
and hence
 
x = pAx + f.
 
Note that Theorem 4.2 is valid for any bounded operator.
 
The procedure for solving (4.1) is to set Z0 = f and form the
 
sequence of iterations
 
Z1 = Af, ..., Zn = Anf...
 
The solution of the approximate equation
 
xn = vAnxn + f (4.2) 
is then
 
n-i k
 
xn = Z akAkZ0
 
k=0
 
- f ,
 =a0f + alAf + ... + AnI
 
where the ak are determined recursively by means of the formulas
 
c0
 
= 1 --­a0 
 P n(l 
,,
 
.
 ak
 
ak = pak- - --- % k = 1,2,., n-l, 
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where Pn(t) and Yk are as in (3.5) and (3.7).
 
The convergence of this method is assured by the next theorem.
 
Theorem 4.3 If a solution to (4.1) exists for each f in H and if A
 
is completely continuous then'for n sufficiently large equation (4.2)
 
has a solution and the sequence [Xnl converges to the solution of (4.1).
 
Proof:
 
Equation (4.2) can be expressed as
 
x -p Ax + (A - An)x = f. 
By assumption, p is a regular value of the equation, hence the Fredholm 
alternative insures the existence of the-bounded inverse operator, 
-
(I - pA) . Applying it to both sides of the equation yields
 
Xn - p(I - iA)-1 (An - A)x n = (I - iA)- If = x (4.3) 
According to Banach's theorem, a solution to (4.3) exists if 
1ii(I - pA) -(An - A)II < 1. (4.4) 
But, 
( I IIIi - pA) 1(An - A)1I I: jIj( - .A) IIIfA - Anl 
- 0, n - . 
Therefore, condition (4.4) will be satisfied if n is sufficiently large.
 
The existence of a solution to (4.2) is thus proved.
 
To prove the convergence, we start with the following representation
 
of the inverse operator,
 
I - I .(I -p A) =E' I- (I - iA) (An - A)] (I -gA) -
Expanding in powers of p,'we obtain 
( -i - lA k I ]k.
-
-I-A(I - - A)]- = pgk[( - pA) (An - A)] 
k=O
 
This is a convergent series since for sufficiently large n
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-IYp(I - pA) i (An - A)ll < 1. 
The sequence of operators, [(I - pAn;1), is uniformly bounded 
for a sufficiently large n since 
-(IIA) 
- iA)-Il l k i(- A IIkfA - Anl k 
11c - wA)-l I 
l- lill 11(I- IA)-IIIA 
- Anll 
and by Theorem 4.1 
IIA - An I1 0, n -. 
Therefore 11(I - pAn)-'l II(I - jA)- 1 II 
-
The sequence t (I - An)-13 converges uniformly to (I -A) 
in the subspace H . To see this, consider the relation 
-
(I - pA) - (I - pA) - = ([I - p(I - pIA)-I(An - A)] ' -I}(I ­
-P k[(I - pA) (An - A)]k(I - A) 1 . 
k=1
 
Then
 
11(I - A)- - -A)-Iii 
- p(A)-I i1 k II(I - pA)-I Ik IIA - All k 
n
k=l 

2
- - Jll II (-A)-Ill IIA - Anll - 0, 
I- fI I' -pA)flJj HA - An11 
since IIA - AnI -0 in HZ as n -t -. Since f is in HZ the sequence 
[(I - pAn)-If converges to x = (I - pA)-f. This completes the 
proof of the theorem. 
Notice that to solve (4.2) for fixed n, it is necessary to invert an
 
n x n matrix from (3.7) to find the quantities ok. As n increases, this
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becomes more difficult and, mote important, less accurate since the
 
determinant of the system decreases rapidly. It will now be shown
 
how the method of moments can be used to speed the convergence of the
 
well-known Liouville-Neumann method of successive approximations.
 
One advantage will be that n is fixed throughout.
 
On the basis of the sequence of iterations
 
Z0 = f, Z, = Af,...,Z n = Anf
 
and with fixed n we construct the operator A n
n 
Equation (4.1) can be expressed as
 
x -pAnx + (An - A)x = f. 
The operator (I - 11A exists when n is sufficiently large. Hence, 
applying it to both sides of the last equation, we obtain 
x = p(I - pAn) (A - An)x + (I - pAn)- f. (4.1') 
Equation (4.1') will be solved by the Liouville-Neumann method. Define

O -l n-i
 
d. (x = (I - iAn)If = Z Z. 
j=O ­
0
 
The element x can be found by the methods of Chapter III. The
 
successive approximations are obtained by the formula
 
x (k+l) = p(I - pA) - (A - An)x (k)+ (I - pA) f. (4.7) 
(k + l ) To compute x from x (k ) it is required to solve the equation
 
( k l )x - nx(k+l) = (A - An)x(k) + f. (4.8) 
Applying the operator E to both sides yields
n 
+En3x (k+l) pAnnx(k l) = p(EnA - An)x(k) + f. (4.9) 
The solution E x (k+l) of this equation, denoted by x (k+l), can be
 
n n 
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Eound by the methods of Chapter III. 
Substracting (4.9) from (4.8) yields 
,j(k+l) (k+l) (k) 
Dr,
 
(k+l) (k+l) (1(k)0
= x + i(A - E A)x(4.10) 
nn 
tn obtaining (4.9) and (4.10) we made use of the facts that E f = f 
n 
and
 
2 2E A E AE = A = EAE = A E. 
nl nn n n n n nln 
kssume that x(k) has the form 
(k) n+k-l
 
x E d k)Z..j=0
 
then
 
(A - A)x (k) =(A E AEn)x(k) 
n+k-1 ( n-2 (k) _n+k-1 W 
= Z d - Z d Z - E AE Z. 
0J+I j=0 J Z J+I j 
n+k- 1
 
dtk
= Z (Z -EnA Zj). 
j=n-1 J J+i n nj 
gow let
 
n-i
 
( j )E Z. = E r S Z n s=O 
the r (j ) being determined from the system of equations
 
s 
( j )(Z , Z )r ±)+...+(Z Z )r (Z Z 
p 00 p n-i n-l p, Zj 
p=0, ,..., n-l. 
Fhen
 
n-I
 
AE Z. = Z 
n J s=O s s+1' 
and
 
n-2
 
( j )EnAEnZ. = Z r(J)z + r E Z 
n n J s s+l n-I n n 
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n-n­
( j )r Z r(j) Z 
s=i s-I s n-I as s 
n-1 ( j )  ( j )  
= (r r )z. (4.11) 
n-is=0 s-i 

r ( j ) = 0
S-1 
Thus 
n-li(k) 'n+k-I (k) 
 ( j )  ( j )  (A - A)X = 2 d. [Z - 2 (r r Z j=n-I1 J +1 " s-1 n-( srs
 
n+k-1 
(k
 
dtk
= 2 (Z - E Z )j=n-I j j+i n j+l
 
n+k-i n-I
 
+ l ) ( j ) ( j ) + Z d(k)[ Z (r ( r +r 
cs)Zsj=n-i s-0 J s-I n-i 
Applying E to both sides of this last equation yields
n 
n-1
n+k-I
(k ) + l ) ( j ) ( j ) (E A -A )x = dk)I (r(j - r + r cs)Zj=n-I j s=O s s-I n-I s S 
n-I n+k-1 ( +. 
- j j )  
= E Z[ S d)(r(j i) r + r s) 
s=0 " j=n-i J s s-I n-is 
and subtracting this from (A - An)x(k) above yields 
(k) = n+k-i 
dSk(A - EnA)x Z (Z. - E Z ) 
j=n-i j 3+I n 1+1 
n+k-i n- I n+k 
= S d (Z+ - Z r(j+ ) h(k+i) z 
j=n-i J s=0 s=O 
where
 
n+k-I
(k+) = 

( khSkZ ri+l) di s=, I, ,s ...sj=n-I 

and 
h(k+ l) = d(k) sn, ... , n+k 
s s-i 
It still remains to solve (4.9),
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f
x(k-l) - x(kl) = (EnA - An)x(k) + . (4.12) 
n n n n n 
Putting,
 
n-i (ki)
 
+ (k+ l)
x(k+l)n X nE as s,
 
+
we can find the coefficients a(k l ) by the methods of Chapter III.
 
s 
This yields
 
(k+l) I+k-iF 
(k+l)an- d (k) (j+l) r(j) -0 
0 j=n-l 3 0 n-I a0 ) 0i) 
(l n+k-1 
(r ( j + l ) ( j ) ( j )a(k+1) = kI d(k) - r + r 
s j=n-I j s s-i n-i -s 
(k+l) I(k+i) Fn-iI.("
 
+ pa - P I a, s=l, 2, ..., n-i 
s-i P 1 s
 
n (g) 
where
 
n-I n+k-I (ji) 0!s r itF (k+l) (t z E (k) il r(j) + S . n-i (t) = S S d* (( r 1 +r.l 
n-i s=O j=n-I s s- s 
Thus, from (4.10) we have that 
(k+l )= n+ s(k+l)
x ES
 
s=O
 
with 
sn + s =,I ­d (k+l) h s(k+l) + d + pa2+) s 0, 1, ... , n-i 
s . sn ~d (k+l) h(k+l) s=n, ... , n+kns 

(0 )
In summary, we first must find x , which involves inverting the
 
(j )
n.x n matrix from (3.7). Finding the quantities, r , in (4.8)
s
 
involves the same inverse. Finding the quantities, ak' also involves
 
this same inverse. Hence, this method has the advantage of keeping
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n fixed, so that computational errors introduced by increasing n ar
 
avoided.
 
The convergence of the method is assured because it is the
 
Liou ville-Neumann method.
 
We now investigate the speed of'convergence. Consider the basic
 
formula
 
x(k + l) = 
p,(I - A) I(A - An)x(k) + (I - nA)- f. (4.7) 
Let B denote the operator
 
B = p(I - pAn) (A -An)
 
so that (4.7) can be written in the form
 
x (k+l)= Bx (k) + x(0) ('-.7') 
Since the operators (I - iAn) are uniformly bounded for sufficien 
large n and since hJA - Anl - 0, given any arbitrarily small positive 
quantity, q, we can find an n such that 
l
[IBII ! lpl I ( - An)-1 1 JJA - Anll < q.
 
Choose such a value of n,
 
From (4.7') it follows that
 
c(k) k (0)
= B 

j=0
 
If x denotes the exact solution of (4.1'), dALUL LL4~LI6 LU ,)aL,ach's 
Theorem, we have
 
0 ) .
 
x = E BJx
 
j=0
 
Subtraction then yields
 
Hix- x(k) IIBk+l E BJx(0)ll IIBII k+l lixll,j=0
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x(kj :Ix9l
ix - qk+  (4.13)
 
Thus, the sequence {x(k)3 is q-convergent to x.
 
(k ) 
Since x is a polynomial in A of the form
 
x(k) = Gn+k-l(A)f,
 
we have the following lemma.
 
Lemma 4.1 If x is a solution of
 
x = 1Ax + f
 
with p a regular value and A a completely continuous operator, then
 
there exists a sequence of polynomials [Gm l(t)) such that the sequence
 
[Gm_(A)Z0} is q-convergent to x.
 
Proof: .
 
Consider Gm(A)f = x(m -n). Then inequality (4.13) implies that
 
m ,
lHx - GmI (A)fjl = lix - x(m-n)ll q jjxj = Cq
- n
where C = 1 is independent of m. Thus [Gm_(A)Z0} is q-convergent 
to x as claimed. 
C. The Eigenvalue Problem
 
Theorem 4.4 Suppose
 
x - pAx = 0 (4.14)
 
where A is a completely continuous operator and p is a reciprocal
 
eigenvalue; that is (4.14) has a non-trivial solution in HZ* Then
 
each such solution is unique, that is, to each eigenvalue there corresponds
 
but one eigenfunction in Hz
. 
The sequences, tpnj and [Xn, of solutions
 
to
 
Axn = 0 (4.15)
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are q-convergent to the reciprocal eigenvalues and eigenfunctions,
 
respectively.
 
Proof:
 
First, we express (4.14) in the form
 
x - IAx = x - i(A - An)x - pAnx = 0 (4.15')
 
By Banach's theorem, all values of p in the circular region 
1 
S< I A - All (4.16) 
are regular for the operator'I - p(A - A n) or, in other words, the
 
nn 
inverse operator [T - p.(A - An ] 1 exists. The fulfillment of condition 
(4.16) can always be assured since with increasing n, JJA - Anl - 0. 
Equation (4.14) may be expressed in the form 
[I - p(A -An)][T - P[I - 1 (A -A )1-IA Ix 0, 
which can be verified immediately by carrying out the indicated 
multiplication. Applying [I - p(A - An)] to both sides yields 
x = PEI - p(A - An)]7 1Anx (4.17) 
Now, Anx E H n and hence is representable as 
n-l bk
 
AXn x= E Zk
k=0
 
with certain constant coefficients bk.
 
Let
 
k = [I -p(A - An)]-IZk' (4.18) 
Thus, frbm (4.17) and (4.18) it is seen that
 
n-1
 
x = S bk k (4.19)
 
k=0
 
The k are linearly independent since if there exist numbers Ck
 
not all zero such that
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n-I
 
E Ck =0 
k=0
 
then
 
n-I 1 n-I
 
k=Ck k = [I - i(A-An)] E Ckk = 0.
 
k=0 k=0
 
Hence, the last sum vanishes, contradicting the linear independence of
 
the Zk.
 
The equation defining k is equivalent to
 
- (A - An) k = Zk" 
Therefore,
 
= Zk, k = 0, 1, ... , n-2 
- and 
n-2
 
Anx Z hkzk+1 + bnIAn nI
k=0
 
1 n-2 1
[I - (A -A)] An = E bn+ + bnnl-n (A An-]-A Vn-I
 
k=0
 
(4.20)
 
Let
 
n n-I s=0 s s 
Then
 
n-1

-1 

[I - An E ~t)~(4.21) p(A -An)] = -n-i0s)s. ­
s=0 
- From (4.17) 
x = p[I -(A -An)]-1 Anx 
substituting (4.20) into this yields
 
n- 2
 
n-E bkOk+ I + bni [I - p(A - An)]-An n1l 
k=0
 
then substituting (4.21) into this yields
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n-2 n-I
 
x = p[ Z bkk+I -bn I Z Cs(1) 
k=O s=0
 
Substituting (4.19) into this yields
 
n-I n-i n-I 
Ek 
- bknI Z=O k(P)k 
= kk 7k-b iklk 

k=O k=O k=O
 
and hence, 
n-i 
Z [bk - pbk- + pbn-l'k(P))k=o' -l = 0 
k=0 
In view of the linear independence of the k'
 
bk - bbk- = k = 0, 1, ... , n-1 (4.22)1 + puk(p) n_ 1 0 

Equating to zero the determinant of this system of homogeneous
 
linear equations, we arrive at the following equation for the reciprocal
 
eigenvalues, p;
 
01 i( )1 an-(P) + (AP) =--+-n n-i + P + 0.. 0 
(4.23)
 
After finding an eigenvalue, the corresponding eigenfunction is
 
found by means of (4.6), the coefficients bk being calculated by use
 
of the recursion formula
 
bk = p[bk-1 - ok()], k = 0, 1, ..., n-2 bn- = 1 
(4.22') 
But, since the bk are uniquely determined, it follows that to each 
reciprocal eigenvalue there corresponds but one eigenfunction determined 
of course to within a constant multiple. This completes the first 
part of the proof. 
For sufficiently large m (m > n), the equation 
xm - pAmxm = 0 
can be transformed as before into xm = p[I - p(An - An)]-IAnx. (4.17') 
x 
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Similarly, we let k (m ) - [I - t(Am - An)] zk and seea olution 
of the form:m 
 n-I
 
K E b(m) (m) E(m) = Zk' k=0, 1, ..., n-2
 
k=0 k k
 
This gives
 
bm(m) - Ib(m) + (m)(p ) = 0, k=0, 1, . ­k - k- k n-I
 
(4.22")
 
where the quantities km) (p) are determined by the relation
 
(m) _ C1m)(P)Z
 
n n-i S=0s0
 
The elements 	 n and n(m) are respective(in
 
n-Isolutions of
 
n-i - p(A 

- An) n-I = Zn-i 
(m) - p(A - )n (i) = Zn 
n-i 	
-l nl
 
Since the sequence (A m converges in norm to A by Lemma 4.1,
 
there exists a polynomial Qs(A - An)Zn 1 such that
 
n-1- s(A- An)Zn-I 1 s C qS
 
with q some positive number. But Qs (A - An)Zs = Qs+n 1 (A)Z0 , so that
 
for m = n + s 
-n C1qm (4.24)
II~n-l _ QmP(A)ZoIf Cqm = 

Now let yn(m = Q-(A)Z0 " Then 
_ n Ln_- (A - A n( ) ],Yn-l~ m Yn-l 	 nYn_
y(m) -p(A - (m) = Em r (m) ­
and
 
(m) _(A - A = E - (A - An) n -
n-I in n nrl = n-I n n-1 
Substracting these last two relations gives
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'(m) A (m)(m) (m) 
n-i -I - (Am n) in-i -n-1) 
=En[nl .(m) - p( A (m) n 
n n-i n (A n n-i n-1 
Hence,
nm)
( (m
 
Yn- 1 5 ILI - p(A m - An)]-Il I II - p(A - An) I Ia nl-Ynm I". 
Thus, there exists a constant C2 such that
 
ll (m) .(m)I I 5; C qm
 
In-i - ynI l C2q
 
or, equivalently,
 
Iy(m)IYn-i - n-i(m) 2qm (4.25) 
Adding (4.24) and (4.25) and applying the triangle inequality yields
 
ll~n_ 
-
nll-(m)11 C3 m (4.26)
 
Since
 
n-I
 
Ann = - E k([)Zk,
 
k=0
 
n-i
 
A = _ E (M)(1)Z
n n-I k 
it follows that a similar kind of estimate holds for ck(p) and (m)
 
namely,
 
S (Mn) (k) .m
 
I 2k(p) - (k m ([,)I C q 
where C(k) is a constant independent of m.
 
Now let A(() denote the characteristic polynomial for the operator A 
:
 
in
( m ) 
l )
+ n-( n)[in n-I + 0 (P) 
From the estimate for yki), it then follows that
 
m .IA) - A(p) Cq 
Suppose that p0 is a root of the equation A() 0 of multiplicity
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p satisfying condition (3). Then for sufficiently small y = IP-ii 01,
 
For y = (C'/C")1 1 p q/p, we further have 
IA(O) - Am()l C"yP IA([)l. 
Therefore, by Rouche's Theorem, (TheoremZl4), Am(11) = A(1 ) + Am@) 
- A(t)has exactly p roots xl), .' (Pm in the region i - 0 
which satisfy the inequalities
 
10 - PC q , k = 1, ... 
where
 
I/p -'

'E , -q=ql. 
Hence, in view of the arbitrariness of q, the eigenvalues of the
 
approximate equation (4.15) are q-convergent to the eigenvalues of (4.14:
 
The estimate for the eigenvalues and the equations (4.22), (4.22')
 
and (4.22") in turn imply the same sort of convergence for the eigen­
functions. This completes the proof of the theorem.
 
Thus, to obtain the approximate solutions, one must solve the
 
equation (4.15). This can be done by the methods of Chapter III.
 
Recall, however, that in order to determine the eigenvalues of An,
 
it is necessary to invert an n x n matrix (3.7). This may be difficult
 
for large values on n and may involve considerable loss of accuracy.
 
The Liouville-Neumann method should be used in such cases. The
 
quantities, cYk() involved are, in general, difficult to calculate.
, 

Keeping n fixed, it will now be shown how power series may be obtained
 
for the coefficients ak() in equations (4.22) and (4.23) determining
 
the reciprocal eigenvalues and eigenfunctions.
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The coefficients as(p) were defined by the relation
 
n-I
 
An n~- E cis(1) Zs,
 
s=O
 
in which 
n I-(AAn)]- =EI ­- Z J(A An)JZnn-l n-I j=0 I . 
We first derive recursion formulas for the coefficients of the
 
latter power series. Let
 
n+j-1 
(A - A)Z = Z d Z. 
n n-i s=O
 
Then 
n+j-i n+j-l(A - An)J+l_ = E dskj)zs+ E d'j)s AnZs
 
s=O s=O
 
-

n n-I s l si n s~A
 
n+j-I
 
d( j ) = dS z n+1- A Z 
s s+l s=n-1 s n s.s=n-1 

From(4.ll)we have
 
n-i
 
( s ) ( s )A Z = S (r - r Yk)Z 
'
 
n s k=O k-i n-i k)k
 
so that
 
n+j l ) Z
J+l = 
(A - An in Z d(i+
 (- n-i S= s s 
s=O
 
n+j-1 d ( j ) nl1 n+ji i) () s Z - ZZ n Z d(j) (rs) r(S) k) 
k=0 s=n-isrn-I 
Thus,
 
d ( j + ) d ( j )  S = s-1 s = n, . ' n+j 
d( j ) rd(j+i) _n+j- (r(k) _ (k) ) s=0, 1, ..., n-i 
k=n-i 
(4.24) 
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and 
- . n+j- I ,., 
n-ilJ(A-A)Jz- S n Zn1 = E d Z. j=0 j=0 s=O
 
Next, An n I will be computed.
 
M n+j-I 
An n-1 = E J[ d j AZ] 
j=O s=O 
n+j-l,. n-i 
d~ j ) r ( s ) j[,E Z (r(s) - ff)Zk 
k
n-i k
k=0
j=O s=O k-i 

n-I . n+j-l / 
E z t~ zp Z d0j) (r~s) - r~s a 
k j=0 s=0 s k-I n-I kk=0 
n-I
 
= 
- k() Zk. 
k=0
 
Therefore, the linear independence of the Zk implies
 
=o n+jl I) (. 
j ) (r ( s ) - ( s ) (P) E Z d r 01 (4.25)j= s=O s k-I n-I k 
Equation (4.25) expresses the coefficients a k ) as a power series. 
Recall equation (4.23),
 ( )Sn-i ~ a 1 ([L) 
A(p) ,n + n-I + ... + + C0 (P) = 0, 
for finding the reciprocal eigenvalues, p. At first glance, it seems
 
that (4.23) implies the existence of at most n reciprocal eigenvalues.
 
This can not be the case, since we are working in an infinite 
dimensional space H. This problem is resolved by observing that the 
coefficients Yk(p) in (4.23) depend on i also. Thus, it is true that 
each reciprocal eigenvalue, p, satisfies some n-th degree polynomial
 
but not all of them .satisfy the same n-th degree polynomial.
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Thus, to approximate the reciprocal eigenvalues of the operator
 
A, first obtain an approximation for the quantities, ek(11) by
, 

truncating the power series expression for the ak%), given in (4.25), 
at some integer y. That is, let 
Y n+j-I ( 
k) "
 'Yj0 r i [. (4.26Ck (11) = - SOsZ dI j ) (r k-I( s ) - n-I( s ) yj=0 s=O
 
Then use (4.26) in (4.23) to determine the approximate reciprocal
 
eigenvalues. Then, to obtain further, possibly more accurate
 
approximations, one could increase y and repeat the procedure.
 
After an approximate eigenvalue is found, say p, then the
 
corresponding approximate eigenfunction is found by useof (4.19)
 
where the bk are defined as follows
 
bk = p[bk-l - 'k ()], k=O, 1, ..., n-2
 
bn=l, b 1i = 0
 
CHAPTER V
 
SELF-ADJOINT OPERATORS
 
A. The Eigenvalue Problem in a Finite Dimensional Space
 
Let A be a self-adjoint operator on a Hilbert space, H, of 
dimension n. Let [yl,y 2, ..., yn} be an orthonormal basis for H. 
Consider the eigenvalue problem 
Ax = Xx. (5.1) 
Let 
x = aly I + a2 Y 2 +.. + anYn (5.2) 
Taking the scalar product of (5.1) with the respective basis vectors 
yields the following system of linear homogeneous equations: 
aI(Ay1 , yl) + a2(Ay 2 , yl) + ... + an (Ay n , Yl = XaI 
a1(Ay1 ,Y 2 ) + a 2 (Ay2, Y 2 ) + ... + an(Ayn , Y2 ) = Xa 2 
.................................................. (5.3) 
a1 (Ay1 , Yn) + a2 (AY2, Yn) + ... + an(AYn Yn) an, 
Equating to zero the determinant of the system, we obtain the 
characteristic equation for the eigenvalues, 
(Ay I , y1) - X (Ay 2 , yl) ... (Ay , Yl )n
 
(Ay1,Y 2) (AY2, Y2 ) - X ... (Ayn , Y2 ) = 0 
.................................... (5.4) 
(AylY n ) (Ay2, Yn) ... (AYn, Yn ) - X 
After finding an eigenvalue, Xk' the corresponding eigenfunction, 
Xk, can be found by solving (5.3) for the coefficients, ak, to be used 
in (5.2). It follows that xk is defined to within a constant multiple 
which may be chosen so that IIXkf =1.
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Notice that the above process is valid for an arbitrary linear
 
operator.
 
Eigenfunctions corresponding to distinct eigenvalues are
 
mutually orthogonal. To see this, suppose
 
Axk 	= kXk
 
Ax.i 	= Xixi"
 
Then
 
(Axk, x i ) = xk(xk' x i ) 
(Axi,xk) = Xi(xi,xk). 
Hence, by the self-adjointness of A, we see that
 
0 = 	 (Axk, xi) - (Axi, xk) = (kXk, xi) - (Xixixk) 
= (Xk - X.) (Xk x.) 
Therefore, when X # xi, it follows that 
(xk,xi) = 0. 
Thus, the set of eigenfunctions of A can be taken to be an 
orthonormal basis for a subspace K of $, and then if x E K we 
have that 
k 
x = S (x,xi) x.. 
i=l 1 1 
Note that k = n implies K = H. That is, if there are n distinct 
eigenvalueof A, then the set, [Xk1nl, is an orthonormal basis for 
H.
 
B. 	Spectral Theory for Self-Adjoint Operators
 
This section is important because it provides the tool by
 
which convergence can be proved for several iterative methods
 
which follow.
 
Suppose the operator A has n distinct eigenvalues, which we
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list in increasing order,
 
xI< X2< ... < 
x
n .
 
The spectral function of A, denoted by \, is defined by 
0 < 1 
(x, X x 1 : < 2 
(x, x1) x1 + (x, x2 ) x2 -< < 3 
x = ....... .............................................
 
(x, xl) x I + ... + (x, Xn l X _I <_X < Xn x 
x x >x 
n 
for any element x in H. 
The real valued function ( x,x) is given by 
0 x <I 
I(x, xlI)l x I X<X 2 
( xx) n' ...........................................
 
n-l2 
E I(X, x) n l < n 
k=l n 
11x112 X X
 n 
To see this, suppose we wish to calculate ( x,x) where Xk X < xk+I 
Then 
(Ex,x) = [(X,Xl)X1 + (xlx2)x2 + ... + (xxk)xk x]' 
= [(x,xl)X,xl + [(x1x2)x 2,X1 + ... + [(X,Xk)xk, x] 
= (x,x) (XX)+ (x,x2) (x2 ,x) + ... + (xxk) (xk, x)" 
= (X,X1) (x,xI) + (x,x2) (x,x2) + ... + (x,Xk) (x,xk) 
1(x,x1)12 + I(x,x2)1 + ... + I(x,xk) 2 
k 
= I(xxi)I 
i=l
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Thus, ( x,x) is constant for those values of X where A has
 
no eigenvalues and increases by jumps at each eigenvalue, Xk' by
 
the amount, I(x,xk)12 Now,let
 
Ak x = (Xxk)xk
-
Then the expression
 
Ax = X1 (x, xl)xI + X 2 (x,x2)x2 + ....+ X n(XXn)Xn (5.5) 
becomes 
n 
Ax = S XkAkX. 
k=l
 
Therefore, since ( x,x) is a step function with jumps at the 
Xk' we have that 
Ax = fn Xdx, 
by definition of the Riemann - Stieltjes integral.
 
Applying A to both sides of (5.5) yields
 
A2x = A[X 1 (X,X1 )xI + X 2 (x,x2 )x2 + ... + Xn(xxn)xn ]
 
= X 1 (X,x1)Ax1 	+ X2 (x,x2)Ax2 + ... + Xn(x,xn)Axn 
2 2 . 2
 
= X2 (x'xl)x + X2 (x'x2)x + + X (x'x )X

1 '11 2 '22 n n n
 
Similarly
 
mx = XI (XXl)X + X2 (x'x2)x2 + + Xm (x'x)x 
A 1 m Xn n n 
This formula 	may be extended to any function of A by defining
 
f(A)x 	= f(Xl (xXl)XI + ... + Mn)(x,xn)X (5.6)
 
n
 
E f(k)Ak'X. 
k=l
 
Then 
n 
f1 (A) f2 (A) x = 7 fl(Xk) f2(k) AkkX. (5.7) 
k=l 
JU.
 
Notice that in the definition of f(A), only the values of f(t) 
at the points, Xk, are involved and so g(A) = f(A) whenever g(kk) 
f(?k)
, for each eigenvalue kk" 
In a similar way, a continuous fnction of any bounded 
self-adjoint operator, B, can be defined by 
f(B) = f(X) dX; (5.8) 
that is, for x E H, 
f(B)x = M f (X) dxx, 
where m and M are the bounds of the operator,and in which the only 
values of f that effect the result are those at the points of the 
spectrum of the operator, where d X 0. Also, we have 
fj(A) f 2 (A) =fM f () f2(X) dE. (5.9) 
The norm of the operator f(A) can be estimated as follows. Suppose
 
If(X)I C. Then
 
Ilf(A)xjl= jjI f()dExl I I I fT If(X)I d xLI 
I I" CdWElt 
- c MjdxIj = cfIllx , 
and therefore 
l1f(A)II C. (5.10) 
Notice that if A isa-bounded self-adjoint operator which has 
an inverse, that the inverse operator can be expressed as 
A-I =JM I dJN . (5.11) 
This is clear since 
AA-Ix = fM X dx = x.
mXT%
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Theorsi5.l Thebotndedself-adjoint operator A has a bounded inverse if
 
and only if there exists an interval [ - a, a] containing no part
 
of the spectrum of A.
 
Proof:
 
Suppose the spectrum of A lies outside the interval [ - a,a]. 
Then since zero is not an eigenvalue of A, the inverse operator, 
A- 1.exists. If X is an eigenvalue of A, it follows that
 
IX-l1g 7-1.
 
To see this, suppose
 
>a
 
Then either
 
X-1>-I or1 ­> 
which implies that
 
0<X< or 0>X>-a
 
However, in either case, these inequalities imply that
 
X E [ - a, a 3, 
which is a contradiction to the hypothesis that no part of the spectrum
 
of A lies in [-- a, a]. 
Thus,- if no part of the spectrum of A lies in [ - a, a], then 
(5.11) and (5.10) together imply
 
IA'I Y-i. 
-1
We will now show that if A is a bounded operator, then an
 
interval [- a, a] exists containing no part of the spectrum of A.
 
This will be proved by contradiction.
 
- 1
Suppose that A is a bounded operator and every given interval
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a, a] contains part of the spectrum of A. Thus, zero is a limit
 
point of the spectrum of A. By (5.11) we can express A as
 
A- =j'M I
 
which implies that
 
I -llI = II 1 dji. 
However, since X - 0, 
m-1
 
which implies that A is not bounded. This is a contradiction, and
 
therefore an interval [- a, a] exists containing no part of the spectrum
 
of A. This completes the proof of the theorem.
 
heorem5.2 IfAis a bounded self-adjoint operator with inverse and [And 
a sequence of solutions of the moment problem, then the sequence of
 
spectral functions [9X(n), of the operators, An, converges strongly
 
to the spectral function of A in the subspace HZ
 
.
 
Proof:
 
The proof is based on the fact that the sequence [A} converges
 
strongly to A. The first consequence of the strong convergence of
 
these operators is the strong convergence of polynomials of A n
 
n 
That is, if P(t) is any polyn6mial, then 
P(An) P(A), . n 

To see this , suppose 
k 
-
k-i IP(t) =c kr + a! k t + ... + Ult + y 0
 
and consider
 
lir P(A) = lim (rkAnk+ ck-iAnk - I + ... + An+ c0 
n . n ­
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kik k-I
 
= l m (Y + lkAk) + .k- + im (alA) + r (0) 
n-
4 co n -* n -) ­
-
nn n n

-
= k( im (An)k + afk_l lim An k + .. + ci, iA+ Adk k-i
 
n , n - n+ 
k dk k- I i 
A
 
= akA + A +... + Y+ 0 = P(A). 
By means of the Weierstrass Approximation Theorem this result
 
may be extended to any function p(p) continuous on the interval
 
-iii
I JAil. 
In particular, let
 
p@) = e( ­
where
 
ek() =Xfor p> X. 
Then, p(A) = (n)A 
and
 
p(A) = A, 
and since P( ) is continuous,
 
(n)S An-. A. 
Now 
Ij(n)Ax = .AxIj I j j n) (A - A)xJJ + 1I(n)Anx - %AxII 
-SJI(A- An)Xll +ll (n)Anx %Axjjl- 0, 
and this implies convergence in HZ.
 
Also
 
(n) (n)AA
 
n;x A x AA-x = Sxx 
-
 -
for each x in the domain of A 1. Since the domain of A is dense in
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H and the spectral functions, (n) are uniformly bounded, it follows
 
that
 
in HZ as claimed.
 
C. The Eigenvalue Problems
 
Now consider the elgenvalue problem,
 
Ax = Xx, 
 (5.12)
 
where A is a bounded self-adjoint operator. To solve (5.12) by the
 
method of moments select an arbitrary Z0 E H and form the sequence
 
of iterations, 
21 = O 
z I AZ0 
z2
n An2Zo0
 
Then ro x xu n, solve the corresponding eigenvalue problem,
 
Anxn = 
X n (5.12')
 
The convergence of this method is assured by Theorem 5.2.
 
Notice that problem (5.12') can be solved by the methods of
 
Chapter III. However, since An = EnAEn, we see that An 
is self­
adJont, and it will now be shown how the self-adJointness of A
 
simplifies the solution of (5.12').
 
Let po = ZO0 

and iteratively
 
Pk+l = (A - akI)Pk hk-l Pk-1
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where
 
ak= (APkOPk) / (Pk Pk = (APk IP) / I Pki 12 
and 
bk-i = IIPkII 2 / IIPk..lII
 
The elements, Pk' are mutually orthogonal, i.e., (pjPk)= 0,j kand
 
(5.13)
Pk = Bk(A)ZO 
with Pk(A) a k-th degree polynomial in A. The polynomials Pk(t) 
each have leading coefficient unity and satisfy the recursion relations:­
Pk+l(t) = (t - ak) Bk(t) - kl Pk-l(t) (5.14) 
b i= 0, P0 Z l. 
Notice that pk = Pk(A)Zo = 1An)Z C H' for k = 0, 1, ... , n-1.knO "n
 
'
Thus the elements, fP0' p1 1 Pn-I form an orthogonal set in
 
H . It is clear that
 
n
 
Pn (An)Zo = =
Enen (A)'Z 0 EnPn' 
'
but since pn is orthogonal to each element of the set [P0V . Pn-I}
 
which is a complete orthogonal set in the subspace Hn,
 
_ PO P I
 
EnPn = (Pn PO) "F-[-2 + (Pn ) T i 2 
Pn-I
 
+ ...+ (P'Pn-) TT 2=0, 
and therefore 
p (An)Zo = 0 (5.15) 
Thus, Pn(t{) is an n-th degree polynomial annihilating Z0 and 
can therefore differ from the polynomial Pn(t) obtained in Chapter III 
by only a constant multiple. However, since P (t) and Pnf(t) have 
n n 
leading coefficient unity, they are equal. Thus, the roots of 
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Pn(t) = 0 
are the eigenvalues of the operator An.
 
n 
The corresponding eigenfunctions could be obtained as in
 
Chapter III, however they may be expressed directly in terms of
 
PO' PI' " Pn-l
 
Let
 
Anxk 
 kk'
 
with Xk a root of Bn(?Q. We look for an xk of the form
 
n-i Jk' P-) 
k j=0 pJ" 
Since A is self-adjoint, its eigenfunctionsform a complete
n 
orthonormal set in Hn
 . Expanding pj in terms of the eigenfunctiom
 
we obtain
 
n-i
 
p. = P (A )Z = E Pj(Xk) (Z0 , xk)xk. 
n j ~ k=0 
Therefore 
n-i 
(xk P.)= (Pk, k=0 (Xk (Z0, xk)Xk) 
= P (Xk) (Z0 , Vk) 
Thus, x can be expressed as
 
k 
 n-i
 
x = C Z P. (XL)P

k j=0 jkj
 
The constant C must be chosen so 
as to insure normalization. That 
is, we must choose C so that 
lixkl 12 C n-ZP 2=I 
n-0 
Therefore,
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n-I n-i
(C0 P (Xk) p., C E P.(kk)Pj) = I
j=O j k~ j=O J k
2 n-i n-I
= C ( n Pj(Xk)Pj
, 
2 P.(Xk)P.)
j=0 k j=0 j k
= 2n-I
2 ( P.X)., P.X)P.)
j=0 J j  k
due to the orthogonality of the elements, Pk' and so
n-I 2
C 2 (E ( PI = 1
j=O j
or
C= 1
j i n -.PjP 
k )
j=j=
and therefore
n 
n-ik' E p.(Xk)Pj
j=0 k (5.16)
Notice that in order to obtain the eigenvalues and corresponding
eigenfunetions of A n by the above method, the folloing steps must
be taken: (1) Form the sequence, £ZkI, (2) orthogonalize to find
the sequence [Pk
, (3) determine all the polynomials, Pt(X), 0 t!n,
(4) find the eigenvalues as roots of Tn(X) = 0, (5) substitute each
eigenvalue, Xkk into equation (5.16) to find the corresponding
eigenfunction. Observe that in contrast to the method presented in
Chapter III, this method does not require inverting any matrix at
all.
A procedure will now be developed by which the polynomials
Pk(t) can be found up to and including k = 2n-2, without having
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to increase n, Assume that the polynomials, Pk(t), have been
 
determined up to and including P (t), and let 
tn (n)
 (517)
Pn s0 s (
 
-
,it,(n) 

n 
We first expand Z0 in terms of the eigenfunctions of An>
 
z0= ' _, aX. 
0k-0 kk-

Consider the function
 
2 2
 
a +
0 a
 an-I
 
c(t) = tt~n
 
where X0 0t 1 ,..,X are the eigenvalues of A . We look for 
an expansion of o(t) in inverse powers of t of the form 
C!"-+= s40 (5.18)

-t t t t 
We formally determine the coefficients in the series. We first 
write
 
2 2
 
ak X _t~ SL s
 
k 
2
and hence a
- =s -IL.-. C]Stx3 +r
-
t-7,ik S O k 
Therefore 
a -Il2?Ls 
CS 3-0 ak k"
 
Also we have that
 
s
Z =A Z = f-
a Mk kXk xk 
and = no . c 
= ak1 = oskk1 
In general, for any i and k,
 
ci+k = ( ,A hZo, Ao
 
nO nu" 
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since
 
(Aiz, AkZ0 ik
(= (An Z0,Z0) ei+k' 
due to the self-adjointness of Ann
The problem of moments also provides a way of computing 
the coefficients co up to c2n-2 inclusive, namely 
Ci+k (ZiZk) i+k 2n-2. 
This is true because 
(f 0Zk) = (AnZ 0 AZ0) = ci k 
for 0 n5 i,k n-l. Hence 0 i+k 2n-2. 
We now find Pn(t). Since the Xk are its roots, and since 
its leading coefficient is unity, we can write 
2 
1 ak2 Q-t) c0 c 
~QjkO7 = r +r- .. 
x Pn(t) t +.,. 
in which _l (t) is some polynomial of degree (n-l).
 
Multiplying by P(t) yields
 
c C 1 
Qn-l(t) = Pn(t)- + 2 
Substituting (5.17) yields 
Equating to zero the coefficients of negative powers of t
 
we obtain
 
c +c (+ c a(n) + C 0, j O.
 j n j+ll j+n- I n-I j+n
 
Only n of these equations corresponding to j = 0,1,...n-I
 
are linearly independent, the others being linear combinations
 
60.
 
of them. This system corresponds exactly to system (3.7).
 
We now obtain recursion formulas for the coefficients of
 
Pn(t). In the equality
 
cc o c. 
+ I+ ..k+l(t)(Qk(t) = tj+ t t 

we replace Pk+l(t) by the recurrence relation obtained in (5.14)
 
to obtain
 
(0 1 ek
C0 c1c 
= + ''' k+ ")Qk(t) = (t - ak) Pk(t) + t t
 
co cI 
 c
 
" 
- k-1 k-1(t)( t 2 ' t k - " " " 
Now using Pk (t )  0(k)xi 
k j0 1
-k 
and then equating to zero the coefficient of X , we obtain 
Ck (k) + c (k) + (k) + 
0 k+1l k-Ik-1 2k 
k-l(k-1) (k-l)+ a (k-1)+ c 
- b k-l m + ck I .-. +c2k-3 k-2 2k-2)=0 
A similar operation of the coefficient of X-k-i yields
 
(k) (k) (k)

+ k+2 1 .c2kok- I + c2k+l 
- (k) (c (k).+c 
ak(cka0 k+ll - "+c2 k-l k- 1 2k 
-b (k-) (k-) +.(k-)k-l(cka0 + k Ila +.+ c2k-2k2 )+ c2k-1)
 
Let
 
1 

(k) (k)++ a (k)
 
=
hk ek 0 + ck+l'l + C2k1k-l +C2k'
 
(k) (k) (k)
hk- ck+l0 
+ ck+ 2 1 "" 2k k-i c2k+l'
 
we have k
 
k-l hk_­
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hk+> hk_3 hk+ hk­
ak h bk l hk hk hk-l
 
Thus the recurrence relation for Pk+l(t) shows 
k~i (k+l) s k (k) s+ (k) s
-
Pk (t)Z a t = E aY t - a E aik+l s=0 s s=0 s ks=0 s
 
k-I (k+l) 
-bk S s i)0 
Hence, upon equating coefficients of like powers we arrive at
 
recurrence relations for the coefficients of Pk+l(t): 
(k+l) (k) 
ak+l =k =1 
Y(k-i) 0 
k 
(k+l) (k) (k)_b 0(k-1) (5.19)
as !-1aka~ k-i s
 
s =001.,k.
 
These formulas express the coefficients of Pk+l(t) in terms
 
of the scalar products , ci = (ZikZk). 
Let X denote, as before, the spectral function of A, so that 
A=JX
 
with m and M the glb and lub of the spectrum of A, respectively.
 
Then Pk = Pk(A)Z0 SM Bk(X)d Z0
 
and, since the elements, pk' are mutually orthogonal, we have
 
S M(piPk) = Pi(X)Pk(X)d(FZO,z) = 0 (5.20) 
i~k 
Thus the polynomials Pn(t) are orthogonal on the interval
 
[m,M] with respect to the non-decreasing function ( Z 0,Z0 ) in,
 
the sense of (5.20). Hence, it can be shown that
 
(1) the polynomials Pn(t) form a Sturm series. That is,
 
their roots, which are the eigenvalues of An, are real, distinct,
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and separate one another,
 
(2) the roots all 	lie in the interval [m,M],
 
(3) on any portion of the range of X where (EZ 0 ,Z0 ) is a
 
constant, Pn(X) can have no more than one root for each value of n.
 
It can be shown that when the method of moments is used to
 
approximate the spectrum of a self-adjoint operator, as in this
 
section, the eigenvalues which are largest in absolute value are
 
determined most accurately. Suppose we wish to fine the eigenvalues
 
which lie in a certain interval [a,b]. This can be done with the 
help of the next theorem. 
Theorem 5.3 If A is an operator and P is a polynomial, then 
a(P(A)) = P(a(A)) = [P(X): X E a(A)}. 
Proof: 
For any complex number X there exists a polynomial Q such 
that PQL) - P(X0) = ( - X0)Q(X). It follows that P(A) - P(X0 I) = 
(A - X0 ) Q(A). Thus, if X0 E c(A) then B = (A -X01)Q(A) is not 
invertible. 	To see this, suppose B is invertible. Then
 
- I
(A - X 01)Q(A)B = 	 BB- 1 = I = B-IB 
= B'I(A - X01)Q(A) = B Q(A)(A x0 1 ) . 
Therefore if B is invertible then (A - X01) is invertible, which
 
is a contradiction. Thus P(A) - P(01) is not invertible and we
 
have proved that P(X0) E c(P(A)) and hence P(a(A)) 9 a(P(A)).
 
Now suppose X0 E a(P(A)) and let XiX 2,...Xn be the roots of
 
the equation
 
P(X) = X0. 
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Thus,
 P(A) - X0 1 = a(A - X11)....... (A - XnI) = 0
 
for some non-zero complex number o. Thus (A-kI)must fail to
 
be invertible for at least one number j, 1 j n. For such 
a value of j we have X. E cr(A) and P(X.) = X0 so that X0 E P(c(A)). 
Therefore c(P(A)) 9 P(a(A)) and thus a(P(A)) = P(a(A)). This 
completes the proof of the theorem.
 
Thus, to determine the eigenvalues of A in [a,b] we find,
 
a polynomial S(t) such that S(a+b/2) = 1, S(t) assumes its maximum
 
value in [a,b], and S(t) deviates from zero by as little as possible
 
outside [a,b]. Then, in view of Theorem (5.3), it is clear that
 
the numerically largest eigenvalues of S(t) correspond exactly
 
to those eigenvalues of A in [a,b]. In other words, if y is an
 
eigenvalue of S(A) then the number, or numbers, a such that S(a)
 
and a s [a,b] are the desired eigenvalues of A.
 
D. Problems of the First Kind.
 
In this section, the solution of the problem of moments will
 
be used to construct a sequence of operators converging to an
 
-
inverse operator A . Throughout this section it will be assumed
 
-
that A is bounded, thus there exists an interval [-a,a] containing
 
no part of the spectrum of A.
 
Consider a problem of the first kind, 
Ax = f, (5.21) 
with A a bounded, self-adjoint operator and f an element of HZ.
 
To solve this problem, select a function, cp(t), continuous on
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the interval J t IAII and equal to t" outside f-ac7. Since 
the spectrum of A falls outside [-a,a] it follows that y(A) = A- I . 
Now, since A - A in Hz it follows that n 
I
 
- A9(An 
in HZ(see Theorem 5.2). Therefore, the sequence fxn} where

, 

Xn = cp(Qd< n)f (5.22) 
donverges strongly to the solution of (5.21). 
Let Xkn ) and'x (n)denote the eigenvalues and eigenfunctionsk k 
of A . Then
 
n 
(n) = (Zx(n) )xn) 
where the summation extends over all k for which Xk < X.
 
Thus, formula (5.22) becomes 
n-lI (). (n). (n) (5.23) 
n =(P0(Xk ) (fx k x. 
Equation (5.23) can be used to obtain the approximate solution, 
xn' regardless of the spectral distribution. To obtain xn it 
is necessary to determine the spectrum of A . This can be avoidedn 
if the spectral distribution of A is known.
 
Consider the case where A is a positive definite self-adjoint
 
operator, and let its spectrum lie in the interval [m,M], with
 
m > 0. Then the eigenvalues of A are all positive and lie in
n 
I . 
the interval [m,M], in which cp(t) = t - Therefore
 
Xn =S' ()d(n)f =S' 1/ d(n)f. 
an operator on the subspace H and (n)
Now A is 

each element of H into Hn . Thus, if fn denotes the projection
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of f on Hn, then.,
 
(n) (n)
 
and 
 I d (n)f =-1
 
n =n n n
 
Thus, xn satisfies the equation
 
=
Anxn' fn 
 (5.24)
 
whose solution according to Chapter III is given by
 
F (0)

=Al[ 	 n-i(A P(A)JZ,
 
P (0) n
 
n
 
with 

FnI(An)Z 0 = f .	 But x is a polynomial of degree
nin0 n n
 
(n-i) in A n
 
whereFnI(0
 
wrl(t) 
= 
l/t [Fnl(t
) - n(0 ) Pn(t)].
 
n~o
 
Thus, from the way in which A is constructed,
 
n
 
Qn-i (An)z0 = _I(A)Z 0 
-ld Fni (0)
= A- I[ Fn
fx (A) 
­ n0 Pn(A)]Z
0. (5.25)
 
n n-is Pn(O) n o
 
It can be shown that the approximation, xn , can be determined
 
in the case of a positive definite self-adjoint operator by the
 
following algorithm:
 
Xn+I =Xn + hF(O)g (5.26)
 
where 
 2 
gn r +n Ir - n1L 
rn = rn-l- hnIAgn- I 
hn_ I =ljrn- 1 2 Fn (0) = Fn-(0) + Hr 1n 
(Agn-l'gn-1 ) ro = go = ZF(O) - (fZ 0 ) 
0112
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We summarize the above results as
 
Theorem 5.4 Let A be a bounded self-adjoint positive(negative)
 
definite operator on the Hilbert space 'H, and let Z0 be any element
 
of H. Then a sequence [xn exists, obtainable by (5.25), or,
 
equivalently, (5.26), which converges strongly to the solution
 
of (5.21), provided f is in the subspace HZ.
 
If we let Z0 = f, then (5.25) simplifies to 
n(A) 
xn = A-II Pn ( 0 )l f (5.25') 
and the algorithm described by (5.26) becomes 
Xn+l = Xn + hngn (5.26') 
where 
+ I n- I =1 rn 112 gn = r n In-lgn-
Agn_1
-
hn
= rr n 
1 2
nirn-l ' r0 = go = f 
hn_ =
 
(Ag, g)n-
- = r n
 
The advantage that the more general formulas (5.25) and
 
(5.26) have over (5.25') and (5.26') is that if an approximate
 
solution has been found for one right-hand side, f, then the solution
 
for any other f can be determined directly without having to
 
recompute the polynomials Pn(A), gn and rn .
 
Suppose that A is a bounded self-adjoint operator having
 
a spectrum with the property that on the left side of the origin
 
is consists of a finite number of eiganvalues which we let be 
XI < X2 < Xk <"'".. -CF. 
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Concerning the right side of the origin, nothing further is
 
assumed.
 
Since none of the spectrum of A lies in [-aa], the function 
('Z 0,Z0 ) is constant in this interval. Thus, for each nno 
more than one root of Pn(t) can lie in f-aa], and with increasing 
n this root will tend to kk < -a. Hence, from some value of 
n onward, this root will lie outside [-a,a]. Thus, for such values
 
of n, the approximate solution, xn, of equation-(5.21) will be
 
given by (5.22):
 
= SM (n)f = 1/ U/dn) ( A-I1xn c(X)d7f f=  f
 
n~ AMMn
n~  
Therefore xn also satisfies 
A x = f 
n n n
 
and can be computed as before by means of (5.25) and (5.25').
 
Thus we have proved the following:
 
Theorem 5.5 Let A be a bounded self-adjoint operator defined
 
on the Hilbert space H and let A have a bounded inverse. If
 
on one side of the origin, the sp&ctrum of A consists of only
 
a finite number of eigenvalues and on the other side it is bounded,
 
then beginning with some value of n, the x defined by (5.25)

n 
and (5.25') exists and,'with increasing n, the sequence (Xn}
 
converges strongly to the solution of equation (5.21) provided
 
its right-hand side, f, is in the subspace Hz

.
 
Notice that the algorithms defined by (5.26) and 
(5 .2 6")
 
are not valid if A is-not positive definite, because for certain
 
values of n the approximate solution, xn, need not exist, since
 
68.
 
for some n it could be that Pn(0) = 0, resulting in the coefficient 
hn becoming infinite. 
Now, suppose that A is a bounded self-adjoint operator having
 
an infinite number of points in its spectrum to the left and to
 
the right of the origin: Let
 
xn = P(An)fn
 
where
 
fn = fn + gn 
with f an element of H, the subspace generated by the eigenfunction
 
nn
 
of An corresponding to eigenvalues lying outside [-a,cJ, and gn
 
is an element of the subspace of eigenfunctions of An corresponding 
to its eigenvalues lying inside [-ca]. The approximate solution,
 
Xn, can be found as follows. Let 8 be an eigenvalue of A lying
 
n n 
in [-aa], and let 
=
Xn n n - 6n)In(A)0]

xn A[ f + C(An - I) p (A)Z0 (5.27) 
Also let 
fn =Fn-I (An)Z0 
where Fnl(t) is a polynomial of degree (n-l). Choose C so that 
Fn-1(0) - C = 0. 
n 
Thus, An may be replaced by A in (5.27) because it involves 
a polynomial of degree (n-l) in A , and by the way An is constructed 
A Z0 = AkX0 for k = 0,1,...n-l.
 
This leads to
 
- npn-I (0) (A(521
= A n-I (A) + Pn(O) (A- 6nI)Pn(A)]Z (5.28) 
This formula need be used only if one of the roots of Pn(t) 
falls in [-aa]. 
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F. 	Equations of the Second Kind
 
We now consider an equation of the second kind,
 
x = Ax + f (5.29) 
where A is a bounded self-adjoint operator, and f E H. We also 
require that the operator (I - A) is positive-definite, which 
will be true if flAil < 1. Then the approximate solutions, Xk' 
can be obtained by methods entirely analogous to the last section.
 
The 	resulting algorithm is;
 
Xn+ 1 	= 'n + Fnl(1)hngn (5.30)
 
where 
gn = rn +1 n-lgn-I r =r -h (g
nl 	 Ag )n 	 n-l n H n-i n-- n-i
 
n- (gn- - Agn-l'gn-) n-l rn-I 2 
=
Fn(1) Fn-l(1) + (f'rn) = g Z
r0 

I rnII 2 

0
 
(f,z 
2F0z(1 0 ) 
Convergence has been proved only if A is a completely contin­
uous self-adjoint operator, (I - A) is positive definite, and-,-

A)-
(I - is bounded.
 
If Z = f, then (5.30) becomes
0 
x 	 = X + hng (5.30')

.nl n n n
 
where
 
= gn In-lgn-l h _l(gn. I - Ag n-) 
n- i = rn q2 hn- i = nl (gn_ l-Agnl'gn_ i ) n- ir n-l 112 
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=
r0 = go f r 	= f - x + Ax .
 
n nl n 
However, if I - A is not positive definite but satisfies
 
the conditions of Theorem 5.4, an approximate solution to equation
 
(5.29) can be obtained in the form
 
n = kpk; 
where the 0k are determined from the system of equations: 
-5k-1 + (I - ak)Ok - bkk+l 	 (f'Pk) (5.31) 
IIPIC 2 
P-1 = On 0. 
CHAPTER VI
 
OTHER APPLICATIONS
 
In this section we will show how the method of moments can
 
be used to solve various time-dependent problems, and we will
 
consider the difficulties involved when an attempt is made to
 
apply the method of moments to problems involving unbounded
 
operators.
 
A. Time-Dependent Problems
 
Theorem 6.1 Suppose A is a symmetric positive definite
 
linear operator defined on a dense subset of H, and that A-
 is
 
defined on H. Then the problem
 
6x
 
-T Ax, x() = x0 E H, (6.1) 
can be solved by finding the sequence of solutions of
 
An - + x= 0, xn(0) = x (6.2)
 
where An is the solution to a certain moment problem. The sequence
 
(Xn3 converges strongly to x.
 
Proof:
 
We write equation (6.1) in the form
 
1

- ;t +x=O (6.1') 
Setting 
z0 

= 

Z 1 A 
0
-Z 0
 
Z,..........
= A­
=A-1
 
Ze o ,J . .
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we construct the sequence {AmI of solutions of ,problems of moments.
 
I
Notice that is not necessary to use A- to find Zk I from Zk; instead
 
we could solve the corresponding problems of the first kind, namely,
 
A Zk+l 

= k'
 
Now, we replace (6.1') by the equation
 
x
 
A n n+xn n = 0, xn(0)= a' (6.3)3 
and show that x -. x. 
n 
If we let denote the spectral function of the inverse operator 
the required solution is given by 
x =Joe-t dEx o , 
with M the lub of the spectrum of A- , and thus M = jIA- 111 
To see this, note that 
A-I L< (S e-t/ d xo)] + S -tIXX d o, 
A-1[ SO 1/I, e-t/' dtx 0 ] + Me-tlx d x0 
fM  d~E Ml-I/ e-t /x dVXo] + SMe -tAdtxx 0 
o 0 0 
-SM S l/X e t/X dx 0 +SMe-t/X dExo 0. 
0 0 
It is clear that this solution satisfies the initial condition
 
x(0) = x 0 
since
 
x(O) = f0 1" d_ x0 = x O. 
Sincee is continuous for X > 0 for all t > 0 and since the 
strong convergence of a sequence of operators implies the strong 
convergence of a continuous function of them, it follows that the 
sequence [XnI of solutions of (6.3) converges strongly to x. 
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This completes the proof of the theorem.
 
We will now show how the approximate solution, xn , can be
 
computed. Set
 
xn = N0 (t)Z0 + N(t)Z1 + . + N-1 (t)Znl , 
and substitute this in (6.3). Using (3.1) we obtain 
dN	 dNn20 
N0(t)Z0 + (N1 + -E---)ZI + ... + (Nn-l+ d-n--2 )Zn­0 	 n-i dt n­
+ dl ­1
 
EZ =0.
 
n ndt 

Now, substituting the expression given in (3.3) for EnZn, we obtain
 
dN n-1 	 dN0 dNn-1 
+(No - doT ) Z + (N1 + - - i t-)Z 
dN dNn_2 
+ (n-i + dt - n-i dt n-i 0. 
The elements, Zk are, by assumption, linearly independent;
 
otherwise, as indicated in the last paragraph of Chapter III, the
 
approximation procedure would terminate earlier and yield the exact
 
solution. Therefore, we can equate their coefficients to zero,
 
yielding
 
dNn- 0
 
O 0 dt
 
dN 0 dNn­
=d~+NI -a 1i 	- 0 
dtdt 
dNn- 2 dN 1n-1 
- + N - n-1 = 0, (6.4)
dt ni ldt
 
with corresponding initial conditions
 
N0(0) = 1, N 1 (0) = N2 (0) = ... = Nl(0) = 0. 
Equations (6.4) may be solved by a classical method or by
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means of Laplace transforms. Let
 
Then J'Nk(t)e -x t dt. 
Then 
=0 - 0=0n-l 
0 + Ii- I = 0 
- n-I X§ 
and hence 
n-2 + n-i 1 = 0, 
Pn-j-l(i/X)
 
x 2 Pn(-I/X) 
=a0 
?LP (-i/k) 
where P (X) is as in (3.5). 
The solution to (6.4) is thus given by
 
N.(t)=+ i nIjri (--/ ) e ktdX,N 
- i xX2p (-l/X) 
0a+ i Ooe t 
N0(t) = I/2i i P (-il/)X  (6.5) 
where a is any number not in the spectrum of A. 
Therefore, to construct x it is necessary to solve then 
equations
 
AZk+ = Zk, k = 0, 1, ... , n-I 
then use the Zk thus determined to solve system (3.7) repeatedly 
to find the polynimials Pk(X), k = 0, 1, ..., n, and then use
 
these in (6.5) to determine the coefficients.
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Theorem 6.2 Suppose A satisfies the conditions of Theorem
 
6.1 and
 
,ax
 
= - Ax + gf(t), x(0) = 0, (6.6) 
with g E H and f (t) a scalar function. Then the sequence tX n] 
of solutions of
 
A ax A -1n t + xn = gf(t), (6.7) 
with A the solution to the problem of moments defined byn 
= g,
Z0 

Z1 =A-1 g, 
Z=A-i Z .Zn n-l' 
converges strongly to x.
 
Proof:
 
The solution to (6.6) is
 
x M Et (t - w)/x 
[S
0 f(W)e- dw] dg (6.8) 
and since e -is continuous for X > 0 the same argument
 
as used in Theorem 6.1 verifies that the sequence (x converges
 
strongly to x. This completes the proof of the theorem.
 
To see that x is actually the solution note that x(O) = 0
 
and
 
1 

-A-- f0 Xd j [S4 [ f(w) e -(tw)/Xdwdgl 
f(w)e -(tw) /dSXd, [XME S7-tfOt
76. 
= S 0 Xdx[ f -I/, f(w)e- (tw)/Xdw + f(t)]d,g 
= tt Mm )X 
= JX [Xfo -1/x f(w)e(tW) dw + f(t).]dg 
-
=Ji [ St -f(w)e (t- )/ dw + Xf(t)]dXg 
= -JS [S f(w)e (t-w) /kdw]dFg + Xff(t)dEg 
= - x + SM Xd%[gf(t)] 
-lgf
 
-x+A gf(t) 
Therefore
 
A- 1 Fx +x=A- Igf(t).
 
We now show how the approximate solution, xn, can be found.
 
Let
 
xn 
= N 0 (t)Z0 + N1 (t)Z1 , + ... + Nn-l(t)Zn-l. 
The substitution of this in equation (6.7) yields, 
dN 1 
NO -a 0 dt =0 
dN0 + NI 
-
 I dNn-1 
f(t)
dit 
 dtd
dNn- 2 dNn-i
 
d + n-i -1n- dt =0'
dZt- + N a 1 dt­
which can be solved as above by Laplace transforms, yielding
 
F(X) Pn (-I /X)
 
+
N= /2ni fa i - n -1 etdk, j I1 
+
N I/2Ti a i M a0 e tF(X)0 -i pn (-l/k)
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where
 
F(k) =3 f(t) e'tdt.
 
Notice that constructing the approximate solution, xn, involves
 
calculating the integral F(X) and determining the polynomials
 
Pn0W, as above, to be used in calculating the elements, N.
 
As an example of the above consider the temperature distribution
 
in a rod. The temperature distribution satisfies the equation
 
= a(x)--L2O(6.9)
2
bt ax 

and we will consider the case where
 
a(x) = 1/(l+x 
2),
 
the initial temperature is
 
0(x,O) = (1 - x2)/2,
 
and at the ends of the rod
 
0(-lt) = 0(lt) = 0.
 
Thus, if we let
 
i 2 
AO = f1+ 2 x2 
then we can write (6.9) as
 
-- - AO. (6.9') 
It can be shown that A is positive definite. The sequence of
 
functions, (ZkI is calculated from the formula
 
Zo(X) 0(x,O) = (1-x2 )/2,
 
Zk(x) = Zk-l
 
or
 
Z"(x) = - (I+ x2)Zk (), zk(-) Zk(I) = 0. 
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Integrating the equations, we obtain 
z0(x) 1/2(1 - x2) 
ZI(x) = 1/60(x6 - 15x 2 + 14) 
Z(x) = -1/3360(x - 70 x + 392 x 323) 
We define the scalar product
 
[Zi, Zk] =f-I v (x) Zk(X> dx, 
Applying the formulas (6.4) and (6.5) we can write down the 
equation leading to the first approximation: 
n 1: 0,(x,t) = (t)Z0(x), 
N0 dN0 0
 
a0 = - = - 0.4571,0 [ZO, Zo]
 
and those for the second approximation­
n = 2: 02(x,t) = NO(t)Z0(x) + Nl(t)ZI(x), 
dN1N- -T--= o 
0 0dt
 
dK0 dNI 
-t+ -NI=Tat+N- al ­
%o(0) = 1, N1 (0)= 0, 
= a0 i0- 2 (a.1mat' - 0.50674. 
On solving the resulting differential equations, we find that 
{x,t) z0() eC2lI8t 
and 
02 (x,t) = [2.428Zl(x) - 0.1151Z0 (x)! e 
" i 17 7t 
-2.109 
- (2.428z1 (x) - 1.l151Z(x)]e 
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B. Unbounded Operators
 
Suppose A is an unbounded symmetric linear operator defined on
 
a linear manifold, LA, dense in H. To formulate the problem of
 
moments, we first must find an element Z0 E H on which all powers
 
of A are defined. There may not be such an element, but we will
 
suppose there is one. By solving the moments problem, we can
 
construct a sequence [An of operators such that
 
Z =AZ= AZ, k =0, , ..., n-l
 k 0 nO
1 
n n n 0 
The linear manifold LZ0(m) (Definition 35) is clearly a subset 
of the domain of H. Furthermore, the sequence (An converges strongly 
to A on Lz , since for n ; m+l 
0 (m) 
Ax = AnX,
 
for x E LZ
 
Thus, 
A' = lim A 
n 
n - w 
coincides with A on the linear manifold LZo(m) ,
 
If A, the closure of A', is self-adjoint as is the closure of A,
 
then it can be shown that the sequence of spectral functions
 
[(n)}, corresponding to the operators An converges strongly to
 
the spectral function of A.
 
In this case, the problem of moments is said to be determinate.
 
Thus, in attempting to apply the method of moments in this case
 
we may be stopped immediately if no element Z0 exists on which all
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powers of A are defined. Then, even if such an element exists,
 
the problem of moments may not be determinate.
 
We now consider one case involving an unbounded operator
 
which can be solved by the method of moments by reducing it to a
 
linear problem with a bounded operator.
 
Theorem 6,3 Suppose A is an unbounded linear operator defined
 
on a linear manifold, LA, which is dense in H, and
 
A = A0 - K,
 
where A0 is a positive definite self-adjoint operator defined on
 
LA and K is such that
 
1T = A0 K (6.10)
0
 
is completely continuous in H0, or can be extended to be completely
 
continuous in H0 . Then the equation
 
Ax = f (6.11)
 
can be converted to a linear equation involving the bounded operator
 
T and can thus be solved by the method of moments.
 
Proof:
 
The linear manifold LA is dense in H0 and all elements of H0
 
also belong to H. Thus equation (6.11) can be replaced by its
 
equivalent
 
x - Tx A01 f, (6.12)
0
 
which is already solvable by the method of moments [see(4)3
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Next we will work one example problem using the method of 
moments. 
Consider the problem 
y =J 01 K(x,t)y( )dg +x, (6.13) 
where 
K(x,g) = 
Let
 
Ay = 1 K(x,§)y()d . 
Then the problem can be written as
 
y = Ay + x. 
The operator A is completely continuous and self-adjoint, therefore
 
the method given in Chapter IV, Section B, may be used in solving
 
(6.13).
 
Let
 
x
z0 

= 1/6 x (l-x 2)= AZ0Z1 

z 2 = AZ1 = 1/360 x (7-10x2 + 3x 4) 
2 

= 1/15120 x (31 - 49x + 21x - 3x )Z3 

The inner product is defined by
 
S I(Zi, Zj) = Zi(x)Z (x)dx. 
The resulting inner products are:
 
(Z0 , Z0 ) = .33333333
 
(Z0, Zl) = .02222222 = (Zl, Z0 )
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(Z0 , Z2) = .00211640 = (Z 2 , Z0 ) = (Zl, Z1) 
(Z0
, Z3) = .00021164 = (Z3, Z0) = (ZI, Z2) = (Z2, Zl) 
(Z1, Z3 ) = .00002137 = (Z3, Z1) = (Z2 , Z2 ) 
(Z2, Z3 ) = .00000216 
Then these inner products are used in system (3.7) to
 
determine the numbers a0, a1 a 2. They are
 
! = .000020380 

I = - .00019413
 
0Y2 = -.10117292
 
Thus the number P3 (1) as defined by (3.5) becomes
 
P3 (1) = 1 + 0 +1 + a2 =.89865333 
The coefficients a0, a, defined by (3.17) area2 

= .99997733
a0 

= 1.00019335
 
a2 = 1.11277616
 
Therefore the third approximation as defined by (3.17) becomes
 
aI 

= 

.00927313x - .19760932x + 1.18831351x. (6.14) 
The following table indicates how this solution compares with the 
exact solution, which is sin x/Sin 1. 
x3 a0Z 0 + a1Z 1 + a2Z 2
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x Exact Solutionx3 

o 0 0 
.1 .1190 .1186
 
.2 .2361 .2360
 
.3 .3512 .3512
 
.4 .4628 .4628
 
.5 .5697 .5697
 
.6 .6710 .6710
 
.'7 .7656 .7656
 
.8 .8525 .8525
 
.9 .9309 .9309
 
1.0 1.0000 1.0000
 
84.
 
BIBLIOGRAPHY
 
1. 	Akhiezer, N. I. and Glazman, I. M., Theory of Linear Operators
 
In Hilbert Space, vol I, Frederick Ungar Publishing
 
Co., New York, 1961.
 
2. 	Akhiezer, N. I. and Glazman, I. M., Theory of Linear Operators
 
In Hilbert Space, vol II, Frederick Ungar Publishing
 
Co., New York, 1963.
 
3. 	Danese, A. E., Advanced Calculus, vol I, Allyn and Bacon,
 
Inc., Boston, 1965.
 
4. Dunford, N. and Schwartz, J.T., Linear Operators, Part II:
 
Spectral Theory in Hilbert Space, Interscience
 
Publications, New York, 1963.
 
5. 	Halmos, P., Finite Dimensional Vector Spaces, Princeton
 
University Press, London, 1942.
 
6. 	Halmos, P., Introduction to Hilbert Space and the Theory of
 
Spectral Multiplicity, Chelsea Publishing Co., New
 
York, 1951.
 
7. 	Lorch, E. R., Spectral'Theory, Oxford University Press, New
 
York, 1962.
 
8. 	Mikhlin, S. G., Variational Methods in Mathematical Physics,
 
The MacMillan Co., New York, 1964.
 
9. 	Rudin, W. Principles of Mathematical Analysis, McGraw-Hill
 
Book Co., New York, 1964.
 
10. 	 Stone, M. H., Linear Transformations in Hilbert Space and
 
Their Applications To Analysis, American Mathematical
 
Society, New York, 1964.
 
11. 	 Vorobyev, Y. V., Method of Moments in Applied Mathematics,
 
Gordon and Breach Science Publishers, New York, 1965.
 
