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5Abstract
Every year, large numbers of patients in National Health Service (NHS) care suffer because
of a patient safety incident. The National Patient Safety Agency (NPSA) collects large
amounts of data describing individual incidents. As well as being described by categorical
and numerical variables, each incident is described using free text.
The aim of the work was to find quite small groups of similar incidents, which were of
types that were previously unknown to the NPSA. A model of the text was produced, such
that the position of each incident reflected its meaning to the greatest extent possible.
The basic model was the vector space model. Dimensionality reduction was carried
out in two stages: unsupervised dimensionality reduction was carried out using princi-
pal component analysis, and supervised dimensionality reduction using linear discriminant
analysis. It was then possible to look for groups of incidents that were more tightly packed
than would be expected given the overall distribution of the incidents.
The process for assessing these groups had three stages. Firstly, a quantitative measure
was used, allowing a large number of parameter combinations to be examined. The groups
found for an ‘optimum’ parameter combination were then divided into categories using a
qualitative filtering method. Finally, clinical experts assessed the groups qualitatively.
The transition probabilities model was also examined: this model was based on the
empirical probabilities that two word sequences were seen in the text.
An alternative method for dimensionality reduction was to use information about the
6subjective meaning of a small sample of incidents elicited from experts, producing a map-
ping between high and low dimensional models of the text.
The analysis also included the direct use of the categorical variables to model the inci-
dents, and empirical analysis of the behaviour of high dimensional spaces.
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Chapter 1
Introduction
1.1 Discovering New Kinds of Patient Safety Incidents
Every year, millions of people are cared for by the National Health Service (NHS) in Eng-
land and Wales. Regrettably, in occasional cases some sort of incident occurs during this
treatment that affects the safety or health of these patients. Whilst the size and complexity
of the NHS, the difficulties inherent in healthcare, and the vulnerability of many of the
people being cared for make many of these incidents unavoidable, others could be avoided
with better practices, different equipment designs and improved staff training. The scale of
the problem is such that hundreds of thousands of people are affected each year, with huge
human and financial costs. However, it is only in the last decade that Government and the
NHS have started to deal systematically with this issue, by creating the National Patient
Safety Agency (NPSA). The NPSA works in various ways to reduce the extent of the prob-
lem: one major project is the creation of a very large dataset, the Reporting and Learning
System (RLS), which describes several million patient safety incidents using categorical
variables and free text descriptions. This dataset is used as the basis for research by clinical
experts at the NPSA.
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Although most of the incidents are of well known types, such as falls, others are of
types that are unknown to the medical profession as a whole, despite being systematic,
avoidable failures that cause harm to patients. This thesis is concerned with finding the
latter types of incidents semi-automatically, by creating numerical models of the free text
descriptions; these models are examined using anomaly detection tools to find groups of
incident descriptions of potential interest. These groups are then assessed to see whether
they do in fact represent novel incident types.
1.2 Introduction
This chapter provides a description of various fields that are relevant to this thesis.
A description of the field of patient safety, with an introduction to the National Patient
Safety Agency (NPSA) and its Reporting and Learning System (RLS), is contained in
Section 1.3.
The analysis of the RLS focuses on analysing free text incident descriptions. Whilst
these descriptions are a potentially rich source of information, their characteristics make
numerical analysis complex. A detailed introduction to the text descriptions is provided in
Section 1.4.
This thesis describes knowledge discovery using the RLS data. This field, involving the
analysis of very large datasets, is described in Section 1.5, which includes an introduction
to various techniques that have proven useful in the analysis of the RLS.
Given that the analysis was focused on free text, Natural Language Processing (NLP)
techniques appeared to be relevant. This area of research, which involves the numerical
and statistical analysis of language, is described in Section 1.6.
Having created the models of the descriptions, it was necessary to manipulate them
so that they were in a form that was suitable for use as input to anomaly detection algo-
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rithms. The multivariate statistical techniques used to reduce the models’ dimensionality
are described in Section 1.7; anomaly detection algorithms are introduced in Section 1.8.
The chapter is summarised in Section 1.9.
1.3 Patient Safety Incidents and the RLS
The health profession has been aware of problems associated with patient safety for many
years, but the systematic study of the issues, followed by changes to systems of work, is
a relatively recent phenomenon, with an increase in interest in the subject in the 1990s.
This higher profile was driven by work carried out in the USA [17] and Australia [45];
in the former country, at least some of the increased interest was motivated by the cost of
lawsuits against healthcare providers [17]. Work in the UK and Continental Europe [29] has
followed. In the UK, whilst work was being carried out in the field during the 1990s, with
the collection of data describing incidents involving medical devices and detailed enquiries
into specific issues [20], a systematic national approach to the issue of patient safety dates
back to the publication of ‘An Organisation With A Memory’ [20] in the Year 2000.
‘An Organisation With A Memory’ found that little systematic research had been car-
ried out to improve patient safety in the NHS, and that knowledge of incident types, their
frequency of occurrence, and ways in which they might be avoided was not being shared.
The report estimated that 850,000 incidents per year affect the safety of NHS patients. Al-
though the true number of incidents is unknown, this estimate shows qualitatively that this
is a serious issue, suggesting that small improvements in care introduced across the NHS
could have great benefits.
The report recognised that in an area as complex as healthcare, where large numbers
of vulnerable people were being treated using methods that were inherently risky, it was
inevitable that incidents would occur that would harm patients. However, it suggested that
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various characteristics of the healthcare profession exacerbated the problem. Its culture
had traditionally been hierarchical, with junior members of staff reluctant to criticise more
senior colleagues, even when the latter made mistakes. There was also a blame culture,
where the assumption was made that an error must be the fault of an individual, and that
punishment would prevent individuals from repeating those mistakes. [20] compared this
culture unfavourably with the aviation and oil industries, where the belief is that it is pri-
marily systematic failures that cause adverse incidents, and that improving these systems
reduces the number of incidents that occur; reliance on an individual’s skill or concentration
should be minimised, with fail-safe mechanisms built in. Where an incident does occur, it
is considered important that all possible lessons are learnt; this is encouraged by creating
an atmosphere in which staff are required to report incidents, and where junior staff can
criticise more senior staff, whilst ensuring that genuinely dangerous behaviour is dealt with
appropriately. A further important source of information comes from ‘near misses’, where
a failure has occurred, but no adverse consequences have resulted.
In order to transfer this blame-free, systems-based culture of dealing with adverse in-
cidents to the NHS, ‘An Organisation With A Memory’ made various recommendations.
These included the creation of a single agency to coordinate the response to concerns about
patient safety, and suggested the creation of a national system for reporting patient safety
incidents, which would be used as the basis for research into the problem. These recom-
mendations led to the creation of the NPSA in 2001 and the RLS in 2004. The NPSA’s
remit is to learn from reports of adverse incidents occurring in the NHS, and to coordinate
work in the field of patient safety in England and Wales.
Over the period that the RLS has been receiving data from NHS organisations, the
number of organisations reporting to it has increased to include virtually the whole of the
NHS in England and Wales; the database contained details of more than four million patient
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safety incidents at the end of 2009 [35]. It is interesting to note that whilst [20] suggests
learning from near misses, and [34] suggests a focus on incidents involving moderate harm,
severe harm or death, current qualitative work focuses on incidents involving severe harm
or death; it appears that the size of the dataset has meant that the original intentions have
been found simply not to be feasible. This subtle but important change in focus will be
seen to have important implications for this thesis.
Whenever a patient safety incident occurs in the NHS, it is supposed to be entered
into the relevant NHS organisation’s reporting system. Of course, not every incident will
be reported: some incidents will not be observed by staff, some will be deemed to be
unimportant, and others will be quickly forgotten in a busy department. It is not known
what proportion of incidents is reported, but research [14] suggests that the numbers are
relatively small, and that most incidents go unreported; this is also suggested by the differ-
ences between the reporting rates of different organisations. However, at least a proportion
will be stored in each reporting system. Whilst it is mandatory for organisations to run
a reporting system, they use various different databases, each of which can use different
variables.
The RLS is essentially an amalgamation of these reporting systems, given that only 1%
of the entries in the RLS are made directly by staff, patients and other members of the public
via the NPSA’s website. As the reporting systems use databases with different variables,
it was necessary for the NPSA to create a complicated mapping from the organisations’
systems to the RLS’s variables.
The RLS is used by the NPSA as a source of information for its research. The dataset is
used by statisticians to produce quantitative reports; it is also examined by clinicians, who
use their expertise to carry out qualitative analysis.
The quantitative reports are:
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• Feedback reports. Each NHS organisation that sends data to the RLS receives a
report comparing the way in which the incidents break down into various types and
their levels of reporting with data for similar organisations.
• Quarterly data summary reports. These reports give an overview of the data that have
been sent to the RLS in a three month period, describing the number of incidents
reported, the number of organisations providing data, and breakdowns by incident
type, severity and organisation type.
• Organisation level patient safety incident reports. Two page summaries for each
organisation, describing reporting levels and breakdowns by incident type and degree
of harm.
The qualitative analysis is:
• Ad hoc analysis. On various occasions, organisations or individuals such as the De-
partment of Health, the Chief Medical Officer, or the NPSA itself will have their
attention drawn to a particular type of incident. An ad hoc search strategy will then
be produced to search for incidents of a similar type. This search might be based on
either filtering the data using the categorical variables, or by searching for particular
words in the free text descriptions. The relevant data are then assessed manually to
try to find information of interest; this might be a group of other incidents of a similar
nature, from which inferences could be drawn about underlying causes.
• Systematic analysis. Some areas of the NHS are of particular interest to the NPSA:
there may be large numbers of avoidable incidents occurring in these areas, or a
lack of knowledge about them. Samples of incidents are extracted from the RLS
using similar search strategies to the ad hoc analysis; the samples are then analysed
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manually by clinical experts, who draw out general themes or particular areas of
concern.
Both the ad hoc and systematic analyses are particularly concerned with incidents that
cause death or severe harm to patients; given the large numbers of incidents and the NPSA’s
limited resources, it is necessary to focus the analysis work on the most serious incidents.
Once the analysis has been completed, advice and information can be disseminated to
the rest of the NHS, if this is deemed appropriate by the NPSA.
It can be seen from the description of the NPSA’s work that the data are being used in
two ways. Firstly, the data are being used for high level quantitative analysis. This analysis
uses large amounts of data, but the conclusions that can be drawn are limited, as there is
little specific information about the nature of the individual incidents. Secondly, the data are
used for detailed qualitative analysis. This analysis is carried out by clinical experts, who
examine the incident descriptions manually. Whilst this allows detailed conclusions to be
drawn about specific incidents, the number of descriptions that can be read and processed
by experts is limited. This suggests that there is a gap in the analysis: a method that could
analyse large volumes of free text data in a qualitative manner could be extremely useful.
The RLS has 73 variables: most are categorical or numerical, describing the incident
type, details of the patients’ ages, the severity of the incident, and so on. A full list of the
RLS variables is provided in Appendix A.
The structure of the RLS variables is such that many variables are linked. For example,
some variables have a two level hierarchical structure. If ‘Incident Category, Level 1’ is
entered as ‘Medical Device’, it will only be possible to enter a category relevant to medical
devices for ‘Incident Category, Level 2’. There is a similar interaction between other single
level variables: for example, it is only possible to make an entry for the ‘Batch Number’
variable if the incident category is entered as ‘Medication’. This means that for many of
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the variables, most of the entries are blank.
The categorical variables are mostly nominal: some have more than 10 categories,
whilst others allow only ‘Yes/No/Don’t Know’ answers. There is also a distinction to
be made between subjective variables, such as ‘What were the Apparent Contributing Fac-
tors?’, and objective variables, such as ‘Was the Patient Detained under a Section of the
Mental Health Act at the Time of the Incident?’
One of the variables that is most important to the NPSA is the variable that categorises
the severity of the incident. This is an ordinal categorical variable with the following levels:
• No harm: incident prevented (near miss)
• No harm: impact not prevented
• Low
• Moderate
• Severe Harm
• Death
This variable is useful to the NPSA as it allows them to direct their resources towards
the most important patient safety problems. However, the quality of the data varies. This
is partly because the assessment of harm is generally subjective, but also because an entry
of severe harm or death may not refer to a patient safety incident per se: a very ill patient
may die following a minor, unrelated incident.
Given the way in which the RLS was developed by amalgamating individual organisa-
tions’ reporting systems, for some of the variables it is mandatory to make an entry, whilst
for others it is voluntary. These requirements vary between organisations, although the
NPSA requires that certain variables are completed. For the voluntary variables, the entries
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can be quite sparse: for example, the patient’s ethnicity is only recorded for around 15% of
incidents.
One of the mandatory variables is ‘Please Describe what Happened’. This is a com-
pletely different type of variable, as it allows the person entering the data to make a free
text description of the incident. This is potentially valuable information: the descriptions
can be very detailed, and reflect subtleties that would not be captured by categorical vari-
ables alone. Although the categorical variables will be shown to be useful in the analysis
work carried out in this thesis, the main focus was on extracting useful information from
the free text descriptions.
1.4 RLS Free Text Incident Descriptions
When a patient safety incident is reported, it is mandatory for staff provide a free text
account of it. The RLS therefore contains several million descriptions of patient safety
incidents. However, this does not mean that a detailed, considered description is available
for each one. Although writing a description is obligatory, some staff merely enter a full
stop, or an entry such as ‘xxxx’. Even where a description has been entered, it might be
very brief, and therefore may not be particularly informative: for example, ‘fall’ or ‘patient
fell’. Nevertheless, the RLS contains many descriptions that are much longer, providing
detailed analysis of the incident, written by clinical experts who use technical language to
describe complex issues. The median length of the descriptions is around 20 words; the
longest descriptions comprise several hundred words.
The staff who write the descriptions have quite different levels of experience and med-
ical expertise, and this affects the style of the language that they use: some of the descrip-
tions are very technical, whilst others can be extremely colloquial. Many of the descriptions
are not of genuine patient safety incidents, describing other types of problems, such as is-
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sues involving staff.
The NHS is one of the world’s largest bureaucracies [1], and has developed its own
jargon, acronyms, initialisms and abbreviations, which appear in many of the descriptions,
together with others from everyday English, as well as medical terminology. Abbreviations
include ‘pt’ for ‘patient’, ‘R’ for ‘right’ and ‘?’ for ‘possible’. The RLS descriptions also
contain many spelling mistakes, which are of two broad types: misconceptions about the
correct spelling, such as ‘recieved’ being written instead of ‘received’, and typographical
errors, such as ‘patieny’ or ‘patienr’. The formatting of the descriptions is variable. Some
descriptions are all in lower case or capitals, making it difficult to pick out proper names
automatically. There is no standard way of writing dates and times, and the RLS database
does not appear to support pound (sterling) signs. Many of the descriptions have superflu-
ous spaces before the full stops at the ends of sentences; this would make it more difficult to
determine sentence boundaries automatically. There has also been some corruption of the
entries, either in the process of entering the data, or transferring it to the RLS, with spurious
information such as ‘onmouseover=”odltover(this)’ added to a number of the descriptions.
A final problem with the free text descriptions is that many of them are handwritten
by staff on paper forms, which are later transcribed by clerical staff. The handwritten
descriptions are presumably of varying legibility, and it is clear that in some cases the staff
entering the data could not understand the handwritten descriptions, particularly the more
technical vocabulary: gaps and question marks were left in the descriptions.
Many of these issues can be seen in the examples shown in Table 1.1. For example,
the first description contains the initialism ‘EPAU’, a question mark in place of ‘possible’,
and ‘reg’ as an abbreviation of ‘registrar’. The same issues can be seen in the second
description, which has also been corrupted, and therefore contains two lines of spurious
information. The third description is written entirely in capital letters, and contains the
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Table 1.1: Examples of Free Text Incident Descriptions
Patient was due to go to theatre , following an EPAU
appointment for ? ectopic pregnancy . Patient was
supposed to be on emergency list . Contacted theatre
16.30 to see what time patient would be going .
Patient not listed for theatre . Reg on call informed .
Pt . attended ANC following being seen on Ward 26 via
A&E on 17.04.05 No record in notes today re being seen
on Ward 26 or A&E . On investigation appropriate
information had been filed in another pt notes Unit No
: ¡span class=”Number ”onmouseover=”doHover(this);”
onMouseOut=”doUnHover(this);”¿ 2208595N :¡b¿Number¡/b¿
¡/span¿ indicating that wrong pt notes had been taken
to LWS .
PHENOBARBITAL DOSE CHECKED ON DRUG
CHART NO CD IN PHARMACY BOX DRUG
BOXES CHAECK POM GIVEN AS PRESCRIBED
TO PATIENT IMMEDIATELY CHECKED IN
BNF AS STILL UNSURE STATES CD BUT
PATIENT HAD ALREADY TAKEN TABLETS
. 3 OPENED BOXES IN BAG FROM
KINGFISHER S / N HT INFORMED .
The patient suffers from a rare condition - Sjogren
Syndrome , and is taking a cocktail of drugs to keep his
symptoms under control . He was admitted on the 28 /
10 / 05 as an emergency , with an acute exacerbation
and considerable pain . He had not brought his very specific
medicines with him . They were prescribed on 29 /10 / 05
and the 30 / 10 / 05 . At 15.00 hours on the 30 / 10 / 05
the Staff Nurse contacted the Lead Nurse , as the drugs had
not all been dispensed . She contacted the on - call
Pharmacist , who refused to come in and dispense the remaining
drug required . The Senior House Officer was contacted , who
also contacted the Pharmacist at home , to no avail . This
resulted in a very ill man being without his essential
medicines for two days ! .
Found on the floor .
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typographical error ‘CHAECK’. The next description is of quite high quality, and is very
detailed. However, superfluous white space can be seen, both between the numbers in the
dates and before punctuation marks. The fifth description is very short, although given the
mundane nature of the incident, it appears to provide sufficient information.
1.5 Data Mining and Knowledge Discovery
The past thirty years have seen a transformation in many aspects of everyday life due to
developments in Information Technology. As computer processing and storage power have
increased, many organisations have come to rely on computer-based systems to carry out
their work. In many cases, information describing the processes and transactions that are
carried out is stored in a database once they have taken place. Given that these transac-
tions can be extremely frequent, the RLS is in fact much smaller than many databases: for
example, the AT&T Call Detail Database Of Record consists of over 1.9 trillion records,
using 312 terabytes of memory [2]. Whilst these enormous databases can be a rich source
of useful information, their size can make analysing them efficiently difficult.
The solution is to use data mining or knowledge discovery techniques. The terms ‘data
mining’ and ‘knowledge discovery’ are often used interchangeably by practitioners. How-
ever, [22] suggests that knowledge discovery refers to the entire process of collecting a
large dataset, preprocessing it, analysing it in some way, and then extracting information
from the results that is interesting and useful, and that can be used for some practical pur-
pose. This definition suggests that ‘data mining’ should refer solely to the analysis of the
data. There are various ways in which this analysis can proceed: the aim is simply to extract
useful, interesting and novel information in some way.
The method that has been followed in this thesis is to produce a global model, which
describes normal behaviour, and then to look for patterns that deviate systematically from
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the global model. Having created the global model and found theses patterns, it is then
necessary to assess them. In this case, data mining is a semi-automatic process: the results
are only of value if they are useful to the owners of the data. Therefore, ultimately they
must assess the patterns qualitatively to see whether they are in fact novel, interesting and
useful.
The use of classification, clustering or anomaly detection methods is important in this
type of analysis; despite conceptual similarities, there are important differences between
the three areas.
In the case of classification, the purpose is to divide a space using decision surfaces,
and to assign data points on one side of the decision surface to a different class to that for
data points on the other side of the decision surface. There are various methods that can be
used for classification, including decision trees [16], logistic regression [10] and support
vector machines [19]. The methods used in this thesis are principal component analysis
and linear discriminant analysis, which are described in later chapters.
For clustering, the objective is to find groups of data points that are particularly similar
to one another, and assign them to a cluster. In hierarchical clustering [32], similar clusters
can then be repeatedly amalgamated to form larger, higher-level clusters; non-hierarchical
clustering methods include the k-means algorithm [30]. It is not necessary that each point
should be assigned to a cluster: points may be labelled as outliers, or noise.
Anomaly detection is similar to non-hierarchical clustering, but in general the anoma-
lously similar groups of data points that are being sought are small compared with the
overall size of the dataset, and most of the data will not be labelled as being part of a
potentially interesting group. Anomaly detection algorithms include DECODE [37], OP-
TICS [12], DBSCAN [21] and Wavelet Cluster [33]. Anomaly detection is important in
this thesis, and is described in Section 1.8.
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Many of the methods used in data mining rely on the use of training sets of data to learn
rules such as decision surfaces, which are then applied to other data. This is the case in this
thesis.
The largest datasets are often very difficult to analyse, or analysis is simply not feasible.
In the former case, many methods must be adapted for use in data mining: for example, a
brute force search for nearest neighbours is extremely time-consuming with these types of
datasets, so more efficient search strategies have been developed [13]. Another example is
the difficulty of carrying out matrix decompositions for large datasets [47], which are often
necessary for carrying out dimensionality reduction.
The high dimensionality of the datasets can cause problems related to the curse of
dimensionality. This is described in depth in Chapter 7; it affects concepts of distances in
high dimensional spaces. This means, for example, that the issue of finding outliers in high
dimensional spaces [28] is quite complex.
1.6 Natural Language Processing
Natural Language Processing (NLP) involves the statistical and computer-based analysis of
language in both its spoken and written forms [31]. The discipline is a mature one, having
developed as computers themselves became more widely available after the Second World
War. The discipline comprises various distinct tasks, including part-of-speech tagging,
parsing of sentences, word sense disambiguation and information retrieval. Text mining
[11] is often used as a term to describe a subdiscipline of information retrieval involving
genetics-related literature.
With part-of-speech tagging, the interest is in assigning the most likely grammatical de-
scription, or part-of-speech, to each word in a piece of text. These parts-of-speech include
nouns, verbs and adjectives, as well as finer distinctions, such as ‘verb, third person, singu-
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lar, present tense’. Tagging can be rule-based [44], stochastic [31] or transformation-based
[18].
Parsing [31] uses the parts of speech assigned to words and the words themselves to
assess the most plausible hierarchical relationships between the words. For example, the
sentence ‘I want a flight’ comprises a pronoun, a verb, a determinant and a noun. An
appropriate parse in this case would be to combine the determinant and noun to form a
noun phrase; the noun phrase would then be combined with the verb to form a verb phrase.
The pronoun would form a noun phrase on its own, which would finally be combined with
the verb phrase to form the sentence. This is shown in schematic form in Figure 1.1. In
many cases there will be more than one plausible parse of a sentence, and therefore it will
be necessary to choose the most likely parse, again using rule-based or probability-based
algorithms.
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Figure 1.1: Example of a Parse Tree
Word sense disambiguation [26] is used when the possible meaning of a piece of text
is unclear, and the task is to choose (or disambiguate) between various senses of a word
such as ‘bank’ or ‘patient’. The sense is often apparent from the context in which the
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word appears, and again rule-based or probabilistic approaches can be used; one difficulty
with word sense disambiguation is that words can be used idiomatically, which produces
exceptions to rules or improbable uses of words.
Word sense disambiguation is often used in conjunction with information retrieval. In
information retrieval, the objective is to respond to a user’s request or query by returning
information that is likely to be of interest to them. For example, search engines such as
Google [4] respond to users’ (generally short [5]) text entries by returning relevant docu-
ments. The search engines must be sophisticated enough that they return documents that
do not necessarily contain the exact words of the query, but that are nonetheless from sim-
ilar subject areas; equally, they must not return irrelevant documents simply because they
contain those terms. Many search engines are based on the vector space, or bag-of-words
model [41], where each word in a corpus of text is represented as a dimension in a high
dimensional space. Words that are considered (using numerical measures) more likely to
be interesting are weighted more highly. Ideas taken from information retrieval form the
basis of much of the model building described in this thesis.
The techniques that comprise NLP have a different focus to the analysis presented in
this thesis. In NLP, the aim is generally to examine the properties of a particular piece
of text, or to make discoveries about how language works in general. This is different
from the analysis presented in this thesis, where the aim is to make comparisons between
the meanings of large samples of incident descriptions, in order to find small groups of
descriptions that are anomalously similar in meaning. NLP was developed for use with text
that is generally of far higher quality than that of the RLS incident descriptions: much of
the analysis is of literature or sub-edited media articles, for example. These issues affect
which types of models and NLP techniques are appropriate for use in the analysis of the
RLS, as shown by the work presented in later chapters.
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1.7 Multivariate Statistics
The vector space (bag-of-words) model described in the previous section can be extremely
high dimensional, which can cause problems with the analysis. Techniques for analysing
these high dimensional, or multivariate, datasets are described in this section.
The field of multivariate analysis is very well established. This means that the the-
ory behind the methods is well developed, and that possible pitfalls in their use are well
understood. However, because the methods were often developed before the existence of
large datasets, they may be computationally inefficient, which can cause problems in their
application to data mining.
Multivariate statistical methods include principal component analysis, factor analysis
[42], projection pursuit [25], logistic regression [10], linear discriminant analysis, support
vector machines [19], canonical correlation analysis [32] and neural networks [39].
These classification methods were developed with the aim of producing rules that
would allow subsequent data points to be assigned to the most probable class. Classifica-
tion methods may either be unsupervised, where the analysis is based on the characteristics
of the dataset as a whole, or supervised, where the analysis is dependent on a variable, or
set of variables (which might or might not form part of the dataset in question). In this
thesis, these classification methods will not actually be used for classifying data points, but
will instead be used to reduce the dimensionality of the models of the free text descriptions.
They will therefore be described as dimensionality reduction methods.
For principal component analysis and factor analysis, the aim of the analysis is to rotate
the space in such a way that some measure related to the data is optimised: the first di-
mension of the rotated space will have the maximum (or minimum) value of this measure,
the second dimension will have the maximum value subject to being orthogonal to the first
dimension, and so on. This rotation should allow any interesting structure in the data to be
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revealed, and allows later dimensions to be discarded without large amounts of information
being lost.
For principal component analysis, the measure to be optimised is the variance, a mea-
sure that has a clear definition. However, the method is not scale-invariant. This is often
considered to be a defect or disadvantage of principal component analysis. However, it will
be seen that this property is potentially useful for modelling text, as it allows term weights
to be applied to the vector space model.
Factor analysis and projection pursuit are alternative unsupervised dimensionality re-
duction methods. However, these methods are scale invariant, which means that term
weighting (see Chapter 3) will have no effect on the numerical models of the text. These
methods will not be used in this thesis.
Linear discriminant analysis also finds linear combinations of the original variables; in
this case the aim is to rotate the space such that the ratio of the separation between groups
of data points to the ratio of the concentration within those groups is maximised.
Logistic regression, canonical correlation analysis, support vector machines and neural
networks are alternative supervised dimensionality reduction methods, but were not used
in this analysis. For canonical correlation analysis, support vector machines and neural
networks, the increase in flexibility compared with linear discriminant analysis means that
they become more susceptible to overfitting.
The question of overfitting is an important one in statistics in general, and is therefore
relevant to multivariate statistical methods. As the methods become more complicated,
they are able to model more of the information in the dataset in question. However, there
is a danger that the models will reflect the idiosyncrasies of the particular dataset being
analysed, rather than providing information that is generally applicable in that domain, i.e.,
there is a trade-off between bias and variance. This effect means that more straightforward
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methods may be more appropriate, particularly when sample sizes are relatively small com-
pared with the dimensionality of the data, or if the data (including the response variables)
are messy.
1.8 Anomaly Detection
The subject of anomaly detection has been an important one in this work. The patterns that
are found by an anomaly detection algorithm are the output of the data mining process, and
are then passed to domain experts for qualitative assessment.
The anomaly detection algorithm used in this work is PEAKER [46]. The aim of this
section is to justify this choice, comparing PEAKER with other anomaly detection algo-
rithms that are available.
A technical description of PEAKER is given in Section 2.2. PEAKER works in a
very straightforward way, calculating density estimates based on a measure of distances to
nearest neighbours. This simplicity is a potentially attractive property: it means that the
algorithm is straightforward to implement, and that it can be run quite quickly on datasets
of the size examined in this thesis.
The anomaly detection algorithms are data exploration tools: it is necessary to be able
to adjust parameters so that the outputs of the algorithms are appropriate to the problem
concerned. Whilst PEAKER has several parameters, it was found that only the number
of nearest neighbours used to calculate the density had a large effect on the output of the
algorithm, reducing the amount of work necessary to find appropriate parameter values.
Unlike other anomaly detection algorithms, PEAKER cannot detect patterns with ir-
regular shapes, such as those shown in Figure 1.2. This might be seen as a disadvantage,
but given the messiness of the text and the relatively simplistic modelling process, patterns
with irregular shapes might be artifacts of the data or the models, rather than being coherent
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Figure 1.2: Examples of Clusters Identified by DBSCAN [21]
and potentially interesting groups of incidents.
DBSCAN is an alternative anomaly detection algorithm; a technical description is pro-
vided in [21]. The algorithm allows the discovery of clusters such as those shown in Figure
1.2, which are easy to distinguish by eye, but that are not of a regular shape. The identified
groups might therefore be quite different from those produced using PEAKER. Although
this might be an advantage in certain situations, this was not the case with the RLS data.
Experiments carried out using DBSCAN with a large set of parameter combinations failed
to produce any meaningful groups of incidents. The increase to two parameters is a po-
tential disadvantage, particularly given that it can be less clear what effect changing the
parameters has on the output of the algorithm than is the case with PEAKER. A final dis-
advantage with DBSCAN is that its increased sophistication comes at the cost of increased
running times.
DECODE is similar to DBSCAN, but uses Markov Chain Monte Carlo (MCMC) meth-
ods to find optimum parameter values. For the analysis presented in this thesis, DECODE
therefore has the disadvantages associated with DBSCAN, and also takes an extremely long
time to run, given that MCMC methods are computationally demanding.
OPTICS is another algorithm that extends the applicability of DBSCAN. In this case,
the object of the algorithm is to detect clusters of varying density (i.e., hierarchical clusters).
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This might be a potentially interesting idea to apply to the models of the RLS free text
descriptions, but given the lack of success using DBSCAN, it did not seem likely that using
OPTICS would be beneficial.
The final algorithm to be considered was Wavelet Cluster. However, this algorithm is
only applicable to two or three dimensional models, as it is designed for finding patterns in
images. It was not therefore appropriate for use in this analysis.
1.9 Summary
The chapter began in Section 1.1 with an overview of the problem that this thesis addresses.
Having introduced the chapter in Section 1.2, a description of various background topics
was made in the remaining sections.
Section 1.3 gave a more detailed introduction to patient safety, explaining the work
carried out in the field in the UK, with particular emphasis on the NPSA and the large
database that it has created, the RLS. The data contained in the RLS was used as the basis
of the analysis described in this thesis.
The particular focus of this thesis is on free text descriptions of each incident, which
are stored in the RLS. These free text descriptions are a very rich source of information, but
as Section 1.4 explained, various idiosyncrasies and defects of the descriptions can cause
difficulties with the analysis.
An overview of data mining and knowledge discovery was provided in Section 1.5,
including an introduction to the techniques that were used in the analysis of the RLS. Nat-
ural Language Processing methods, described in Section 1.6, and multivariate statistical
methods, introduced in Section 1.7, were used to create numerical models of the free text
descriptions. These models were then analysed using anomaly detection algorithms, which
were discussed in Section 1.8.
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Chapter 2
Methods
2.1 Introduction
Several analysis methods will be used extremely frequently in the modelling of the RLS
incident descriptions: this chapter is a standalone reference, describing methods that are
either standard or adapted from other researchers’ work. The PEAKER algorithm will be
described in Section 2.2. Principal component analysis, linear discriminant analysis and
classification trees are explained in Sections 2.3, 2.4 and 2.5, respectively. Section 2.6
contains an explanation of multidimensional scaling.
2.2 PEAKER
2.2.1 Introduction
PEAKER is used to find groups of data points that are more tightly packed than would
be expected given the overall distribution of the data. In this thesis, the groups should
therefore be groups of incident descriptions that are anomalously similar in meaning. Once
the groups are found they are assessed using various methods, which will be described in
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later chapters.
PEAKER can be used with points in any Euclidean space, although there are practical
limits to the dimensionality of the spaces and the size of the datasets that can be analysed.
The algorithm calculates an empirical estimate of the density at each point, and then looks
for ‘peaks’: a peak is a point that has an estimated density greater than surrounding points.
There are various statistics that can be used to assess the properties of the peaks. However,
these statistics were generally found to be of little use in determining whether groups of
incidents were of interest, and other assessment methods were developed.
2.2.2 Methodology
The algorithm works in two stages: firstly, an empirical estimate of the density at each
point is calculated; the second stage identifies the peaks.
It would be possible to use many different methods of varying sophistication to calcu-
late the estimated densities; these methods include kernel density estimation. The develop-
ers of the algorithm [8] suggest that a relatively straightforward estimate is adequate; given
that PEAKER works by finding the positions of the local maxima of the density surface,
rather than their values, any monotonic transformation of the density is adequate for the
purposes of the algorithm, provided any oversmoothing is not too extreme.
The simplicity of the method for calculating the density reduces the time needed to
calculate the estimates compared with more sophisticated methods. Given that PEAKER
is used here for a data mining application using very large datasets, where the algorithm
has to be run many times, this simplicity has clear advantages. A more accurate density
estimate might come at the cost of increased use of resources, and might not therefore be
beneficial to the work as a whole.
Given a population of data points, P , where each point is labelled xi, i ∈ P , the estimate
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for the density at each point xi is
fˆ(xi) = fˆ(xi;K) =

 1
K
∑
j∈{N}
d(xi,xj)


−1
where
{N} = {xj : xj ∈ N(xi;K)}
i.e., N is the set of K nearest neighbours to xi. The smoothing of the density estimate
is therefore varied by increasing or decreasing the value of K. It is possible to use any
distance measure to calculate d(xi,xj): the Euclidean and Manhattan distance metrics are
two well known measures.
Once the density estimates have been calculated, the data points are separated into three
groups (adapted from [46]):
• A maximum peak: a data point with a higher density estimate than all of its nearest
neighbours;
• A non-maximum peak: a data point that has a higher density estimate than some of
its nearest neighbours. Such points do not necessarily approximate a maximum in the
density surface, and arise due to a chance configuration of the neighbouring points.
In one dimension, for example, a non-maximum peak would have the nearest points
with lower density estimates lying to one side of the peak;
• A non-peak: a data point that has a lower density estimate than its nearest neighbour.
It is the maximum peaks that are of interest and that are identified by PEAKER. For
each point xi, the point is defined as a peak with
M(xi) = m
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iff
fˆ(xi) > fˆ(xj), ∀xj ∈ Nm(xi)
and
fˆ(xi) ≤ fˆ(x
(m+1))
where Nm is set the set of m nearest neighbours to xi, defined using some distance metric,
and x(k) is the kth nearest neighbour to xi. For the version of PEAKER used for this
analysis, the same distance metrics were used to calculate the density estimates and the M
values, increasing PEAKER’s computational efficiency. The value of m therefore describes
the size of the group of points associated with the peak: it is the number of neighbouring
points that have lower density estimates than the peak in question.
In a real-world setting, there will often be practical limits to the minimum and max-
imum sizes of interesting groups: for example, very small groups of incidents might not
represent enough information for the inference to be drawn that these types of incidents
are happening systematically in the NHS. Conversely, very large groups might be difficult
to assess qualitatively: there could be too much information for an expert to assess man-
ually. The minimum size of the groups to be identified by PEAKER is defined as Mmin;
the maximum size is defined as Mmax. The values of Mmin and Mmax were set following
discussions with the NPSA at:
• Mmin = 5
• Mmax = 99
This means that the groups identified, which include the peaks, are of between 6 and
100 incidents.
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2.2.3 Assessing Results
The output of the PEAKER algorithm is a series of groups of incident descriptions. It is
therefore necessary to devise a method that assesses whether these groups in fact represent
information that is interesting, novel and useful to the NPSA.
One way to assess the groups is to use quantitative measures, referring to the char-
acteristics of the groups. Two measures are proposed by [46]: they are a measure of the
sharpness of the peak, Tsharp, and a measure of the density mass contained within the group,
Tdensity.
The measure of sharpness,
Tsharp =
Nsfˆ(x0)∑Ns
i=1 fˆ(xi)
where Ns is the number of nearest neighbours over which the average density is taken,
and fˆ(x0) is the estimated density of the peak. The value of Ns could be varied to find
an optimum value for a particular application, but one straightforward, arbitrary method
is to set Ns = m2 . A disadvantage of Tsharp is that it is prone to distortion by specific
arrangements of peaks: for instance, a small sharp peak would have a lower value of Tsharp
if it was close to a large, flat peak.
The measure of density mass,
Tdensity =
m
∑Ns
i=0 fˆ(xi)
Ns
∑M
j=0 fˆ(xj)
using the same definitions as the measure of sharpness.
The statistic is therefore a ratio of the average density over a subset of points to the
average density over the group as a whole.
Analysis carried out using the incident descriptions suggested that the values of the T
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statistics were not related to either the coherence or interestingness of the groups: a group
with high values of Tsharp and Tdensity might comprise incident descriptions referring to
completely different issues, might describe very well known incident types such as falls, or
might be made up of identical incident descriptions. It was therefore necessary to devise an
assessment process using another quantitative measure and manual, qualitative assessment.
This assessment process will be described in later chapters.
2.3 Principal Component Analysis
Principal component analysis (PCA) is a very well established and commonly used tech-
nique for unsupervised dimensionality reduction.
The models of the free text RLS descriptions will initially be extremely high dimen-
sional. This means that they will be subject to the ‘curse of dimensionality’. This problem
will be discussed in depth in Chapter 7; in short, as dimensionality increases, it can be-
come increasingly difficult to define distances between data points. This means that there
is no useful measure of density and anomalies cannot be found. Dimensionality reduction
techniques can be used to avoid this problem.
As well as being advantageous in avoiding the problems caused by high dimensionality,
the dimensionality reduction techniques can reveal interesting features that are hidden in
the mass of information in high dimensions, and it is also possible that noise in the data
could be discarded.
With PCA, the space is rotated, so that the first dimension of the rotated space explains
the maximum possible amount of the variance in the data. Having fixed this dimension, the
remaining subspace is then rotated: the second principal component is the dimension that
explains the maximum possible variance, subject to being orthogonal to the first principal
component. The process continues until the rotation has been completed; the principal
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components explain the variance in monotonically decreasing order, and each of the prin-
cipal components is orthogonal to the others. Having rotated the space, it is then possible
to reduce its dimensionality. The later principal components only explain a relatively small
proportion of the variance, and can therefore be discarded; only a small amount of infor-
mation is lost, which may be noise. The following technical explanation is adapted from
[23].
If the elements of y′ denote the p coordinates of observation, the first principal compo-
nent requires a vector, a′, to be found, such that the linear combination a′y has maximal
sample variance in the class of all linear combinations, subject to the normalising constraint
a′a = 1. For a given a, the sample variance is a′Sa, so the problem is equivalent to finding
a non-null a such that the ratio a′Sa/a′a is maximised. The maximum value of this ratio
is the largest eigenvalue of S, and the required solution for a is the eigenvector of S cor-
responding to the eigenvalue. The eigenvalues therefore describe the amount of variance
explained by each principal component, summing to one; the eigenvectors describe the ro-
tation from the original space to the principal component space, and can therefore be used
to relate the principal components back to the original variables.
2.4 Linear Discriminant Analysis
Linear discriminant analysis, or LDA, is different from PCA in that it is a supervised di-
mensionality reduction technique; this explanation is adapted from [32]. Where there is a
series of populations, a useful way of rotating the space is to look for the linear function a′x
that maximises the ratio of the between groups sum of squares to the within groups sum of
squares. This means that the ratio of the separation of the po
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within the populations is maximised. The linear function
y = Xa
has a total sum of squares
y′Hy = a′XHXa = a′Ta
This can be partitioned as a sum of the within groups sum of squares
∑
y′iHiyi =
∑
a′XiHiXia = a
′Wa
and the between groups sum of squares
∑
ni(y¯i − y¯)
2 =
∑
ni(a
′(x¯i − x¯))
2 = a′Ba
where y¯i is the mean of the ith subvector yi of y and Hi is an ni × ni centring matrix.
Given the partition of the sums of squares, it is now possible to find the maximum of their
ratio
a′Ba
a′Wa
The vector a in Fisher’s linear discriminant function is the eigenvector of W−1B corre-
sponding to the largest eigenvalue. Subsequent eigenvectors correspond to rotations that
provide the largest ratios of the separation between groups to concentration within groups,
subject to orthogonality with previous eigenvectors. As for principal component analysis,
once the space has been rotated, later dimensions can then be discarded: the reduced space
will retain most of the information that discriminates between populations. This method is
therefore appropriate for use where a categorical variable corresponds to groups of interest
in the data.
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2.5 Classification Trees
Classification trees are used in this thesis to calculate correct classification rates for models
of the RLS data that are used to predict incident type; this description is adapted from [43].
The object of the method is to partition a data matrix X, such that the terminal nodes
(or leaves) of the tree have the minimum possible overlap between the classes into which
the data have been classified. Given that in many problems the distributions of the classes
will overlap, each terminal node will describe a probability distribution over the classes;
the class with the highest probability will be selected.
The trees are based on a training set of examples that have been assigned to classes. The
tree is split recursively, looking ahead one step (thus avoiding a combinatorial explosion).
At each node in the tree, a measure of the impurity of the distribution is calculated; a split
is then chosen that most reduces the average impurity. The measure used in this thesis is
the Gini index [43].
Classification trees are prone to overfitting. To avoid this, cost-complexity pruning of
the trees is carried out. The original tree has a set of rooted subtrees that are produced
by removing terminal subtrees. The pruning process selects one of these rooted subtrees.
It is shown in [16] that it is optimal to carry out a sequence of pruning operations from
the original tree to the null tree (which contains only the root node), and then select the
tree with optimal pruning with respect to the cost-complexity measure. In this thesis, the
final tree was selected as the largest with a cost-complexity measure within one standard
deviation of its minimum value, calculated using 10 fold cross-validation [43].
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2.6 Multidimensional Scaling
Multidimensional scaling involves the calculation of the positions of points in a Euclidean
space that is generally fairly low dimensional, based on information regarding distances or
dissimilarities between the points. This information might be actual Euclidean distances,
distances measured with some error, or measures of dissimilarity or similarity between
objects. Chapter 14 of [32] provides full details of the method, from which this explanation
is adapted.
An n × n matrix D is called a distance matrix if it is symmetric and dii = 0, dij ≥ 0,
i 6= j. Multidimensional scaling finds points P1, . . . , Pn in k dimensions, in a manner
such that if dˆij is the Euclidean distance between Pi and Pj , then Dˆ is ‘similar’ to D. The
dimensionality k can be varied, and is generally limited by practical considerations.
The classical solution is to find the configuration for a Euclidean distance matrix, D.
For practical problems, the distance matrix D may not be Euclidean, and even if it is, the
dimensionality of the space may be too large to be useful. The solution to this problem is
therefore to choose the configuration in Rk where the coordinates are determined by the
first k eigenvectors of B, where
B = HAH
and
H = I− n−111′
is the n× n centring matrix. The extent to which the interpoint distances of this configura-
tion approximate D is shown by the corresponding eigenvalues.
The steps involved in calculating the configuration are as follows:
1. Given D, calculate the matrix A = (−1
2
d2ij)
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2. Calculate the matrix B, with elements bij = aij − a¯i• − a¯•j + a¯••
3. Find the k largest eigenvalues λ1 > . . . > λk of B, with corresponding eigenvectors
X = (x(1), . . . ,x(k)). The parameter k must be chosen a priori.
4. The coordinates of the configuration Pi are xi = (xi1, . . . xip)′, i = 1, . . . , k
The method therefore takes the dissimilarity matrix, D, and produces the optimum
representation in a k dimensional Euclidean space. This method will be used in the work
associated with eliciting semantic information, which is described in Chapter 6.
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Chapter 3
Investigatory Analysis
3.1 Introduction
This chapter describes preliminary analysis of the RLS and presents the overall structure
of the thesis. Section 3.2 provides a description of this structure, and is followed by an
investigation of the properties of the RLS data in Section 3.3. Section 3.4 introduces the
vector space model, describing the way in which it is calculated. Initial work on a small
sample of data will be described in Section 3.5.
Section 3.6 introduces various methods for improving the model, so that it better reflects
the meanings of the descriptions. Section 3.7 explains the effect of these methods on the
quality of the model. Initial modelling carried out using a selection of RLS categorical
variables is described in Section 3.8.
Having carried out this investigatory work, the best vector space model of the free text
descriptions was analysed using PEAKER. Section 3.9 explains this work and the results
that it produced, introducing the method used to assess the results.
Section 3.10 concludes and summarises the chapter.
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3.2 Structure of Analysis
The aim of this section is to explain how this thesis will proceed. Two diagrams are pre-
sented. The first, in Figure 3.1, provides a high-level overview of the analysis, showing
how the analysis moves from investigatory work, through initial modelling, to full knowl-
edge discovery using the RLS. It also shows several variations of the work and associated
analyses that are presented in later chapters. The second diagram, shown in Figure 3.2,
shows a description of the analysis, focusing on the various algorithms that are used to
preprocess and model the RLS data, before anomaly detection tools are used to find groups
of potential interest that are then assessed in various ways.
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Figure 3.1: Overview of Analysis
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Figure 3.2: Overview of Algorithms used in Thesis
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Figure 3.3: Distribution of Patients’ Ages in RLS Sample
3.3 Investigatory Analysis
Given any large dataset such as the RLS, an extremely important preliminary part of data
mining is to carry out an initial examination of the data. By examining the nature of the
dataset, including information such as the types of variables available, their empirical dis-
tributions, and possible defects or idiosyncrasies of the data, the data miner can gain a
much greater grasp of what types of analysis are likely to be appropriate, the amount of
preprocessing of the data or expert input that is likely to be required, and indeed, whether
the data mining analysis is likely to produce any worthwhile results at all.
In order to carry out this preliminary analysis, the NPSA provided a dataset compris-
ing the entries for 38 numerical and categorical variables for 65,409 incidents, where the
variables provided were chosen by the NPSA. This illustrates the way in which data min-
ing may be limited by the data that the analysts are provided with, as it would have been
Chapter 3. Investigatory Analysis 51
Figure 3.4: Distribution of Incident Dates in RLS Sample
desirable to have analysed all of the RLS variables. A full description of the 38 variables is
provided in Appendix B: the variables describe information such as the location and time
of the incidents, patients’ details such as age and gender, and details of the staff, medication
or device involved.
It was clear from discussions with the NPSA and from examining the data that some
of the variables had values entered much more frequently than others; this is shown in
Appendix B. For example, whilst the (supposedly mandatory) degree of harm variable had
entries for 99.3% of the incidents in this sample, the ‘Device Model’ variable had entries
for only 0.2% of incidents. The variables for which very few incidents have entries are
clearly of limited value in examining the nature and causes of patient safety incidents.
Examining the empirical distributions of several of the numerical variables allows gen-
eral comments to be made about the quality of the data. For example, the histogram in
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Figure 3.5: Distribution of Incident Times in RLS Sample
Figure 3.3 shows the distribution of patients’ ages; common sense suggests that the data do
not contain any obvious large scale defects, such as default values being entered. Similarly,
the distribution of the date of the incidents is sensible, with quite low numbers of incidents
in the RLS’s first year of existence, and larger numbers of incidents in the following years,
as well as small numbers of incidents that occurred before the creation of the RLS, but that
are present in the database because of the lead time between their occurrence and reporting
to the RLS. The empirical distribution of the incident dates is shown in Figure 3.4.
However, examining the histograms for the time of the incidents and the counts of
‘patient effect/injury’ reveals some of the defects in the data. In the case of the distribution
of the time of the incident, shown in Figure 3.5, the distribution is generally sensible, with
large numbers of incidents during the working day and fewer at night, but there is a spike
of incidents at midnight, which may suggest that this is a default entry that is made if the
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Figure 3.6: Distribution of Counts of Patient Injuries in RLS Sample
time is unknown. This would affect the inferences that could be drawn about the time of
day at which most incidents occur.
This is a less serious problem than that for the distribution of the variable that describes
a count of the number of ‘patient effects/injuries’ occurring in a particular incident, as
shown in Figure 3.6; this variable appears to be of little value in providing information
about the nature of the incidents. It can be seen that most of the entries are a single in-
jury, and that there are also large numbers of missing values (coded with a value of minus
one). The numbers of incidents with two or three injuries are too small to be seen on the
histogram.
Examining the categorical variables individually also gives an insight into the nature
of the RLS data. One of the categorical variables that is considered to be of greatest im-
portance by the NPSA is the degree of harm variable; as has been seen, the NPSA focuses
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Table 3.1: Distribution of Degree of Harm of Incidents
Degree Of Harm Number OfIncidents
No Harm 46,893
Low Harm 13,668
Moderate Harm 3,463
Severe Harm 658
Death 274
Missing Value 453
Table 3.2: Distribution of Medication Process Variable
Category Number OfIncidents
Missing Value 60,607
Administration/supply of a medicine from a clinical area 2,498
Other 1,018
Prescribing 656
Preparation of medicines in all locations 379
Monitoring/follow-up of medicine use 199
Supply or use of over-the-counter medicine 28
Advice 24
much of its attention on incidents involving deaths and severe harm. The distribution of
these incidents into the various classes is shown in Table 3.1. It can be seen that the vast
majority of incidents in this sample involve either no or low harm to patients; fewer than
1,000 involve severe harm or death. It can also be seen that there are more missing values
than deaths, despite the fact that this is a ‘mandatory’ variable. The number of incidents
that are particularly interesting to the NPSA is therefore relatively small; assuming that this
sample is representative, the total numbers of incidents involving severe harm or death in
the RLS is around 50,000, and it is therefore plausible that a large team of clinical experts
could assess these descriptions qualitatively.
The distribution of the classes for the variable describing the medication process illus-
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Table 3.3: Distribution of Specialty (Level 1) Variable
Category Number OfIncidents
Accident and Emergency 25,528
Diagnostic Services 25,490
Medical Specialties 5,078
Surgical Specialties 2,520
Mental Health 2,201
Obstetrics and Gynaecology 1,262
Other 903
Primary Care/Community 610
Unknown 404
Learning Disabilities 359
Anaesthetics 230
Not Applicable 69
Missing Value 45
Patient Transport Service 45
Dentistry 8
trates how sparsely some of the variables are populated. In this case, as shown in Table 3.2,
almost 61,000 entries have missing values, and another 1,000 are described as ‘Other’. For
this variable, fewer than 4,000 incidents have entries that could be used to make inferences
about the nature or causes of the incidents.
Finally, the general imbalance in the numbers of entries for each class can be shown
using the ‘Specialty (Level 1)’ variable. The distribution of the incidents for this variable
is shown in Table 3.3. There are more than 25,000 incidents each that occurred in the
Accident and Emergency and Diagnostic Services specialties, but only 8 in Dentistry and 45
in the Patient Transport Service. This has clear implications for dimensionality reduction,
where the assumption is often made that the classes are of similar sizes.
The analysis described in this section has shown that the RLS categorical and numerical
variables are of differing quality. Many of the variables have very large numbers of missing
values, which suggests that they should not be included in the modelling of the data. In
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other cases, the range of sizes of the classes is very large, and this must be taken into
account during the modelling process. However, the exploratory analysis also suggests that
some of the variables have entries for large numbers of the incidents, and examining the
empirical distributions of a number of the variables suggests that it is appropriate to try to
use them to model the incident descriptions.
3.4 The Vector Space Model
The vector space model is a straightforward and simple, but commonly used, way of rep-
resenting text numerically. This section will explain how the model is calculated, and will
also describe some of its shortcomings.
The vector space model represents each item of text (in this work, a single incident
description) as a point in a high dimensional space. Each dimension corresponds to a
word, so the dimensionality of the space corresponds to the size of the vocabulary used in
the set of incident descriptions being modelled. The position of an incident description in
a particular dimension depends on the appearance, or appearances, of the corresponding
word in that incident description. The vector space may either be a unit hypercube, where
the position in each dimension corresponds to the presence or absence of the corresponding
word, or a hypercuboid, where the position is a function of the number of times that the
words appear in a description.
The descriptions shown in Table 3.4 will be used to illustrate the calculation of the
vector space model. There are six incident descriptions, d1 to d6, which use nine words
in total: ‘the’, ‘patient’, ‘fell’, ‘off ’, ‘bed’, ‘fall’, ‘meds’, ‘error’ and ‘causes’. The vector
space is therefore nine dimensional, with six points defined in the space: these points
correspond to the six incident descriptions. The hypercuboid model is equivalent to the
matrix shown in Table 3.5.
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Table 3.4: Examples of Incident Descriptions
d1 the patient fell off the bed
d2 fall
d3 meds error
d4 meds error causes fall
d5 patient fall
d6 patient fell off bed
Table 3.5: Example of a Vector Space Matrix
bed causes error fall fell meds off patient the
d1 1 0 0 0 1 0 1 1 2
d2 0 0 0 1 0 0 0 0 0
d3 0 0 1 0 0 1 0 0 0
d4 0 1 1 1 0 1 0 0 0
d5 0 0 0 1 0 0 0 1 0
d6 1 0 0 0 1 0 1 1 0
The ease with which the model can be calculated is evident: it is simply necessary to
find the vocabulary and then count how many times each word appears in each incident
description.
For the analysis work described in this chapter, a word was defined as a sequence of
one or more letters. All symbols other than the letters ‘a’ to ‘z’ (and white space) were re-
moved, and all upper case letters were converted to lower case. Variations such as ‘patient’,
‘Patient’ and ‘PATIENT’ were therefore treated as being a single word.
Examining Table 3.5 reveals some of the defects of the vector space model. The model
does not reflect any of the information carried in the order of the words, or any of the
meaning produced by interactions between words. For example, ‘dog bit man’ and ‘man
bit dog’ would have the same location in the vector space, despite being very different in
meaning. Equally, ‘patient fall’ and ‘patient did not fall’ have broadly opposite meanings,
but would be close together in the vector space.
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Other simplifications are made implicitly in using this model. Words such as ‘fall’
and ‘fell’ have the same root, and convey similar information, but are represented by two
separate variables. Conversely, homonyms, such as ‘patient’ as a noun and ‘patient’ as an
adjective, are represented by a single variable.
Table 3.5 also illustrates a further shortcoming of the model, namely that the appearance
of each word is treated as being of equal importance to the meaning of the description. This
is clearly not the case in natural language: there is essentially no difference in meaning
between ‘the patient fell off the bed’ and ‘patient fell off bed’, but they are separated in the
vector space by the variable corresponding to the word ‘the’.
Despite these criticisms, the use of the vector space model in search engines (see Chap-
ter 1) suggests that it will carry at least some of the meaning of the incident descriptions;
the aim of this analysis is to produce a sufficiently good representation of the text that
groups of anomalously similar incident descriptions can be found. The following sections
will illustrate this work.
3.5 Initial Analysis of the Free Text Descriptions
This section describes analysis carried out using the vector space model. A random sample
of 3,000 incidents was selected from the RLS, and was divided into a training set of 2,000
incidents and a test set of 1,000 incidents. As a piece of preliminary analysis, the incidents
from the training set were classified manually into groups based on incident type: for ex-
ample, ‘falls’. This analysis identified 45 classes, which were quite different in size: the
‘falls’ category contained 654 incidents, but other categories contained very small numbers
of incidents. For example, the ‘operation - food/drink’ category only contained two inci-
dents. It was therefore decided to merge the 45 categories into ten super-categories; these
categories are shown in Table 3.6, together with the number of incidents in each class. It
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Table 3.6: Manually Defined Categories for Initial Analysis
Class Class Number Of
Number Description Incidents
1 Mental Health 226
2 Accident/Injury To Patient 92
3 Other 207
4 Falls 654
5 Birth 59
6 Hygiene/Allergy/Infection 42
7 Communication/ID/Notes 258
8 Equipment/Staff/Operations/ 226Facilities/Discharge
9 Delays/Inadequate Care 107
10 Drugs 129
can be seen that the ten classes were more uniform in size, but that the falls class was still
much the largest, being more than ten times larger than the smallest class.
At this stage it was of interest to check whether the vector space representation would
carry any of the meaning of the incident descriptions. It was therefore necessary to devise
a way of assessing whether this was in fact the case. The method that was adopted was
to use the vector space model to build a predictor that classified the incidents into the ten
classes shown in Table 3.6; this predictor was then used to predict the classes for the test
set. The assumption made was that the correct classification rates for the training and test
sets would provide an indication of the ability of the model to capture the meaning of the
descriptions. This assessment process therefore required the classification of the test set
into the ten classes described in Table 3.6. The method chosen for calculating the rules was
classification trees (see Section 2.5).
The correct classification rates for the training and test sets were 55% and 40% respec-
tively. For comparison, if incidents had been randomly assigned to classes, it would have
been expected that 17% would be correctly classified. The vector space model therefore
appeared to capture at least to a certain degree the meaning of the descriptions: it was a
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much better predictor than randomly assigning the classes. However, there appeared to be
scope for increasing the predictive power of the model. Several methods for improving the
model are described in Section 3.6.
3.6 Improving the Model
Section 3.4 presented various criticisms of the vector space model. It was felt that ad-
dressing some of these weaknesses might increase the correct classification rates. There
are various types of text processing that might be used to try to reduce the effect of the
simplifications made when calculating the vector space model, which are described below.
3.6.1 Stop Words
As stated in Section 3.4, the vector space model includes all the words that appear in any of
the incident descriptions. This means that incidents may be separated in the vector space by
common words such as ‘the’ and ‘on’. These words make the descriptions easier to read,
but carry little or no meaning. It was thought to be potentially beneficial to remove these
so-called ‘stop words’ from the model. Removing these words is equivalent to collapsing
the dimensions associated with them to the origin, or setting their term weights to zero (see
Section 3.6.3).
3.6.2 Stemming
Another of the disadvantages of the vector space model that was identified in Section 3.4
was that the model does not take into account the relationships in meaning between words.
It is difficult to solve this problem for synonyms and homonyms, and it is also difficult to
take into account the effect of interactions of words on meaning. However, it is relatively
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easy (at least in English) to convert the various morphological forms (e.g., plurals and past
participles) of words to a canonical form. For example, the pairs of words ‘falls’ and ‘fall’
or ‘attended’ and ‘attend’ could be represented by single variables. This might allow the
model to better reflect the meanings of the descriptions.
This process is known as stemming. One of the best known stemmers was produced by
Porter ([38]). It is a rules based algorithm, which means that it will only stem words that
follow regular pluralisation or conjugation rules. For example, ‘fell’ would not be stemmed
to its canonical form, ‘fall’. Conversely, it will also stem words inappropriately: for ex-
ample, ‘molasses’ would be reduced to ‘molass’. A more fundamental potential problem
associated with stemming is that the full form of a word might carry information that is
relevant to the meaning of the description, and removing this information would reduce the
quality of the model. This point is generally applicable: automatically changing any data is
potentially disadvantageous, as the consequence may be that valuable information is lost.
The stemmer has several stages. At each stage, the beginnings and endings of the words
are examined for particular combinations of letters. If these character sequences are found,
they are removed or replaced by other character sequences, depending on the rule. For
example, in the first stage, all occurrences of ‘SSES’ at the ends of words are replaced by
‘SS’, and each occurrence of ‘IES’ is replaced by ‘I’. In the second stage, one of the rules
is to replace ‘TIONAL’ with ‘TION’. Once the processing has been completed, the vector
space model may then be built using the stemmed words as variables.
3.6.3 Term Weighting
The motivation for the use of stop words was that some very common words were not
considered to carry any of the meaning of a piece of text. This idea can be extended to
the whole of the vector space: some of the words carry much more of the meaning of the
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'the patient fell''patient fell'
Figure 3.7: Geometric Example of a Vector Space Model
descriptions than others. This means that an alternative version of the vector space model,
with dimensions corresponding to important words stretched and those corresponding to
less meaningful words shrunk, would more closely reflect meaning: an incident description
that contained an important word would be relatively further away in this new space from
a description that did not contain that word. This process is equivalent to multiplying the
relevant column of the vector space matrix by a constant, or term weight.
The following example illustrates the point. Considering a simple three dimensional
model, ‘patient fell’ and ‘the patient fell’ would be in the positions shown in Figure 3.7 for
the unweighted model.
Given that ‘the’ is an extremely common word, ‘patient’ is very common, and ‘fell’ less
so (in this dataset), reasonably realistic relative term weights might be 0.5 for ‘the’, 2 for
‘patient’ and 5 for ‘fell’. The vector space would then be as shown in Figure 3.8. The two
incident descriptions are now much closer together, which would seem to be appropriate
given that they have virtually identical meanings. It can be surmised that anomaly detection
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Figure 3.8: Geometric Example of a Term Weighted Vector Space Model
in a term weighted space would be more likely to find clusters of incidents of similar
meaning.
There are many different term weighting methods that could be used. In this pilot study
an ad hoc method based on the classes described in Table 3.6 was used.
Ad Hoc Method
The motivation for the ad hoc method was the assumption that words that discriminated
between the classes were likely to carry more of the meaning of the descriptions than words
whose frequency of appearance was more uniform. This method increased the separation of
incidents in different classes, so if it was assumed that the meaning of the descriptions was
related to class, this method would produce a vector space where incidents of dissimilar
meaning were further from each other.
Using the vector space model for the 2,000 incident training sample, two matrices of
size n × t were calculated, where t is the number of dimensions in the vector space, and n
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is the number of classes, in this case 10.
The first matrix was calledTactual. Each entry in the matrix was a count of the number
of incident descriptions in a particular class that contained a particular word, i.e., if tactual,1,2
was 5, this meant that five incidents in Class 1 (‘Mental Health’) contained the second word
in the vocabulary.
The second matrix was called Texpected. Each entry was the number of descriptions
in a particular class that would contain a particular word if that word were spread evenly
across the classes. For example, if the second word in the vocabulary appeared in 50
incident descriptions in the whole sample,
texpected,1,2 = 50.
226
2000
= 5.65
given that Class 1 contained 226 of the 2000 incidents (see Table 3.6). Dividing Tactual by
Texpected gave a new n × t matrix, Tconc, which was a measure of the way in which the
words were concentrated into classes. For example,
tconc,1,2 =
5
5.65
= 0.88
suggesting that there were slightly fewer instances of that word in ‘Mental Health’ incidents
than in the overall population of incidents.
The term weights for each word were taken as sup(tconc,j). Each dimension of the
original vector space matrix was then multiplied by the corresponding term weight, and the
analysis proceeded as for the unweighted matrix.
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3.6.4 Combining Semantically Similar Variables
A further defect of the vector space model mentioned in Section 3.4 was that different (but
semantically similar) words are represented by different variables. Although stemming re-
duces words of different morphological forms to a canonical stem, thereby creating a single
variable, it does not combine words based on similarities in meaning. During the classi-
fication of the small sample of incidents, it was apparent that there were particular words
or phrases that were important in determining whether incidents should be classified into
a particular class, and that these words and phrases had the same hypernym. For example,
many incident descriptions would be classified into the ‘Drugs’ class because of the ap-
pearance of the name of any drug. A single ‘drug’ variable might therefore be considered
more appropriate than separate ‘insulin’ and ‘paracetamol’ variables, for example.
An attempt was made to use WordNet, the large lexical database produced by Princeton
University [6]. The system allows the user to enter a word; the database then returns its
hypernyms at various levels: dog is a canine, which is a carnivore, which is an animal etc.
It would therefore be possible to examine the variables in the vector space model, find their
hypernyms and combine them at an appropriate level. However, it is hard to know what
this ‘appropriate level’ should be, and it was found to be extremely difficult to make these
subjective judgments in a rigorous manner.
An alternative, more straightforward method was pursued. During the classification of
the descriptions, a note had been made of the key phrases that defined particular classes. For
example, an incident description might have been classified as an accident if it contained
the phrases ‘cut [any body part]’ or ‘pricked [any body part]’. Thirteen of these word types
were identified during classification: they are shown in Table 3.7. The list of variables was
examined manually to find words belonging to these 13 groups, and the columns in the
vector space matrix were merged as appropriate. This produced an alternative vector space
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Table 3.7: Word Types used to Combine Variables in the Vector Space Model
Word Type Example of Original Word
Type of drug Methotrexate
Body part Arm
Place Manchester
Person Mother
Time 2pm
Word describing violence Punched
Staff member JHO
Furniture Table
Vehicle Ambulance
Gender Male
Weapon Knife
Direction Left
Hot drink Coffee
model which was used to build a predictor as previously.
3.7 Results
Having defined the basic model and the possible improvements to it, the correct classifica-
tion rates were calculated for the training and test sets.
The dimensionality of the model was reduced using principal component analysis (PCA),
which was described in Section 2.3. The number of principal components used to calculate
the classification trees was varied from 20 to 200 (in intervals of 20). However, the highest
classification rates were always found using either 180 or 200 principal components, so
only the maximum values are stated here. The results for the various models described in
Sections 3.5 and 3.6 are shown in Table 3.8.
A further method was also used to try to improve the model. Linear discriminant anal-
ysis (LDA) was described in Chapter 2.4, and was used to rotate the vector space to find
the nine dimensions that best separated the incidents by class. These nine dimensions were
then used to build the classification tree.
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Table 3.8: Correct Classification Rates for Variations of the Vector Space Model
Model
Correct Classification
Rate (%)
Training Test
Set Set
Basic 55 40
With Stop Words 55 40
With Stemming 60 45
With Stemming and Stop Words 60 45
With Stemming, Stop Words and Term Weights 70 60
With Stemming, Stop Words, Term Weights 70 60
and Combination Of Variables
With Stemming, Stop Words, Term Weights 80 65
and Linear Discriminant Analysis
Table 3.8 shows that some of the modifications made to the basic vector space model
clearly increase the correct classification rates. Term weighting and linear discriminant
analysis improve the model markedly (if the assumption of model quality being related
to correct classification rate is correct). It appears that stemming improves the model,
although this effect is smaller than for term weighting and LDA. It does not appear that
using stop words or combining variables using the method described in Section 3.6.4 is
beneficial to the model. The main benefits therefore appear to derive from stretching the
vector space and rotating it, rather than removing or combining dimensions.
3.8 Analysis using Categorical Variables
3.8.1 Introduction
For this analysis, six of the categorical variables that were considered to be most infor-
mative by the NPSA were used as the basis of numerical models; they are described in
Table 3.9. Figure 3.9 presents several examples of complete data entries comprising the
entries for the six categorical variables and the corresponding free text descriptions, show-
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Table 3.9: Categorical Variables used to Model Small Sample of Incidents
Variable Variable Number Of Variable Examples Of
Code Name Categories Type Categories
RP02 Care Setting 9 Nominal Acute/General HospitalAmbulance Service
IN03 Location, Level 1 11 Nominal Community HospitalPrimary Care Setting
PD05 Specialty, Level 1 15 Nominal
Anaesthetics
Dentistry - General
and Community
IN05 15 Nominal
Consent, Communication
Incident Type, Confidentialty
Level 1 Disruptive, Aggressive
Behaviour
IN05 Incident Type, 157 Nominal Failure To Follow UpLevel 2 Missed Appointment
PD09 Degree of Harm 5 Ordinal No HarmSevere Harm
ing how the categorical variables relate to the free text descriptions. It is also possible to
see how rich in information the free text descriptions can be compared with the categorical
variables.
3.8.2 Modelling
The data comprising the categorical variables were then used to create a numerical model
of the data.
In order to produce the model, a distance matrix was calculated that described the dis-
similarities between the incidents; multidimensional scaling was then used to produce a
(relatively) low dimensional representation of the incidents. The method used to assess the
results was the same as that used in Section 3.5: classification trees were used to create
rules for predicting the classes of the incidents; the correct classification rates were taken
Chapter 3. Investigatory Analysis 69

Figure 3.9: Examples of Categorical and Free Text Data
as an indication of model quality.
The distance matrix was calculated using measures of differences between the entries
for each variable [27]. For nominal variables, the distance, or dissimilarity between inci-
dents is defined as
d(i, j) =
p− u
p
where i and j index the two incidents, p is the total number of nominal variables, and u is
the number of variables that have the same values for incidents i and j.
For ordinal variables, such as degree of harm, that have various states (no harm, severe
harm etc.), it is firstly necessary to define the range, R, which is the interval between the
highest and lowest states: in this case, the degree of harm variable had 5 states (merging
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the two ‘no harm’ states described in Section 1.3), and therefore the range was 4. The
dissimilarity is defined as
d(i, j) =
|xi − xj|
R
where xi and xj are the states of incidents i and j, respectively. For example, if incident i
involved no harm (State 1) and incident j involved severe harm (State 4), d(i, j) = 3
4
.
For datasets with mixed ordinal and nominal variables such as this one, the dissimilarity
between two incidents i and j is defined as
d(i, j) =
∑m
k=1 δ
k
ijd
k
ij∑m
k=1 δ
k
ij
where k is the total number of variables, and the indicator variable δkij takes a value of zero
if at least one of the incidents has a missing value for variable k.
Multidimensional scaling was then used to create a k dimensional model of the cate-
gorical variables in a Euclidean space. The value of k was varied (in the range 2 to 20)
to find the highest correct classification rate. This was found for a 16 dimensional dataset;
this dimensionality is assumed to be an artifact of this particular dataset.
As well as this model of the categorical variables, it was also of interest to combine the
model of the categorical variables with the representation of the free text calculated using
the vector space model for the same sample, to see whether adding the categorical data
produced an improvement in the quality of the models. The models were combined in two
ways:
• The n dimensional model of the text was added to the m dimensional categorical
representation, to form an n+m dimensional model (Combined, 1);
• The Euclidean distance between each point in the model of the text was calculated,
to form a distance matrix. The sum of this distance matrix and the distance matrix
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Table 3.10: Results for Models of Categorical Variables for Small Sample
Model Correct ClassificationRate (%)
Categorical 70
Combined, 1 75
Combined, 2 72
Text 65
for the categorical variables was calculated. Multidimensional scaling was then used
to create a joint low dimensional representation (Combined, 2).
The various models were then used to calculate correct classification rates for the test
set. The results are shown in Table 3.10, including the correct classification rate for the
vector space model of the text (shown in italics). It should be noted that the correct clas-
sification rate for the vector space model was calculated using a test set that contained the
incidents from the ’Other’ category described in Table 3.6, whereas the other classification
rates were calculated using a reduced test set.
3.8.3 Conclusions
It appears that the categorical variables might have added a small amount of predictive
information to the combined model, and that the categorical variables on their own were
quite informative. However, it is perhaps not surprising that a numerical model of the cat-
egorical variables from the RLS should be a good predictor of user-defined classes: the
response variable and predictor variables were quite similar in nature. Further analysis was
needed to establish whether a relatively high classification rate translated into the produc-
tion of a model from which coherent and potentially interesting groups could be identified
by PEAKER. This analysis is described in Chapter 4.
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3.9 PEAKER Analysis
The results described in Section 3.7 were encouraging: they suggested that the vector space
model carried at least some of the meaning of the text, and provided information about
how this model might be improved. However, the ultimate aim of this analysis was to find
groups of incidents that were anomalously similar in meaning; it was therefore necessary
to test whether these groups could be found using this model.
Ultimately, the groups found using the vector space model had to be assessed for inter-
est and novelty by the NPSA. However, clinical experts at the NPSA were only available
for a limited amount of time, which meant that other methods for assessing these groups
had to be devised.
The first such method used small groups of known interest that were planted into a
large random sample of incident descriptions. The NPSA provided seven small groups
of incidents that they had found during previous manual analysis of the RLS. These were
groups that had been found to be interesting, and that were of the kind that the NPSA
expected to be able to find more of in the RLS. The assumption made was that if the model
was of sufficient quality, incidents from a known group would be close together, despite
using different words to describe similar incidents. The groups are described in Table 3.11;
a set of examples of incident descriptions taken from the known groups is provided in
Appendix C.
A model was calculated for a training sample of incidents, and then the positions were
calculated for the incident descriptions from the known groups. That is, the vector space
model was calculated for the known groups using the same variables as the training set, with
the same term weights, and then the same rotation was applied (based on PCA and LDA)
as for the training set. The anomaly detection tool, PEAKER, was used to see whether any
of the known groups could be found. A known group was defined as being ‘found’ if the
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Table 3.11: Known Groups Planted into Random Sample
Incident Type Code Size
Anaesthetics An 100
Chest Drains Ch 7
Latex Lt 7
Methotrexate Mt 5
Obstetrics Ob 100
Self Harm Sl 100
Sexual Safety Sx 100
following conditions were met:
• A group was found that contained at least six incidents;
• At least 50% of the incidents in the group came from the known group of incidents;
• There were more incidents in the group from that known group than any other known
group.
For the small sample of incidents the analysis proceeded as follows. The model using
stemming, term weights, PCA and LDA was calculated for the 2,000 incident training set;
the first 200 principal components were used to calculate the nine linear discriminants. The
equivalent model was calculated for the 1,000 incident test set and the 419 incidents from
the known groups. The final dataset of 3,419 incidents was then examined using PEAKER.
Table 3.12 shows whether or not the known groups were found, with a tick denoting that at
least one group was found that met the conditions described above. Several values of the
PEAKER parameter, K, were used: this affects the smoothing of the density estimate.
It can be seen that PEAKER had some limited success in identifying the known groups,
particularly the incidents related to sexual safety. However, the model did not appear to
be sophisticated enough to place many of the incident descriptions of similar meaning into
close proximity.
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Table 3.12: Known Groups found using PEAKER for the Pilot Study
Known K Parameter
Group 5 10 20 50
An 6 6 6 6
Ch 6 6 6 6
Lt 6 6 6 6
Mt 6 6 6 6
Ob 4 6 6 6
Sl 6 6 6 6
Sx 4 4 4 4
It is possible to make a conjecture as to why this was the case. The model was based
on a training sample with a vocabulary of only 1,700 words. Any subsequent incident
descriptions were positioned only on the basis of words that appeared in both that incident
description and the training set, which might have meant that much of the meaning of the
incident description was lost. In short, the training sample might have been too small for the
weightings between the words and meaning to be of sufficient quality. This suggested that
a larger training sample was needed if the model was to successfully reflect the meanings
of the descriptions.
3.10 Summary
This chapter described the structure of the work to be presented in this thesis, and investi-
gatory analysis of the RLS.
The structure and the algorithms to be used in the analysis were described in Section
3.2. Section 3.3 described investigatory analysis of the RLS categorical and numerical
variables.
The model used as the basis for the analysis of the free text, the vector space model, was
introduced in Section 3.4. Preliminary analysis using the vector space model was described
in Section 3.5. Several methods were used to improve the model, which were explained
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in Section 3.6. The results of this analysis using the vector space model were presented in
Section 3.7.
Initial modelling using the RLS categorical and numerical variables was described in
Section 3.8.
Having carried out this work, the best model of the free text descriptions was examined
using PEAKER, to try to find known groups of interest planted into a random sample. This
was described in Section 3.9.
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Chapter 4
Knowledge Discovery using the RLS
4.1 Introduction
This chapter illustrates the process by which meaningful models of the RLS data were
built, refined and assessed. Once models of sufficient quality had been produced, coherent
groups of incidents were identified using PEAKER. These groups were filtered, and then
assessed by clinical experts at the NPSA.
Section 4.2 will introduce a new type of term weighting, called TF-IDF, which will be
used throughout the text modelling parts of this chapter. It is a well-known type of term
weighting, based on the inherent characteristics of the text, rather than the classes that were
used as the basis for the ad hoc method described in Chapter 3. The TF-IDF weighting was
used with dimensionality reduction techniques to produce a numerical model for a large
sample of incident descriptions. This work will be described in Section 4.3. An attempt
was made to use an automatic spell checking algorithm to improve the quality of the text
(and therefore, it was hoped, the models). Section 4.4 explains how the algorithm works,
and shows whether or not the results were improved.
The work described in Section 4.5 uses a completely different set of tokens as the basis
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for the variables in the vector space model. These tokens were two or three letter fragments
of words, rather than the words themselves.
The model described in Section 4.3 was thought to be of sufficient quality that an
anomaly detection tool could be used to try to find groups of incidents of potential in-
terest. Section 4.6 describes the results and the assessment process, and explains why the
groups found were not interesting.
Having carried out this preliminary analysis, it was thought to be necessary to change
the nature of the datasets being analysed, to try to find more interesting results. Section
4.7 describes the subsets of the data that were used to create further models, which were of
sufficient quality that the groups that were found could be sent to the NPSA. This section
describes the method by which the groups were assessed and filtered, so that the NPSA’s
clinical experts did not have an overwhelming number of groups to assess. Section 4.8
describes the application of this filtering method to word fragment models of the subsets
of the data. A final attempt to improve the vector space model was the use of tagging to
disambiguate homonyms. The results of this analysis are given in Section 4.9.
The focus of the chapter then moves to the RLS categorical and numerical variables.
Section 4.10 describes the model building and assessment process using these variables.
Attempts to include information relating to the gender of the patients involved, and the
locations of the incidents are then explained in Sections 4.11 and 4.12 respectively.
Having carried out this model building, assessment and filtering process, groups of
incidents that were thought to be potentially interesting were passed to clinical experts at
the NPSA for assessment. Section 4.13 describes the assessment process and its results.
Section 4.14 concludes and summarises the chapter. Appendix D contains supplemen-
tary tables that are referred to in this chapter.
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4.2 TF-IDF Term Weighting
Chapter 3 introduced the concept of term weighting and described an ad hoc method by
which term weights could be calculated. However, this method was dependent on the
classes described in Table 3.6.
An alternative to the ad hoc method, which does not require classification of the inci-
dents into classes and which instead relies on the intrinsic properties of the text, is TF-IDF
term weighting [40]. It is applicable to any text that can be divided into separate units,
such as incident descriptions. Terms are weighted in two ways: according to the frequency
of their appearance in a particular description, and the number of incident descriptions
in which they appear. The assumption is made that a word that appears frequently in a
description is particularly relevant to that description’s meaning, and should therefore be
more highly weighted. This is the TF, or term frequency, weighting.
If the original vector space matrix is X, where i indexes the rows (descriptions) and j
indexes the columns (words), the TF weighted matrix, XTF, will have entries,
xTF,i,j =
xi,j
xi,•
i.e., the TF matrix is the original matrix with each entry divided by the sum of its row,
where xi,j is the number of times the jth word appears in the ith description. This means
that each description carries the same weight, regardless of its length, as the term weights
in each description sum to 1.
The IDF, or inverse document frequency, reflects the rarity of a word’s appearance. The
assumption is made that words that appear in many descriptions are unlikely to carry much
meaning and that rarer words are likely to be more interesting. The IDF weighting is the
inverse of the number of documents that a word appears in, and therefore takes a single
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value for each variable. The IDF is a vector, yIDF, of length j, where
yIDF,j = f
(
1∑
i Ixi,j 6=0
)
I is an indicator variable that takes a value of unity if a particular word appears at least
once in a description. The yIDF vector is transformed using some function: this reflects the
fact that the appearance of a term in only (say) two descriptions makes it potentially more
interesting than a term that appears in four descriptions, but not twice as interesting. Al-
though the logarithm is used as the function for transformation frequently in the literature,
in this work the square root has generally been used: it will be seen that it produces supe-
rior results for this work. In the literature this transformation is known as ‘normalisation’,
which is the term that will be used in this thesis.
Having calculated XTF and yIDF, each column of the XTF matrix is multiplied by the
corresponding normalised yIDF value. Each entry in the matrix,
xTF−IDF,i,j = xTF,i,j .yIDF,j
has thus had TF-IDF term weighting applied.
4.3 Analysis of a Larger Sample
It was explained in Chapter 3 that as well as the free text descriptions, each incident in
the RLS is described by a number of categorical and numerical variables. As well as
information such as patients’ ages and the time at which the incident took place, these
variables include various categorisations by incident type, location and specialty. Six of
the variables were used as response variables for supervised dimensionality reduction (i.e.,
to calculate linear discriminants) of the larger samples of data. They are described in Table
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Table 4.1: Response Variables used for Supervised Dimensionality Reduction
Var Variable Description Examples No. OfCode Classes
1 IN03 Location, General/acute hospital 12Level 1 In which location did Mental health unit
2 IN03 Location the incident occur? Dental surgery 26Level 2 Outpatient department
3 IN05 Incident Medical device 16Category, Level 1 Please categorise the Patient accident
4 IN05 Incident patient safety incident Diagnosis - wrong 87Category, Level 2 Slips, trips, falls
5 PD05 Specialty, Surgical specialty 16Level 1 Please indicate the Mental health
6 PD05 Specialty, specialty or service area Gastroenterology 83Level 2 Haematology
4.1, which also provides examples of the categories and states the number of classes for
each variable.
The first piece of analysis work using these response variables attempted to use a cross-
classification of the six response variables. As well as problems caused by the number of
possible combinations and the unbalanced sizes of the classes, using a cross-classification
of the response variables made the implicit assumption that groups of interest would all
be classified into the same class for all six response variables. However, examining the
known groups of incidents described in Table 3.11, incidents might have the same class
for, say, Response Variables 1 and 3, but not for the other response variables; another
group of incidents might only have the same class for Response Variable 5. Dimensionality
reduction using a cross-classification of all six response variables would therefore separate
similar incidents; conversely, dimensionality reduction using the six response variables
individually would produce a model that was appropriate for some incidents but not others.
The measure that was used to assess the models’ quality was introduced in Chapter
3, and uses the seven planted groups of known interest. The XTF−IDF matrix was calcu-
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lated for a dataset comprising 15,000 randomly selected incident descriptions. The dimen-
sionality was reduced by calculating linear discriminants using the six response variables
individually. The positions of the 419 incidents comprising the known groups were then
calculated; PEAKER was used to try to find the known groups, using the conditions for
judging whether a known group had been found that were described in Section 3.9.
When calculating the XTF−IDF matrices, the dimensionality was reduced to 5,052
(more than 5,000 due to ties) by selecting the model variables with the lowest IDF, i.e.,
the model was based on the 5,052 most common words in that sample. Three different IDF
normalisation functions were used: the square root, logarithm and no normalising function.
The results are shown in Tables 4.2 and 4.3, where a tick shows that at least one group
could be found. There is a large number of ‘6’ entries in the tables. It will be seen that
the measure of model quality using planted groups is quite stringent for the vector space
model, and that even where only a few known groups can be found, this may correspond to
a model of quite high quality.
Depending on the value of the PEAKER parameter K, which sets the number of nearest
neighbours used to calculate the density estimate at each point, up to four of the known
groups were found, including the small latex group. However, the anaesthetics, chest drain
and methotrexate groups were not identified using any of the models. There were clear
differences between the response variables: in general, more known groups were found
for models produced using Response Variables 3 and 4, but Response Variable 5 appeared
to produce a better representation of the obstetrics incidents. This is presumably because
for most incidents the best representation of their meaning is based on incident type, but
the obstetrics incidents are discriminated best from other incidents by specialty type. It
appears that the square root normalisation is superior to the logarithm (except for Response
Variable 4); not using any normalisation produces clearly inferior results.
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Table 4.2: Known Groups found using Single RLS Variables 1 to 3
Response Normalisation K Known GroupsVariable Function An Ch Lt Mt Ob Sl Sx
1
Logarithm
2 6 6 6 6 6 6 6
5 6 6 6 6 6 6 6
10 6 6 6 6 6 6 6
20 6 6 6 6 6 6 6
Square Root
2 6 6 6 6 4 6 4
5 6 6 6 6 6 6 4
10 6 6 6 6 6 6 4
20 6 6 6 6 6 6 4
None
2 6 6 6 6 6 6 6
5 6 6 6 6 6 6 6
10 6 6 6 6 6 6 6
20 6 6 6 6 6 6 6
2
Logarithm
2 6 6 6 6 6 6 6
5 6 6 6 6 6 6 6
10 6 6 6 6 6 6 6
20 6 6 6 6 6 6 6
Square Root
2 6 6 4 6 6 6 4
5 6 6 6 6 6 6 4
10 6 6 6 6 6 6 6
20 6 6 6 6 6 6 6
None
2 6 6 6 6 6 6 6
5 6 6 6 6 6 6 6
10 6 6 6 6 6 6 6
20 6 6 6 6 6 6 6
3
Logarithm
2 6 6 6 6 6 4 4
5 6 6 6 6 6 4 4
10 6 6 6 6 6 4 4
20 6 6 6 6 6 4 6
Square Root
2 6 6 4 6 4 4 4
5 6 6 6 6 6 4 4
10 6 6 6 6 6 4 4
20 6 6 6 6 6 4 6
None
2 6 6 6 6 6 6 6
5 6 6 6 6 6 6 4
10 6 6 6 6 6 6 6
20 6 6 6 6 6 6 6
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Table 4.3: Known Groups found using Single RLS Variables 4 to 6
Response Normalisation K Known GroupsVariable Function An Ch Lt Mt Ob Sl Sx
4
Logarithm
2 6 6 6 6 4 4 4
5 6 6 6 6 6 4 4
10 6 6 6 6 6 6 4
20 6 6 6 6 6 6 4
Square Root
2 6 6 6 6 6 6 4
5 6 6 6 6 6 6 4
10 6 6 6 6 6 6 4
20 6 6 6 6 6 6 6
None
2 6 6 6 6 6 6 4
5 6 6 6 6 6 6 6
10 6 6 6 6 6 6 6
20 6 6 6 6 6 6 6
5
Logarithm
2 6 6 6 6 6 6 6
5 6 6 6 6 6 6 6
10 6 6 6 6 6 6 6
20 6 6 6 6 6 6 6
Square Root
2 6 6 4 6 4 6 4
5 6 6 6 6 4 6 4
10 6 6 6 6 4 6 6
20 6 6 6 6 4 6 6
None
2 6 6 6 6 6 6 6
5 6 6 6 6 6 6 6
10 6 6 6 6 6 6 6
20 6 6 6 6 6 6 6
6
Logarithm
2 6 6 6 6 6 6 6
5 6 6 6 6 6 6 6
10 6 6 6 6 6 6 6
20 6 6 6 6 6 6 6
Square Root
2 6 6 4 6 4 4 4
5 6 6 6 6 4 6 4
10 6 6 6 6 6 6 6
20 6 6 6 6 6 6 6
None
2 6 6 6 6 6 6 6
5 6 6 6 6 6 6 6
10 6 6 6 6 6 6 6
20 6 6 6 6 6 6 6
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The results suggested that these models could produce interesting groups of incidents.
However, it was thought that data cleansing in the form of spell checking might improve
the models.
4.4 Spell Checking
4.4.1 Introduction
The use of spell checking has a similar motivation to the use of stemming, which was de-
scribed in Chapter 3. The incident descriptions contain large numbers of spelling mistakes,
abbreviations, initialisms and acronyms. For example, the concept of a ‘patient’ is repre-
sented as ‘patient’, ‘pat’, ‘pt’, ‘patieny’, ‘patienr’ etc. in different incident descriptions.
Each variation would be represented as a separate dimension in the vector space, each of
which would be orthogonal to the dimension for the standard spelling. Clearly, this might
affect the quality of the vector space model.
For a relatively small sample of incidents, it would be possible to read the incident de-
scriptions and manually correct them. For larger samples, however, this is clearly not fea-
sible, so it is necessary to use an automatic spell checking algorithm, noting that the prob-
lems associated with automatically changing information are as relevant to spell checking
as stemming.
Although many spell checking algorithms are available, it was decided that because of
the large numbers of abbreviations, initialisms, and so on that are unique to the NHS, a
bespoke spell checker should be produced. It works in a similar way to the Porter stemmer
[38], examining the text for instances of a particular sequence of characters and replacing
them with a different sequence of characters. Four examples of these rules are shown below
(‘ ’ represents a space):
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• recieve → receive
• patieny → patient
• pt → patient
• SHO → senior house officer
The spell checker replaces each instance of the original text on the left with the revised
text on the right. Subjective judgment is required as to what changes are appropriate:
for example, ‘DNA’ would not be expanded to ‘deoxyribonucleic acid’. This example
seems clear cut, but others are more subtle. For example, it is difficult to judge whether
‘SHO’ (Senior House Officer) and ‘JHO’ (Junior House Officer) should be expanded or
not: leaving them in initial form produces two orthogonal vector space dimensions for
quite similar roles, whereas expanding them produces four vector space dimensions, two
of which would have the same value for both phrases (‘House’ and ‘Officer’); the phrases
would be separated by the ‘Senior’ and ‘Junior’ dimensions. However, all four of these
words would appear fairly frequently in other incident descriptions in different contexts.
There is no clearly optimal solution.
In order to generate the rules, a set of several thousand incidents was examined. Each
spelling mistake was noted, together with abbreviations, initialisms and acronyms that it
was felt appropriate to expand. The corrected and expanded forms were produced manu-
ally; at the end of the process 983 rules had been produced. The spell checking algorithm
was then run on the text, and the vector space model calculated for the cleansed data.
4.4.2 Results
The analysis proceeded in exactly the same manner as in Section 4.3, using the same sam-
ples; the results are therefore directly comparable, and are shown in Table D.1 (only the
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square root normalisation was used).
The results for the spell checked data provide evidence that these models of the text
are inferior, which suggests that automatically changing the text may not be advisable.
There are several reasons why this might be the case. Firstly, because the algorithm is
automatic, there might be occasions where a word was changed incorrectly. For example,
given that upper case characters had all been converted to lower case, ‘pat’ might be a
name rather than an abbreviation of ‘patient’. Secondly, it is possible that there is useful
information contained in the spelling mistakes that helps to discriminate between incident
types. Thirdly, where initialisms or abbreviations have been used, there might be informa-
tion contained in the fact that the shorter form has been used rather than the full form, i.e.,
that the two forms, although nominally identical in meaning, actually have subtly different
meanings (imagine the difference between a parent talking to their child using their full
name and using a shortened form). Finally, it might be that the single dimension associated
with the initialism provides a better representation of the concept than two or more dimen-
sions referring to the expanded form. In each case, data cleansing might remove valuable
information. This is not therefore a method that will be pursued in the remainder of this
thesis.
4.5 Alternative Tokens: Word Fragments
4.5.1 Introduction
In the analysis work described above, the models that were produced were based on indi-
vidual words, where each word was represented by a dimension in the vector space. The
analysis described in this section is based on alternative tokens, which are two and three
letter fragments of words. The use of these alternative tokens was an attempt to avoid some
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of the defects found with the vector space model: using word fragments limited the number
of possible dimensions, reduced the effect of spelling mistakes on the model, and took into
account some of the links between consecutive words.
4.5.2 Model
The model building process was as follows. Pre-processing was carried out to remove all
characters except the 26 letters of the alphabet; upper case letters were converted to lower
case. So, for example, the description ‘Patient fell.’ was replaced by ‘patientfell’. These
sequences of characters were then broken up into two or three letter segments: for example,
‘pat’, ‘ati’, ‘tie’, ‘ien’, ‘ent’ ‘ntf ’, ‘tfe’ ‘fel’, ‘ell’. Counts of the numbers of each fragment
in each description were made, in exactly the same manner as for the word tokens. For
sequences of two letters there were 262 = 676 possible combinations; for sequences of
three letters there were 263 = 17, 576 combinations. If sequences of four letters were
used there would be 264 = 456, 976 combinations, and the vector space matrix would be
extremely sparse (and too large to carry out dimensionality reduction on given the available
resources).
The same sample of 15,000 incidents that was used in Section 4.3 was again used for
analysis. The two basic models were therefore a 15,000 × 676 and a 15,000 × 17,576
matrix. Columns with sums of zero (i.e., combinations of letters that were not found in the
samples) were then removed. Principal components were calculated: the first 200 and 2,000
were retained for the two and three letter fragments, respectively. Linear discriminants were
calculated, using the six response variables described in Table 4.1, with a maximum of 15
linear discriminants retained as the low dimensional representation of the text.
As with the previous analysis using the measure of model quality using planted groups,
the representation of a random sample was combined with the low dimensional represen-
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tation of the 419 incidents from the seven known groups. PEAKER was then used to try to
find the known groups.
4.5.3 Results
The results are shown in Tables D.2 and D.3. The results for the two letter fragments
suggest that they reflected the meaning of the descriptions very poorly, as only the incidents
involving sexual safety could be found. The three letter fragments appeared to be a better
representation of the text: some of the incidents involving self harm or sexual safety were
recognised as groups by PEAKER. However, it can be seen that the three letter fragments
gave inferior results to the full word tokens. Nonetheless, although it appeared from these
results that the full word tokens were a better basis for modelling the text than the three
letter fragments, it was necessary to gather more evidence of how the method using planted
groups related to the quality of the groups identified by PEAKER before deciding definitely
to choose one type of token over another. Further work using the word fragments will be
described in Section 4.8.
4.6 PEAKER Analysis
The analysis now returns to the model that was not spell checked, and that used full word
tokens, described in Section 4.3. Having produced a model that was of sufficient quality
that the planted groups could be found by PEAKER, it was of interest to see whether ap-
plying the model to a large sample and then running PEAKER would produce groups that
were coherent in meaning. The model described in Section 4.3 was applied to a sample
of 100,000 incidents using one of the parameter settings from Tables 4.2 and 4.3: i.e., Re-
sponse Variable 3 with square root normalisation and K = 5. In total, 988 groups were
identified, which had to be assessed qualitatively. At this stage of the analysis the NPSA
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was not directly involved in the assessment process, which limited the expertise of the as-
sessment to common knowledge. Generally, however, the meaning of the descriptions was
obvious to a lay person, and it was clear that the peaks were often coherent and meaningful.
This suggests that it is possible in general to use a two stage process, where a non-expert
screens the results, removing incoherent or uninteresting groups, before they are passed to
domain experts.
An example of one of the identified groups is shown in Table 4.4. This is a group
of incidents involving patients absconding from mental hospitals (except for Incident 10,
which is unrelated). This is a common problem, well known by the NPSA. These results
are interesting, because these are the sort of groups that are being sought: producing a
global model of the incident descriptions that reflects meaning rather than vocabulary is
one of the fundamental aims of the analysis (note the spelling mistake in the sixth incident).
The quality of the groups identified in the sample of 100,000 incidents suggests that the
measure using planted groups is actually quite stringent, and that models from which the
known groups may be identified will produce coherent, meaningful groups. However, it
was clear from discussions with the NPSA that the groups of incidents all involved issues
that were already well known. This could have been because the sample had been selected
randomly from the RLS, and although PEAKER takes into account the background density
when finding peaks, there were groups of incidents with anomalously high density even
within areas of very high density, such as the area containing the falls incidents. These
groups were identified, despite being of very common, uninteresting types. The use of an
alternative approach was therefore necessary; it is described in Section 4.7.
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Table 4.4: Example of a Group of Incident Descriptions Identified by PEAKER
Incident DescriptionNumber
1 Patient AWOL
2 Patient AWOL
3 Patient AWOL
4 Patient AWOL
5 Patient AWOL
6 Patietn AWOL
7 Patient failed to return from s.17 leave
. Was brought back by police a t0300 .
8 [Patient name] left the ward on S.17 leave
but failed to return to ward. He later phoned
to report tat he will not return. He was
advised to return. He agreed to come to the
ward at 1030pm. Circulated to police at
1120pm CAD [Number] . NOK informed. Bleep
9 Patient left the ward stating that he was
going to buy a newspaper.
10 0000 Anticipated delay beyond clinical
prioritisation - 1 week .
11 A patient failed to return to the ward .
Contacted the police at 21:05 . Patient is now
AWOL . Has been circulated to police at
Paddington Green . Bleepholder informed .
Sister was informed . Appropriate action taken
at ward level .
12 Patient absconded . .
13 patient absconded .
14 Pt absconded . .
15 Pt absconded .
16 Patient went out on unescorted grounds
leave at 11:40 for 30 minutes . Noted at 12:54
that he had failed to return , ” along with another
patient who was also AWOL . .
17 Pt left the ward at 16:20 for unescorted
ground leave of 30 mins . Pt failed to return ,
AWOL procedure carried out . S / C and police
informed . .
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4.7 Analysis of Single Issue Datasets
The analysis described so far in this chapter has suggested that the vector space model, with
its dimensionality reduced using PCA and LDA, was a promising way of representing the
text. However, it was necessary to avoid large numbers of uninteresting groups being iden-
tified. Whilst it would have been possible to carry out automatic screening that would have
identified descriptions of (say) falls and then removed them from subsequent analysis, one
way to avoid these uninteresting groups being identified was to model separately different
subsets of data from the RLS. These single issue datasets were chosen by the NPSA so that
they were unlikely to contain so many common types of incidents. The choice of issues
was made on the basis that they should be areas that had already been analysed manually
by the NPSA, so that the two types of analysis could be compared, and so that clinical
experts who would understand these datasets well would be available to review the groups.
The datasets, each comprising 25,000 incident descriptions, were taken from the following
six areas, with a reference code for each sample in brackets:
• Medical Devices (Med)
• Surgical Specialty (Sur)
• Treatment Procedure (Tre)
• Diagnostic Services (Dia)
• Accident and Emergency (AE)
• Deaths and Severe Harm (DS)
It was necessary to devise a new method for assessing the quality of the numerical mod-
els of the text. The incidents in the seven planted groups of incidents were very different
4.7 Analysis of Single Issue Datasets 92
in nature to the incidents comprising the single issue datasets; a measure that counted the
number of known groups that were found would not necessarily give a good indication of
how well the models of the single issue datasets represented those incident descriptions.
The alternative method that was devised is called the ‘filtering’ method. This is a qualita-
tive method, where each group identified by PEAKER is examined manually. The groups
are divided into four broad categories:
• A: Coherent, using varying vocabulary
• B: Coherent, potentially interesting but using similar vocabulary
• C: Coherent, but already known and using similar vocabulary
• D: Incoherent
Coherence was assessed subjectively by the Author; where there was any doubt, the
groups were placed in the highest plausible group. However, this was relatively rare: it is
possible for a non-expert to understand the majority of the incidents (albeit they will miss
some of the subtleties or underlying issues).
The distribution of the groups across the four categories gives some indication of the
quality of the model for that dataset. This makes it possible broadly to compare different
models created for the same dataset: if one model produces no groups that are coherent and
another produces fifty, then it can be assumed that the latter model is superior. This method
is called the filtering method because only groups placed into Category A were passed to
clinical experts for assessment, making their task less onerous, and increasing the quality
of the groups that they assessed.
The analysis of the six datasets proceeded as for the larger sample of data. The vec-
tor space model was calculated, and TF-IDF term weighting was applied. The variables
with the 5,000 lowest IDF values were retained (in the case of ties, the lowest number of
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variables above 5,000 was retained). Principal components were calculated and the model
was reduced to 2,000 dimensions. Linear discriminants were calculated, again using the
six RLS response variables individually, with a maximum of 15 retained as the low dimen-
sional representation of the text.
Once the model building process had been completed, PEAKER was used to find po-
tentially interesting groups. For most of the samples, around 150 to 350 groups were
identified, but for the model of the Medical Devices sample using Response Variable 4,
more than 850 groups were found by PEAKER (this model was only five dimensional).
The results produced by the filtering method are shown in Table 4.5. Where an ‘X’ is seen
in the table, this is the variable that the NPSA used to create the sample; as each incident
was in the same category, linear discriminants could not be calculated.
The results show that some combinations of datasets and response variables produced
results of much higher quality than others. For example, the model produced using Re-
sponse Variable 1 and the Accident and Emergency dataset only contained one coherent
and potentially interesting group; using Response Variable 2 only produced seven such
groups. The numbers of incoherent groups found for these models were 171 and 85 re-
spectively. This contrasts with the model produced using Response Variable 2 and the
Medical Devices subset, where 52 out of 91 (57%) of the identified groups were coherent
and potentially interesting.
The filtering process had two benefits. Firstly, it reduced the numbers of groups to
be sent to the NPSA’s clinical experts to a manageable number. Secondly, it increased
the average quality of the groups markedly. For analysis such as this, it is important to
consider how easy it is going to be for the owners of the data to assess the results that
they are given, and it is important to avoid discouraging them from pursuing an unfamiliar
method (i.e., data mining). The numbers of groups passed to the NPSA’s clinical experts
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Table 4.5: Distributions of Groups using Filtering Method to Examine Subsets of Data
Category Response DatasetVariable Med Sur Tre Dia AE DS
A
1 8 0 28 58 1 17
2 52 24 14 35 7 36
3 X 97 X 71 106 64
4 48 109 70 139 152 89
5 66 X 42 X X 57
6 70 39 83 81 X 65
B
1 0 0 0 0 0 0
2 0 0 0 3 0 0
3 X 0 X 6 0 0
4 0 0 4 2 0 0
5 0 X 0 X X 0
6 0 0 0 0 X 0
C
1 8 65 58 102 20 12
2 14 85 76 77 31 18
3 X 180 X 130 111 53
4 13 162 83 181 75 66
5 19 X 90 X X 32
6 7 113 83 111 X 29
D
1 134 204 141 125 171 121
2 25 72 54 94 85 56
3 X 13 X 15 12 28
4 802 48 45 21 42 54
5 36 X 49 X X 52
6 67 56 39 95 X 84
are summarised in Table 4.6: they were taken from the models that produced the highest
proportion of groups in Category A for each dataset.
The results of the assessment by clinical experts will be described in Section 4.13;
the following sections will look at the relationship between the method using the planted
groups and the filtering method, and will describe an attempt to improve the quality of the
models using part-of-speech tagging, and use of the categorical RLS variables for mod-
elling.
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Table 4.6: Number of Groups Passed to NPSA’s Clinical Experts
Subset Of Data Number Of Groups
Medical Devices 66
Surgical Specialty 109
Treatment Procedure 70
Diagnostic Services 139
Accident and Emergency 152
Deaths and Severe Harm 89
4.8 Word Fragments: RLS Subsets
Section 4.5 described analysis using alternative tokens as the basis for the vector space
model: these were two and three letter word fragments. It was important to check whether
the assumption that the measure of model quality using planted groups reflected the quality
of the models was in fact valid; this section will describe analysis that was carried out to
see whether this was in fact the case. The six subsets from the RLS described in Section 4.7
were again used, with the modelling process proceeding in the same manner as the analysis
described in that section, but with the two and three letter word fragments used in place of
the whole word tokens. Again, the filtering method was used to provide an indication of
the quality of the different models produced by the different combinations of datasets and
variables. However, given the time-consuming nature of the filtering method, at most 100
groups per dataset/variable combination were examined.
The results are shown in Tables D.4 and D.5. Comparing these results with those shown
in Table 4.5, it can be seen that the models that use word fragments as the basis of the
vector space produce proportionally fewer coherent groups than the models that use full
words as the basis of the model. It is also clear that the two letter fragments produce a
poorer representation of the meaning of the text than the three letter fragments. However,
the differences between the results for the filtering method are smaller than for the method
using planted groups. Again, it appears that this method is quite stringent, and that models
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for which at least some known groups are found are quite good at capturing meaning using
the filtering method, which is more directly related to the quality of the models. In general,
however, the assumption that the results of the method using planted groups are broadly
related to the overall quality of the models appears to be valid.
4.9 Part-of-Speech Tagging
Chapter 3 described various defects of the vector space model. One of these is that the
model does not distinguish between homonyms, which are words that use the same spellings
but mean different things, such as ‘patient’ as a noun and ‘patient’ as an adjective. This
problem can be addressed by using part-of-speech tagging. This method uses a probabilis-
tic algorithm to find the most plausible part-of-speech for a particular word, based on the
structure of the sentence. The probabilities are based on a very large training set that has
previously been tagged manually. The tagging algorithm used for this analysis was the
Brill tagger [18], which was applied to the Diagnostic Services and Accident and Emer-
gency datasets. The text was replaced with its tagged form: for example, ‘patient asked
to return’ was replaced by ‘patientNN askedVBD toTO returnVB’. The analysis then pro-
ceeded as previously, but with the tagged words used as tokens.
The results for the filtering method are shown in Table D.6. Comparing them with Table
4.5 suggests that the results using tagging were quite similar to those found without tag-
ging, but that there might be some improvement in the numbers of coherent and potentially
interesting groups found using the tagged datasets. However, this analysis was carried out
after the expert assessment by the NPSA had taken place.
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4.10 Analysis using the RLS Categorical Variables
Having explored the characteristics of the vector space model of the free text, it was then
of interest to carry out model building using both the categorical variables on their own,
and combining the representation of the categorical variables with the representation of the
free text variables produced using the vector space model.
Two of the samples of data for which models of the free text descriptions were devel-
oped were again used: these were the Accident and Emergency and Diagnostic Services
samples. A distance matrix describing the dissimilarities between the incidents was cal-
culated for each sample, using the method described in Section 3.8.2. The variables used
to calculate the model are shown in Table 4.7, chosen from the categorical and numerical
variables that were considered likely to be relevant to incident type, and that did not have
very sparse entries.
Table 4.7: RLS Variables used to Model Incident Descriptions
Variable Code Variable Name Example Of Entry % Completed
AGE AT INC Age At Time Of Incident 79 42.7
IN02 A 01 Time 16 (4PM) 74.3
IN03 LVL1 Location Level 1 General/Acute Hospital 99.3
IN03 LVL2 Location Level 2 Inpatient Areas 98.0
IN05 LVL1 Incident Category Level 1 Patient Accident 99.3
IN05 LVL2 Incident Category Level 2 Slips, trips, falls 91.4
PD02 Patient Sex Male 72.7
PD04 Adult/Pediatrics Specialty Adult 92.9
PD09 Degree Of Harm No Harm 99.3
PD12 Impact Prevented? No 77.7
RP07 NHS Organisation Code RM2 99.2
Having calculated the distance matrices, numerical representations for each sample
were calculated using multidimensional scaling. For both samples, the representations
were arbitrarily set to be 15 dimensional. PEAKER was used to find groups of anoma-
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Table 4.8: Results for Categorical Variables using Filtering Method
Dataset Type Of Vector Space Filtering CategoryModel Response Variable A B C D
Categorical Only N/A 22 0 7 71
Accident and Categorical and Text 1 1 0 16 77
Emergency Categorical and Text 2 4 0 20 63
Categorical and Text 3 34 0 28 38
Categorical and Text 4 51 0 37 12
Categorical Only N/A 23 0 6 71
Categorical and Text 1 4 0 48 48
Diagnostic Categorical and Text 2 7 0 39 54
Services Categorical and Text 3 17 0 54 29
Categorical and Text 4 40 0 48 12
Categorical and Text 5 15 0 57 28
lously similar incidents, and the filtering method was used to assess the results.
The representations of the categorical and numerical variables were then combined
with the corresponding representations of the free text descriptions. For the Accident and
Emergency dataset there were four representations of the text; for the Diagnostic Services
dataset there were five (four and five RLS response variables were used for dimensionality
reduction of the vector space model, respectively). The models were combined by adding
the n dimensional model of the text to the m dimensional categorical representation, to
form an n + m dimensional model. PEAKER and the filtering method were then used
as previously. The results for the categorical models for each dataset, and the combined
categorical and free text models are shown in Table 4.8.
Comparing these results with those in Table 4.5, it can be seen that the representations
that use the categorical variables produced proportionally fewer groups of incidents in Cat-
egory A (coherent and potentially interesting) than the representations of the free text for
both of the samples, and that there were large numbers of groups of incidents in Cate-
gory D (incoherent). No groups comprising incidents types that were different from those
produced using the vector space models of the free text descriptions were seen during the
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filtering process. Unsurprisingly, there were fewer groups in Category C (coherent but us-
ing similar language) for the categorical variables model, as the free text was not included
in the model building process. These results suggest that the free text descriptions are the
most informative part of the data, and that it does not appear to be beneficial to add the
representation of the categorical variables to the representation of the text. It is noted that
several of the combined representations are superior to the representation produced using
only the categorical variables, again suggesting that the text-based models are more infor-
mative. It is not known, however, whether further development of the relatively simplistic
models of the categorical variables might produce superior results; for example, it would be
possible to include information elicited from domain experts about the relative importance
of the different variables.
4.11 Models Incorporating Gender
The results presented in the previous section suggested that basing models solely on the cat-
egorical variables was not advisable. However, it was thought that augmenting the models
of the free text descriptions with particular individual categorical variables might produce
groups of incidents that might not otherwise be identified.
The final piece of analysis that was carried out using the categorical variables was there-
fore to use information about the gender of the patients and the location of the incidents
to try to improve the models of the free text descriptions produced using the vector space
model. This section will describe the analysis using the gender of the patients.
Again, the analysis proceeded using the Accident and Emergency and Diagnostic Ser-
vices datasets. One unexpected facet of the data was that there were in fact three genders
for each dataset: male, female and other. ‘Other’ appears to refer mainly to incidents where
the gender was unknown or where two or more patients were involved, and is the entry for
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Table 4.9: Distribution of Gender Variable
Gender
Dataset
Accident and Diagnostic
Emergency Services
Male 6697 5538
Female 6457 6947
Other 11846 12515
around half of the incidents in each dataset, as shown in Table 4.9.
This information was used in three ways:
1. The low dimensional representation of the text was calculated for each dataset using
the vector space model and Response Variable 4 (see Table 4.1). The low dimensional
representation was divided into three, so that there were three separate models for the
three genders. These models were then analysed separately using PEAKER and the
filtering method;
2. Response Variable 4 was cross-classified with the gender variable, to form a single
response variable, for example ‘slips, trips, falls/male’. This response variable was
then used to calculate linear discriminants, reducing the dimensionality of the high
dimensional model;
3. The high dimensional data was divided into three separate datasets based on gender
so that there were three models with high dimensionality. Each of these models had
its dimensionality reduced separately, using Response Variable 4. PEAKER and the
filtering method were then used as previously.
The results of this analysis are shown in Table D.7 and can again be compared with
the results for the free text models in Table 4.5. It can be seen that the results are quite
similar, although the third method for including gender appears to produce consistently in-
ferior results, possibly because in this case the dimensionality reduction is based on smaller
Chapter 4. Knowledge Discovery using the RLS 101
samples of data. It was apparent from a qualitative review of the groups and discussions
with the NPSA that they were very similar to those already identified without using the
information related to gender. The additional information did not therefore have any bene-
ficial effect on the results, i.e., no new types of incidents were identified. This could mean
that there are no incident types in these datasets that require the gender of the patient to
be specified before they can be identified. It must however be noted that the information
relating to gender had characteristics that made its use in model building less useful. As
well as the large number of entries of ‘other’, the data contain entries that are either clearly
wrong (an entry of female with the patient described as ‘he’), or counter-intuitive: there are
obstetrics incidents that were entered as ‘male’ because the baby concerned was a boy.
4.12 Models Incorporating Location
This section describes similar analysis to that described in the previous section, but using
information concerning the location of the incidents to try to improve the models of the
text and find incidents that had occurred in specific locations. Two types of data were used.
Firstly, the ‘RP07 NHS Organisation Code’ variable was cross-classified with Response
Variable 4 to form single response variables, e.g. ‘verbal/Q34’, which were then used to
reduce the dimensionality of the high dimensional vector space model. This is described as
Method 1. Secondly, the NHS organisation codes were used to find the Ordnance Survey
grid references of the organisations concerned. This two dimensional space was added to
two of the n dimensional representations of the free text, to form n+2 dimensional models,
which were analysed using PEAKER and the filtering method. This is described as Method
2.
The results for the two methods are shown in Table D.8. It can be seen that the method
using the cross-classified response variable is a complete failure. This can be explained
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by the large numbers of NHS organisations described by the RP07 variable; although the
number of organisations varies as they are split or merged, there are generally several hun-
dred of them. When this information is cross-classified with the incident type, the number
of classes is too large for the linear discriminants to reflect the meanings of the incident
descriptions, and so the models are extremely poor. The second method produces similar
results to those using the plain vector space models of the text; again the additional infor-
mation did not lead to new types of groups separated by their location being identified. It
was apparent from examining the results qualitatively that they were very similar to those
found using the text model without the location data.
4.13 Expert Assessment
Having completed the model building and refining process, and filtered the groups found
for the six datasets, the groups described in Table 4.6 were passed to the NPSA. They chose
five clinical experts to review the results qualitatively (two of the datasets were reviewed by
the same person). The first stage of the assessment process was a meeting with the experts,
where the project as a whole was explained, and the assessment process was described.
Each of the reviewers was provided with a spreadsheet containing the groups, and was
asked to make a free text comment describing:
• Whether the group was coherent;
• What type of issue the group described (if any);
• Whether the group was novel and potentially interesting.
A screenshot from the Deaths and Severe Harm spreadsheet is shown in Figure 4.1.
The numbers of groups that were found to be coherent by the experts are shown in Table
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Figure 4.1: Screenshot from an Expert’s Feedback Spreadsheet
4.10. Comparing this table with Table 4.6, it can be seen that some of the experts did not
have enough time to review all of the groups they had been provided with. Their feedback
was encouraging, and the fact that between 70% and 96% of the groups were found to
be coherent suggests that the models of the text reflected at least partially the meanings
of the incidents. However, none of the groups was found to be novel or to require any
further attention by the NPSA. Various reasons were suggested to explain this: firstly,
the reviewers stated that it would be unlikely that groups of several incidents of the same
novel type would be found in a sample of 25,000 incidents. Secondly, there is no way of
knowing how many truly novel incidents are present in the RLS, but the NPSA has many
routes by which information about novel incidents can be passed to it. It is also the case
that similar samples from the same areas of the NHS had already been analysed manually,
which meant that any obvious issues had already been identified: the experts stated that
some of the issues would have been novel eighteen months to two years ago. It is also
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Table 4.10: Number of Groups found to be Coherent by Experts
Dataset No. Groups No. Groups PercentageReviewed Coherent Coherent
Medical Devices 66 48 75
Surgical Specialty 101 81 80
Treatment Procedure 70 49 70
Diagnostic Services 60 45 75
Accident and Emergency 75 72 96
Deaths and Severe Harm 89 80 90
the case that because the NPSA has limited resources, a novel incident type must be very
serious for it to trigger action, i.e., the dissemination of advice and instructions to the rest
of the NHS.
It was apparent from the groups identified by PEAKER that the analysis process is
good at breaking down a sample into themes: the groups identified using data mining are
similar to those identified by the NPSA’s manual thematic analysis. One potential use of the
method would therefore be to avoid much of the tedious work necessary in the early stages
of this thematic analysis. At present, when the NPSA wants to analyse a new area in this
way, it is necessary for the analyst to read through large numbers of incident descriptions,
gradually refining the themes. This method would be used as a first pass through the data:
a sample would be summarised without the necessity of reading large numbers of incident
descriptions; the analysis could then be refined manually using expert knowledge.
4.14 Conclusions and Summary
This chapter has presented a detailed study of the vector space model, which follows on
from the investigatory analysis described in Chapter 3. This work has shown that it is
possible to create a model of sufficient quality that coherent groups of incident descriptions,
which use different language to describe the same concepts, may be found. The groups
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were assessed by clinical experts at the NPSA, who agreed that many of the groups were
coherent. However, the groups were all found to describe issues that were already known
about by the NPSA.
Section 4.2 introduced a new form of term weighting that is commonly used in the
literature, TF-IDF term weighting. Preliminary modelling of the free text was described in
Section 4.3.
The analysis work continued with an attempt to improve the model using a bespoke
spell checking algorithm. However, it was found that this worsened the quality of the
results. This was also the case when two and three letter word fragments were used as the
basis for the vector space model, rather than the full words. This analysis was presented in
Sections 4.4 and 4.5, respectively.
Section 4.6 explained that having identified a relatively high quality model, PEAKER
was run on a very large sample; the groups identified were then assessed qualitatively. The
groups were found to be coherent, despite using different vocabulary, but they were also
found to be of very common types. The analysis was therefore carried out on six subsets
of the RLS that were thought to be less likely to contain those very common incident
types. It was shown in Sections 4.7 and 4.8 that many of the groups identified by PEAKER
were coherent and potentially interesting; Section 4.9 suggested that part-of-speech tagging
makes only a marginal difference to the results.
Having carried out detailed analysis using the free text descriptions, it was then of
interest to carry out modelling using the RLS categorical and numerical variables. Section
4.10 described the variables used, how they were modelled numerically, and the results that
were produced. The analysis presented in Sections 4.11 and 4.12 was an attempt to include
information relating to the gender of the patients and the locations of the incidents. The
results presented in these three sections show that including the categorical variables does
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not allow interesting types of incidents to be identified that would not be identified using
the vector space model. The free text descriptions are therefore considered to be the best
basis for knowledge discovery using the RLS.
Groups of free text descriptions that were judged to be coherent and potentially interest-
ing using the filtering method were passed to clinical experts at the NPSA for assessment.
They found that between 70% and 96% of the groups were in fact coherent, depending on
the dataset, but that all of them represented incident types that were already known about
by the NPSA. This work was described in Section 4.13.
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Chapter 5
Transition Probabilities Model
5.1 Introduction
Chapters 3 and 4 described a modelling process by which RLS free text incident descrip-
tions were converted to a numerical form. Given that the numerical representation was
based on the vector space model, which only captures part of the information carried by
the text, the models were not fully accurate representations of the descriptions’ meanings.
Nevertheless, it was found that the models reflected meaning well enough that a proportion
of the groups of incident descriptions identified was found to be coherent and meaningful
by the NPSA’s experts.
The vector space model represents the descriptions as a high dimensional space, with
each dimension corresponding to a word. This is quite a simplistic model of the text; the
defects were described in more detail in Chapter 3, but one defect is that the basic model
takes no account of interactions between words. It is also the case that although the analysis
process described in Chapters 3 and 4 seems to be novel, the basic model is not, as it is
used very frequently in text-based analysis, particularly in the area of information retrieval.
The analysis presented in this chapter introduces an alternative model, based on a fun-
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damentally different way of representing the text in a high dimensional space. This model
is called the transition probabilities model. Section 5.2 will describe the concept behind the
model and the way in which the text is represented in a high dimensional space. The spe-
cific models, and the way in which dimensionality reduction is carried out to produce a low
dimensional space that can be analysed using the anomaly detection algorithm, PEAKER,
are discussed in Section 5.3. As with the vector space model, an initial investigation of the
model’s properties was carried out, with the assessment of the quality of the models based
on the ability of PEAKER to find known groups of interest planted into a random sample.
Having found results of sufficient quality to justify continuing the analysis work, the
six datasets from the RLS comprising incidents from specific parts of the NHS, which were
analysed in Chapter 4 using the vector space model, were again analysed but this time using
the transition probabilities model. The results of this work are presented in Section 5.4.
Given that two models of the text had been developed, it was of interest to see whether a
combination of the two models would produce a representation of the text that was superior
to the individual models. Section 5.5 describes this work. It will be seen that the transition
probabilities model is not particularly useful for finding anomalously similar groups of
incident descriptions; this is discussed in Section 5.6. A summary of the chapter is given in
Section 5.7. Appendix E contains supplementary tables that are referred to in this chapter.
5.2 Concept
The transition probabilities model takes its inspiration from the field of metabonomics, and
from the Markov models used in speech recognition. Metabonomics is a field of medical
and pharmaceutical research that involves the analysis of high dimensional numerical rep-
resentations of the properties of biological samples, and is described in [36]. The analysis
produces continuous traces of concentrations of chemicals, which are then used to form
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a high dimensional dataset. Each trace is divided into a large number of bins. The sum
(or average) of the concentrations in each bin is calculated. Each bin corresponds to a
dimension in a high dimensional space, and the position in each dimension is the sum of
chemical concentrations in that bin. The analysis then proceeds, often using techniques
such as partial least squares analysis [15], with the aim of discovering interesting, novel
and useful information in the data that will help to understand the disease in question, or
the way in which a drug works. The relationship between resonant frequency and chemi-
cal composition is complicated; the values in a bin, or dimension, may be made up of the
concentrations of several different chemicals.
The transition probabilities model uses text descriptions as the basic data, rather than
biological samples. The basis of the model is the idea that each transition from one word
to the next has an inherent probability. This idea of a static probability is a simplification,
and clearly these probabilities would change over time as the language evolved, but for the
very short lifetime of the RLS it seems reasonable to treat them as being constant. Although
there is no way of finding the probabilities directly, a large enough sample of appropriate
text can provide empirical estimates.
Each piece of text, in this case the RLS incident descriptions, is represented by a series
of transition probabilities, i.e., the text is represented as a Markov model, where probabili-
ties only depend on a word and its predecessors in the text. The fundamental conjecture that
is made about the transition probabilities model for this analysis is that these probabilities
are related to the meaning of the descriptions, in the same way that the chemical composi-
tions in metabonomic analysis are related to differences between subjects. For example, it
might be the case that text with a particular meaning might have a particular trace of signa-
ture transition probabilities, or a set of signature traces; rotating the space could place the
traces in this set close to one another. Whilst it would have been optimistic to have believed
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that all incidents of similar meanings would be close to one another in the space described
by the transition probabilities model, this is not a requirement of the analysis: it is only
necessary that incidents in close proximity should be of similar meanings sufficiently often
that coherent groups can be found. That is, it was hoped that the model would be partially
meaningful, as had been found for the vector space model.
The transition probabilities for the RLS free text descriptions were calculated empir-
ically. For example, the empirical probability of a transition between ‘the’ and ‘man’ is
calculated as
pˆ(′man′|′the′) =
pˆ(′the man′)
pˆ(′the′)
where ‘ ’ represents a space. That is, the algorithm counts the number of times each bigram
and each unigram appears in the sample and then divides one by the other.
Each pair of words in the description is replaced by its corresponding empirical transi-
tion probability. So, for example, the description ‘the patient fell on the floor’ might have
the empirical transition probabilities:
• pˆ(′patient′|′the′) = 0.05
• pˆ(′fell′|′patient′) = 0.30
• pˆ(′on′|′fell′) = 0.45
• pˆ(′the′|′on′) = 0.12
• pˆ(′floor′|′the′) = 0.02
These probabilities can be plotted, with each point joined together to form a trace.
The trace corresponding to the example is shown in Figure 5.1. The trace can then be
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
 Figure 5.1: Example of a Trace of Transition Probabilities
divided into bins, as is done with the metabonomic traces, with each bin corresponding to
a dimension in a high dimensional space.
However, unlike metabonomic analysis, where the range of frequencies can be fixed
for a particular piece of analysis, the differences in the lengths of the incident descriptions
cause problems for the method. Two solutions to this problem are suggested, which will
be described as the ‘stretched’ and ‘unstretched’ methods in the remainder of this chapter.
With the stretched method, the width of the bins will be varied: shorter incident descriptions
will be divided into narrower bins, and vice versa, to form numerical representations that
are of the same dimensionality for each description. For the unstretched method, the bins
will be of the same width; dummy transition probabilities with values equal to zero will be
used to increase the lengths of shorter descriptions until they are equal to the length of the
longest description.
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5.3 Analysis using Known Groups Planted in a Random Sample
This section describes investigatory analysis that was carried out using the transition prob-
abilities model. A random sample of 100,000 incidents was used to calculate the empirical
transition probabilities. The lengths of the incident descriptions were calculated: it was
found that the longest incident description was 419 words; the shortest description was a
single word. For the unstretched traces, each description had enough dummy transitions
(of zero value) added that the total number of transitions was 418. This meant that the
representation of, say, ‘patient fell’ would be pˆ(′fell′|′patient′) followed by 417 zeroes.
This is clearly a very limited representation of the meaning of the text, but has similarities
with other representations including the words ‘patient fell’.
Each trace, for both the stretched and unstretched models, was divided into 1,000 bins.
The ‘curse of dimensionality’, mentioned in Chapter 3, and explained in detail in Chapter
7, affects the ability of PEAKER to find groups of potentially interesting incidents; the
same type of dimensionality reduction process that was used for the vector space model in
Chapters 3 and 4 was again used. Principal components were calculated; the first 250 were
retained. This 250 dimensional space then had its dimensionality reduced further using
linear discriminant analysis. The six RLS categorical variables described in Table 4.1 were
used as response variables to calculate linear discriminants. As for the vector space model,
up to 15 linear discriminants were selected as the final model of the text.
The method that was used in the pilot study to test the quality of the transition probabil-
ities models was the method using planted groups of known interest described in Chapter
3. As previously, the low dimensional representations of seven known groups (described in
Table 3.11) were combined with the representation of a random sample of incidents, which
was then analysed using PEAKER. The conditions that were described in Chapter 3 were
again used to determine whether a known group had in fact been found. The results of this
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analysis are given in Tables E.1 and E.2.
The results suggest that more of the meaning of the incident descriptions is captured
by the stretched model than the unstretched model. The representations produced by the
stretched model are sufficiently good that both anaesthetics and obstetrics incidents can
be found, whereas the representation produced by the unstretched model only allows an
anaesthetics group to be identified, and this is only for one parameter combination. Fewer
groups were identified than for many of the parameter combinations used for the vector
space model, particularly for the unstretched model, which appears to be a poor represen-
tation of meaning. However, the analysis presented in Chapters 3 and 4 suggested that this
assessment method was quite stringent for the vector space model, and that even limited
success could mean that a model was of sufficient quality that coherent and potentially
interesting groups could be identified by the filtering method and confirmed by clinical
experts. The results showed sufficient promise for the analysis to be continued. The next
stage of the analysis was to use the transition probabilities model to create representations
for the six RLS datasets comprising specific types of incidents, which were used for anal-
ysis in Chapter 4, and then use the filtering method described in that chapter to assess their
quality.
5.4 Analysis using Datasets Comprising Specific Incident Types
One way to proceed would have been to use the empirical transition probabilities calcu-
lated using the sample of 100,000 incidents, making the assumption that these transition
probabilities were generally appropriate. However, in this case the transition probabilities
were calculated separately for each sample of 25,000 incidents. This decision was taken
without knowing whether one method was superior to the other: the conjecture that was
made was that given that the datasets were describing quite different sorts of incidents, cal-
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culating separate estimates of the transition probabilities might produce more meaningful
representations of the text.
The analysis continued in the same manner as described in Section 5.3: the longest
incident description was found for each sample, and dummy transition probabilities were
added as appropriate for the unstretched model. The traces were divided into a number of
bins greater than the length of the longest description, creating high dimensional models;
these models had their dimensionality reduced using principal component analysis and
linear discriminant analysis. Having created a low dimensional representation of each of
the samples, it was possible to run PEAKER to find groups of anomalously tightly packed
incidents. The results of this process are given in Tables 5.1 and 5.2.
It can be seen that the results were very poor. Few coherent, potentially interesting
groups were found: for the stretched models, only groups of incidents from the Treatment
Procedure dataset were identified; for the unstretched models it was possible to identify
groups from the Treatment Procedure and Diagnostic Services datasets, but there were
fewer groups identified than for the stretched models. The numbers of incoherent groups
were very high, varying between 67% and 100%, depending on the sample. Whilst the
models for the Medical Devices sample were very poor, it was the unstretched Accident
and Emergency models that stood out, with no coherent groups identified of any sort using
the unstretched model. The descriptions relating to Deaths and Severe Harm, which are
generally more lengthy and complicated than other descriptions, also appeared to lose most
of their meaning when modelled using transition probabilities.
The assumption that the results for the method using planted groups are related to those
of the filtering method appears to be generally valid: the unstretched model is inferior
for both methods, and both show that the vector space model is superior to the transition
probabilities model. However, whilst the method using planted groups appeared to be
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Table 5.1: Distribution of Groups using Filtering Method for the Stretched Model
Category Response DatasetVariable Med Sur Tre Dia AE DS
A
1 0 0 2 0 0 0
2 0 0 4 0 0 0
3 X 0 X 0 0 0
4 0 0 1 0 0 0
5 0 X 6 X X 0
6 0 0 6 0 X 0
B
1 0 0 0 0 0 0
2 0 0 0 0 0 0
3 X 0 X 0 0 0
4 0 0 0 0 0 0
5 0 X 0 X X 0
6 0 0 0 0 X 0
C
1 1 20 18 21 14 5
2 1 33 25 25 18 7
3 X 4 X 30 15 12
4 0 31 3 17 17 16
5 0 X 19 X X 5
6 0 30 19 14 X 20
D
1 99 80 80 79 86 95
2 99 67 71 75 82 93
3 X 96 X 70 85 88
4 100 69 96 83 83 84
5 100 X 75 X X 95
6 100 70 75 86 X 80
stringent for the vector space model, with parameter combinations for which only two or
three known groups could be found producing models containing large numbers of coherent
groups, in this case the method using planted groups gives more positive results than the
manual filtering method. This suggests that care should be taken not to rely too heavily on
the results of the method using planted groups, which is only indirectly related to the final
aim of the analysis.
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Table 5.2: Distribution of Groups using Filtering Method for the Unstretched Model
Category Response DatasetVariable Med Sur Tre Dia AE DS
A
1 0 0 0 0 0 0
2 0 0 4 0 0 0
3 X 0 X 3 0 0
4 0 0 1 0 0 0
5 0 X 2 X X 0
6 0 0 0 0 X 0
B
1 0 0 0 0 0 0
2 0 0 0 0 0 0
3 X 0 X 0 0 0
4 0 0 0 0 0 0
5 0 X 0 X X 0
6 0 0 0 0 X 0
C
1 2 30 13 22 0 8
2 3 32 13 21 0 11
3 X 6 X 16 0 10
4 2 32 1 17 0 6
5 3 X 14 X X 10
6 1 29 18 20 X 9
D
1 98 70 87 78 100 92
2 97 68 83 79 100 89
3 X 94 X 81 100 90
4 98 68 98 83 100 94
5 97 X 84 X X 90
6 99 71 82 80 X 91
5.5 Combining Datasets
Having found that the transition probabilities model captured at least a small amount of the
meaning of the descriptions, it was of interest to see whether adding this information to that
captured by the vector space model would improve the overall quality of the results. Given
that the dataset for which the largest number of coherent and potentially interesting groups
had been found using the transition probabilities model was the Treatment Procedure sam-
ple using the stretched model, this was the dataset that was examined. The models were
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combined in a very straightforward manner: the two models were calculated separately and
then joined to form a 30 dimensional model (except for models calculated using Response
Variable 1, which had 20 dimensions). PEAKER was run on the six models, and the first
100 groups identified for each model were assessed using the manual filtering method. The
results are shown in Table E.3.
The combined models are generally an improvement on the separate transition proba-
bilities model, particularly in identifying the coherent groups that use similar vocabulary
(Category C), but they are clearly inferior to the separate vector space model. This means
that unless further analysis is carried out that improves the transition probabilities model,
the vector space model should be favoured.
5.6 Discussion
The analysis presented in this chapter suggests that the transition probabilities model is
not an adequate representation of the meaning of the incident descriptions. It is possible
to make a number of conjectures about why this model is less successful than the vector
space model.
Whilst the vector space model is fairly simplistic, each dimension in the space corre-
sponds to a word. Although words can vary in meaning depending on context, and natural
language has features such as homonyms and synonyms, in general the model is fairly di-
rectly related to the meaning of the descriptions. This is not the case with the transition
probabilities model, where it is more difficult to state what each dimension of the high di-
mensional space actually represents; the transition probabilities are less directly related to
the meanings of the descriptions than weighted counts of the appearances of words are.
This problem is exacerbated by the need to use the stretched and unstretched methods.
In hindsight, the need to use these methods perhaps suggested that the transition probabil-
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ities model was inappropriate for producing models of the RLS free text descriptions. To
use the anomaly detection algorithm to find groups of incidents, it is necessary to produce
a representation in a low dimensional Euclidean space; however, to do this, ad hoc methods
were needed, which made the relationship between each dimension and the meaning of the
descriptions even more tenuous.
5.7 Summary
This chapter presented analysis using the transition probabilities model that is similar to the
analysis presented in Chapters 3 and 4 for the vector space model. Having introduced this
analysis in Section 5.1, the concept behind the transition probabilities model was explained
in Section 5.2. An analogy was drawn between metabonomics and the analysis of free
text: instead of traces of chemical concentrations, the model used traces of probabilities of
transitions from one word to the next.
Section 5.3 described analysis using planted groups of known interest. The results were
found to be inferior to those for the vector space model, but were sufficiently promising that
it was considered worthwhile to continue the analysis, using the six datasets comprising
incidents of specific types described in Chapter 4. The calculation of the models and their
assessment using the filtering method was described in Section 5.4. It was found that the
models could capture a small amount of the meaning of the descriptions but that they were
clearly inferior to the vector space model. As a final piece of analysis, the vector space and
transition probabilities models were combined and then analysed using PEAKER and the
filtering method. Section 5.5 showed clearly that the combined model was superior to the
transition probabilities model, but inferior to the vector space model; Section 5.6 discussed
why this might be the case.
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Chapter 6
Eliciting Semantic Information
6.1 Introduction
This chapter will describe a fundamentally different approach to dimensionality reduction
of models of free text, which is applicable to any text dataset comprising entries of lengths
similar to those found in the RLS. A relatively small sample of text is selected. Information
is then elicited from experts about the meaning of the text; once sufficient information has
been elicited, a low dimensional representation of the text sample is produced. A map-
ping is then found between the vector space model of the sample and the low dimensional
representation. The assumption is made that this mapping is generally appropriate for inci-
dents of that type. The vector space model is then calculated for a much larger sample and
the mapping is applied, producing a low dimensional representation of the larger sample.
Anomaly detection and assessment of the results then proceeds as for the models calculated
using linear discriminant analysis.
The limitations of the methods described in previous chapters are set out in in Section
6.2. The use of elicited information is described in conceptual form in Section 6.3. Two
methods were developed: the ‘subjective distances’ and ‘trios’ methods. They are intro-
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duced in Section 6.4. The analysis using the subjective distances method is described in
Section 6.5: it was found that the method was successful in improving the performance of
the models with respect to a particular measure of model quality. However, the method was
not appropriate for large samples of data. The final method, the trios method, is described
in Section 6.6. It was found that a meaningful model of the text could be produced, and
coherent groups of incidents identified.
The chapter ends with a summary in Section 6.7.
6.2 Rationale
It has been seen in earlier chapters that it was possible to create a low dimensional numer-
ical model of the free text incident descriptions that was at least partially meaningful; an
anomaly detection tool could then be used to find anomalously similar groups of incident
descriptions. To produce this model, a high dimensional model was used that is straight-
forward to calculate, and then its dimensionality was reduced, thus avoiding problems with
the ‘curse of dimensionality’. The dimensionality reduction was carried out using both
unsupervised and supervised techniques. Supervised dimensionality reduction requires a
response variable: linear discriminant analysis maximises the separation between and con-
centration within classes. The position of an incident is therefore dependent on the cate-
gorical variables used for dimensionality reduction. One potential disadvantage is therefore
that the model’s quality relies on classes that might be broader or narrower in meaning than
the groups of incidents that are being sought. It was shown in Chapter 4 that certain groups
of incidents were best modelled using one particular categorical variable for dimensionality
reduction, whilst other incident types were found using a different categorical variable. A
model that accurately reflected the meaning of incidents related to obstetrics was a poorer
representation of, say, incidents related to mental health. It would therefore be advanta-
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geous to produce a single model that accurately reflected the meanings of all those incident
types.
More fundamentally, reducing dimensionality using categorical variables relies on this
classification being available in the first place. For the analysis described in this thesis, the
RLS variables could be used, but for other projects there might be no appropriate data; this
reduces the applicability of the methods described in previous chapters.
The work described in this chapter is therefore an attempt both to improve the qual-
ity of the models and to increase the scope for applying text mining methods by eliciting
subjective, semantic information about the text and then using it during the model building
process. As with previous analysis work, the aim was to produce models where the posi-
tions of the incidents in a low dimensional Euclidean space reflected their meanings to the
greatest possible extent.
6.3 Concept
Given that the aim of the analysis is to produce a low dimensional representation of the
text that reflects meaning, the implicit assumption is being made that the RLS free text de-
scriptions reside in this sort of ‘subjective space’, where the distances between descriptions
reflect differences in meaning. The complexity of natural language suggests that this is a
fairly crude simplification: for example, different paragraphs of the same incident descrip-
tion may describe completely different issues. This model would also ignore any questions
about whether a piece of text can have an absolute meaning, or whether all meaning is
determined by the experiences or personality of the person reading it; it also ignores differ-
ences between the text descriptions and the actual incident that they are describing.
Nevertheless, the assumption is made that each incident description has a position in
the subjective space, and that this space has the standard properties of a Euclidean space.
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Some incidents, say two involving Caesarian sections, will be close together, whilst others
are very different in nature and are therefore quite distant from one another.
In theory, it would be possible to approximate the position of a large sample of incidents
in the subjective space using expert knowledge. An anomaly detection tool would then
be used to find coherent groups of novel types of incidents. One potential problem is
that there could be variability in the elicited information between experts; even a single
expert might find their judgment varying over time. However, even if this issue did not
affect the modelling process too severely, constraints on time and the lack of availability of
techniques for eliciting this information mean that it is not feasible to place large numbers
of incident descriptions into the subjective space manually. A method that would allow
a model that could be easily calculated for a large number of incidents (the vector space
model, for example) to have its dimensionality reduced, but in this case using the elicited
information, rather than supervised dimensionality reduction, would be a practical solution
to this problem.
The method adopted is to elicit experts’ opinions about the positions of a sample of
incident descriptions in the subjective space, in a manner that is not too onerous. This
information is used to produce the low dimensional representation of the sample, Y. The
dimensionality of Y may be varied, in an analogous way to multidimensional scaling. A
function, f , is found such thatY = f(X), whereX is the high dimensional model (e.g., the
vector space model for the sample). In the work described below, f is a matrix, W, which
represents the relationship between the vocabulary of each description and its subjective
meaning. The matrix has dimensionality i × j, where i is the dimensionality of the vector
space model, and j is the dimensionality of the subjective representation. This means that
the position in each dimension of the subjective space is a linear combination of the posi-
tions in the vector space, which reduces the complexity of its calculation, and reduces the
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risk of overfitting. In reality, the relationship between vocabulary and meaning is extremely
complicated, and it will only be possible to find a relatively simplistic approximation.
6.4 Overview of Methods
In order for the concept described in Section 6.3 to be useful in a practical setting, a method
for placing a sample of text into the subjective space needed to be developed. This method
had to be feasible for a large enough sample of text that the calculation of the mapping was
based on a sufficiently large training set that the mapping was of appropriate quality. The
method would only be generally applicable if it was not too onerous for domain experts,
both in terms of the time that it took, and the effort that it required.
Two methods were used to elicit these subjective judgments about the meanings of the
incident descriptions. These were the ‘subjective distances’ and ‘trios’ methods.
The subjective distances method requires the expert to state manually a numerical esti-
mate of the difference in meaning between incident descriptions. The trios method works
as follows: the expert is repeatedly presented with different groups of three incidents, or
alternatively, individual words. The expert selects the outlier for each trio and this infor-
mation is used in the calculation of the subjective representation of the incidents. In both
cases, the information elicited was used to produce a distance matrix for the sample in ques-
tion. Multidimensional scaling was then used to produce the low dimensional subjective
representation.
It should be noted that for all of this work, the word ‘expert’ has been used in a general
sense. Ideally, experts in the field concerned would be used to make the judgments; in this
case clinical experts would have been used. However, clinical experts were not available
for sufficient amounts of time to carry out this work, so a substitute was used. In all of the
work described in this chapter the ‘expert’ was the Author.
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6.5 Subjective Distance Method
Initial work using the subjective distances method was carried out using the training set of
2,000 incidents that was used in the development of the vector space model, described in
Chapter 3.
The aim of the work was to build a distance matrix D for the sample, such that each
entry di,j reflected the difference in meaning between incident i and incident j. It was
therefore assumed implicitly that the difference in meaning between each of the incidents
could be measured on a one-dimensional numerical scale, where a difference of zero meant
that the descriptions were identical in meaning. Rather than setting the maximum possible
difference in meaning at infinity, the scale was transformed to the range 0 to 100. The
expert would therefore read the two incident descriptions and decide subjectively where on
that scale the difference in their meanings lay.
Unfortunately, to construct the D matrix for a sample of 2,000 incidents it would be
necessary to state 1,999,000 individual distances. Clearly, it would be impossible to state
this number of distances manually. To avoid the estimation of this matrix being impractical,
a method for approximating this matrix was developed.
As stated in Chapter 3, each incident had already been classified manually into one of 45
classes based on incident types. Whilst in Chapter 3 this information was used to produce
10 super-classes, in this case the finer classification was used to build a generalised version
of D, based on the differences in meaning between the classes to which each incident
belonged. As D was a 2,000 × 2,000 matrix, it will be referred to as D2000. A 45 ×
45 matrix, D45, describing the general differences between classes was produced, and this
information was then used to create the D2000 matrix.
A 45 × 45 matrix required the statement of 990 distances, and therefore each value
in D45 could be estimated manually, based on a judgment of how similar the different
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classes were to each other in general. For example, the general difference between incidents
classified as ‘operation - food/drink’ and ‘operation - wrong side selected’ was considered
to be smaller than the difference between the ‘operation - food/drink’ and ‘falls’ classes.
Having elicited D45 from the expert, D2000 could then be calculated. If the vector y
contained the classification of each of the 2,000 incidents into the 45 classes, this meant
that each entry in D2000,
d2000,i,j = d45,yi,yj
i.e., the subjective distance between the ith and jth incidents in the 2,000 incident sam-
ple was taken as being the subjective distance between the class to which the ith incident
belonged and that to which the jth incident belonged.
TheD2000 matrix was refined in two rather ad hoc ways, based on information collected
during the original classification of the sample. Firstly, various subgroups within particular
classes were identified and the distances in D2000 adjusted accordingly. Secondly, it was
recognised that certain incidents overlapped classes. Although each incident was classified
according to the perceived main issue, in many cases it was clear that the incident involved
other issues, e.g., a fall involving an obstetrics patient. Where an incident was deemed to
have more in common with another class than was generally the case for the incidents of
its class, the D2000 matrix was adjusted.
Nonetheless, despite these refinements, it was still the case that only a small proportion
of the individual entries in D2000 had been set explicitly; most of the distances had been
defined on the basis of the class into which the incident had been classified.
Having constructed the D2000 matrix, it was then possible to calculate the subjective
representation of the sample of incidents, Y. This representation was calculated by apply-
ing multidimensional scaling to D2000.
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Having calculated Y, the mapping between the subjective and vector space models of
the text could then be calculated. If the vector space model for the sample is represented
by X and the estimate of the mapping matrix is represented by Wˆ,
Y = XWˆ
This was calculated using least squares regression. Each dimension of Wˆ is therefore
wˆi = (X
TX)−1XTyi
The Wˆ matrix could then be used with any vector space model that used the same dimen-
sions (i.e., the same vocabulary). However, this meant that any new words that appeared in
a subsequent incident description would not be included in the model.
The Wˆ matrix could then be applied to the vector space model for a different sample,
V, to produce a low dimensional subjective representation, S, for this different sample.
That is,
S = VWˆ
In this case the 1,000 incident test set described in Chapter 3 was used. The measure used
for determining the model’s quality was the same as that used in Chapter 3: classification
trees were built for the model, and then used to predict the classes for the test set. The op-
timum number of dimensions for Wˆ was chosen based on the highest correct classification
rate. For this particular data sample, the highest rate was found for a 13 dimensional S.
During the analysis process, it became apparent that the incidents in the ‘Others’ class
(see Table 3.6) should not be included in the analysis. This class contained incidents that
were either not intelligible or not considered to be patient safety incidents. It is therefore
argued that these incidents do not have any defined position in the subjective space. From a
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practical point of view, including them in D2000 distorted the calculation of Y. Removing
these incidents reduced the training set to 1,793 incidents and the test set to 923 incidents.
The correct classification rates for the vector space model and these models are therefore
not directly comparable: the task in this section appears to be slightly less onerous, given
that the disparate nature of the descriptions makes it harder to predict the ‘Others’ class
based on the words that they contain.
The highest correct classification rate for the subjective model was 74%, corresponding
to 680 out of 923 incidents in the test set. The best correct classification for the vector
space model was 650 out of 1,000 incidents (see Table 3.8).
It appeared that despite the simplifications required to produce the subjective distance
matrix, it improved the representation of the incidents. This was encouraging, as it sug-
gested that it was possible to elicit information about the semantics of incidents, and use
this information to improve the numerical models of the text.
However, this method was not appropriate for use with large samples of incidents, as
it required a very large number of subjective differences to be stated, and a large amount
of classification work. A method for eliciting information that was appropriate for larger
samples of data was therefore devised.
6.6 Trios Method
6.6.1 Introduction
Many of the basic concepts of the trios method are the same as those of the subjective
distances method. The trios method also involves the elicitation of a subjective distance
matrix from experts, which is used to calculate a low dimensional representation of the
text sample. The calculation of the mapping from the vector space proceeds as in Section
6.6 Trios Method 128
6.5. However, the elicitation method used is completely different: the intention was that
it should be a faster and much more intuitive process. This meant that it could be used
to elicit more information, improving the representation of the incidents, and making the
method suitable for a larger sample of text data.
6.6.2 Methodology
Given a sample for which a subjective representation is required, the method proceeds as
follows. Three incidents are randomly selected (with replacement) from the sample. The
three incident descriptions are presented to the expert, who is asked to identify the one that
is the most dissimilar of the three. This process is repeated many times, in order to elicit
sufficient information to create a meaningful subjective representation. It was found that
around 250 trios of incident descriptions could be assessed in an hour. The expert can be
asked to balance accuracy against speed as deemed appropriate. Of course, for a sample
of 10,000 or 100,000 incidents, not every combination of three incidents can be assessed:
this is a disadvantage of any distance based method, where the number of distances to be
assessed is proportional to the square of the sample size.
This information was used to create the initial trios distance matrix,D, an n× n matrix,
where n is the total number of incidents in the training sample. di,j was set to an arbitrarily
chosen value, p, for i, j ∈ n, i 6= j and zero for i, j ∈ n, i = j. The information from the
trios elicitation process was then used to update D. If the three incidents from a particular
trio were i, j and k, and k was selected by the user as the outlier, the values of di,k and dj,k
were increased by a value, q, and di,j was decreased by a value r. Multidimensional scaling
was again used to calculate the low dimensional representation of the sample Y.
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6.6.3 Implementation
The analysis was carried out for the Accident and Emergency data using a sample of 1,000
incidents to create D and Y. These matrices were calculated using information elicited
from 5,000 trios, using parameter values of p = 0, q = 1 and r = 0. The vector space
model for the 1,000 incident sample, X, was then produced, and Wˆ calculated.
The vector space model for the 25,000 incident Accident and Emergency sample, V,
was calculated, and then multiplied by Wˆ to form the low dimensional representation of
the incident descriptions, S. As with the work described in previous chapters, the anomaly
detection tool PEAKER was used to find groups of anomalously similar incidents, which
were assessed using the manual filtering method described in Chapter 4, where Category
A refers to coherent, potentially interesting groups, and Category D refers to incoherent
groups. The results are shown in Table 6.1.
It can be seen that the method has been almost entirely unsuccessful. It is possible to
make a conjecture as to why this is the case. What the method attempts to do is to cre-
ate a mapping between a high dimensional space that is based on vocabulary, and a low
dimensional space that is intended to be a representation of the meaning of the incidents.
However, there is an enormous number of potential combinations of words that can form
a patient safety incident. The actual sample of incident descriptions used to create the
low dimensional subjective representation, Y, will inevitably be an infinitesimally small
Table 6.1: Results for Trios Method using Full Incident Descriptions
Category Numbers
of Groups
A 1
B 0
C 1
D 98
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
Figure 6.1: Mapping using Full Incident Descriptions
proportion of the possible incident descriptions. The Wˆ matrix was therefore based on
an extremely small sub-sample of possible patient safety incidents. Whilst the mapping
between the vector space and subjective space might be accurate for these particular inci-
dent descriptions, a new incident description might have a subtly different vocabulary but a
completely different meaning; the mapping would not be appropriate and the quality of the
model would be affected, as is suggested by the results presented in Table 6.1. A schematic
representation of this mapping is shown in Figure 6.1. It is only possible to show three
dimensions of X, and Y is shown as a two dimensional space.
It was also apparent during the process of analysing the trios that many of the indi-
vidual assessments of trios were adding little useful information: in many cases the three
descriptions were completely different in meaning and the choice of the outlier was some-
what arbitrary. Another issue with the method was that many of the descriptions were very
lengthy; reading them and assessing the outlier of the trio was both time consuming and
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Figure 6.2: Mapping using Individual Words
required a great deal of concentration and thought. This issue, ease of assessment, is some-
thing that is important to take into account for any elicitation method, particularly where
genuine experts are being used, who might abandon the method if they find it too difficult.
6.6.4 Trios using Single Words
The problem caused by the combinatorial explosion in the number of possible incident
descriptions led to the development of an alternative method. One way to avoid the use
of full incident descriptions is to use individual words instead. In this case, the subjective
representation is related to the general relationships in meaning between words, rather than
the relationships between particular combinations of words. It is therefore a simplification:
as with the vector space model, the effects of relationships between words on the meaning
of a piece of text are ignored. The subjective representation is therefore a t dimensional
space, where each point in the space represents a word, rather than a combination of words.
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Table 6.2: Results for Trios Method using Individual Words
Category Numbers
of Groups
A 17
B 0
C 23
D 60
The mapping is between the particular dimension of the (weighted) vector space model
corresponding to a word and the appropriate point in the subjective space. This is shown in
schematic form in Figure 6.2.
The trios method was used with a vocabulary of 5,178 words, taken from the sample
of Accident and Emergency incidents. The 5,178 words with the lowest IDF values were
chosen, i.e., the most common words.
The assessment process took 40 hours, during which 40,000 trios were assessed. It can
therefore be seen that this method is much faster than for the full incident descriptions.
During the assessment process, it became apparent that a choice must be made between
speed and accuracy: it is possible to make a snap judgment for a greater number of trios,
or choose the outlier more carefully for a lesser number. In this work, the former method
was chosen; it is not known which approach gives superior results, but in many cases the
choice is either obvious, or rather arbitrary because the three words are entirely different in
meaning.
These trios were used in exactly the same way as described in Section 6.6.3, with the
same parameter settings (p = 0, q = 1 and r = 0). The vector space representation, V,
was multiplied by Wˆ to form the subjective representation of the incident descriptions, S;
PEAKER was then used to find groups of potential interest. Again, the manual filtering
method was used to assess the results, which are shown in Table 6.2.
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Comparing the results with those in Table 4.5, it can be seen that the trios method is less
successful at creating a model from which coherent, potentially interesting groups can be
found than dimensionality reduction using linear discriminant analysis. However, the fact
that any coherent, potentially interesting groups have been found using this novel method
is interesting; the method can be applied to any sample of text, without the need for the
use of categorical variables as response variables for dimensionality reduction, although it
must be noted that there may be restrictions on the lengths of the text entries for which the
method is appropriate.
An attempt was made to use the trios method to produce an ontology of the words.
This ontology, a description of the relationship between words, was produced graphically,
i.e., t was set to 2 and Y was plotted. However, it was found that this ontology was not
meaningful, and that the relationships between words could not be seen, either because the
dimensionality was too low, or because this method is not appropriate for producing an
ontology, even though it can produce (partially) meaningful models of the text.
6.7 Summary
This chapter has presented two practical methods for eliciting information from experts
about the subjective similarities in meaning between pieces of text. This information was
then used to reduce the dimensionality of a vector space model to form a low dimensional
representation of a sample of text, without the need for the use of the RLS categorical
variables to act as response variables in supervised dimensionality reduction.
Having described the limitations of the method using supervised dimensionality reduc-
tion in Section 6.2, the concepts behind the elicitation work were described in Section 6.3.
The two methods used, the subjective distances and trios methods, were introduced in Sec-
tion 6.4. Analysis using the subjective distances method was presented in Section 6.5. It
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was found that the subjective distances method was successful in improving the quality of
the models with reference to a particular measure, but that it was not feasible to use it for
large data samples. The solution was to develop the trios method, which was described in
Section 6.6. Whilst this method was unsuccessful when used with full incident descrip-
tions, it was possible to use individual words to create a model of sufficient quality that
groups of coherent, potentially interesting incidents could be found using PEAKER.
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Chapter 7
Distances in High Dimensional Spaces
7.1 Introduction
As noted earlier in the thesis, the behaviour of high dimensional spaces is different from the
behaviour of more familiar two or three dimensional spaces; this difference in behaviour
can have an effect on data mining analysis. Although this subject is not directly related to
the work presented in previous chapters, Section 7.2 explains why a detailed examination
of the behaviour of these spaces is relevant to this thesis.
Section 7.3 describes the behaviour of high dimensional spaces using theoretical and
empirical analysis carried out by other researchers. This research was limited to datasets
sampled from the uniform distribution. Given that anomaly detection is by definition con-
cerned with non-uniform datasets, it was of interest to examine the behaviour of high di-
mensional datasets sampled from other standard distributions. Experimental work using a
range of other standard distributions is described in Section 7.4.
The conclusions that can be drawn about the behaviour of high dimensional spaces are
presented in Section 7.5. The chapter is summarised in Section 7.6. Appendix F contains
supplementary tables that are referred to in this chapter.
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7.2 Rationale
The analysis presented in this chapter is not directly associated with the analysis of the
RLS free text descriptions and other variables. However, it is relevant given that even the
models that are described as ’low dimensional’ in this thesis would be considered high
dimensional in other scenarios; the original vector space models of the text are extremely
high dimensional.
The models described in Chapters 3 to 6 were generally 15 dimensional. This dimen-
sionality was chosen somewhat arbitrarily: using more dimensions was rejected on practi-
cal grounds, i.e., the speed of PEAKER; using fewer was rejected becuase it was seen in
Chapter 4 that 5 dimensional models appeared to be poorer representations of the text. An
aim of this work was therefore to ascertain whether choosing to use 15 dimensional models
was reasonable, taking into account the curse of dimensionality.
More broadly, examining the literature shows that the issue of the behaviour of high
dimensional spaces is clearly relevant to data mining as a whole, justifying the inclusion of
the work in this thesis.
7.3 Behaviour of High Dimensional Spaces
In low dimensional spaces, concepts such as distance are intuitive. However, this is not
necessarily the case for higher dimensional spaces. As dimensionality increases, the data
become increasingly sparse. This means that in a relatively high dimensional space, larger
numbers of data points are required to calculate accurate estimates of densities, for exam-
ple. As these density estimates become increasingly inaccurate, local patterns of interest
are more likely to be missed by an anomaly detection algorithm. Additionally, it is often
the case that there can be poor discrimination between nearest and furthest neighbours of a
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particular data point, which affects the calculation of density estimates.
Detailed studies of the ‘curse of dimensionality’ are described in [9] and [24]; the fol-
lowing summarises the work.
The research analysed the behaviour of distances measured using the Lk norm, which
is defined as
x,y ∈ Rd, k ∈ Z, Lk(x,y) =
d∑
i=1
(||xi − yi||
k)
1
k
where d is the dimensionality of the space and k is the parameter of the norm; the L1 norm
is Manhattan distance and the L2 norm is Euclidean distance.
The ease of discriminating between nearest and furthest neighbours is measured using
the relative contrast, R, where
R =
Dmax −Dmin
Dmin
and Dmin is the shortest distance from any of the data points to the origin using the Lk
norm; Dmax is the furthest distance from any point to the origin.
Theorem 7.3.1 shows that under certain conditions, as the dimensionality of the space
increases towards infinity, the relative contrast will tend to zero, and there will be no dis-
crimination between nearest and furthest neighbours.
Theorem 7.3.1 If
limd→∞var
(
||x||
E [||x||]
)
= 0
then
R→p 0
This work also includes experiments that examined the behaviour of the relative con-
trast as both the dimensionality of the space and the value of k of the Lk norm are varied.
The first experiment was carried out using three artificially generated datasets of different
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sizes, N , distributed uniformly over a 20 dimensional hypercube. It was found that as the
parameter of the distance norm, k, increased, the relative contrast decreased. It was also the
case that as N increased, and the data became less sparse, the value of the relative contrast
increased.
Using the Manhattan distance metric would therefore generally give higher values for
the relative contrast than using the Euclidean metric for these data. The way in which the
behaviour of this difference varies with dimensionality was examined in a further exper-
iment. In this case, artificially generated datasets comprising 10 points were distributed
uniformly over hypercubes of varying dimensionalities, and the relative contrasts were cal-
culated using the L1 and L2 norms. It was found that as the dimensionality increased,
the probability that the Euclidean metric had a lower relative contrast than the Manhattan
metric also increased.
Finally, whilst the Euclidean and Manhattan distances are the most familiar metrics, k
can be set to any value. [9] also examined several fractional metrics, where 0 ≤ k ≤ 1. It
was found that the effect of the curse of dimensionality was greatly reduced as the value of
k decreased. This suggested that where high dimensional datasets must be analysed using
distance based measures, it was advisable to use low values of k.
7.4 Behaviour of Other Distributions
7.4.1 Introduction
The work described in Section 7.3 is limited to datasets sampled from the uniform dis-
tribution. The models of the RLS data are not uniformly distributed, and it is therefore
of interest to extend the experimental work to see whether datasets sampled from other
distributions behave in a similar manner to the uniform distribution.
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This section describes two sets of experiments: the first was carried out using a series of
standard continuous distributions; the second examined the behaviour of the t distribution
as its degrees of freedom were increased.
For all of the work described in this section, the experimental process was as follows:
• for each dimension, a sample of 5,000 data points was drawn from the chosen uni-
variate distribution, i.e., the marginal distribution in each dimension followed the
given distribution;
• this process was repeated until the dataset was of the required dimensionality;
• the relative contrast of the dataset was calculated;
• the process was repeated 100 times for each Lk norm; an average value of the relative
contrast was calculated, which is the result reported in this section.
7.4.2 Behaviour of a Range of Distributions
This section presents the results of experiments carried out using twelve different standard
continuous distributions, as shown in Table 7.1.
The k parameter for theLk norm took five values: 0.1, 0.25, 0.5, 1 and 2; the dimension-
ality of the datasets was in the set {2, 5, 10, 15, 50}. This meant that for each distribution,
25 values of the relative contrast were calculated.
The first distribution to be examined was the Uniform distribution; the results are shown
in Table 7.2. The relative contrast behaves as would be expected given the results reported
in Section 7.3: the relative contrast decreases as both the value of k and the dimensionality
of the space increase.
The only other distribution that behaves in this way is the Beta distribution. The results
for the Beta distribution are shown in Table 7.3.
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Table 7.1: Standard Distributions used in Experimental Work
Distribution Parameters
Beta α = 1, β = 1
Cauchy x0 = 1, γ = 1
χ2 k = 1
Exponential λ = 1
F ν1 = 1, ν2 = 1
Gamma k = 1, θ = 1
Logistic µ = 0, s = 1
Log-Normal µ = 0, σ2 = 1
Normal µ = 0, σ2 = 1
t ν = 1
Uniform a = 0, b = 1
Weibull λ = 1, k = 1
The results for the other distributions confirm that in each case the relative contrast de-
creases as the dimensionality of the dataset increases. However, the effect of changing the
k parameter varies between distributions. For the Weibull, Exponential, Gamma, Logistic
and χ2 distributions, the minimum values of the relative contrast are found using the Lk
norm with k = 1, i.e., for the Manhattan distance (except for the two dimensional Logistic
and χ2 distributions). The results for these distributions are shown in Table F.1.
The Normal distribution shows a mixture of the two types of behaviour; the relative
contrast generally decreases with k and dimensionality, but for the two dimensional dataset
the minimum is found using Manhattan distance (see Table 7.4).
Table 7.2: Values of Relative Contrast for the Uniform Distribution
k
Dimensionality
2 5 10 15 50
0.1 290 24.0 7.9 4.8 3.6
0.25 245 18.0 6.2 3.8 2.9
0.5 170 12.0 4.9 3.0 2.3
1.0 139 9.9 3.4 2.2 1.7
2.0 136 8.3 2.6 1.6 1.2
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Table 7.3: Values of Relative Contrast for the Beta Distribution
k
Dimensionality
2 5 10 15 50
0.1 27855 191 35.0 17.0 12.0
0.25 22600 114 18.0 10.0 7.0
0.5 22406 60 11.0 6.3 4.3
1.0 14217 42 7.0 3.6 2.6
2.0 10407 30 4.4 2.2 1.6
For the Cauchy, F, Log-Normal and t distributions the behaviour is that the relative
contrast generally increases with higher values of k. This is different from the results
described in [9] for uniformly distributed data. The results for these four distributions are
shown in Table F.2.
Having examined the behaviour of various different distributions and found this effect,
i.e., that the dependence of the relative contrast on the k parameter varies between distribu-
tions, it was of interest to examine the behaviour of one distribution in detail, to gain more
insight into the relationship between the relative contrast and the distribution from which
the data were sampled.
Table 7.4: Values of Relative Contrast for the Normal Distribution
k
Dimensionality
2 5 10 15 50
0.1 609 36 11.0 6.3 4.5
0.25 603 28 8.8 5.3 3.8
0.5 478 22 7.0 4.4 3.2
1.0 349 19 5.7 3.5 2.6
2.0 390 16 5.2 3.4 2.4
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7.4.3 Behaviour of the t Distribution
Given that the Cauchy, F, Log-Normal and t distributions behave quite differently to the
uniform distribution, it was of interest to examine their behaviour in more depth. As the
t distribution has a single parameter that can be varied, this distribution was chosen. The
parameter is the number of degrees of freedom of the distribution; as the number of degrees
of freedom increases, less probability mass is contained in the tails of the distribution, and
it becomes more similar in nature to the Normal distribution.
Similar experiments to those described in the previous section were carried out for the
t distribution; the degrees of freedom took the values in the set {1, 3, 5, 10, 20, 50, 100}.
The results for the t1 distribution are shown in Table 7.5. They are similar to those
shown at the bottom of Table F.2, where the relative contrast decreases with dimensionality
but increases with the k parameter.
Table 7.5: Values of Relative Contrast for the t1 Distribution
k
Dimensionality
2 5 10 15 50
0.1 140872 620 64 27 16
0.25 386082 3714 303 94 78
0.5 589436 122940 9189 3134 2375
1.0 3525017 100767 83398 49108 18335
2.0 1397997 195378 59257 79599 109988
Increasing the number of degrees of freedom to 100 produced quite different results,
as shown in Table 7.6. In this case, except for the two dimensional dataset, the minimum
values for the relative contrast were found for higher values of the k parameter. The values
of the relative contrast are similar to those shown in Table 7.4 for the Normal distribution.
For the intermediate distributions, the minimum values of the relative contrast were
found using k values of 0.25, 0.5 or 1; as the number of degrees of freedom increased, the
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Table 7.6: Values of Relative Contrast for the t100 Distribution
k
Dimensionality
2 5 10 15 50
0.1 977 38 11.0 6.7 4.6
0.25 457 28 9.1 5.5 3.9
0.5 427 22 7.1 4.5 3.2
1.0 345 19 5.7 3.7 2.7
2.0 422 17 5.5 3.3 2.5
minimum values for the relative contrast were found at higher values of k. The results for
these distributions are shown in Table F.3.
7.5 Conclusions
The results presented in Section 7.3 suggested that the relative contrast, a measure that
shows to what extent problems caused by the ‘curse of dimensionality’ affect a particu-
lar dataset, is dependent on both the dimensionality of the dataset and the metric used to
measure the distances between data points; as the dimensionality and the value of the k
parameter of the Lk norm increase, the relative contrast decreases. However, the work was
based only on the behaviour of uniformly distributed data. The work presented in Section
7.4 extends this work to other standard continuous distributions; whilst the results con-
firm that the relative contrast decreases with higher dimensionality for datasets sampled
from each distribution, the behaviour with respect to the k parameter is more complicated.
For example, for the t distribution, as the proportion of the probability mass concentrated
around the mean increases and the distribution tends towards Normality (in each dimen-
sion), the value of the k parameter at which the minimum value of the relative contrast
occurs increases: the t1 distribution has a smaller value of relative contrast at k = 0.5 than
k = 2; the t100 distribution has a smaller value of relative contrast at k = 2 than k = 0.1.
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This suggests that for practical high dimensional datasets, using the Manhattan metric
might not necessarily be advisable, and that the Euclidean metric can be a more sensible
choice for measuring distances. Examining the characteristics of the dataset in question
(noting the condition in Theorem 7.3.1) is advisable, as it may help in the choice of the k
parameter.
7.6 Summary
This chapter presented analysis of the behaviour of high dimensional spaces. The relevance
of the analysis to this thesis was explained in Section 7.2. Section 7.3 presented a theoreti-
cal description of the behaviour of these types of spaces, and described empirical analysis
of the behaviour of uniformly distributed datasets. This experimental work was expanded
on in Section 7.4, using datasets sampled from a range of different standard continuous
distributions. The analysis continued by examining the characteristics of the t distribution
in detail. The conclusions drawn from the analysis were presented in Section 7.5.
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Chapter 8
Further Work and Conclusions
8.1 Introduction
Chapters 3 to 7 have shown that it is possible to create a low dimensional numerical rep-
resentation of the RLS free text descriptions, such that groups of incident descriptions that
have similar meanings but are described using different words can be identified. This has
been successfully achieved using two methods: firstly, by using linear discriminant anal-
ysis to reduce the dimensionality of a high dimensional vector space model of the text;
secondly, by calculating a mapping between the high dimensional model and a low di-
mensional space based on information elicited from experts about a sample of text. Other
work involved a high dimensional model based on transition probabilities, the use of the
RLS categorical and numerical variables to produce numerical models of the incidents, and
empirical analysis of the behaviour of high dimensional spaces, using data sampled from
various standard distributions.
This chapter presents suggestions of further work that could be carried out, and draws
conclusions from the analysis presented in this thesis. Section 8.2 describes three pieces
of further work that are considered to be potentially useful, involving models based on
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elicitation, an alternative use for the transition probabilities model, and the investigation of
the properties of high dimensional spaces.
The conclusions drawn from the analysis are presented in Section 8.3, before the thesis
ends with some final comments.
8.2 Further Work
8.2.1 Elicitation
Chapter 6 described a method that elicited information about meaning using trios of indi-
vidual words, which was then used to reduce the dimensionality of the vector space model.
It was encouraging that coherent groups of incident descriptions could be found using this
method. However, the method has not been studied in depth, and there are various pieces
of further work that could be carried out.
The first is to examine the effect of the various parameters (p, q and r) that were intro-
duced in Chapter 6. The values used in the analysis presented in this thesis were chosen
arbitrarily, and it would be interesting to see whether (for example) the emphasis should be
on moving the two similar words of a trio together, or on moving the outlier away from the
rest of the trio.
A more sophisticated way of choosing the trios might be beneficial: a fairly straight-
forward improvement would be to ensure that each word is selected at least once, and that
the number of times a word is selected is relatively uniform across the vocabulary. A more
complicated improvement would be to make it more probable that words would be selected
whose relationship with the remainder of the vocabulary was unclear (given the informa-
tion already elicited), or where a word was particularly influential on the output of the
multidimensional scaling.
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A further avenue of research would be to examine whether using trios is optimal. Identi-
fying the outlier from groups of four or more words might be beneficial, given the increased
amount of information that each assessment might provide. However, the increased time
that it would take to make the assessment, and the lack of information about the relationship
between the non-outlying words, might negate the potential benefit.
A final question, which is applicable to several of the methods presented in this thesis,
is whether the methods are generally applicable to text-based data. As stated previously,
much of the data examined using NLP methods is of much higher quality than the RLS
incident descriptions, which suggests that the results of applying these methods might be
relatively good. One potential application could be to find interesting groups of data from
websites such as briefing.com [3], which describe financial market activity, announcements
(e.g., US Treasury data) and data relating to individual companies; in this case, each point
in the vector space might relate to a paragraph or an entire report.
8.2.2 Transition Probabilities Model
Chapter 5 described the transition probabilities model, which was found to be unsuccessful
in modelling the RLS free text descriptions. However, this section presents a potential
alternative use for the model which would avoid some of the problems associated with the
analysis of the RLS.
The basic concept behind the analysis is that the transition probabilities are dynamic,
rather than static. As language evolves, transition probabilities will change, which means
that a piece of 18th century text might be expected to have higher empirical transition
probabilities if those probabilities were based on an 18th century corpus than if they were
based on a 21st century corpus.
There are also sufficient similarities between some languages that there is overlap be-
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tween them; a set of empirical probabilities based on a Galician corpus might be expected
to produce some high probabilities when applied to Spanish or Portuguese text. These sim-
ilarities would be even clearer if applied to dialects: in this case the empirical transition
probabilities could be calculated using phones rather than words.
There are various potential issues that can be identified with this analysis. Firstly, the
corpus that the empirical probabilities were based on would need to be sufficiently large and
balanced that the probabilities truly reflected the nature of that type of language. Another
issue is that there is cross-fertilisation between languages: English has roots in Latin and
French, for example. There is also temporal fertilisation: a 21st century corpus would
include many pieces of classic literature.
The analysis would proceed as follows: the empirical transition probabilities would be
calculated using a large corpus. As the corpus increased in size, it might be possible to use
trigrams rather than bigrams, increasing the sophistication of the model. It would then be
possible to examine other pieces of text, and calculate what their transition probabilities
would be based on that corpus.
Whilst it would be possible to use numerical measures to assess the similarities between
the corpus and particular pieces of text, one of the attractions of the method might be that it
is naturally suited to a graphical output. Although the idea of using plots of data, residual
and so on is familiar to statisticians, this is not the case in other fields, and introducing it to
NLP might be beneficial.
8.2.3 High Dimensional Spaces
The experimental work carried out to examine the properties of high dimensional spaces
has produced some interesting results, suggesting that the relationship between the value
of k in the Lk norm and the relative contrast is dependent on the distribution of the data.
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There are various possible extensions to the work. Firstly, the work has only studied
a small number of parameter combinations, and it would be of interest to study the effect
of varying the parameters for each distribution. It might be the case, for example, that
there would be interesting effects with highly skewed distributions. A further extension
would be to study the effect of using non-standard distributions: for example, distributions
with several modes, distributions with large amounts of probability mass in their tails, or
distributions with complicated covariance between dimensions.
Given that the study of high dimensional data was included because of its association
with the analysis of the RLS models, it might be of interest to see how the relative con-
trast of the vector space models varies with dimensionality. This could provide further
insights into the range of dimensionalities that is most likely to produce meaningful group
of incident descriptions.
[9] presents theoretical work that explains the relationship between the uniform distri-
bution’s dimensionality and relative contrast. A potential extension of this work would be
to produce similar results for other standard distributions, or to produce a general theo-
retical description of the way the distribution, k parameter and dimensionality of the data
affect the relative contrast.
8.3 Conclusions
This section describes conclusions that can be drawn from the analysis of the RLS data, and
about knowledge discovery in general. Conclusions are made about the dataset in Section
8.3.1, the analysts in Section 8.3.2, and general conclusions are drawn in Section 8.3.3.
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8.3.1 The Dataset
In order to be able to carry out a useful knowledge discovery project, one of the most
fundamental requirements is that a suitable dataset should be available. Whilst it may be
possible to carry out some sort of analysis using any data, for the analysis to be likely to
be useful, the dataset must have certain characteristics. Although there are many areas
in which large datasets can be collected, including industrial, commercial and financial
applications, for data mining to be appropriate, some general requirements will need to be
satisfied.
Firstly, the dataset must be large enough that it is likely to contain sufficiently large
volumes of interesting information that it is sensible to proceed with the analysis. If the
organisation that owns the data is unlikely to draw any advantage from the analysis, it
should not proceed. Secondly, the analysis must not be trivial; whilst, for example, a two
dimensional dataset might contain interesting information, it is unlikely to be a suitable
basis for a lengthy knowledge discovery project.
As well as being sufficiently large and high dimensional, the dataset must be of a certain
minimum quality. This project has shown that it is possible to carry out useful data mining
using data that have various defects, and any dataset of this size (or larger) is likely to have
many idiosyncrasies. However, some datasets are likely to be of very low quality; this is
particularly pertinent to data mining, because the data are not generally collected with spe-
cific analysis in mind, and are often simply the by-product of an organisation’s processes.
In many cases, advice from statisticians might have led to the creation of databases that
were more appropriate for analysis. For example, the RLS would probably have been eas-
ier to analyse had it comprised fewer variables, which were all mandatory, if more advice
had been provided about how to enter the ‘severity of harm’ variable, or if guidelines for
entering the free text had been developed.
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The dataset must be in a form that is appropriate for the analysis that is envisaged. For
any project where a comparison between large numbers of datapoints is required, as in
this project, anomaly detection will only be feasible if the data are in numerical form (of
sufficiently low dimensionality), or can be converted to this form reasonably easily. For
this project, a lengthy development period was available for the production of models of
the RLS free text descriptions, but for other projects the analysis might need to be tailored
to the data. For example, a short data mining project using the RLS might have involved
generating association rules between, say, the incident type and specialty variables, and the
degree of harm variable.
A final recommendation is that the dataset must be accessible to the analysts. The RLS
is not particularly large compared to other datasets, and so physical access was not a prob-
lem. However, although the RLS is anonymised automatically using specialist computer
software, this process does not work perfectly and so the data contain details of specific in-
dividuals’ medical conditions. This issue, which was already considered to be important by
the NPSA, was given further prominence by high profile cases of government organisations
losing sensitive data during the course of the project. This meant that the NPSA became
increasingly strict about sharing data; the lead times from requesting data to receiving it
were therefore quite long, particularly towards the end of the project. Whilst this was a
minor inconvenience for a project of this length, for a shorter project or one with more
sensitive data this might be a very serious issue.
8.3.2 The Analysts
For the data mining project to be successful, it will need to be a collaboration between the
client and the organisation carrying out the analysis; this section suggests certain require-
ments that it is recommended that the analysts should satisfy.
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Clearly, an extremely important requirement is that the analysts should have a good
understanding of appropriate analysis techniques, such as multivariate statistics. Different
data mining tasks will have different requirements, and therefore the analysts will need
to have sufficient knowledge and experience to select between the available analysis tech-
niques.
The datasets that are analysed using data mining are likely to have defects and idiosyn-
crasies of various kinds, and the analysts will need to be aware of these, and have the skills
to be able to preprocess the data, so that these issues do not affect the analysis more than
is necessary. Whilst some of these problems are very common (e.g., the use of midnight as
a default entry for time, which was encountered in Chapter 3), it is recommended that the
analysts should carry out a detailed initial exploration of the data to find less obvious, but
important, aspects of the data that can be incorporated into the analysis.
As well as these technical requirements, the relationship with the client will be of par-
ticular importance for a practical data mining project. As well as day-to-day requirements
such as technical and communication skills, the analysts will need to make sure that they
are able to adapt themselves quickly to the client’s requirements. The timescales within
which commercial organisations work, and to a lesser extent those of governmental organ-
isations, may be shorter than many academic projects, or if not, they may be more highly
pressured; the client organisations are likely to want to see evidence of progress at regular
intervals. The analysts must therefore plan their work accordingly, possibly by carrying out
interesting but reasonably straightforward analysis at the start of the project, in an attempt
to show the client that data mining is appropriate for their data.
A further recommendation to analysts on other projects is that they should have some
understanding of the domain in question, as with the field of patient safety for this project,
where thousands of incident descriptions have been read, and long discussions have taken
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place with clinical experts. Three and a half years has been sufficient time to gain a good
understanding of various medical conditions; in general, if the analysts have some un-
derstanding of the domain, it can be more easy to interpret the client’s requirements, and
therefore the results that they are presented with may be more useful. As with the rest
of the process, the data miners will need to assess how much time they should dedicate
to learning about their client’s work; areas such as genetics, which have large numbers of
potential datasets and very particular requirements, may warrant more study than patient
safety, for example, as there are few large patient safety databases to be analysed.
A final technical requirement for the analysts is that they will need to have sufficient
computing resources to carry out the analysis. Requirements for hardware may be greater
than those for the many statistics projects that are carried out using smaller datasets, and
access to the data may be complicated: analysts must decide whether they want to (or are
able to) access the data freely, or whether they are content to be provided with samples of
the data. Finally, the analysts will need to ensure that they have access to software that can
carry out the required analysis, but that can also access the raw data and produce output in
an appropriate form. If possible, these tasks should be carried out before the project starts .
8.3.3 General Conclusions
As well as these specific requirements, this project has allowed some more general conclu-
sions to be drawn.
The first is that it will be important to consider the costs (both financial and in terms of
time) of the whole project. The analysts must balance the time spent planning the project,
the efforts to preprocess the data, the model building and analysis phase, and the assessment
of the results. Data mining projects will have a limited timescale, and in some cases the
time allowed might be very short, so the analysts will have to consider whether sacrificing
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some sophistication in one part of the project might be of benefit to the analysis as a whole.
This is related to the decision about to what extent the analysts will want to develop
bespoke solutions for specific projects, and to what extent they will want to use existing
methods. This will be dependent on the project in question: lengthier or more difficult
projects are likely to warrant more original work. In the case of this project, a well-known
model and term weighting method were used with established multivariate statistical tech-
niques, but the output of the analysis was assessed with a bespoke method. This type of
modular approach may be generally appropriate. It is, for example, the approach used by
the SAS Enterprise Miner software [7], where users select from different modules to pro-
duce summary statistics of their data, carry out preprocessing, build models of their data,
and output results, for example.
The final conclusion to be drawn is that it will be necessary to decide who will be carry-
ing out the analysis. Software such as SAS Enterprise Miner allows the organisations that
own the datasets to analyse them directly. As well as making the projects more straight-
forward and less expensive, this means that domain experts can be more easily involved in
the work. However, given some of the statistical issues associated with these large, high
dimensional datasets, the risk of analysis producing spurious, incorrect results is high. As
the analysis techniques used become more complicated, or the nature of the dataset in ques-
tion means that it is more difficult to analyse, these risks will increase. Projects carried out
by experienced data miners may well be of greater overall benefits to the clients. This is
something that was found by the NPSA, who tried to use a text mining package to analyse
the RLS free text descriptions; they found that none of the groups of incidents produced by
the software was useful, and did not repeat the information extracted from the RLS by their
clinical experts in the same way that the results of this project did.
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8.4 Final Comments
Data mining is an exciting discipline to be involved in, both because of the wide range
of potential applications, and the variety of skills that it demands of its practitioners. The
areas in which large amounts of data might be collected are virtually limitless; it is difficult
to think of anything that people might be interested in that cannot be recorded in some way,
whether that is numerically, or using text, images or other means. There is no sign that the
rate of increase in computing storage or processing power is decreasing, and applications
that may seem far-fetched at present may become feasible relatively quickly.
This is happening at a time when the world is becoming much more interlinked, and
where large countries that were previously very poor, such as India and China, are industri-
alising very rapidly. A discovery in one part of the world can become common knowledge
virtually instantly, and increases in wealth and the reach of states and other organisations
mean that the benefits of this knowledge can be available to potentially very large num-
bers of people. The opportunities provided by data mining are therefore very exciting, but
equally, the potential risks of misuse are large.
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Appendix A
RLS Variables
This appendix contains a full list of the RLS variables.
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Table A.1: Full List of RLS Variables (Part 1)
Variable Variable DescriptionCode
IN01 Date on which the incident occurred
IN02 Time of incident
IN03 In which location did the incident occur? e.g. General/acute hospital
IN04 In which country did the incident occur?
IN05 Please categorise the Patient Safety Incident from the following choices
IN06 What were the apparent contributing factors?
IN07 Please describe what happened: [Free Text]
IN10 Any actions planned or taken to date to prevent a reoccurrence
IN11 Underlying causes or events which may prevent another incident?
PD01 Age
PD02 Sex
PD03 Does the patient have any known/diagnosed impairments or disabilities
PD04 This incident took place in: a paediatrics or adult specialty
PD05 Please indicate the specialty/service area in which the incident occurred
PD06 Mental Health Care Programme Approach (CPA)
PD07 Was the patient detained under the Mental Health Act at the time?
PD08 Please indicate whether any of these routes of sedation were used
PD09 Please indicate the degree of harm to the patient
PD10 What was the effect of the Patient Safety Incident on the patient?
PD11 Ethnic category
PD12 Did any actions prevent the incident from reaching the patient?
PD13 Please describe the preventative actions taken
PD14 Did any actions minimise the impact of the incident on the patient?
PD15 Please describe the actions taken
PD16 Was the patient actually harmed? Yes or no
PD17 Please specify the relevant section
PD19 Please enter the patient’s weight in kilograms to 1 d.p.
PD20 Was the patient being cared for in a dedicated paediatric unit?
PG01 The approximate number of patients affected by degree of harm
PG02 Did any actions prevent the incident from reaching the patient(s)?
PG03 Please describe the preventative actions taken
PG04 Did any actions minimise the impact of the incident on the patient(s)?
PG05 Please describe the actions taken
PG06 Were any of the patients actually harmed?
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Table A.2: Full List of RLS Variables (Part 2)
Variable Variable DescriptionCode
MD01 At what stage during the medication process did an error occur?
MD02 Please select the appropriate description
MD03 Were there other important factors?
MD04 In this incident, this was the: right or wrong drug
MD05 Approved (drug) name
MD06 Proprietary (trade) name
MD07 Drug details
MD08 Dose and strength
MD09 British National Formulary (BNF) classification (1-15)
MD10 Manufacturer
MD11 Batch number
MD12 Is the medicine a manufactured special?
MD13 Purchased from a registered EU importer and relabelled for the UK?
MD14 Is the medicine under clinical trial?
MD15 Ethics committee name and reference
MD16 Route: e.g. epidural
DE01 Please select from the following choices to indicate the type of device
DE02 Current location of the device(s)
DE03 Product name
DE04 Model
DE05 Catalogue number
DE06 Serial number
DE07 Manufacturer
DE08 Supplier
DE09 Batch number
DE10 Expiry date
DE11 Date manufactured
DE12 Quantity defective
ST01 Staff type: e.g. nurse/midwife/health visitor
ST02 Staff status: e.g. in-house bank/NHS professionals
ST03 This person is the reporter of the Patient Safety Incident
ST04 Please select the role of this staff member in the incident
RP02 In which service did the Patient Safety Incident occur?
RP03 This Patient Safety Incident is reported: anonymously/identifiably
RP04 Local reference
RP05 Reporter’s name
RP06 Organisation name
RP08 Would you like your NHS organisation to see a copy of this report?
QA01 Please tell us how you think this form could be improved
159
Appendix B
RLS Numerical and Categorical
Variables Provided by NPSA
This appendix contains a description of the RLS numerical and categorical variables used
in the analysis described in Chapter 3.
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Table B.1: Description of 38 RLS Variables
Variable Variable Example PercentageCode Description Completed
AGE AT INC Age at time of incident 79 42.7
EXPORTDT Date record exported to NRLS 26/11/2006 97.2
IN01 Date of incident 09/01/2004 99.1
IN02 A 01 IN02 A 01 Hours 16 (4PM) 74.3
IN03 LVL1 Location level 1 General/Acute hospital 99.3
IN03 LVL2 Location level 2 Inpatient areas 98.0
IN03 LVL3 Location level 3 Ward 60.1
IN05 LVL1 Incident category level 1 Patient accident 99.3
IN05 LVL2 Incident category level 2 Slips, trips, falls 91.4
PD02 Patient sex Male 72.7
PD04 Adult/Pediatrics’ specialty An adult specialty 92.9
PD05 LVL1 Specialty level 1 Medical specialties 99.3
PD05 LVL2 Specialty level 2 General medicine 58.1
PD09 Degree of harm (severity) No harm 99.3
PD11 Patient ethnic category Not stated/unknown 34.9
PD12 Impact prevented No 77.7
PD14 Minimising actions Don’t know 40.6
PD20 Pediatric care No 41.8
RP02 Care setting of occurrence Acute/General hospital 99.3
RP07 NHS organisation code RM2 99.2
DE01 Type of device Sutures 4.1
DE03 Device name Scanner not available 0.9
DE04 Model None 0.2
DE07 Manufacturer Siemens 0.4
MD01 Med Process Prescribing 7.3
MD02 Med error category Wrong quantity 7.2
MD05 Approved name (drug 1) Ultravist 1.7
MD16 Route (drug 1) Intravenous 1.9
PATIENTID Entity ID 21505 99.3
IN06 COUNT Number of contributing factors 1 9.7
PD10 COUNT Count of patient effect/injury 3 70.7
STAFFID Staff ID 21467 38.3
ST01 LVL1 Staff type level 1 Diag/ther staff 25.8
ST01 LVL2 Staff type level 2 Scientific & technical 20.5
ST01 LVL3 Staff type level 3 Radiographer 2.4
ST02 Staff status Perm/contractor 14.2
ST03 Staff the Reporter [Checkbox] 18.7
ST04 Staff role Informed of the incident 35.1
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Appendix C
Planted Groups of Known Interest
This appendix contains examples of incident descriptions taken from the seven planted
groups of known interest to the NPSA, which were used in the assessment method intro-
duced in Chapter 3.
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Table C.1: Examples of Incident Descriptions
Group Incident Description
Anaesthetics
Anaethetist used the same anaesthetic form from previous
week( op cancelled ) instructing the nurse to cross out the
signatures of nurses who had signed and given the drug
the previous week and redated it .
Chest Drains
Chest drain inserted without imaging guidance into liver
causing severe bleeding ( Hb down 4.9 ) . Not treated
for 16 hours . Embolisation carried out but multi - organ
failure . .
Latex
whilst bed bathing and checking pressure areas of pt , staff
found a latex glove placed over her left foot which had dug
into circumference of foot causing pressure . .
Methotrexate
Practice Pharmacist carrying out an NPSA Methotrexate
audit noted that one patient was incorrectly being
prescribed both 10mg and 2.5mg methotrexate tablets
( contrary to Good Practice Guidelines ) and the quantities
prescribed implied that the patient was not complying
with prescribing instructions . She was over complying
with dose - this is potentially hazardous . Receptionist
reported that patient had been taking medication incorrectly
for a period but had not suffered any adverse events ( none
recorded but see investigation section ) . Patient is
under the care of secondary care who initated therapy .
Responsibility for monitoring not specified . Patient is
wife of the GP and is residing in London and only visits
Wrexham twice a year . .
Obstetrics 3 deg tear during forceps delivery .
Self Harm
Patient is known to self harm . She states she has been
burning her arms for several days and has burns to her
lower right arm .
Sexual Safety Pt walking round dayroom naked in front of fellow pts
. Pt allowed staff to put on clean pyjamas without too
much resistance .
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Table D.1: Known Groups found using Spell Checked Descriptions
Response K Known GroupsVariable An Ch Lt Mt Ob Sl Sx
1
2 6 6 6 6 6 6 4
5 6 6 6 6 6 6 6
10 6 6 6 6 6 6 6
20 6 6 6 6 6 6 6
2
2 6 6 6 6 6 6 6
5 6 6 6 6 6 6 6
10 6 6 6 6 6 6 6
20 6 6 6 6 6 6 6
3
2 4 6 6 6 6 4 4
5 6 6 6 6 6 4 4
10 6 6 6 6 6 6 4
20 6 6 6 6 6 6 4
4
2 6 6 6 6 6 4 6
5 6 6 6 6 6 4 6
10 6 6 6 6 6 4 6
20 6 6 6 6 6 4 6
5
2 6 6 6 6 6 6 6
5 6 6 6 6 6 6 6
10 6 6 6 6 6 6 6
20 6 6 6 6 6 6 6
6
2 6 6 6 6 4 6 4
5 6 6 6 6 4 6 6
10 6 6 6 6 6 6 6
20 6 6 6 6 6 6 6
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Table D.2: Known Groups found using Two Letter Word Fragments
Response K Known GroupsVariable An Ch Lt Mt Ob Sl Sx
1
2 6 6 6 6 6 6 6
5 6 6 6 6 6 6 6
10 6 6 6 6 6 6 6
20 6 6 6 6 6 6 6
2
2 6 6 6 6 6 6 6
5 6 6 6 6 6 6 6
10 6 6 6 6 6 6 6
20 6 6 6 6 6 6 6
3
2 6 6 6 6 6 6 6
5 6 6 6 6 6 6 6
10 6 6 6 6 6 6 6
20 6 6 6 6 6 6 6
4
2 6 6 6 6 6 6 4
5 6 6 6 6 6 6 4
10 6 6 6 6 6 6 4
20 6 6 6 6 6 6 4
5
2 6 6 6 6 6 6 6
5 6 6 6 6 6 6 6
10 6 6 6 6 6 6 6
20 6 6 6 6 6 6 6
6
2 6 6 6 6 6 6 6
5 6 6 6 6 6 6 6
10 6 6 6 6 6 6 6
20 6 6 6 6 6 6 6
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Table D.3: Known Groups found using Three Letter Word Fragments
Response K Known GroupsVariable An Ch Lt Mt Ob Sl Sx
1
2 6 6 6 6 6 6 6
5 6 6 6 6 6 4 6
10 6 6 6 6 6 4 6
20 6 6 6 6 6 6 6
2
2 6 6 6 6 6 6 6
5 6 6 6 6 6 6 6
10 6 6 6 6 6 6 6
20 6 6 6 6 6 6 6
3
2 6 6 6 6 6 6 4
5 6 6 6 6 6 6 6
10 6 6 6 6 6 6 6
20 6 6 6 6 6 6 6
4
2 6 6 6 6 6 4 4
5 6 6 6 6 6 6 4
10 6 6 6 6 6 4 4
20 6 6 6 6 6 6 4
5
2 6 6 6 6 6 6 4
5 6 6 6 6 6 6 4
10 6 6 6 6 6 6 6
20 6 6 6 6 6 6 4
6
2 6 6 6 6 6 6 6
5 6 6 6 6 6 6 6
10 6 6 6 6 6 6 6
20 6 6 6 6 6 6 4
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Table D.4: Distribution of Groups with Two Letter Tokens
Category Response DatasetVariable Med Sur Tre Dia AE DS
A
1 2 1 2 7 1 8
2 1 5 6 11 1 7
3 X 15 X 17 16 18
4 6 26 17 30 30 35
5 9 X 16 X X 14
6 11 7 22 20 X 19
B
1 0 0 0 0 0 0
2 0 0 0 0 0 0
3 X 0 X 0 0 0
4 0 0 0 0 0 0
5 0 X 0 X X 0
6 0 0 0 0 X 0
C
1 2 18 20 16 19 10
2 7 35 41 46 33 18
3 X 66 X 59 28 36
4 0 61 45 47 44 23
5 4 X 51 X X 20
6 3 66 45 45 X 22
D
1 96 81 78 77 80 82
2 43 60 53 43 66 45
3 X 19 X 24 56 46
4 94 13 38 23 26 42
5 52 X 33 X X 50
6 64 27 33 35 X 42
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Table D.5: Distribution of Groups with Three Letter Tokens
Category Response DatasetVariable Med Sur Tre Dia AE DS
A
1 1 0 5 2 1 15
2 1 3 2 0 1 9
3 X 24 X 25 27 35
4 2 43 26 30 44 39
5 9 X 14 X X 28
6 17 6 18 14 X 46
B
1 0 0 0 0 0 0
2 0 0 0 0 0 0
3 X 0 X 0 0 0
4 0 0 0 0 0 0
5 0 X 0 X X 0
6 0 0 0 0 0 0
C
1 1 6 14 10 3 6
2 6 36 32 31 23 14
3 X 50 X 43 43 29
4 1 45 34 43 43 18
5 8 X 43 X X 17
6 6 50 39 26 X 13
D
1 98 94 81 88 96 79
2 51 61 66 69 67 48
3 X 26 X 32 30 36
4 97 12 40 27 13 43
5 68 X 43 X X 55
6 77 44 43 60 X 41
Appendix D. Supplementary Tables: Chapter 4 169
Table D.6: Distribution of Groups with Part-of-Speech Tagging
Category Response DatasetVariable Dia AE
A
1 34 0
2 38 11
3 38 57
4 49 56
5 X X
6 34 X
B
1 0 0
2 2 0
3 0 0
4 1 0
5 X X
6 0 X
C
1 10 10
2 28 16
3 49 36
4 48 42
5 X X
6 40 X
D
1 56 90
2 32 73
3 13 7
4 2 2
5 X X
6 26 X
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Table D.7: Distribution of Groups Including Gender Information
Dataset Analysis Gender Filtering CategoryMethod A B C D
Accident and Emergency
1
Female 56 0 8 10
Male 64 0 4 14
Other 64 0 28 8
2 N/A 55 0 37 8
3
Female 44 0 5 15
Male 38 0 13 12
Other 53 0 41 6
Diagnostic Services
1
Female 62 0 28 10
Male 58 0 13 7
Other 50 0 42 8
2 N/A 61 0 27 12
3
Female 51 0 23 14
Male 41 0 11 12
Other 50 0 43 7
Table D.8: Distribution of Groups Including Location Information
Dataset Analysis Vector Space Filtering CategoryMethod Response Variable A B C D
Accident and Emergency
1 N/A 0 0 0 100
2 3 46 0 22 324 50 0 25 25
Diagnostic Services
1 N/A 0 0 0 82
2 3 46 0 39 154 43 0 41 16
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Table E.1: Known Groups found for the Stretched Transition Probabilities Model
Response K Parameter Known Groups FoundVariable An Ch Lt Mt Ob Sl Sx
1
2 4 6 6 6 6 6 6
5 6 6 6 6 6 6 6
10 6 6 6 6 6 6 6
20 6 6 6 6 6 6 6
2
2 6 6 6 6 6 6 6
5 4 6 6 6 6 6 6
10 6 6 6 6 6 6 6
20 6 6 6 6 6 6 6
3
2 4 6 6 6 6 6 6
5 6 6 6 6 4 6 6
10 4 6 6 6 4 6 6
20 4 6 6 6 4 6 6
4
2 6 6 6 6 6 6 6
5 6 6 6 6 6 6 6
10 4 6 6 6 6 6 6
20 6 6 6 6 6 6 6
5
2 4 6 6 6 4 6 6
5 6 6 6 6 6 6 6
10 6 6 6 6 6 6 6
20 6 6 6 6 6 6 6
6
2 4 6 6 6 4 6 6
5 6 6 6 6 6 6 6
10 6 6 6 6 6 6 6
20 6 6 6 6 6 6 6
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Table E.2: Known Groups found for the Unstretched Transition Probabilities Model
Response K Parameter Known Groups FoundVariable An Ch Lt Mt Ob Sl Sx
1
2 6 6 6 6 6 6 6
5 6 6 6 6 6 6 6
10 6 6 6 6 6 6 6
20 4 6 6 6 6 6 6
2
2 6 6 6 6 6 6 6
5 6 6 6 6 6 6 6
10 6 6 6 6 6 6 6
20 6 6 6 6 6 6 6
3
2 6 6 6 6 6 6 6
5 6 6 6 6 6 6 6
10 6 6 6 6 6 6 6
20 6 6 6 6 6 6 6
4
2 6 6 6 6 6 6 6
5 6 6 6 6 6 6 6
10 6 6 6 6 6 6 6
20 6 6 6 6 6 6 6
5
2 6 6 6 6 6 6 6
5 6 6 6 6 6 6 6
10 6 6 6 6 6 6 6
20 6 6 6 6 6 6 6
6
2 6 6 6 6 6 6 6
5 6 6 6 6 6 6 6
10 6 6 6 6 6 6 6
20 6 6 6 6 6 6 6
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Table E.3: Distribution of Groups for the Combined Model
Response TreatmentCategory Variable ProcedureDataset
A
1 2
2 2
3 X
4 25
5 2
6 8
B
1 0
2 0
3 X
4 0
5 0
6 0
C
1 48
2 68
3 X
4 46
5 58
6 56
D
1 50
2 30
3 X
4 29
5 40
6 36
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Table F.1: Relative Contrast for Various Distributions
k
Dimensionality
2 5 10 15 50
Weibull
0.1 1477 62 17.0 9.3 6.4
0.25 1235 50 14.0 7.8 5.5
0.5 1027 44 12.0 6.8 4.8
1.0 821 37 11.0 6.1 4.3
2.0 912 46 13.0 7.6 5.5
Exponential
0.1 1656 65 17.0 9.1 6.6
0.25 1039 52 15.0 8.1 5.5
0.5 1925 43 12.0 6.9 4.8
1.0 959 40 11.0 6.1 4.4
2.0 986 45 12.0 7.5 5.5
Gamma
0.1 1480 69 17.0 9.2 6.4
0.25 1273 50 15.0 7.9 5.5
0.5 1078 45 12.0 6.9 4.9
1.0 898 38 10.0 6.3 4.6
2.0 1033 49 13.0 7.3 5.4
Logistic
0.1 784 43 12.0 7.1 5.0
0.25 612 31 10.0 6.0 4.3
0.5 653 26 8.1 5.0 3.6
1.0 598 23 7.6 4.3 3.2
2.0 548 28 7.9 4.9 3.6
χ2
0.1 324270 1113 109.0 42.0 26.0
0.25 921073 623 71.0 28.0 16.0
0.5 229461 420 46.0 20.0 13.0
1.0 398547 347 41.0 16.0 11.0
2.0 688038 381 49.0 22.0 14.0
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Table F.2: Relative Contrast for the Cauchy, F, Log-Normal and t Distributions
k
Dimensionality
2 5 10 15 50
Cauchy
0.1 141572 534 67 27 17
0.25 326641 4430 322 161 61
0.5 775657 71776 8926 4091 3487
1.0 1607917 128304 32592 48280 82992
2.0 1991630 254236 165696 168746 78114
F
0.1 1.9x1012 8.7x106 4.3x104 3.6x103 8.5x103
0.25 3.4x1013 8.6x1010 1.7x108 9.8x108 2.5x107
0.5 5.0x1013 6.1x1011 3.9x109 5.2x109 6.7x1011
1.0 1.0x1013 5.5x1010 4.8x1011 1.5x1010 1.8x1013
2.0 1.7x1013 1.1x1014 6.4x1015 4.1x1010 1.5x1011
Log-Normal
0.1 193 28 9 6 4
0.25 208 28 10 6 4
0.5 216 33 11 7 5
1.0 302 56 20 12 9
2.0 386 100 49 32 25
t
0.1 95790 496 63 27 15
0.25 435991 2549 593 97 53
0.5 538417 37578 8076 2052 1480
1.0 1601666 80983 55378 23062 20216
2.0 2006962 223539 126222 293489 166125
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Table F.3: Relative Contrast for Various t Distributions
k
Dimensionality
2 5 10 15 50
t3
0.1 2175 65 15.0 8.4 5.9
0.25 1395 51 14.0 7.5 5.1
0.5 1821 59 14.0 7.9 5.3
1.0 2472 89 26.0 16.0 11.0
2.0 3466 154 70.0 43.0 36.0
t5
0.1 970 48 13.0 7.4 5.2
0.25 875 40 11.0 6.3 4.5
0.5 863 32 9.6 5.5 4.0
1.0 928 36 9.9 6.0 4.5
2.0 1002 46 17.0 11.0 8.7
t10
0.1 670 42 12.0 7.0 4.9
0.25 760 32 9.7 5.7 4.2
0.5 489 26 7.9 4.8 3.5
1.0 561 25 7.0 4.2 3.1
2.0 651 26 8.3 5.0 3.6
t20
0.1 831 37 11.0 6.7 4.8
0.25 522 32 9.4 5.6 4.0
0.5 520 25 7.5 4.5 3.3
1.0 398 20 6.3 3.9 2.8
2.0 542 21 6.2 3.8 2.8
t50
0.1 597 39 11.0 6.6 4.8
0.25 507 28 9.2 5.3 3.9
0.5 447 25 7.4 4.4 3.4
1.0 338 19 6.0 3.6 2.7
2.0 366 18 5.5 3.3 2.6
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Appendix G
Diagnostic Information
G.1 Introduction
This appendix presents various outputs from the modelling process described in Chapter 4
that might form some of the diagnostic output from a software package. Whilst it is not
envisaged at present that the analysis presented in this thesis should be used as the basis of
such a package, if it were considered in future, the information presented here could form
an important part of the program.
G.2 Word Lists
The basic vector space model has its dimensionality reduced using PCA and LDA: this
means that the high dimensional TF-IDF weighted vector space model is multiplied by a
matrix, to be calledN, of size p× q, where p is the dimensionality of the high dimensional
model, and q is the dimensionality of the low dimensional model. The N matrix provides
useful information about the words that are important to particular linear discriminants;
the matrix also suggests which types of incidents are being separated by the various linear
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Table G.1: Word Lists and Weightings for the Surgical Specialty Sample
LD1 Word LD1 Weight LD2 Word LD2 Weight LD3 Word LD3 Weight
ward -2.83 dose -3.99 mrsa -2.01
theatre -1.56 given -3.90 machine -1.83
be -1.52 presribed -3.67 set -1.75
been -1.46 medication -3.59 equipment -1.67
notes -1.45 mg -3.46 working -1.43
. . . . . . . . . . . . . . . . . .
back 2.92 patient 1.43 shift 1.88
chair 3.04 file 1.47 trained 1.95
toilet 3.29 document 1.61 staff 2.00
bed 4.17 records 2.04 qualified 2.03
floor 5.09 notes 5.50 beds 2.25
discriminants. An abbreviated version of N for the Surgical Specialty sample (using Re-
sponse Variable 3 to calculate linear discriminants) is shown in Table G.1. The numbers in
the table are the weightings by which each column of the TF-IDF vector space matrix is
multiplied to form the final model of the text.
Examining the table, it appears that the first dimension discriminates between falls (pos-
itively weighted) and various other types of incidents, and the second dimension discrim-
inates between medication errors and problems involving patients’ documentation (files,
notes etc.). The third discriminant weights highly (positively) words that are related to staff
shortages, whilst the negative weightings are related to a mixture of MRSA and equipment
problems. Later discriminants (not shown in the table) refer to violence, pressure sores,
self harm and discharge from hospital. As well as being interesting information, these
word lists could be used for either automatically or manually choosing the dimensionality
of the low dimensional representation. An automatic method would be to only retain those
dimensions with a certain maximum weighting; a manual method would retain only those
dimensions where there is a plausible relationship between the highly weighted words.
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Table G.2: Concentrations for the First Five Linear Discriminants for Ten Groups
Group LD1 LD2 LD3 LD4 LD5
1 1.0 3.4 1.5 2.1 1.9
2 1.6 1.2 1.3 4.7 3.9
3 955.5 37.6 118.3 28.8 70.6
4 955.5 37.6 118.3 28.8 70.6
5 2.7 2.9 0.8 0.6 1.8
6 439.1 7.2 32.1 7.0 48.8
7 1.8 1.9 3.1 0.6 1.4
8 6.3 1.2 1.0 1.8 5.6
9 0.6 1.0 4.8 2.1 1.8
10 0.8 0.4 0.7 1.5 0.8
G.3 Concentrations
A further useful piece of information is a measure of the concentration for each linear
discriminant for each of the groups found by PEAKER. This concentration is a ratio of
the variance of the group to the variance of the whole population of incidents, for that
discriminant. This information shows for which of the linear discriminants the similarity
between the incidents in a group is greatest; by relating this information back to the word
lists, it is possible to see which of the groups are likely to relate to certain subjects, without
having to read through each of the descriptions. This provides more information than a
single measure of concentration, such as a comparison of the determinant of the covariance
matrix of the group with the determinant of the covariance matrix of the entire dataset. The
concentrations for the first ten groups for the first five linear discriminants are shown in
Table G.2. For example, the first group is most concentrated on Discriminants 2 and 4,
whereas Group 6 is concentrated on Discriminants 1, 3 and 5. Looking at the word lists
for these discriminants suggests which types of incidents these groups are likely to contain.
Some very high values can be seen in the table, which correspond to groups of incident
descriptions that are either identical or virtually identical. The concentration values could
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Table G.3: Mean Values for the First Five Linear Discriminants for Ten Groups
Group LD1 LD2 LD3 LD4 LD5
1 0.3 0.0 -0.1 0.5 -0.1
2 -1.4 0.0 1.3 -0.2 0.0
3 -2.1 1.6 -1.4 2.9 -0.1
4 -2.1 1.6 -1.4 2.9 -0.1
5 -2.0 1.5 -1.4 2.7 -0.1
6 -2.1 1.6 -1.4 2.8 -0.1
7 2.6 0.1 -0.2 0.5 -0.3
8 -0.3 0.2 0.1 0.1 0.0
9 -1.1 0.4 0.5 0.9 -0.5
10 -2.5 -7.0 -1.3 0.4 -0.5
therefore be used to automatically identify groups where the incident descriptions are very
similar, i.e., those in Categories B or C, removing the need to assess them manually.
G.4 Mean Values
A problem with using the concentration values as a diagnostic tool is that it is not known
around which values the incidents are concentrated. If the incidents are concentrated
around high (positive or negative) values then this means that they are likely to be asso-
ciated with the highly weighted words for that discriminant. Conversely, if the incidents
are concentrated around zero, this suggests that the linear discriminant concerned is not
actually important to the meaning of the group. This means that using the concentration
values alone might be misleading, and that the mean values for each group for each linear
discriminant should also be examined. Table G.3 shows the mean values that correspond to
the concentrations shown in Table G.2. To illustrate the point, the relatively high concen-
tration of Group 2 on the fifth linear discriminant would appear to suggest that this group is
associated with the highly weighted words for that linear discriminant. However, the zero
mean suggests that in fact these incidents are not related to those words.
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Paper Produced Describing the Analysis
This appendix contains a copy of a paper describing the analysis work presented in this
thesis.
Detecting New Kinds of Patient Safety Incidents, was presented at the Discovery Sci-
ence 2009 conference in Porto, Portugal.
Detecting New Kinds of Patient Safety Incidents
James Bentham1 and David J. Hand1,2
1 Department of Mathematics, Imperial College, UK
2 Institute for Mathematical Sciences, Imperial College, UK
Abstract. We present a novel approach to discovering small groups of
anomalously similar pieces of free text.
The UK’s National Reporting and Learning System (NRLS) contains
free text and categorical variables describing several million patient safety
incidents that have occurred in the National Health Service. The groups of
interest represent previously unknown incident types. The task is particu-
larly challenging because the free text descriptions are of random lengths,
from very short to quite extensive, and include arbitrary abbreviations and
misspellings, as well as technical medical terms. Incidents of the same type
may also be described in various diﬀerent ways.
The aim of the analysis is to produce a global, numerical model of the
text, such that the relative positions of the incidents in the model space
reﬂect their meanings. A high dimensional vector space model of the text
passages is produced; TF-IDF term weighting is applied, reﬂecting the
diﬀering importance of particular words to a description’s meaning. The
dimensionality of the model space is reduced, using principal component
and linear discriminant analysis. The supervised analysis uses categorical
variables from the NRLS, and allows incidents of similar meaning to be
positioned close to one another in the model space. Anomaly detection
tools are then used to ﬁnd small groups of descriptions that are more
similar than one would expect. The results are evaluated by having the
groups assessed qualitatively by domain experts to see whether they are
of substantive interest.
1 Introduction
The UK’s National Patient Safety Agency, or NPSA, has collected data that
describe more than three million patient safety incidents, where a patient safety
incident is deﬁned as ‘an unintended or unexpected incident that could have or
did lead to harm to patients receiving National Health Service (NHS) care’.
The incidents are extremely varied in nature, ranging from the common and
mundane to the very rare and unusual. Common incident types include events
such as patient falls, errors made when giving medication and injuries to women
during childbirth. Some of the less common incident types will already be well
known to the medical profession: for example, some patients have an allergy
to latex, and therefore latex gloves cannot be worn during operations on these
patients. Other types of incidents are less well known, and have only come to
light because of qualitative analysis of the NRLS. This analysis has allowed the
J. Gama et al. (Eds.): DS 2009, LNAI 5808, pp. 51–65, 2009.
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NPSA to issue alerts, such as [6] for example, which contains guidance on vinca
alkaloids.
The size of the dataset means that it is not possible to examine each entry
manually to try to ﬁnd these previously unknown incident types. The problem
therefore lends itself to the use of data mining techniques.
In this paper we present a method that discovers these groups of interest semi-
automatically. We model the data numerically and use an anomaly detection
algorithm to ﬁnd unexpected local clusters of similar objects. These clusters
represent the groups of interest.
2 Data
The data are stored in the National Reporting and Learning System (NRLS).
Each National Health Service (NHS) Trust in England and Wales is required
to have its own incident reporting system; the NRLS is an amalgamation of the
Trusts’ data. The Trusts have diﬀerent incident reporting systems, and therefore
the mapping between the Trusts’ variables and the variables in the NRLS is quite
complex: this leads to some NRLS variables being only sparsely populated.
The NRLS has 73 variables, most of which are categorical: there are various
incident type variables, details of the patients’ ages, the severity of the incident,
and so on.
The data are generally entered by medical professionals, most commonly doc-
tors and nurses, although midwives, ambulance drivers and other health pro-
fessionals also enter data. It is possible for patients and other members of the
public to enter data, but this is much less common. The data are often written
on paper forms which are transferred to the computer systems later by clerical
staﬀ, which can reduce the quality of the NRLS data.
One of the variables is quite diﬀerent from the others, as it allows the person
entering the data to write a free text description of the incident. This is poten-
tially a very rich source of information and is the focus of the work we present
here. There are, however, particular diﬃculties associated with the analysis of
text, both in general, and associated with this dataset in particular.
Whilst the free text is potentially very informative, problems arise because of
the freedom that the staﬀ have when entering the data, because of the range of
knowledge and experience of the staﬀ concerned, and the time they have available
to write the entries. The free text data are of extremely variable quality, as can
be seen in Table 1. The lengths of the incident descriptions vary from a single
word to several long paragraphs; this includes descriptions that are simply an
entry such as ‘xxxx’. Other descriptions are one or two words long and are not
particular informative: ‘patient fell’ is a common entry.
Spelling mistakes are very common, both those due to misconceptions of the
correct spelling, e.g. ‘recieve’ instead of ‘receive’, but also because of typograph-
ical errors. The staﬀ entering the data use many abbreviations, e.g., ‘pt’ for
‘patient’ or ‘?’ for ‘possible’. The NHS is one the world’s largest bureaucra-
cies, and has developed its own terms and conventions: the incident descriptions
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Table 1. Free Text Examples
Patient waited 48 hours or more, for surgery. 5 days
wait. #NOF.
- Enucleation of odontogenic keralocyst in maxilla
right. - Carnoy’s solution placed in cyst cavity on
ribbon gauze and irrigated. - swollen upper and lower
lip right + ? small chemical burn lower lip. Seen by
Professor.
At the start of a cardiothoracic case before
anaesthetising a patient with Dr [Staﬀ Name]
for a large cardiac case I rang blood bank to
order four units of blood for our patient . I
spoke to a lady on the phone whose name I did
not take . I explained that we were about to
start the case in theatre and she told me that
she would ring theatre 7 when the blood was
ready and we would send somebody to get it from
the fridge in blood bank . When the patient went
onto cardiopulmonary bypass she needed blood
fairly quickly when blood bank was rang then
nobody there was aware of the request and the
patient had to be given type speciﬁc blood as
no cross matched had taken place as requested .
Overcapacity - total number of babies on the unit
35 , capacity is 30 . Delivery suite aware that
NNU is closed . .
Overcapacity - total number of babies on the unit
31 , capacity is 30 . .
Pt given 2mg Lorazepam via wrong route - oral route
instead of IM . .
Pt found on ﬂoor .
Fall.
doHover(this);” onMouseOut=”doUnHover(this);”
0065956 : b Number b/span, normal time
allocated to block the list ( 1 - 1 1 / 2 hours )
was exceeded , there by emergency list was delayed .
Other specialties were updated though unhappy , i.e
. orthopaedics postponing a case .
Result not reported . - Test=GQIB . [Person name]
entered result in APEX on 26 / 04 / 05 as this was
POSITIVE raised to level Q to go to the MEDQ .
This sample was not picked up on weekly WFE as it
is written in AI test . Also WFE on Sp . Rec . do
not include lefel Q. Also report would not print .
Referred to [Person name 2] .
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include many acronyms and initialisms as well as conventions like writing ‘RIP’
for ‘death’ or ‘dead’.
The quality of the grammar is also variable, and the use of cases is unpre-
dictable: some entries are all in capitals, whilst others are all in lower case.
3 Model
The diﬃculty of the problem will be apparent from the description of the data.
This section describes our modelling approach.
One way to try to ﬁnd small groups of potential interest is to use anomaly
detection algorithms. These algorithms ﬁnd groups of points that have density
that is higher than would be expected given the background density. However,
to do this we need to place the incident descriptions into an appropriate model
space. In the following sections we develop a global, numerical model of the text.
The relative positions of the incident descriptions in the model space reﬂect as
closely as possible the meanings of the descriptions rather than simply which
words appear in them.
3.1 Vector Space Model
The basic model that we produce for the text is the well known vector space
model. Each incident description is represented by a vector of length equal to the
size of the overall vocabulary used in all of the incident descriptions. We have
been provided with samples of 25,000 incidents by the NPSA; our samples have
vocabularies of between 19,000 and 28,000 ‘words’. We remove all symbols other
than the letters ‘a’ to ‘z’, converting any upper case letters to lower case. Each
token is therefore a sequence of one or more letters. Variations such as ‘Patient’,
‘patient’ and ‘PATIENT’ are represented by a single token.
The basic datasets are therefore matrices of size 25,000 x c.20,000, or alter-
natively, the incidents are represented as points in a c.20,000 dimensional space.
Each entry in the matrix is the number of times that a particular word appears
in an incident description.
The vector space model is quick and straightforward to calculate, but there
are several disadvantages. One is that any information contained in the word
ordering is lost. Natural language involves interactions between words: there
is a diﬀerence in meaning between ‘patient fall’ and ‘patient did not fall’ that
would not be captured well by the vector space model (particularly given the
term weighting described in Section 3.2). The vector space model does not
take into account the similarities in meaning between diﬀerent words: ‘fall’ and
‘fell’ have the same root, but would be treated as separate variables in the
vector space model. Nevertheless, we use the vector space model as the ba-
sis for our analysis, noting that more elaborate versions could lead to superior
performance.
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3.2 Term Weighting
In a piece of text such as ‘patient fell on the ﬂoor’, it is clear that certain words
carry more of the meaning of the sentence than others. These words should
therefore be weighted more highly than less interesting words such as ‘the’. We
adopt the commonly used TF-IDF term weighting scheme, as described in [5].
The terms are weighted according to the frequency of their appearance in a
particular description, and their rarity over the whole sample. If the original
vector space matrix is X, with i descriptions and j variables, the TF weighted
matrix XTF will have entries,
xTF,i,j =
xi,j
xi,•
i.e., the TF matrix is the original matrix with each entry divided by the sum of
its row. This means that each document carries the same weight, regardless of
its length.
The IDF, or inverse document frequency, reﬂects the rarity of a word’s ap-
pearance. The IDF is a vector yIDF, of length j, with
yIDF,j =
1∑
i Ixi,j =0
where I is an indicator variable which takes a value of unity if a particular word
appears at least once in a description. The yIDF vector is normalised. In the
literature [4], the normalisation function used is generally the logarithm, but
in our work we have found that the square root produces superior results (see
Section 5.1).
Each column of the XTF matrix is multiplied by the square root of its corre-
sponding yIDF value, to form the ﬁnal TF-IDF weighted vector space matrix.
3.3 High Dimensionality and Dimensionality Reduction
We now have a 25,000 x c.20,000 termweighted data matrix. One approach
would be to analyse this dataset immediately to ﬁnd anomalously dense local
clusters of incident descriptions. However, high dimensional spaces behave rather
diﬀerently from lower dimensional spaces. This issue is described in depth in [2],
but in short, as dimensionality increases, the relative contrast,
C =
dorig,max − dorig,min
dorig,min
→ 0
where dorig,max is the maximum distance between any point and the origin, and
dorig,min is the minimum distance between any point and the origin. This eﬀect
means that in high dimensional spaces it is diﬃcult to discriminate between
nearest and furthest neighbours, and it is not possible to calculate a meaningful
measure of the local density of points. It is therefore not possible to ﬁnd groups
of potential interest using anomaly detection algorithms without carrying out
some sort of dimensionality reduction.
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The dimensionality reduction must reduce the model space suﬃciently that
problems caused by high dimensionality are avoided but not so much that there is
not enough information in the positions of the data points to reﬂect the meaning
of the incident descriptions. In general, the dimensionality reduction aims to
rotate the original model space in such a way that all the information is retained,
but that it is described by far fewer dimensions than the original model space.
The other, uninformative, dimensions can be discarded.
Unsupervised Methods. Unsupervised methods such as principal component
analysis rotate the data based on the inherent properties of the data. In the case
of principal components, the model space is rotated such that the dimensions
explain the variation in the data in descending order, subject to the constraint
that the variables must be orthogonal. The dimensions that explain relatively
little of the variance can then be removed.
The disadvantage of using an unsupervised method for dimensionality reduc-
tion is that although combinations of highly weighted words that appear together
frequently will be found, there is no information by which the model space can
be rotated so that incident descriptions that mean the same thing but that use
diﬀerent words will be in adjacent parts of the model space.
Even so, principal component analysis has a role to play in the dimensionality
reduction. It has been noted in [4] that dimensionality reduction of vector space
models using principal component analysis actually improves the performance of
some information retrieval systems. It might be expected that removing informa-
tion would impair performance, but it appears that using principal component
analysis can improve the model by removing noise, possibly by ﬁnding com-
binations of words that represent commonly used, meaningful constructions in
English, whilst removing combinations of words that appear together by chance
and that might produce spurious results in an information retrieval system. We
therefore reduce the dimensionality using principal component analysis before
using a supervised method.
Table 2. Categorical Variables
Variable Examples Number of
Categories
Location, Level 1 General/Acute Hospital 12
Mental Health Unit
Location, Level 2 Dental Surgery 26
Outpatient Department
Incident Category Medical Device 16
Level 1 Patient Accident
Incident Category Diagnosis - Wrong 87
Level 2 Slips, Trips, Falls
Specialty, Level 1 Surgical Specialty 16
Mental Health
Specialty, Level 2 Gastroenterology 83
Haematology
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Supervised Methods. Supervised methods such as linear discriminant anal-
ysis use external information related to the data; the rotation is carried out to
optimise some relationship between the data and this information. For example,
for linear discriminant analysis each data point is assigned a class; the model
space is then rotated such that a measure of the separation of classes is max-
imised, again preserving orthogonality between the dimensions. The dimensions
that do not separate the classes well can be discarded.
In order to carry out supervised dimensionality reduction, it is necessary for
the incident descriptions to be classiﬁed into categories; these categories must
reﬂect the meaning of the descriptions. We tried this but found that it is very
arduous to do manually, so it is fortunate that each of the incident descriptions
has been classiﬁed by the person entering the data. Six incident type variables
have been used to calculate linear discriminants; they are described in Table 2,
with examples of the entries for each variable.
3.4 Final Model
We start with a 25,000 x c.20,000 termweighted matrix. In order to make the
calculation of principal components feasible within a reasonable time-frame, and
to ﬁt in with constraints on computing power, the dataset is reduced to 5,000
dimensions. Slightly counter-intuitively we select the 5,000 variables with the
lowest values of IDF, i.e., the 5,000 most common words. Although rarer words
are proportionately more interesting than more common words, most of the
meaning of the descriptions is carried by the 5,000 most common words. There is
also the potential advantage that many of the least common ‘words’ are spelling
mistakes, and these will be removed by this variable selection. Of course, in the
case where rare words discriminate between interesting groups and the remainder
of the data, these groups will not be identiﬁed by our analysis.
Principal components are calculated. The ﬁrst 2,000 principal components
are retained, and this dataset is used to calculate linear discriminants, using
the six diﬀerent categorical variables described in Table 2. The ﬁrst 15 linear
discriminants are selected as the ﬁnal model for analysis using anomaly detection
tools, unless there are fewer than 16 classes for the categorical variable that is
being used, in which case all of the linear discriminants are used. The ﬁnal
datasets are therefore generally 25,000 x 15 matrices.
4 Anomaly Detection
We use an anomaly detection tool called PEAKER, which is described in depth
in [1] and [7].
We calculate a relatively simple measure of the density at each point x,
fˆ(x) = fˆ(x;K) =
⎡
⎣ 1
K
∑
i∈{N}
d(x,xi)
⎤
⎦
−1
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where
{N} = {x : x ∈ N(x;K)}
i.e., N is the set of K nearest neighbours to x. The smoothing of the density
estimate can be varied by increasing or decreasing the value ofK. Any measure of
distance can be used to calculate d(x,xi): the Euclidean or Manhattan distance
metrics are two well-known options (the choice of distance metric has an eﬀect
on the relative contrast described in Section 3.3)
The PEAKER algorithm is based on the concept of peaks, deﬁned as points
with a higher density estimate than a number of their nearest neighbours. A
point is deﬁned as a peak with M(xi) = m iﬀ
fˆ(xi) > fˆ(xj), ∀xj ∈ Nm(xi)
and
fˆ(xi) ≤ fˆ(x(m+1))
where Nm is the set of m nearest neighbours to xi, and x(k) is the kth nearest
neighbour to xi. The value (m + 1) therefore describes the size of the group.
The group of potential interest which will be returned to us by the algorithm
comprises the peak, xi and its m nearest neighbours, Nm(xi).
Minimum and maximum values of M are set. Values of mmin = 5 and mmax
= 99 were set following discussions with the NPSA about appropriate group
sizes.
For samples of 25,000 incidents, around 150 to 250 peaks are generally iden-
tiﬁed, although for one sample 850 were found.
5 Assessing Results
Given the nature of the problem, the results must be assessed qualitatively; this
presents some challenges. The results are only useful if they allow the NPSA to
create advice and instructions to send to Trusts. However, the NPSA has only
limited resources to assess the results; furthermore, they will be discouraged
if the results turn out to be predominantly or uniformly incoherent or unin-
teresting, and there is a risk that they would abandon a type of analysis that
is experimental and unfamiliar to them. We therefore need to ensure that the
results that they are presented with are limited in quantity and of a certain
quality.
We have more time available than the NPSA to assess the quality of the results
and ﬁlter out uninteresting groups. However, we have much less knowledge of the
subject matter, and can only use our general knowledge and common sense. This
will limit the quality of our ﬁltering process. In addition, due to the number of
diﬀerent parameters that can be varied in modelling the data, we cannot possibly
assess the results for all of the combinations manually; we therefore need to ﬁnd
a quantitative measure that we can calculate and assess quickly, which acts as a
proxy for the quality of the peaks.
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These issues are likely to be encountered in most data mining projects, where
the results can only be assessed subjectively by the third party who owns the
data, but who may have only a limited amount of time to assess the results, and
may not in fact know a priori what information they are expecting or hoping
for from the data.
Our process for assessing the data has three stages. Firstly, given that there
are many diﬀerent parameter combinations that can be used in the model build-
ing process, the volume of results produced is very large. A quantitative proxy
measure of model quality is used to ﬁnd the combination of parameters that pro-
duces a model of the text that most closely reﬂects the meaning of the incident
descriptions.
The number of groups produced by PEAKER for these parameter combina-
tions is still too great for them to be sent to the NPSA. The results are assessed
qualitatively, and those groups that are clearly incoherent or uninteresting are
discarded. This ﬁltering method is the second stage in the process.
Finally, groups that appear to be of potential interest can be passed to the
NPSA for a ﬁnal assessment. The NPSA’s medical experts examine the groups:
if they ﬁnd any of the groups to be interesting, the NPSA will be able to draft
advice and instructions to NHS Trusts.
5.1 Proxy Measure
The proxy measure is based on the following assumption. If PEAKER can be
used to identify known groups of incidents from within a larger random sample
of incidents, this provides evidence that the model is of a higher quality than
one where the known groups cannot be found, i.e., that incident descriptions
that mean the same thing but that use diﬀerent vocabulary should be in close
proximity in the model space.
Speciﬁcally, what was done was to take a random sample of 3,000 incidents
from the low dimensional representation of the 25,000 incident dataset. The
positions in the model space were then calculated for seven known groups. These
groups are described in Table 3.
The groups were provided by the NPSA, who had found them during man-
ual analysis of the NRLS. The ﬁnal datasets were therefore low dimensional
representations of 3,419 incidents. PEAKER was used to ﬁnd groups of
Table 3. Known Groups of Incidents
Type Of Incident Code Size
Anaesthetics An 100
Chest drains Ch 7
Latex Lt 7
Methotrexate Mt 5
Obstetrics Ob 100
Self harm Sl 100
Sexual safety Sx 100
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potential interest in these datasets. We deﬁned a known group as being found if
the following conditions were met:
– A group was identiﬁed that contained at least six incidents
– At least 50% of the incidents in the identiﬁed group came from the known
group
– There were more incidents in the identiﬁed group from that known group
than any other known group
These ad-hoc conditions appear to produce satisfactory results.We used the proxy
method to compare the large volumes of results using diﬀerent parameter settings.
These include, for example, models calculated using diﬀerent types of supervised
dimensionality reduction, or anomaly detection using diﬀerent values of theK pa-
rameter in PEAKER. Table 4 shows the results using two diﬀerent normalising
functions to calculate the IDF term weighting. The upper half of the table shows
whether the known groups can be found (denoted by a tick), using the square root
as the normalising function (see Section 3.2). The lower half of the table shows the
results for the logarithm. It can be seen, for example, that the known groups in-
volving latex, obstetrics, self harm and sexual safety were found using the square
root for normalisation and variable 6 for dimensionality reduction. These results
may be compared with those for normalisation using the logarithm (and variable
6 for dimensionality reduction), where no known groups were found.
5.2 Manual Assessment
Once these optimal parameter settings had been found, analysis was carried out
on six datasets that are known to be of particular interest to the NPSA. These
are:-
– Medical Devices (Med)
– Surgical Speciality (Sur)
– Treatment Procedure (Tre)
– Diagnostic Services (Dia)
– Accident and Emergency (AE)
– Incidents Involving Death or Severe Harm (DS)
The analysis proceeded as previously, with a low dimensional numerical repre-
sentation of the text calculated and PEAKER used to ﬁnd groups of potential
interest. We then placed the groups into four broad categories, to reduce to a
reasonable number the groups that are passed to the NPSA, and to create a
numerical measure of the quality of the results. These are:
– A : coherent, and using varying vocabulary
– B : coherent, potentially interesting but using similar vocabulary
– C : coherent, but already known and using similar vocabulary
– D : incoherent
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Table 4. Comparison Of Normalisation Functions Using Proxy Measure
Variable
Groups
An Ch Lt Mt Ob Sl Sx
√
1 ✖ ✖ ✖ ✖ ✔ ✖ ✔
2 ✖ ✖ ✔ ✖ ✖ ✖ ✔
3 ✖ ✖ ✔ ✖ ✔ ✔ ✔
4 ✖ ✖ ✖ ✖ ✖ ✖ ✔
5 ✖ ✖ ✔ ✖ ✔ ✖ ✔
6 ✖ ✖ ✔ ✖ ✔ ✔ ✔
Log
1 ✖ ✖ ✖ ✖ ✖ ✖ ✖
2 ✖ ✖ ✖ ✖ ✖ ✖ ✖
3 ✖ ✖ ✖ ✖ ✖ ✔ ✔
4 ✖ ✖ ✖ ✖ ✔ ✔ ✔
5 ✖ ✖ ✖ ✖ ✖ ✖ ✖
6 ✖ ✖ ✖ ✖ ✖ ✖ ✖
Table 5. Numbers Of Incidents Filtered Into Each Category By Manual Assessment
Category Variable
Datasets
Med Sur Tre Dia AE DS
A
1 8 0 28 58 1 17
2 52 24 14 35 7 36
3 X 97 X 71 106 64
4 48 109 70 139 152 89
5 66 X 42 X X 57
6 70 39 83 81 X 65
B
1 0 0 0 0 0 0
2 0 0 0 3 0 0
3 X 0 X 6 0 0
4 0 0 4 2 0 0
5 0 X 0 X X 0
6 0 0 0 0 X 0
C
1 8 65 58 102 20 12
2 14 85 76 77 31 18
3 X 180 X 130 111 53
4 13 162 83 181 75 66
5 19 X 90 X X 32
6 7 113 83 111 X 29
D
1 134 204 141 125 171 121
2 25 72 54 94 85 56
3 X 13 X 15 12 28
4 802 48 45 21 42 54
5 36 X 49 X X 52
6 67 56 39 95 X 84
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Coherence was assessed subjectively: the descriptions in a group must describe
roughly the same type of incident. Clearly we do not understand some of the
medical terminology, so in the case of any doubt over the general meaning of
the description (which is actually relatively rare) we erred towards placing the
groups into the highest plausible group.
‘Using the same vocabulary’ means that the groups used either identical or
very similar language in their incident descriptions, e.g., a group of 20 incidents
with ‘patient fell’ as their description, or a group of 15 incidents all using a Trust’s
proforma description of a breach of EU blood transfusion guidelines. These types
of incident descriptions are deemed to be less interesting than those that use
varied vocabulary. The numbers of groups placed into each category for each of
the datasets are as shown in Table 5 (where an ‘X’ is shown, all of the incidents
in the sample are classiﬁed into the same class). For example, for the Medical
Devices dataset, using categorical variable 6 (see Table 2) to calculate linear
discriminants, 70 groups were coherent and used varying vocabulary, whilst 67
were clearly incoherent.
Looking at Table 5, we can see that some of the datasets produce results of far
higher quality than others. For example, the model produced using categorical
variable 1 for the Accident and Emergency dataset contains only one coherent,
potentially interesting group; using categorical variable 2 only produces seven of
these groups. The number of incoherent groups found for these models are 171
and 85 respectively. However for medical devices using categorical variable 2, 52
out of 91 (57%) of the groups found are coherent and potentially interesting.
The results of Tables 4 and 5 show some similarity: for example the models
based on categorical variable 1 produce lower quality results than those based
on categorical variable 3. This similarity between the results is reassuring as
it provides us with evidence that the assumption that we made for the proxy
measure is correct; i.e., that the number of known groups found is related to the
overall quality of the model.
An example of one of the groups found in the Surgical Specialty sample is
shown in Table 6. This group is a set of incidents where a problem with a lack of
notes has had an eﬀect on a medical procedure. It can be seen that the incidents
have similar meaning, but for example, the second incident does not include the
word ‘notes’ (‘noted’ is an entirely separate variable), and the descriptions use
diﬀerent words to refer to the medical procedures: ‘surgery’, ‘theatre’, ‘surery’,
‘endoscopic procedure’ and so on.
Many of the other groups that are found using our analysis are similar, in
that the incident descriptions comprising the groups mean similar things, but
use diﬀerent language to describe them. We have therefore achieved one of the
major aims of our project, which is to produce a global, numerical model of the
free text incident descriptions, such that text that means the same thing but
uses diﬀerent vocabulary will be in the same part of the low dimensional space.
We have also developed a method by which manageable quantities of high
quality information can be passed to the NPSA, but where we can also examine
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Table 6. Group Of Incidents Identiﬁed From Surgical Specialty Sample
Patient coming for surgery 2 / 2 / 06 .
Notes missing . Rang 4987 , last dept to
have notes . Notes had been sent in post
31 / 1 / 06 , didn’t get to Eye Unit until
late afternoon 2 / 2 / 06 . Patient surgery
cancelled for 2 / 2 / 06 , no notes .
2 diﬀerent case sheet numbers for patients
with same name and same consultant . Wrong
number on list for patient in theatre .
Problem noted when getting blood .
Pt planned to go on trauma list , all prepared
as per protocol . Pt notes had been requested
but not available for anaesthetist . Admissions
and medical records aware of urgency for notes .
Theatre cancelled in view of medical history
and no notes available .
Patient taken to theatre for surery on morning
list . ODP noticed that another patient labels
were enclosed in the notes .
Patient admitted for surgery 10 / 8 / 06 ,
preassessed at Hartlepool , notes were then put
in for transfer and booked to ward 28 , notes
never arrived , unable to ﬁnd them anywhere ,
patient surgery cancelled .
Above patient arrived on unit for an endoscopic
procedure . When checking notes it was found
that the patient had been sent to us with another
patients notes . Ward informed and correct notes
brought down .
Notes and theatre list for tomorrows list sent
from SJUH . On checking list and notes the name
and unit number on list did not match one of the
sets of notes . On further investigation the name
and procedure on the list were correct but the unit
number and date of birth were for another patient .
The notes sent were for this patient but were not
for the named patient on the list and needed a
diﬀerent procedure .
many diﬀerent types of models using various parameter combinations, in order
to optimise our results.
5.3 NPSA Assessment
The groups placed into category A were then sent to the NPSA. Medical experts
examined and commented on each of the groups. Two examples are:
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– ‘all patient to patient aggression’
– ‘falls - might be clever little sub-theme of falls out of doors’
This process took several days, and was followed by meetings with the experts.
Their feedback is encouraging: around 80% of the groups were found to be coher-
ent, and represent information that had already been extracted from the NRLS
by the NPSA. The reviewers state that it would be unlikely that novel group of
incidents would be discovered in our samples. This is partly because relatively
few truly novel incidents are present in the NRLS, and partly because similar
samples from the same areas of the NHS had already been analysed manually.
However, some of our groups would not have been known about before the man-
ual analysis work, suggesting that the algorithm would be useful for analysing
less well known groups of incidents.
The algorithm is also good at breaking the samples down into themes: the
groups describe the main themes found in previous manual thematic analysis of
similar data samples. It is possible that our algorithm could be used to avoid
much of the laborious manual work involved in this analysis.
Following this pilot study, the NPSA is considering ways in which the algo-
rithm could be used in its everyday work.
6 Discussion and Future Work
We have developed a model that will allow groups of free text descriptions that
mean the same thing but use diﬀerent vocabulary to be found using an anomaly
detection algorithm. It appears that using a relatively simple model without
sophisticated natural language processing can produce high quality results.
The use of categorical variables to calculate linear discriminants takes advan-
tage of the fact that large numbers of people have entered the data. For example,
if it is assumed that it takes 30 seconds to categorise an incident into the six
categorical variables described in Table 2, it would take 210 hours of (tedious)
work to replicate this information for a sample of 25,000 incidents. However, this
information is not ideal for our purposes: the categories tend to be more general
than the groups that we are looking for, and groups of interest can cut across
locations or specialties. The use of categorical variables to calculate linear dis-
criminants is merely one way to calculate a mapping from the high dimensional
vector space model to a lower dimensional representation.
Work that we are carrying out at present aims to produce a low dimensional
representation for a training set that reﬂects the meaning of the incidents, based
on elicited information; an optimal mapping between the high and low dimen-
sional spaces can then be calculated and applied to a larger sample. To create
the low dimensional representation of the training set we present trios of inci-
dent descriptions to a user, who chooses the incident that is the most dissimilar
of the three. This process is carried out repeatedly, until suﬃcient information
has been obtained. This information can be used to create a distance matrix be-
tween incidents, which can be used to create the low dimensional representation.
Alternatively, trios of individual words can be used to create an ontology.
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There are many other variations that could be examined: we could use natural
language processing techniques to create a more sophisticated model of the text.
For example, tagging the words with their parts of speech would disambiguate
between homonyms. Given the variable quality of the data, pre-processing using
a spellchecking algorithm might improve the data. There are many types of
supervised dimensionality reduction, or we could even discard the vector space
model and devise an entirely new basic model.
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