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Preface 
 
The international Field Robot Event was launched in 2003 at the University of Wageningen 
(Netherlands) by Professor Müller, who now teaches at the University of Hohenheim. It 
was launched with the aim to inspire students for agricultural developments. Since then 
this event has developed to an international platform for students and experts to share 
knowledge across disciplines and to gain experience in the field of robotics.  
 
After its establishment in 2003, the Field Robot Event was held again in 2004, 2005, 2007 
and 2009 in Wageningen. In 2006 it was organised for the first time at a different venue, in 
this case at the University of Hohenheim and 2008 at the University of Applied Sciences 
Osnabrück. In 2007 the original competition in Wageningen was extended by a pupil com-
petition, in order to introduce the younger generation to this topic. This was then taken up 
by Professor Ruckelshausen in Osnabrück in 2008 and since then it has established itself 
firmly. Last year both competitions were organised in Braunschweig by the Institute of 
Agricultural Machinery and Fluid Power at the Technische Universität Braunschweig. 
 
I would like to thank the staff of the Johann Heinrich von Thünen-Institut (vTI) for giving us 
the opportunity to use their premises and assisting us with the organisation of the event. 
 
Quite particularly I would like to thank the nearly 20 teams from six countries who took part 
in the event. There were more than 130 enthusiastic students, pupils and professionals. 
This was the highest number of participants in the history of the FieldRobotEvent and we 
were very glad to welcome them in Braunschweig. 
 
 
 
Prof. Dr.-Ing. Dr. h. c. Hans-H. Harms 
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Partners 
Special thanks to the partners of the event and especially to the vTI for making available 
the infrastructure. Without that support it would certainly not have been possible to align 
the event in Braunschweig. Thanks also to the many not directly referred supporters of the 
event, be it for creating the maize rows and maintenance of green areas, the installation of 
internet access and energy supply as well as support and advice in setting up the event. 
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Sponsors 
Last but not least, have many thanks to all sponsors who supported the event financially. 
Without your support it wouldn´t have been possible to organize such a nice event: 
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Statements from the jurys point of view about fieldrobotics 
Before the event, we have asked the jury to give us some statements from their ponit of 
view about fieldrobotics. Some of these questions and opinions were also taken up during 
the event and discussed. In the following these are now once again listed briefly. 
 
Prof. Dr. Joachim Müller, Universität Hohenheim 
 
1. What are the origin and the initial objectives of the Field Robot Event? 
 
Origin of the FRE is Wageningen University, were as a freshly arrived professor I got the 
task from the Rector Magnificus to attract more students for Agricultural Engineering. A 
group of our Wageningen AgEng students won the ‘Award for Young Engineers’ at the 
CIGR-conference in Budapest with a remote controlled camera eyed robot. We decided to 
use this impetus and extend the activities to further universities and started the first FRE in 
2003. Objective was hands-on education.  
 
2. Besides the FRE, what is “state of research” in Field Robotics? How much 
time will it take, until the first commercially distributed agricultural system 
will be established? 
 
First commercial systems are already established in form of milking robots. Those are 
stationary robots, working under controlled in-door conditions. Out-door conditions are 
much more challenging. Research is ongoing on robots for orchard spraying, weeding and 
fruit and vegetable harvesting. A commercial filed robot for plant rating was presented on 
Agritechnica 2009 by Amazonen-Werke. 
 
3. What are the main challenges at the current state of research? Why does it 
still last time, until systems will be accomplished competitive to manual solu-
tions?  
 
Precise navigation in centimetre-precision under out-door conditions is still challenging. 
dGPS-navigation is still too expensive in relation to the small working width of field robots. 
Field robots are small (and presumably will stay small) because of safety reasons. Acci-
dent prevention of autonomous vehicles will remain a challenge. Here the multi-sensory 
system and brain of humans is unrivalled. However, certain tasks can be better done by 
robots than by humans, e.g. optical and sonic sensing tasks in infra- and ultra-spectral 
ranges.  
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4. In further future, which kind of areas will be carried out under usage of these 
systems? Are there already agricultural disciplines/areas, where field robots 
are in use? 
 
Most promising areas are operations with following requirements and characteristics: small 
vehicles sufficient or even preferred (sub-canopy, low soil compaction), 24h-operation, 
repeated standards actions, harmful or tiring for humans, hyper-spectral sensing. There-
fore, typical operations will be data collection, weeding, spraying, fruit harvesting. 
 
5. Will people become unemployed due to our work? 
 
Robots are doing that kind of work that humans don’t like to do. For example for mechani-
cal weeding it is difficult to find personell. New employment is created by development and 
production of robots, as well as by supervision of swarming robots during field operation. 
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Dr.-Ing. Josef Horstmann, Management Maschinenfabrik Bernard Krone GmbH 
 
1. From the industry’s point of view, what future potential lies in the area of field 
robotics?  
 
From our point of view it is very important to develop robots for testing different jobs. There 
will come up new things, jobs and systems for robots in the future. Before there are solved 
a lot of issues (technical and security) 
 
2.  What is industry’s intention in keeping track of the Field Robot Event? Do 
you expect new ideas or new technological impulses out of the Field Robot 
Event? 
 
Yes we are expecting new technologies and sensor impulses out of these Events. Some of 
the new developments can be used later in existing machines f. e. to improve comfort or 
data management systems 
 
3.  Are there current industry driven projects in the area of autonomous field ro-
botics, or is this area limited to (universities’) research? 
 
For the future this will not only be limited for the universities. The first autonomous tractors 
are already in the field in a test modus. But as in Q. 1 many things have to be solved first. 
 
4.  How long will it take from your point of view, until the systems are ready for 
production? And what abilities are mandatory for the users to make these 
systems run properly? 
 
The safety issues are most important. So it is not possible today to say when the issues 
are solved. I think it will take another five years. 
 
5.  Which kind of challenges have to be taken on, until autonomous systems will 
work in our fields? 
 
First we have to develop sensor systems f. e. cameras that are save enough to let an 
autonomous machine out into a field. Parallel do we need different or new laws to allow 
machines driving without the driver in the cab. 
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Dr.-Ing. Jens Möller, Management CLAAS Agrosystems GmbH & Co. KG 
 
1. From the industry’s point of view, what future potential lies in the area of field 
robotics? 
 
Until now costumers have pushed for larger machines, to gain efficiency, but we are 
reaching the limits of this path. At CLAAS we believe autonomously operating vehicles and 
close integration with implements to be the next big step for higher work quality, efficiency 
and lower emissions, pushing agriculture towards a more sustainable and energy efficient 
production. 
 
2. What is industry’s intention in keeping track of the Field Robot Event? Do you 
expect new ideas or new technological impulses out of the Field Robot 
Event? 
 
 
The Field Robot Event is an on field demonstration of the latest research within field robot-
ics, and as such, it is a good way to keep track of the advances within this important area. 
Also, the event provides the opportunity to spot when it is the right time for the industry to 
adopt the research and initiate technology projects within our company. Also the many 
talented students participating, provides an opportunity for recrouting new employees. 
 
3. Are there current industry driven projects in the area of autonomous field ro-
botics, or is this area limited to (universities’) research? 
 
The technologies involved in autonomous field robotics are developing very fast. In order 
to explore the real potential of the different advanced technologies, seen from a commer-
cial or industrial point of view, it is necessary for the industry to run its own projects. Within 
the last decade auto-steering systems have emerged as an important technology step, 
both easing operation of the large high capacity farm machines and also leading to in-
creased productivity. Today’s auto-steering systems are primarily based on GPS solutions 
like the CLAAS GPSPilot. Even though the GPS technology has been subject for exten-
sive research, CLAAS and in general the whole industry, are constantly researching this 
area as part of both internally and externally funded research projects. Key driver in the 
field robotic projects are close "integration" of technologies; both within the vehicle / im-
plement and to/from remote information systems. 
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4. How long will it take from your point of view, until the systems are ready for 
production? And what abilities are mandatory for the users to make these 
systems run properly? Which kind of challenges have to be taken on, until au-
tonomous systems will work in our fields? 
 
It is hard to say exactly how many years will elapse before we see fully autonomous field 
machines in production, as many issues still need research. To take the next step from 
auto-steering to more autonomous operation, will require new solutions to especially the 
issues of environment understanding and various safety aspects. 
The requirement for a cognitive system, able to “see” and interpret the ever changing 
natural surroundings on the field and to produce a suitable intelligent reaction, is a major 
challenge ahead of us.         
Another challenge will be the system reliability, as there is no one on-board to help if a 
break-down occurs or the system encounters operational problems that might cause dam-
age to e.g. the crop. Supervisory systems, for reliable monitoring of the actual on board 
quality crop production, is today in a very early phase. Without such a reliability monitoring  
 
systems, the market acceptance of an autonomously operated vehicle will likely be very 
low. Today’s systems thus leave the driver to take care of unforeseen events e.g. safety 
aspects, and thus much is still to be developed before autonomously operating field vehi-
cles can be broadly implemented.   
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Prof. Dr.-Ing. Walter Schumacher, Institute of Control Engineering, TU BRaun-
schweig 
 
1. What are the pro’s and con’s of the Field Robot Event from the educational 
perspective? 
 
Events like this one provide a strong motivation for students to solve real world problems 
by extending their professional knowledge. They immediately see the results of their ef-
forts and get feedback from their design decisions. The problems to be solved are far from 
trivial, being only slightly simplified by the clear rules of the contest. Students usually in-
vest much time in preparation of the contest, which might be in conflict with the progress of 
their studies. But the experience gained will prove (will be) a great benefit for their whole 
life. 
 
2. What do you think about the knowledge transfer from field robotics into other 
disciplines, such as yours? Can it be compared to the “Carolinchen”-
Challenge (Carolo-Cup)? 
 
The tasks that have to be accomplished can be divided into several application areas, 
such as cognition of the environment, path planning, motion control of the vehicle. These 
are quite common in many scenarios: autonomous driving of large as well as small cars or 
navigation of automated guided vehicles on the factory floor. But these are only the nar-
rower technical aspects. The students also learn a lot of soft skills like the approach of 
solving engineering problems and cooperation in a team. 
 
3. What potential does the Field Robot Event have for students / semi-
professionals / professionals?  
 
The rapid development of electronics and computers makes especially students apply the 
latest technology in their projects. They are more likely to try new approaches and deviate 
from well trodden trails than long serving professionals, who did similar tasks before. So  
 
there are strong benefits from contests like this one for the whole community, students and 
professionals alike. 
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4. For Braunschweig, being one of the locations of the Automotive Research 
Centre of Lower Saxony (NFF), and for the University of Braunschweig: what 
kind of sustained success can be achieved in holding the FRE2010? 
 
This event is another contribution to promote Braunschweig and its Technische Universität 
and the Automotive Research Centre of Lower Saxony in public awareness as a key loca-
tion for the research in vehicle technology. I see the FRE2010 well in line with a number of 
past and current projects as the project Auonomes Fahren 1996-99, the team Carolo tak-
ing part in the DARPA Urban Challenge in 2007 and the yearly Carolo Cup as a student 
contest.  
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 Contest information 
Below you will find the rules of the Field Robot Event 2010 (as of June 7, 2010). Any sub-
sequent changes are available on the website www.fieldrobotevent2010.de. 
 
Task 1: “Basic” 
Within three minutes the robot has to navigate through long curved rows of a maize field to 
cover as much distance as possible. On the headland it has to turn and return in the adja-
cent row. There will be no plants missing in the rows. This task is all about accuracy and 
smoothness of operation within the rows. The headland turning is not as important as in 
the last year’s events.  
 
Figure 1: Task 1 "Basic" 
Assessment: 
1. The distance travelled in 3 minutes is measured. If the end of field is reached within 
this time, the total time counts. Distance and time are observed by officials. 
2. Touching the robot within the rows results in a penalty of 5 metres (per touch). The 
number of touches is counted by the officials. 
3. A manual intervention at the end of a row to help the robot entering the next row will 
be punished with a penalty of only 2 metres. 
4. Destroying a plant (e.g. kinked maize stem) results in a penalty of 1 metre (per 
plant). The officials will decide whether a plant is broken or not. 
5. Distance and time results in a team ranking. 
6. The overall points for the Field Robot Event 2010 Champion will be given as follows 
(similar to Formula1 point system): First place in this task: 10 points - Second place: 
8 points - Third place: 6 points - …5-4-3-2-1-1-1-1… points. Not participating in this 
task results in 0 points. 
http://www.digibib.tu-bs.de/?docid=00041345 07/10/2011
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 Task 2: “Advanced” 
The robot should cover as much distance as possible within 3 minutes while navigating 
between straight rows of maize plants. It should be able to follow a certain pre-defined 
pattern over the field. At various places in the maize field, plants will be missing in either 
one or both rows over a length of maximally 1 metre. The headland border may not be 
perpendicular to the crop row orientation. The difference in length of two subsequent rows 
will be less than 1 metre. A headland of only 1.5 metres will be available for turning (see 
assessment 4). 
 
Coding of the row-pattern through the maize field is done as follows. S means start, L 
means left-hand turn, R means right-hand turn and F means finish. The number before the 
L or R represents the row that has to be entered after the turn and the single number 0 
means return in the same path. So, 2L means: enter the second row after a left-hand turn. 
3R means: enter the third row after a right hand turn. The row shown in figure [coming 
soon] is coded as follows: S - 4L - 0 - 3L - 3R - 1R - 3L - 1R - F. 
 
The code of the pattern is made available to the competitors 10 minutes before the start of 
the competition without having the opportunity to test it in the maize rows. 
 
Figure 2: Task 2 "Advanced" 
 
Assessment: 
1. The distance travelled in 3 minutes is measured. If the end of field is reached within 
this time, the total time counts. Distance and time are observed by officials. 
2. Touching the robot results in a penalty of 5 metres (per touch). The number of 
touches is counted by the officials. 
3. If the robot enters the wrong row after the headland turning, it results in a penalty of 
5m. The penalty for any interaction during the headland will be 8m. Anyway the ve-
hicle must be set into the correct row by hand if the headland turning was not suc-
cessful. 
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 Proceedings of the FieldRobotEvent 2010 
17 
Contest Information 
 
 4. Crossing the headland boundary located at the end of the rows by a distance of 
more than 1.5 metres or twice the length of the robot results in a penalty of 5 metres 
per crossing; number of crossings are counted by officials. 
5. Destroying a plant (e.g. kinked maize stem) results in a penalty of 1m (per plant). 
6. Distance and time results in a team ranking. The following sequence for the overall 
points for the Field Robot Event 2010 is used: 10-8-6-5-4-3-2-1-1-1-1… Not partici-
pating in this task results in 0 points. 
 
 
Task 3: “Professional” 
The “Professional Task” consists of two subtasks. First the teams will have to demonstrate 
their weed handling device and explain to a jury and the audience how it works. Afterwards 
they have to demonstrate their weed detection system. 
 
Subtask 1: “Weed-Handling-Device”-Demonstration 
The teams have to present a weed handling device. Within a 5 metres long straight maize 
row they have to prove its functionality as well as its efficiency. 
Every team can use its own type of weed with a self defined shape and colour. The weed 
will be placed by the jury in between the maize plants either on the left or the right side of 
the row. The jury will judge the function as well as the efficiency of the device. A realistic 
type of weed as well as an economic and ecological extinction device will be honoured by 
the jury. 
 
Subtask 2: “Weed-Detection”-Demonstration 
The robot should cover as much distance within 3 minutes while navigating through 
straight rows of maize. Between the maize plants randomly distributed artificial weeds 
have to be detected. Plastic flowers will be used for the weeds (details following soon). 
The successful detection has to be characterized by an audible or visual signal. Additional-
ly it must be shown on which side of the row the weed has been detected. It is not required 
to ‘handle’ the weed if you do not want to. Anyway you will not get additional points for a 
‘extinction action’. 
At the headland the robot has to do a headland turn and return in the next row. In between 
the first 2 metres at the beginning of each row there can be an obstacle within the rows 
(e.g. an additional maize plant). In this case the robot has to leave the row and enter the 
next row. 
In this part there will not be any jury points. Only the “hard facts” will be scored by the 
officials. 
Update: 
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 The ratio of correct detections - correct position as well as correct side - to false detections 
will be multiplied by the travelled distance (minus penalty meters) and added as bonus 
meters.Example: Ten plants counted but only five correct detections - Ratio: 0.5. The 
travelled distance (minus penalty meters) is 20m. This results in an overall distance of: 
20m + 20m * 0.5 = 30m. 
 
Figure 3: Taks 3 "Professional" 
Assessment: 
1. “Weed-Handling-Device” – Demonstration 
a. The jury ranks all robots at the end of the extinction device demonstration 
subtask. The points for this subtask are based on ranking number. The fol-
lowing sequence is used: 10-8-6-5-4-3-2-1-1-1-1… 
b. If the control device does not work during the first run, the team will get one 
additional chance after all the other robots. 
c. A realistic type of weed as well as an economic and ecological handling de-
vice will be honoured by the jury and result in a better ranking. 
 
2. “Weed-Detection” – Demonstration 
a. The distance travelled in 3 minutes is measured. If the end of field is reached 
within this time, the total time counts. Distance and time are observed by of-
ficials. 
b. Touching the robot results in a penalty of 5 metres (per touch). The number 
of touches is counted by the officials. 
c. A manual intervention at the end of a row to help the robot entering the next 
row will be punished with a penalty of 8 metres. 
d. Destroying a plant (e.g. kinked maize stem) results in a penalty of 1 metre 
(per plant). 
e. Distance and time results in a team ranking. The following sequence is used: 
10-8-6-5-4-3-2-1-1-1-1… 
 
3. The points from both subtasks will be added. If two teams have the same number of 
points, the team with the better detection device (subtask 2) will be ranked higher. 
4. The following sequence for the overall points for the Field Robot Event 2010 Cham-
pion is used: 10-8-6-5-4-3-2-1-1-1-1… Not participating in this task results in 0 
points. 
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 Task 4: “Cooperative Challenge” 
Cooperation between one or more robots has to be demonstrated. There is no given task 
the robots have to fulfil. The robots can drive, fly or even swim (if it is raining cats and 
dogs). The application should have an agricultural background and has to be shown on the 
field. 
 
To enforce the exchange between all participating teams, the jury points will be multiplied 
by a factor. If a single team or two teams from the same university / city show(s) their co-
operating idea, the jury points will be multiplied by 1. Teams from different cities within the 
same country will get their points multiplied by 1.5. For cross-country cooperation the 
points will be multiplied by 2. No more than two teams should cooperate. The teams have 
to find cooperating partners on their own (e.g. teams from older events). 
 
The teams have to submit a paper before the event starts (not more than one page) to 
inform the jury as well as the audience about their idea.  
 
Assessment: 
1. The jury ranks all the robots after the performance of all teams. 
2. The idea and the quality of the demonstration are most important. 
3. This task is optional and will be awarded separately. There will be no overall points 
for the Field Robot Event 2010. 
 
 
Task 5: “Freestyle” 
Robots are invited to perform a free-style operation on the field. Fun is important in this 
task as well as an application-oriented performance. One team member has to inform the 
jury and the audience about the idea. 
 
Assessment: 
1. The jury ranks all the robot performances at the end of the task. 
This task is optional and will be awarded separately. There will be no overall points for the 
Field Robot Event 2010. 
http://www.digibib.tu-bs.de/?docid=00041345 07/10/2011
   
 Proceedings of the FieldRobotEvent 2010 
20 
Contest Information 
 
 
Additional Task Information: 
• Unlike the last years, there won’t be any jury points for the basic, advanced and 
professional1 tasks. Only the “hard facts” will be considered by the officials. 
• During the tasks the robots will have to wait in a Parc Fermé, so that no further test-
ing or modification is possible. Between the tasks there will be a 10 minute break for 
the teams to prepare their robots for the next challenge (change batteries, etc.). 
• From the moment a robot is given permission to start, it must start within one mi-
nute. If the robot doesn’t start within this time, it has one more chance to start after 
all other teams. If it does not start within one minute for the second time, the robot is 
disqualified for that task. 
• Large robots and/or robots with a probability of destroying the field will always start 
at the end of the task (after all second chances restarted again). 
• There will be an award for the first three ranks of each task. The basic, advanced 
and professional tasks together will yield the overall winner of the Field Robot Event 
2010. 
• If two or more teams have the same number of points for the overall ranking, the 
team with the better placements during all three tasks will be ranked higher. 
For the first three disciplines it is not allowed to use GPS (or rather GNSS). It is allowed 
only for the cooperating as well as the freestyle task. 
Before the start every team has to explain to the officials, which kind of hardware they are 
using. If they are using simple hardware (e.g. infrared or ultrasonic distance sensors com-
bined with cheap microcontrollers) instead of high end equipment (e.g. embedded PCs, 
laser range finder), they will get 6 additional points. For a medium complex solution 3 
additional points will be given. 
                                            
1 Only the weed killing device will be judged by the jury (see task 3). 
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Robot Information 
  
University of Tehran 
AbuRoBo Field Robot Team 
 
Sina Valizadeh, Seyed Vahid Mirnezami, Nastaran Rezaei 
Supervisor: Akbar Arabhosseini  
Agrotechnology Departement, College of Abouraihan, University of Tehran, Iran 
* Corresponding author: College of Abouraihan, University of Tehran, P.O.Box 11365-4117 - Tehran – 
Iran Tel:+98 292 30 40 614; fax: +98 292 30 40 730; email: sinav558@yahoo.com  
 
Abstract 
The AbuRoBo team was established in 2008 by a group of four B.Sc students in the field 
of agricultural technology in College of Abouraihan, University of Tehran. The team’s aim 
was to design and build a simple robot using low cost sensors and aluminum chassis and 
rubber track which is applicable in farms. The second version of the robot was built coming 
with fiberglass chassis and again rubber track in 2010 but the navigation system was 
based on image processing. The robot is able to follow the defined color and react to cer-
tain colors. 
 
1. Mechanics 
The chassis was made of fiberglass to provide low weight, high stiffness and adequate 
rigidity. Since a laptop is embedded on the robot, the mechanics has to provide sufficient 
rigidity and high stability, therefore an innovative suspension system was developed. The 
main advantage of this method is that the suspension stiffness can be adjusted by easily 
moving springs acting point. The track method had many difficulties which was hard to 
come along with the system so we also tested the wheels which were taken from RC car. 
The chain track and rubber track were studied to find out which one is more applicable and 
useful in this case. The traction of the rubber track was checked doing lots of tests. The 
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 final decision was made to use rubber track on the robot according to high traction using 
rubber track. 
 
 
 
2. Vision 
Two cameras were located on the front and the rear of the chassis in order to prepare 
relevant conditions for easy and efficient programming. The locations of the cams are very 
important factor because the basics of the programming are dependent upon the locations. 
Here we used ‘A4tech’ cam for both front and rear and both of them connected to portable 
computer via USB cable (Fig.1). Another important factor is the height of cams above the 
ground. Since the maize row widths explicit and determined degree of maize row about the 
horizon, by using some easy maths, the cam height was calculated to be 80cm. 
 
Figure 1 the camera used for AbuRoBo 
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3. Navigation 
 
The MATLAB and the Image Processing toolbox were used as navigation software to 
control the movement of the robot and keep moving between the rows. When the moving 
path is found by software, an electronic board receives the data from the laptop via LPT 
port and controls the rotational speed and direction of the motors. Although the MATLAB 
software is weak and slow in real time job, but we found it easy to use and ideal for this 
case. The MATLAB program filters the images taken by cams. This filter is divided into two 
main filtering. First they are filtered by the toolbox itself and then by the custom program.  
 
Figure 2  
 
Figure 3  
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 The program is written according to competition circumstances. The robot can be directed 
if there is only one row in the image, taken by the cam and this means that if there are two 
rows in the image then the robot recognizes to move within the rows and takes no action 
unless there is just one row in the image. Then the image is assumed as a 2D image and 
the row angle will be calculated. The slope must be within specific interval otherwise it 
means that the robot is getting too close to a row. When the robot has reached to the end 
of each row, it’s time for rear cam to do its job to keep the robot away from the last ending 
maize plant and guide it to enter the row B from row A. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4 
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 Figure 5 
 
4. Steering 
The robot should be able to make head turns from row to row at the end of the crop line. 
When the robot reaches to the end of each row and goes out of the row A, it steers till the 
first maize appears in the image and again by calculating the angle it finds its way normal 
to the rows till it gets to specified row and then it steers and enters to the row B. 
 
5. Hardware 
There will be laptop on the robot to which cameras are connected, the operating program 
is installed and the electronic board is attached. The electronic board is very simple and 
it’s been achieved and no microprocessor has been used to control the motors. The power 
will be supplied using a 12v lithium battery for supporting of two motors and the electronic 
board while the laptop uses its own battery.  
 
6. Conclusion 
Field robot is all about designing and building an autonomous robot that has to find its way 
through an unpredictable field. there may be some maize missing and the weather may 
change anytime during the competition, thus there can be too many ideas and innovative 
designs. Field robot is an approach to mechanization of today agricultural and its first step 
for students to get familiar with real engineering world and difficulties there may occur in 
actual world and manage their educational priorities. The robot was built on a low budget 
including two cams and rubber track system which is able to move in farm and follow the 
crop rows and it is also able to turn to the next row when it reaches to the end of each row.    
 
7. Reference 
Professors of our department were supported the team for all required information. 
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Daan Verstegen, Frank van Gennip (Tutor) 
 
University of Applied Sciences Fontys Venlo, Tegelseweg 255, 5912 BG Venlo, 
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Contact: f.vangennip@fontys.nl 
 
1.  Introduction 
 
The autonomous fieldrobot Ceres (Figure 2.1) has been built by a group of six students of 
the University of Applied Sciences Fontys Venlo to participate at the Field Robot Event 
2010 in Brauwnsweig. The robot build in 5 months must navigate  through a cornfield and 
pending on the given challenge enter a new row. 
 
To accomplish this the Ceres Team has chosen an Vision camera with a curved, round 
mirror on top, so that the camera has a 360° field of view. The drive motors are placed in 
the separated motor modules and the “brain” of the robot is placed in the upper module. 
How these modules, electronics and software work is explained in the following chapters. 
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 2. Hardware concept (e.g.) 
2.1 Mechanics 
 
 
When looking at the mechanics, the robot can be split into three parts. The part for the 
camera (mirror), the chassis and the motor modules. In this chapter we will only explain 
the chassis and the motor modules. 
The Chassis is made of an aluminum Bosch profile. This is strong and it’s fairly easy to 
construct the box for all the electronics. The sides are closed with some Plexiglas.  
 
The motor modules are two identical modules. The cad-drawing of this module is show in 
figure 2.2. The motors used are a Maxon RE-40 motor with gearbox(26:1) for driving and a 
wiper motor from a car is used for steering. 
  
The motor module is able to steer the wheels to an angle of 60 degrees. This makes it 
possible to make very sharp turns and drive into the next row in one turn. At the beginning 
of the project we calculated we needed 55 degrees to make a nice u-turn to the next row. 
This made the design more complicated. Because of the 60 degree steering possibility 
Figure 2.1 Fieldrobot “Ceres” 
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 there are double universal joints at every wheel. When steering, the axle will vary in length. 
To handle this varying axle length we used a spline axle.     
 
Figure 2.2 Motor module 
The biggest problem in the robot was steering the robot. At first we used two simple ser-
vo’s to steer. But because of the wheels had so much friction with the underground the two 
servo’s broke down internally. For this we needed more power to steer so we went looking 
for high torque dc-motors and came up with a wiper motor. Even the first wiper motor 
wasn’t strong enough to steer we got an even stronger one, to steer more easily. Next 
year they should look for new wheels so they can implement smaller motors for steering, 
making the robot lighter. 
 
3. Electronics 
 
The electronics of the robot was completely new, and developed by ourselves. The idea of 
making all the electronics by ourselves, was that we weren’t dependent of other suppliers. 
So if something would go wrong we were able to repair it without support of some compa-
ny. Another advantage was that the design could be changed to our needs which makes it 
a lot easier to develop a robot.  
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 3.1 Electronic modules 
 
The electronics consist of four main modules the embedded PC (NI EVS-1464RT) from 
National Instruments, a main controller and two drive modules with each two motor con-
trollers ( one for the drive motor, one for the steer motor) (Figure 3.1). And there is one Wi-
Fi router in the robot to generate a wireless connection with our laptops. Everything is 
powered by lead acid batteries. One 12V 12Ah battery for the embedded PC, main control-
ler and the Wi-Fi router  and two 12V 7.2Ah batteries in series for the four motors.  
Drive-ModuleDrive-Module
NI Embedded PC
Maincontroller
RS-232 or Ethernet
Motorcontroller 
front
I2C
Motorcontroller
back
I2C
Front
motor
Back
motor
Front 
Steer
motor
Back
Steer
motor
Camera
6 Sensor 
connections
I2C
Motorcontroller 
front
Motorcontroller
back
I2CI2C
 
Figuur 3.1 Electronic schematic overview 
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Figure 3.3 Orange-Main controller, Red-Motor controllers, White-Batteries and power supply, Blue-Wi-Fi 
router 
 
3.2 Main controller 
 
The main controller is mainly intended to converted the data that is coming from the em-
bedded PC over RS-232 to I2C. But it does more than that, de controller has two power 
inputs, 12V from the battery and 24V from the industrial power supply. It automatically 
switches between 12 and 24V, it takes the 24V input if it is there. This is done so we can 
turn the robot on without batteries or changing the batteries without shutting down the 
electronics and the embedded PC. The main controllers also checks if the 12V battery 
comes below 10V, if this happens the main controller automatically shuts the motor con-
trollers off and gives a message that the battery is empty. The main controller also has an 
Ethernet port onboard to communicate with the embedded PC, but due the time limit we 
didn’t make the software for it. 
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 3.3 Motor controllers 
 
To control the motors we made 4 motor controllers one for each motor. The motor control-
lers are basically the same except for the sensor connection. Because the drive motors 
has optical encoders with RS-422 line drivers, and the steer motors have a potentiometer. 
The motor controller consist of a PIC18F2431 microcontroller, the microcontroller drives 
the LT1336 bridge drivers and they drive the four IRFP3206 MOSFETs which can handle 
120A continuous and 890A pulsed. But the motor controller is limited to 15A continuous 
current because of the PCB trace width. The power electronics and the control electronics 
are fully optical isolated. The motor controllers get their setpoints from the main controller 
over I2C. 
 
The drive motor controller controls the speed of the motor with a 500Hz PI control loop, the 
steer controllers have a 100Hz P control loop. All the code for the controllers are written in 
C. There is still a lot of improvement needed for the software. For example the steer con-
troller needs some kind of integrator so that the error can be regulated to zero.  
 
 
Figure 3.3 One of the 4 motor controllers 
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 4. Software 
 
Besides the software in our microcontrollers all the software is writing in National Instru-
ments’ LabView, the largest part of this is done by graphical programming and small dedi-
cated pieces are written in c-code which is imported into LabView. This chapter explains 
the main program and the most important pieces of lower-level programs, like the image 
filtering, navigation, end row detection, the end row navigation (containing the row count) 
and weed detection. 
 
4.1 Main program 
 
The main program contains the entire software to control our robot. This program is divid-
ed in different pieces, each with their own task. Some of these pieces are the UDP com-
munication for controlling the robot by an external laptop, the serial communication to 
enable the PC to control the motors and an image acquisition piece.  
As mentioned we use UDP for controlling the robot externally, therefore we wrote another 
program, remote. This program is capable of selecting the right challenge to do and even 
of controlling the robot manually with a gamepad.  
The following paragraphs show the link between the image acquisition and the serial 
communication, which determines the direction and speed of the robot when it drives au-
tonomously. 
 
4.2 Image filtering 
 
The only sensor we use for navigation through the maize field is a fire wire camera which 
has a 360° view around the robot. Before our algorithm can determine a direction from this 
image it has to be filtered an digitalized. The first thing we do is applying an excessive 
green algorithm to the image which multiplies the green pallet by 2 and then subtracts the 
red and blue pallet from it. This algorithm brings out the green in the image and directly 
converts it into a grayscale image.  
After this filtering we use a simple threshold to make the image digital and suitable for the 
navigation software. Besides that we use some basic morphology to filter out small parti-
cles and fill small holes in this binary image (see figure 4.1 Binary image). 
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Figure 4.1 Binary Image 
 
 
 
 
 
 
 
4.3 Navigation 
 
As shown in figure 4.1 Binary image, our region of interest is a half round shape which 
looks in front of the robot as well as on both of its sides. The first thing we do with this 
image is unfolding it into a rectangle, after that we turn it into an array of heights. This 
means that we from the bottom (inner circle) to the top (outer circle) and determine how far 
from the inner circle the first object appears in the image.  This distance is than saved into 
an array of heights, representing vectors. 
This array is used to find the gap to go which is closest to the center of the robot. This is 
done by checking if there is enough free space (a certain number of vectors that are long 
enough) in front of the robot. The software does this by starting in the middle of the image 
and moving outwards to both the left and right side of the middle. If it doesn’t find enough 
free space in front of itself it will know on which side the first object appears and will look to 
the other side for more free space. 
After this part the software has found the middle of the gap closest to the middle of the 
image and steers the front wheels according to the distance between these two middles 
(with a certain factor of course). 
 
4.4 End row detection 
 
Similar to the navigation the end row detection searches for free space in front of the ro-
bot, the only differences are that it searches for a much wider area and it doesn’t deviate 
from the middle. This means that the row has to end on both sides of the robot. 
Region of 
Interest 
The 
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 4.5 End row navigation 
 
For challenge two it was also necessary to navigate at the end of the row and count the 
rows passed. For this navigation we used a similar region of interest as before, but now 
only the left or right half of it depending on the side of the field.  
The way of determining the angle to steer is actually quite different from the standard 
navigation, this time we create an array of heights from the middle to the outside (horizon-
tally instead of vertically) and determine the average distance of the first obstacle and then 
compare it to a fixed value. The deviations then directly relates to an angle to steer. 
 
4.6 Weed detection 
 
Finally for the third challenge (subtask 2) we used a second camera in front of the robot to 
detect the flower (representing weeds). For this we divided the camera image in to sepa-
rate parts to make the difference between flowers left and right.  
The image acquired gets thresholded, filtered with some basic morphology and then ana-
lyzed by a particle analysis module of LabView. When a particle matches the right color 
and size parameters it’s identified as a flower and the software sends out a signal towards 
the robot. 
 
5. Conclusion 
 
We achieved more than expected, we came just to participate in challenge 1 and eventual-
ly we won it. So with our robot we became first in 2 challenges and eventually won the 
event, an unexpected achievement even by ourselves. 
 
Our focus for next year will be in improving the wheels and software. The wheel have too 
much friction and the software is far from complete. The overall concept is good, but there 
is still a lot of improvement possible. 
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 Cogito MART 
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1Charles University in Prague, Department of Theoretical Computer Science and Mathematical Logic, 
Malostranské náměstí 25, 11800 Praha 1, Czech Republic 
2Czech University of Life Sciences, Department of Agricultural Machines, Kamýcká 129, 16500 Praha 6, 
Czech Republic 
 
 
 
 
 
 
 
 
 
Abstract 
In this paper, we describe a hardware and software implementation of the robot(s) used 
for the Field Robot Event 2010, their advantages and their drawbacks. A part of this paper 
is also dedicated to the team, which is a joint cooperation of Charles University in Prague 
and Czech University of Life Sciences. 
 
Keywords: outdoor, robot, competition 
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 1. Introduction 
 
This paper describes a joint effort of Charles University in Prague and Czech University 
of Life Sciences – the Cogito MART team. Section 2 touches the inter-university coopera-
tion. In Section 3, the hardware is described. Section 4 covers the software. We believe, 
that the future participants of the competition should be aware of problems we make public 
in Section 5. 
 
 
 
2. Team 
 
 
In Field Robot Event 2009, Eduro Team from Czech Republic participated. 
The performance of the Eduro Explorer robot inspired researchers from Czech University 
of Life Sciences (CULS) to join the competition. This year, Eduro Team competes 
for CULS and a new team emerges in a cooperation of CULS and Charles University 
in Prague (CU): Cogito MART. 
While CU is particularly strong in software engineering, CULS provides a much needed 
technical and agricultural expertise. To further support both teams (Cogito MART and 
Eduro Team), a testing ground has been seeded. This itself is a great improvement over 
the previous year, when the first testing opportunity of Eduro Team was at the competition 
ground. 
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3. Hardware 
3.2. Platform 
Cogito MART competes with a commercially available Utrooper platform from Wifibot. 
Utrooper carries an on-board PC and a wi-fi router. Steering is provided with six DC 
motors. To minimize modifications of the platform and a risk induced 
by water in the weed extinction device (WED), the WED is designed as a standalone cart. 
This construction takes inspiration in real-world agricultural machines. The two wheels 
of the WED can be easily detached and the spraying device can be put on another robot 
with a transportation space. 
For the Freestyle task, we have decided to use our robot Fatima. Fatima is an educational 
robot originally constructed for Eurobot 2005 competition. Fatima was built from Merkur 
(a Meccano-like construction set) and two common servo motors. 
3.3. Sensors 
A pan-tilt-zoom IP camera is mounted on the Utrooper platform by its manufacturer. 
In the end, we did not use it. For an obstacle (maize) avoidance we have added two ultra-
sonic range finders (SRF08) to the robot. Further, two webcams are pointing towards 
the areas sprayed by the weed extinction device. A compass (CMPS03) measures rotation 
of the robot. Fatima uses two infra-red range sensors (Sharp 2Y0A21) to detect the plants. 
Figure 7: UTrooper platform 
from Wifobot with a weed extinction 
device attached. 
Figure 8: Fatima takes part in Freestyle. 
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 4. Software 
First, a straightforward maize avoidance using the sonars has been programed (Version 0 
code) 
 
The robot recognizes five important situations: 
− Too close to a plant (“sharp turn”): In this case the robot slows down significantly and 
turns away from the plant almost on the spot. 
− Going close to the maize (“low turn”): The robot slightly slows down and steers away 
from the maize. 
− Being safe (“straight zone”): When sufficiently distanced from plants, the robot drives 
straight, full speed. 
− Gap zone: When only one of the sonars detects the plants, a gap is recognized. 
The robot is steered to keep a predefined distance from the detectable side of the row. 
− Row end: When both sonars measure a free space, a row end is detected and the 
robot turns as requested. 
Next, a Version 1 code follows. It uses computer vision to detect a row and steers the 
robot in the “low turn” and “straight” zone. 
Figure 9: States identified by the Version 0 code. 
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In the first step, green pixels are detected. In the second step, they are grouped in-
to the “left” and “right” group. Using the Principal Component Analysis (PCA), major axes 
of both groups are computed. The intersection point of both lines is a vanishing point to-
wards which the robot should steer. 
5. Problems 
5.2. Mother Nature 
Because of an extraordinarily cold spring, the maize did not grow very well this year. Origi-
nally, we had a two-stage plan for our testing ground. The first part of the field was seeded 
a bit earlier to provide an opportunity for an early testing. A second seeding should have 
followed later to provide conditions similar to the competition ground. Because 
of the weather, the second part was omitted and the first plants grew just in time 
for the competition. 
During the competition, the testing ground totally lacked plants (probably for the same 
reason). This made the last-minute testing nearly impossible. 
 
Figure 10: Red line shows an ideal row projection, 
blue line is a result of the vision-based row 
detection algorithm. 
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 5.3. Hardware 
The Utrooper platform turns out to be a very problematic one: 
 It has mechanical deficiencies: A fault in construction lead to a battery burn-out just 
before the competition. The wheel attachment is not strong enough to sustain the 
experienced mechanical forces, thus the wheels kept sliding of the axes during 
the FRE. 
 The six-wheel platform turns out to be almost impossible to turn. 
For the weed detection, two cheap Logitech webcams were used. As we have not tested 
them in advance, we did not realize that the captured images are saturated outdoors (the 
webcams are designed to work indoors). Luckily, there were heavy clouds during 
the Professional task. 
5.4. Software 
The software we have used evolved over the course of several robotic competitions this 
year. As such, it was well-tested and we are not aware of any problems we had during 
the FRE. Before FRE, we had to deal with non-deterministic garbage collection in Python 
and the pauses in run of the program it causes. Similar issues arise from the task planner 
in operating system. 
Because of the lack of grown-up plants during the competition, we decided to use Version 
0 software only. There was no way to test whether the vision-based algorithm works 
in actual conditions. 
6. Conclusions 
This paper introduced a joint coordination effort of Charles University in Prague and Czech 
University of Life Sciences – Cogito MART team. We have described both the hardware 
and the software we used for FRE. For the future participants, we also describe 
the problems we had and which should be taken into consideration. 
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Abstract 
We present a small automated self oriented robot, that is able to autonomously navigate 
on the corn field (trough the plant rows) and selectively apply pesticides. In order to 
achieve this goal we equipped the robot with ultrasonic sensors, a high resolution digital 
camera and an onboard embedded computer. The ultrasonic sensors are used to evaluate 
the distance from each corn row, enabling the robot to navigate through the maze, while 
the camera and embedded computer captures the video stream. The video stream is then 
transmitted via wireless IEEE 802.11n draft connection to an off-field workstation, that 
analyses it and responds with instructions to open or close one of the nozzles used to 
selectively apply pesticides. 
 
Keywords: field robot, embedded computer, digital image processing, colour segmenta-
tion 
http://www.digibib.tu-bs.de/?docid=00041345 07/10/2011
   
 Proceedings of the FieldRobotEvent 2010 
43 
Robot Information 
 
  
1. Introduction 
In the age of technological revolution agriculture is one of the disciplines that have a bright 
future. As big food producers rely on the use of heavy machinery, this is still not the case 
for mid- and small-sized farms, which can pose a potential food safety problem. If handled 
manually, food can transmit disease from person to person as well as serve as a growth 
medium for potentially harmful bacteria. Nevertheless, some work still demands manual 
labour that is time consuming, exhausting and expensive. The thought of introducing a 
small army of intelligent robots to do the job quicker and more accurate seems appealing, 
but we are not just there yet. For one, natural uncontrolled environment poses a challenge 
with its changing conditions. An overview on the subject showed that there are some po-
tentially good solutions but the authors rely on specific conditions (like night time) or their 
solution is designed to work in controlled environments (green house) and some are simp-
ly too big or too heavy to be useful at this stage. In this paper we try to tackle the problem 
by introducing our own mobile agricultural platform. 
 
In order to achieve our goal, we decided to put our efforts to build a small autonomous self 
oriented robot, that could for instance serve as a potential tool for selective pesticide 
spraying, fertilizer applicator or even as a device that could estimate the yield at the end of 
the harvest by simply taking digitalized snapshots of the tree canopies. In the following 
section we start by describing our solution in detail. 
 
 
 
 
2. Description 
The presented robot consists of four crucial components. The first is an onboard embed-
ded computer with high speed digital camera and a wireless connection. The second is a 
four-wheel drive that enables the robot to move around on the rough terrain. The third are 
the ultrasonic sensors that help to keep track of the surroundings. And finally, the fourth 
part, the onboard reservoir and nozzles that spray the plants. Fig. 1 depicts the robot plat-
form in detail along with all the components and their location. 
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Fig. 1: Robot component layout. 
 
2.1 Mechanical part 
The base of our robot consists of a modified RC-Monster truck model. The base allows 
both axles to be turned individually by servo motors.  
 
We made a CAD model with Catia software, shown in Fig. 2, and designed a new plat-
form. This was done so additional parts could be designed more accurately. Last year’s 
chain sprocket and chain were replaced by a belt and pulley system. This allowed a much 
smoother and more silent operation.  
 
By having a digital model of the robot it was possible to optimize space consumption. Most 
parts were made of aluminium due to weight reduction. Unfortunately lack of time caused 
the chassis to be left without a body and the electronics sensitive to weather conditions. 
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Fig. 2: CAD model of the chassis. 
 
2.2 Steering  
In order to drive the mobile platform, we have chosen a high-performance brushless motor 
(X-power eco A4130-06BL). Technical data for the selected brushless motor can be ob-
served in Table 1. This is a three-phase motor so in order to use it, we have added a con-
troller (x-power professional 70-3P BEC), which controls the coils of the motor. The specif-
ics of the controller are depicted in Table 2. The controller automatically detects the num-
ber and type of batteries used. In our case we used Lithium batteries (LiPolice 
5000mAh/2S 7,4V 75/100A) with two cells. The controller also controls the speed and 
rotation direction of the motor. Brushless motor speed is controlled with the help of pulse 
width modulation. At given (high enough) modulation the motor will run at constant speed 
consuming around 40 watts of power.  
 
Table 1: Brushless motor - Technical data. 
Cells Li-XX: 2 – 6 
U/min/V (without gear): 510 
Lenght (without shaft): 65 mm 
Weight: 400 g 
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Table 2: Controller – Technical data. 
Cell number Li: 2 – 3 
Current, conti-
nuous/burst: 
70/85A 
Dimension: 75x28x10 mm 
Weight with cable: 54 g 
 
 
2.3 Embedded circuitry 
The system contains an 8-bit AVR microcontroller whose task is it to take sensor meas-
urements and communicate with a remote computer and the onboard BeagleBoard (an 
onboard embedded computer). A low cost AtMega324p was chosen to do the job. It can 
do all the A/D conversion we need for ultrasonic sensor readings and has two separate 
USART ports. One of the ports is connected to the Beagle-board and allows the microcon-
troller to receive information about visually detected weed plants. The other port is used to 
communicate with the XBee wireless module. 
The electronics board consists of the AVR microcontroller, Xbee wireless module and the 
peripherals needed for motor and sensor control. The microcontroller is driven by a 6.5536 
MHz crystal, which is used to allow all of the PWM outputs to be used for motor control.  
In order to navigate, the robot relies on the distance measurements captured by using 
ultrasonic sensors. In comparison to the last year’s model of the robot, the SRF04 ultra-
sonic sensors were replaced by Maxbotix LV-WR1 that are waterproof but have a smaller 
detection cone. That is why four sensors were used and placed in the front to reduce the 
chance of missing a plant. 
For orientation detection a compass module was integrated. Unfortunately it turned out the 
readings were influenced by the surrounding electronics and the gearbox. The output was 
therefore unusable and the sensor was left unconnected. 
For the purpose of row counting two Sharp GP2Y0A02YK0F infrared proximity sensors 
were also placed on the sides of the robot. 
 
2.4 Navigation 
The basic task of embedded circuitry is to gather all relevant data from onboard sensors 
and transmit them to off-field workstation using an XBee wireless module. There the data 
is processed and a decision is made on how to control the platform (which direction to 
take, when the open the nozzles, speed adjustment, etc.). Of course most of the decision 
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 making algorithms could run on the embedded computer, but are still located on the off-
field workstation. The purpose behind this scenario is easy and rapid development of new 
algorithms as well as almost instant control of the platform in cases of emergency. 
 
In order to communicate a communication protocol was agreed upon. It consists of multi-
ple 8-bit data bytes including start byte, ID bytes, data bytes and checksum. All of the 
transferred data is checked and any faulty packets of data are not processed. Counting the 
false packets also allows communication stability checking, error counting and calculating 
the speed of data processing. 
 
 
Figure 3: Graphical user interface for sensory data display. 
 
The data from the ultrasonic sensors is filtered using a low pass filter in order to reduce the 
number of false readings to a minimum. These occur as a sharp changes caused by false 
interpretations (less distinct areas of the natural scenes).  All of the filter attributes are 
accessible from the control panel of the program and were set by empirical findings. 
 
The measurements can be observed on the front panel of the program as shown in Fig. 3. 
The algorithm for steering between the rows is very simple and based on the difference 
measured on the left and right side of the robot. All parameters used in the algorithm are 
accessed on the front panel, including driving speed and turning of both axles (Fig. 4). This 
allows easy adjustments on the field. 
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Figure 4: Graphical user interface – a main control panel. 
 
Manual driving for testing purposes is also supported by the program, as well as display of 
the packets sent by the microcontroller; useful for debugging purposes. 
 
2.5 Image acquisition 
The onboard embedded image acquisition part consists of three main components; a high 
resolution digital camera that captures video stream, a wireless interface that works ac-
cording to the IEEE 802.11g standard and the final, third component, an embedded com-
puter for which we selected the BeagleBoard ver. C4. This is a superscalar ARM Cortex 
A8 based embedded computer that consumes only around 2 W of power an offers 1200 
Dhrystone MIPS performance. The embedded computer is depicted on Fig. 5.  
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Fig. 5: The BeagleBoard – an embedded computer build around OMAP3530 processor. 
 
The onboard embedded computer and the microcontroller are connected via serial 
(RS232) interface at a speed of 2400 bps, while the wireless connection operates at 150 
Mbps to provide off-field workstation with a video stream, which demands a wideband 
wireless connection. 
 
For embedded computer operating system we have chosen and customized a version of 
the Linux operating system - an Angstrom distribution. The first step we took was to install 
only the necessary software so the final version fitted on 1GB SD memory card. As the 
second step, we compiled a custom 2.6.32 kernel according to the hardware specifications 
and finally, as the third step, we tuned the settings for the TCP/UDP protocols to reserve 
more buffer space and to transmit small data chunks faster in effect minimizing the trans-
mission delays. 
 
2.6 Server algorithm  
In comparison to the last year’s model, the embedded computer is now used only for video 
acquisition and does not act as a mediator between the microcontroller and the off-field 
workstation. The purpose behind this decision was to minimize the communication lag that 
was in part caused by the transition of the video stream. Steering data is therefore trans-
mitted on a separate communication channel, as described in subsection 2.4. 
 
The main role of custom written server program running on embedded computer is to 
provide the off-field computer with video stream. It is able to capture live stream at the rate 
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 of 30 images per second with resolution of up to 1024 x 768 pixels and send it to off-field 
workstation in Bayer encoded format using different resolutions. 
 
In order to be able to capture video stream and to transmit last captured image simultane-
ously two memory locations are reserved. The algorithm first chooses one of the locations 
and it stores new image. Then continues using the second memory location and stores 
another, newer image. This is repeated until the off-field workstation requests a new im-
age. In this case, the location of last fully saved image is protected so it is not overwritten 
by the video stream capturing thread unit it is not fully transmitted. When the server thread 
locks the memory location, video capture thread stores new images only on one location 
that is available for writing. This way we provide up-to date data and also prevent the 
transmission of incomplete images. The mechanism for capturing and transmitting images 
is depicted on Fig. 6. 
 
 
Figure 6: Server program - flow chart. 
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 2.7 Image processing 
In contrast to the previous version of the robot presented last year, we improved the object 
detection algorithm. Instead of focusing on one distinctive shade of colour (e.g., yellow for 
yellow flowers), we implemented an algorithm that can detect variable colour shades that 
represent different plants we are observing on snapshots taken with the help of a digital 
camera. So we created one universal graphical user interface for object detection that 
consists of 5 main areas: main control, time and log, input, processing settings and output. 
An example of the graphical user interface is depicted by Fig. 7 and is configured to 
search for blue flowers, with phase correlation factor threshold set to 17. 
 
Figure 7: Image processing graphical user interface. 
 
On the main control subsection of the interface window one can find basic commands to 
start and stop image processing. It also offers a possibility to enable or disable original or 
binarized representation of each video frame, which is suitable for debugging purposes. As 
it turned out, the step of refreshing all sub windows takes quite a lot of processing time (up 
to 0.4 sec), time that can be more wisely spent for image processing. The connection 
subsection can be used to connect to different hosts (by setting different IP addresses) 
and includes an indicator for the connection status. The time and log subsections are 
included to help keep track of processing status and accrued events. The input subsection 
shows an input image that was received from the onboard embedded computer, captured 
by onboard digital camera. The most important subsection is the process settings subsec-
tion. It starts with colour segmentation that is the key for further processing. By applying 
the HSL component threshold (e.g., setting the right threshold for hue, saturation and 
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 intensity values), we select areas that could represent objects we are trying to detect. Of 
course objects of the right colour may not be the objects we are trying to detect, so further 
processing is necessary. In order to prove or disprove detected areas, we use a template 
matching procedure for which we selected phase correlation approach. Input images used 
in later on phase correlation are first filtered using a Homomorphic filter that may eliminate 
any uneven lighting conditions. When using phase correlation step a good representative 
template must first be loaded and response threshold set. The output subsection depicts 
two large areas that show binarized images (left being the colour segmented version of an 
input images and the right its morphologically enhanced version), two partial images show 
a part of the scene that is of the right colour (original partial image on the right and its 
Homomorphic version on the left) and finally the result of phase correlation. If it produces 
high enough response (more or equal to response threshold) the area (i.e., the flower) in 
the image is identified as the one on the template image. Further on, the centre of flower is 
then calculated and a decision is made on which side the flower is located, a data needed 
to open the right nozzle. 
 
The image processing algorithm that detects object of interest is summarized on Fig. 8 and 
consist of HSL tresholding, Homomorphic filtering, 2D median filtering, image dilating, 
edge detection and phase correlation functions. Combined, they help to detect objects that 
have the right colour and are of the right shapes to represents object we are trying to de-
tect. 
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Figure 8: Image processing flow chart. 
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 3. Conclusion 
 
With the second generation of our Cornstar field robot we are a step closer to a prototype 
robot that could serve as a small agricultural tool for various tasks. Of course this is only 
the first step toward building a universal tool that could do the everyday work quicker, 
more precise and without human interaction. We are satisfied with the current results, but 
still have a way to go. 
 
The main problem we faced this year were the distance measurements we got from ultra-
sonic sensors used on the robot. All tests were conducted using real corn plants, but were 
forced to detect narrow sticks at the Fieldrobot event that were in most cases missed by 
the sensors or produced doubtful readings. Furthermore our robot was without the body 
and was left unprotected to the natural factors, a thing we regretted during the event when 
it rained cats and dogs and soaked our circuit board. 
 
Along with building a new body to protect the robot and to try different distance (ultrasonic 
or laser) sensors for the next year’s event, we can of course also focus on the developed 
algorithms. As we improved our algorithms for object detection based on colour and shape 
analysis, our goal for next year will be to transfer them to an onboard embedded computer, 
in effect eliminating the lag that occurs due to transmission delay, and increase the robot 
performance. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8: The Cornstar field robot at the Fieldrobot even 2010. 
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Abstract 
EasyWheels 2010 is an improved version of EasyWheels robot that took part into Field 
Robot Event 2009 in the Netherlands. EasyWheels 2010 robot is capable of driving be-
tween corn rows, doing the turns and capable of following another robot in constant dis-
tance. The robot is pretty symmetric and it is able to drive the rows in both directions, and 
therefore the turnings to a next row are quick to do. The robot uses ultrasonic and infrared 
rangers in each corner of the robot, turning camera head on top of the mast and tilt-
compensated compass. The algorithms estimate position in a row using both ultrasonic 
and infrared rangers, backwards odometry and machine vision together. In Field Robot 
Event 2010 EasyWheels 2010 took part into the basic tasks, but also with Helios robot in 
two robot co-operative challenge. In two robots co-operative task, Helios was driving in 
front and “shooting harvest backwards” and EasyWheels 2010 was equipped with a hop-
per that collected the harvest – this demonstration was awarded with the first prize.  
 
Keywords: field robots, agriculture, co-operative robotics, field robot event 
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 1. Introduction 
 
EasyWheels robot participated in Field Robot Event 2009 in Wageningen, the Nether-
lands. The robot was built by students from Helsinki University of Technology (nowadays 
part of new Aalto University) and from University of Helsinki. The robot won the second 
prize in the event 2009.  
 
However, the robot suffered some technological problems, like bad turning servo for cam-
era head and painful problems in programming C both in Windows and Windows CE 
cross-connection. The latter was considered to be too bad experience to be given any 
further and therefore some crucial change was needed, to give a bit better (programming) 
tool chain for next student team (that was to be Turtle Beetle). The problems in Easy-
Wheels were reported in the Proceedings of 7th Field Robot Event 2009.  
 
Pretty soon after 2009 competition we as teachers wanted to investigate possible fixes for 
the tool chain, as well as some other technological drawbacks, like DC motor drivers. The 
underlying tool chain both in EasyWheels and later on, has been Matlab + Simulink + code 
generation + Visual Studio + Windows CE, with remote debugging. To find proper fixes for 
the tool chain, we wanted to test it first with EasyWheels, by starting from the scratch (in 
software) and developing most of that with C#, not with C/C++. Only Simulink generated 
code requires some wrapping. This technology was utilized in Windows in “Wheels of 
Corntune” (Maksimow et al 2007) and victorious “Mean Maize Maze Machine – 4M” 
(Backman et al 2008). However, this was not possible to do in the same way in Windows 
CE Embedded. Also real-time capabilities of C# over Windows CE was a bit mystery. The 
main motivation was to learn how Windows CE + Simulink + CF.NET (C#) can be used 
together and to teach it for the student team.  
 
So EasyWheels 2010 was born, and after discussions with FREDT / Helios team, we end-
ed up developing a two-robot demonstration for Field Robot Event 2010 special co-
operative challenge.  
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Figure 8: EasyWheels 2010 
2. Mechanics and Mechatronics 
2.1 Axle Module 
For locomotion EasyWheels is equipped with two identical “axle modules” that encapsulate 
DC motor, reduction gears, differential, optical encoder in motor shaft, steering servo, 
feedback steering sensor (potentiometer), DC motor driver and microcontroller that does 
lower level servo control and offers a simple control interface for computer with RS-232 
serial connection. Beside serial port the axle module requires only 12V power supply. 
Three identical axle modules were constructed for EasyWheels. These modules have 
proven out to be reliable, as only the DC motors have been changed to more powerful 
after last event. No further fixes were needed. (Kemppainen et al 2009).  
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Figure 9: Axle module (Kemppainen et al 2009) 
2.2 Suspension 
In EasyWheels suspension combined spring-damper with force balancing mechanism was 
used. The similar system was used in Mean Maize Maze Machine - 4M (Backman et al 
2008), and in EasyWheels a bit more compact way. The suspension works very well in 
driving uneven terrain, but still the problem is to get enough roll stability to frame. This is 
still the problem in the chassis, as the upper body tends to roll on turns.  
 
 
Figure 10: Suspension (Kemppainen et al 2009) 
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 2.3 Camera head 
One of the problems in original EasyWheels was the camera turning head. 360 degree 
operation was required for usage in two-way driving and headland operation. RC car servo 
with 360 degree rotation was selected. One of a few models capable of turning 360 de-
grees is GWS S125. However, the repeatability of this servo was rather bad (5 degree 
error) and therefore ordinary 180 degree servo was used in the competition 2009. (Kemp-
painen et al 2009)  
 
For refurbished EasyWheels 2010 the RC servo was replaced with a stepper motor. A 
stepper motor is a bit heavier, but for this turning purpose good enough solution as there is 
no other counterforce than camera cables and vibration. A SparkFun stepper motor was 
selected for the purpose. The key numbers of the selected stepper motor are: step angle 
1.8 degrees, 2 phase, rated voltage 12V, rated current 0.33A, holding torque 2.3kg*cm. 
The stepper motor was installed on top of mast, in the place where servo used to be, and 
the new parts to connect the camera to motor were made with milling machine.  
 
Figure 11: On the left: the stepper motor. On the right: the camera head with re-encapsulated Logitech 5000 
with a sun glass.  
3. Electrics and Electronics 
3.1 System 
The electric system of the robot has completely been refurbished. One of the reasons was 
that the original electric wiring system, grounding plates etc. was a mess and hard to main-
tain. All the wires were taken out, components repositioned, some components added (like 
beeper, more ultrasonic range sensor to front, turning servo for front ultras, stepper motor 
for camera head, LCD display to local user interface, some new user interface buttons... ). 
Some new PCBs were milled to distribute power and to act as a star junction point for 
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 grounding (see Figure 12). I2C is utilized more and more to connect devices to microcon-
troller: LCD is working over I2C and all user interface LED’s and buttons also through 
GPIO expanders.  
 
  
Figure 12: Wirings of the robot, one of the two junction boards on the right.  
EasyWheels 2010 uses two parallel 12V lead acid battery systems to carry energy. One of 
the battery systems (2 times 6V/7Ah batteries in series) delivers power to DC motors and 
servos inside axle modules, and the other system (12V/2.1Ah + 12V/4.5Ah in parallel) 
supplies power to computers etc. The battery systems are split in two to eliminate risk of 
computer & controller reset during high current peaks when accelerating motors. The other 
battery was installed in parallel with an old 2.1Ah computer battery, as in FRE2009 the 
robot suffered battery problems. This resulted more weight, but was important for doing 
tests.  
3.2 Microcontrollers 
Futurlec Atmega128 prototype boards were used in axle modules to do servo control for 
drive and steering, and the third one was used in upper body to connect all the sensors, 
stepper motor, front servo and horn to the computer. Five SRF08 ultrasonic rangers, a 
SRF235 ranger, two CMPS3 compass modules, an LCD display (Batron LCD with Philips 
PCF2119 driver), and buttons and LEDs by using GPIO expander (Microchip MCP23008) 
in local user interface are all connected with I2C bus (Figure 13).  
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Figure 13: Devices connected with I2C bus 
3.3 Stepper motor control 
The stepper motor could be controlled directly from the microcontroller by using only some 
transistors between them. However, specific controllers are available that provide benefits 
like current control and microstepping to reach better control accuracy. A SparkFun 
EasyDriver v4 was selected for this purpose, Figure 14. The key features are: A3967 mi-
crostepping driver chip, resolution from full steps to 1/8 steps, adjustable current control 
from 150mA/phase to 750mA/phase and power supply from 7V to 30V.  
 
Figure 14: EasyDriver v4 – the stepper motor driver 
The stepper motor control lacks feedback, so it is not possible to detect if the motor drops 
steps. In the power up sequence the motor is placed by hand to the zero position. This 
worked well in the short field test runs and also in the competition, but for longer working 
hours some feedback should be added.  
3.4 Computers 
The original EasyWheels was equipped with three Windows CE 6.0 running embedded 
computers, but in EasyWheels 2010 only two were used. The third one was used to detect 
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 weeds, and that was not objective this time. The other embedded computer is x86 miniPC 
and the other is XScale based.  
 
EasyWheels 2010 uses embedded distributed computing instead of an on-board laptop. 
Earlier robots before EasyWheels couldn’t reach strict real time, because of the non-real 
time operating system, Windows XP. EasyWheels’ computers are running Microsoft Win-
dows CE 6.0, which is a real time operating system. With a non-real time operating sys-
tems the problem usually was non-deterministic operating system’s background processes 
that could freeze or interrupt critical navigation and machine vision algorithms. With Win-
dows CE, this kind of behaviour should not happen. In addition to real time operating sys-
tem EasyWheels’ computers are embedded. The goal was to achieve a modular compu-
ting platform with strict real time capabilities. The drawback of Windows CE is lack of flexi-
bility, for instance relating new hardware added to computer – the compilation of operating 
system works only with the hardware for which it has been compiled, and if some required 
drivers are not compiled in, it may require recompiling the whole operating system. How-
ever, in the robot, only some USB-RS232 adapters and specific camera are needed to 
connect besides normal hardware, so this is not a repeating problem, only when setting up 
the system or changing the hardware.  
 
Based on tests, eBox-4300 is about 4 times quicker to compute floating points (single) 
than Colibri. However, on the other hand Colibri is about 4 times quicker than eBox when it 
comes to 32-bit integers. For this reason eBox-4300 is used in navigational computation 
with Simulink generated code and Colibri used to compute machine vision algorithms that 
are integer optimized.  
3.4.1 ICOP eBox-4300 
 
Figure 15: Ebox 4300 (EmbeddedPC.NET) 
As a navigation computer eBox is very efficient. EBox uses conventional x86 PC hardware 
and therefore has a FPU. With VIA Eden ULV 500 MHz processor eBox can easily run 
complex navigation algorithms which can’t be run on a Colibri. (Kemppainen et al 2009) 
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 ICOP eBox-4300 requires an external 5V supply. The original 230V adapter is rated to 3A, 
even if the computer does not take more than 10W. To produce 5V @ 3A from 12V lead-
acid battery system, a DC/DC converter was installed (Texas Instruments TPS5430). The 
DC/DC converter was shared also to WLAN access point.  
3.4.2 Toradex Colibri 
Colibri PXA320 has a very low power consumption with a great amount of computing pow-
er. Colibri has an ARM processor running at 806 MHz but it doesn’t have a floating-point 
unit (FPU). It was selected for machine vision because of its computing power, the lack of 
a FPU was considered acceptable, as machine vision doesn’t necessarily need floating-
point computing as RGB images consist of 8bit integers. Naturally floating-point operations 
are possible, but through emulation they are very slow. (Kemppainen et al 2009) 
 
Figure 16: Toradex Protea carrier board with Colibri module (Toradex) 
4. Sensors 
4.1 Rangers 
4.1.1 Ultrasonic 
The ordinary sensors in low budget robots are ultrasonic rangers. In this robot two kind of 
ultrasonic sensors were used: 5 pieces of Devantech SRF08 which operate in 40kHz 
sound frequency and one Devantech SRF235 which has 235kHz frequency. Both of the 
sensors are used over I2C bus. SRF08 is cheaper and has quite a wide beam, as opposite 
higher frequency produces narrow beam, but this sensor is more expensive. Four of the 
SRF08 were used in each corner of the robot, and the other two sensors were installed in 
front, in the middle of a bumper on top of a RC servo, and these sensors were used to 
measuring distance to the other robot running ahead. As it was not sure which of the sen-
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 sors 40kHz or 235kHz is better for detecting the co-operative robot, both of them were 
installed.  
 
 
Figure 17: SRF08 and SRF235 installed in front of robot with servo head.  
4.1.2 Infrared  
Four Sharp GP2D120 sensors were used in each corner to measure the distance to the 
maize row. The noise in these sensors is higher compared to SRF08 when driving in a 
maize row, but by using sensor fusion, these sensors still have additional information. The 
claimed range of sensors is 4cm to 20cm, but the sensor works quite OK from 3cm to 
30cm. Under 3cm the signal is similar than in valid range, so under 3cm measurements 
should be restricted mechanically. Over 30cm range the signal is decreasing outside of 
valid range and therefore usable, but the sensitivity is low.  
4.2 Heading 
The heading of the robot is estimated by using both magnetic field sensors and inclinome-
ter. With an inclinometer the attitude (roll & pitch) are measured, and this information is 
used to a rotate magnetic field vector to horizontal level. The heading angle is computed 
from rotated vector x- and y- components by using arcus tangent.  
4.2.1 Compass modules used as magnetic field sensor 
Like in the original EasyWheels, two CMPS03 compass modules were used. However, the 
directly computed heading angle from the sensor is not used at all, but only the raw values 
that are readable from “internal test registers”, in 8-9 and 10-11, respectively. The registers 
contain raw measurements from the two Philips KMZ51 one axis magnetic field sensors. 
So practically CMPS03 was used only “as a demo board” for KMZ51 chips. From two 
CMPS03 modules together four raw measurements are recorded every 50ms.  
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 4.2.2 Inclinometer 
Two VTI SCA610 sensors (1-axis) were used to measuring roll and pitch. The maximum 
slope is 30 degrees. The inclinometer works well in static conditions, but not that well in 
dynamic movement as there is no gyroscope to stabilize the angle. However, an internal 
2Hz filtering provides stable signal and with slow driving speed the signal is good enough 
for magnetic field attitude compensation purposes.  
4.3 Camera 
Logitech QuickCam 5000 was used. The camera was re-encapsulated to a new box al-
ready in the original EasyWheels. The camera has problems in outdoors, in summer sun-
shine the pixels may saturate, and the colours are twisted. To correct this, a sunglass 
added (see Figure 11). Actually, this was the other “sunglass” from the cheap sunglasses 
bought as a part for 4M (Backman et al 2008).  
5. Software  
5.1 The main tool chain 
As described above, one of the main motivations was to learn a proper tool chain to con-
nect Matlab, Simulink, Stateflow, Windows Embedded CE and .NET framework. Com-
pared with EasyWheels (Kemppainen et al 2009), the main difference is to use C# to pro-
gram runtime code for Windows Embedded CE. Runtime includes interoperation with all 
the sensors, doing communication with remote user interface, handling parameter storing 
and handling log files. .NET framework and C# provides more powerful tools for writing 
equally working code both for Windows Embedded and regular Windows. In C/C++ pro-
gramming the biggest problem in cross-platform development are a number of very small 
hidden differences in bit level (like in WinSock) that causes a lot of headache. .NET 
framework resolves many of these problems. For mobile devices and Windows CE Mi-
crosoft provides a smaller version of “.NET framework” which is known as “.NET Compact 
Framework”. To make a difference, the Windows version is hereafter called “.NET Full 
Framework”. The basic namespaces, classes and methods in Compact Framework are 
just the same as in the Full Framework, but all the advanced features are not included. 
Also in some classes some methods may not be available. Generally it can be said, that if 
C# code works in Compact Framework, it will work also in Full Framework, and this has to 
be a way of development, to guarantee cross-platform usage.  
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 The first problem was to find how to use C++ code and C# code together in .NET Compact 
Framework. C++ code comes from Simulink code generation (Real Time Workshop, Em-
bedded Coder), and in order to use it efficiently with C# programming, a Multilanguage 
programming has to be used for integration. For Full framework this is straight forward as it 
supports so called “managed C++” code, run on .NET framework. This technology was 
utilized both in Wheels of Corntune (Maksimow et al 2007) and 4M (Backman et al 2008). 
However, Windows Embedded CE and .NET Compact Framework is not supporting run-
ning “managed C++”, only regular C++ without .NET. Due this reason, for the original 
EasyWheels (Kemppainen et al 2009) the decision was to solely use C++ in programming 
– which was not a good solution as was concluded by Kemppainen et al (2009).   
 
Luckily, a way to overcome the problem partially exists, it is known Platform Invoke (usual-
ly shortened as P/Invoke), which is a technology of .NET to make calls to native libraries 
(Windows internal libraries, or developed by a user). To make calls, a definition of library 
function has to be written in C# with some definite syntax, to make a connection. After 
definition, the function is called like any other function. Not to be too simple, .NET Com-
pact Framework is a bit more limited in a sense of supporting the data types. Only simple 
basic data types (like integers and floating points) are supported, and fixes size structures 
(struct) – strings are not included for instance. Relating Simulink generated code, the big-
gest limitation is that (fixed size) arrays inside structures are not supported. This can be 
overcome by not using any other except scalar signals in Simulink model inputs and out-
puts (relevant only for C-interface). In other words, measurements from four ultrasonic 
sensors may not be defined as “US_cm[4]”, but four variables “US_cm1”, “US_cm2”..., for 
instance.  
 
The other limitation in .NET Compact Framework that was found, was lack of binary serial-
ization classes and methods. This was needed when sending data structures between 
remote user interface (laptop running Windows 7) and embedded computer (eBox). The 
serialization converts runtime presentation of data to common binary stream, that can be 
deserialized on the other end. Luckily, this was not the first time in the world this limitation 
was found, and a good solution for the problem exists: a library called “CompactFormat-
terPlus”. This library does the same the .NET Full Framework would do, and more. A sim-
ple usage of the library for enough for this project.  
 
So main cycle of developing runtime is presented in Figure 18.  
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Figure 18: Main stream of software tool chain from Simulink to embedded computing.  
One of the manual phases needed to take place is the definition of I/O Simulink interface 
to C# by hand. These structures in C# and C++ (in DLL) have to be exactly the same, in 
order to work. This is a pretty quick phase to do in case of changing the interfaces, but just 
have to be remembered. The objective was not to have anything like this manual phases, 
but no solution has been found so far.  
 
Parameters of the Simulink model can be tuned from C# code, as long as in the code 
generation phase the parameters are marked to be tunable. If marked as tunable, the code 
generation places the variables in to a separate struct, where they are easily available for 
a programmer. In EasyWheels 2010 the tunable parameters are stored in XML files (by 
using .NET framework XML Serialization), which was used to store different parameter 
sets for different tasks, just like in 4M (Backman et al 2008).  
 
One of the nicest features that help debugging, is that the tool chain also supports the 
remote debugging of code by using Simulink as interface. Simulink code generation sup-
ports “external mode”, which means that the code generated contains certain additional 
code with which the Simulink running on one computer can get and set data for the C-code 
running on the other computer. Simulink also offers stack over TCP/IP to do the job, so 
practically this does not need any custom code. However, again the support for Windows 
Embedded CE was not available, but it was possible to customize Simulink provided C-
code stack a bit, to support also Windows CE builds (Winsock was the difference). The 
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 main usage of the external mode is to see the signal values (either by using numeric dis-
play or Simulink scope), and by watching in which state Stateflow programmed state ma-
chines are, it shows the active states by highlighting them.  
 
The output of this learning process, the main tool chain, was used also in Turtle Beetle 
(Pentikäinen et al 2010). The technologies and skills required to use and develop the tool 
chain were educated for Turtle Beetle at the beginning of the project.  
5.2 Microcontrollers 
CodeVisionAVR was used to program microcontrollers. CodeVisionAVR is easy to use for 
beginners, as it helps user to select a proper register values with integrated wizard. For 
advanced user it does not make so much difference, but for beginners it saves time by not 
making it necessarily to go through datasheets and code examples.  
5.3 Machine vision 
The machine vision was programmed in Toradex Colibri, running Windows Embedded CE 
6.0. The machine vision component incorporates OpenCV library, but actually only the 
image data formats are utilized, as almost all algorithms suffer lack of FPU. The vision 
algorithm was written with C++, and compiled to CE compatible native DLL. The runtime 
was programmed with C#, and it uses P/Invoke to call the DLL functions, to set parame-
ters, and read the outputs. With C# it was much easier to handle network data.  
6. Algorithms 
6.1 Machine vision 
6.1.1 Exposure control 
A typical characteristic in cheap webcams is the optimization for indoor (human face) us-
age. The exposure control in Logitech QuickCam 5000 works so that it tries to minimize so 
called “gain” which increases brightness but amplifies noise, and therefore the internal 
exposure control tries to keep as long exposure as possible. However, this is bad for mov-
ing systems, as the images blur in low light conditions. In field robot, usually it does not 
make a difference if driving in clear sky sunlight, but has difference in cloudy conditions or 
driving on the evening. This problem was already tried to be solved in Wheels of Corntune 
(Maksimow et al 2007) and 4M (Backman et al 2008), but it was not possible to program 
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 your-own-algorithm, as Windows driver does not support control of exposure from the 
software. Luckily, the UVC driver for Windows Embedded CE supports direct control of 
these camera parameters, and now it was possible to do-it-yourself-exposure automation.  
 
320x240 resolution was used. The automatic exposure works in three phases, listed from 
the brightest conditions to the darkest: 1) gain 0 & exposure > 1/500, 2) gain 0-255, expo-
sure = 1/500, 3) gain 255, exposure < 1/500. The algorithm counts number of pixels and 
channels that are 255 (which is the maximum). This count number is regulated by a simple 
controller to 200 (of 320x240x3).  
6.1.2 Colour transform 
To detect maize plants, a generalized EGRBI transform was used. The original EGRBI 
transform converts a colour from RGB space to another 3D space: Excessive Green (EG) 
– Red-Blue (RB) and Intensity. The goal is to detect the green, and the Excessive Green 
channel excludes intensity changes, so it is easier to threshold the value than in raw G 
channel. Red-Blue channel makes difference if EG channel says that the pixel is “not 
green”, to tell “is it more reddish or bluish”. The Intensity channel corresponds to grey-
scale. The problem of original EGRBI is the assumption that the colour in interest is exact-
ly green-green. In the case of maize plants the colour is not green-green, but more yellow 
(red-green) than green-green or green-blue. One example of RGB colour of maize is 160-
200-90, experienced by Logitech 5000.  
 
In the Finnish series of field robots, EGRBI transform was tried in Demeter robot with a 
reasonably good experience. For Wheels of Corntune, the method was generalized the 
first time, and the generalized version was called as “ECCI” by Maksimow et al (2007). In 
the generalized EGRBI, or ECCI, the idea is that user may select any colour of interest, 
and the algorithm computes automatically the transformation to form “EG”, “RB”, and “I” 
channels. EC (Excessive Colour) channel marks how much the value is given in the direc-
tion of colour of interest (excluding intensity variation). Intensity is computed just like in the 
original version, and the CR (Cross) channel base vector is computed as a cross-vector of 
EC and I channels, to provide more information. If the colour of interest if 0-255-0 (pure 
green), the transform is exactly the same as EGRBI. The same method was used also in 
4M (Backman et al 2008).  
 
In EasyWheels 2010, the ECCI transform is used. The main difference in the previous 
editions is hidden in the reasoning: threshold is not used, but instead on each channel the 
probability is calculated by using on piecewise linear curves. For CR channel the sym-
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 metry is assumed, but on the other channels not, so the method provides 5 tuning parame-
ters. The overall probability (of being maize) is computed as a product of the three chan-
nels. The parameters are easy to tune by using test images, by first clicking the colour if 
interest and then finding appropriate values for the corner points of the curves.  
 
Figure 19: Camera picture from top of mast.  
6.1.3 Projection correction 
One of the challenges in the project was to deal with the lack of floating-point unit (FPU) in 
Colibri. Computation of ECCI, correcting the projection and transferring all the data to 
navigational computer (eBox) was out of the question. The solution was to use pre-
computation to form “blocks”, or regions-of-interest for the image that correspond certain 
metric area in the field. The angle of camera was set so that the top edge corresponds to 
3.00 meters and in case the bottom edge corresponds about 0.70 meters. A “rasterization” 
of 12cm x 20cm was used in the preliminary tests, and this metric rasterization means that 
on top of image smaller number of pixels is used to form a block than in the bottom. By 
taking the height of camera and aspect ratio of image into consideration, the rasterization 
produces 268 blocks. For all of them ECCI transform and probability computation is done, 
based on average values in RGB. The resolution could have been even denser, as in 
Colibri this required only about 17% of processor power.  
   
Figure 20: Multiresolution rasterization and ECCI transform, from the left: EC, CR, I, and total probability 
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 6.1.4 Adaptive thresholding 
This system also utilized adaptation to finding probabilities. Adaptive thresholding has also 
been used in Wheels of Corntune (Maksimow et al 2007) and 4M (Backman et al 2008). 
The assumption in adaptation is that when driving in rows, the average number of pixels 
which are interpreted as maize, stays (more or less) constant. For adaptation it is possible 
to set the assumption as a percentage, e.g. 30% has been used, even if this year 10% 
was a better guess. Here adaptive thresholding controlled upper corner point of EC chan-
nel piecewise curve. After the competition and playing with test data it can be said that this 
was not the best choice.   
6.2 Position in row 
The position estimation in row is separated from navigation, in order to tune one in time. 
The row position estimation means finding the two values: lateral position in row (error 
sideways) and angular position in row (error in heading). The third value is quality which 
indicates how well the sensor data fits a model. The row model is simply based on as-
sumption on straight maize rows (in 3 meters ahead – 1 meter behind) and 0.75 meter row 
width (tunable parameter). As EasyWheels is pretty symmetric and the special feature is 
two-way driving, the natural selection for robot origin is the center point (where the mast is 
located).  
 
Ultrasonic rangers, infrared rangers and information from machine vision are all projected 
to the same 2D metric plane. In case of ultrasonic and infrared sensors, the sensor read-
ing is put to the correct geometric position in the robot coordinate system and perpendicu-
lar reflection is assumed. Furthermore, in case of ultrasonic and infrared rangers, also 
historic measurements from last 20 steps (corresponding 1000 ms) are projected, by using 
backwards odometry computation (backwards in time, historical steering angles, Euler 
backwards integration) – and historical projected measurements have a forgetting factor, 
so that the oldest measurement has only 0.2 weight of the newest. The same principle was 
used already in Wheels of Corntune and 4M robots (Maksimow et al 2007, Backman et al 
2008).  
 
Compared with earlier editions, this time also the detected maize probabilities are project-
ed in the same 2D space with ultrasonic and infrared measurements. In this way all the 
information is processed together, with no intermediate rounding as would happen if the 
same position in row indices were computed separately. However, this worked in principle, 
but the problems arise as all the information is not in the same scale. Using only the prob-
http://www.digibib.tu-bs.de/?docid=00041345 07/10/2011
   
 Proceedings of the FieldRobotEvent 2010 
73 
Robot Information 
 
 ability and positive detections was not good enough – also positive probability of “not being 
maize” has to be counted. Due to lack of time and test data this was not possible for this 
edition, but it will be investigated in the future.  
 
In line fitting two stages were used to reach computational efficiency. In the first stage a 
rough estimate is found with a multi-resolution search algorithm: at first, 10 degree resolu-
tion is used and then the resolution is decreased to one degree – in the angle in question 
all the data is projected in the same axis and variation (0.75m cyclic) is counted. The high-
er variation – the more probable heading angle. In the second stage the data is first rotat-
ed to the angle given by rough search (which includes camera head turning), and recur-
sive least squares method with 0.75m modulus is applied – to find a more accurate esti-
mate. A visualization of the method is shown in Figure 21.  
 
Figure 21: Line fitting diagram: green spots are probabilities of being maize from the image processing, and 
yellow circles are projected maize plants from ultrasonic sensors in corners of the robot. Robot 
center position is in the center of blue axis. A yellow line is the result of estimated center driving 
line.  
6.3 Navigation in row 
Input to navigation in row is coming from row estimation (lateral error, angular error, and 
quality) and the output is driving speed, steering angle of front wheels and steering angle 
of rear wheels. EasyWheels 2010 is using the same navigational principle as its predeces-
sors SmartWheels, Demeter, Wheels of Corntune and Mean Maize Maze Machine 
(Honkanen et al 2005, Telama et al 2006, Maksimow et al 2007, Backman et al 2008). The 
principle is simple: two separate PID controllers are used, one of them is handling lateral 
error control and the other is handling angular error. The output of the first controller is 
lateral speed (normal to robot heading) and the output of the second is angular velocity. 
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 The lateral speed requirement and angular velocity requirement together with set point for 
robot speed can be converted to steering angles, by using inverse kinematic model of the 
four wheel steered robot. In EasyWheels 2010 the angular error is also used as feed-
forward to steering angles, which makes it easier to tune the controllers. The main idea of 
this navigation principle is to make the tuning easier: first the lateral control parameters 
can be tuned and afterwards the angular – 6 parameters to tune at the same time by hand 
is too much.  
6.4 Navigation in the end of rows 
For turning at the end of a row, two methods were implemented: The first utilized two-way 
driving and works like-a-crab. The other is more common; at first it makes a 90 degree 
turning, then backwards or forwards some distance and finally completes the last 90 de-
gree turn. In both cased, after detecting the end of row, the robot stops, drives backwards 
a bit (not to exceed a limit of 1.5 meters in the field), and stops again. Stops between the 
turning phases make it easier to tune the parameters, and for competition they were mini-
mized.  
 
An intention was to use the camera as a main sensor while the robot was driving in head-
land, like 4M did, to count how many rows are passed, and on the other hand to keep the 
orientation right. The angle of the camera was kept always towards to the rows and the 
angle was adjusted by the measurements obtained from the compass and/or odometry. 
However, we didn’t have enough time to implement camera based navigation at the end of 
the row, so the competition was done only by using odometry and compass heading.  
For improved accuracy to drive a desired distance or a desired angle, a model based 
odometry was used. The kinematics and identified dynamics of the robot were used in the 
prediction model to estimate how much the robot would move after setting the driving 
speed to zero. In other words, the robot all the time thinks “where would I end up if stop-
ping now?”, and this predicted position is used as threshold value in the navigation state 
machine.  
6.5 Adaptive cruise control 
Each of the axle modules implements so called cruise control, or in the other words keeps 
the constant speed. For two-robot co-operative challenge, the other feature from the au-
tomobiles was to be implemented, so called “adaptive cruise control” or ACC. This system 
keeps the constant distance to the other car driving ahead, if the car is detected, and oth-
erwise operates like normal cruise control.  
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 In EasyWheels 2010 the adaptive cruise control is implemented by adding another PI 
control on top of normal cruise control, which adjusts the driving speed up or down from 
the desired speed. The other robot sent his speed to EasyWheels, and this was “the de-
sired speed”. The output of the PI controller was limited to -0.2 to 0.2 m/s range, so the 
tuning up or down was done in a safe range.  
Both SRF08 and SRF235 sensors were used. There was not enough time for the deep 
analysis of sensors in the competition, so the beforehand implemented “use minimum of 
the two sensors”. In the event demonstration the speed of 0.25 m/s was used and a set 
point for distance was 35cm.  
7. Two robot co-operation (with Helios) 
We were asked if we wanted to make a co-operative demo for a new Task in Field Robot 
Event 2010, with Helios. The first idea was to do it with Turtle Beetle, but quickly it was 
found out that time was running out of that project, and thus the authors ended up taking 
EasyWheels out of shelf and making the “EasyWheels 2010”. Helios has participated in 
Field Robot Events every time since 2007 (Knaupp et al 2007; Meinecke et al 2008) and 
they won the event 2007, were second 2008, and again winners in 2009; so the project 
was on solid ground – and it was decided to take as a challenge.  
After a quick brainstorming, the representatives of the two teams agreed to have demon-
stration about “corn harvesting”, where one of the robots acts as a harvester and the other 
as a transporter. Helios team had some kind of “corn shooter” as a tool for Helios in their 
mind, so evidently Helios was to be the harvester and EasyWheels 2010 to be the trans-
porter. The first idea was to do parallel driving so that one robot in one row and the other 
following in the next row. However, this was considered more challenging as there was no 
clear idea how long maize plants will be during the event, and which sensors could be 
used to detect the position of the other robot – therefore one driving behind another was 
considered a better choice.  
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Figure 22: EasyWheels 2010 with a black hopper in Field Robot Event test field.  
 
To demonstrate the job, and taking into consideration a fact that we have only about a day 
to test the co-operation, the two teams had three aids in use: 1) a wiki-based common 
workplace, 2) a layered strategy for building up the technology, and 3) simulators to test 
the communication between the robots.  
 
The layered strategy incorporated from the simplest to complex:  
1. one driving behind the other, with fixed turnings, no online communication, manifold 
acting when Helios sees a row, the second robots starting a bit later than the first 
2. online communication: EasyWheels2010 informs when "in contact" e.g. set point in 
gap reached and Helios informs when the headland starts 
3. both robots start from headland, Helios first navigates some rows further, informs 
EasyWheels2010 of how many rows were counted, Helios drives slowly in row, 
EasyWheels2010 starts and finds the correct row, and catches up Helios, and in-
forms about the "contact", Helios turns the manifold backwards and simulates blow-
ing 
4. some real matter is transferred between robots 
5. EasyWheels2010 would go after two rows somewhere to "empty" the hopper... 
6. ....and come back... 
7. programmable turnings for both robots 
 
In the Event, everything was not going as expected. Helios had some problem in their 
mechatronics (a front wheel steering problem, or something), and unfortunately they were 
not able to participate in any other task than the two robot co-operative challenge. Both the 
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 robots were communicating with the simulators, but in real life there were some problems, 
as it took for a while to tune the WLAN access point to right frequency band where no 2.4 
GHz noise appeared. The starting from the headland and waiting in turnings by Easy-
Wheels was tested in test field, and was proven to be working.  
 
Due to Helios’ problems with steering, it was agreed with the jury that Helios will be driven 
by remote control (Nintendo Wii controller) and EasyWheels 2010 has to act autonomous-
ly. Helios had problems with steering, but with remote control this problem was solved, and 
fortunately we had something to show. A comparison to layered strategy presented above 
shows that 1) “following” and 4) “shooting a real matter” were working in the competition 
demonstration. 2) “communication” and 3) “starting position” were implemented and par-
tially tested, but not demonstrated in the Event.  
 
 
Figure 23: Helios and “well protected” EasyWheels doing the demonstration in FRE 2010.  
An experience on two robot co-operative demonstration was positive, as we (the two 
teams) were able to do some real co-operation. The expected risks were encountered in 
Braunschweig, as a minor steering servo problem made the autonomous co-operation of 
the two robots impossible. It was again learned that a robot is a complex system and all 
the layers in the robot (from mechanics to most advanced algorithms) have to work per-
fectly to be operative.  
http://www.digibib.tu-bs.de/?docid=00041345 07/10/2011
   
 Proceedings of the FieldRobotEvent 2010 
78 
Robot Information 
 
 8. Discussion  
In the Event, the field was different from what was expected. The test field had almost no 
maize plants, as they were transplanted to the competition field. The only way to do navi-
gation tests in the competition area was to put 8mm diameter gray-green sticks into the 
soil and try to detect them (see 
 
 
Figure 22). These sticks were also put into the competition fields, to supplement 10-15 cm 
height maize plants. EasyWheels 2010 used ultrasonic rangers (4x), infrared rangers (4x) 
and machine vision to detect the rows (and the end of rows). Based on the first manual 
drive data in the test rows it came evident that infrared rangers were not able to detect any 
of the sticks (no use), with machine vision it was very hard to distinguish 8mm gray-green 
sticks from the ground (no use) and out of four ultrasonic rangers only front-left and rear-
right sensors were in such condition that they were able to detect 8mm sticks. The other 
two ultrasonic sensors seemed to work only in range under 12 cm, as they had worn out 
somehow, maybe the dust from the field had gone inside the sensors. For future robot 
builders: be aware with SRF08 condition! So the conclusion was that only two of nine 
sensors were working, and especially when the most powerful sensor (machine vision) 
was out of the question, it seemed almost impossible to make it to work in the competition 
tasks.  
 
However, the robot was capable of driving between stick rows surprisingly well, only by 
using front-left and rear-right ultrasonic sensors, thanks to sophisticated line detection 
algorithm. We had only one spare ultrasonic ranger for both EasyWheels and Turtle Bee-
tle, and this was replaced in front-right. With that replacement also row end detection was 
improved a bit, but still the row navigation in backward driving was a bit too waving – which 
was seen in Task 1.  
 
The next day after the competition it was possible to do test drives in the competition 
fields, and finally at that time it was possible to use machine vision as there was enough 
maize plant green. After short calibration EasyWheels was driving pretty well in the rows, 
and the driving speed could be increased.  
 
Co-operative challenge proved to be a real challenge – as we co-operated with a team 
from another country and we had only about one day to do (all) tests before the competi-
tion. Luckily, we had prepared well for this task, by developing a clear layered strategy 
how to do the demo – objectives were set high, but still we had in mind that at least some 
http://www.digibib.tu-bs.de/?docid=00041345 07/10/2011
   
 Proceedings of the FieldRobotEvent 2010 
79 
Robot Information 
 
 movement had to be done in case of e.g. wireless communication is not working. Pretty 
standard WLAN communication between the robots was surprisingly one of the problems 
as in some phase the communication did not work anymore in channel 8 (mysterious 
noise?), but after an hour or two investigation it started to work again when changing the 
channel to 9 – a lot of test time was lost for solving this problem. Helios robot had some 
mechanical and other problems and they were not able to participate in the other tasks, 
but luckily we were still able to do the two robot co-operative challenge in a bit eased way: 
Helios was driven in manual control, and EasyWheels followed autonomously in a con-
stant distance.  
9. Conclusions 
A good field robot has to be able to adapt to any kind of field, whether it is in good condi-
tion or not. To be good in row driving in any conditions, multiple sensors have to be used 
as one may work better in some conditions and some in the other. EasyWheels 2010 was 
equipped only with ultrasonic rangers, infrared rangers and machine vision with turning 
head – the best detection is achieved if all three types of sensors can detect the row. The 
test field was very challenging, and two of three sensors were not working, but still some 
row navigation was possible.  
 
The two robot co-operative challenge was considered being challenging. One robot is a 
pretty complex system and it can be said that if one piece in the system is not working, the 
whole robot might not work. The risk in the two robot challenge is about on power three, as 
there are two robots that have to work by themselves, and also the communication and 
other interaction between them have to work. This risk realized in our two robot demon-
stration, but luckily a way to do the demo was found – after a lot of work this was better 
than nothing – and the jury appreciated it with the first prize in co-operative challenge task.  
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 Design and Production for letting us to play with the robots in the facilities. Finally, we 
would like to thank all the 44 students participated on Finnish Field Robot Event teams 
during 2005-2010, to give us motivation to improve education and technology, and to learn 
more and more about field robots.  
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 Eduro Maxi HD – Navigation in the maize 
Milan Kroulík1, Jan Roubíček, Tomáš Roubíček, Martin Dlouhý 
1 Czech University of Life Sciences Prague, Department of Agricultural Machines 
  
Abstract 
This article describes robot Eduro Maxi HD used by the Eduro Team for the Field Robot 
Event 2010. The goal of the team was to build and program the robot and demonstrate its 
usability in agricultural task. 
  
Keywords: EDUcational RObot, CAN bus 
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 1. Introduction 
 
The Eduro Team for FRE2010 was formed in coordination with Czech University of Life 
Sciences Prague, Department of Agricultural Machines. Last year experience showed, that 
such partnership could be fruitful, and our expectations were fulfilled. We are bond togeth-
er by a belief, that  robots can and should be used for tasks humans cannot perform well 
or even at all. Our past experience with the robotic constructions and our previous partici-
pation on the robotic competitions (Eurobot, Robotour, RobotChallenge, ...) has shown us 
an applicability of our approach and of our research ideas to the robotics. 
The past has also learned us that it is not a lack of ideas which stops the robots from per-
forming well, but a lack of reliability. Because of this observation, we focus on the reliability 
instead of the complexity. Our approach is further reinforced by a necessary trade-off 
between computing power of the control board and its power consumption. There are 
many nice and important research ideas, which just cannot be implemented on a real robot 
yet. However, some can. 
 
2. The Robot 
2.1 Hardware 
 
Figure 24: Eduro Maxi HD during the FieldRobotEvent 2010 
 
Eduro Maxi HD is the prototype of three-wheel outdoor robot with a differential drive (Fig. 
1). It is the modular robotic platform for education, research and contests. It weights about 
15 kg with the dimensions of 38x60x56 cm. HD version uses SMAC (Stepper Motor – 
Adaptive Control) drives with belt transmission. The power supply is managed by two Pb 
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batteries 12V/8Ah. The brain of the robot is single board computer with AMD Geode CPU, 
256 MB RAM, compact flash card, wi-fi, 3 Ethernet, 1 RS232 and 2 USB ports. The RS232 
port is used for connection to CAN bus via RS232-CAN converter. The most of sensors, 
actuators and other modules (display, beeper, power management etc.) are connected to 
CAN bus, which forms the backbone of the robot. The more data rate demanding sensors 
are connected directly to PC via ethernet interface. Two main sensors were used for 
the Field Robot Event. The weed detection was provided by an IP camera with fish-eye 
lens. For obstacle detection, the laser range finder SICK LMS100 was used. The robot is 
further equipped with sonar, GPS and compass, but these sensors were not used in main 
tasks during the Field Robot Event.  
 
 
 
 
 
 
 
 
 
 
 
Figure 25: Hardware structure of the Eduro 
The robot carried spraying system on the back. The spraying system had been designed 
as model of a real agriculture machine and was shared with team Cogito MART. The 
sprayer is independent module with own battery and simple interface (3pin connector - 
ground, left, right). Besides spraying it blinks and beeps. 
 
 
 
 
 
 
 
 
 
 
Figure 3: The sprayer 
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 2.2 Software 
The main program is running on x86 single board computer with the operating system 
Linux and Xenomai real-time extension. The Xenomai is used for decreasing of serial port 
interrupt latency and improvement of communication reliability. 
The low-level motor control is provided by microcontrollers in motor modules. The main 
computer only sends desired speed to the units via CAN bus. 
 
The highlevel software is written in Python. It is using routines for image processing written 
in C/C++ with help of OpenCV library. It turned out that all three tasks could be unified in 
one code: 
 
  contest = FieldRobot( robot, verbose ) 
  contest.ver2([-1,1]*10)                   # Task1  
  contest.ver2([2,-1,2,-3,-4,0,2,4,-1]) # Task2  
  contest.ver2([1,-1]*10)        # Task3 
 
The code is relatively compact and it has approx. 300 lines including logging, prints and 
sprayer specific routines. 
 
The navigation in the row was originally handled with camera. The camera was much 
more successful on the grown maize test field in Prague when compared to laser scaner 
pointing down.  
 
 
 
Figure 4: Robot view of test filed in Prague 
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 The camera row navigation was based on color segmentation (green/white), where green pixel was  
considered if in RGB color space  G > 1.05*R && G > 1.0*B. 
The image was processed from dynamic center to left/right until sum of green pixels was above given 
threshold. 
 
               
Figure 5: Color segmented image and located positions of rows 
 
 
Similar algorithm was used for weed detection. The only difference was definition of bright 
green: (G > 1.3*R && G > 1.3*B). The weed was detected in front of the robot so the 
spraying had to be delayed by time when robot travels approximately 75cm. The imple-
mentation used extra task queue with time offset. 
 
Laser row navigation 
In Braunschweig we used laser navigation instead of camera. The sensor was still pointing 
10deg down to eliminate uneven terrain. Input was 541 measurements with half degree 
step. A simple algorithm searched for center of row – as an obstacle was considered 
measurement shorter than 1m. Also for the end of row detection we used simple rule then 
the space opened wider than 85degrees on both sides. 
3. Conclusions 
The Field Robot Event 2010 was for Eduro Team quite successful. The team got 4 prices 
in total with gold in Professional Task, and ranked 2nd in overall evaluation.  
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Figure 6: Eduro Team for FRE2010 
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1. Introduction 
In previous events the basic mechanical construction of Helios emphasized as being ro-
bust and solid. Referring to the recent event in Braunschweig, the most important points to 
do were software-based and new mechanical parts for the tasks.  
Therefore a new manipulator and a spout had to be constructed. Software sided the weed 
detection and the trajectory planning was redesigned.  
 
 
 
 
 
 
 
 
 
 
 
1.1. Basic System 
The basic system is similar to the one used in Wageningen and Osnabrück. An aluminium 
chassis is carrying the body made of ITEM aluminium profiles. Right under the base plate 
the powerful Dunkermotor engine is installed, which drives all four wheels over three dif-
ferentials. Both axles are steerable using two servos. These servos had to be changed this 
year due to transmit the power via tooth belt. 
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 1.2. Manipulator 
In order to defeat the weed without using chemicals, we decided to build a manipulator. A 
parallelogram rotary bedded is able to spin about 180° to catch weed on both sides of 
Heilos, At the down end, a bucket (2 parted) picks the weed. As actuators servos were 
used, one of them had to be rebuild to an endless winding one to lift the bucket via a 
winch.   
 Many of the parts the manipulator is built with had to be milled, for the parallelogram ITEM 
profiles have been very useful. 
 
 
 
 
 
 
 
 
 
 
 
 
1.3. Overburden machine 
To demonstrate an overburden process in the cooperation task an overburden machine 
had to be constructed. The base of this machine is a box containing the closed loop con-
trol and one servo to spin the machine. To accelerate it, a linear motor is set between the 
arm and the pivot.  
A second servo is mounted at the end of the arm for sighting.  
To visualize the overloading an air pressure system shoots a small load of any fine grained 
substrate out of the end of the arm. The system uses two different tanks one for the com-
pressed air and another one for the substrate. The overburden machine is controlled via 
CAN-Messages which transfer the position data.  
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 2. Electronic systems 
2.1. Main computer 
In contrast to our first experiences years ago, we are not using microcontrollers for the 
main arithmetic system. Due to the huge amount of data from sensors like the laser scan-
ner or cameras, we decided to use an Intel Atom dual core Mini ITX. It is able to run both 
the trajectory planning and camera analysis. The Mini ITX Board is equipped with a GPU 
which has a CUDA® capability. So it is possible to use the GPU for some calculations. In 
our case it's used for a faster image processing. 
2.2. Bus system 
For connecting the Klickbox and the servo boxes a fast and reliable bus - the CAN bus as 
used in automotive industry since several years - is most applicable. It can be easily ana-
lysed by computer so errors can be detected fastly. 
The Sick laser scanner, the two AVT Prosilica cameras and the PMD-camera are 
equipped with Ethernet. Therefore Ethernet had to be installed as the second bus system.   
With these two buses, we are able to add many other electronic parts in future. 
2.3. Klickbox 
The most components in Helios can be switched on/off using the so called Klickbox. It is 
connected to the ITX board via CAN. All channels can also be switched manually. 
Another advantage of this Box is the possibility to plug in an external power supply without 
the loss of power on the robot during the connecting. 
2.4. Servobox   
In order to control the servos via CAN we are using 
servo boxes. The older ones can control standard 
servos known from the modelling scene (using PWM-
signals), the newer boxes are able to control servos 
using RS232. This admits us to get back the steering 
angles from the servos, so a closed loop control could 
be designed. 
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 3. Software concept 
3.1. Basic concept 
 
We split up the Software into smaller parts which work certain and can be used for varie-
ties of different tasks. Due to the fact that many components of the hardware communicate 
via CAN bus and there are several programs who need to read and write on the bus, the 
CAN messages are redirected by the CAN Control program over TCP/IP to all other pro-
grams. The electric motor and the servo motors send the distance and steering angle 
which are important for the closed loop control. For indoor and primitive testing a program 
was written to test the basic functions of the path planning algorithms. It simulates the 
scanner, the motor and the servo motors. To manage all the parameters and to have a 
graphical feedback of the scanner data and trajectory generation process we have a very 
simple GUI which communicates over TCP/IP on the one side with CAN Control and on 
the other side with the path planning application to get the effective laser scanner data. 
3.2. Trajectory planning 
The data from the laser scanner is taken to calculate the inner edge of the driving lane. 
Therefore the algorithm starts at the robot and tries to find the nearest object which fits to 
the boundary conditions. Then the next object is calculated from the last object. This algo-
rithm is used to find the left and the right side of the maize rows. The boundary conditions 
contain maximum and minimum distances to the robot and to the last objects. After that 
the trajectory is generated on the base of the driving lane. The trajectory is described by a 
cubic function. This cubic function is transformed into a global coordinate system and sent 
to the closed loop control application.  
3.3. Turning around 
 
 
Even though it was planned to turn into the next row with a self gener-
ated trajectory, at the moment the turn is driven like last year. To drive 
along the headland the above described trajectory generation is also 
used. The planed pattern is saved in an array.      
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 3.4. Obstacle detection 
In order to detect obstacles and dykes a PMD-3D-camera is used. An algorithm, which 
analyzes beginning at the robots front the ground surface, checks if the ground has bumps 
ore dykes ore something else blockades the way. The robot automatically stops if an 
obstacle was found.  
3.5. Camera analysis 
Technical Proceedings: 
 
Weed Detection on the field Robot Helios is based on a difficult system and is done not 
only on CPU but also on GPU. 
For a better reusability, there is a middleware between the Capture Devices and the image 
processor. This middleware called WebcamD and shares the image from a Capture De-
vice through a HTTP web server. 
 
The splitting of the processes has some good effects: 
− It is possible to test with a cheap webcam or a dummy video, and the image 
processor doesn't see a difference 
− It is possible to move this part to a different computer, to increase performance 
− Debugging is quite easy, you only need a web browser 
 
WebcamD is written in C++ and uses following libraries: 
OpenCV Image processing 
Dummy capture driver 
PvApi AVT GigE cameras 
UniApi AVT Firewire cameras 
Libmicrohttp HTTP server library 
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 The Image Processing is done with a separate program. 
This program is written in C++, too and uses following Libraries 
 
 
libCURL Fetch images through HTTP 
OpenCV General image processing 
cvBlob Find blobs in binarized Images 
OpenCL Split image into different Layers on the GPU 
SQLite3 Store information about blobs in a database 
 
The following steps were processed with every camera: 
 
 Fetch Image trough HTTP                                                            
The image fetching is done through the HTTP Protocol 
in version 1.1 with the curl library. 
 Split Image into different layers 
 The splitting of an Image into different layers is 
made with  the RGB Values of each Pixel in an image. This Part is  done for each 
Pixel and is computed due to performance on the GPU. 
 
Green White Yellow 
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 Find blob in green layer 
 Filter out blobs that were to small or too 
big                  
 Find blob inside of green layer in white layer                          
 
 Filter out blobs that were too small 
 More blobs are better ranked 
 Find blob in yellow layer inside in white layer 
 If blobs in this layer were found, it is really 
sure, that a flower was detected 
 Store blob information’s inside an in memory 
SQLite3 Database 
 Search inside of SQLite3 Database for old 
Blobs to check movement of this blob 
 Area size of database entry must be less or 
equal green blob area size 
 Centroid of database entry must be around 
centroid of green blob 
 If blob is new, give it a new unique id / else give it 
the id of the found blob 
 If a blob with flowers inside was not found in the 
last 3 frames, signalize it to the main program via 
TCP/IP 
• Main Program uses weed manipulator or acoustic signal to react on this 
 Return to the first step 
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 3.6. Cooperative Task 
3.7.  
For the cooperative task together with the Finnish team we decided to show an overbur-
den process. 
Therefore the above mentioned spout should be used. To send information from one robot 
to the other using the available wireless LAN adapters the UDP protocol fitted the best. 
The data structure was discussed via email and a wiki board and the process was concre-
tized.  
The complexity of the process was increased during the work depending on the time and 
the progess. 
4. Discussion 
This time we concentrated too much on the more complex tasks like the manipulator the 
overburden process or the improvement of the driving lane detection and forgot about the 
importance of a stable running system for the basic tasks. And we experienced that a 
supposed improvement of a specific part can tie up the whole vehicle. In this case the 
overleaping of the steering belt lead to an unacceptable deviation in the single-track mod-
el. 
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Abstract 
Our earlier robots have not solved the Field Robot Event’s row-following problem with a 
sufficient degree of robustness. The objective of the work presented here was to build a 
robot that can detect rows consisting of small or large maize plants by using a camera 
system; and to provide this robot with robust localization and navigation by using probabil-
istic methods to process the data from the vision system in conjunction with data from 
other sensors. We employed a particle filter approach where information from the robot’s 
wheel encoders and a gyroscope is used in the control step and where the filter is updated 
using information from a downward-looking camera and a laser scanner. For the weed 
detection and control tasks, the robot is equipped with a self-contained spray unit consist-
ing of two CMUCAM3 camera’s and four narrow-cone nozzles (two on each side of the 
robot) which allow for precision-treatment of small areas. At the Field Robot Event, the 
robot was able to follow rows and turn into the correct new row in all tasks. No manual 
intervention was necessary; the first objective was met. In the days and weeks leading up 
to the event, it was demonstrated that the robot can navigate even when the maize plants 
are very small. Thus, the second objective was also met. However, weed detection was 
less than perfect. It turned out to be more sensitive to the light conditions than we had 
realized. Also, the turf patches were placed almost between the maize plants instead of 
well inside the row, and were out of the camera’s view. In conclusion, the robot is capable 
of a high degree of autonomy in the tasks of the Field Robot Event: it didn’t once get lost 
and it damaged few plants.  
 
Keywords: camera, laser scanner, gyroscope, probabilistic framework 
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 1. Introduction 
Our team has taken part in several previous editions of the Field Robot Event. The first of 
our robots was built in 2004 (Van Evert et al., 2004). The second robot detected volunteer 
potato plants in maize fields (Van Evert et al., 2006). The third robot detected broad-
leaved weeds in grass fields (Polder et al., 2007). The weed detection capability of this 
robot was later implemented in a farm-sized prototype robot (Van Evert et al., 2009; Van 
Evert et al., 2010). These efforts were followed by a two-wheel balancing robot in 2007 
(Van Evert et al., 2008) which reappeared as a three-wheeler in 2009 (not documented). 
While there have thus been some results and an important spin-off, it does not seem that 
the Field Robot Event’s row-following problem has been solved with a sufficient degree of 
robustness. The problem seems simple enough: follow rows of maize plants, detect the 
end of the row, and enter a row to the left or the right, possibly skipping one or more rows. 
At the time of the Field Robot Event, maize plants typically are 0.50 m tall. Thus, they are 
easily detected with a vision system or with proximity sensors (IR, ultrasonic, laser). How-
ever, our team interprets the challenge as a proxy for realistic agricultural problems, of 
which weed control is the most obvious one. Intervention for weed control is most benefi-
cial if it is performed when the crop is still small, possibly only a few cm high. Thus, a row 
following solution that works with a variety of plant sizes is needed. 
A second problem that has not been solved fully is completely autonomous operation of 
the robot under a variety of circumstances. The robots we have built (and indeed practical-
ly all other robots participating in the Field Robot Events of past years) occasionally lose 
track of where they are, either while following rows or while on the headland, or they mis-
count the number of rows crossed and enter into a wrong row. Clearly, the challenges 
posed to robots that attempt to navigate a farm field are many: an irregular surface with 
bumps, holes, and variable traction; plants with irregular shapes and sizes; dirt and dust 
spread by wind and rain; and extremely variable light conditions that will confuse camera’s 
and IR sensors. An entry for the Field Robot Event should explicitly target these challeng-
es. Probabilistic methods to integrate sensor data over time and over different sensors 
offer inherent robustness (Thrun et al., 2005). Earlier, we combined Hough transform-
based row detection with a particle filter (Van Evert et al., 2008). Later, the Hough trans-
form was omitted (Van der Heijden et al., 2008). 
The objective of the work presented here was to build a robot that can detect rows consist-
ing of small or large maize plants by using a camera system; and to provide this robot with 
robust localization and navigation by using probabilistic methods to process the data from 
the vision system in conjunction with data from other sensors. 
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 1.1 Robot hardware 
Robot “Hugo” is designed around the self-contained Kverneland wheel unit (described by 
Hofstee et al. (2007)). This unit consists of an actuated, steering, wheel. It is self-contained 
because it comprises a microprocessor which controls both speed and direction of the 
wheel. Communication with the outside world is effectuated through CAN-bus and consists 
of commands from high-level control to the wheel and status messages from the wheel to 
high-level control. 
The robot is equipped with one fully functional wheel unit. This unit is located in the front. 
The two rear wheels are essentially wheel units without the ability to steer. Equipping the 
robot with three (or four) fully functional wheel units would have made it more manoeuvra-
ble, but would also have increased the mass as well as raised its center, thereby causing 
instability (Fig. 1). 
The wheel units are equipped with incremental encoders to measure rotational speed of 
each wheel. In addition, the front wheel unit is equipped with an absolute angle sensor to 
measure the steering angle. 
With three driven wheels, one of which can be steered, the kinematic model depicted in 
Fig. 2 applies to the robot. When turning, each wheel is driven with a speed that depends 
on the target speed of the controlled point, the radius of the turning circle, and the location 
of the wheel relative to the controlled point. 
 
           
Figure 1. Drawings of the robot. Left: all components are shown, including laser scanner in front and elec-
tronics box between the rear wheels. Right: side view showing that the wheel unit requires a lot of 
space. 
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Figure 2. Kinematic model of the robot. 
 
The robot is equipped with the following sensors to navigate. A downward-looking camera 
(uEye UI-1220 SE, IDS Imaging Development Systems GmbH, Obersulm, Germany) with 
a 2.4 mm, 186 degrees field-of-view lens CF2420 (Lensation GmbH, Karlsruhe, Germany) 
is mounted at a height of 1.65 m and provides a view of the robot and its vicinity. A laser 
scanner (LMS-111, Sick AG, Waldkirch, Germany) is mounted to the front of the robot and 
allows detection of obstacles in front of and to the sides of the robot. Finally, a gyroscope 
(Inertia-Link, Microstrain Inc., Williston VT, USA) provides information about the rotational 
speed of the robot.  
The robot has a mini-ITX computer with a 2.4 GHz Intel Core2 Duo processor, running 
Windows XP. Also present is a WiFi-enabled LAN router. 
Energy is provided by three 12 V NiMH racing packs: 1 for the front wheel unit, one for 
both rear wheel units, and one for the PC and router. The robot is pictured in Fig. 3. 
For the weed detection and control tasks, the robot is equipped with a self-contained spray 
unit. The unit consists of two CMUCAM3 (one on each side of the robot), and four narrow-
cone nozzles (two on each side of the robot). Also present are a small water tank, a pump, 
and four valves. The spray unit is powered by a 12 V NiMh accu pack. The nozzles on 
each side of the robot are adjusted so that it is possible to treat a small area (Fig. 4). 
 
Figure 3.Schematic representation of the spray unit. Please note that the two nozzles on one side of the 
robot each treat a different area. 
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Figure 4. Robot Hugo pictured in a field with small maize plants. 
 
 
 
 
 
 
        
    
2. Localization 
The robot navigates in a world which consists of a row of maize plants to its left and a row 
of maize plants to its right. The rows extend beyond the field of view of the sensors oppo-
site to the direction of travel, and they may or may not extend beyond the field of view in 
the direction of travel. The robot may find itself between the rows, or it may also find itself 
outside the rows (on the headland). The state of the world and the position of the robot in 
the world can be described by six state variables (Table 1 and Fig. 5). 
Table 1. State variables for localization. 
 
Symbol Description 
D Distance between rows, m 
W Width of rows, m 
H Heading, radians 
L Lateral deviation of the robot from the 
center line between two rows of maize, 
m 
EL Distance from the robot to the end of 
left-hand side row of maize, m 
ER Distance from the robot to end of the 
right-hand side row of maize, m 
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 Estimates for these state variables are necessary for the robot to navigate. At any given 
time, the current estimate of the state variables is called the “belief” of the robot. Here we 
adopt a probabilistic framework, meaning that a probability distribution is maintained for 
the belief, rather than a set of deterministic values. In particular, we employed a particle 
filter approach where the joint distribution of the state variables is estimated with a large 
number of so-called particles and where each particle holds one estimate for each state 
variable. A good introduction to particle filters in the context of robotics is given by Thrun et 
al. (2005). 
The particles are initialized by drawing from a uniform distribution for each state variable 
that reflects the starting position of the robot (in the middle of, and parallel to, two rows of 
maize plants).  
In the control step of the particle filter algorithm, the state variables are updated using 
information from the front wheel unit about the distance travelled, and information from the 
gyroscope about the turning speed of the robot. The particle transition function is given by: 
 
H = H + dH + N(0, σH) 
L = L + dx sin(H) + N(0, σL) 
W = W + N(0, σW) 
D = D + N(0, σD) 
EL = EL – cos(H) dx  + N(0, σEL) 
ER = ER – cos(H) dx  + N(0, σER) 
 
where H, L, W, D, EL , and ER are the state variables as given earlier; N(0, σ) denotes the 
Normal distribution with mean 0 and standard deviation σ; σH , σL, σW, σD, σEL, σER are the 
standard deviations associated with the transition for each state variable; dH is the change 
in the robot’s heading as measured by the gyroscope; and dx is the longitudinal displace-
ment of the robot as measured by the wheel encoders. 
In the update step of the particle filter algorithm, information from the camera and the laser 
scanner is used to assign a weight to each particle. Particles with low weights are less 
likely to be retained in the resampling step that concludes the particle filter algorithm. 
The camera provides information that can be directly related to the robot’s world model 
(Fig. 6). From the belief of the robot an image can be constructed that corresponds to the 
camera’s field of view, and where the value of each pixel represents the strength with 
which we expect to find plant material at that location (Fig. 7).   
Detecting the ends of the rows of maize requires a modification of the general particle filter 
algorithm as described above. The particle state transition function always decreases the 
value of the state variables that describe the distance to the end of the rows (EL and ER), 
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 even if the robot is still very far away from the end of the row. After each update stop, EL 
and ER are re-initialized in a small percentage of the particles to values that are just out-
side the field of view of the camera. When the end of the row enters the camera’s field of 
view, these (partially) re-initialized particles receive a much higher weight than most other 
particles and allow the particle filter to detect the end of the rows correctly. 
The camera-based end-of-row detection works well when there is much green material in 
the rows, but fails when there are few plants or when the plants are small. In particular, we 
found that the end-of-row detection performed poorly with the non-standard maize plants 
during this year’s Field Robot Event. The algorithm was therefore modified so that in the 
update step the state variables that describe the distance to the end of the rows (EL and 
ER) were re-initialized to the largest distance from which a return was received by the laser 
scanner. 
An important element of navigation on the headland is counting how many rows have been 
crossed. This was implemented by maintaining a row counter which initially is set to zero. 
When the robot travels on the headland and crosses over from one row to the next, the 
(absolute) value of the “lateral deviation” state variable becomes larger than half the value 
of the “distance between rows” state variable. When this happens, the row counter is in-
cremented (or decremented, depending on whether the rows are to the left or to the right 
of the robot), and the “lateral deviation” state variable of each particle is incremented (or 
decremented) by the value of “distance between rows”.  
When the robot has traversed the headland, made the turn into the new row, and is about 
to start following the new row, its belief is still expressed in terms of the previous row. For 
example, its heading is approximately 180 (or -180) degrees. Before the robot starts to 
follow the new row, the state variables are normalized so that heading is approximately 0 
degrees. 
In Task 3 an obstacle is placed in the first row. This obstacle is detected by considering 
the returns from the laser scanner in a narrow field of view in front of the robot. Only re-
turns from distances between 0.10 and 0.50 m are considered. With a sampling frequency 
of 10 Hz, a counter of hits is kept. The counter is incremented when one or more laser 
beams hit an object, and it is decremented when no returns are received; the counter is 
not allowed to become lower than zero. An obstacle is considered to be present when the 
counter reaches a value of three. At this point the robot reverses out of the row, traverses 
the headland to the next row, and starts following the next row. 
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Figure 3. Model of the world in which the robot travels. Green lines represent rows of maize. Symbols are 
explained in Table 1. Left: the robot is between the rows. Right: the robot has entered the head-
land.  
 
       
Figure 4. Image from the camera. Left: original image. Right: undistorted image. 
 
-1
0
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Figure 5. (A) Cross-section of a row, showing that pixels in the middle have a large weight, pixels toward the 
edges a lower weight, and pixels that are far from the middle have a negative weight. (B) Weight 
image resulting from the belief that H = 10 degrees, L = 0.1 m, D = 0.75 m, W = 0.25 m, and EL = 
ER = 0.5 m 
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 3. Navigation 
Row following: The robot needs to navigate in two distinct situations: between the rows, 
and on the headland (Fig. 8). While between the rows, the robot follows the line that lies in 
the middle of the path between two rows of maize. While on the headland, the robot fol-
lows a line that parallels the imaginary line that can be drawn between the ends of the 
maize rows and that lies at a given distance from the ends of the maize rows. Of course, 
these two situations reduce to one, namely following a straight line, where the variables to 
be controlled are the distance from the control point to the line that is being followed, and 
the angle between the robot’s current path and the line that is being followed. 
The controller used is: 
C = -H + atan(-L) 
 
where C = the steering angle setpoint of the front wheel. 
Headland following: The robot continues following the rows until it has cleared the rows 
by a preset distance. Then it comes to a full stop, makes an on-the-spot turn to position 
the robot parallel to the new path, and follows the new path. When it has reached the 
middle of the new row, it comes again to a full stop, makes an on-the-spot turn, and starts 
following the rows again. 
Obstacle: If an obstacle is detected during the first few meters of a new row, the robot 
backs out and returns to its last position outside the row, and then travels on the headland 
to the next row. 
 
 
Figure 6.Schematic representation of row following between the rows and on the headland. See text. 
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 4. Weed detection and spraying 
The artificial weeds consist of patches of green plastic turf with small white flowers. Weed 
detection comprises two threshold steps. The first of these steps detects the green turf, the 
second step detects the white flowers. Whenever a white flower inside a green patch is 
detected, the sprayer is activated (Fig. 9). The position of the white flower determines 
whether the inside nozzle or the outside nozzle is activated. 
     
Figure 7. Close-up of spraying module. 
5. Results, discussion and conclusion 
At the Field Robot Event, the robot was able to follow rows and turn into the correct new 
row in all tasks. No manual intervention was necessary. This means that the most im-
portant objective was met.  
The fact that no interventions were necessary was possible in part because the robot 
travelled rather slowly, only 0.7 m/s. In addition, robustness was increased by adding 
delays of several seconds at the end of the row and during turning. This had a negative 
impact on the total distance covered by the robot and on the overall performance during 
the Event. 
Detection of the obstacle in task 3, backing out of the row, and continuing in the next row, 
was executed perfectly.  
The flower detection turned out to be more sensitive to the light conditions than we had 
realized. The camera was calibrated early in the day; when the sky was much more over-
cast during the Event, detection did not work as well as intended. What also played a role 
that the turf patches were placed almost between the maize plants in stead of well inside 
the row, and were out of the camera’s view. 
At the Event, the maize plants were fairly large. But in the days and weeks leading up to 
the event, the robot was tested while the maize plants were much smaller. It was shown 
that navigation is perfectly possible with plants between 5 and 10 cm (see 
http://www.youtube.com/watch?v=GUgEHlZHIJ4). Thus, the second objective was met. 
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 In conclusion, the robot is capable of a high degree of autonomy in the tasks of the Field 
Robot Event. It didn’t once get lost and it damaged few plants. Navigation is possible with 
small plants and with large plants. 
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 Abstract 
Turtle Beetle is a robot build by the students of Aalto University School of Science and 
Technology for the Field Robot Event 2010, in Braunschweig, Germany. The robot was 
designed to navigate between maize rows, identify weeds, handle them effectively and 
sow seeds in the gaps in the row. This paper describes the building process and used 
methods for controlling the device. This was the sixth time when Aalto University (the for-
mer Helsinki University of Technology) students participated in the contest. In the robot 
design a clear influence from earlier robots can be seen. However, everything is build and 
coded from a scratch. The original feature of the new robot design was a pneumatic sys-
tem, which was used for active suspension, weed destroying and seeding. Also a machine 
vision as the main navigation method was replaced with a laser scanner. To increase 
modularity from previous years, most of the electronics was built on a separate plate (plex-
iglass) that was easy to install on the robot when the chassis was completed. Building the 
electronics on separate plate made it possible to start the testing of electronic assembly in 
parallel with mechanical construction. 
 
The planning of the robot was started in September 2009, the actual building started in 
January 2010 and robot was mechanically and electrically finished in May 2010. The soft-
ware was developed in test environment in the very same time. Test environment consist-
ed of Matlab simulator and the plexiglass. 
 
The robot was built by the team including design and machining. The completely self-
made software was built with Matlab/Simulink, Visual Studio, CodeVisionAVR and Lab-
VIEW -software. 
 
The robot participated in Field Robot Event 2010 in June 2010. In overall competition, the 
Turtle Beetle robot gained the third prize, and in freestyle competition the second prize.  
 
 
 
Keywords: Robot, Maize Field, Navigation, Machine Vision, Suspension System 
 
1. Introduction 
Turtle Beetle is a robot built for Field Robot Event 2010 by Aalto University School of Sci-
ence and Technology students. Aalto University (Former Helsinki University of Technolo-
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 gy) students have participated in the event for several years. However, the robot is build 
from a scratch every year and previous results are not used directly. Most of the ideas for 
this year’s robot can be found in the previous robot “Easywheels” (Kemppainen et al, 
2009), but for example all the program code redesigned by the students and basically all 
the machining and electrification is made by the students. However, building a robot and 
its program code is quite a complicated task and advice and support from the instructors 
have been essential for completing the task. 
 
The robot’s main task is to navigate between the maize rows, identify weeds, handle them 
effectively and resow seeds to gaps in the row. The robot’s main navigation uses a laser 
scanner, ultrasonic and infrared distance sensors. There are two computers onboard, one 
for machine vision and the other for the main program. In addition to two computers, up to 
four microcontrollers are used onboard; two of them drive the motors, the third connects 
sensors, user interface and controls pneumatics, and the fourth computed inclination. 
 
Also the mechanical system is quite a complicated. The vehicle is a four-wheel-drive sys-
tem with four wheel steering. Suspension is made especially to keep all the wheels on the 
surface to avoid slipping and to keep chassis as vertical as possible. The mechanical 
suspension was improved by adding an active pneumatic roll compensation system. 
 
Most of the differences between the concepts of the previous years and this year are: 
using a laser scanner for navigation, improved axle module design, improved electrifica-
tion, semi-active suspension, pneumatically working weed destroying tool, pneumatically 
working patch seeding tool and improved overall design. Totally new ideas are the use of 
pneumatics for weed destruction, the seeder and the platform auto balancing system 
which keeps the robot leveled relative to ground. 
 
Also LabVIEW, which was used for machine vision development, was introduced as a new 
programming language and tool to the project. The main program was build with C# in 
Visual Studio compared with C++ in previous year. C# was used in the earlier robot, but 
this was the first time to use C# together with Windows Embedded CE.  
 
The planning of the robot started in September 2009, actual building started in January 
2010 and robot was mechanically and electrically finished in May 2010. The software was 
developed in test environment in the very same time. Test environment consisted of 
Matlab simulator and “plexiglass”. 
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 Most of the robot was built by the team including design and machining. The completely 
self-made software was built with Matlab/Simulink, Visual Studio, Codevision and Lab-
VIEW -software. 
 
The main mechanical design goal was to construct the robot from modules. The modular 
structure contains the frame and suspension, axle modules, agricultural machinery, the 
platform for electronics, and the body. 
 
The modular structure held several benefits. In the design phase the CAD-design of the 
modules was divided with the team members and also the assembly of the modules could 
be done independently. The modular structure is very practical in everyday use and servic-
ing the robot, because if a module breaks down it can be easily replaced by a new one or 
fixed without disassembling the whole robot. 
 
All the metal parts of the robot are made from aluminium, because of its light weight and 
cost quality ratio. The sheet metal parts were made by laser cutting (Laserle) and the other 
parts were machined by the team members. 
 
 
2. Mechanical structure 
Frame 
 
 
Figure 29: Building up a robot 
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 All the mechanical parts were modelled with Solid Edge v20, besides the cover which was 
designed with Pro/ENGINEER. 
 
The main design aim for suspension was to engineer a pneumatic anti roll bar. There is an 
air compressor installed inside the frame. The compressor keeps the pressure of the air 
reservoir in the range of 5...8 bars. The air compressor is controlled with a microcontroller, 
which regulates the pressure by using a pressure sensors installed in the air reservoir. A 
speciality of the suspension is that the upper ends of the shock absorbers are connected 
to moving swings. The front swing angle can be pneumatically adjusted in order to keep 
the robot's frame in a horizontal position. The front swing can be locked if the roll compen-
sation is not needed. 
 
 
 
 
 
 
 
 
 
 
 
 
The pneumatic equipment used in the robot is provided by the FESTO company. In Figure 
30 all the pneumatic valves and the suspension absorbers are shown. 
 
Figure 30: Pneumatic valves and suspension absorbers from one of our 
sponsors FESTO 
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 Axle Module 
In the preceding robot, “EasyWheels”, everything required to drive the robot was encapsu-
lated to “axle modules”. For EasyWheels three identical axle modules were constructed, 
one to act as a front axle, the other as a rear axle and the third one was a spare. The idea 
was to pack all the required components for steering and driving to one module, and this 
was reported to be such a good solution that the same concept was selected for Turtle 
Beetle. The modular structure was found convenient for varying the construction of the 
EasyWheels robot with different tasks. The modular structure also enabled a fast recovery 
from a malfunction situation, because the whole axle module could be replaced with a 
spare one in a few minutes. Hence the EasyWheels robot could carry out its tasks on the 
field without long repair periods. (Kemppainen et al, 2009) 
 
The drive train of the axle module is illustrated in Figure 31. The red ellipse encloses a 
Tamiya sport tuned DC-motor, which produces the torque for the wheels. Inside the blue 
ellipse is the planetary gear box (16:1 ratio) and in front of the gear box is a clutch bell 
(yellow ellipse). Differential is enclosed in a green ellipse and obviously the drive shafts 
are connected to it although they are not present in Figure 31. The clutch bell, differential 
and drive shafts come from Xray RC model car. 
 
 
Figure 31: Drive train 
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 The power for the steering system is produced with a Hitec HS-7954SH RC-servo (en-
closed by a red rectangle in Figure 32). The steering torque of the RC-servo is delivered to 
the steering blocks (enclosed by a blue rectangle in Figure 32) via a steel cable. Inside the 
yellow rectangle are a pulley and a potentiometer, which are attached to the RC-servo's 
output axis. The steel cable circulates the pulley and the ends of the steel cable are fas-
tened to the steering blocks. The angle of the RC-servo is determined with the potentiome-
ter, which is needed for the PI-control of the steering system. The DC-motor is also PI-
controlled and the angular velocity data of the motor is provided for the micro controller by 
an optical rotary encoder. 
 
 
 
 
The objective with the axle module of the Turtle Beetle was to improve the issues that 
came up with the axle module of EasyWheels. The main improvement goal was to reduce 
the weight of the axle module and therefore reduce the unwanted non-suspended mass of 
the whole robot. The previous self-made motor driver was also changed to a much smaller 
commercial one. The steering blocks of EasyWheels came from a RC-vehicle and they 
 
Figure 32: CAD image of axle module components 
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 already had a certain amount of camber angle. Thus the steering blocks had to be modi-
fied so that the camber angle was zero. Because of this problem, the steering blocks of 
Turtle Beetle were designed and made by the team members. 
 
Wheels and Tires 
The wheels were designed by the team and carved from a large cylinder of plastic (Figure 
33). 
 
The plastic cylinder has cut to eight equal pieces. The work pieces have been carved first 
inside. Then we put a cylinder made from steel inside to support the fixing for outside 
carving which has made in two parts. The cylindrical part has carved first. After flipping the 
piece and putting the support ring the face has carved with the same tool. After turning 
operations the rim was almost finished but we decided to mill some spool shapes to 
achieve good-looking and lighter rims. The piece was fastened in the chuck which was 
installed in the mill table. Then the shapes has milled by using three dimensional tool 
paths. The surface of the tire has cut from the big RC- truck car tire. Only 60 mm wide strip 
was needed. Strip has cut with the knife tool. The rubber was fixed on the wooden support 
block in the manual lathe. Then carefully turning the spindle by hand the cutting was pos-
sible. The strips has glued to the rim with the adhesive. 
 
 
 
 
 
 
Figure 33: CAD image of axle module components 
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 Agricultural Machinery 
Two agricultural machines were designed for the robot in order to take part in weed de-
struction and freestyle tasks. The machines can easily be attached to the rear axle module 
with three bolts. They also have quick couplings for pneumatic and electrical connections. 
The compressed air comes directly from the robot's pneumatic system and valves and 
solenoids are driven by three Opto Output amplifiers, which are in turn controlled by a 
microcontroller on the plexiglass. 
 
The seeder 
The seeder was created for the freestyle task of the competition. The idea was that when a 
gap was detected in a maize row, the robot would stop and sow a seed in place of the 
missing plant. The idea was similar like in 4M (Backman et al, 2008). The seeds are actu-
ally airsoft gun pellets, which are put into vertical pipes (Figure 34, the red ellipse). Sole-
noids (yellow ellipse) are used to drop the seeds one by one into elastic tubes (not shown 
in Figure 34) which are connected to longer pipes (blue ellipse). When the seed finally 
drops into the longer pipe, the pneumatic cylinder (green ellipse) pushes the pipe down-
wards and the seed is blown out by compressed air. The seeder has three pneumatic 
valves (black ellipse): two 5/2 valves to control the cylinders and one 2x3/2 normally 
closed valve to control airflow into the long pipes. 
 
It was expected that the weakest link of the seeder might be the solenoid system designed 
to drop the seeds and actual tests proved this to be true. The solenoids were not powerful 
enough to compress return springs that hold slide closed and the seeds won't drop. This 
problem can be corrected with more powerful solenoids. On the other hand, the pneumat-
ics work well which is the most important thing in the freestyle task because moving cylin-
ders and whistling valves give the judge and audience a feeling that something cool is 
happening. 
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The sprayer 
The sprayer is to be the weeds' worst nightmare. When the robot detects a weed in the 
maize field with machine vision, it stops and sprays herbicide (water) to kill the weed. The 
operating principle of the sprayer machine is very simple. The bottle contains water and is 
connected to two vacuum generators (Figure 35, blue ellipse) with pneumatic tubes. One 
2x3/2 normally closed pneumatic valve (red ellipse) is used to control airflow to the vacu-
um generators. When the valve is opened, vacuum sucks water from the bottle to the 
vacuum generator where it is mixed with air and finally sprayed to the side of the robot. 
The vacuum generator is not meant to be used for this purpose, but seems to work nicely. 
The amount of water can be adjusted by flow control valves which are shown in Figure 36. 
 
Thanks to its simple structure, the sprayer performed well in tests. The only problem was 
that water flew spontaneously out through vacuum generators due to gravity. Fortunately, 
we were able to restrict the leak by adjusting the flow control valves. 
 
 
 
Figure 34: The seeder 
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Figure 35: CAD image of the sprayer 
http://www.digibib.tu-bs.de/?docid=00041345 07/10/2011
   
 Proceedings of the FieldRobotEvent 2010 
118 
Robot Information 
 
 
 
 
 
 
Cover 
The cover for preceding robot “EasyWheels” was designed and manufactured by a spon-
sor, and this was not the fact in case of Turtle Beetle. The idea to have nice looking, single 
piece cover was decided. Solid Edge was used use design all the robot mechanical parts 
etc. but the software does not suit for designing smooth surfaces, like Turtle Beetle has. 
Fortunately, an industrial designer Pekka Kumpula from S.E.O.S design Ltd, helped us by 
designing the cover outlook with Pro/ENGINEER. Industrial designer had an idea that 
usually robots have many bugs inside, so the design was to be a Big Bug (Beetle is one of 
many species of bugs). 
 
 
Figure 36: The sprayer's pneumatic diagram 
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 The shape of the body has made with vacuum forming, which is a process whereby a 
sheet of plastic is heated to a forming temperature, stretched onto a single-surface mold, 
and held against the mold by applying vacuum between the mold surface and the sheet. 
The mold has milled to the SIKA polyurethane tooling board. The mold was milled by a 
team member, but the team got some help for vacuum forming from a local workshop. The 
sheet was 3mm thick VIVAK (Polyethylene terephthalate).  Formed sheet has trimmed and 
the body has painted inside to make a shiny finish. 
 
3 Electronics 
Computers 
The robot has two computers onboard (Figure 37). ICOP eBox-4300 minicomputer with 
500 MHz VIA Eden processor and 512 MB DDR2 is for the main program (“the brains”) 
and Toradex Woodpecker with 1.6 GHz Atom processor (Z530) and 1024 MB of DDR2 is 
only for weed detection (“machine vision”). 
 
The main program loop runs in eBox which is attached to three microcontrollers in total 
with serial ports and to a WLAN router with RJ45 cable. One of the serial ports is made 
with USB-serial converter. Router is used for communicating between eBox and Toradex 
Woodpecker. 
 
The router is also used to connect a laptop to eBox or Toradex Woodpecker. This can be 
used for the remote desktop connection or the remote user interface (Remote UI) which 
was made for the testing and adjustment of the robot. Also updating the software to eBox 
goes over WLAN. However, the robot can move independently without any laptop. Com-
munication via router was built with UDP-protocol for simplification reasons. 
 
Woodpecker uses 12V voltage which is the same as used the robot's electrical system. 
However, eBox uses 5V voltage like the WLAN router so there is a DC/DC converter 
onboard (Texas Instruments TPS5430 in evaluation board). 
 
eBox has Windows Embedded CE 6.0 installed as operating system and Toradex Wood-
pecker has a regular Windows XP. Both worked well for the competition and for learning 
purposes. eBox should have had somewhat more computing power, as it limited develop-
ing the algorithms partially. Perhaps structure and coding would have been more simplifier 
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 if both computers would have used the same operating system for example Windows XP 
Embedded. 
 
 
Controllers 
Turtle Beetle has four Atmel ATmega128 microcontrollers on Futurlec ATMega proto 
boards (Figure 38), which were used also in 4M (Backman et al, 2008) and in EasyWheels 
(Kemppainen et al, 2009) and were reported being good. Front and rear axle modules 
have their own controllers for motor and servo control and there are also two controllers on 
the plexiglas. One of them calculates robot’s inclination angles (roll and pitch) from the 
information about inclinometers and gyroscopes, the other is used to read sensors (ultra-
sonic and infrared range finders, compasses), to control pneumatics and to read and write 
 
Figure 38: Futurlec ATMega proto board 
 
Figure 37: Robots main electronics 
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 local user interface I/O. Control signals for pneumatic valves, a buzzer and a compressor 
relay are amplified in three Opto Output amplifiers. User interface includes LCD display 
and eight LEDs and buttons, which are controlled by two Microchip MCP23S08 GPIO 
expanders in SPI bus. 
 
 
Motor drivers 
The motor is driven with PWM signal which is amplified in Pololu 18v15 motor driver 
(Figure 39). For the motor driver two inputs are required: the direction as a bit, and the 
PWM signal to be amplified. Controller measures speed with the Avago Technologies 
optical rotary encoder and uses the feedback to keep the desired speed if RPM value is 
set. The PWM output is then obtained by a PI controller. The servo position can also be 
set by PWM or desired angle. Angle feedback is given by potentiometer that is connected 
directly to servo’s axle. 
 
 
 
The very first field tests revealed a very serious problem with the motor drivers. The big 
blue capacitor (in Figure 39) easily overheated and blew up under normal driving condi-
tions. The robot had then to be stopped immediately to avoid more damage. This hap-
pened a few times but we couldn’t find any good reason, since the motor drivers were 
used according to manufacturer’s instructions and specs. The solution was to replace the 
original capacitor with more heat resistant tantalum one and reduce the PWM frequency 
remarkably (from 16 kHz to 2 kHz), which prevented the heat from rising too high. Besides 
a tantalum capacitor, a much bigger electrolyte capacitor was installed in parallel. These 
 
Figure 39: Pololu 18v15 motor driver 
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 actions significantly improved reliability, but actually we were able to blow up also one 
tantalum capacitor in the event test field, just a day before competition. 
 
Sensor interfaces 
Infrared range finders’ output is analog voltage (0-5V) which is read by the controller and 
converted to distance by eBox. Communication with SRF08 ultrasonic range finders and 
CMPS03 compasses is via I2C bus. Each sensor in I2C bus has a unique address to sepa-
rate it from other devices. The controller is the bus master that commands sensors and 
reads measurement data; sensors are slave devices. The I2C bus is relatively easy to use, 
but it seemed to be a bit unrobust. For example, if one device stopped working because of 
a broken cable, the whole bus died. 
 
Communication 
Communication between controllers and eBox is via RS-232 serial bus (19200 bps, 8N1). 
A special protocol was developed for the communication. Data is always sent in one 
frame, which starts with 0xFF followed by a unique device ID. The next bytes are actual 
data. After data bytes comes a checksum byte, which is calculated from data bytes and 
used to prevent errors in communication. Controllers and eBox both calculate the check-
sum for each message and if there is a mismatch, the whole message is rejected. The 
frame ends with bytes 0xFF, 0xEE.  All 0xFF bytes in the data are replaced with two bytes 
(0xFF, 0x00). All the measurement data is sent to eBox for further analysis; eBox sends 
back parameter and set point values, like PI controller parameters or desired speed. 
Batteries 
The main idea with the batteries was to use equal size batteries which are easily change-
able. In addition there was a goal to make the robot lighter than earlier years so it was 
decided to use lithium polymer batteries (LI-PO). These batteries are quite light compared 
with lead acid batteries, but there are some differences. One of the most important thing is 
that battery voltage must be between 3.0 and 4.2 volts/cell. So it is needed to use a cutoff 
circuit to prevent discharging the battery voltage too low. The charger must also be “intelli-
gent”. The charger starts charging with constant current set by user and when the voltage 
reaches 4.2 volts per cell it starts charging with constant voltage. Then batteries are about 
95-90% full. The last 10-15% takes time about the 1/3 of the full load charging time so it is 
often useful to end charging if time matters. LIPOs are also very vulnerable; there is only a 
very thin layer of plastic film over the battery core. Misuse of batteries can cause a fire. 
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Turtle Beetle uses four batteries (3 Cell 5000mAh, Figure 40) placed in the cases (two 
packs in each case). In total two sets of batteries (8 pieces) were bought, so it is possible 
to charge one set while running with the others. So it has the energy to make a one-hour 
continuous trip on the field (or to make a huge LIPO fire). The nominal voltage of each 
battery was 11.1V while the legal usage voltage is from 9.0 to 12.6V.  
 
 
Battery Mode Switch 
The electrical devices of the robot were divided into different power circuits. The purpose 
of this was that we could get different battery switch modes which are Racing mode, De-
bug mode, and External power supply mode 
 
The battery switching can be done with a single circuit board, which has input to batteries 
and outputs for the power circuits. The circuit board holds a 15-pole socket in the middle 
(Figure 41). All four batteries and the power circuits have their own connectors in this 15-
pole socket. By chancing a differently wired plug to this socket we can assign the batteries 
to different power circuits. 
 
In racing mode the front - and the rear axle modules have their own batteries for DC-motor 
and RC-servo power supply. In debug mode a single battery is supplying power for both 
axle motors and therefore more power can be supplied for the computers and micro con-
 
Figure 40: Batteryback 
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 trollers. In the external power supply mode we can use external power supply for running 
all of the electrical equipments. 
 
 
Sensors 
The robot has four infrared sensors and four ultrasound sensors, a SICK laser scanner, 
two compasses installed at 90 degrees angle relative to each other for 3D information, 
combined gyroscope and 3-axis accelerometer, and an ordinary web camera for weed 
detection. 
 
Inclinometer and compass 
The robot has two 2D electronical compasses (CMPS03) and two gyroscope-
accelerometers combos (VTI SC-1120) for taking the accurate measurements of the direc-
tion (Figure 42). The idea is that gyroscopes and accelerometers are used as an inclinom-
eter, which gives the roll and pitch of the robot. Compasses are very sensitive to tilt be-
cause the measured component of the Earth’s magnetic field is measured in the wrong 
angle. For this reason it was necessary to compensate the compass error with inclination. 
 
Figure 41: Battery switch modes 
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The compass had to be calibrated carefully. Together we had four compass measure-
ments which were components of Earth’s magnetic field. The compass angle could be 
calculated directly as a tangential angle of the components. However, this measurement 
could lead to very odd compass angles without calibration, because measurements were 
not located around origin as presented in Figure 43. The easiest way for calibration was to 
roll the robot on the floor and draw measurements as Matlab graph. This had to be done in 
two steps to get the errors of the measurements in x, y and z direction. In the first step, the 
robot was standing on its wheels while turning it 360°. In the second step, the robot had to 
lie on its other side while turning it again 360°.  
 
 
Figure 42: Compass and gyroscope 
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Ultrasonic and infrared sensors 
SRF08 ultrasonic range finders are located in each corner of the robot and measure dis-
tance from maize plants. The finders’ maximum measuring distance was set to 0.60 m 
which is enough for operating in a maize field. Longer distance would give echoes from 
farther rows and from ground. Ultrasonic range finders are fired in every 50 ms and there 
is a 24 ms phase difference between front and rear sensors in order to prevent false ech-
oes. Front sensors are fired and read before rear sensors. The SRF08 sensors give dis-
tance directly in centimeters. 
In addition, the robot has four SHARP GP2D12 infrared range finders located below each 
SRF08 (Figure 44). These sensors give an analog voltage output which can be converted 
to distance. The maximum practical measuring distance is about 30 cm. 
 
Figure 44: Ultrasonic and 
infrared module 
(upside-down) 
 
Figure 43: Compass calibration 
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 Laser scanner 
Sick LMS100-1000 laser scanner (Figure 45) is located in front of the robot. It is attached 
upside-down to make sure that laser beam will hit small plants. The scan angle of 
LMS100-1000 is 270º but only 200º was used because of the geometry of the robot. Up-
dating frequency was set to 50Hz and angular resolution to 0.5º. The scanner is connected 
directly to the router and communication is based on TCP protocol. 
 
The manufacturer has announced that distance measuring range is from 0,5m to 20m but 
we noticed that it is possible to measure distances as short as few centimeters. Maximum 
measuring range used was 2 meters. 
 
Web camera 
For the weed detection, a mid price web camera was used. It had been proven successful 
with previous robots (Backman, J. et al.), was relatively easy to obtain and use, and did 
not cost much. A web camera uses USB 2.0 for data transfer. Theoretically, it is faster 
than Firewire but in practice slower (FireWire).  However, for this application a web camera 
using USB 2.0 was good enough as the main bottleneck was the processing power of the 
computer. 
 
The chosen web camera was Logitech QuickCam Communicate Deluxe (product number 
961465-0509) by Logitech Inc. It claimed to use a CCD image sensor but we were not so 
sure about it. Another important characteristic was the “extra wide” field of view, which was 
about 60 degrees. The wide field of view means that the camera can be positioned lower 
than otherwise. Logitech QuickCam Communicate Deluxe also uses software to automati-
 
Figure 45: Sick LMS100-1000 
laser scanner 
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 cally adjust to lighting conditions although that property was not tested for nor intentionally 
used.  
 
Electronics modular assembly 
Previously, electronics have been firmly attached to the robots body (Backman, J. et al. 
and Kemppainen, T. et al.). The problem with this structure is that robots body needs to be 
ready before electronics can be made. That is against of the idea of modular structure. 
 
In Turtle Beetle, all the main electronic components have been attached to a piece of 
plexiglass. This way it was possible to build up a module for electronics and it was done 
simultaneous with building up the robot. The ready module can be attached to the robot 
very fast.  
 
There was also second reason to build a module for electronics. With the module it was 
possible to start to use the electrical system although the mechanical structure was under 
construction. This was very important for testing electronics assembly, testing the proto-
cols and software. 
4. Algorithms and methods 
The robot’s main algorithms and methods comprise of sensing where the robot is (row 
detection), moving the robot (row navigation, end of rows turning) and detecting the weeds 
(machine vision). 
 
One or more methods for each purpose were developed. All of these methods are de-
scribed in more details in the following Chapters 0 -0. The main idea was to at first develop 
simple and easy to use methods. Later, more sophisticated methods were developed, but 
the both input and output interfaces of the algorithms had to remain the same, in order to 
provide easy changing from one method to the other. By doing this way, it was easier to 
find out what the method should do. It was learning by doing. We could also be sure that in 
every case we have at least one method that will do its work. 
Row Detection 
A few different methods for detecting the position of the robot were developed. All the 
methods use the same interface. 
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Inputs to the methods are measurements from the ultrasonic and infrared sensors and the 
laser scanner. 
 
Outputs are the angle between robot’s moving direction and the real direction of a maize 
row (in degrees, Figure 46), deviation from the center line of the row (in meters, Figure 
47), probability that the robot is in the row and quality of row detection. 
 
 
 
 
 
 
 
 
 
 
 
Detection using only ultrasonic sensors 
The simplest method uses data only from the ultrasonic sensors. If some (or all) of the 
sensors give invalid measurement, the data will be rejected. The smallest and biggest 
acceptable measurements can be set simply by changing the value of the parameter. 
 
Rejected measurement will be replaced by the data that is calculated from the last valid 
measurement of the current sensor and measurement of other sensor as an average. The 
first option is to use measurement from the same end but different side. The second option  
Δθ
 
Figure 46: Angle error 
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Figure 47: Distance from the center 
line 
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Figure 48: Calculating deviations 
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is the measurement from the other end and the same side. 
 
Angle error can be calculated by using simple geometry, presented in Figure 48. Symbols f 
and r represent values that are obtained by using method described above. 
 
s
rf −
=∆ arctanθ            (1) 
 
Because sensors are symmetrically around the center point, deviation from center line can 
be calculated by using average of front and rear sensor readings 
2
)cos(*
2
rowcrfd −∆++=∆ θ          (2) 
 
On field tests it was noticed that this method works quite well. The steering angle tends to 
oscillate a bit. 
 
Moving average, ultrasonic and infrared sensors 
This method calculates the position of the robot first by using data from ultrasonic sensors 
and then from the infrared sensors. The calculations are made by using the same function 
for both sensor types. This function uses a few last valid measurements and calculates the 
(moving) average. If a measurement is not valid, then algorithm uses previous measure-
ments but gives them less weight. 
 
From the filtered values, the angle and distance deviations are obtained by using the same 
equations (1 and 2) than in the previous method. 
 
Final values for deviations are obtained by calculating weighted average from the devia-
tions of both ultrasonic and infrared sensors. 
 
On field tests it was noticed that this method works quite well. The overall result is quite 
similar to the previous method. 
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Using the laser scanner and pre-defined areas 
Data from ultrasonic and infrared sensors is used similarly as in the previous method. For 
laser scanner data, four areas (“boxes”) around the robot have been defined. The average 
is calculated from the position of plants that fit inside the box (Figure 49). This way the 
method will get four points from the laser data. Each calculated point will get weight-value 
according to the number of plants found inside the box. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The next step is that measurements are shifted next to center line and then front end (and 
rear end) values are combined together using weighted average (Figure 50). 
weightRweightL
weightRrweightLlpo
+
+
=
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Figure 49: Pre-defined boxes and calculated center points 
= combined 
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Figure 50: Combined points 
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Deviations can be calculated quite similar to previous methods. 
Angle error 
x
y
∆
∆
=∆ arctanθ            (4) 
 where 
  x∆ is distance between points in x direction and 
  y∆ is distance between points in y direction 
 
 
 
 
 
Deviation from center line 
11 * xx
yyd
∆
∆
+=∆            (5) 
 where 
  1x is the x coordinate of front point and 
  1y is the y coordinate of front point 
 
 
Laser for finding maize row 
This method is experimental and it hasn't been completed. The idea of this method is 
– if the measurement given by laser scanner is larger than threshold value, there is a gap 
– laser scanner finds small gaps from both side of robot and the assumption is that there 
is  equal amount of gaps on both sides 
– the biggest “gap” is the row itself 
 
Now it is easy to select the measurement that represents the center point of a row be-
cause it is the middlemost value. The angle of middle-most value is used as angle devia-
tion. 
 
Distance deviation is obtained by using ultrasonic and infrared sensor and methods de-
scribed in Chapter 0. 
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Recursive least squares 
The recursive least squares method uses all the data from the laser scanner (if the meas-
urements aren't taken too far from the robot). This method fits the line to data by using 
recursive least squares algorithm. It is based on a function described in reference 
(Hyötyniemi H.). The current version is in Appendix 1. 
 
We assume that distance between maize rows is constant that is why all the plants can be 
shifted to a single “mathematical” row by using modulus. It is possible to use this method 
only if the angle between the robot and rows is small. To be able to use this method in the 
general case, the data from the laser is rotated in small steps and each time least-squares 
is calculated. Finally, the rotation which gives the best correlation is selected. Simulated 
example figures are shown in  
 
Appendix 2. 
 
Summing up angles given by least-squares and rotation angle, the angle deviation is ob-
tained. 
glerotationAnk +=∆ )arctan(θ          (6) 
 where 
  k is the slope given by least squares method 
  rotationAngle is the rotation angle which gives the best correlation. 
 
The distance deviation is obtained 
)cos( glerotationAn
bd =∆           (7) 
 where 
  b is the intercept given by least squares. 
 
While testing this method on the on-board computer, we noticed that it tokes too much 
CPU time. That is why it was decided not to use it on the field test. 
Row Navigation 
A few methods were developed for navigation in row. All the methods use the same inter-
face. Inputs to the methods are the output values of the row detection method (the angle 
between the moving direction and the real direction, deviation from the center line of the 
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 row, probability that the robot is in the row and quality of the data). Outputs are the con-
trols for driving and steering motors. 
Independent PID-controllers for the front and rear end of robot 
This method calculates the distance between the corners of the robot’s frame and the 
maize row.  Basically, this is reverse operation to defining angle and distance deviations in 
Chapter 0 because optimal ultrasonic sensors would give desired values. Now by using 
deviations, calculated distances are “filtered”. 
 
Left-side distance is given as a set-point to PID-controller and right-side as measurement 
because by doing this it does not need to use zero as a set-point. Front and rear axle 
steering are controlled independently. 
 
On field tests it was noticed that this method works well. 
 
Advanced PID-controllers for angle error and position deviation 
In this method PID-controllers correct the angle error and the deviation in robot’s position. 
At first it is calculated how far the center point of the front end (and rear end) is from the 
center line of the row. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
One PID-controller tries to correct the deviation of the front end by steering front wheels 
and the other controller the deviation of the rear end by steering rear wheels. The angle 
error is corrected by subtracting it from controllers’ outputs.  The result is that in situation 
Δf
Δr
 
Figure 51: Front and rear end devia-
tions 
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 presented in Figure 51 angle error makes front wheels turn to the right even more and rear 
wheels turning less to the right. 
 
On field tests it was noticed that this method works quite well but the result was not as 
good as independent PID-controllers for the front and rear end of the robot. 
 
Drive to target point 
In this method a target point for the robot is calculated. Only front wheels are steering. This 
method is an experimental method and was not thoroughly tested. Method seems to work 
in some conditions, but probably a more sophisticated control would be better. Adding for 
example I and D terms with some limitations could be the right solution. 
 
The idea is that there are two parts in the turning angle of front wheels. The first part is the 
angular deviation of the robot θ∆ . The second part is calculated from the distance devia-
tion of the front end f∆  and from one tunable parameter dX  (Figure 52) 
dX
f∆
−∆−=Φ arctanθ           (8) 
 where 
  Φ is the turning angle of front wheels, 
  θ∆ is the angular deviation of the robot, 
  f∆ is the distance deviation of the front end and 
  dX is the tunable parameter. 
 
 
 
Δf
 
Figure 52: Driving when only front 
wheels are steering 
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 Row End Detection 
The main sensor for detecting the end of the row is a laser scanner. If the laser scanner 
does not find enough plants (more than 50) near the robot (closer than 0.8m), it is as-
sumed that the row has ended (Figure 53). Back-up system uses ultrasonic sensors. If 
none of the sensors detect plants, inside a certain range (from 0.01m to 0.35m), during a 
certain time (nine program cycles), it is also assumed that the row has ended. 
 
 
On field tests it was noticed that this method works very well and normally ultrasonic sen-
sors are not needed. 
Turning Methods 
A turning method is activated after the row end has been detected. All the turning logic 
methods have been implemented by using Simulink Stateflow tool. 
 
Simple turning 
The simple turning method uses only angle data from electronic compass and distance 
data from axle modules. At first robot makes a 90-degree turning to the desired direction. 
After the turn, the robot drives backwards or forwards depending on the position of the 
next row. The next step is another 90-degree angle turn. Finally, the robot drives forward 
until it detects the row. The Stateflow model is shown in Appendix 3. 
 
 
Figure 53: Row end detection by 
using laser scanner 
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 On field tests it was noticed that this method works quite well. However, it is important to 
calibrate compass and turning parameters on site.  
Wrong-way turning 
Wrong-way turning method is very similar to the simple turning. The only difference is that 
instead of a 90 degree angle turn at start-up, a 270-degree angle turn is done. Because of 
that it seems that the robot starts to turn to the wrong way. 
 
The idea for this method is that it makes possible to count all the rows while driving in the 
headland. Counting the rows is important to make sure that we turn back to right row. If 
rows are not counted, turning is made solely based on odometry. 
 
This method has been tested only in the simulator. According to simulation it needs too 
much space at the end of the row so it was decided not to use it.  
 
Advanced turning 
The basis of advanced turning method is similar to the simple turning method. The ad-
vanced feature is that after the first 90 degree turn this method uses data from the laser 
scanner to keep the distance to the row endings at desired value. It is based on counting 
the number of plants inside the certain area that is shown in Figure 54. 
 
 
 
 
 
 
 
 
 
 
 
Figure 54: Keeping constant 
distance to row ends 
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Two different methods for actual steering were developed. 
 
The first method is very simple. 
– if there are not enough plants inside the box, turn both wheels to the maximum angle 
towards the plants 
– if there is a correct amount of plants inside the box, keep wheels straight 
– if there are too many plants inside the box, turn both wheels to the maximum angle 
away from the plants 
 
Second method is more sophisticated and it uses P-controller to steer wheels. There is 
only one common controller for both front and rear wheels. 
 
errK p *=Φ             (9) 
 where 
  Φ is the turning angle of wheels, 
  pK is gain and 
  err is the error between set-point and the number of plants inside the box. 
 
On field tests it was noticed that both methods work quite well. Because there were only a 
few plants inside a box, even a small variation in the number of plants will cause quite a 
big change in the steering angle while using P-controller. That is way both methods work 
quite similarly. 
 
 
Weed Detection 
The web camera is directed at a right angle to the ground so there is no need to geometri-
cally correct the image.  After the image acquisition, the luminance or color plane of the 
RGB image is extracted to get a gray level image. Because the objective is to look for 
bright white objects on a bright green background, the best option seems to be either red, 
blue or luminance plane extraction depending on the overall circumstances. The image 
look-up table needs to be reversed so that bright objects become dark, and the image data 
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 is then manually thresholded to a binary image. The threshold value is chosen close to 
zero. (Figure 55) 
 
The result from the previous stage is a binary image with blobs of varying sizes and forms. 
To get the daisies, which are nearly uniform in size and shape being small circles, the 
blobs that are either too big or small are needed to be filtered out, and then from the re-
maining ones look for circular blobs. (Figure 56) 
 
 
 
 
 
Figure 55: Pattern recognition for weed detection, first half. Color plane extraction, look-up table reverse 
and thresholding 
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The coordinates of the found blobs are sent to a tracker which keeps track of the blobs 
and returns data that can be used for the weed handling device. The tracking algorithm is 
very simple, just looking for blobs on the right or left side of the image and checking that 
the coordinates of the objects in the frame have changed (Figure 57). 
 
Figure 57: Tracking of the objects (weeds) 
 
Figure 56: Pattern recognition for weed detection, second half. Filtering small, big and border objects, detect-
ing circles of certain radius and returning their mass centre points 
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 5. Programming techniques and communications 
Several programming languages and development environments were used. Graphical 
programming in the form of Simulink Stateflow charts and LabVIEW was used. Bulks of 
code were generated automatically, but a lot of coding had to be done by hand as well. 
Program structure is described in Figure 58. 
 
 
 
Matlab & Simulink 
The “brains” of the robot has been made using Simulink and also Matlab has been used 
for some functionality. The way to use Matlab and Simulink files in the robot is to generate 
 
Figure 58: The program structure 
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 them to C++ files. C++ files contain functions for running the program loop and definitions 
for inputs and outputs. Matlab version R2009b was used.  
 
Matlab and Simulink have been also used for testing and simulation. The more about it is 
written in Chapter 0. 
 
The Simulink model of the robots main program has been divided into functional groups, 
like row detection and row navigation. To make the model modular, Simulink libraries have 
been used for these functional groups. If someone makes a change to the library, the 
change will be updated to all models that use the same library. Of course the interface 
must be determined at first and it should not be changed. After that it is possible to devel-
op different parts of the program at the same time by different people. 
 
Libraries might contain other libraries or to be more precise, links to other libraries. We 
have used this possibility and whole navigation has been packed in one library block. The 
navigation and simulator blocks are shown in Figure 62. 
 
Another important technique used is Simulink buses. Buses are basically signals that 
contain many signals. By using buses, it is possible to make interfaces to look simpler. 
Buses are also a good thing when compiling the model to C++. One bus is converted into 
one struct in C++ file, and all the signals in the bus are converted to fields into the struct. 
 
Most of the used blocks are standard Simulink blocks, but also Embedded MATLAB Func-
tion blocks have been used. Some of them contain embedded code and some functions 
that have been made using Matlab m-files. It is not possible to use all Matlab functions 
because only part of them can be generated into C++. 
 
The turning methods and some other features of the robot have been made by using Sim-
ulink Stateflow, which is a tool for drawing illustrative state machines. Stateflow is a good 
tool for describing a sequential action. An example about Stateflow is shown in Appendix 
3. 
 
LabVIEW and NI Vision 
LabVIEW is a graphical programming language designed for measuring and automation 
applications. NI Vision is a platform of both software and hardware designed for machine 
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 vision applications. (National Instruments)  Both of them were used to build the weed de-
tection application for the field robot. 
 
There are at least three approaches to developing machine vision applications with Lab-
VIEW and NI Vision. The first is the basic approach: wire LabVIEW elements together and 
use the Vision library. With this approach, one has to know what he/she is doing. The 
second method is to use the Vision Builder application to build more complicated applica-
tions. For this project, the resulting LabVIEW code was far too complicated. The third 
method is to use Vision Assistant, a separate program which comes with the Vision pack-
age. For a novice developer it is probably the easiest approach to find most suitable algo-
rithms and it was used for this project as well (Figure 55 and Figure 59). 
Algorithms (scripts) were easy to develop and test for performance with the performance 
meter with Vision Assistant. Final script was easy to make into a LabVIEW virtual instru-
 
Figure 59: NI Vision Assistant with performance meter 
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 ment ready to be used. The main program is a cut and paste of LabVIEW / NI Vision ex-
amples (Figure 60 and Figure 61). 
 
 
 
Figure 60: Example of program "code" 
 
Figure 61: User interface 
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 Visual Studio 
Visual Studio 2005 and C# was used to build the main program, the remote user interface 
running on another laptop and communication with microcontrollers and remote user inter-
face. 
 
The main loop is based on Simulink RTW generated C++ code. The problem between 
different programming languages was solved by using P/Invoke. Basically it means that 
C++ code is generated as Windows DLL library. Functions in the library can be defined to 
C# code and called then as normal C# functions. 
 
The idea behind this program structure is that when Simulink code is generated, it works 
directly without changes in the main code. 
 
Telecommunications 
Communication between the laser scanner, the main program, machine vision and the 
remote user interface is based on regular WLAN and LAN technologies. The robot con-
tains a wireless router which is used as a platform for a standard IP network. 
 
Communication between the laser and the main program is done with TCP/IP, as this is 
the way SICK scanner provides. All the other communication routes use simple UDP. 
Basically, every machine has their own predefined IP address and every communications 
message has its own port for UDP. When a program receives a message, the type of the 
message is identified by the port used. 
 
Messages are basic C# structs which are serialized with Compact Formatter Plus before 
sending. Compact Formatter is used for changing structs to bit streams for UDP connec-
tion. 
 
Communication with microcontrollers uses basic serial port. For this purpose a special 
“field robot protocol” was defined so that the developers of the C# code and C code have a 
common specification. 
Parameters 
We divided parameters into four different categories. Categories are explained in Table 1. 
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 Table 1 - Parameter categories with their explains. 
The prefix of cate-
gory 
Meaning 
p0_ Parameter is constant and its value can be set only in Matlab 
e.g. The wheel base of the robot 
p1_ Parameter might need some online tuning. It is possible to tune it 
manually in XML-file e.g. Warning limit for battery voltage 
p2_ Parameter needs tuning. It is possible to tune it in the remote user 
interface. These parameters are common for every task in the com-
petition 
e.g. Compass bias 
p3_ Parameter needs tuning. It is possible to tune it in the remote user 
interface. These parameters are task specific 
e.g. Driving speed 
 
Parameters in categories p1-p3 can be tuned and these parameters are stored in one 
common XML-file. This XML-file is stored in the robots onboard computer (eBox). Parame-
ter values can be loaded from this file to the remote user interface whenever they are 
needed. 
 
Parameter Slots 
One nice feature used were parameter slots. In the program code one parameter “set” was 
written as a struct. In the eBox there was a list of these structs and structs were named as 
“Task 1”, “Task 2” et cetera. The main idea was that there was own slot for each task and 
all the parameters could be saved before hands. In the competition all you have to do is 
select the correct parameter slot instead of changing many parameters at once. This list 
was very easy to serialize to XML as described in the previous section. 
Parameter slots proved to be successful in the competition and the system worked very 
well. However in the testing phase different parameter slots caused also some annoyance. 
 
http://www.digibib.tu-bs.de/?docid=00041345 07/10/2011
   
 Proceedings of the FieldRobotEvent 2010 
147 
Robot Information 
 
 
6. Testing 
Our testing consisted of three parts: a simulator running in Matlab Simulink, artificial test 
field and of course individual testing for each part. 
 
Individual/unit testing 
Basically all the parts made had to be tested before use. Our testing method wasn't very 
precise and planned but before assembling bigger systems we tested individual subsys-
tems. Axle modules for example, were tested thoroughly before they were attached to 
body. 
 
The same methods were used with software. After making a sub routine, it is very im-
portant to test it because finding problems in bigger systems are somewhere between 
magic and wizardry. 
 
Simulator 
For testing our methods without the actual robot, a simulator library block was built in 
Matlab Simulink. Basically, it consists of basic kinetics which calculates robot's new posi-
tion in our imaginary maize field and blocks which generate measurements for navigation 
algorithms used. 
 
The simulator block is connected to the navigation block. This same block is used in the 
robot for its navigation. Of course it has been compiled to C++ code before using it in the 
robot. This structure is shown in Figure 62. 
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At the beginning of simulation a field is created or loaded from a file. This field is plotted 
using basic Matlab plot command. After that robot is added to the same figure by using fill 
command. During the simulation Simulink model of the simulator (Figure 64) calculates a 
new position of the robot by using a kinematics model. The robot is moved to its new posi-
tion by using figure handles and set command. It is computationally more efficient to 
“move” the robot than plot it again every time. The plotted user interface is shown in Figure 
63. 
 
 
 
 
 
 
 
 
 
 
 
Figure 62: Connecting navigation library to simulator 
 
Figure 63: Simulator user interface 
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The simulator uses find and inpolygon functions to determine whether robot “sees” plants 
or not. The simulator block is not compiled to C++ so it is possible to use the wider range 
of Matlab functions than in the navigation block. 
 
 
Test Field 
When the robot was constructed, we set up an artificial maize field at the back field of our 
university buildings (Figure 65). For the test field, a plastic construction fence was used 
and erected it with metal sticks. Construction was a very easy task and our hypothesis was 
that holes in the fence would generate enough noise for our measurements. 
 
However, our artificial field was not that optimal. The plastic fence had some very nasty 
properties. Firstly if the robot hit the fence, it would suck the robot into it. A real maize row 
would have bent a bit. This was a very nasty feature because our sticks were made of 
steel so there were good chances to hit some iron with our €1000 laser scanner or ultra-
sonic sensors.  
 
Figure 64: Simulink model of simulator block 
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Second bad feature was vertical stripes and if the stripe was at the same level with sen-
sors, there was not enough noisy signal.  
 
Thirdly, the plastic fence easily makes waves horizontally and the amplitude of the waves 
can be 10 centimeters at the height of the robots sensors. 
 
The biggest problem was the actual field in Germany (Figure 66). The spring was very cold 
and maizes were very tiny. In the test field, hardly any real maizes appeared and artificial 
sticks were put as a replacement. In the competition field, there were somewhat more real 
maizes but sticks were still used. 
 
Anyway the tests were success in that sense that the robot performed pretty good when 
comparing with the other teams with less testing. 
 
Figure 65: Test field in Finland 
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7. Discussion 
The robot participated in the Field Robot Event 2010 in June 2010 and was third in overall 
placing. The team had some major difficulties before the contest. 
 
The schedule for building the robot stretched way over the set deadlines. A lot of work was 
done just weeks before the competition and even on the day before competition some 
development and debugging was done. It is difficult to say though if the robot had worked 
out better with more time or better time management. 
 
When starting the project, it was difficult to tell what kind of things are needed and in which 
order they should be conducted. Many things were redone over and over again. Also some 
of the things were done to late because they were not recognized as 'bottlenecks'. 
 
The robot’s structure is quite complicated. For learning purposes this is good, but for better 
performance in actual competition, simplified structure would probably perform better. 
 
 
Figure 66: Competition field in Germany 
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 We also used pneumatics for active suspension and for agricultural machinery. Active 
suspension with used construction was relatively weak but the main concept was a suc-
cess. Probably it could be possible to actively maintain robot straightness in slope fields 
with this kind of structure, but for the compensation of quick movements our system is too 
slow. With agricultural machinery pneumatics worked fine. 
 
Machine vision was made as simple as possible. Luckily, the weather was not too sunny 
so there was no need to adjust the camera for bright light. Unfortunately, the camera was 
still too low so that the field of vision was not wide enough and many of the weeds were 
missed. Because of the lack of the robust tracking algorithm, many of the initially detected 
weeds were missed when signalling the robot for weed control. 
 
Testing in Finland was quite successful but basically almost everything broke down in 
Germany before the contest. Our compressor for pneumatics blew up twice and the third 
compressor was factory-made broken. The fourth generation was a combination of broken 
compressors. The main difficulty was a mystical electrification problem which made robots 
LEDs tingle like a Christmas tree and buttons to be pressed randomly. After changing one 
of the controllers and many hours our team found that one wiring to compass was some-
what loose which caused problems with I2C-bus. Two hours before the competition our 
machine vision computer broke down. Also we had some broken down ultrasonic sensors 
and WLAN-difficulties when both computers used wireless.  
8. Conclusions 
Most of the concepts tried in this experimental project worked as expected. However with 
some extra tuning and testing the robot could perform better and more reliably in the field. 
 
Probably concepts of this kind are the future of the farming in more advanced countries. 
There are still many issues to be solved before robot's can perform their tasks autono-
mously on the fields. 
 
The used development tools for the main program, Simulink, code generation, and Visual 
Studio were easy to use after some serious magic tricks in the beginning. 
 
It was relatively easy to make the logic by using Simulink because one only needs to un-
derstand the block diagrams. It is also relatively simple to make a simulator where the 
navigation part can be tested. Very useful features in Simulink are: Libraries, Buses and 
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 Stateflow tool. Libraries make it possible to "write" modular and recoverable software.  
Busses are in the important role for making simple interfaces both in Simulink and in C#. 
Stateflow is very powerful tool for making software that runs in steps. Of course to be able 
to use these features in the robot, the code generation is needed. At the first time, some 
parameters needs to be set but after that the usage is very simple: just press one button. 
 
Visual Studio and C# language provide a combination that is quite easy to use. Especially 
tools for creating graphical user interfaces are very easy to use. Nevertheless there are 
also some complicated "tricks" to do before it is possible to use external C++ files created 
by Simulink. User for example has to add some path variables, manually modify a few files 
and give some compiler parameters. All these are things that user just has to know. After 
setting these things, using C++ functions still needs p/invoke method. In fact p/invoke 
method is very easy to use, all it needs are some special keywords. It can be say that 
these development tools form a very powerful combination and these tools should be first 
choice for a project like this. The only thing that was a disappointment was Windows CE 
(and Compact Formatter Plus). CE operating system should use only if other systems like 
Windows XP Embedded cannot fulfil strict real-time requirements. 
 
Weed detection was simple but effective enough. With the test runs, it worked fine but for 
some reason, probably due to a communication lag between machine vision and robot, it 
failed to perform in a desirable way in the competition. 
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Appendix 1 
function [thetas, R2, y2] = rlsmodulus(Fii, Y, lambda, theta0, P0, p3_maizeRowSpacing) 
%#eml 
 
% system dimensions 
[n,m] = size(Fii); 
  
% initial values 
P = P0; 
thetas = theta0; 
R_2 = 0; 
  
y2 = zeros(n,1); 
f2 = zeros(n,2); 
  
Index = 1; 
maizes = p3_maizeRowSpacing; 
  
for k = 1:n 
    f = (Fii(k,:)); 
    y = Y(k); 
      
    dX = inf; 
    dY = inf; 
     
    % plants that are not close to robot 
    if(f(1,1) < -dX || f(1,1) > dX || y(1,1) < -dY || y(1,1) > dY) 
        y2(Index,1) = 0; 
        f2(Index,:) = [0 0]; 
        Index = Index +1; 
    else 
        f2(Index,:) = f;         
         
        % devider (scalar value) 
        S = f * P * f' + lambda; 
        W = P * f' / S; 
        P = P - W * S * W'; 
         
        ys = (mod(y+maizes/2 , maizes) - maizes/2); 
         
        %for R2 
        y2(Index,1) = ys; 
         
        %scalar 
        modulus = ys - (f * thetas); 
         
        % evaluated parameters 
        thetas = thetas + W * modulus; 
         
        Index = Index +1; 
    end 
end 
  
SSe = (y2 - f2*thetas)' * (y2 - f2*thetas);  % eq 4.15 
SSt = y2' * y2;         % eq 4.16 
  
if(SSt ~= 0) 
    R_2 = abs(1 - SSe / SSt);   % eq 4.14 
else 
    R_2 = 0; 
end 
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 % Check that 0<= R2 <= 1 
if(isnan(R_2) || isinf(R_2) || R_2 > 1 || R_2 < 0) 
    R_2 = 0; 
end 
  
R2 = R_2; 
End 
 
Appendix 2 
 
 
 
Figure 67: Simulated data from field 
 
Figure 68: Angle between robot and rows is too big. The data folds and line 
fitting fails 
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Figure 69: Optimal line fitting to data (modulus has packed data) 
 
Figure 70: Correlation coefficient after different rotation angles. Number 5 
represents situation in Figure 69 and 8 in Figure 68 
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Appendix 3 
 
 
 
 
 
 
 
 
 
 
Wait
en:atRow=1;
left=0;
right=0;
turning
 eM 
Stop
en:atRow = 2;
speed_front=0;
speed_rear=0;
ex:initialDistance=distance;
DriveShift
du:speed_front=direction*p2_speedAtTurning;
speed_rear=direction*p2_speedAtTurning;
ex:state=3;
DriveToRow
du:speed_front=p2_speedAtTurning;
speed_rear=p2_speedAtTurning;
ex:atRow=1;
state =0;
driveForward
 eM 
compassHandler
 eM 
Turn90Deg
InitDrive
TurnWheelsBack
rewind
 eM 
ReturnToRow
en:atRow=1;
turningIndex =...
 turningIndex - 1;
turnPrint
 eM 
rowPrint
 eM 
printing
en:turnPrint();
rewi
en:rewind();
rowPrint();
SmallDelay
after(p3_waitTime,sec)
[state==1 || state==3]
2
after(p3_waitTime,sec)
[state==0]
3
[backToRow==1]
2
[backToRow==1]
2
[backToRow==1]
4
[backToRow==1]
after(1.5,sec)...
/rowPrint()
[prev == 0 &&...
next == 0]
[startTurning]/turning()
1
[ended==1]/turning()3
after(p3_waitTime,sec)
[state==2 || state ==4]
1 [abs(distance-initialDistance)>=shift]
1
[prev == 1 ||...
next == 1]
2
after(p3_waitTime,sec)
[ended==0]/...
rowPrint()
1
[state==2][state==4]
 
Figure 71: Stateflow model of turning logic 
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Figure 69: Picture of the team in Braunschweig with the robot 
Abstract  
For the first time in history of the FieldRobotEvent a team of the Karlsruhe Institute of 
Technology is taking part in the FieldRobotEvent 2010 in Braunschweig. 
The key feature of the robot KaMaRo 1 (Karlsruhe Maize Robot) is that it is able to navi-
gate absolutely autonomous through the rough terrain of a maize field. For the several 
tasks of the FieldRobotEvent it uses some specific sensors to detect the surroundings and 
the weed, which has to be dealt with. 
In this paper we describe our proceeding from the first idea to a working robot.  
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Keywords: field robot, laser scanner, webcam, autonomous navigation, weed detec-
tion, organisation 
1. Introduction 
We cannot refer to any robot we built before, because this is our first participation at the 
FieldRobotEvent. Therefore the first journey we did last year – after being introduced to 
this Event by Prof. Dr. Marcus Geimer – was visiting the FieldRobotEvent 2009 at the 
University of Wageningen to collect information about the challenge and the several tasks. 
Our team was then founded on the 9th of July in 2009. 
 
The first step was organising the group of 19 students from different fields of study with no 
experience in developing robots. This took us some weeks (see next chapter). After these 
organisational tasks, collecting information and creating milestones were the main goals. 
The next step was to search for support of the industry because you can't build a robot 
without parts and money. We also tried to become a registered society to speed things up 
and simplify the data flow, but we have been working on this for about three quarters of a 
year. 
 
We decided to design the whole chassis by ourselves, because most of the team mem-
bers are mechanical engineering students. We also decided to use a Laser Range Finder 
for navigational purposes and to use a camera for the weed detection. 
 
In December 2009 we started with the software development. The assembly of the me-
chanical parts started around February. 
The first testing of the code was done with a data generator and later with real sensor data 
from our small test field at the botanical institute. 
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 2. Organisation 
 
 
2.1. Structure 
Our team consists of 19 members which are mainly mechanical engineering students. 
There are also some electrical engineers and a few industrial engineers.  
At first we formed smaller groups for the different tasks without strict separation.  
Each team has a leader to enable communication in smaller groups at team leader meet-
ings. 
2.2. Internal Communication 
To enable close collaboration we have a weekly non-
obligatory meeting where results are presented and 
ideas are discussed. From time to time we have a full-
team meeting where we discuss important issues 
which consider the whole team. 
Figure 74: Weekly Meeting 
Figure 73: Structure of KaMaRo Engineering 
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 Other ways of communication are e-mail, wiki and the cloud-service dropbox.com. 
2.3. External Communication 
External Communication is important for three different kinds of relations. 
At first we have to present our team in public. This means: creating posters and flyers, 
maintain a website or writing press articles. 
Then we have to communicate within the university: where do we get support, a room or a 
workshop. Here we have a strong binding to the Institute of Vehicle System Technology 
and especially the Chair of Mobile Machines which supports us in many ways. 
Another task of the external communication is the sponsoring. A lot of helpful contacts 
were made resulting in free parts or exchange of know-how. 
2.4. Projects  
This sub team is responsible for one-time jobs. For 
example presentations, exhibitions and field trips. 
 
 
 
 
3. Mechanical Concept 
3.1. Chassis 
After many discussions we decided that our robot should be steered four-wheels and that 
all wheels should be driven. With that background we split up our construction team into 
five subgroups, each having a special specification. These five groups were: steering 
construction, axle and differential concept and construction, driving concept with power 
train, suspension and damper concept as well as housing concept. So each of us became 
a specialist in one topic. 
In these groups we started with investigations about already existing concepts and parts 
we could use from model making cars. As a result of these investigations, we decided that 
our robot should have a live axle. Only the wheels should turn while steering. A suspen-
Figure 75: Foundation Presentation 
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 sion between the axle and the housing was chosen finally. So the concept for our robot 
was complete. 
As a second step we started with the construction of our robot. As we found out, we could 
only buy the wheels and had to produce every other part. So we made the drawings with 
the CAD program Pro/Engineer and with the help Mobima workshop. Furthermore our 
supporting institute and the company Kurre produced the parts for us. 
The last step was to create the housing. It had to contain the engine, the accumulators and 
the electronic components. We used aluminium profiles for the framework, which were 
covered with thin plastic panels. Also the electrical components were mounted on them. 
During the construction we noticed that the wheels are not strong enough. The pressure in 
the wheels was too low. We tested different materials to fill the wheels and in the end we 
got the best results with rice. 
The construction of our robot was finished one and a half weeks before the FRE event 
2010. 
3.2. Sprayer 
The water reservoir is filled with water and air, which is compressed with a hand air pump. 
If weed is detected, the microcontroller sends a 12V signal to a magnet valve. The valve 
opens and the water is sprayed through the injector onto the weed. 
 
4. Data processing concept 
 
 
 
4.1. Sensor 
A LIDAR unit (Sick LMS100) is used for the detection of maize plants. The functional prin-
ciple of LIDAR (Light Detection and Ranging) is to send out a laser beam, pointed on a 
rotating mirror, and then measure the time it takes the reflected light to return. 
The LIDAR has been mounted upside down to get the laser beam as close as possible to 
the ground and threby avoid recognizing leaves which might be hanging between the rows 
of plants. 
 
Figure 76: Sick LMS 100  
Laser Range Finder 
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 When using a laser scanner for maize detection, mainly two restrictions must be consid-
ered: 
Firstly, the impreciseness: Although the resolution of the measured distance is very high 
(<1mm), the error is up to +/-20mm. This means that the exact position of recognized 
objects may vary from one measuring to the next. 
Secondly, the laser beam is actually a cone with an opening angle of 0,5°. As the light spot 
produced by the laser gets bigger with growing distance, the amount of light being reflect-
ed by a maize plant gets smaller. Therefore, plants can only be detected when they are 
near enough. 
 
The laser scanner operates at a frequency of 25 Hz and a resolution of 0,25°,  which 
means it is able to deliver a complete scan of the robot's environment every 40 millisec-
onds. As it has an opening angle of 270° it can see everything in front of and beside the 
robot. 
 
The laser scanner communicates with the main program 
(written in Matlab) using the Ethernet port of the computer 
and the TCP/IP protocol. When the computer requests data, 
the laser scanner responds, sending a data package contain-
ing general information about the device, how to interpret the 
following data and then the latest set of measured data. 
When the data package has been received, the relevant data 
is extracted by the software and saved for further use (navi-
gation). One set of data consists of 1082 data pairs (an-
gle/distance).  
4.2. Mainboard and Microcontrollers 
4.2.1. Hardware 
The main controlling hardware unit is a miniITX board with a Core2Duo 3GHz CPU and 
Matlab as the commanding software. The hardware equipment provides the needed per-
formance to run the greedy navigation and image recognition algorithms and has enough 
reserves for future development. On the software-side Matlab offers the potential to im-
plement most of the needed features itself and the flexibility to include specialized external 
components. 
Figure 77: Sensor data of the 
test field 
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 Connected to the PC is an underlying hardware unit consisting of an Atmega32 microcon-
troller, which handles the LEDs for weed detection, the push-buttons for external access 
and the valves for weed control. 
4.2.2. Power Supply 
The power supply for the electronics is one 12V/7.2Ah lead-gel-battery. A DC/DC-
converter is connected to ensure a stabilized voltage for the miniITX board and the Lidar. 
The microcontroller board is supplied directly by the battery, as well as the valves. Under 
normal conditions the power supply is able to run the electronics for circa 15 minutes. 
4.3. Software 
4.3.1. Weed Detection 
Hardware: 
For detecting weed, both the Logitech Quickcam Pro for notebooks and preprocessed data 
from the LIDAR are used. 
 
Software: 
The core of the algorithm is Opencv's Haar-detection, a cascade-detection-system which 
is usually used for face detection [4]. To achieve weed detection the following things have 
to be done: 
1. Building a weed-cascade can be done by executing Opencv's “Haartraining”-
algorithm, a machine learning algorithm, with approximately 1500 positive weed-
samples and as much negatives. To detect differences between grass and flowers a 
second cascade for detecting flowers has also been created. 
2. Optimizing the detection algorithm: For a reduction of detection time it is tried to 
detect weed only between the two maize rows on the robots left and right. Therefore 
the detection algorithm is turned from scale-invariant to scale-variant. This means 
that the weed is not detected in every theoretical possible size any more. 
After detecting weed the weed gets tracked to reduce errors. 
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5. Navigation 
Infield navigation 
 
The navigation algorithms were programmed in Matlab. The data delivered by the laser-
scanner is used to determine the necessary steering angle to keep the robot in the middle 
of the left-hand and right-hand row. The program runs through the following steps: 
1. The data (distances and angles of obstacles) is received and transformed into 
Cartesian coordinates. 
2. The relevant area is cut out so that only obstacles in a specific area in front of and 
beside the robot are considered during navigation. 
3. Detected points that don't have other points within a specified radius are deleted. 
Single points are not considered as plants and therefore not used. 
4. Two straight lines are determined using the RANSAC algorithm [3]. The lines 
represent the left-hand and right-hand row. 
5. The slope of the straight lines is supposed to vary only within a limited span. If the 
slope is too big or too small, the calculated line is considered as defective. One 
suitable line is enough to navigate through the field and therefore missing plants on 
one side are no problem. 
6. Now the steering angle can be calculated based on the offset between the robot and 
the estimated lines. 
 
 
 
 
 
 
 
 
 
 
 
Figure 78: Weed detection with 
Opencv's Haar-detection 
Figure 79: Detecting beer glasses for 
a sponsor 
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During tests with artificial and real maize, the navigation algorithm was optimized. Espe-
cially the dimensions of the area which is used to detect the rows turned out to be very 
important. Areas in the shape of rectangles, semi-circles and other variations were tested. 
The best results were achieved with an area consisting of a rectangle with a half ellipse 
added at the front side. 
The fact that detected plants on just one side of the robot are enough to calculate the 
necessary steering angle makes this algorithm reliable, even if there are larger gaps within 
the plants. Problems can occur if there are a lot of leaves hanging into the free area be-
tween the rows. Especially leaves positioned near the laser-scanner can falsify the data 
which is used by the program significantly. 
 
Headland navigation 
 
The first attempt was to enable the robot to drive along the headland and to keep the same 
distance from the rows. Thereby it was counting the rows which are passed using the 
RANSAC algorithm. The goal was to detect lines in the received data from the laser-
scanner. However, this method was soon considered to be not reliable enough. One rea-
son for this decision was that the robot moves perpendicularly to the rows and therefore 
only the first few plants of a row are detected while the laser beams cannot reach the 
plants hidden behind them. 
A second program was developed which doesn't make use of RANSAC. The robot has two 
imaginary areas in the shape of rectangles besides itself. While driving along the head-
land, the amount of points, which represent obstacles found by the laser-scanner, are 
checked permanently in the two areas. If the amount of points within the first area exceeds 
a defined threshold, the robot knows that it is positioned right next to a row. If the points in 
Figure 80: Infield navigation: grey: robot; blue and green: points used to calculate the lines; red: points 
considered as outliers by RANSAC algorithm; pink: center between both rows (used to calculate off-
set); cyan: unused points (single points or out 
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 the second area, which is located behind the first area, exceed the threshold, the robot 
assumes that it has passed the row and watches out for the next one. 
In tests with artificial maize, this program worked accurate and was reliable. Even if the 
rows are not exactly perpendicular to the driving direction of the robot, the rows are de-
tected and counted. 
 
In both, infield and headland navigation, a new steering angle is determined about three or 
four times a second to enable the robot to move accurately through the maize field without 
damaging any plants. 
Remote Control 
 
The remote control is using a wireless LAN connection between the robot and a computer. 
TCP/IP is used as communication protocol. The communication is programmed with Java, 
because there are special packages for TCP/IP, so it is easy to create a communication 
between a client and a server.  
Furthermore it is possible to import self-programmed Java classes in Matlab. Importing the 
self-programmed Java class for TCP/IP communication is essential, because our main 
program runs in Matlab. 
 
So there is the robot, which is the client, and a computer, which acts as the server. 
Commands are sent in form of integers from the computer to the robot. 
Every command has a specific number. For example: “3“ is sent to accelerate the robot. 
 
The only problem is, that Matlab does not support several threads. Two functions cannot 
run at the same time. For example one function which handles the TCP/IP communication 
on the one hand and another function for the navigation cannot be executed parallel. 
This can be solved by requesting a message from the server after the main function was 
called by Matlab. Since the main function contains an infinite loop it is easy to combine it 
with the „network-function“, because the „network-function“ can be integrated into the 
infinite loop, so that there is always a request for a message, every time the main function 
is run. 
 
In addition it is useful to know what the robot is actually doing if you control it by remote 
control. So there is a graphical interface, which displays the speed, the wheel angel and 
the different types of modes (autonomous driving, driving by remote control, idle). 
This graphical interface was built with Swing, a graphical package for Java. 
http://www.digibib.tu-bs.de/?docid=00041345 07/10/2011
   
 Proceedings of the FieldRobotEvent 2010 
169 
Robot Information 
 
 6 Drivetrain Concept 
Since there was no back up driveline, it was finally decided not to develop the power elec-
tronics by oneself but to take tested parts, in order to keep the risk of driving motor prob-
lems low. 
6.1. Motors 
A "Dunkermotoren BG 75x25 SI" with 250 watts is used as the drive motor. A speed con-
troller and all the power electronics are already part of it. Front and rear steering are built 
up identically: a "BG 31" servo motor, an "RE 30" encoder and a 128:1 planetary gear, all 
made by Dunkermotoren, are used in this robot.  
 
6.2. Energy supply 
The energy for the power electronics is provided by two serially connected 7,2 Ah / 12 V 
lead batteries. 12 V and 5 V supply for the signal electronics is taken from the ITX board 
supply.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
6.3. Hardware 
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The hardware is built as modular as possible, so that most parts can be reused in further 
development or replaced in case of damage. Despite of the "Dunkermotoren BGE 3515" 
digital positioning controller, all electronics is self made 
 
The microcontroller board is kept as simple as possible. The Atmel Atmega32 microcon-
troller is connected through an FT232R USB to UART interface chip to the ITX board. It 
proceeds the commands and motor error signals and controls the motor controllers. Extra 
boards with optocouplers are used to connect the microcontroller board to 24 V electron-
ics. Further, an operational amplifier circuit is used to generate a 0 to 10 V signal for the 
drive motor speed controller on the drive motor optocoupler board. An external EEPROM 
is kept as a hardware option for further development needs.  
 
An emergency stop button is directly connected to the drive motor optocoupler board in 
order to definitely put a stop signal on the motor controller input lines. Robot movement is 
then disabled irrespective of the signals from the ITX board or the driveline microcontroller 
and can be enabled as soon as the computational problems have been solved. Also, safe 
stop signals are provided by the optocoupler circuits in case the microcontroller board is 
disconnected.  
 
All software is written in C. 
Figure 81: Hardware Concept 
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 7. Discussion 
7.1. Mechanical 
On the FRE our robot drove for the first time. So unfortunately we didn’t know whether all 
mechanical components work in the way they should. At the FRE, where we were resticted 
to react to potential problems. 
The first problem we noticed was, that the wheels had to much steering-resist, because we 
had no differential in our robot. To correct this, we decided, that the front wheels should 
only be used to steer and the back wheels should drive. With this solution we got the robot 
ready to drive. 
In the middle of the night, a connection between two driveshafts transmitted no more turn-
ing moment, because a setscrew had cut into the shaft and lost it transmitting function. So 
we had to repair the robot with our limited equipment. During the sunset we finished the 
repair and continued with the testing. 
After the FRE some of our team drove to the DLG-Feldtagen, where the teams were invit-
ed to demonstrate their robots. During these days, we talked with many cultivators and 
with producers of agricultural technical equipment. In the conversations we learned a lot 
about potential operational areas in the agriculture and about possible tasks for the free-
style task. Especially the eco-farmers were very interested in the idea of mechanical weed 
control. Furthermore the discussion with the other teams improves our knowledge about 
special components of the robots.  
So all in all we made many experience and we will use them to improve our robot and later 
to design a new one. 
7.2. Drivetrain 
Problems:  
The drive motor worked well and was more powerfull than expected. The driveline control 
worked fine as well. The two steering servo controllers were damaged one week before 
the contest but gladly one spare controller could be found so the robot could run with one 
steering servo. The front wheel steering printed circuit board had a flaw but could easily be 
replaced by the spare board of the rear steering. The controller parametrisation took too 
long because of a missing password, but luckily Team FREDT from Braunschweig could 
help us. Yet it is not clear to us whether the steering servo was strong enough in combina-
tion with steering and four wheel drive system as it was planned but changed the morning 
before contest.  
Possible improvements: 
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 The drive speed control signal values could be made continuous by a smoothed pulse 
width modulator output. Further acceleration ramps could be programmed in the drive 
control microcontroller. Weight could be reduced by the use of high energy density batter-
ies. Some more fuses on printed circuit boards. 
8. Conclusions 
Finally it was a great honour for everybody to take part in this event.  Even if the robot 
didn’t work as good as expected the weekend in Braunschweig had been one of the most 
exciting and useful ones for the past year. 
There was a great exchange of knowhow and experience on a very high level with all the 
participants and many difficulties were mastered due to the acute work on the robot and 
the help of other teams. 
At least the event formed our team in a very special way so that we will be able to cooper-
ate much better and take part at the next event with a competitive robot. 
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Abstract 
The Optikopter was developed for the Field Robot Event 2010 by students of 
the University Hohenheim and the University of Applied Sciences, 
Osnabrück. The system is based on an open source Quadrokopter, which 
was modified for the event. For navigation in the air the Optokopter uses 
GyroScope (3x), Acceleration Sensor, Compass, GPS-System. For the 
Cooperative Challenge a 2,4 GHz-System has been added. 
 
Keywords: Quadrokopter, Field Robot, Cooperative Challenge, GPS,  
1. Introduction 
The Optikopter (general quadrocopter) counts, like a helicopter, to the vertical take-off 
and landing aircrafts (VTOL). 
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A quadrocopter has four propellers (two left-handed and two clockwise).  
In this way the torque is balanced. So the quadrocopter can float stable in the air, is analyzed by the control 
electronics including position sensors (gyros).  
These gyros measure the speed of rotation around each axis (roll, pitch, yaw).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The Field Robot Event 2010 was organized by the Institute of Agricultural Machinery and Fluid Power from 
the Technische Universität Braunschweig and took place in Braunschweig on June 11th -13th 
There were competitions in five, the tasks were: 
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 Basic 
Within three minutes the robot has to navigate through long curved rows of a maize field to cover as much 
distance as possible. On the headland it has to turn and return in the adjacent row. There will be no plants 
missing in the rows.  
 
Advanced 
The robot should cover as much distance as possible within 3 minutes while navigating between straight 
rows of maize plants. It should be able to follow a certain pre-defined pattern over the field.  
 
Professional 
The Task consists of two subtasks. First the teams will have to demonstrate their weed handling device and 
explain to a jury and the audience how it works. Afterwards they have to demonstrate their weed detection 
system. 
 
Cooperative Challenge 
Cooperation between one or more robots has to be demonstrated. There is no given task the robots have to 
fulfil. The robots can drive, fly or even swim (if it is raining cats and dogs). The application should have an 
agricultural background and has to be shown on the field. 
 
Freestyle 
Robots are invited to perform a free-style operation on the field. Fun is important in this 
task as well as an application-oriented performance. One team member has to inform the 
jury and the audience about the idea. 
 
 
 
2. Mechanics 
2.1 Motors 
In general, a Quadrokopter needs four brushless motors. 
We use Outrunner Brushless Motor (1200Kv) 
• Shaft diameter: 3mm  
• Shaft Length: 46.5mm  
• Dimension : 46.5mm x 31mm  
• Recommended Propeller: 10x5, 10x4.7  
• Weight: 34g  
• Kv: 1200rpm/V  
• Max Currect: 15A  
• Max Trust: 745g 
 
 
 
http://www.digibib.tu-bs.de/?docid=00041345 07/10/2011
   
 Proceedings of the FieldRobotEvent 2010 
177 
Robot Information 
 
 2.2. Propellors 
Two Clockwise (CW) propellors and two CounterClockWise (CCW) propellers are needed.  
• Front = Motor #1 and Back = Motor #2 clockwise  
• Right = Motor #3 and Left = Motor #4 counterclockwise  
2.3. Frame 
The frame is a constructed of aluminum square profiles. The motor-motor is 40 cm . 
 
 
2.4. Battery 
Usually Lithium-Polymer batteries or LiPos are used as the main power source.  
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3. Hardware concept  
 
The Flight Control 
 
The Flight-Control (Flight-Ctrl) is the main board of the MikroKopter. It contains the main 
processor and all the sensors that are necessary for a stable flight.  
Of all sensors, the rotation speed sensors are most important. The software uses them to 
determine the position in the air and to compensate for external influences. For every axis 
(x,y and z) a rotation speed sensor is needed, so three sensors all together. Usually these 
rotation speed sensors are called Gyroscopes or Gyros and they measure changes in 
degrees per second.  
Another sensor is the acceleration sensor. It senses the acceleration in all of the three 
axis. The vertical acceleration sensor is also able to measure the angle of the mikrokopter 
towards the earth. Usually they are referred to as Accellerometers or ACC. You can fly 
without them, but with these sensors you are able to automatically get the MikroKopter 
back to level flight. This way you can let go of the joysticks and the MikroKopter will stay at 
its position. Without these sensors, the Mikrokopter will keep on flying in a prescribed 
angle. This kind of flying is called "Heading Hold".  
A height sensor can be placed on the Flight-Ctrl as an option. This gives you the ability to 
keep flying at the same height all the time.  
When hooked up to a PC, the Flight-Ctrl can be read and set with the MikroKopter-Tool. 
 
 
 
 
 
 The Brushless Controller 
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In total there are four Brushless Controllers (BL-Ctrl) needed for the MikroKopter. Each 
controller controls one brushless motor. Brushless motors don't use brushes for energy-
distribution to the rotor. In contrary to the motors with brushes, the magnets are rotating 
while the coils do not. That's why you can't use a DC current, AC current with precise 
pulses is needed to drive the motors. This AC current is provided by the BL-Ctrl.  
A standard Brushless Controller will not work in a MikroKopter. The BL-Controllers are 
connected to the main board with a bus system (I2C) and each controller is given a unique 
address that is used by the main processor to communicate with the BL-controller. It is 
possible to control the BL-controller with a standard RC-receiver. PPM signal input is 
available (but not for the use in a Mikrokopter).  
Features:  
• Controller: AVR ATMEGA8 of Atmel  
• Placed with six 60 Amps MosFets  
• integrated current measurement  
• Current limitation at the DC current-side  
• Designed for approx.110W at 11.1V or 150W at 14,8V (10A contineous)  
• Peak current approx.220W at 11.1V or 300W at 14,8V (20A peak)  
• two LEDs (Okay and Error)  
• Battery voltage sensing with low-voltage detection  
• Software is totally in C  
• As setting point either the rpm can be controlled or set (per PWM)  
• several inputs for setting point  
• Size (L x H): 43mm x 21mm  
The actual version 1.1 is available as emty PCB or with all components in place. The older 
version 1.0 isn't available anymore. The old version needs a separate firmware for each 
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 controller with separate addresses. Since version 1.1 the addresses are adjustable via 
jumpers (shortcircuits). 
 
3.1. Communication Unit  
In order to establish a radio communication between Optikopter and 
Optimaize Prime, two different communication units were developed. The 
communication unit of the Optikopters receives the data of its current 
position and sends the raw data to the communication unit of the 
Optimaize prime. Over a flag communicates the Optikopter the Optimaize 
prime, when it is to move toward the Optikopters GPS position. The figure 
below is showing the schematic of the communication with a PIC 
18F26J50 as the MCU where the program is running and an AMB2500 as 
the receiver and transmitter. The onboard communication was realized 
over serial communication busses like UART and SPI. The Optimaize 
Prime communication unit transmits the data over the RS232 interface to 
its onboard PC.  
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 3.2.  
The next figure shows the communication unit of the Optimaize Prime with the PIC MCU, 
the AMB2500 and the MAX232. 
 
 
 
4. Software concept 
 
 
Computing and processing is accomplished by a Atmel ATMEGA644 @ 20MHz. It was 
connected to four Motor-Control-Boards (Brushless-CTRL) to operate with the Motors. 
We connect the Motor-Control to the I²C- bus, which carries the command sequences. The 
Flight-Ctrl needs the special brushless ESC, to ensure fast communication via the I2C 
Bus. The I2C Bus has a clock (SCL) and data (SDA) line. The bus connects all SCL and 
SDA lines together. 
 
 
 
MikroKopter Tool 
We use the MikroKopter Tool, a GUI, to receive and transmit data from the OptiKopter and 
to program the Micro-Controllers on the circuit-boards . It allows us to write different set-
tings to the Optikopter and set Waypoints for the GPS-Module. 
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Com
mu-
nica-
tion 
Soft-
ware 
 
To 
real-
ize 
the 
com-
muni-
cation 
with 
the 
com-
muni-
cation 
units 
there was a program developed for the Optimaize Prime communication unit and another 
program for the Optikopter communication unit. The Optikopter’s program receives the 
GPS-Data and sends it in a FIFO-Queue to the Optimaize prime. The Optimaize Prime’s 
program calculates the angle with the GPS-Data to turn around and drive to the Optikop-
ter’s position. 
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1. Abstract 
The Optimaize Prime was developed for the Field Robot Event 2010 by students of the 
University of Applied Sciences Osnabrück. Thereby the development follows a new con-
cept to create a robust platform with high modularity which will be further enhanced for 
further events. The Robot is based on the Volksbot-system developed by the Fraunhofer 
institute and was modified to fulfil the needs for this event. For navigation a Sick laser 
scanner (LMS 100) and two 3D cameras (IFM Effector) are used. The weed detection is 
realized by two CMOS cameras (CMUCam3) combined with a weed killing device which 
sprays the detected weed with a liquid. The main control-system of the robot with enough 
computing power is an ITX PC-Board with an Intel Core i5 Processor, handling the steer-
ing of the robot and data analysation of the sensors. 
 
 
Keywords: Autonomous, Field Robot, Maizerowdetection, Sick LMS 100, CMUCam3, 
IFM Effector 3D, Volksbot 
2. Introduction 
The University of Applied Sciences Osnabrück participates in the Field Robot Event 2010 
with the Optimaizer Team which consists of twelve people from different departments. 
Most members of the team are bachelor-students of electrical engineering, technical in-
formatics, master students of mechatronics systems engineering. Additional support was 
provided by two exchange students from Rumania: Silvia Simon, master student, and 
Mihaela Tilneac, Ph.D. student, enrich our team. Good Advice and helpful support was 
given by our advisors Ralph Klose, Andreas Linz and Arno Ruckelshausen. 
For most members of the team it is the first time they participate at the field robot event. 
Furthermore the designed robot is a completely new setup. It follows a concept of setting 
up a robust platform which will be continuously enhanced during the next years. Thereby it 
is achieved that in next years less chassis work is to be done and more time can be spent 
on the intelligence of the system (algorithms) to enhance navigation, weed detection and 
data analysation. In this way more development of future technology can be realized. 
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3. Mechanics 
One of the most important parts that compose the robot is the chassis. The body is a 
frame construction made of aluminium threads and covered with sheet metal. The con-
struction consists of a lower part and an upper part, which forms a fold-away housing. The 
lower part contains the motor controls, the dc-motors with chain-drive and the power sup-
ply. The laser scanner is mounted on the front end, a vertical thread which is also mounted 
on the front end holds two 3D cameras. Furthermore the PC is positioned on the lower part 
(see Figures 1 and 2). The operators of the robot can get access to the power supply via a 
flap at the rear end of the robot.Figure 2.80. Section Cut of Optimaize Prime 
Figure 81.2. Position of the cameras 
The upper part contains the fan and the gyroscope which are fixed in an acrylic glass 
housing on the top of the robot. A handle bar is also part of the fold away housing. Two 
CMU-Cameras are fixed at the side of the upper part.  
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 The weed killing device is placed at the back with a special attachment that can be re-
moved quickly. 
4. Hardware concept 
 
Figure 4.1. Hardware concept overview 
4.1. Sensors 
Gyroscope 
To detect if a turn at the end of a row has reached the required angle the robot uses an 
analogue device, an ADXRS300 type gyroscope. This sensor is measuring the rotational 
velocity around its yaw-axis. Additionally the gyroscope offers a reference voltage and a 
measurement of the temperature, which can be used for compensation. A Microchip PIC 
16F88 microcontroller is used for processing the velocity readings and also for communi-
cation with the main system.  
The rotational velocity is integrated to get the angle. If the calculated angle reaches the 
target-angle, a signal is sent to the main system.  
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Figure 4.2. Functioning principle of the gyroscope [1] 
 
 
Laser scanner 
For navigation trough the maize rows the robot uses the information received from a laser 
scanner (Sick LMS100).                                                                                 
 
 
 
 
 
 
 
 
Figure 4.3. Laser scanner LMS100 and navigation principle of the laser scanner [2] 
 
CMU Cameras 
For the weed detection task, two CMU Cameras are used. The 
advantage of the CMU camera is that it’s freely programma- ble 
and the image processing can be performed direct on the 
camera.  
 
 
 
 
Technical data: 
- RGB image sensor OV6620 
- Color areas: RGB, YCrCb, HSV 
Figure 4.4. CMU Smart Cam [3] 
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 - Resolution: 352x288 pixel 
- ARM7-micro controller LPC2106 
- Interfaces: UART(RS-232), GPIO, Analog 
- Power : 6V – 15V 
 
For our purposes we use the RS-232 interface to transfer data to the Robot.  
 
 
3D Time-of-Flight cameras 
Two 3D Time-of-flight (ToF) cameras are used for robot navigation. The advantage of 
Time-of-Flight cameras is their ability to generate real-time images of all three dimensions. 
We used the IFM PMD 3D-camera with a frame rate of 25 Hz, a measurement range of 
7.5 m, a resolution of 64x48 pixels and an angle of view of 40º / 30º. 
 
 
 
                       
Figure 4.5. 3D Time-of-flight camera [4] 
 
Figure 4.6. Crop row in a 3D-camera image 
4.2. Power-switching and fuse-protection Board 
 
This board is used to switch on and off the main-power supply by a high current relay, as 
well as the motor-power. The motor-power is switched by a second relay, thereby it is 
possible to only interrupt this power rail when the emergency-stop is hit. A complete pow-
er-interruption is unfavorable, because some parts of the equipment need several minutes 
to power up completely. Even more important is that an uncontrolled shutdown of the 
installed computer could lead to file-system corruption which could result in an inoperative 
system.  
To energize the system, a button has to be pressed, which turns on the main relay. There-
by the computer starts up and the USB-ports provide power. This power is then used to 
bypass the button and keep the relay switched on. 
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Figure 4.7. 3D Model of the board 
 
If now the computer is shut down, the USB-power is automatically turned off after con-
trolled shutting down the system. So the relay will be turned off when the computer has 
finished shutting down and the system has been safely turned off. 
The motor-power rail is switched by the main relay but can be interrupted by the emergen-
cy stop button. 
There are several fuses placed on this board. The two automotive-fuses are used as main 
fuses. The smaller fuses are to protect the connected sensors and other peripheral parts. 
If a fuse is burned out, the appropriate LED is lit up. Thus an easy error indication is possi-
ble. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.8. Power-switching and fuse-protection Board  
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 Labjack Expansionbox 
To switch high power loads with a LabJack box, a switching expansion is needed. The 
LabJack box itself only can switch low power loads such as LEDs. So a transistor is con-
nected to an output of the box which again is used to turn on and off a relay. This relay 
than again can switch the high-power loads that are connected. 
The LabJack is used to control the weed-killing device. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.9. Electrical diagram of the Labjack Expansionbox 
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 4.3. Weed killing device 
 
The weed killing device consists of a sprayer, which together with the CMUcams performs 
the weed killing task. The CMU cameras detect the weed and send a signal to the robot 
which triggers the output ports of the I/O device- LabJack U3. These logic-level signals 
trigger a relays box which operates the pumps of the weed killing device. 
For the visual signalization two flash lights are used.The flash lights are connected in parallel with 
the two pumps. 
 
 
 
 
 
 
 
 
 
Figure 4.10. Sprayer and flashlights 
 
5. . Software concept 
 
 
Figure 5.1. Software concept overview 
5.1. Robot control software 
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The Robot control software bases on a C++ server which is executed on a Windows 7 
platform. The GUI is written in C# and communicates with the server program on the robot. 
 
The entire Server uses thread programming to collect 
data from the different sensors. Also the task behavior 
runs in an own thread and controls the operational 
sequences inside the particular tasks. 
For communication with the laser scanner and the 
“PMD 3D Cameras” via Ethernet the server uses 
socket connections, which transfer data to the server. 
The communication between the CMU Cams, the 
gyroscope and the server is realized with RS-232 
USB converters, because the robot computer just has USB ports and no onboard RS232 
interface. 
 
Figure 5.2. Robots controller 
 
 
 The "Working Thread" 
In the “Working Thread” all actions concerning the robot behaviour are performed. The 
delay cycle of the working thread is about ten milliseconds. The different tasks are called 
by the run function in the Working Thread. The GUI sends a variable which is used for the 
task selection. Every task has its own function where the action behavior is implemented. 
For example the first and second task are subdivided in five steps.  
  
 00 => ready to start 
 10 => cruise through maize row 
 20 => rotate 90° out of row 
 30 => select next row 
 40 => rotate 90° in row 
 
The server waits until all sensors and controllers are initialized and the pattern is received 
from the GUI. After that the robot is ready for start. Now, the robot is in the first step. It 
drives through the first maize row till the end of maize row is reached. Then it changes to 
the second step and realizes the 90° rotation out of the row.  
The selection of the next maize row is implemented in the third step. If the robot finds the row, where it wants 
to go, it selects the last step in this cycle. The robot turns to the same side it as in step two. After this proce-
dure the cycle begins again at step one. 
http://www.digibib.tu-bs.de/?docid=00041345 07/10/2011
   
 Proceedings of the FieldRobotEvent 2010 
195 
Robot Information 
 
 5.2. Laser scanner software 
The navigation algorithm of the robot is using the laser scanner and is composed of many 
little algorithms who work together: 
1. Conversion of the scanned data in cartesian format. 
2. Restricting the scan area to 180°   
3. Reducing the scan area [Length: 1400mm, Width: 1500mm]. (Picture 1) 
4. Dividing the scan area in a square, x Direction (10mm), y Direction (10mm) 
5. Dividing the scan area in the middle so that two equal surfaces result, the left one covers  (0-90)° , 
and the right one  (91-180)° (Picture 2) 
6. Horizontal mirroring of the left scan area so that the algorithms for one scan area can be extrapolat-
ed for the second scan area. (Picture 3)  
 
Figure 5.3. Binary representation of the field 
7. Measurement of the distance from the right and the left side. The distance to the left 
side is represented with negative values. 
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 Figure 5.4. Algorithm for measurement of the left and right distance 
 
8. Closing the horizontal gaps: when on the right side there is and 0 detected and on 
the left side an 1, and vice-versa, then is the value from the side where there was 
an 0 detected estimated with the minimal distance. 
 
Figure 5.5. Binary representation of algorithm 8 
 
9. Closing of the Vertical gaps: when on the both sides an 0 appears then the vertical 
value is calculated using the last value and the next value that not 0 is. 
10. Calculating the distance middle value. 
11. Defining the curve radius. 
12. Collision recognizing. 
13. Recognizing the end of the row. 
14. Counting the rows. 
15. Approximation of the speed. 
5.3. CMU Cameras software 
The software running on the CMU cameras uses color recognition to detect the desired 
objects. To accomplish object detection the colors spaces of the desired objects are 
stored. During test with different lightning conditions optimal color spaces for weed detec-
tion were determined. Further criteria to recognize the Objects are the recognized pixels 
and the density of these pixels. If an Object is discovered the camera sends a signal to the 
robot. 
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 5.4. 3D Cameras algorithms 
The 3D-camera returns a matrix which contains the distance information of each pixel. The 
maize row is identified by linear regression using the (x,y) coordinates that corresponds to 
distances in a range from Hmin to Hmax. The robot follows the row and tries to keep it in 
the middle of the image parallel to x axis. If there are no deviations (no offset and no an-
gle), the robot will drive straight ahead. When deviations occur, the robot must turn right or 
left, aimed to correct the deviations that are calculated with the following algorithms: 
 
 
 
 
 
 
 
 
 
left 3D-camera 
robot trajectory deviations trajectory corrections 
       
 
if      α > 0                 //        turn right 
if       α < 0                //        turn   left 
if       d > 0                //     offset   left 
if       d <  0                //     offset right 
right 3D-camera 
robot trajectory deviations trajectory corrections  
       
 
if      α > 0                 //        turn right 
if       α < 0                //        turn   left 
if       d > 0                //     offset right 
if       d <  0                //     offset   left 
Figure 5.6. Image analysis 
5.5. Graphical User Interface (GUI) for the OptimaizePrimeControl (OPM) 
The Optimaize Prime Software consists of the server on the robot and the client on the 
control computer. The client creates a graphic user interface (GUI). The interface shows 
the software control on the right site. With the “Connect-Button” the client connects to the 
server via Ethernet. The IP-address and the port-number are stored in an ini-file (see fig-
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 ure 4.3.4). In the middle on the left are the buttons for manual control and speed adjust-
ment. The lower text field is showing status messages. 
With the tabs on the right side, “Control”, “LMS 100” and “PMD3D” parameters for the 
tasks and the sensors are set. In the “Task-Box” you can choose the different tasks. The 
“Start-Button” starts the particular task, and with the “Break-Button” the program can be 
paused. “Reset” stops the program and with “Return” you can re-choose the latest com-
mand. The “Send Pattern-Button” sends a drive pattern for the tasks. The pattern code is 
shown in the text-field below the button. The “Change Direction” button inverts the direc-
tions of the pattern. 
The “Send Command-Button” sends the direct command from the text field beside the 
button. The “Control-Box” shows the initialization status of the sensors. Beside the “CMU-
Cams” the signals show the detection of the weed. In the “VMC Info-Box” all important 
motor information are displayed. 
 
 
Figure 5.7. Overview of the GUI 
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 The second tab is the control panel for the laser scanner LMS100. In the middle, you can 
see a live picture of the on-going measurement. In the “Scan-Box” you can change the 
algorithm for the scanner. The box “Graph” changes the display of the live picture. You can 
change between beams, points and lines values. In the “Sensor Info-Box” all important 
information are shown. 
 
 
Figure 5.8. Laser scanner control panel 
 
The last tab “PMD3D” is the interface for the 3D-cameras. The two live pictures from the 
3D-cams are shown at the top of. The the two “Sensor Info-Boxes” show the information 
from the cameras. 
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Figure 5.9. Sensors Info-Boxes 
 
Most of the parameters can not be changed in the GUI, but in the OMPClient.ini. 
 
Figure 5.10. OPMClient.ini 
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 6. Conclusions 
The new platform created for this competition seemed to be very robust and is nearly ideal 
for the prevailing conditions. But it was very difficult to put all components in the chassis 
because of marginal storage space. Other difficulties were caused by the applied algo-
rithms. Especially driving the predefined pattern was problematical because of the very 
little maize plants and the too thin green sticks which were added to the maize plants. In 
weed-detection maybe another strategy should be persecuted than colour tracking be-
cause this approach is very addicted to light conditions. Altogether there are a few things 
that should be enhanced to achieve better results in next competitions; especially algo-
rithms have to be improved. 
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Rusticus 
Team Members: Alexander Engeln, Heinz Dornseifer, Frank Engeln 
Bursibantstrasse 3, 48429 Rheine, Germany 
Abstract 
Rusticus is an autonomous robot, which is designed and developed by a private team of 3 
generations. The robot was built from a Tetrix® kit and is to show the Lego Mindstorms is 
not just a toy, but can also be used for high-quality work. 
 
1. Introduction 
The Field Robot Event is a good opportunity for the strengths or weaknesses of Lego 
Mindstorms and Tetrix® test. We want to show that robotic is not only  interesting  for 
young people. I am a computer science teacher for lower classes, my son is student of the 
8th class and my father is electronic in retirement. 
2. Datasheet 
Chassis 
W x L x H (without whiskers) 
 
290x390x 
400 
W x L x H (with whiskers) 
 
500x600x 
400 
Ground clearance 85 mm 
Weight kg 
Drive concept 2 front wheels 
Steering system 1 wheel steering system 
Special characteristics  
Energy 1x 12 V 3 Ah 
 2x 7,4 V 1,5 Ah 
Motors 2x DC RB35 
 1x Servo, 1 NXT Motor 
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Controller 
 2x Mindstorms NXT, 1x Hitechnic Servo Controller, 1x Hitechnic 
DC Controller 
  
Software Robot C, NXC 
  
Sensors 2x Ultrasonic, 2x Touch Sensors, 1x Soundsensor, 1x Encoder 
 A complete Set of Tetrix Robotic 
 
 
Hardware 
Chassis 
The chassis is a build from a complete design system called Tetrix®. Tetrix® provides the 
ideal platform for flexible and creative robot design and building. Whether students want to 
build a basic square chassis robot base with a remote control or incorporate other elec-
tronics (not included) to design a highly specific autonomous robot, this system is unlim-
ited. 
The robot has got three wheels: Two driven wheels at the front sides and a non-driven 
pivoted wheel. 
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Self-built wheel with „shock absorber“. 
Current supply 
For supply of actuating elements, a 12 V Ni-MH accumulator with a capacity of 3 Ah is 
used. 
For both NXT and Sensors, two 7,4 V accumulator with a capacity of 1,5 Ah are used. 
 
Microcontroller 
2x Lego Mindstorms NXT 
• 32-bit ARM7 microprocessor 
• 256kByte FLASH and RAM memory 64kByte 
• Unlimited number of presets 
• Bluetooth technology enables wireless communication between the NXT´s, computers, 
PDAs and mobile phones 
• USB 2.0 port 
• 4 inputs for sensors 
• 3 outputs for motors and lights 
• Programmable, graphic display (60 x 100 pixels) 
• Speakers  
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Motordrivers 
The HiTechnic DC Motor Controller for TETRIX™ connects to an NXT sensor port and will 
enable you to control powerful DC gear motors for use with TETRIX robots. The controller 
has two H-bridge outputs to control the speed and direction of two DC gear motors and is 
designed to connect  to the TETRIX whole pattern. The HiTechnic Servo Motor Controller 
for TETRIX™ will enable you to control up to six R/C-type servo motors for use with 
TETRIX robots, enabling you to add proportional positioning to your robotic creations. 
 
Sensors 
We decided to use two ultrasonic sensors. The ultrasonic sensor can measure the dis-
tance from the sensor to something that it is facing, and detect movement. It shows us the 
distance in cm. The maximum distance it can measure is 233 cm with a precision of 3 cm. 
The ultrasonic sensor works by sending out ultrasonic sound waves that bounce off an 
object ahead of it and then back. It senses the time it took for that to happen. 
The touch sensor in front of the robot detects whether it is currently pressed, has been 
bumped, or released. 
The Encoder enables our robot to move a fixed distance, rotate to a specific position or 
move at a constant speed. 
 
NXTCam 
The NXTCam is a real-time image processing engine. Think of it as a vision sub-system 
with on-board processor and a protocol interface that is accessible through a standard 
NXT sensor port. This interface provides high-level, post-processed information of the 
image NXTCam sees. The processed information contains the bounding box coordinates 
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 of the objects of interest in view of NXTCam, in line tracking mode, this information con-
tains coordinates of line segments. 
• Tracked image resolution of 88 x 144 pixels at 30 frames/second 
• Perform full-resolution (176 x 144) pixels color image dumps to PC via USB port. 
• Maximum power consumption (42 mA at 4.7 V) 
• Uses NXT compatible I2C protocol for communications. 
 
NXTCam in front of the robot 
 
Software 
Some parts of the program code (for driving) are written in Robot C other in NXC (not 
exactly C). 
 
Program Concept 
The general idea is to use the encoder for the way through the plants. The US sensors are 
used to get information about if the robot drives in the middle of the plants.  The encoder 
counts the meters and the length of the distance covered. 
 
Conclusion 
We need three more multiplexers to connect more ultrasonic sensors. The concept is o.k. 
but we need more time to word. The Tetrix system is new in Germany (March 2010). So, it 
is our first experiment with this system. 
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