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Abstract
We say that a list of real numbers is “symmetrically realisable” if it is the
spectrum of some (entrywise) nonnegative symmetric matrix. The Sym-
metric Nonnegative Inverse Eigenvalue Problem (SNIEP) is the problem of
characterising all symmetrically realisable lists.
In this paper, we present a recursive method for constructing symmetri-
cally realisable lists. The properties of the realisable family we obtain allow
us to make several novel connections between a number of sufficient condi-
tions developed over forty years, starting with the work of Fiedler in 1974.
We show that essentially all previously known sufficient conditions are either
contained in or equivalent to the family we are introducing.
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1. Introduction
This paper explores the spectral properties of symmetric nonnegative
matrices. Nonnegative matrices were a topic of special interest of Hans
Schneider: he had over fifty papers in the area, the most relevant of these
to our present paper being [1, 2].
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helena.smigoc@ucd.ie (Helena Sˇmigoc)
Let σ := (λ1, λ2, . . . , λn) be a list of n real numbers. If there exists a
nonnegative symmetric matrix A with spectrum σ, then we say σ is sym-
metrically realisable and that A realises σ. The Symmetric Nonnegative
Inverse Eigenvalue Problem (SNIEP) is the problem of characterising all
symmetrically realisable lists.
Since the spectrum of a symmetric matrix is necessarily real, the re-
striction that σ consist only of real numbers is a natural one; however, if we
allow A to be not-necessarily-symmetric, but consider only lists of real num-
bers, then the resulting problem is known as the Real Nonnegative Inverse
Eigenvalue Problem (RNIEP).
In this paper, we describe a recursive method of constructing symmet-
rically realisable lists, using a construction of Sˇmigoc [3]. The properties of
the realisable lists obtainable in this way allow us to show that essentially
all known sufficient conditions to date are either contained in or equivalent
to the realisability we are introducing. This includes the method of Soules
[4] (later generalised by Elsner, Nabben and Neumann [5]), one of the most
influential methods of constructing symmetrically realisable lists. Moreover,
since we also show that the realising matrices we obtain by our method have
the same form as the ones obtained by the method of Soules, our approach
gives a new insight into Soules realisability.
We also consider a sufficient condition for the RNIEP due to Borobia,
Moro and Soto [6] called “C-realisability” and a family of sufficient condi-
tions for the SNIEP due to Soto [7]. We show that C-realisability is also
sufficient for the SNIEP and that σ is C-realisable if and only if it satisfies
one of Soto’s conditions. Such σ are precisely those which may be obtained
by our method or the method of Soules. The equivalence of all four methods
is proved in Section 4.
In Section 2, we outline the background to and terminology used in this
paper. In Section 3, we describe our recursive approach and prove several
properties of the realisable lists which may be obtained in this manner.
Section 5 can be seen as a survey of sufficient conditions for the SNIEP
given in the literature, including Suleimanova [8], Perfect [9], Ciarlet [10],
Kellog [11], Salzmann [12], Fiedler [13], Borobia [14] and Soto [15]. We
show that if σ obeys any of these sufficient conditions, then σ may also be
obtained by our method.
2. Preliminaries and notation
To denote that σ is symmetrically realisable, we may sometimes write
σ ∈ Rn . In this paper, the diagonal elements of the realising matrix will
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also be important; hence, if there exists a nonnegative symmetric matrix A
with diagonal elements (a1, a2, . . . , an) and specrum σ, then we write
σ ∈ Rn(a1, a2, . . . , an).
If we wish to specify that λ1 is the Perron eigenvalue of the realising matrix,
we will separate λ1 from the remaining entries in the list by a semicolon,
e.g. we may write
(λ1;λ2, . . . , λn) ∈ Rn
or
(λ1;λ2, . . . , λn) ∈ Rn(a1, a2, . . . , an).
The remaining eigenvalues λ2, λ3, . . . , λn will generally be considered un-
ordered. The diagonal elements a1, a2, . . . , an will also generally be cosidered
unordered and they may appear in any order on the diagonal of A, i.e. we
do not assume that ai is the (i, i) entry of A. Sometimes we will assume
that the λi or ai are arranged in non-increasing order and if this is the case,
we will say so explicitly. In this paper, R will always be replaced by either
S or H, depending on whether we are considering realisability via Soules or
our recursive method.
We begin by stating some necessary conditions (due to Fiedler [13]) for
σ to be the spectrum of a nonnegative symmetric matrix with specified
diagonal elements:
Theorem 2.1. [13] If λ1 ≥ λ2 ≥ · · · ≥ λn, a1 ≥ a2 ≥ · · · ≥ an ≥ 0
and (λ1, λ2, . . . , λn) is the spectrum of a nonnegative symmetric matrix with
diagonal elements (a1, a2, . . . , an), then
λ1 ≥ a1,
n∑
i=1
λi =
n∑
i=1
ai
and
s∑
i=1
λi + λk ≥
s−1∑
i=1
ai + ak−1 + ak
for all 1 ≤ s < k ≤ n (with the convention that ∑0i=1 ai = 0).
Fiedler also gave the following sufficient conditions:
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Theorem 2.2. [13] Let λ1 ≥ λ2 ≥ · · · ≥ λn and a1 ≥ a2 ≥ · · · ≥ an ≥ 0
satisfy the following conditions:
k∑
i=1
λi ≥
k∑
i=1
ai : k = 1, 2, . . . , n − 1,
n∑
i=1
λi =
n∑
i=1
ai,
λk ≤ ak−1 : k = 2, 3, . . . , n − 1. (1)
Then (λ1, λ2, . . . , λn) is the spectrum of a nonnegative symmetric matrix
with diagonal elements (a1, a2, . . . , an).
For n ≤ 3, the question of whether σ ∈ Rn(a1, a2, . . . , an) is completely
solved by Theorems 2.1 and 2.2. If n = 2, the matrix[
a1
√
(λ1 − a1)(λ1 − a2)√
(λ1 − a1)(λ1 − a2) a2
]
has spectrum (λ1, a1 + a2 − λ1) and hence if λ1 ≥ λ2 and a1 ≥ a2 ≥ 0, then
(λ1, λ2) is the spectrum of a nonnegative symmetric matrix with diagonal
elements (a1, a2) if and only if the following conditions are satisfied:{
λ1 ≥ a1,
λ1 + λ2 = a1 + a2.
(2)
If n = 3, then the conditions of Theorems 2.1 and 2.2 are identical and hence
if λ1 ≥ λ2 ≥ λ3 and a1 ≥ a2 ≥ a3 ≥ 0, then (λ1, λ2, λ3) is the spectrum of
a nonnegative symmetric matrix with diagonal elements (a1, a2, a3) if and
only if the following conditions are satisfied:

λ2 ≤ a1 ≤ λ1,
λ3 ≤ a3,
λ1 + λ2 + λ3 = a1 + a2 + a3.
(3)
2.1. The Soules approach to the SNIEP
Soules’ approach to the SNIEP focuses on constructing the eigenvectors
of the realising matrix A. Starting from a positive vector x ∈ Rn, Soules [4]
showed how to construct a real orthogonal n×n matrix R with first column
x such that for all λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0, the matrix RΛRT—where
Λ := diag(λ1, λ2, . . . , λn)—is nonnegative. This motivated Elsner, Nabben
and Neumann [5] to make the following definition:
Definition 2.3. Let R ∈ Rn×n be an orthogonal matrix with columns
r1, r2, . . . , rn. R is called a Soules matrix if r1 is positive and for every
diagonal matrix Λ := diag(λ1, λ2, . . . , λn) with λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0, the
matrix RΛRT is nonnegative.
With regard to the SNIEP, a key property of Soules matrices is the
following:
Theorem 2.4. [5] Let R be a Soules matrix and let Λ := diag(λ1, λ2, . . . ,
λn), where λ1 ≥ λ2 ≥ · · · ≥ λn. Then the off-diagonal entries of the matrix
RΛRT are nonnegative.
Therefore, if R = (rij) is an n × n Soules matrix and Λ := diag(λ1,
λ2, . . . , λn), where λ1 ≥ λ2 ≥ · · · ≥ λn, then σ := (λ1, λ2, . . . , λn) is the
spectrum of a nonnegative symmetric matrix if the diagonal elements of
RΛRT are nonnegative. This motivates the following definition:
Definition 2.5. Let λ1 ≥ λ2 ≥ · · · ≥ λn and let a1, a2, . . . , an ≥ 0. We
write
(λ1;λ2, . . . , λn) ∈ Sn(a1, a2, . . . , an) (4)
if there exists an n×n Soules matrix R such that the matrix RΛRT—where
Λ := diag(λ1, λ2, . . . , λn)—has diagonal elements (a1, a2, . . . , an). We write
(λ1, λ2, . . . , λn) ∈ Sn
if there exist a1, a2, . . . , an ≥ 0 such that (4) holds and we call Sn the Soules
set.
Elsner, Nabben and Neumann generalised the work of Soules by char-
acterising all Soules matrices. In order to state their characterisation, we
require two definitions:
Definition 2.6. Let N = (N1,N2, . . . ,Nn) be a sequence of partitions of
{1, 2, . . . , n}. We say that N is Soules-type if N has the following properties:
(i) for each i ∈ {1, 2, . . . , n}, the partitionNi consists of precisely i subsets,
say Ni = {Ni,1,Ni,2, . . . ,Ni,i};
(ii) for each i ∈ {2, 3, . . . , n}, there exist indices j, k, l with 1 ≤ j ≤ i − 1
and 1 ≤ k < l ≤ i, such that Ni−1 \ Ni−1,j = Ni \ {Ni,k,Ni,l} and
Ni−1,j = Ni,k ∪ Ni,l, i.e. Ni is constructed from Ni−1 by splitting one
of the sets Ni−1,1,Ni−1,2, . . . ,Ni−1,i−1 into two subsets.
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If N = (N1,N2, . . . ,Nn) is a Soules-type sequence of partitions of {1, 2, . . . ,
n}, then we label the sets Ni,k and Ni,l in (ii) as N ∗i and N ∗∗i , i.e. for
i ∈ {2, 3, . . . , n}, we define N ∗i and N ∗∗i to be those sets in Ni which do not
coincide with any of the sets in Ni−1.
Definition 2.7. Let x ∈ Rn be a positive vector and let N = (N1,N2,
. . . ,Nn) be a Soules-type sequence of partitions of {1, 2, . . . , n}. For each
i ∈ {2, 3, . . . , n}, we define x(i)N to be the vector in Rn whose ith component
is: {
xi : i ∈ N ∗i
0 : i /∈ N ∗i
and we define xˆ
(i)
N to be the vector in R
n whose ith component is:{
xi : i ∈ N ∗∗i
0 : i /∈ N ∗∗i .
We are now ready to state the characterisation of Soules matrices due
to Elsner, Nabben and Neumann:
Theorem 2.8. [5] Let x ∈ Rn be a positive vector and let R be a Soules
matrix with columns r1, r2, . . . , rn, where r1 = x. Then there exists a Soules-
type sequence N of partitions of {1, 2, . . . , n} such that ri is given (up to a
factor of ±1) by
ri =
1√
||x(i)N ||22 + ||xˆ(i)N ||22
(
||xˆ(i)N ||2
||x(i)N ||2
x
(i)
N −
||x(i)N ||2
||xˆ(i)N ||2
xˆ
(i)
N
)
, (5)
i = 2, 3, . . . , n.
Conversely, if x ∈ Rn is a positive vector with ||x||2 = 1 and N is
a Soules-type sequence of partitions of {1, 2, . . . , n}, then the matrix R =[
r1 r2 · · · rn
]
—with r1 = x and r2, r3, . . . , rn given by (5)—is a Soules
matrix.
Remark. Note that, by (5), the jth entry of ri is nonzero if and only if
j ∈ N ∗i ∪ N ∗∗i .
Example 2.9. Let us show that (7; 5,−2,−4,−6) ∈ S5(0, 0, 0, 0, 0). To see
this, conside the vector
x =
[
1
2
1
2
1
2
√
2
√
3
4
√
3
4
]T
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and the partition sequence N = (N1,N2,N3,N4,N5) (illustrated in Figure
1), where
N1 = {{1, 2, 3, 4, 5}},
N2 = {{1, 2}, {3, 4, 5}},
N3 = {{1, 2}, {3}, {4, 5}},
N4 = {{1, 2}, {3}, {4}, {5}},
N5 = {{1}, {2}, {3}, {4}, {5}}.
Using (5), we construct the Soules matrix
{1, 2, 3, 4, 5}
{1, 2} {3, 4, 5}
{1, 2} {3} {4, 5}
{1, 2} {3} {4} {5}
{1} {2} {3} {4} {5}
Figure 1: Partition sequence N
R =


1
2
1
2 0 0
1√
2
1
2
1
2 0 0 − 1√2
1
2
√
2
− 1
2
√
2
√
3
2 0 0√
3
4 −
√
3
4 − 12√2
1√
2
0
√
3
4 −
√
3
4 − 12√2 −
1√
2
0


and the realising matrix
A = RΛRT =


0 6 1
2
√
2
√
3
4
√
3
4
6 0 1
2
√
2
√
3
4
√
3
4
1
2
√
2
1
2
√
2
0
√
6
√
6
√
3
4
√
3
4
√
6 0 4√
3
4
√
3
4
√
6 4 0


, (6)
where Λ := diag(7, 5,−2,−4,−6).
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Note that if σ is irreducible, then any realising matrix for σ has a pos-
itive Perron eigenvector; however, the condition that Soules matrices have
positive first column means that certain reducible lists (which are trivially
symmetrically realisable) are not contained in Sn; for example, (1, 1) is sym-
metrically realisable, but (1, 1) 6∈ S2. In order to complete the equivalence
we prove in Section 4, we would like to include these reducible spectra in
the Soules set. Hence we make the following definition:
Definition 2.10. Let λ1 ≥ λ2 ≥ · · · ≥ λn and let a1, a2, . . . , an ≥ 0. We
write
(λ1;λ2, . . . , λn) ∈ Sn(a1, a2, . . . , an) (7)
if there exist two partitions
{1, . . . , n} = {α(1)1 , . . . , α(1)n1 } ∪ {α
(2)
1 , . . . , α
(2)
n2
} ∪ · · · ∪ {α(k)1 , . . . , α(k)nk },
{1, . . . , n} = {β(1)1 , . . . , β(1)n1 } ∪ {β
(2)
1 , . . . , β
(2)
n2
} ∪ · · · ∪ {β(k)1 , . . . , β(k)nk },
such that(
λ
α
(i)
1
;λ
α
(i)
2
, . . . , λ
α
(i)
ni
)
∈ Sni
(
a
β
(i)
1
, a
β
(i)
2
, . . . , a
β
(i)
ni
)
: i = 1, 2, . . . , k.
We write
(λ1, λ2, . . . , λn) ∈ Sn
if there exist a1, a2, . . . , an ≥ 0 such that (7) holds.
The Soules set and its role in the SNIEP has been extensively studied,
for example by McDonald and Neumann [16] and Loewy and McDonald
[17]. Soules matrices and the associated orthonormal bases have also been
considered elsewhere in the literature, for example in [18, 19, 20, 21, 22]. In
addition, Soules matrices have been applied to other areas of linear algebra,
including nonnegative matrix factorisation [23], the cp-rank problem [24]
and describing the relationships between various classes of matrices [5, 20].
2.2. A constructive lemma
In [3, Lemma 5], given a nonnegative matrix B with Perron eigenvalue c
and specrtum (c, ν2, ν3, . . . , νl) and a nonnegative matrix A with spectrum
(µ1, µ2, . . . , µk) and a diagonal element c, Sˇmigoc shows how to construct
a nonnegative matrix C with spectrum (µ1, µ2, . . . , µk, ν2, ν3, . . . , νl). For
applications of this construction, see [3, 25, 26]. Furthermore, if A and B
are symmetric, then C will be symmetric also. We state the symmetric case
below.
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Lemma 2.11. [3] Let B be an l × l nonnegative symmetric matrix with
Perron eigenvalue c and spectrum (c, ν2, ν3, . . . , νl) and let Y ∈ Rl×l be an
orthogonal matrix such that
Y TBY = diag(c, ν2, ν3, . . . , νl).
Let Y be partitioned as
Y =
[
v V
]
where v ∈ Rl and V ∈ Rl×(l−1).
Let
A :=
[
A1 a
aT c
]
,
where A1 is an (k−1)×(k−1) nonnegative symmetric matrix and a ∈ Rk−1
is nonnegative and let X ∈ Rk×k be an orthogonal matrix such that
XTAX = diag(µ1, µ2, . . . , µk).
Let X be partitioned as
X =
[
U
uT
]
,
where u ∈ Rk and U ∈ R(k−1)×k.
Then for matrices
C :=
[
A1 av
T
vaT B
]
and
Z :=
[
U 0
vuT V
]
,
we have
ZTCZ = diag(µ1, µ2, . . . , µk, ν2, ν3, . . . , νl).
2.3. C-realisability and the RNIEP
In [6], Borobia, Moro and Soto construct realisable lists in the RNIEP,
starting from trivially realisable lists, using three well-known results.
Specifically, in 1997, Guo gave the following result, which states that we
may perturb a real eigenvalue of a realisable list by ±ǫ, provided we also
increase the Perron eigenvalue by ǫ:
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Theorem 2.12. [27] If (ρ, λ2, λ3, . . . , λn) is realisable, where ρ is the Perron
eigenvalue and λ2 is real, then
(ρ+ ǫ, λ2 ± ǫ, λ3, λ4, . . . , λn)
is realisable for all ǫ ≥ 0.
Note also the following well-known result, also proved by Guo [27]:
Theorem 2.13. [27] If (ρ, λ2, λ3, . . . , λn) is the spectrum of a nonnegative
matrix with Perron eigenvalue ρ, then for all ǫ ≥ 0, (ρ + ǫ, λ2, λ3, . . . , λn)
is the spectrum of a nonnegative matrix also.
Finally, recall that the spectrum of a block diagonal matrix is the union
of the spectra of the diagonal blocks, in other words:
Observation 2.14. If (λ1, λ2, . . . , λm) and (µ1, µ2, . . . , µn) are realisable,
then (λ1, λ2, . . . , λm, µ1, µ2, . . . , µn) is realisable.
Borobia, Moro and Soto make the following definition:
Definition 2.15. A list of real numbers (λ1, λ2, . . . , λn) is called C-realisable
if it may be obtained by starting with the n trivially realisable lists (0), (0),
. . . , (0) and then using results 2.12, 2.13 and 2.14 any number of times in
any order.
Example 2.16. In Example 2.9, we showed that (7, 5,−2,−4,−6) ∈ S5.
To see that (7, 5,−2,−4,−6) is C-realisable, consider the following series of
steps:
1. (0), (0), (0), (0), (0)
2. (0, 0), (0, 0), (0)
3. (6,−6), (4,−4), (0)
4. (6,−6), (4, 0,−4)
5. (6,−6), (6,−2,−4)
6. (6, 6,−2,−4,−6)
7. (7, 5,−2,−4,−6)
We used Ovservation 2.14 at steps 1 → 2, 3 → 4 and 5 → 6. We used
Theorem 2.12 at steps 2→ 3, 4→ 5 and 6→ 7.
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Of course, if σ is C-realisable, then σ is realisable. Note that while the
symmetric analogues of Theorem 2.13 and Observation 2.14 hold, it is an
open question whether the symmetric version of Theorem 2.12 is true. We
prove in Section 4 that if σ is C-realisable, then σ is symmetrically realisable.
2.4. A family of realisability criteria in the SNIEP
Based on a theorem of Brauer, Soto [7] gives a family of realisability
criteria denoted S1,S2, . . . (not to be confused with Sn), such that if a list
of real numbers σ := (λ1, λ2, . . . , λn) satisfies the criterion Sp for some p =
1, 2, . . ., then σ is realisable. Soto also shows in [7] that the Sp criteria are
sufficient for symmetric realisability. In order to state Sp, we will require
some terminology and notation from [7]: Let σ := (λ1, λ2, . . . , λn), where
λ1 ≥ λ2 ≥ · · · ≥ λn, and let K be a realisability criterion. Then we write
σ ∈ QK
if σ satisfies the criterion K. The Brauer K-negativity of σ is defined to be
the nonnegative number
NK(σ) := min{ǫ ≥ 0 : (λ1 + ǫ, λ2, λ3, . . . , λn) ∈ QK}, (8)
and if σ ∈ QK , then the Brauer K-realisability margin of σ is defined to be
MK(σ) := max{ǫ ∈ [0, λ1 − λ2] : (λ1 − ǫ, λ2, λ3, . . . , λn) ∈ QK}. (9)
The Sp criteria are now defined recursively: We say σ satisfies the S1
criterion if
λ1 ≥ −λn −
∑
Ti<0
Ti,
where
Ti := λi + λn−i+1 : i = 2, 3, . . . ,
⌊n
2
⌋
and for odd n ≥ 3, Tn+1
2
:= min
{
λn+1
2
, 0
}
.
For p = 2, 3, . . ., we say that σ satisfies the Sp criterion if there exists a
partition of σ into sublists σ1, σ2, . . . , σr, where

σi =
(
λ
(i)
1 , λ
(i)
2 , . . . , λ
(i)
ni
)
: i = 1, 2, . . . , r,
λ
(1)
1 = λ1,
λ
(i)
1 ≥ 0 : i = 1, 2, . . . , r,
λ
(i)
1 ≥ λ(i)2 ≥ · · · ≥ λ(i)ni : i = 1, 2, . . . , r,
(10)
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such that σ1 ∈ QSp−1 and
λ1 ≥ γ +
∑
σi 6∈QSp−1
NSp−1(σi), (11)
where
γ := max{λ1 −MSp−1(σ1), λ(2)1 , λ(3)1 , . . . , λ(r)1 }. (12)
Note that if we allow r = 1 above, then we have:
Observation 2.17. If σ satisfies Sp, then σ satisfies Sp+1.
Theorem 2.18. [7] If σ satisfies Sp for any p, then σ is symmetrically
realisable.
Example 2.19. In Example 2.9, we showed that σ := (7, 5,−2,−4, −6) ∈
S5 and in Example 2.16, we showed that σ is C-realisable. It is easy to check
that σ does not satisfy S1; however, consider the partition σ = (σ1, σ2),
where σ1 = (7,−6) and σ2 = (5,−2,−4). Then MS1(σ1) = NS1(σ2) = 1
and hence σ satisfies S2.
3. A recursive approach to the SNIEP
Here, we describe a method of recursively constructing symmetrically
realisable lists, starting with lists of length 2 and repeatedly applying Lemma
2.11. Formally, we define the set Hn in the following way:
Definition 3.1. For a ≥ 0, we write (λ) ∈ H1(a) if λ = a. For a1, a2 ≥ 0,
we write (λ1;λ2) ∈ H2(a1, a2) if λ1 ≥ max{a1, a2} and λ1 + λ2 = a1 + a2.
For a1, a2, . . . , am ≥ 0, we write
(λ1;λ2, . . . , λm) ∈ Hm(a1, a2, . . . , am) (13)
if there exist two partitions
{2, 3, . . . ,m} = {α1, α2, . . . , αk} ∪ {β1, β2, . . . , βm−k−1}
{1, 2, . . . ,m} = {γ1, γ2, . . . , γk} ∪ {δ1, δ2, . . . , δm−k}
and a nonnegative number c such that
(λ1;λα1 , λα2 , . . . , λαk) ∈ Hk+1(aγ1 , aγ2 , . . . , aγk , c)
and
(c;λβ1 , λβ2 , . . . , λβm−k−1) ∈ Hm−k(aδ1 , aδ2 , . . . , aδm−k).
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We write
(λ1, λ2, . . . , λn) ∈ Hn
if there exist a1, a2, . . . , an ≥ 0 such that (13) holds.
Note that by Lemma 2.11, if (λ1;λ2, . . . , λn) ∈ Hn(a1, a2, . . . , an), then
(λ1, λ2, . . . , λn) is the spectrum of a nonnegative symmetric matrix with
diagonal elements (a1, a2, . . . , an).
Example 3.2. In Example 2.9, we showed that σ := (7, 5,−2,−4, −6) ∈ S5,
in Example 2.16, we showed that σ is C-realisable and in Example 2.19, we
showed that σ satisfies S2. Let us now show that σ ∈ H5. To do this, we
need only show how to progressively decompose σ according to Definition
3.1. One such decomposition is given in Figure 2.
(7; 5,−2,−4,−6) ∈ H5(0, 0, 0, 0, 0)
(7; 5,−6) ∈ H3(0, 0,6) (6;−2,−4) ∈ H3(0, 0, 0)
(7; 5) ∈ H2(6,6)
(6;−6) ∈ H2(0, 0)
(6;−2) ∈ H2(0,4)
(4;−4) ∈ H2(0, 0)
Figure 2: Decomposition of σ into lists of length 2
Note that the conditions given in (2) coincide with the definition of
H2(a1, a2) and hence (λ1, λ2) is the spectrum of a nonnegative symmetric
matrix with Perron eigenvalue λ1 and diagonal elements (a1, a2) if and only
if (λ1;λ2) ∈ H2(a1, a2). In the following lemma, we show that the same
holds for n = 3:
Lemma 3.3. Let λ1 ≥ λ2 ≥ λ3 and a1 ≥ a2 ≥ a3 ≥ 0. If (λ1, λ2, λ3)
is the spectrum of a nonnegative symmetric matrix with diagonal elements
(a1, a2, a3), then
(λ1;λ2) ∈ H2(a1, c) and (c;λ3) ∈ H2(a2, a3),
where c := λ1 + λ2 − a1. In particular, (λ1;λ2, λ3) ∈ H3(a1, a2, a3).
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Proof. The result follows easily from (3) and the definition of H2.
Suppose that for all n ∈ {2, 3, . . . ,m − 1} and a1, a2, . . . , am−1 ≥ 0,
the sets Hn(a1, a2, . . . , an) are known and we wish to determine whether
(λ1;λ2, . . . , λm) ∈ Hm(b1, b2, . . . , bm). Our next result shows that Hm de-
pends only on Hm−1 and H2:
Theorem 3.4. Let n ≥ 3, let λ1 ≥ λ2 ≥ · · · ≥ λn and let a1, a2, . . . , an
≥ 0. Then (λ1;λ2, . . . , λn) ∈ Hn(a1, a2, . . . , an) if and only if there exist
s, t ∈ {1, 2, . . . , n}, s < t, such that
(λ1;λ2, . . . , λn−1) ∈
Hn−1(a1, . . . , as−1, as+1, . . . , at−1, at+1, . . . , an, c) (14)
and
(c;λn) ∈ H2(as, at), (15)
where c := as + at − λn.
Proof. That (14) and (15) imply (λ1;λ2, . . . , λn) ∈ Hn(a1, a2, . . . , an) follows
from Definition 3.1. Conversely, assume (λ1;λ2, . . . , λn) ∈ Hn(a1, a2, . . . , an).
We claim that there exist s and t such that (14) and (15) hold.
We prove our claim by induction on n. If n = 3, then the claim follows
from Lemma 3.3. Now assume the claim holds for all n ∈ {3, 4, . . . ,m −
1}, m ≥ 4, and suppose (λ1;λ2, . . . , λm) ∈ Hm(a1, a2, . . . , am). Then
there exist a partition of {2, 3, . . . ,m} into two subsets {α1, α2, . . . , αk} and
{β1, β2, . . . , βm−k−1}, a partition of {1, 2, . . . ,m} into two subsets {γ1, γ2,
. . . , γk} and {δ1, δ2, . . . , δm−k} and a nonnegative number cˆ such that
(λ1;λα1 , λα2 , . . . , λαk) ∈ Hk+1(aγ1 , aγ2 , . . . , aγk , cˆ) (16)
and
(cˆ;λβ1 , λβ2 , . . . , λβm−k−1) ∈ Hm−k(aδ1 , aδ2 , . . . , aδm−k). (17)
We will show that this implies the existence of some s and t such that
(λ1;λ2, . . . , λm−1) ∈
Hm−1(a1, . . . , as−1, as+1, . . . , at−1, at+1, . . . , am, c) (18)
and
(c;λm) ∈ H2(as, at), (19)
where c := as + at − λm.
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Without loss of generality, assume that the αi, βi, γi and δi are labelled
so that α1 < α2 < · · · < αk, β1 < β2 < · · · < βm−k−1, γ1 < γ2 < · · · < γk
and δ1 < δ2 < · · · < δm−k. Since the λi are ordered also, we must have
either αk = m or βm−k−1 = m. If αk = m, then we must distinguish the
cases k = 1 and k > 1. If βm−k−1 = m, then we must distinguish the cases
k = m − 2 and k < m − 2. In summary, we need to consider four possible
cases:
Case 1: k = m− 2, β1 = m
Case 2: k < m− 2, βm−k−1 = m
Case 3: k > 1, αk = m
Case 4: k = 1, α1 = m
Case 1: There is nothing to prove.
Case 2: Applying the inductive hypothesis to (17), there exist sˆ, tˆ ∈
{1, 2, . . . ,m− k}, sˆ < tˆ, such that
(cˆ;λβ1 , λβ2 , . . . , λβm−k−2) ∈
Hm−k−1(aδ1 , . . . , aδsˆ−1 , aδsˆ+1 , . . . , aδtˆ−1 , aδtˆ+1 , . . . , aδm−k , c) (20)
and
(c;λm) ∈ H2(aδsˆ , aδtˆ), (21)
where c := aδsˆ + aδtˆ − λm. Hence, if we let s = δsˆ and t = δtˆ, then by
Definition 3.1, (16) and (20) imply (18), and (21) becomes (19). Hence, in
Case 2, we have completed the inductive step and established our claim. In
the remainder of the proof, we will make frequent use of Definition 3.1.
Case 3: Applying the inductive hypothesis to (16), we see that one of
the following two sub-cases must hold:
Case 3 (a): There exist sˆ, tˆ ∈ {1, 2, . . . , k}, sˆ < tˆ, such that
(λ1;λα1 , λα2 , . . . , λαk−1) ∈
Hk(aγ1 , . . . , aγsˆ−1 , aγsˆ+1 , . . . , aγtˆ−1 , aγtˆ+1 , . . . , aγk , cˆ, c) (22)
and
(c;λm) ∈ H2(aγsˆ , aγtˆ), (23)
where c := aγsˆ +aγtˆ−λm. In this case, if we let s = γsˆ and t = γtˆ, then (22)
and (17) give (18), and (23) is becomes (19), which establishes the claim in
Case 3 (a).
Case 3 (b): There exists h ∈ {1, 2, . . . , k} such that
(λ1;λα1 , λα2 , . . . , λαk−1) ∈ Hk(aγ1 , . . . , aγh−1 , aγh+1 , . . . , aγk , c′) (24)
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and
(c′;λm) ∈ H2(aγh , cˆ), (25)
where c′ := aγh + cˆ− λm. In this case, (25) and (17) imply
(c′;λβ1 , λβ2 , . . . , λβm−k−1 , λm) ∈ Nm−k+1(aδ1 , aδ2 , . . . , aδm−k , aγh). (26)
Form equations (24) and (26), we see that we have reduced the problem to
Case 2.
Case 4: In Case 4, if we set h := γ1, then (16) and (17) become
(λ1;λm) ∈ H2(ah, cˆ) (27)
and
(cˆ;λ2, λ3, . . . , λm−1) ∈ Hm−1(a1, . . . , ah−1, ah+1, . . . , am), (28)
respectively. Applying the inductive hypothesis to (28), there exist p, q ∈
{1, 2, . . . ,m} \ {h}, p < q, such that
(cˆ;λ2, λ3, . . . , λm−2) ∈ Hm−2(ar1 , ar2 , . . . , arm−3 , c′) (29)
and
(c′;λm−1) ∈ H2(ap, aq), (30)
where {r1, r2, . . . , rm−3} = {1, 2, . . . ,m} \ {p, q, h} and c′ := ap+ aq −λm−1.
Then, by (27) and (29),
(λ1;λ2, λ3, . . . , λm−2, λm) ∈ Hm−1(ar1 , ar2 , . . . , arm−3 , ah, c′), (31)
and now, examining (31) and (30), we see that we have reduced the problem
to Case 3. This establishes our claim in Case 4 and completes the proof.
Recall Observation 2.14 and Theorems 2.13 and 2.12, which are the
foundation of the definition of C-realisability. In order to prove that the
lists in Hn are precisely the C-realisable lists, we need to show that the
analogues of these three theorems hold also for lists in Hn. This is the focus
of our next three results.
Firstly, observe that, trivially, (λ1;µ1) ∈ H2(λ1, µ1). Therefore
(λ1;λ2, . . . , λm, µ1) ∈ Hm+1(a1, a2, . . . , am, µ1)
and hence we have:
Observation 3.5. If (λ1;λ2, . . . , λm) ∈ Hm(a1, a2, . . . , am), (µ1;µ2, . . . , µn)
∈ Hn(b1, b2, . . . , bn) and λ1 ≥ µ1, then
(λ1;λ2, . . . , λm, µ1, µ2, . . . , µn) ∈ Hm+n(a1, a2, . . . , am, b1, b2, . . . , bn).
By Observation 3.5, H is closed under union. Mirroring our definitions
of S and S, we would like to have a notion of “irreducibility” for lists in Hn.
Therefore, we make the following definition:
Definition 3.6. We write
(λ1;λ2, . . . , λn) ∈ H∗n(a1, a2, . . . , an) (32)
if (λ1;λ2, . . . , λn) ∈ Hn(a1, a2, . . . , an) and there do not exist partitions
{1, 2, . . . , n} = {p1, p2, . . . , pl} ∪ {q1, q2, . . . , qn−l},
{1, 2, . . . , n} = {r1, r2, . . . , rl} ∪ {s1, s2, . . . , sn−l},
such that
(λp1 ;λp2 , . . . , λpl) ∈ Hl(ar1 , ar2 , . . . , arl)
and
(λq1 ;λq2 , . . . , λqn−l) ∈ Hn−l(as1 , as2 , . . . , asn−l).
We write
(λ1, λ2, . . . , λn) ∈ H∗n
if there exist a1, a2, . . . , an ≥ 0 such that (32) holds.
We now give the analogue of Theorem 2.13 for lists in Hn:
Lemma 3.7. If (ρ;λ2, λ3, . . . , λn) ∈ Hn(a1, a2, . . . , an), then for all ǫ ≥ 0,
(ρ+ ǫ;λ2, λ3, . . . , λn) ∈ Hn(a1 + ǫ, a2, a3, . . . , an).
Remark. Note that since the ai are unordered in Lemma 3.7, a1 can take
the place of any of the diagonal elements a1, a2, . . . , an.
Proof of Lemma 3.7. We proceed by induction on n. If n = 2 and (ρ;λ2) ∈
H2(a1, a2), then ρ ≥ max{a1, a2} and ρ + λ2 = a1 + a2. Hence ρ + ǫ ≥
max{a1 + ǫ, a2} and (ρ + ǫ) + λ2 = (a1 + ǫ) + a2. Therefore (ρ + ǫ;λ2) ∈
H2(a1 + ǫ, a2).
Now assume that the assertion holds for all n ∈ {2, 3, . . . ,m − 1} and
consider the case when n = m. If (ρ;λ2, λ3, . . . , λm) ∈ Hm(a1, a2, . . . ,
am), then there exist a partition of {2, 3, . . . ,m} into two subsets {α1,
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α2, . . . , αk} and {β1, β2, . . . , βm−k−1}, a partition of {1, 2, . . . ,m} into two
subsets {γ1, γ2, . . . , γk} and {δ1, δ2, . . . , δm−k} and a nonnegative number c
such that
(ρ;λα1 , λα2 , . . . , λαk) ∈ Hk+1(aγ1 , aγ2 , . . . , aγk , c) (33)
and
(c;λβ1 , λβ2 , . . . , λβm−k−1) ∈ Hm−k(aδ1 , aδ2 , . . . , aδm−k). (34)
We now distinguish two possible cases: the case when 1 ∈ {γ1, γ2, . . . , γk}
and the case when 1 ∈ {δ1, δ2, . . . , δm−k}.
Suppose 1 ∈ {γ1, γ2, . . . , γk}. Without loss of generality, we may assume
that 1 = γ1. By (33) and the inductive hypothesis, we have that
(ρ+ ǫ;λα1 , λα2 , . . . , λαk) ∈ Hk+1(a1 + ǫ, aγ2 , aγ3 , . . . , aγk , c) (35)
and hence by (35) and (34),
(ρ+ ǫ;λ2, λ3, . . . , λm) ∈ Hm(a1 + ǫ, a2, a3, . . . , am). (36)
Now suppose 1 ∈ {δ1, δ2, . . . , δm−k}. Without loss of generality, we may
assume that 1 = δ1. Applying the inductive hypothesis to (33) and (34),
gives
(ρ+ ǫ;λα1 , λα2 , . . . , λαk) ∈ Hk+1(aγ1 , aγ2 , . . . , aγk , c+ ǫ)
and
(c+ ǫ;λβ1 , λβ2 , . . . , λβm−k−1) ∈ Hm−k(a1 + ǫ, aδ2 , aδ3 , . . . , aδm−k ),
respectively. Hence (36) holds, as before.
Note that Lemma 3.7 is true in general: in [28], Laffey and Sˇmigoc
show that if (ρ, λ2, λ3, . . . , λn) is the spectrum of an irreducible nonnegative
symmetric matrix with diagonal elements (a1, a2, . . . , an), then for all ǫ ≥ 0,
(ρ + ǫ, λ2, λ3, . . . , λn) is the spectrum of a nonnegative symmetric matrix
with diagonal elements (a1 + ǫ, a2, a3, . . . , an).
We now give the analogue of Theorem 2.12 for lists in Hn:
Theorem 3.8. Suppose (ρ;λ2, λ3, . . . , λn) ∈ Hn(a1, a2, . . . , an) and ǫ ≥ 0.
Then
(i) (ρ+ ǫ;λ2 − ǫ, λ3, λ4, . . . , λn) ∈ Hn(a1, a2, . . . , an);
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(ii) there exist s, t ∈ {1, 2, . . . , n}, s < t, such that
(ρ+ ǫ, λ2 + ǫ, λ3, λ4, . . . , λn) ∈
Hn(a1, . . . , as−1, as + ǫ, as+1, . . . , at−1, at + ǫ, at+1, . . . , an).
In particular, if (ρ, λ2, λ3, . . . , λn) ∈ Hn, then (ρ+ǫ, λ2±ǫ, λ3, . . . , λn) ∈ Hn.
Remark. Since the λi are unordered, λ2 may take the place of any of the
eigenvalues λ2, λ3, . . . , λn.
Proof of Theorem 3.8. We first consider the case when n = 2. Suppose
(ρ;λ2) ∈ H2(a1, a2). Then ρ ≥ max{a1, a2} and ρ+λ2 = a1+a2. Therefore
ρ+ ǫ ≥ max{a1, a2} and (ρ+ ǫ)+ (λ2− ǫ) = a1+ a2. Hence (ρ+ ǫ;λ2− ǫ) ∈
H2(a1, a2). Similarly, ρ+ ǫ ≥ max{a1 + ǫ, a2 + ǫ} and (ρ + ǫ) + (λ2 + ǫ) =
(a1 + ǫ) + (a2 + ǫ). Hence (ρ+ ǫ;λ2 + ǫ) ∈ H2(a1 + ǫ, a2 + ǫ).
Now assume the statement holds for all n ∈ {2, 3, . . . ,m−1} and suppose
(ρ;λ2, λ3, . . . , λm) ∈ Hm(a1, a2, . . . , am). Then there exist a partition of
{2, 3, . . . ,m} into two subsets {α1, α2, . . . , αk} and {β1, β2, . . . , βm−k−1}, a
partition of {1, 2, . . . ,m} into two subsets {γ1, γ2, . . . , γk} and {δ1, δ2, . . . ,
δm−k} and a nonnegative number c such that
(ρ;λα1 , λα2 , . . . , λαk) ∈ Hk+1(aγ1 , aγ2 , . . . , aγk , c) (37)
and
(c;λβ1 , λβ2 , . . . , λβm−k−1) ∈ Hm−k(aδ1 , aδ2 , . . . , aδm−k). (38)
Assume also that the γi and δi are labelled so that γ1 ≤ γ2 ≤ · · · ≤ γk and
δ1 ≤ δ2 ≤ · · · ≤ δm−k. We must distinguish between two possible cases:
2 ∈ {α1, α2, . . . , αk} and 2 ∈ {β1, β2, . . . , βm−k−1}.
Case 1: Suppose 2 ∈ {α1, α2, . . . , αk}. Without loss of generality, assume
2 = α1. By (37) and the inductive hypothesis,
(ρ+ ǫ;λ2 − ǫ, λα2 , λα3 , . . . , λαk) ∈ Hk+1(aγ1 , aγ2 , . . . , aγk , c) (39)
and hence by (39) and (38),
(ρ+ ǫ;λ2 − ǫ, λ3, λ4, . . . , λm) ∈ Hm(a1, a2, . . . , am). (40)
This proves (i) in Case 1. The inductive hypothesis also guarantees that one
of the following sub-cases holds:
Case 1 (a): There exist sˆ, tˆ ∈ {1, 2, . . . , k}, sˆ < tˆ, such that
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(ρ+ ǫ, λ2 + ǫ, λα2 , λα3 , . . . , λαk) ∈ Hk+1
(aγ1 , . . . , aγsˆ−1 , aγsˆ + ǫ, aγsˆ+1 , . . . , aγtˆ−1 , aγtˆ + ǫ, aγtˆ+1 , . . . , aγk , c). (41)
In this case, by (41) and (38),
(ρ+ ǫ, λ2 + ǫ, λ3, λ4, . . . , λm) ∈
Hm(a1, . . . , as−1, as + ǫ, as+1, . . . , at−1, at + ǫ, at+1, . . . , am), (42)
where s = γsˆ and t = γtˆ. This proves (ii) in Case 1 (a).
Case 1 (b): There exists sˆ ∈ {1, 2, . . . , k}, such that
(ρ+ ǫ, λ2 + ǫ, λα2 , λα3 , . . . , λαk) ∈
Hk+1(aγ1 , . . . , aγsˆ−1 , aγsˆ + ǫ, aγsˆ+1 , . . . , aγk , c+ ǫ). (43)
In this case, applying Lemma 3.7 to (38), we have
(c+ ǫ;λβ1 , λβ2 , . . . , λβm−k−1) ∈ Hm−k(aδ1 + ǫ, aδ2 , aδ3 , . . . , aδm−k). (44)
and hence (42) follows from (43) and (44), where s = min{γsˆ, δ1} and t =
max{γsˆ, δ1}. This proves (ii) in Case 1 (b).
Case 2: Suppose 2 ∈ {β1, β2, . . . , βm−k−1} and without loss of generality,
assume 2 = β1. By (37) and Lemma 3.7,
(ρ+ ǫ;λα1 , λα2 , . . . , λαk) ∈ Hk+1(aγ1 , aγ2 , . . . , aγk , c+ ǫ). (45)
Applying the inductive hypothesis to (38),
(c+ ǫ;λ2 − ǫ, λβ2 , λβ3 , . . . , λβm−k−1) ∈ Hm−k(aδ1 , aδ2 , . . . , aδm−k ). (46)
and there exist sˆ, tˆ ∈ {1, 2, . . . ,m− k}, sˆ < tˆ, such that
(c+ ǫ;λ2 + ǫ, λβ2 , λβ3 , . . . , λβm−k−1) ∈ Hm−k
(aδ1 , . . . , aδsˆ−1 , aδsˆ + ǫ, aδsˆ+1 , . . . , aδtˆ−1 , aδtˆ + ǫ, aδtˆ+1 , . . . , aδm−k ). (47)
Equation (40) then follows from (45) and (46), which proves (i) in Case 2.
Equation (42) follows from (45) and (47), where s = δsˆ and t = δtˆ. This
proves (ii) in Case 2.
In [27], Guo conjectured that the symmetric analogue of Theorem 2.12
holds, i.e. that if σ := (ρ, λ2, λ3, . . . , λn) is symmetrically realisable, then
(ρ + ǫ, λ2 ± ǫ, λ3, λ4, . . . , λn) is symmetrically realisable also. Whether this
conjecture is true remains an open question; however, Theorem 3.8 shows
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the conjecture holds when σ ∈ Hn. In particular, it says that if σ ∈ Hn,
then we may always increase the spectral gap whilst preserving symmetric
realisability. Next, we show that if σ ∈ Hn, then it is also possible to
decrease the spectral gap in the following sense: If (λ1, λ2, . . . , λn) ∈ H∗n,
where λ1 ≥ λ2 ≥ · · · ≥ λn, then there exists 0 < ǫ ≤ 12(λ1 − λ2) such that
(λ1 − ǫ, λ2 + ǫ, λ3, λ4, . . . , λn) ∈ Hn \ H∗n.
Theorem 3.9. Let λ1 ≥ λ2 ≥ · · · ≥ λn and a1, a2, . . . , an ≥ 0. Then
(λ1;λ2, . . . , λn) ∈ Hn(a1, a2, . . . , an) if and only if there exist
0 ≤ ǫ ≤ 1
2
(λ1 − λ2)
and two partitions
{3, 4, . . . , n} = {p1, p2, . . . , pl−1} ∪ {q1, q2, . . . , qn−l−1},
{1, 2, . . . , n} = {r1, r2, . . . , rl} ∪ {s1, s2, . . . , sn−l},
(48)
such that
(λ1 − ǫ;λp1 , λp2 , . . . , λpl−1) ∈ Hl(ar1 , ar2 , . . . , arl) (49)
and
(λ2 + ǫ;λq1 , λq2 , . . . , λqn−l−1) ∈ Hn−l(as1 , as2 , . . . , asn−l). (50)
We allow the possibilities l = 1, in which case {p1, p2, . . . , pl−1} is the empty
set, and l = n− 1, in which case {q1, q2, . . . , qn−l−1} is the empty set.
Proof. First suppose there exist ǫ ∈ [0, 12(λ1−λ2)] and partitions of the form
(48) such that (49) and (50) hold. Then by Observation 3.5,
(λ1 − ǫ;λ2 + ǫ, λ3, λ4 . . . , λn) ∈ Hn(a1, a2, . . . , an)
and hence by Theorem 3.8, (λ1;λ2, . . . , λn) ∈ Hn(a1, a2, . . . , an). We claim
the converse holds also.
If n = 2, then for ǫ = λ1 − a1, we have λ1 − ǫ = a1 and λ2 + ǫ = a2.
Hence (λ1 − ǫ) ∈ H1(a1) and (λ2 + ǫ) ∈ H1(a2) and so the claim holds in
this case. Now assume the claim holds for n = m− 1 and consider the case
when n = m.
Suppose (λ1;λ2, . . . , λm) ∈ Hm(a1, a2, . . . , am). Then by Theorem 3.4,
there exist s, t ∈ {1, 2, . . . ,m}, s < t, such that
(λ1;λ2, . . . , λm−1) ∈
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Hm−1(a1, . . . , as−1, as+1, . . . , at−1, at+1, . . . , am, c) (51)
and
(c;λm) ∈ H2(as, at), (52)
where c := as+ at−λm. Let us now apply the inductive hypothesis to (51);
we will need to distinguish between the two possible cases c ∈ {r1, r2, . . . , rl}
and c ∈ {s1, s2, . . . , sm−l−1}.
Case 1: There exist ǫ ∈ [0, 12(λ1 − λ2)] and two partitions
{3, 4, . . . ,m− 1} = {pˆ1, pˆ2, . . . , pˆlˆ−1} ∪ {q1, q2, . . . , qm−lˆ−2},
{1, 2, . . . ,m} \ {s, t} = {rˆ1, rˆ2, . . . , rˆlˆ−1} ∪ {s1, s2, . . . , sm−lˆ−1},
such that
(λ1 − ǫ;λpˆ1 , λpˆ2 , . . . , λpˆlˆ−1) ∈ Hlˆ(arˆ1 , arˆ2 , . . . , arˆlˆ−1 , c) (53)
and
(λ2 + ǫ;λq1 , λq2 , . . . , λqm−lˆ−2) ∈ Hm−lˆ−1(as1 , as2 , . . . , asm−lˆ−1). (54)
In this case, by Definition 3.1, (53) and (52) imply
(λ1 − ǫ;λpˆ1 , λpˆ2 , . . . , λpˆlˆ−1 , λm) ∈ Hlˆ+1(arˆ1 , arˆ2 , . . . , arˆlˆ−1 , as, at) (55)
and after some relabelling, (55) and (54) become
(λ1 − ǫ;λp1 , λp2 , . . . , λpl−1) ∈ Hl(ar1 , ar2 , . . . , arl)
and
(λ2 + ǫ;λq1 , λq2 , . . . , λqm−l−1) ∈ Hm−l(as1 , as2 , . . . , asm−l),
respectively. This completes the inductive step and establishes the claim in
Case 1.
Case 2: There exist ǫ ∈ [0, 12(λ1 − λ2)] and two partitions
{3, 4, . . . ,m− 1} = {p1, p2, . . . , pl−1} ∪ {qˆ1, qˆ2, . . . , qˆm−l−2},
{1, 2, . . . ,m} \ {s, t} = {r1, r2, . . . , rl} ∪ {sˆ1, sˆ2, . . . , sˆm−l−2},
such that
(λ1 − ǫ;λp1 , λp2 , . . . , λpl−1) ∈ Hl(ar1 , ar2 , . . . , arl)
and
(λ2 + ǫ;λqˆ1 , λqˆ2 , . . . , λqˆm−l−2) ∈ Hm−l−1(asˆ1 , asˆ2 , . . . , asˆm−l−2 , c). (56)
In this case, we may apply Definition 3.1 to (56) and (52) and the remainder
of the proof is analogous to Case 1.
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We finish this section by proving a property of Hn which will not have
an application in proving our main equivalence result, but which is of inde-
pendent interest. The effect of adding zeros to a list σ has been extensively
studied in the NIEP (see, for example, [29] and [30]). The effect of adding
zeros has also been studied in the SNIEP (see [31]). Our next result shows
that adding zeros to σ does not affect whether σ ∈ Hn:
Theorem 3.10. If
(λ1;λ2, . . . , λn, 0) ∈ Hn+1(a1, a2, . . . , an+1),
then there exist s, t ∈ {1, 2, . . . , n+ 1}, s < t, such that
(λ1;λ2, . . . , λn) ∈
Hn(a1, . . . , as−1, as+1, . . . , at−1, at+1, . . . , an+1, as + at).
In particular, if (λ1, λ2, . . . , λn, 0) ∈ Hn+1, then (λ1, λ2, . . . , λn) ∈ Hn.
Proof. If n = 1, then the conclusion follows trivially. Now suppose n = 2
and let
(λ1;λ2, 0) ∈ H3(a1, a2, a3),
where a1 ≥ a2 ≥ a3 ≥ 0. Then from the conditions given in (3),
λ1 ≥ a1, (57)
λ2 ≤ a1, (58)
and
λ1 + λ2 = a1 + a2 + a3. (59)
Combining (58) and (59),
λ1 ≥ a2 + a3 (60)
and hence from (57), (60) and (59), we see that
(λ1;λ2) ∈ H2(a1, a2 + a3).
Now assume the assertion holds for all n ∈ {1, 2, . . . ,m−1} and consider
the case when n = m. If
(λ1;λ2, . . . , λm, 0) ∈ Hm+1(a1, a2, . . . , am+1),
then by Definition 3.1, one of the following cases must hold:
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Case 1: There exist a partition of {2, 3, . . . ,m} into two subsets {α1,
α2, . . . , αk} and {β1, β2, . . . , βm−k−1}, a partition of {1, 2, . . . ,m+1} into two
subsets {γ1, γ2, . . . , γk} and {δ1, δ2, . . . , δm−k+1} and a nonnegative number
c, such that
(λ1;λα1 , λα2 , . . . , λαk) ∈ Hk+1(aγ1 , aγ2 , . . . , aγk , c) (61)
and
(c;λβ1 , λβ2 , . . . , λβm−k−1 , 0) ∈ Hm−k+1(aδ1 , aδ2 , . . . , aδm−k+1). (62)
In this case, applying the inductive hypothesis to (62), we see that there
exist sˆ, tˆ ∈ {1, 2, . . . ,m− k + 1}, sˆ < tˆ, such that
(c;λβ1 , λβ2 , . . . , λβm−k−1) ∈
Hm−k(aδ1 , . . . , aδsˆ−1 , aδsˆ+1 , . . . , aδtˆ−1 , aδtˆ+1 , . . . , aδm−k+1 , aδsˆ + aδtˆ) (63)
and hence, assuming the δi are labelled so that δ1 < δ2 < · · · < δm−k+1,
(61), (63) and Definition 3.1 imply
(λ1;λ2, . . . , λm) ∈
Hn(a1, . . . , as−1, as+1, . . . , at−1, at+1, . . . , an+1, as + at), (64)
where s = δsˆ and t = δtˆ. This completes the inductive step in Case 1.
Case 2: There exist a partition of {2, 3, . . . ,m} into two subsets {α1,
α2, . . . , αk} (which may be empty) and {β1, β2, . . . , βm−k−1}, a partition of
{1, 2, . . . ,m + 1} into two subsets {γ1, γ2, . . . , γk+1} and {δ1, δ2, . . . , δm−k}
and a nonnegative number c, such that
(λ1;λα1 , λα2 , . . . , λαk , 0) ∈ Hk+2(aγ1 , aγ2 , . . . , aγk+1 , c) (65)
and
(c;λβ1 , λβ2 , . . . , λβm−k−1) ∈ Hm−k(aδ1 , aδ2 , . . . , aδm−k). (66)
If {α1, α2, . . . , αk} is empty, then (65) reduces to λ1 = aγ1 + c and so,
applying Lemma 3.7 to (66) with ǫ = aγ1 , gives
(λ1;λβ1 , λβ2 , . . . , λβm−k−1) ∈ Hm−k(aδ1 + aγ1 , aδ2 , aδ3 , . . . , aδm−k ),
i.e. (64) holds with s = min{δ1, γ1} and t = max{δ1, γ1}. If {α1, α2, . . . ,
αk} is nonempty, then applying the inductive hypothesis to (65) yields one
of two possible sub-cases:
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Case 2 (a): There exist sˆ, tˆ ∈ {1, 2, . . . , k + 1}, sˆ < tˆ, such that
(λ1;λα1 , λα2 , . . . , λαk) ∈
Hk+1(aγ1 , . . . , aγsˆ−1 , aγsˆ+1 , . . . , aγtˆ−1 , aγtˆ+1 , . . . , aγk+1 , aγsˆ + aγtˆ , c) (67)
Then, assuming the γi are labelled so that γ1 < γ2 < · · · < γk+1, (64) holds
by (67) and (66), with s = γsˆ and t = γtˆ.
Case 2 (b): There exists rˆ ∈ {1, 2, . . . , k + 1}, such that
(λ1;λα1 , λα2 , . . . , λαk) ∈
Hk+1(aγ1 , . . . , aγrˆ−1 , aγrˆ+1 , . . . , aγk+1 , c+ aγrˆ). (68)
Then by applying Lemma 3.7 to (66) with ǫ = aγrˆ , we have that
(c+ aγrˆ ;λβ1 , λβ2 , . . . , λβm−k−1) ∈ Hm−k(aδ1 + aγrˆ , aδ2 , aδ3 , . . . , aδm−k) (69)
and hence (68) and (69) imply (64), where s = min{δ1, γrˆ} and t = max{δ1,
γrˆ}. This completes the inductive step in Case 2 and finishes the proof.
4. Main (equivalence) result
We are now ready to prove the main result of this paper.
Theorem 4.1. The following are equivalent:
(i) (λ1, λ2, . . . , λn) ∈ Sn;
(ii) (λ1, λ2, . . . , λn) ∈ Hn;
(iii) (λ1, λ2, . . . , λn) is C-realisable;
(iv) (λ1, λ2, . . . , λn) satisfies Sp for some p.
Furthermore, if a1, a2, . . . , an ≥ 0 are given, then (λ1;λ2, . . . , λn) ∈ Sn(a1, a2,
. . . , an) if and only if (λ1;λ2, . . . , λn) ∈ Hn(a1, a2, . . . , an).
Proof. The proof is divided into six parts: In part 1, we show that Sn(a1, a2,
. . . , an) ⊆ Hn(a1, a2, . . . , an). In Part 2, we show that H∗n( a1, a2, . . . , an) ⊆
Sn(a1, a2, . . . , an). In Part 3, we use parts 1 and 2 to show that Sn(a1, a2, . . . ,
an) = Hn(a1, a2, . . . , an). In Part 4, we show that (ii) implies (iv). In Part
5, we show that (iv) implies (iii) and finally, in Part 6, we show that (iii)
mplies (ii).
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Part 1: Firstly, we claim that Sn(a1, a2, . . . , an) ⊆ Hn(a1, a2, . . . , an). If
n = 1, there is nothing to prove. If (λ1;λ2) ∈ S2(a1, a2), then in particular,
(λ1, λ2) is the spectrum of a nonnegative symmetric matrix with diagonal
elements (a1, a2). Therefore the conditions given in (2) hold and hence
(λ1;λ2) ∈ H2(a1, a2). Now assume the claim holds for all n ∈ {1, 2, . . . ,m−
1}, m ≥ 3, and consider the case when n = m.
Suppose (λ1;λ2, . . . , λm) ∈ Sm(a1, a2, . . . , am), where λ1 ≥ λ2 ≥ · · · ≥
λm. Then there exists an m × m Soules matrix R = (rij) such that the
matrix RΛRT—where Λ := diag(λ1, λ2, . . . , λm)—has diagonal elements
(a1, a2, . . . , am). Assume also that the ai are labelled so that aj is the (j, j)
entry of RΛRT and let us label the columns of R as x = r1, r2, . . . , rm. Our
aim is to construct two smaller Soules matrices R1 and R2 from R and then
apply the inductive hypothesis.
By Theorem 2.8, there exists a Soules-type sequence N = (N1,N2,
. . . ,Nm) of partitions of {1, 2, . . . ,m} such that for each i ∈ {2, 3, . . . ,m},
ri is given (up to a factor of ±1) by (5). As before, let us write Ni =
{Ni,1,Ni,2, . . . ,Ni,i}, i = 1, 2, . . . ,m. SupposeN2,1 = {γ1, γ2, . . . , γk}, where
γ1 < γ2 < · · · < γk and N2,2 = {δ1, δ2, . . . , δm−k}, where δ1 < δ2 <
· · · < δm−k. Without loss of generality, we may assume that k < m − 1,
since if k = m − 1, we may relabel the set N2,1 as N2,2 and vice versa.
Let α1, α2, . . . , αk−1—where α1 < α2 < · · · < αk−1—be those indices in
{3, 4, . . . ,m} such that N ∗αi ,N ∗∗αi ⊆ N2,1. Similarly, Let β1, β2, . . . , βm−k−1—
where β1 < β2 < · · · < βm−k−1—be those indices in {3, 4, . . . ,m} such that
N ∗βi ,N ∗∗βi ⊆ N2,2.
Let S1 be the k × (k + 1) submatrix of R obtained by selecting rows
γ1, γ2, . . . , γk and columns 1, 2, α1, α2, . . . , αk−1. Let u denote the first col-
umn of S1. Similarly, let S2 be the (m−k)× (m−k+1) submatrix of R ob-
tained by selecting rows δ1, δ2, . . . , δm−k and columns 1, 2, β1, β2, . . . , βm−k−1.
We denote the first column of S2 by v. By (5), either the second column of
S1 is (||v||/||u||)u and the second column of S2 is −(||u||/||v||)v or the second
column of S1 is −(||v||/||u||)u and the second column of S2 is (||u||/||v||)v.
Without loss of generality, we may assume the former, as otherwise we may
replace r2 with −r2. Hence we may write
S1 =
[
u ||v||||u||u T1
]
and S2 =
[
v − ||u||||v||v T2
]
,
where T1 and T2 are k×(k−1) and (m−k)×(m−k−1) matrices, respectively.
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We now define the (k + 1)× (k + 1) matrix
R1 :=
[
S1
||v|| −||u|| 0 0 · · · 0
]
=

 u ||v||||u||u T1
||v|| −||u|| 0 0 · · · 0


and the (m− k)× (m− k) matrix
R2 :=
[
v
||v|| T2
]
.
Note that ||u||2 + ||v||2 = ||x||2 = 1 and so R1 and R2 have normalised,
positive first columns. Moreover, R1 and R2 are Soules matrices. To see this,
consider the sequence N˜ = (N˜1, N˜2, . . . , N˜k+1) of partitions of {1, 2, . . . , k+
1}, where N˜1 = {{1, 2, . . . , k + 1}}, N˜2 = {{1, 2, . . . , k}, {k + 1}} and for
i ∈ {3, 4, . . . , k + 1}, N˜i,j := {s : γs ∈ M˜i,j}, where M˜i is obtained from
Nαi−2 by removing those sets Nαi−2,l ∈ Nαi−2 which are subsets of N2,2.
Then, labelling the columns of R1 as y = r˜1, r˜2, . . . , r˜k+1, we see that
r˜i = ± 1√
||y(i)N ||2 + ||yˆ(i)N ||2
(
||yˆ(i)N ||
||y(i)N ||
y
(i)
N −
||y(i)N ||
||yˆ(i)N ||
yˆ
(i)
N
)
,
for all i = 2, 3, . . . , k + 1 and hence R1 is a Soules matrix. Similarly, R2
may be seen to be a Soules matrix by considering the sequence N ′ =
(N ′1,N ′2, . . . ,N ′m−k) of partitions of {1, 2, . . . ,m−k}, where N ′1 = {{1, 2, . . . ,
m − k}} and for i ∈ {2, 3, . . . ,m − k}, N ′i,j := {s : δs ∈ M′i,j}, where M′i
is obtained from Nβi−1 by removing those sets Nβi−1,l ∈ Nβi−1 which are
subsets of N2,1.
Now set
c := ||v||2λ1 + ||u||2λ2 (70)
and observe that if
Λ1 := diag(λ1, λ2, λα1 , λα2 , . . . , λαk−1),
then the diagonal elements of the matrix R1Λ1R
T
1 are (aγ1 , aγ2 , . . . , aγk , c).
To see this, note that for i = 1, 2, . . . , k, the definitions of γi and αi and the
structure of R imply
m∑
t=3
r2γitλt =
k+1∑
s=3
r2γiαs−2λαs−2
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and hence
(R1Λ1R
T
1 )ii =
k+1∑
s=1
(R1)
2
is(Λ1)ss
=
k+1∑
s=1
(S1)
2
is(Λ1)ss
= r2γi1λ1 + r
2
γi2λ2 +
k+1∑
s=3
r2γiαs−2λαs−2
= r2γi1λ1 + r
2
γi2λ2 +
m∑
t=3
r2γitλt
= (RΛRT )γiγi
= aγi .
In addition,
(R1Λ1R
T
1 )k+1,k+1 =
k+1∑
s=1
(R1)
2
k+1,s(Λ1)ss
= ||v||2λ1 + ||u||2λ2
= c.
Therefore, by the inductive hypothesis,
(λ1, λ2, λα1 , λα2 , . . . , λαk−1) ∈ Hk+1(aγ1 , aγ2 , . . . , aγk , c). (71)
Similarly, if Λ2 := diag(c, λβ1 , λβ2 , . . . , λβm−k−1), then the diagonal elements
of the matrix R2Λ2R
T
2 are (aδ1 , aδ2 , . . . , aδm−k). To see this, note that for
i = 1, 2, . . . ,m− k, the definitions of δi and βi and the structure of R imply
m∑
t=3
r2δitλt =
m−k+1∑
s=3
r2δiβs−2λβs−2
and hence
(R2Λ2R
T
2 )ii =
m−k∑
s=1
(R2)
2
is(Λ2)ss
=
v2i
||v||2 c+
m−k∑
s=2
(T2)
2
i,s−1λβs−1
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=
v2i
||v||2 c+
m−k+1∑
s=3
(T2)
2
i,s−2λβs−2
= v2i λ1 +
||u||2
||v||2 v
2
i λ2 +
m−k+1∑
s=3
(S2)
2
i,sλβs−2
= r2δi,1λ1 + r
2
δi,2λ2 +
m−k+1∑
s=3
r2δi,βs−2λβs−2
= r2δi,1λ1 + r
2
δi,2λ2 +
m∑
t=3
r2δitλt
= (RΛRT )δiδi
= aδi .
Note also that c ≥ λ2 ≥ λβ1 and hence the inductive hypothesis gives
(c;λβ1 , λβ2 , . . . , λβm−k−1) ∈ Hm−k(aδ1 , aδ2 , . . . , aδm−k). (72)
Therefore, by Definition 3.1, (71) and (72) imply
(λ1, λ2, . . . , λm) ∈ Hm(a1, a2, . . . , am). (73)
We have now shown that Sn(a1, a2, . . . , an) ⊆ Hn(a1, a2, . . . , an).
Part 2: We now claim H∗n(a1, a2, . . . , an) ⊆ Sn(a1, a2, . . . , an). If n = 1,
there is nothing to prove. If (λ1;λ2) ∈ H2(a1, a2), then there exists ǫ ≥ 0
such that λ1 = a1 + ǫ and λ2 = a2 − ǫ. If (λ1;λ2) ∈ H∗2(a1, a2), then ǫ > 0
and hence the matrix
R0 :=
1√
a1 − a2 + 2ǫ
[ √
a1 − a2 + ǫ
√
ǫ√
ǫ −√a1 − a2 + ǫ
]
is a Soules matrix with
R0ΛR
T
0 =
[
a1
√
ǫ (a1 − a2 + ǫ)√
ǫ (a1 − a2 + ǫ) a2
]
,
where Λ := diag(λ1, λ2). Therefore (λ1;λ2) ∈ S2(a1, a2). Now assume the
claim holds for n = m− 1, m ≥ 3, and consider the case when n = m.
Suppose (λ1;λ2, . . . , λm) ∈ H∗m(a1, a2, . . . , am), where λ1 ≥ λ2 ≥ · · · ≥
λm. Then by Theorem 3.4, there exist s, t ∈ {1, 2, . . . ,m}, s < t, such that
(λ1;λ2, . . . , λm−1) ∈
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Hm−1(a1, . . . , as−1, as+1, . . . , at−1, at+1, . . . , am, c) (74)
and
(c;λm) ∈ H2(as, at), (75)
where c := as + at − λm. It is not difficult to see that in (74) and (75), it is
possible to replace H by H∗. Let us assume the contrary. If
(λ1;λ2, . . . , λm−1) 6∈
H∗m−1(a1, . . . , as−1, as+1, . . . , at−1, at+1, . . . , am, c),
then there exist partitions
{1, 2, . . . ,m− 1} = {p1, p2, . . . , pl} ∪ {q1, q2, . . . , qm−l−1},
{1, 2, . . . ,m} \ {s, t} = {r1, r2, . . . , rl−1} ∪ {s1, s2, . . . , sm−l−1},
where {r1, r2, . . . , rl−1} may be empty, such that
(λp1 ;λp2 , . . . , λpl) ∈ Hl(ar1 , ar2 , . . . , arl−1 , c) (76)
and
(λq1 ;λq2 , . . . , λqm−l−1) ∈ Hm−l−1(as1 , as2 , . . . , asm−l−1). (77)
In this case, (76) and (75) imply
(λp1 ;λp2 , . . . , λpl , λm) ∈ Hl+1(ar1 , ar2 , . . . , arl−1 , as, at); (78)
however, (77) and (78) contradict the fact that (λ1;λ2, . . . , λm) ∈ H∗m(a1, a2,
. . . , am). Hence
(λ1;λ2, . . . , λm−1) ∈
H∗m−1(a1, . . . , as−1, as+1, . . . , at−1, at+1, . . . , am, c). (79)
Similarly, suppose (c;λm) ∈ H2(as, at)\H∗2(as, at) and assume, without loss
of generality, that as ≥ at. Then c = as and λm = at, and thus, replacing c
by as in (74), we have
(λ1;λ2, . . . , λm−1) ∈ Hm−1(a1, . . . , at−1, at+1, . . . , am),
(λm) ∈ H1(at),
again contradicting the fact that (λ1;λ2, . . . , λm) ∈ H∗m(a1, a2, . . . , am).
Thus
(c;λm) ∈ H∗2(as, at). (80)
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Applying the inductive hypothesis to (79), there exists an (m − 1) ×
(m − 1) Soules matrix R1, such that the matrix R1Λ1RT1—where Λ1 :=
diag(λ1, λ2, . . . , λm−1)—has diagonal elements
(a1, . . . , as−1, as+1, . . . , at−1, at+1, . . . , am, c).
Note that if S is a k×k Soules matrix and P is a k×k permutation matrix,
then (PR)Θ(PR)T = P (RΘRT )P T is nonnegative for every nonnegative
diagonal matrix Θ with non-increasing diagonal entries. Hence PR is a
Soules matrix also. Therefore, we may assume, without loss of generality,
that c is the (m−1,m−1) entry of R1Λ1RT1 , since otherwise, we may replace
R1 with PR1, where P is a suitable permutation matrix. Similarly, by (80),
there exists a 2× 2 Soules matrix R2 such that the matrix R2Λ2RT2—where
Λ2 := diag(c, λm)—has diagonal elements (as, at). Let R1 be partitioned as
R1 =
[
U
uT
]
,
where u ∈ Rm−1 and U ∈ R(m−2)×(m−1) and let R2 be partitioned as
R2 =
[
v v′
]
where v, v′ ∈ R2.
By Lemma 2.11, for matrices
R :=
[
U 0
vuT v′
]
and Λ := diag(λ1, λ2, . . . , λm), the matrix RΛR
T has diagonal elements
(a1, a2, . . . , am). We will show that R is a Soules matrix. To see this,
let N˜ = (N˜1, N˜2, . . . , N˜m−1) be the Soules-type sequence of partitions of
{1, 2, . . . ,m − 1} associated with R1 , where N˜i = {N˜i,1, N˜i,2, . . . , N˜i,i}. R
may then be seen to be a Soules matrix by considering the Soules-type
sequence N = (N1,N2, . . . ,Nm), Ni = {Ni,1,Ni,2, . . . ,Ni,i}, of partitions of
{1, 2, . . . ,m}, where for i ∈ {1, 2, . . . ,m− 1}, Ni,j is given by{ Ni,j = N˜i,j if m− 1 /∈ N˜i,j
Ni,j = N˜i,j ∪ {m} if m− 1 ∈ N˜i,j
and Nm = {{1}, {2}, . . . , {m}}.
Therefore (λ1;λ2, . . . , λm) ∈ Sm(a1, a2, . . . , am). Hence H∗n(a1, a2, . . . ,
an) ⊆ Sn(a1, a2, . . . , an).
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Part 3: We will now use parts 1 and 2 to show that Sn(a1, a2, . . . , an) =
Hn(a1, a2, . . . , an). By definition, if (λ1;λ2, . . . , λn) ∈ Sn(a1, a2, . . . , an),
then there exist partitions
{1, . . . , n} = {α(1)1 , . . . , α(1)n1 } ∪ {α(2)1 , . . . , α(2)n2 } ∪ · · · ∪ {α(k)1 , . . . , α(k)nk },
{1, . . . , n} = {β(1)1 , . . . , β(1)n1 } ∪ {β(2)1 , . . . , β(2)n2 } ∪ · · · ∪ {β(k)1 , . . . , β(k)nk },
(81)
such that(
λ
α
(i)
1
;λ
α
(i)
2
, . . . , λ
α
(i)
ni
)
∈ Sni
(
a
β
(i)
1
, a
β
(i)
2
, . . . , a
β
(i)
ni
)
: i = 1, 2, . . . , k. (82)
By Part 1, in (82), we may replace S by H and hence, by Observation 3.5,
(λ1;λ2, . . . , λn) ∈ Hn(a1, a2, . . . , an).
Conversely, if (λ1;λ2, . . . , λn) ∈ Hn(a1, a2, . . . , an), then there exist par-
titions of the form (81) such that(
λ
α
(i)
1
;λ
α
(i)
2
, . . . , λ
α
(i)
ni
)
∈ H∗ni
(
a
β
(i)
1
, a
β
(i)
2
, . . . , a
β
(i)
ni
)
: i = 1, 2, . . . , k. (83)
By Part 2, in (83), we may replace H∗ by S and hence, by definition,
(λ1;λ2, . . . , λn) ∈ Sn(a1, a2, . . . , an).
Part 4: We now claim that (ii) implies (iv). If (λ) ∈ H1, then λ ≥ 0 and
(λ) trivially satisfies S1. Now assume the claim holds for n ∈ {1, 2, . . . ,m−1}
and suppose σ := (λ1, λ2, . . . , λm) ∈ Hm, where λ1 ≥ λ2 ≥ · · · ≥ λm. Then
by Theorem 3.9, there exist ǫ ∈ [0, 12(λ1 − λ2)] and a partition
{3, 4, . . . ,m} = {p1, p2, . . . , pl−1} ∪ {q1, q2, . . . , qm−l−1},
where {p1, p2, . . . , pl−1} or {q1, q2, . . . , qm−l−1} may be empty, such that
(λ1 − ǫ, λp1 , λp2 , . . . , λpl−1) ∈ Hl
and
(λ2 + ǫ, λq1 , λq2 , . . . , λqm−l−1) ∈ Hm−l.
By the inductive hypothesis, there exist k and t such that
σ∗1 := (λ1 − ǫ, λp1 , λp2 , . . . , λpl−1)
and
σ∗2 := (λ2 + ǫ, λq1 , λq2 , . . . , λqm−l−1)
satisfy Sk and St, respectively. Furthermore, by Observation 2.17, we may
assume k = t, i.e. (in the notation of Section 2.4) σ∗1 , σ
∗
2 ∈ QSk .
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Define also
σ1 := (λ1, λp1 , λp2 , . . . , λpl−1),
σ2 := (λ2, λq1 , λq2 , . . . , λqm−l−1).
Recalling definitions (9) and (8), we have MSk(σ1) = MSk(σ∗1) + ǫ ≥ ǫ ,
NSk(σ2) ≤ ǫ and
γ := max{λ1 −MSk(σ1), λ2} ≤ max{λ1 − ǫ, λ2} = λ1 − ǫ.
Since λ1 ≥ γ +NSk(σ2), σ = (σ1, σ2) satisfies Sk+1.
Part 5: We now claim (iv) implies (iii). The cases p = 1 and p = 2
have been dealt with in [6]. Now assume that if σ satisfies Sp−1, then σ is
C-realisable. The proof of the inductive step is essentially the same as the
proof of [6, Theorem 3.7].
Part 6: Finally, we show that (iii) implies (ii). If (λ1, λ2, . . . , λn) is C-
realisable, then by definition, it may be obtained starting from the n lists
(0), (0), . . . , (0) and using only the operations defined by Observation 2.14
and Theorems 2.13 and 2.12. By Observation 3.5, Lemma 3.7, Theorem 3.8
and the fact that (0) ∈ H1, we see that (λ1, λ2, . . . , λn) ∈ Hn.
Corollary 4.2. If σ is C-realisable, then σ is symmetrically realisable.
We will illustrate Part 1 of the proof of Theorem 4.1 by considering a
specific example:
Example 4.3. Consider again the list σ = (λ1, λ2, λ3, λ4, λ5) = (7, 5,−2,
−4,−6). We showed in Example 2.9 that σ ∈ S5, and in Example 3.2 that
σ ∈ H5.
Given the Soules matrix R of Example 2.9, let us follow the proof of
Theorem 4.1 to obtain the decomposition given in Figure 2. In the notation
of the proof, we have k = 2, N2,1 = {γ1, γ2} = {1, 2}, N2,2 = {δ1, δ2, δ3} =
{3, 4, 5}, α1 = 5, (β1, β2) = (3, 4),
S1 =
[
1
2
1
2
1√
2
1
2
1
2 − 1√2
]
, S2 =


1
2
√
2
− 1
2
√
2
√
3
2 0√
3
4 −
√
3
4 − 12√2
1√
2√
3
4 −
√
3
4 − 12√2 −
1√
2

 ,
||u|| =
∣∣∣∣∣∣[ 12 12 ]T ∣∣∣∣∣∣ = 1√2 , ||v|| =
∣∣∣∣
∣∣∣∣[ 12√2 √34 √34
]T ∣∣∣∣
∣∣∣∣ = 1√2 ,
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R1 =


1
2
1
2
1√
2
1
2
1
2 − 1√2
1√
2
− 1√
2
0

 , R2 =


1
2
√
3
2 0√
3
8 − 12√2
1√
2√
3
8 − 12√2 −
1√
2


and c = ||v||2λ1 + ||u||2λ2 = 6. Thus, in order to show that (7; 5,−2,−4,
−6) ∈ H5(0, 0, 0, 0, 0), it is sufficient to show that
(7; 5,−6) ∈ H3(0, 0,6) (84)
and
(6;−2,−4) ∈ H3(0, 0, 0). (85)
Since (84) and (85) obey the conditions given in (3), Lemma 3.3 implies that
(84) and (85) hold.
5. Comparison to the literature
Over the years, many realisability criteria have been given in the liter-
ature which guarantee that a list of real numbers σ be the spectrum of a
nonnegative matrix. Consider, for example, the list of sufficient conditions
given in Table 1. In this section, we demonstrate that if σ := (λ1;λ2, . . . , λn)
satisfies any of these criteria, then σ ∈ Hn.
Author Year See
1. Suleimanova 1949 [8]
2. Perfect 1953 [9]
3. Ciarlet 1968 [10]
4. Kellog 1971 [11]
5. Salzmann 1972 [12]
6. Fiedler 1974 [13, Theorem 2.1]
7. Borobia 1995 [14]
8. Soto 2003 [15, Theorem 11] / S1
9. Soto 2003 [15, Theorem 17] / S2
Table 1: Sufficient conditions for the RNIEP
In [32], the authors prove that if σ satisfies any of the conditions 1–9, then
σ must satisfy either Condition 7 or Condition 9. Radwan [33] showed that
Condition 7 is sufficient for the existence of a symmetric nonnegative matrix
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with spectrum σ and Soto [34] showed that the same is true of Condition
9. Hence all of the conditions 1–9 are sufficient for the SNIEP. Moreover,
in [6], the authors show that if σ obeys either Condition 7 or Condition 9,
then σ is C-realisable. Therefore, by Theorem 4.1, if σ := (λ1, λ2, . . . , λn)
satisfies any of the criteria 1–9, then σ ∈ Hn.
Finally, note that Hn is more general than any of the Conditions 1–
9. The list σ := (25, 21, 18, 16,−10,−10,−10,−10,−10,−10,−10,−10) was
shown to be C-realisable in [6] and was shown to satisfy S3 in [7] (hence
σ ∈ H12 by Theorem 4.1), but σ does not satisfy any of the conditions 1–9.
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