Stark widths and shifts of Mn II lines with wavelengths in the range 2300-3500 Å have been measured by laser-induced breakdown spectroscopy. The use of fused glass samples with varying Mn concentrations has allowed minimization of the error due to self-absorption in the Stark width measurements, which has made it possible to include resonance lines in the study. The laser-induced plasmas are characterized along their temporal evolution, showing electron densities in the range (0.60-6.75) × 10 17 cm −3 and temperatures in the range 11 000-13 900 K. The results are compared with experimental and theoretical values available in the literature.
I N T RO D U C T I O N
Stark broadening and shift parameters are of interest for the analysis of astrophysical data, the diagnostics of laboratory plasmas, and the validation of atomic structure theories. In the case of ionised manganese, these data are essential for the analysis and modelling of Hg-Mn star atmospheres, where Stark broadening is the main pressure-broadening mechanism (Popović et al. 2008) . Despite their importance, there is a lack of data for Mn II Stark widths and shifts.
Calculations were performed by Popović & Dimitrijević (1997) for 16 Mn II multiplets with a modified semi-empirical approach. The first experimental measurements were reported by Djeniže et al (2006) for 11 spectral lines using a low-pressure arc as the plasma source at 49 000 K. The results showed Stark width values of the resonance lines much higher than the aforementioned calculations. Bredice et al. (2007) measured the same lines using a laser-induced plasma and obtained similar results although their plasma temperature was only 10 000 K. In 2008, Popović et al. recalculated the Stark widths and shifts performing more sophisticated calculations for the intense lines of the multiplets a 7 S-z 7 P o and a 5 S-z 5 P o by means of the semiclassical perturbation theory. This work achieved a better agreement with the former experiment but large differences were still present for some of the lines. In fact, they conclude that new measurements are needed to explain large discrepancies existing between experimental and theoretical values.
The aim of this work is to provide accurate experimental Stark widths and shifts of Mn II spectral lines. In previous works our group has measured these parameters by laser-induced breakdown spectroscopy (LIBS) using a methodology that allows controlling the self-absorption of the lines, based on the selection of the concentra-E-mail: jamanros@ceu.es (JM); carlos.aragon@unavarra.es (CA); j.a.aguilera@unavarra.es (JAA) tion in the sample (Aragón & Aguilera 2014) . In this work, we take advantage of this methodology to report Stark parameters of Mn II spectral lines for weak and strong lines, including resonance lines, with wavelengths in the range 2300-3500 Å.
E X P E R I M E N T
To generate the laser-induced plasmas, a Nd: YAG laser (wavelength 1064 nm, pulse energy 60 mJ, pulse width 4.5 ns) is focused on to the sample surface by a lens of 126-mm focal length. The lens-tosample distance is 122 mm. A system of flat and concave mirrors forms an image of the plasma emission with magnification m = 1 on to the entrance slit of a Czerny-Turner spectrometer (focal length 0.75 m, grating 3600 lines mm −1 ). The detector is an intensified charge-coupled device having 1200 × 256 effective pixels. For a slit width of 20 μm in the spectrometer entrance, the instrumental width at 3000 Å is 15 pm. The spectral efficiency of the system is measured using radiance-calibrated tungsten and deuterium lamps. The spectra result from the accumulation of the emission from 100 laser shots, while the sample rotates at 100 rpm.
The samples are fused glass discs prepared from pure MnO in powder form. As discussed later, we have selected the Mn concentration in the samples to minimize self-absorption. Six fused glass samples with Mn concentrations between 0.01 atomic per cent and 0.5 atomic per cent have been prepared for the experiment.
R E S U LT S A N D D I S C U S S I O N
To determine the Stark widths and shifts, we have measured spectra of the emission from the laser-induced plasma at six time windows. The time delay from the laser pulse has varied from 0.57 to 3.1 μs, the corresponding time widths ranging from 0.06 to 0.6 μs. The average time finally assigned to each time window varies from 0.6 to 3.4 μs. Fig. 1 shows typical line profiles obtained at the dif- ferent time windows. Note that the wavelength scale is the same in both plots. As can be seen, the profile of the Mn II line at 2575.104 Å (Fig. 1a) shows lower broadening and shift compared to that of the line at 3488.675 Å (Fig. 1b) . To determine the Lorentzian widths and the shifts, the line profiles are fitted to Voigt profiles in which the Gaussian component includes the instrumental and Doppler profiles. An additional spectrum measured with an average time of 10 μs is used as a reference to obtain the shifts. The electron density of the plasma at each time window is determined from the Stark broadening of the H α line, whose emission comes from the water vapour content of the ambient air (Aragón & Aguilera 2010) . The tables reported by Gigosos & Cardeñoso (1996) for plasma diagnostics using the Lyman and Balmer hydrogen lines are used to deter- mine the electron density from the line width of the H α line. The resulting electron density decreases from 6.75 × 10 17 cm −3 at 0.6 μs to 0.60 × 10 17 cm −3 at 3.4 μs. The error of the electron density is estimated as 11 per cent. The plasma temperature is measured using Boltzmann plots constructed from seven Mn II lines having a range Bredice et al. (2007) . Data reported for a temperature of 10 000 K. c Djeniže et al. (2006) . Data reported for a temperature of 49 000 K. d Popović et al (2008) . The w value is calculated including contributions from allowed and forbidden transitions; the w´value is calculated including only dipole allowed transitions. Data reported for a temperature of 10 000 K. e Popović & Dimitrijević (1997) . Data reported for a temperature of 10 000 K.
of upper level energies around 2.9 eV. The temperature decreases from 13 900 ± 700 K at 0.6 μs to 11 000 ± 100 K at 3.4 μs.
We have taken special care to minimize self-absorption of the line profiles, which is one of the main causes of error in Stark width measurements, especially for intense lines. The use of the methodology based on CSigma graphs (Aragón & Aguilera 2010) has allowed us to estimate the Mn concentration required for each line to maintain the error in line width due to self-absorption below 10 per cent. Moreover, for three lines, we have performed a direct check of self-absorption by measuring the Lorentzian width obtained for six samples of increasing Mn concentration. The results are shown in Fig. 2 for the intense Mn II line at 2576.104 Å. In this figure, the ratio of the Lorentzian width w to the electron density N e is plotted as a function of the Mn concentration for the different time windows. The increase of w/N e for increasing concentration reflects the distortion of the line profile due to self-absorption. As can be seen, the effect is more pronounced for increasing delay. The convergence of all the curves at low concentration evidences that the error has been strongly reduced. In Fig. 3 , plots of w/N e versus concentration at 1.0 μs are shown for three lines of different intensities. As expected, the increase of w/N e with concentration is stronger for the more intense line at 2576.104 Å, whose Stark width was there- Kramida et al. (2018) . b Djeniže et al. (2006) . Data reported for a temperature of 49 000 K. c Popović et al (2008) . The d value is calculated including contributions from allowed and forbidden transitions; the d´value is calculated including only dipole allowed transitions. Data reported for a temperature of 10 000 K. d Popović & Dimitrijević (1997) . Data reported for a temperature of 10 000 K.
fore measured with the sample having the smaller concentration of 0.01 atomic per cent. Opposite, for the line at 2610.202 Å, the increase of w/N e takes place smoothly at concentrations above 0.2 atomic per cent. For this weak line, the sample with concentration 0.2 atomic per cent has been used. The Lorentzian line width w and the shift d determined from the spectra of Fig. 1 are plotted in Figs 4 and 5 as a function of the electron density obtained for each time window. As was observed by inspection of the spectra, the two parameters are very different for the two lines shown as examples. In all cases, linear plots passing through the origin have been obtained, which reveal that we have not observed the weak dependence of w and d on temperature within our experimental error. Thus, we have determined the final values for the Stark width and shift as the slopes of the linear fittings of these plots with zero intercept. The results for Stark widths and shifts of Mn II spectral lines are reported in Tables 1 and 2 , respectively, together with previous data from the literature, existing only for four multiplets. To allow fast tracking of the lines, Tables 3 and 4 ordered by wavelength have been included and added in ASCII code as online supporting information.
We have estimated the total experimental error as 15 per cent and 11 per cent for the Stark width and shift values, respectively. It has been obtained as a result of adding quadratically the uncertainty due to the plasma inhomogeneity (3 per cent), the electron density measurement (11 per cent), and the self-absorption of the plasma (10 per cent only for width measurements). In any case, the minimum absolute error for shift measurements is 0.1 pm taking into consideration the wavelength resolution. For some lines, the shift is very small, so it is reported as an upper limit. The reason is that, although the linear dependence between shift and electron density is clear, the error is limited by the wavelength resolution.
Comparison of our results with previous data shows that our width values are around 35 per cent lower than the calculations performed by Popović & Dimitrijević (1997) using a modified semiempirical theory, and considerably lower, up to a factor 2.5, than the results obtained more recently by Popović et al. (2008) using a new semiclassical perturbation approach. A similar behaviour is noticed with experimental data, where our measurements are lower by a factor 2.5 for the a 5 S-z 5 P multiplet and even a factor 4 for the a 7 S-z 7 P multiplet. It is worth highlighting the importance and experimental difficulty of measuring these resonant lines, which experience very strong self-absorption. The disagreement for the a 5 G-z 5 H multiplet is around a factor 2 and 3 for the measurements by Djeniže et 
C O N C L U S I O N S
We report experimental Stark widths and shifts for Mn II lines. Widths are obtained for 41 lines, 33 of them measured for the first time, while shifts are given for 30 lines, 26 corresponding to first measurements. The use of fused glass sample preparation, combined with self-absorption control by the CSigma graph methodology, has allowed us to include intense as well as weak lines belonging to 26 multiplets in the experiment. Our width data show satis- 
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