Abstract. In this paper, a framework to recognize human actions from acceleration data is proposed. An important step for an accurate recognition is the preprocessing of input data and the following classification by the machine learning algorithm. In this paper, we suggest to combine Dynamic Time Warping (DTW) with Random Forest. The intention of using DTW is to pre-process the data to eliminate outliers and to align the time series. Many applications require more than one inertial sensor for an accurate prediction of actions. In this paper, nine inertial sensors are deployed to ensure an accurate recognition of actions. Further, sensor fusion approaches are introduced and the most promising strategy is shown. The proposed framework is evaluated on a self-recorded dataset consisting of six human actions. Each action was performed three times by 20 subjects. The dataset is publicly available for download.
Introduction
In recent years, the use of inertial sensors has become a popular topic in machine learning. One reason for the growing interest is the improved quality and the reduced costs of the hardware [9] . Another reason is the rising number of applications. For instance, sonification of movements [8, 10] , analysis of sports-, rehabilitation-, and healthcare sessions [14, 21, 22, 32] as well as applications within the clinical and veterinary field [18, 24] . These applications require an accurate and precise recognition of actions and movements leading to a challenging topic in machine learning. For instance, each actor has the own style of performing an action and many variations in the subject's movement are possible. Thus, a large intra-class variation is inevitable. These problems are also reflected in the recorded data: the gathered acceleration-based time series strongly differ in their amplitude and length. Contribution In this paper, a combination of Dynamic Time Warping (DTW) with the well-known machine learning algorithm Random Forest is proposed. DTW is used as a pre-processing step to eliminate outliers, to align different time series and to compensate large intra-class variations. For classification, a Random Forest is learned on the aligned, raw acceleration values. The proposed approach is applied to a self-recorded dataset. Inspired by the KTH dataset for single human action recognition [29] , six actions were defined: walking, running, jogging, boxing, clapping and waving. Each action was performed three times by 20 subjects. The acceleration data was gathered by nine Xsens motion wireless tracker This work has been partially funded by the ERC within the starting grant Dynamic MinVIP. Fig. 1 . An overview about the proposed framework. Acceleration data of six actions are obtained by nine inertial sensors. A Dynamic Time Warping is used in a pre-processing step to prepare the input data. The aligned acceleration time series are directly used to learn a Random Forest classifier. The final decision is determined by using sensor fusion methods.
Dynamic Time Warping
(MTw). Each subject was equipped with sensors on the left/right wrist, left/right upper arm, left/right thigh, left/right ankle and one MTw on the waist, also see Figure 1 . To combine multiple sensors, fusion methods are presented and evaluated. The dataset is publicly available for download. Thus, other researchers can evaluate their methods and algorithms and publish competing results. The paper is structured as follows. Section 2 gives a short overview about related work. Section 3 briefly describes Dynamic Time Warping, Random Forest and sensor fusion strategies. Section 4 presents the dataset and the experimental results. Section 5 concludes the paper and gives an overview about future work.
Related Work
Action recognition has been playing an important role in many areas of medicine, in the industrial domain, in the automotive area, for scene understanding or in the surveillance area [1, 25] . Many works use acceleration-based sensors, referred to as Xsens-sensors for ambulatory measurement [23] or for clinical gait analysis [12] . These works reveal that physical activities can be well-recognized by inertial sensors. Chambers et al. [11] used one inertial sensor that was attached to the wrist of a subject for complex gesture recording by using Hidden Markov Models. Wang et al. [34] attached sensors to subjects and learned a Support Vector Machine to recognize daily activities. Karantonis et al. [17] explained a basic decision tree method using a single sensor on the waist of subjects for real-time classification. Tautges et al. [33] reconstructed whole body motions from the data taken by as few as one, two and four inertial sensors for several classes of motions. They use the acceleration data from some Xsens inertial sensors attached to the hands and feet of some subjects to reconstruct the performed motions. These motions are compared to a video that was taken during the capturing. Further information and a detailed survey about the current research using inertial sensors is presented by Avci et al. [3] . In comparison to the above mentioned works, a framework based on Random Forest in combination with Dynamic Time Warping is proposed. Six typical actions are defined and a self-recorded dataset is provided to the community. By using this dataset, nine inertial sensors can be utilized to recognize and analyze human actions. Finally, the most promising sensor fusion strategy is presented. Figure 1 presents an overview of the proposed framework. The acceleration time series in (x, y, z)-direction are gathered by nine inertial sensors. For aligning the time series to each other a Dynamic Time Warping is applied to every training and testing example. Instead of deploying a specific feature extraction method, the aligned (x, y, z)-acceleration values are directly used to learn a Random Forest classifier. The final decision is computed by a sensor fusion method. This Section briefly describes Dynamic Time Warping for pre-processing, Random Forest for classification and the sensor fusion strategies.
Approach

Dynamic Time Warping
Dynamic Time Warping (DTW) was introduced by Bellman and Kalaba [4] . DTW has been applied to several fields of applications like video or audio data for measuring the similarity of two temporal sequences. For instance, Myers et al. and Sakoe et al. applied DTW to the task of speech recognition [20, 27] . Generally, DTW is an algorithm for mapping values between two temporal sequences to each other. In the following, a brief explanation of the theory is given. First, the algorithm applies a distance between any two values of the signals using a weighting function, such as the euclidean distance for each parameter of each tuple. The output is referred to as a cost function. In the next step the algorithm seeks the lowest cost from the start to the end of both signals over the stretched matrix of pairwise current cost of all points of both signals. The actual path, referred to as a warping, is determined by backtracking the first pass of the algorithm. The backtracking allows a precise representation of each point of the shorter signal to one or more points of the longer signal. Thus the approximate time distortion is represented. Further information and a detailed review are presented by Senin [30] . In this work the standard DTW algorithm with a time complexity of O(N 2 ) is implemented. For a real-time capable modification Rakthanmanon et al. [26] propose a combination of four approaches to search and mine time series in a very efficient way. After applying the DTW to each training and testing example a Random Forest is used to find discriminative (x, y, z)-acceleration values.
Random Forest
Random Forest was published by Leo Breiman in 2001 [6] . It is a substantial modification of bagging [5] with a random feature selection proposed by Ho [15, 16] and Amit [2] . A Random Forest consists of a collection of CART-like (Classification and Regression Tree) decision trees h t , 1 ≤ t ≤ T , [7] : where {Θ t } is a bootstrap sample from the training data. Each tree casts a vote on a class for the input x. The class probabilities are estimated by majority voting and used to calculate the sample's label y(x) with respect to a given feature vector x:
The decision function h t (x) returns the resulting class c of one tree with the indicator function F :
Random Forest has a high classification accuracy and can deal with large data sets for multiple classes with outstanding time efficiency [6] . Classification Time-series are classified by passing them down each tree until a leaf node is reached. The resulting class is defined by each leaf node and the final decision is determined by taking the class having the most votes (majority vote), see Equation (1).
Sensor Fusion
The sensor fusion part describes methods to combine decisions by different classifiers (or sensors) to the final decision. In this paper, the sensor fusion part has to handle the information of nine sensors. A feature is represented by a single DTW aligned acceleration value.
For all experiments, the input data for the Random Forest is composed of the concatenated acceleration values (a x , a y , a z ), each with m samples:
RF input is used for two approaches of determining the final decision:
1. Learning a Random Forest using all sensors (fusion is not required) 2. Learning a Random Forest for each sensor individually (fusion is required)
In the first experiment the input data for the Random Forest is composed by concatenating the acceleration values of n sensors:
This approach leads to a huge pool of possible values. A feature vector consists of n × 3 × m values. A sensor fusion is not necessary, because the Random Forest is learned with the input of all sensors. Usually the Random Forest algorithm is able to handle large dimensions of training data [6] but due to the random feature selection mechanism, we assume that this approach leads to poor results. The probability of selecting a discriminative feature is lower due to the number of chosen variables from the feature vector: For each tree v = √ p variables 3 with p = n × 3 × m are selected to build the tree. For the second approach, a Random Forest is learned from each sensor individually. Thus, n sensors require n classifiers. Similar to the first approach v = √ p variables with p = 3 × m are selected to build the tree leading to n × √ 3 × m variables. In comparison to the first approach the number of variables to split is three times higher. We assume that this approach reaches higher and more robust accuracies. But an additional step of fusing n probability distributions to the final decision is required. Fusing: By taking the probability distributions of n = 9 sensors into consideration the following combination strategies for finally determining the decision are proposed:
1. Choose class with highest probability 2. Choose class with majority voting 3. Fusion of probability distributions by product law 4. Fusion of probability distributions by summation rule For the first case, we assume that the most reliable class gains the highest probability. For the second case the class which gains the most votes of all classifiers is chosen. This idea is inspired by the majority tree voting of a Random Forest. For the third case the probability distributions of all classifiers are taken into consideration and fused by the product law. The final decision is determined by combining the class probabilities Pr(A i ) · · · Pr(I i ) of one class i from each sensor A i · · · I i with the product law 4 . For the fourth case the class probabilities are fused using the summation rule. The class probabilities Pr(A i ) · · · Pr(I i ) are summed up and the final decision is determined using the class with the highest probability. (b) Fig. 3 . (a) Take the class with the highest probability by using all nine classifiers with an averaged accuracy of 26.50%. (b) Choose class with majority voting by using all sensors, the averaged accuracy is 61.00%.
Experimental Results
This Section describes the selection and recording of acceleration data and the classification experiments. First, the dataset is defined and presented followed by the sensor fusion strategies. Finally a detailed discussion about the examined experiments is given.
Self-recorded dataset
Inspired by the well-known KTH dataset for single human action recognition [29] , six actions were defined: walking, running, jogging, boxing, clapping and waving. Each action was repeated three times by 20 subjects, leading to an overall dataset of 360 time series. The dataset is publicly available for download 5 in a Matlab file format. The Xsens MTw Development Kit 6 was used for data recording. MTw stands for Motion Tracker wireless. It is a measuring instrument with built in 3D accelerometer, gyroscope, magnetometer (compass 3D) and a barometer (pressure sensor). The inertial sensors gather the acceleration values in the three-dimensional space. Each sensor determines the acceleration along (x, y, z)-axes. Figure 1 gives an overview of a subject equipped with nine sensors attached to the body.
Experiments
In this Section the proposed sensor fusion strategies are compared to each other. As mentioned in Section 3.3, we compare the strategy of learning a descriptor using all sensors to the strategy of learning a descriptor using each sensor individually. The optimal parameters for the Random Forest were determined by a cross validation mechanism and set to maximum depth of a tree = 64, optimal number of trees = 8 and minimum number of leaves = 2 for all experiments. The entropy was used as the splitting criterion. More information about different strategies are found in the literature [6] . As already discussed, using all sensors to learn a single Random Forest classifier results in poor accuracies. The classifier reached an averaged accuracy of 49.80%. The reason for these poor accuracies results from the lower number of variables to split each tree. In the following experiments, the focus is on the evaluation of learning a classifier using each sensor individually. Results are reported for each fusion strategy individually: Choose class with highest probability: The final decision is determined by taking the class with the highest probability of all nine classifiers. Figure 3a presents the confusion matrix. The accuracy of 26.50% is quite low. The results are not unusual, since only one decision by one sensor was taken into account. This leads to a higher sensitivity to noise and outliers. Choose class by majority voting of all classifiers: For this case, the final decision is determined by a majority voting of all sensors. Each Random Forest votes for one class while the majority class is chosen. Figure 3b presents the confusion matrix for this experiment. The averaged accuracy is 61.00%. Since all decisions are fused by using a majority voting, the results are better leading to a more robust recognition. Walking is perfectly classified and waving and jogging reach 75.00% accuracy. Most confusions occur between boxing and clapping. Fusion by product law: The probability distributions gained by all sensors are fused using the product law. For this experiment, three cases are compared:
1. Probabilities of 0% are taken into consideration 2. Probabilities of 0% are ignored 3. Introducing a threshold for taking only reliable probabilities Figure 4a presents the results for the first case achieving an averaged accuracy of 42.00%. It is striking that most confusions occur between jogging and the other actions. Thus, taking all probabilities into account leads to low results. Figure 4b presents a confusion matrix for the case of ignoring probabilities with 0% achieving the best accuracy of 70.00%. Walking is perfectly classified and waving reaches 92.00% accuracy. Boxing and clapping gain accuracies of 50% while most confusions occur between similar actions like boxing, waving and clapping. Figure 4c presents 40.00% are taken into consideration leading to an averaged accuracy of 61.00%. The threshold was empirically chosen. Also, for this experiment walking is perfectly classified and most confusions occur between boxing and clapping.
Fusion by summation rule: The probability distributions gained by all sensors are fused using the summation rule. Figure 5 presents the confusion matrix for this case. The averaged accuracy is 68.00%. Walking is perfectly classified and waving and jogging reach high accuracies too. Also, for this experiment most confusions occur between boxing and clapping.
Discussion
In this Section two sensor fusion strategies were proposed. The first experiment of learning a Random Forest using all sensors results in low accuracies. The second method describes several fusion methods. Best results were achieved by learning a Random Forest for each sensor individually. Fusing the decisions by the product law leads to an accuracy of 70.00% and by using the summation rule to 68.00%. Walking is perfectly classified for nearly all experiments while most confusions occur between boxing and clapping.
Conclusions and Future Work
In this paper, nine inertial sensors were used to recognize six typical human actions: walking, running, jogging, boxing, clapping and waving. In a pre-processing step a Dynamic Time Warping is applied to align the acceleration time series to each other. The aligned time series are directly used to learn a Random Forest classifier. Furthermore, two sensor fusion strategies are proposed. By applying the product law or summation rule for fusing the class probabilities, accuracies up to 70.00% were reached. The self-recorded dataset is publicly available for download at http://www.tnt. uni-hannover.de/staff/baumann/. Future Work Our plans for future work are to combine all decisions using the Dempster Shafer theory [31] or related works from the computer vision community basing on Dempster's theory of evidence, like [19, 28, 35] . Presumably, the results might be further improved.
Another idea is to realize a time series forest for classification and feature extraction [13] and to spend more attention on the type of feature instead of using the raw acceleration data. It should also be made some experiments whether it is more convenient to use the orientations (quaternions) of each sensor instead of using only the acceleration data.
