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Abstract: We consider the Pohlmeyer reduced sigma model describing AdS5 minimal
surfaces. We show that, similar to the affine Toda models, there exists a conformal exten-
sion to this model which admits a Lax formulation. The Lax connection is shown to be
valued in a Z4-invariant subalgebra of the affine Lie algebra ŝu(4). Using this, we perform a
modified version of a Laznov-Savelev analysis, which allows us to write formal expressions
for the general solutions for the Pohlmeyer reduced AdS5 theory. This analysis relies on
the a certain decomposition for the exponentiated algebra elements.
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1. Introduction
AdS/CFT has become an important tool in theoretical physics [1] for understanding field
theories at strong coupling, especially for theories with a large amount of symmetry. Im-
portant among these are the superconformal theories dual to supergravity backgrounds,
usually occurring as an AdS factor times a compact space [2].
In certain regimes, one can use classical minimal surfaces in AdS (or the compact
space, or both) to calculate various quantities. One can compute Wilson loop expectation
values and quark/anti-quark potentials [3, 4, 5], both of which are described by finding
minimal surfaces that end on a prescribed smooth contour at the boundary of AdS. Also
by considering disconnected contours, one can compute Wilson loop-Wilson loop (or local
operator) correlators [6, 7]. One may also compute the the cusp anomalous dimension
[8, 9, 10] by considering surfaces that end on continuous, but cusped contours at the
boundary of AdS. These quantities need to be regularized, and this is seen holographically
by the minimal surfaces stretching to the boundary of AdS and having infinite surface areas.
Also, one can investigate aspects of large spin or large R-charge operators [11, 12, 13, 14],
which are dual to the “spinning strings” living in the bulk of AdS, and having possible
profiles in the compact space as well. String vertex operator correlators for an AdS target
space have also been studied using minimal surfaces [15, 16, 17, 18, 19], and so one may
learn interesting features of string theories in non-trivial backgrounds. Finally, one may
also use these minimal surfaces to describe color ordered gluon scattering amplitudes [20]
using the dual piecewise lightlike Wilson loop.
There has been great progress made in the study of minimal surfaces in AdS due to
the integrability of both the classical sigma model that describes them [13, 14, 7], and the
descendent Pohlmeyer reduced theories [21, 22, 23, 24]. Integrability has also played an
important role in uncovering certain aspects of the gauge theory duals as well. For a good,
although lengthy, review of recent advances in these topics, see [25] and the accompanying
articles.
Here we study minimal surfaces in AdS, focusing on the Pohlmeyer reduced sigma
model describing minimal surfaces in AdS5. The Pohlmeyer reduction can be thought of as
a way of reducing the number of worldsheet fields by reducing to the physical modes. This
is done by specifying two directions of the spacetime using the worldsheet coordinates,
although, somewhat implicitly. The remaining modes are the “gauge fixed” degrees of
freedom, although the gauge fixing has been accomplished in a more subtle way than a
simple identification like “X0(τ, σ) = τ .”
For the symmetric cosets, like AdS, the classical sigma model is integrable, and in
the AdS5 case this has been show to descend to the reduced theory as well [23, 24] in
that they admit a zero curvature description, although, purely as a result of the reduction
procedure itself. Interestingly, the reduced theory for AdS3 is a generalized sinh-Gordon
model [27, 26], and the AdS4 case is a generalized affine-Toda (AT) model associated with
the Lie algebra so(5)1. The AT models can be thought of generalizations to Toda models
in the same way that the sinh-Gordon model is a generalization of the Liouville theory.
1we use lower case letters to denote Lie algebras, and capital letters to denote Lie groups
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While in the AdS5 case the Lax pair is valued in the Lie algebra so(6) = su(4), it was
shown in [23, 24] that the AdS5 case is not an AT model. This can be most easily seen
from the comments in [24], where they note that the different components of the “kinetic”
part of the Lax connection do not commute, which is in contrast to the affine-Toda models,
where the kinetic parts are based on the Cartan subalgebra of the underlying Lie algebra.
While these models appear to have some degrees of freedom removed, they in fact
contain almost all of the data needed to recover the minimal surfaces. We explain this
procedure for the AdS5 case. Given a solution to the Pohlmeyer reduced theory, one can
construct the Lax connection. Given this, one may use the six dimensional representation
of so(6) = su(4) and construct the Lax pair. Solving this linear problem gives a solution
for the 6 homogeneous coordinates of AdS5, hence furnishing a minimal area solution.
Next, we note that there is much that is known about Toda and related models. For
example, there exists a conformally extended version of the AT models, known as the
conformal-affine-Toda (CAT) models [28]. Further, the AT models can be understood as
conformally gauge fixed versions of the CAT models [29]. The CAT models have a Lax
formulation, where the Lax connection is valued in an affine Lie algebra: the affine extension
to the Lie algebra that the AT model is based on. The affine extension contains two more
Cartan generators, and likewise there are two additional field theoretic degrees of freedom.
In the AT model, the non-Cartan generators appearing in the Lax connection contain
generators associated with ± the simple roots (we denote these E±α(i)), as well as ± the
longest root (we denote this E±θ). When generalizing this to the CAT model, the generators
E±θ are promoted to generator associated with a simple root E±α(0) . This simple fact allows
for the Leznov-Savelev (LS) analysis to be used, basically because the holomorphic indexed
part of the lax connection (denoted A) has only positive ladder operators and Cartan
generators. The antiholomorphic indexed part of the Lax connection (denoted A¯) similarly
only has lowering ladder operators and Cartan generators. This allows one to find a set of
holomorphic and antiholomorphic functions that freely specify solutions (albeit formally),
given that a certain decomposition is allowed. The fact that only positive Ladder operators
and Cartan generators are present in A make highest weight states particularly important:
these states “ignore” the raising ladder operators, and are simultaneous eigenvectors under
the Cartan generators.
So, given this situation for the CAT models, one may wonder what parts of the CAT
model constructions can be carried out for the Pohlmeyer reduced AdS5 minimal surfaces.
First, the Pohlmeyer reduced AdS5 model’s Lax connection was shown to have a certain
algebraic structure in [23], with the associated Lie algebra being so(6) = su(4). Clearly,
one expects that there should be a conformally invariant model, given that the parent
sigma model is conformally invariant. This we address in section 2 of our current work: we
show that there exists a conformal extension with a Lax pair valued in the affine extension
to su(4) which we denote ŝu(4). Further, we show that the Z4 symmetry found in [24]
also has a good group theoretic meaning2, and so can be extended to act on the base Lie
algebra, and hence on the full affine Lie algebra. In fact, we show that this Z4 (along with
2it is a combination of rephasing by exponentiated Cartan generators and Weyl reflections
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a rephasing using the grading operator D = −L0) defines a subalgebra which we denote
sˆ4 ⊂ ŝu(4).
One may then ask if there is a similar structure to the Lax pair, and so one might be
able to carry out a LS-like analysis. In fact this is true, however, one must contend with
the fact that the kinetic terms of the connection are not diagonalizable, and so highest
weight states are not what is important. We find instead that instead the grade, defined
for us to be the D = −L0 “eigenvalue” of the operators in the affine Lie algebra, is the
important quantity (see the next subsection 1.1 for our conventions and notation for affine
Lie algebras). Hence, we will be concerned with highest grade states, rather than highest
weight states. These are simply the states related to the highest weight state by the
ladder operators in the base Lie algebra: the 0 grade ladder operators. We do indeed
find a modified (LS) analysis that works for writing down general (formal) solutions in
terms of holomorphic and antiholomorphic functions. Further, the modification given by
AdS3 and AdS4 models to the sinh-Gordon and AT so(5) models can be seen to not affect
the (LS) analysis (although this is quite trivial). Again, the LS analysis is predicated on
the existence of certain decompositions of the exponentiated elements of the algebra; the
associated “group.”
We give the following outline for the rest of the paper. For the reader who wishes to
skip the explanations in the text, we will give relevant equation numbers that will contain
the bulk of the results. We begin by offering a brief introduction to affine Lie algebras in
the next subsection 1.1. The reader familiar with these may simply look at equation (1.1)
and the enumerated list at the end 1.1. In section 2 we present the conformally extended
model. We give two presentations of the model: the first is more easily connected to the
usual presentation of CAT models, while the second is better suited for our purposes. The
results of this section needed for later are best presented in the Lax pair (2.28)-(2.32), or in
terms of the equations of motion and Lagrangian (2.34)-(2.39). We discuss the symmetries
of the Lax connection, and show that it is valued in a certain Z4-invariant subalgebra
of the full ŝu(4) subalgebra, which we denote sˆ4. This restriction to a subalgebra, for
our purposes, can be summarized in equations (2.56), (2.57) which gives the generator
structures allowed for grades −1, 0, 1. In section 3 we present our modification to the
LS proceedure, relying heavily on the fact that we are restricted to a subalgebra sˆ4, and
assuming that a certain decomposition of the exponentiated algebra is general. The results
of this analysis are best summarized by (3.46)-(3.48) with the use of definitions (2.31),
(3.5), and setting f∧ = f¯∧ = 0. We end with a discussion of our results in section 4. We
give 3 appendices as well: appendix A contains the fundamental representations of su(4)
which we will need the 4; appendix B shows how to obtain the model of section 2 via
a symmetry reduction of the general ŝu(4) model; and finally appendix C shows how to
dimensionally reduce the model, giving an interesting one dimensional integrable system
that, in principle, can furnish axisymmetric solutions that are minimal surfaces in AdS5.
1.1 Algebraic Preliminaries.
First we define the affine extension to the Lie algebra (see [30, 31]). We start with the
elements of a base Lie algebra A,B, ... along with the Lie bracket [, ]. We use the Lie
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bracket of this base algebra to define a new Lie bracket
[M ⊗ tm + αD + akˆ,N ⊗ tn + βD + bkˆ]
= [M,N ]⊗ tn+m + 〈M,N〉mδm,−nkˆ + αnN ⊗ tn − βmM ⊗ tm (1.1)
where n,m are integers and 〈, 〉 is the Cartan-Killing form 3. We see that D counts the
power of t, and kˆ is central. In what follows, we will truncate notation to
A⊗ tn ≡ An. (1.2)
We will need to define a notion of “transposing” the matrices in the affine case, and
for this we will need certain facts about the base Lie algebra relevant for our disussion:
so(6) = su(4), the Lie algebra associated with the A3 = D3 root lattice. This Lie algebra
is generated by the Cartan subalgebra H1,H2,H3 and a set of ladder operators E[i,j,k]
where i, j, k ∈ {−1, 0, 1} and i2 + j2 + k2 = 2. We will always use basis where ET[i,j,k] =
E[−i,−j,−k], HTi = Hi. Further, it should be noted that the choice of normalization makes
the Lie bracket simple (the structure constants are all ±1 or 0), and we normalize the
Cartan Killing form so that 〈Eα, E−α〉 = 1 for all α, and no other terms and appear
(〈Eα, Eβ〉 = 0 if β 6= −α). Further 〈Hi,Hj〉 = δi,j as well. Hence, we may write that
〈AT , BT 〉 = 〈A,B〉 for so(6) = su(4), and our conventions match that of [31] given that
we have α2 = 2 for all α. We note that D = −L0 of [31]. Now we construct a definition of
“transpose” consistent with the notion that it should satisfy
[M,N ]T = [N T ,MT ]. (1.3)
We use the definition
MT =
(
M ⊗ tm + αD + akˆ
)T
=MT ⊗ tm − αD − akˆ. (1.4)
This relation is actually a map from the Lie algebra to itself, since we are taking that
MT is still in the Lie algebra via ET[i,j,k] = E[−i,−j,−k], H
T
i = Hi. It is easy to check
that the definition of T satisfies (1.3), and further that the map M′ = −MT defines an
automorphism of the algebra4.
Another useful operation that we will need later on is
MO =
(
M ⊗ tm + αD + akˆ
)O
=M ⊗ t−m − αD − akˆ. (1.5)
One can see that
[M,N ]O = [MO,NO]. (1.6)
We have denoted this operation O because it denotes orientation reversing for the “loop
direction” of the loop algebra, and exchanges “winding” for “anti-winding.”
3we could normalize the term with kˆ on the right using any constant, but this simply comes down to
redefining the normalization of kˆ, or likewise using a different normalization for the Cartan-Killing form
4i.e. if [M,N ] = Q then [M′,N ′] = Q′.
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We take that the generators Em[i,j,k],H
n
i ,D, kˆ are to be regarded as real, and so complex
conjugation ∗ works only on the coefficients.
Finally, we may also see that there is the automorphism of the algebra H1,3 =
H1,3,H2 = −H2, E[i,j,k] = E[i,−j,k]. This is not generically a similarity transformation:
it maps one representation to the complex conjugate representation. We denote this by
an underbar, reserving overbars to denote a z¯ index. For the 6 of so(6) = su(4), this is a
similarity transformation, but for the 4, and other complex representations, it is not. In
fact, one can show that this map is the same as the map M′ = −MT up to a similarity
transformation.
Finally, to fix notation and naming conventions, we will note several terms that we
will use throughout the rest of the paper.
1. D: We will use the term “grade” to refer to the D eigenvalue. This will be for both for
the vector space on which representations work, as well as the generators themselves.
Hence, if a vector satisfied D | ψ〉 = m | ψ〉, then | ψ〉 is said to have grade m.
A generator at grade m is a generator M that satisfies [D,M] = mM, and so is
necessarily of the form M = M ⊗ tm. This gives that the base Lie algebra along
with D and kˆ are the grade 0 operators. Further, for highest weight representations,
the highest weight state will be fixed to have grade 0 unless otherwise stated. Thus,
the vectors related by grade 0 operators to the highest weight state are all “highest
grade” states, and fill out a single irreducible representation of the base Lie algebra.
2. Sometimes we will drop the 0 index on generators of the base Lie algebra. Henceforth,
any generators of the Lie algebra without a superscript are taken to be at grade 0.
3. 2H01 + H
0
2 = 2H1 + H2: We will use the term “base level” to refer to the level in
the base Lie algebra of a given generator. We will take the convention that α(1) =
[0, 1,−1], α(2) = [1,−1, 0], α(3) = [0, 1, 1] are the simple roots. In such a convention,
the base level is measured by the generator 2H1 + H2. Again, this terminology is
to be applied to both the algebra elements and to the states of a highest weight
representations, similar to the grade defined in item 1.
4. We recall the simple roots of the affine algebra are associated with the operators
E1[−1,−1,0], E
0
[0,1,−1], E
0
[1,−1,0], E
0
[0,1,1], where we have given them in α0, α1, α2, α3 order.
Given a simple Lie algebra a, we will refer to the affine extension as aˆ. Hence, the
algebra important for us is the ŝu(4) algebra.
5. We will refer to the “ladder level” in what follows. This is given by the total number
of simple ladder operators needed to make a given ladder operator. By definition, the
Cartan subalgebra has ladder level 0. The ladder level is measured by 4D+2H01+H02 .
This guarantees that the ladder level of the generators associated with the simple
roots E1[−1,−1,0], E
0
[0,1,−1], E
0
[1,−1,0], E
0
[0,1,1] all have ladder level 1. Again, we may apply
the terminology to to both states and generators, as in items 1 and 3.
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2. The conformally extended model.
2.1 The conformally extended model: first presentation.
Our first task is to show that the Pohlmeyer reduced sigma model describing minimal
surfaces in AdS5 admits a conformal extension. This is not too surprising given that
the original sigma model possess this symmetry. The question is how to implement this,
while retaining integrability, and this is answered by looking at Pohlmeyer reduced sigma
models for AdS3 and AdS4. These are both affine-Toda (AT) models, and the process for
conformally extending these models, given by the conformal-affine-Toda (CAT) models,
was presented in [28], and a number of interesting studies [32] (see also [33] for some
related models).
In the AT model, the generator associated with minus the longest root, E−θ, appears
in the holomorphic indexed component of the Lax connection (Az = A), summed with
the simple roots: e+ = E−θ +
∑
α simpleEα. In the CAT model this is promoted to
e′+ = E1−θ +
∑
α simpleE
0
α: in the affine Lie algebra this is the sum of the simple ladder
operators. Similar comments hold for the antiholomorphic indexed component (Az¯ = A¯) of
the Lax connection, although using instead eTO+ . In the Pohlmeyer reduced AdS5 theory,
the same set of generators E−θ +
∑
α simpleEα appears [23], and so one is tempted to
generalize the connection in the same way. This intuition is almost correct, and we define
instead
E+ = U(z)
(
E0[1,−1,0] + E
2
[−1,−1,0]
)
+ E0[0,1,−1] + E
0
[0,1,1] (2.1)
E− = U¯(z¯)
(
E0[−1,1,0] + E
−2
[1,1,0]
)
+ E0[0,−1,1] +E
0
[0,−1,−1] (2.2)
Eˆ = E−1[1,0,−1] − E1[−1,0,1] + E−1[1,0,1] − E1[−1,0,−1] (2.3)
and we further define
φ = φ1H
0
1 + φ2H
0
2 + ηD + (δ1H01 + δ2H02 + δ3H03 )η + νkˆ. (2.4)
The important point is to note is that [E+, Eˆ] = [E−, Eˆ] = 0, mimicking the same behavior
of the Pohlmeyer reduced AdS5 case, and further indicating why the generator E−θ is
promoted to E2−θ rather than E
1
−θ. This is done to avoid half integer D grades being
assigned to the generators in Eˆ. We also recall that φ1 is to be regarded as pure imaginary
to make contact with Euclidean AdS5 minimal surfaces [23].
The Lax connection for this enlarged system is given by
A = −∂φ+ λ√
2
eadφE+ +
1
2
∂Λ1
cosh2(φ1)
e−adφEˆ
A¯ = ∂¯φ+
1
λ
√
2
e−adφE− +
1
2
∂¯Λ1
cosh2(φ1)
eadφEˆ (2.5)
and the Lax pair is simply
∂Ψ(z, z¯;λ) = A(z, z¯;λ)Ψ (2.6)
∂¯Ψ(z, z¯;λ) = A¯(z, z¯;λ)Ψ. (2.7)
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We further take
δ1 = 1, δ2 =
1
2
, δ3 = 0 (2.8)
in (2.4). The choice for δ3 and δ1 is found necessary by the integrability condition for
the Lax connection written above. The choice of δ2, however, is simply a convenience,
and could be absorbed into shifts of the definitions of φ2. However, it has the virtue of
making the coefficient of η in φ a combination of the grade and base level operators, D
and 2H1+H2. Also note that the generator multiplying η in φ (H
0
1 +
1
2H
0
2 +D) commutes
with Eˆ: [
H01 +
1
2
H02 +D, Eˆ
]
= 0. (2.9)
Therefore, the action of adφ on Eˆ gives no contributions of η (similarly for [∂φ, Eˆ]).
The integrability condition for the Lax pair is (assuming Ψ is invertible)
∂¯A− ∂A¯+ [A, A¯] = 0. (2.10)
Writing out this field strength, we find
∂¯A− ∂A¯+ [A, A¯] = −2∂∂¯φ+ 1
2
∂¯
(
∂Λ1
cosh2(φ1)
)
e−adφEˆ − 1
2
∂
(
∂¯Λ1
cosh2(φ1)
)
eadφEˆ
− ∂Λ1
cosh2(φ1)
[
∂¯φ, e−adφEˆ
]
− ∂¯Λ1
cosh2(φ1)
[
∂φ, eadφEˆ
]
(2.11)
+
1
2
[
eadφE+, e
−adφE−
]
+
1
4
∂Λ1∂¯Λ1
cosh4(φ1)
[
e−adφEˆ, eadφEˆ
]
.
One may evaluate this easily because all commutation relations in su(4) are implied by the
explicit representation of appendix A, which in turn imply the commutation relations in
ŝu(4). Using this we may write out the equations of motion for the fields
−2∂∂¯φ1 + ∂Λ1∂¯Λ1
cosh4(φ1)
sinh(2φ1) + UU¯e
−2φ2 sinh(2φ1)eη = 0 (2.12)
−2∂∂¯φ2 +
(
e2φ2 − UU¯ cosh(2φ1)e−2φ2
)
eη = 0 (2.13)
−2∂∂¯η = 0 (2.14)
−2∂∂¯ν − sinh(2φ1) ∂Λ1∂¯Λ1
cosh4(φ1)
+ UU¯e−2φ1−2φ2+η = 0 (2.15)
1
2
∂¯
(
∂Λ1
cosh2(φ1)
)
eφ1 − 1
2
∂¯
(
∂¯Λ1
cosh2(φ1)
)
e−φ1
− ∂Λ1
cosh2(φ1)
e−φ1 ∂¯φ1 − ∂¯Λ1
cosh2(φ1)
eφ1∂φ1
=
−1
2 sinh(φ1)
(
∂
(
tanh2(φ1)∂¯Λ1
)
+ ∂¯
(
tanh2(φ1)∂Λ1
))
= 0 (2.16)
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where above we have already substituted in ∂∂¯η = 0 into other equations of motion. From
these expressions, a Lagrangian formulation is easily found to be
L = ∂φ1∂¯φ1 + ∂φ2∂¯φ2 + tanh2(φ1)∂Λ1∂¯Λ1 + 1
2
(
U(z)U¯ (z)e−2φ2 cosh(2φ1) + e2φ2
)
eη
+(∂ν∂¯η + ∂¯ν∂η) +
1
2
(
∂η(2∂¯φ1 + ∂¯φ2) + ∂¯η(2∂φ1 + ∂φ2)
)
. (2.17)
2.2 The conformally extended model: second, and preferred, presentation.
The reader not interested in the details of the transformation connecting the last presenta-
tion to the new presentation may simply proceed to equation (2.28)-(2.32) for the new Lax
pair, and (2.34)-(2.39) for the new equations of motion, which are just a field redefinition
of the above.
The above Lax pair is not the most symmetric presentation one can concoct. We
have presented it in the above way to make contact with previous work on the conformal
affine Toda model. One obtains the CAT model for the affine Lie algebra ŝo(5) by setting
Λ1 = constant: ŝo(5) has been embedded into ŝo(6) = ŝu(4) in the natural way except that
we are restricted to the even grade operators. Restricting the affine algebra to even grade
is finding an ŝo(6) subalgebra inside of ŝo(6); one then restricts to an ŝo(5) subalgebra of
this ŝo(6) subalgebra to find the CAT model associated with ŝo(5).
To motivate the following transformations, we simply note that the coefficient of η
appearing in φ is D+ (2H1+H2)/2. This operator treats all of the generators of E+ (E−)
identically, and we find [D+(2H1+H2)/2, E±] = ±1/2E±. Further [D+(2H1+H2)/2, Eˆ] =
0, suggesting certain shifts in the definition of the grading operator.
Keeping the above comment in mind, we perform some manipulations of the algebra
to make the presentation more symmetric. First, we note that we may redefine certain
generators. For example, we may define the new generators
Hˆ01 = H
0
1 + 2× κkˆ, Hˆ02 = H02 + κkˆ, Hˆ03 = H03 . (2.18)
Note that again we will be taking advantage of the combination “2H1 +H2,” explaining
the relative factor of 2 between the shifts by kˆ. Now, we note that
[Hˆ0i , [M]] = [H0i , [M]] (2.19)
because kˆ is central, and so the new and old H0i generators are equivalent when appearing
in commutators. However, they are different when they appear as a result of a commutator.
Note that the only time that H0i shows up on the right hand side is when we are dealing
with a commutator of the following form[
Em[i,j,k], E
−m
[−i,−j,−k]
]
= iH01 + jH
0
2 + kH
0
3 +m〈E[i,j,k], E[−i,−j,−k]〉kˆ. (2.20)
which we may rewrite[
Em[i,j,k], E
−m
[−i,−j,−k]
]
(2.21)
= iHˆ01 + jHˆ
0
2 + kHˆ
0
3 +
(
− [2κi + κj]〈E[i,j,k], E[−i,−j,−k]〉
+m
)
〈E[i,j,k], E[−i,−j,−k]〉kˆ.
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Above, the appearance of the Cartan-Killing form in the denominator may be ignored
because 〈E[i,j,k], E[−i,−j,−k]〉 = 1, and so we find[
Em[i,j,k], E
−m
[−i,−j,−k]
]
= iHˆ01 + jHˆ
0
2 + kHˆ
0
3 + (− [2κi+ κj] +m) 〈E[i,j,k], E[−i,−j,−k]〉kˆ
= iHˆ01 + jHˆ
0
2 + kHˆ
0
3 +
(
κ〈−[(2H1 +H2), E[i,j,k]], E[−i,−j,−k]〉+m〈E[i,j,k], E[−i,−j,−k]〉
)
kˆ.
(2.22)
In fact, one may rewrite the entire algebra in terms of the above rules finding that
[M ⊗ tm + αD + akˆ,N ⊗ tn + βD + bkˆ]
= [M,N ]⊗ tn+m + (−κ〈[2H1 +H2,M ], N〉 +m〈M,N〉)δm,−nkˆ
+αnN ⊗ tn − βmM ⊗ tm (2.23)
because the only place that the new term appears is in commutators of the form already
explored (2.20). This is because if M and N are cartan generators, then the commutator
vanishes (they are base level 0), and in cases of missmatched ladder operators, the Cartan-
Killing form returns 0. This is obviously just some rewriting of the affine Lie algebra we
started with.
One may redefine more generators as well. We will be concerned with the shift
Dˆ = D + κ′ (2H01 +H02) . (2.24)
Now, because D does not appear as the result of any commutator, and we leave the def-
initions of H01 and H
0
2 fixed, we must simply see what the effect is when Dˆ appears in a
commutator. Let us consider a general generator of the base Lie algebra Mp of base level
p. We find that
[Dˆ,Mmp ] = (m+ κ′p)Mmp (2.25)
and we define a new index for such operators m′ = m+ κ′p. The algebra becomes
[Mm
′
p , N
n′
q ] = [Mp, Nq]
m′+n′+(−κp〈Mp, Nq〉+(m′−κ′p)〈Mp, Nq〉)δm′−κ′p,−n′+κ′qkˆ. (2.26)
In the first part of the above equality, the condensed notation [Mp, Nq]
m′+n′ means to
evaluate [Mp, Nq] in the base Lie algebra, and then add the tensor product with t to the
power given by m′ + n′. This works exactly because levels add in the commutator: ifMp is
level p and Nq is level q, then [Mp, Nq] is level p+ q. Further, the inner products 〈Mp, Nq〉
are only non zero when p = −q, and so δm′−κ′p,−n′+κ′q = δm′,−n′ when multiplying this
term. So, now modifying the algebra a second time, we find
[M ⊗ tm′ + αDˆ + akˆ,N ⊗ tn′ + βDˆ + bkˆ]
= [M,N ]⊗ tn′+m′ + ((−κ− κ′)〈[2H1 +H2,M ], N〉 +m′〈M,N〉)δm′ ,−n′kˆ
+αn′N ⊗ tn′ − βm′M ⊗ tm′ . (2.27)
We can immediately see from the above discussion that the relevant factor for us is κ′ = 12 ,
so that the Dˆ is the generator multiplying η in the original presentation of the model.
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Then, to make the algebra as simple as possible, we take κ = −12 . We then rescale Dˆ
by 2 and scale η by 12 so that we get integer grade associated with all of the generators
and further, we must rescale the kˆ operator by 1/2 so that the coefficient appearing as the
result of a commutator is an integer. We then shift the definition of ν to absorb the factors
of φi that come from the redefinitions of the H
0
i , and further rescale this ν by 2 to absorb
the rescaling of kˆ to make the Lax connection look simple. We will then drop all of the
notation introduced to denote the shifted generators and fields.
This all has a very simple effect. First, we define the new generators
E+ = U(z)
(
E1[1,−1,0] + E
1
[−1,−1,0]
)
+ E1[0,1,−1] + E
1
[0,1,1] (2.28)
E− = U¯(z¯)
(
E−1[−1,1,0] + E
−1
[1,1,0]
)
+ E−1[0,−1,1] +E
−1
[0,−1,−1] (2.29)
Eˆ = E0[1,0,−1] − E0[−1,0,1] + E0[1,0,1] − E0[−1,0,−1] (2.30)
again satisfying [E+, Eˆ] = [E−, Eˆ] = 0, and which again are related to the old generators
simply by the new labeling scheme. Further, after the above transformations, the field φ
becomes
φ = φ1H
0
1 + φ2H
0
2 + ηD + νkˆ. (2.31)
and the new Lax connection for our system is given exactly as before
A = −∂φ+ λ√
2
eadφE+ +
1
2
∂Λ1
cosh2(φ1)
e−adφEˆ
A¯ = ∂¯φ+
1
λ
√
2
e−adφE− +
1
2
∂¯Λ1
cosh2(φ1)
eadφEˆ. (2.32)
We stress here that the redefinition of D,m and H0i , kˆ has resulted in no change to the
definition of the algebra, and so we find
[M ⊗ tm + αD + akˆ,N ⊗ tn + βD + bkˆ]
= [M,N ]⊗ tn+m + 〈M,N〉mδm,−nkˆ + αnN ⊗ tn − βmM ⊗ tm. (2.33)
In this way, the redefinitions can almost be thought of as an automorphism of the algebra:
however, we should be careful to note that we have again redefined the grade indices to
be integer valued by scaling some operators. A final note is in order: above, the spectral
parameter λ appears always as λnEnα, and so the power of λ matches the grade of the
operator it multiplies. Hence, it may be gauged completely away. Any change to the
phase or scale of λ may be accomplished by conjugation with exp(iθD) exp(ρD). Hence
any transformation of λ may actually be accounted for in a “group theoretic” way using
D.
Next, one should note that we have absorbed the factors of kˆ that came from shifting
the H0i by changing the definition of ν above: this will change its equation of motion, but
by a simple field redefinition. There was also the rescaling of η above that changes the η
equation of motion as well, but again by a simple field redefinition.
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For completeness, we write down the equations of motion, and find
−2∂∂¯φ1 + ∂Λ1∂¯Λ1
cosh4(φ1)
sinh(2φ1) + UU¯e
−2φ2 sinh(2φ1)e2η = 0 (2.34)
−2∂∂¯φ2 +
(
e2φ2 − UU¯ cosh(2φ1)e−2φ2
)
e2η = 0 (2.35)
−2∂∂¯η = 0 (2.36)
−2∂∂¯ν + UU¯e−2φ2+2η cosh(2φ1) + e2φ2+2η = 0 (2.37)
1
2
∂¯
(
∂Λ1
cosh2(φ1)
)
eφ1 − 1
2
∂¯
(
∂¯Λ1
cosh2(φ1)
)
e−φ1
− ∂Λ1
cosh2(φ1)
e−φ1 ∂¯φ1 − ∂¯Λ1
cosh2(φ1)
eφ1∂φ1
=
−1
2 sinh(φ1)
(
∂
(
tanh2(φ1)∂¯Λ1
)
+ ∂¯
(
tanh2(φ1)∂Λ1
))
= 0 (2.38)
which follows from the action
L = ∂φ1∂¯φ1 + ∂φ2∂¯φ2 + tanh2(φ1)∂Λ1∂¯Λ1 + 1
2
(
U(z)U¯ (z)e−2φ2 cosh(2φ1) + e2φ2
)
e2η
+(∂ν∂¯η + ∂¯ν∂η). (2.39)
It is clear that the above action and equations of motion are simply a field redefinition from
the last section, obtained by shifting ν and then rescaling ν and η, and it is now obvious
exactly how to do this.
In either presentation of the model, it is clear that U and U¯ can be absorbed into a
shift of η and φ2. This has the interesting effect that models with different U are related
simply by different solutions to the same equations.
Further, after removing U and U¯ , we see that the remaining model is conformally
invariant. Under the transformation
z = f(z′), z¯ = f¯(z¯′) (2.40)
the fields map in a simple way
φi(z, z¯) = φ
′
i(z
′, z¯′), Λ1(z, z¯) = Λ′1(z
′, z¯′)
η(z, z¯) = η′(z′, z¯′)− 1
2
(
ln(∂z′f) + ln(∂z¯′ f¯)
)
, (2.41)
ν(z, zb)→ ν ′(z′, z¯′)− c
2
(
ln(∂z′f)− ln(∂z¯′ f¯)
)
where c is arbitrary.
Finally, we may relate the above conformal symmetry to the original conformal sym-
metry of the sigma model. We may shift φ2 by φ2 = φ
′
2− η. Plugging this in to the action
with Us removed (and then removing the prime from the new φ2), we find
L = ∂φ1∂¯φ1 + ∂φ2∂¯φ2 + tanh2(φ1)∂Λ1∂¯Λ1 + 1
2
(
e4ηe−2φ2 cosh(2φ1) + e2φ2
)
+(∂ν∂¯η + ∂¯ν∂η)− (∂φ2∂¯η + ∂η∂¯φ2) + ∂η∂¯η. (2.42)
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In this presentation, e4η plays the role of UU¯ . The modified conformal symmetry is easy
to read as
φi(z, z¯) = φ
′
i(z
′, z¯′)− δi2 1
2
(
ln(∂z′f) + ln(∂z¯′ f¯)
)
,
Λ1(z, z¯) = Λ
′
1(z
′, z¯′)
η(z, z¯) = η′(z′, z¯′)− 1
2
(
ln(∂z′f) + ln(∂z¯′ f¯)
)
, (2.43)
ν(z, zb)→ ν ′(z′, z¯′)− c
2
(
ln(∂z′f)− ln(∂z¯′ f¯)
)
.
Note that this says that e2φ2 is weight (1, 1). This is exactly the assignment coming from the
original identification in the sigma model (using our earlier conventions [23]) ∂Y ·∂¯Y ≡ e2φ2
where Y I are the homogeneous coordinates of AdS5. Further, we see that e
8η is weight
(4, 4). We recall the definitions of [23] ∂2Y · ∂2Y ≡ U2, and ∂¯2Y · ∂¯2Y ≡ U¯2. Hence, we
find that e8η is playing the role of U2U¯2 = ∂2Y · ∂2Y ∂¯2Y · ∂¯2Y which is indeed a (4, 4)
worldsheet field.
2.3 Symmetries of lax connection and a subalgebra.
We have now converted the above Lax pair into a suitable form. We shall now explore
some of its interesting transformation properties. First we construct a Z4 transformation
already found in [24]. We will use the explicit 4× 4 representation of the matrices given in
the appendix to explore it’s action on the base Lie algebra. First, define the matrix
C =


0 0 0 −1+i√
2
0 0 1+i√
2
0
0 1−i√
2
0 0
−1−i√
2
0 0 0

 . (2.44)
We will use the matrix C to perform a similarity transformation of the base Lie algebra.
We will use a loose notation where we will denote the element C−1MC ⊗ tm = C−1MmC:
this, by definition, has no action on D or kˆ. Recall that the transformation MT has been
defined so as to fit the relation (1.3): because we have mapped the algebra into itself, we
use the same definition on the new generators. However, this transformation is specific to
the 4 representation of the base Lie algebra. Highest weight representations of the affine
Lie algebra always contain different representations of the base Lie algebra at each grade.
Hence, we must come up with some group theoretic meaning to this transformation, and we
do this below, showing that this Z4 action can always be constructed for any representation,
and has a specific group theoretic meaning.
First, we explore the action of C (along with the transpose) on the base lie algebra,
and see that this acts as the replacements
C−1HTi C = −Hi i = 1, 2, C−1HT3 C = H3, C−1(eadφE+)TC = ieadφE+,
C−1(e−adφE−)TC = −ie−adφE−, C−1(e±adφEˆ)TC = −e±adφEˆ (2.45)
where we have simply dropped the superscripts to project the generators into the base Lie
algebra.
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Next, to help identify C, we note another Z4 action given by conjugation by
Ch = e
−ipi
2
(2H1+H2). (2.46)
This mapping can in fact be used on the entire affine Lie algebra because it is well defined
for all representations. Using Ch, we find the mapping acts as
C−1h HiCh = Hi i = 1, 2, 3, C
−1
h DCh = D, C−1h kˆCh = kˆ (2.47)
C−1h E+Ch = iE+, C
−1
h E−Ch = −iE−, C−1h EˆCh = −Eˆ (2.48)
(we may include or ignore the adφ because the Hi commute with these generators). This is
easy to check because 2H1+H2 is the level operator. The base level of the matrices in E+
are all 1 or −3 which are congruent modulo 4. Similarly, E− = ET+ is constructed using
the transposed matrices: i.e. those that are base level −1 or 3. Finally, Eˆ is constructed
using matrices that are base level 2 or −2, which are again congruent modulo 4. Clearly Ch
works this way for any representation of the Lie algebra, and so it’s action is well defined
on the entire affine Lie algebra as well.
We are now in a position to identify C. We find that C = CW12Ch where CW12 is a
matrix that performs aWeyl reflection: it takes E[i,j,k] → E[−i,−j,k]. This is accomplished by
reflecting the through the plane orthogonal to [1,−1, 0] first (taking [i, j, k] → [j, i, k]) and
then reflecting through the plane orthogonal to [1, 1, 0] (taking [i, j, k] → [−j,−i, k]). We
accomplish this mapping by a similarity transformation, CW12 , and the must also takeH1 →
−H1,H2 → −H2,H3 → H3. This essentially undoes the transpose for the generators Ei,j,k
because nowhere does H3 appear in the adφ action, which means that the matrices E[i,j,k]
and E[i,j,−k] get dressed with the same exponential factors of the fields. This translates into
the fact that E[i,j,k]+E[i,j,−k] →T E[−i,−j,−k]+E[−i,−j,k] →CW12 E[i,j,−k]+E[i,j,k]. This then
clarifies the structure of this Z4 symmetry generated by C: it is the combination of a Weyl
reflection and the Z4 generated by Ch. This also shows that such a Z4 is present using
any representation, because any Weyl reflection can always be implemented as a similarity
transformation, and Ch is defined in any representation. Hence, the transformation
A′ = C−1ATC, A¯′ = C−1A¯TC (2.49)
in fact makes sense in any representation. This means that these transformations make
sense at the level of the base Lie group, or as an automorphism of the algebra, and so can
be defined on the entire affine Lie algebra as an action of the base Lie group. Another way
of thinking about this is that Ch may be trivially extended to act on the full affine Lie
algebra because it is a base group element, and the base Weyl reflections are a subset of
the Weyl reflections available in the affine Lie algebra. Thus, we can define an action of
the base Lie algebra on the whole affine Lie algebra, along with the action of T as
C−1HTi C = −Hi i = 1, 2, C−1HT3 C = H3, C−1DTC = −D, C−1kˆTC = −kˆ,
C−1(eadφE+)TC = ieadφE+, (2.50)
C−1(e−adφE−)TC = −ie−adφE−, C−1(e±adφEˆ)TC = −e±adφEˆ
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where above all the generators are understood to be in the full affine Lie algebra.
There are other generators one may wish to consider as well, for example
CU (θ) = e
−i(D)θ (2.51)
for any θ. This acts as
CU (θ)
−1HiCU (θ) = Hi, CU (θ)−1DCU (θ) = D, CU (θ)−1kˆCU (θ) = kˆ (2.52)
CU (θ)
−1E+CU (θ) = eiθE+, CU (θ)−1E−CU (θ) = e−iθE−, CU (θ)−1EˆCU (θ) = Eˆ
(again ignoring the adjoint action because D commutes with φ) using the presentation
(2.28), (2.29), (2.30) and so acts as a continuous U(1) symmetry shifting the phase of the
spectral parameter λ. This can be used to account for the extra factors of i appearing in
the Z4 appearing above.
Therefore, we may now combine these two symmetries to find that the Lax connection
obeys
P (A(λ)) ≡ C−1
(
− [CU (pi/2)−1A(λ)CU (pi/2)]T)C = A(λ),
P (A¯(λ)) ≡ C−1
(
− [CU (pi/2)−1A¯(λ)CU (pi/2)]T)C = A¯(λ). (2.53)
This is now a purely algebraic statement: it in fact defines a subalgebra of the full ŝu(4)
algebra. This is easy to see because if M and N are members of the affine lie algebra
satisfying P (M) =M,P (N) = N then if Q = [M,N ], then
Q = [M,N ] = [P (M), P (N)] = P (Q) (2.54)
and so Q = P (Q) for any resultant commutator of the restricted elements P (M) = M :
the restriction closes under the Lie bracket and defines a subalgebra. This fact will prove
crucial in the Leznov-Saveliev analysis in the next section.
One may, in addition to the above, require that
C−1U (θ)A
(
e−iθλ
)
CU (θ) = A (λ) . (2.55)
This is a U(1) that guarantees that the grade of an operator also denotes the power of the
spectral parameter that multiplies it. Given these two symmetries, the general ŝu(4) Lax
connection can be reduced to the form (2.28)-(2.32), (along with a reality condition) which
we do in the appendix B.
In what follows, it will be important to know the general generator structure allowed
at each grade, given the restriction P (M) =M . For the first few grades, this is given by
grade 0 ∼
[
H01 ,H
0
2 ,D, kˆ, Eˆ, E˜
]
grade 1 ∼
[
E1[1,−1,0], E
1
[0,1,−1] + E
1
[0,1,1], E
1
[−1,−1,0], E
1
[0,−1,−1] − E1[0,−1,1]
]
(2.56)
grade −1 ∼
[
E−1[−1,1,0], E
−1
[0,−1,1] + E
−1
[0,−1,−1], E
−1
[1,1,0], E
−1
[0,1,1] − E−1[0,1,−1]
]
.
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where the terms in brackets are the various operators allowed at the prescribed grade. We
have defined a new convenient generator structure
E˜ = E0[1,0,−1] + E
0
[−1,0,1] + E
0
[1,0,1] + E
0
[−1,0,−1] (2.57)
which will become important in the next section. Further, for future reference, we will
name this algebra
sˆ4 =
{
A ∈ ŝu(4)|P (A) = A
}
. (2.58)
3. Modified Leznov-Saveliev analysis
We are now in a position to consider a Leznov-Saveliev (LS) analysis [34], see also [35]
for a complete discussion of this technique applied to the conformal-Toda (CT) models
(given by the AT models by removing the generators associated with ±θ, the longest root).
The results of this section will be somewhat more speculative because they depend on the
existence of a “group” associated to the affine Lie algebra, quite similar to the CAT case [28]
(see also [33]). It may seem that we have depended on these in the last section, however,
we have mainly used the group elements as a crutch to produce certain effects at the level
of the algebra, and so the results of the last section depend only on automorphisms of the
algebra. Further, the LS analysis will depend on some decompositions of the “group” being
available, which we will see as we proceed.
We stress that we will be using the presentation (2.28)- (2.32), resulting in equation
of motion (2.34)-(2.38) henceforth.
Before proceeding to the LS analysis, we need to make one comment about the struc-
ture of the differential equation we are trying to solve. The equation of motion for Λ1 is
given by a conservation law
∂(tanh2(φ1)∂¯Λ1) + ∂¯(tanh
2(φ1)∂Λ1) = 0. (3.1)
In two dimensions, conservation laws are equivalent to the vanishing of a U(1) field strength.
This means that the above may be written in terms of a “pure gauge” condition, i.e. it is
equivalent to the local existence of a scalar function Λ2 satisfying
tanh2(φ1)∂Λ1 = ∂Λ2, tanh
2(φ1)∂¯Λ1 = −∂¯Λ2. (3.2)
3.1 The form of the solution.
Now we turn to the full LS analysis. The equations of motion are given by the zero
curvature condition
∂¯A− ∂A¯+ [A, A¯] = 0, (3.3)
and so the solution must be pure gauge
A = −T−1∂T, A¯ = −T−1∂¯T. (3.4)
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In the usual LS analysis, one introduces a decomposition based on φ in the next step.
However, recall that we have more interesting kinetic terms which need to be treated on
similar footing. Therefore, we introduce the algebra elements
Λ+ =
Λ1 + Λ2
2
Eˆ, Λ− =
Λ1 − Λ2
2
Eˆ. (3.5)
Now, given this, we consider a decomposition of T as
T = g1e
−Λ−eφ, (3.6)
which is completely general, given that as of now g1 is a general exponentiated algebra
element. This gives that
−T−1∂T = −∂φ+ e−φ∂Λ−eφ − e−φeΛ−g−11 ∂g1e−Λ1eφ
= −∂φ+ ∂Λ1
2 cosh2(φ1)
e−adφEˆ − e−φeΛ−g−11 ∂g1e−Λ1eφ (3.7)
where we have used ∂Λ2 = tanh
2(φ1)∂Λ1 to eliminate ∂Λ2. Note that the first two terms
agree with the derivative terms of A appearing in (2.32). Hence, equating with A we find
that
−g−11 ∂g1 =
1√
2
e−Λ−e2φE+e−2φeΛ− . (3.8)
Note that E+ is positive grade, and φ and Λ− are grade 0. Therefore, the operator appear-
ing on the right hand side of the above equation is zero when applied to any highest grade
state. This is the first indication of how to modify the LS analysis for the model at hand:
we will be concerned with the grade in the algebra, rather than the ladder level. Hence we
see that
∂(g1 | µ〉) = (∂g1) | µ〉
= −g1 1√
2
e−Λ−e2φE+e−2φeΛ− | µ〉 = 0, (3.9)
for | µ〉 a constant highest grade state. Therefore g1 | µ〉 is an antiholomorphic vector.
Now we will comment ont the decomposition that we need to assume. We note that
the sˆ4 algebra can be decomposed into three subalgebras, depending on the grade of the
operators. We will call these N− for those operators with grade less than 0, N0 to be those
operators with grade 0, N+ to be those operators with grade greater than 0: clearly each
of these are subalgebras because the grade adds in the commutator. It is also clear that
sˆ4 = N− ⊕N0 ⊕N+, (3.10)
which descends to the universal enveloping algebra in a particular way. We assume that
the above decomposition allows for an arbitrary group element g to be decomposed as
g = N0N−N+ (3.11)
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whereNi ∈ exp(Ni). Note that if one could prove such a theorem, one could in principle put
the factors in any order, as there is no real distinction between positive and negative grade5.
We note that to move and commuting N0 around is trivial because N
−1
0 N±N0 = N±,
though the exact representative from this subalgebra generically changes. Hence, we assume
that every group element g admits the decompositions
g = N0N−N+ = N ′0N
′
+N
′
− (3.12)
as well as others where the N0 term appears in any order. The usual NS analysis relies
on an analogous decomposition, only using the ladder level as the separation between the
various Ni. There is an obvious connection to this and the original presentation of the
model, restricted to even grade, and so removing the Λ1 term from the discussion.
We now proceed further, and take the decomposition
g1 =M−N+ (3.13)
where N+ is a member of exp(N+), and M− is the exponential of negative and zero grade
operators (the first part of the decomposition (3.11)). It is clear that N+ | µ〉 =| µ〉 if | µ〉
is highest grade. One may immediatly guess that M− is antiholomorphic, which one can
show by expanding out (3.8) as
−M−1− ∂M− = ∂N+N−1+ +
1√
2
N+e
−Λ−e2φE+e−2φeΛ−N−1+ (3.14)
and noting that the left hand side is made of operators at grade 0 or less, while the right
hand side is made of operators at grade 1 or more. Therefore, we conclude that
−M−1− ∂M− = 0 (3.15)
and so M− is antiholomorphic. One may similarly set −T−1∂¯T = A¯ using the above
decompositions and show that
−M−1− ∂¯M− = ∂¯N+N−1+ + 2N+e−Λ−∂φeΛ−N−1+
+
(1− tanh2(φ1))
2
N+e
−Λ−e2φEˆe−2φeΛ−N−1+
−(1 + tanh
2(φ1))
2
N+EˆN
−1
+ +
1√
2
N−1+ E−N+ (3.16)
where in writing the above we have made use of the fact that [E+, Eˆ] = 0→ [E+,Λ±] = 0.
Equation (3.16) is difficult to read except for one interesting feature: the right hand side
5It is convention of the sign of the D operator. Conversely, one can argue that given one ordering (3.11),
then the other form must also be available if one asserts that the inverse of an arbitrary “group element”
is also an arbitrary group element. The inverse reverses the order of the Ni, but then the N0 may be
brought though, replacing N± = exp(n±) by N± = exp(N
−1
0 n±N0) (with n± ∈ N±). It is clear that
N−10 n±N0 ∈ N±.
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has operators with grade -1 or greater. The grade -1 operator is simply (1/
√
2)E−, and so
we may read that
−M−1− ∂¯M− = ∂¯h¯1(z¯)H01 + ∂¯h¯2(z¯)H02 + ∂¯g¯D(z¯)D + ∂¯g¯kˆ(z¯)kˆ
+f¯∧(z¯)Eˆ + f¯(z¯)E˜ +
1√
2
E− (3.17)
where we have simply written out the arbitrary algebra element at grade 0 in sˆ4 with
arbitrary holomorphic functions. The partial derivatives appearing on functions are for
later convenience. Hence, the solution of the above differential equation is a path ordered
exponential, however, it is a one dimensional path ordered exponential. To simplify, one
can define
Q¯00 = exp(−h¯iH0i − g¯DD − g¯kˆkˆ)
Q¯01 = P exp
(∫
dz¯Q¯00[f¯∧(z¯)Eˆ + f¯(z¯)E˜]Q¯−100
)
(3.18)
Q¯− = P exp
(∫
dz¯Q¯01Q¯00
1√
2
E−Q¯−100 Q¯
−1
01
)
with P denoting path ordering. This gives one way of denoting the solution as
M− = Q¯−Q¯01Q¯00 (3.19)
which is useful in that it explicitly gives the dependence on the functions multiplying the
Cartan subalgebra of ŝu(4). We will use this to identify the coefficient gD later.
Now we go back to the original element T , and instead define a new decomposition
T = g2e
Λ+e−φ. (3.20)
using this decomposition, one similarly finds that
∂¯g−12 g2 =
1√
2
eΛ+e−2φE−e2φeΛ+ . (3.21)
This gives that 〈µ | g−12 is a holomorphic vector, given that 〈µ | is the Hermitian conjugate
of a highest grade state (i.e. all negative grade operators operating to the left on 〈µ |
annihilate this state). Again, we assume a decomposition, however now of the form
g2 =M+N− (3.22)
with N− ∈ exp(N−) and M+ is is the exponential of positive and zero grade operators.
Using the same steps as above, we find that
−M−1+ ∂¯M+ = ∂¯N−N−1− +
1√
2
N−e−Λ+e−2φE−e2φeΛ+N−1− (3.23)
and so comparing grades we see that M−1+ ∂¯M+ = 0 and so M+ is holomorphic. Also,
completely analogously we see that
∂M−1+ M+ = −M−1+ ∂M+ = ∂N−N−1− − 2N−e−Λ+∂φeΛ+N−1−
+
1− tanh2(φ1)
2
∂Λ1N−e−Λ+e−2φEˆe2φeΛ+N−1−
−1 + tanh
2(φ1)
2
∂Λ1N−EˆN−1− +
1√
2
N−E+N−1− . (3.24)
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Again, by examining the grade of each operator, we see that the above equation implies
that
∂M−1+ M+ = ∂h1(z)H1 + ∂h2(z)H2 + ∂gD(z)D + ∂gkˆkˆ
+f∧(z)Eˆ + f(z)E˜ +
1√
2
E+. (3.25)
Again, we may take this and write
Q00 = exp(hiHi + gDD + gkˆkˆ)
Q01 = R exp
(∫
dz¯Q¯−100 [f∧(z¯)Eˆ + f(z¯)E˜]Q¯00
)
(3.26)
Q+ = R exp
(∫
dz¯Q¯−101 Q¯
−1
00
1√
2
E−Q¯00Q¯01
)
(where R denotes reverse path ordering) so that we may write
M−1+ = Q00Q01Q+. (3.27)
Finally, we see that by requiring T−1T = 1 that we can find
g−12 g1 = e
−Λ+e−2φeΛ− ≡ E . (3.28)
Rewriting, we see that
N−1− M
−1
+ M−N+ = e
−Λ+e−2φeΛ− ≡ E . (3.29)
Again, we can see the assumed decomposition in the above: M−1+ M− is some general group
element, which we assume can be decomposed as M−1+ M− = N−N0N
−1
+ , and so N+ and
N− simply play the role of the matrices necessary to bring M−1+ M− to an exponentiated
grade 0 operator.
We may already identify some of the degrees of freedom using (3.29). First, note that
∂∂¯η = 0 and so we decompose η as
2η = η+(z) + η−(z¯). (3.30)
We may take (3.29) and take it’s expectation value between two highest grade vectors (with
non zero D eigenvalues), in which case
〈µ′ |M−1+ M− | µ〉 >= 〈µ′ | e−Λ+e−2φeΛ− | µ〉. (3.31)
Hence, on the left there are exponentials of D coming from Q00 and Q¯00 using expressions
(3.19) and (3.27). Since D may not be produced by commutators, these exponential factors
may simply be equated. Thus, we find that
η−(z¯) = g¯D(z¯), η+(z) = −gD(z). (3.32)
– 19 –
3.2 Extracting the remaining functions.
We now will proceed to write down the form of the solutions. Note that we have the set
of fields φ1, φ2,Λ1,Λ2 and ν left to find, while the degrees of freedom associated with η
have already been accounted for. It will prove sufficient to consider only one irreducible
representation of the ŝu(4) algebra, namely the representation with 4 highest grade states,
in Dynkin notation the (1, 0, 0, 0) representation, where the first 3 entries are the weights
that are dual to the simple roots of the base Lie algebra. Restricting to the highest grade
states, the generators of the form M ⊗ t0 are given by a 4 representation when acting on
these states. Henceforth, we shall also assume that the D eigenvalue of these highest grade
states is 0 (this is merely a convention). This is in fact a fundamental representation, and
it is required to have kˆ eigenvalue 1 because all of the comarks su(4) are all 1 (see [31]).
We therefore find it convenient to explore the 4 representation of the su(4) Lie algebra,
which we give explicitly in appendix A. In this representation, we find that
Eˆ =


0 0 −1 0
0 0 0 −1
1 0 0 0
0 1 0 0

 . (3.33)
We will find it convenient to use eigenvectors of Eˆ in this representation
| 1〉 = 1√
2


1
0
−i
0

 , | 2〉 = 1√2


0
1
0
−i


| 3〉 = 1√
2


1
0
i
0

 , | 4〉 = 1√2


0
1
0
i

 (3.34)
satisfying
Eˆ | 1〉 = i | 1〉, Eˆ | 2〉 = i | 2〉, Eˆ | 3〉 = −i | 3〉, Eˆ | 4〉 = −i | 4〉
〈1 | Eˆ = 〈1 | i, 〈2 | Eˆ = 〈2 | i, 〈3 | Eˆ = 〈3 | (−i), 〈4 | Eˆ = 〈1 | (−i) (3.35)
where as usual 〈k |= (| k〉)†. Other operators that we will need include E˜:
E˜ | 1〉 = i | 3〉, E˜ | 2〉 = i | 4〉, E˜ | 3〉 = −i | 1〉, E˜ | 4〉 = −i | 2〉
〈1 | E˜ = 〈3 | (−i), 〈2 | E˜ = 〈4 | (−i), 〈3 | E˜ = 〈1 | (i), 〈4 | E˜ = 〈2 | (i) (3.36)
and H1
H1 | 1〉 = 1/2 | 3〉, H1 | 2〉 = 1/2 | 4〉, H1 | 3〉 = 1/2 | 1〉, H1 | 4〉 = 1/2 | 2〉
〈1 | H1 = 〈3 | 1/2, 〈2 | H1 = 〈4 | 1/2, 〈3 | H1 = 〈1 | 1/2, 〈4 | H1 = 〈2 | 1/2
(3.37)
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and H2
H2 | 1〉 = 1/2 | 1〉, H2 | 2〉 = −1/2 | 2〉, H2 | 3〉 = 1/2 | 3〉, H2 | 4〉 = −1/2 | 4〉
〈1 | H2 = 〈1 | 1/2, 〈2 | H2 = 〈2 | (−1/2), 〈3 | H2 = 〈3 | 1/2, 〈4 | H2 = 〈4 | (−1/2).
(3.38)
Now, given the above relations in the base lie algebra, it is clear how to extend this to
the full affine Lie algebra. We will use the same notation as the above to denote the highest
grade states in the (1, 0, 0, 0) representation, however, we have the additional information
kˆ | i〉 =| i〉, 〈i | kˆ = 〈i |, D | i〉 = 0, 〈i | D = 0, (3.39)
and of course the ladder operators Enα | i〉 = 0 for n ≥ 1. The lowering operators with
negative grade are well defined, but we will not have to use these in what follows. Hence,
we know a certain subspace of states in the affine Lie algebra, namely the highest grade
states of the (1, 0, 0, 0) representation.
Next, we introduce a notation
〈i |M−1+ M− | j〉 = 〈i | E | j〉 = 〈i | e−Λ+e−2φeΛ− | j〉 ≡ 〈ij〉. (3.40)
Note that the left hand most expression is the easiest to take derivatives of, given that
M−1+ is holomorphic and satisfies the differential equation given in (3.25), and M− is
antiholomorphic, and satisfies the differential equation (3.17).
We may quickly find all of the fields using the above notation
〈11〉 = e−iΛ2e−2νe−φ2 cosh(φ1), 〈13〉 = −e−iΛ1e−2νe−φ2 sinh(φ1)
〈31〉 = −eiΛ1e−2νe−φ2 sinh(φ1), 〈33〉 = eiΛ2e−2νe−φ2 cosh(φ1)
〈22〉 = e−iΛ2e−2νeφ2 cosh(φ1), 〈24〉 = −e−iΛ1e−2νeφ2 sinh(φ1)
〈42〉 = −eiΛ1e−2νeφ2 sinh(φ1), 〈44〉 = eiΛ2e−2νe−φ2 cosh(φ1). (3.41)
Any inner products mixing odd and even numbers vanish, i.e. 〈12〉 = 〈14〉 = 〈21〉 = 〈23〉 =
〈41〉 = 〈43〉 = 0. This is because of the Z4 restriction on the affine Lie algebra, which
in turn restricts the grade 0 operators. We note that of the 8 possible 〈ij〉 there are 5
independent combinations of these, which we give as
e2iΛ2 =
〈33〉
〈11〉 , e
2iΛ1 =
〈31〉
〈13〉 ,
e2φ2 =
〈24〉
〈13〉 , tanh
2(φ1) =
〈13〉〈31〉
〈11〉〈33〉 (3.42)
e−4ν = 〈22〉〈33〉 − 〈31〉〈24〉. (3.43)
In addition, there 3 relations
〈33〉
〈11〉 =
〈44〉
〈22〉 ,
〈11〉
〈13〉 =
〈22〉
〈24〉 ,
〈24〉
〈13〉 =
〈42〉
〈31〉 . (3.44)
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Derivable from the above relations, one can also show
〈11〉
〈31〉 =
〈22〉
〈42〉 ,
〈33〉
〈13〉 =
〈44〉
〈24〉 ,
〈44〉
〈42〉 =
〈33〉
〈31〉 (3.45)
which we will use later. Hence, all of the functions are determined entirely in terms of the
holomorphic and antiholomorphic functions in M−1+ M−.
One should note that we have six holomorphic functions hi, gD, gkˆ, f∧, f and six anti-
holomorphic counterparts. This is one degree of freedom too many for the five dynamical
fields φi, η, ν,Λ1. However, in the next section, we will show that one holomorphic and one
antiholomorphic function must be set to zero.
3.3 Checking the solution.
We now will check the solutions we have written down. Therefore, we assume the form of
the solution to be
N−1− M
−1
+ M−N+ = e
−Λ+e−2φeΛ− ≡ E . (3.46)
with M−1+ determined by
∂M−1+ M+ = ∂h1(z)H1 + ∂h2(z)H2 − ∂η+(z)D + ∂gkˆkˆ
+f∧(z)Eˆ + f∼E˜ +
1√
2
E+. (3.47)
and M− determined by
−M−1− ∂¯M− = ∂¯h¯1(z¯)H01 + ∂¯h¯2(z¯)H02 + ∂¯η−(z¯)D + ∂¯g¯kˆ(z¯)kˆ
+f¯∧(z¯)Eˆ + f¯(z¯)E˜ +
1√
2
E−. (3.48)
This statement of the solution makes sense in the context of M−1+ M− which satisfy the
decomposition M−1+ M− = N−N0N
−1
+ . As before, we will assume that this decomposition
is possible for the exponentiated “group.”
To begin with, we will consider the differential relations
1
2i
∂Λ2 =
1
2i
tanh2(φ1)∂Λ1,
1
2i
∂¯Λ2 = − 1
2i
tanh2(φ1)∂¯Λ1 (3.49)
We consider first the holomorphic derivative constraint, and write this out in terms of the
〈ij〉, and find
∂〈33〉〈11〉 − ∂〈11〉〈33〉 − ∂〈31〉〈13〉 + ∂〈13〉〈31〉
〈11〉〈33〉 = 0 (3.50)
Let us examine the terms that appear above:
∂〈ij〉 = 〈i | ∂M−1+ M− | j〉
= 〈i | (∂h1(z)H1 + ∂h2(z)H2 + ∂gD(z)D + ∂gkˆ kˆ
+f∧(z)Eˆ + f∼E˜ +
1√
2
E+
)
M−1+ M
−1
− | j〉. (3.51)
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Now, we know exactly how Hi,D, kˆ, Eˆ, E˜ work on all of the components 〈i | for any i, and
so one can simply read off these component by component. For example, plugging (3.51)
into (3.50), and paying attention only to the H1 insertion, we find
∂h1
2
(〈13〉〈11〉 − 〈31〉〈33〉 − 〈11〉〈13〉 + 〈33〉〈31〉
〈11〉〈33〉
)
= 0. (3.52)
Similarly, one can track theH2,D, kˆ and E˜ insertions and see that they all vanish. However,
the insertion of Eˆ gives
if∧
(−〈33〉〈11〉 − ∂〈11〉〈33〉 + ∂〈31〉〈13〉 + ∂〈13〉〈31〉
〈11〉〈33〉
)
6= 0. (3.53)
Hence, we see that to satisfy the constraint equation, we must set f∧ = 0. Finally, this
leaves the insertions of E+ to consider. We give new notation, and define the following
〈i+j〉 ≡ 〈i | E+M−1+ M− | j〉, 〈ij−〉 = 〈i |M−1+ M−E− | j〉
〈i+j−〉 = 〈i | E+M−1+ M−E− | j〉. (3.54)
We will find this notation convenient later on. However, now we are left evaluating
1√
2
〈3+3〉〈11〉 − 〈1+1〉〈33〉 − 〈3+1〉〈13〉 + 〈1+3〉〈31〉
〈11〉〈33〉 = 0. (3.55)
To evaluate the above, we note that we may replace M−1+ M− by N−EN−1+ . Then, we see
that
〈i+j〉 = 〈i | E+N−EN+ | j〉 = 〈i | E+N−E | j〉 (3.56)
where N+ | j〉 =| j〉 because | j〉 is highest grade. We take advantage of the fact that N−
is an exponentiated generator of N− and so we see that N− = 1 + n− + · · · where the · · ·
denote terms that are grade −2 or less. Terms that have grade −2 or less will annihilate
〈i | E+ because this state is grade −1, and the highest grade is grade 0. Therefore, it is only
the grade −1 part of the generator that matters, which we have denoted n−. Therefore,
we see that
〈i+j〉 = 〈i | E+N−EN+ | j〉 = 〈i | E+N−E | j〉 = 〈i | E+(1 + n−)E | j〉. (3.57)
Next, we see that the grade of the left hand and right hand vectors only match when we
take the n− term, and ignore the 1 in the expansion (inner products between vectors of
different grades is zero). Therefore, we finally see that
〈i+j〉 = 〈i | E+n−E | j〉 = 〈i+j〉 = 〈i | [E+, n−]E | j〉 (3.58)
where we replace with the commutator because 〈j | n− = 0. We take the general form of
the grade −1 operator in the subalgebra sˆ4
n− = n−1E−1[1,1,0] + n−2E
−1
[−1,1,0]
+n−3(E−1[0,−1,1] + E
−1
[0,−1,−1]) + n−4(E
−1
[0,1,1] − E−1[0,1,−1]). (3.59)
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The commutator is easy to evaluate, and we find
[E+, n−] = Un−1(−H1−H2+ kˆ)+Un−2(H1−H2+ kˆ)+n−3(2H2+2kˆ)−Un−4E˜. (3.60)
We can evaluate how this acts as on 〈i | for all of the i = 1, 2, 3, 4. We see that
〈1 | E+n− = A+〈1 | +C+〈3 | 〈3 | E+n− = A+〈3 | +B+〈1 |
〈2 | E+n− = D+〈2 | +C+〈4 | 〈3 | E+n− = D+〈3 | +B+〈1 | (3.61)
with
A+ =
Un−1
2
+
Un−2
2
+
6n−3
2
, B+ = −Un−1
2
+
Un−2
2
− 2in−4
2
D+ =
3Un−1
2
+
3Un−2
2
+
2n−3
2
, C+ = −Un−1
2
+
Un−2
2
+
2in−4
2
(3.62)
Similarly, one can show that for
n+ = n+1E
1
[−1,−1,0]+n+2E[1,−1,0]+n+3(E
1
[0,1,−1]+E
1
[0,1,1])+n+4(E
1
[0,−1,−1]−E1[0,−1,1]) (3.63)
we have
n+E− | 1〉 = A− | 1〉 +B− | 3〉 n+E− | 3〉 = A− | 3〉+ C− | 1〉
n+E− | 2〉 = D− | 2〉+B− | 4〉 n+E− | 4〉 = D− | 4〉+C− | 2〉 (3.64)
with
A− =
U¯n+1
2
+
U¯n+2
2
+
6n+3
2
, B− = − U¯n+1
2
+
U¯n+2
2
− 2in+4
2
D− =
3U¯n+1
2
+
3U¯n+2
2
+
2n+3
2
, C− = − U¯n+1
2
+
U¯n+2
2
+
2in+4
2
. (3.65)
Finally, because the 〈i | M−1+ M− | j〉 = 〈i | E | j〉 we see that we may again read off
coefficients. We find
1√
2
〈3+3〉〈11〉 − 〈1+1〉〈33〉 − 〈3+1〉〈13〉 + 〈1+3〉〈31〉
〈11〉〈33〉
=
1√
2〈11〉〈33〉
(
A+ (〈33〉〈11〉 − 〈11〉〈33〉 − 〈31〉〈13〉 + 〈13〉〈31〉)
+B+(〈13〉〈11〉 − 〈11〉〈13〉) +C+(−〈31〉〈33〉 + 〈33〉〈31〉)
)
= 0. (3.66)
Hence we see that ∂Λ2 = tanh
2(φ1)∂Λ2 is true iff f∧ = 0.
One may do likewise for the antiholomorphic constraint ∂¯Λ2 = − tanh2 φ1∂¯Λ1 and
write
∂¯〈33〉〈11〉 − ∂¯〈11〉〈33〉 + ∂¯〈31〉〈13〉 − ∂¯〈13〉〈31〉
〈11〉〈33〉 = 0. (3.67)
Plugging in instead the M− equation of motion, we find again that the terms coming from
Hi,D, kˆ, E˜ insertions vanish identically. However, again the Eˆ insertion, multiplying f¯∧,
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does not vanish and so we must take f¯∧ = 0. We may then consider the E− insertions, and
then expand in the functions A−, B−, C−,D− and again see that these coefficients vanish.
Hence, we see that the constraints
1
2i
∂Λ2 =
1
2i
tanh2(φ1)∂Λ1 ↔ f∧ = 0,
1
2i
∂¯Λ2 = − 1
2i
tanh2(φ1)∂¯Λ1 ↔ f¯∧ = 0. (3.68)
Since these constraints in fact give the Λ1 equation of motion, we see that the Λ1 equation
of motion is satisfied. In the process we have also removed the unphysical degree of freedom
from the earlier function count, and reduced to five holomorphic and five antiholomorphic
functions: the correct count for five fields.
The other equations of motion follow from similar considerations. To illustrate this,
we will consider the simplest of the equations: the equation for φ2. This will have all
relevant features for evaluating the other equations of motion as well. The ν equation of
motion and, particularly, the φ1 equation of motion require similar reasoning, just with
more tedious algebra.
To check the φ2 equation of motion, we start with
2φ2 = ln
(〈24〉
〈13〉
)
2∂¯φ2 =
∂¯〈24〉
〈24〉 −
∂¯〈13〉
〈13〉 . (3.69)
We expand as we did before, using various insertions, and find
2∂¯φ2 = − ∂¯h¯1
2
(〈22〉
〈24〉 −
〈11〉
〈13〉
)
− ∂¯h¯2
2
(
−〈24〉〈24〉 −
〈13〉
〈13〉
)
+if¯
(
−〈22〉〈24〉 +
〈11〉
〈13〉
)
− 1√
2
(〈24−〉
〈24〉 −
〈13−〉
〈13〉
)
= ∂¯h¯2 − 1√
2
(〈24−〉
〈24〉 −
〈13−〉
〈13〉
)
(3.70)
where the terms that have vanished do so because of the redundancies (3.44),(3.45). Note
that we will not expand out the terms 〈ij−〉 simply because the functions A±, B±, C±,D±
do not satisfy any particularly nice holomorphicity conditions, while the E± do. Taking
the z derivative, we find
2∂∂¯φ2 =
1√
2
(
∂〈24−〉〈24〉 − ∂〈24〉〈24−〉
〈24〉2 −
∂〈13−〉〈13〉 − ∂〈13〉〈13−〉
〈24〉2
)
. (3.71)
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This is likewise easy to expand using the insertions of various types
2∂∂¯φ2 = − 1√
2
[
∂h1
2
(〈44−〉〈24〉 − 〈44〉〈24−〉
〈24〉2 −
〈33−〉〈13〉 − 〈33〉〈13−〉
〈24〉2
)
+
∂h2
2
(
−〈24−〉〈24〉 − 〈24〉〈24−〉〈24〉2 −
〈13−〉〈13〉 − 〈13〉〈13−〉
〈24〉2
)
+if
(
−〈44−〉〈24〉 − 〈44〉〈24−〉〈24〉2 +
〈33−〉〈13〉 − 〈33〉〈13−〉
〈24〉2
)
(3.72)
+
1√
2
(〈2+4−〉〈24〉 − 〈2+4〉〈24−〉
〈24〉 −
〈1+3−〉〈13〉 − 〈1+3〉〈13−〉
〈13〉
)]
We note that the coefficient of ∂h1/2 and if are the same up to a minus sign, and we look
at these terms to find
〈44−〉〈24〉 − 〈44〉〈24−〉
〈24〉2 −
〈33−〉〈13〉 − 〈33〉〈13−〉
〈24〉2
= D−
〈44〉〈24 − 〈44〉〈24〉
〈24〉2 +C−
〈42〉〈24〉 − 〈44〉〈22〉
〈24〉2
−A− 〈33〉〈13〉 − 〈33〉〈13〉〈13〉2 −C−
〈31〉〈13〉 − 〈33〉〈13〉
〈13〉2
= C−
(
〈42〉
〈24〉 −
〈31〉
〈13〉 −
〈44〉
〈22〉
(〈22〉
〈24〉
)2
+
〈33〉
〈11〉
(〈11〉
〈13〉
)2)
= 0 (3.73)
where in the last line we have made use of the redundancies (3.44),(3.45). So we find that
−4∂∂¯φ2 =
(〈2+4−〉〈24〉 − 〈2+4〉〈24−〉
〈24〉 −
〈1+3−〉〈13〉 − 〈1+3〉〈13−〉
〈13〉
)
. (3.74)
There is one final game to play to evaluate the above expression. We need to evaluate
terms of the sort 〈i+j−〉, which we have not dealt with before. However, we again use the
relation (3.29) and find
〈i+j−〉 = 〈i | E+M−1+ M−E− | j〉 = 〈i | E+N−EN−1+ E− | j〉 (3.75)
We may again expand N− = (1 + n−) and N−1+ = 1 + n+, and evaluate terms. In fact, it
is easy to see that we must either insert the 1s simultaneously or the n± simultaneously:
other terms will have mismatched grades and so the inner product is 0. We therefore invent
one more layer of notation, and call
〈i | E+EE− | j〉 ≡ 〈i+j−〉E . (3.76)
For the other terms, where the n± are inserted, we may expand the n+E− | j〉 and 〈i | n−E+
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using A±, B±, C±,D± as before. Hence, we find that
−4∂∂¯φ2 = 〈2+4−〉E〈24〉 −
〈1+3−〉E
〈13〉
+
[
D+D−
〈24〉〈24〉 − 〈24〉〈24〉
〈24〉2 +D+C−
〈22〉〈24〉 − 〈24〉〈22〉
〈24〉2
C+D−
〈44〉〈24〉 − 〈44〉〈24〉
〈24〉2 + C+C−
〈42〉〈24〉 − 〈44〉〈22〉
〈24〉2
−A+A− 〈13〉〈13〉 − 〈13〉〈13〉〈13〉2 −A+C−
〈11〉〈13〉 − 〈13〉〈11〉
〈13〉2
−C+A− 〈33〉〈13〉 − 〈33〉〈13〉〈13〉2 − C+C−
〈31〉〈13〉 − 〈33〉〈11〉
〈13〉2
]
=
〈2+4−〉E
〈24〉 −
〈1+3−〉E
〈13〉 (3.77)
where we cancel almost all of the terms using the redundancies (3.44), (3.45).
We are now left to contend with expressions of the form 〈i+j−〉E . First, we expand
this out
〈i | E+EE− | j〉 = 〈i | E+e−Λ+e−2φeΛ−E− | j〉. (3.78)
On the right hand side of the above expression, we recall that [E±,Λ±] = 0 for any
assignment of the subscripts. Thus, the Eˆ eigenvalues have been unaffected. We will refer
to the eigenvalues as Eˆ | i〉 = λi | i〉. After removing the Λ± in this way, we see that the
remaining vectors are also D eigenvectors, with eigenvalue −1 (coming from D commuting
grade −1 operators on the right, or grade +1 on the left), and as always we may also
evaluate the kˆ eigenvalue which is never affected. Hence, we see that
〈i+j−〉E = e−λi
Λ1+Λ2
2 eλj
Λ1−Λ2
2 e2ηe−2ν〈i | E+e−2φ0E− | j〉 (3.79)
where φ0 = φ1H
0
1 + φ2H
0
2 . We rewrite this final expression as
〈i+j−〉E = e−λi
Λ1+Λ2
2 eλj
Λ1−Λ2
2 e2ηe−2ν〈i | [E+, e−2φ0E−e2φ0 ]e2φ0 | j〉 (3.80)
which we may do because E+ annihilates any highest grade state; e.g. E+e
2φ0 | i〉 = 0.
The commutator [E+, e
−2φ0E−e2φ0 ] will have only grade 0 operators in them, including
some occurrences of kˆ which is set to 1 for this entire representation. Hence, the above
inner product may in fact be understood in terms of the base Lie algebra and base Lie
group. This expression is
〈i | [E+, e−2φ0E−e2φ0 ]e2φ0 | j〉
= 〈i |
(
U¯Ue−2φ1−2φ2(−H1 −H2 + 1)
+U¯Ue2φ1−2φ2(H1 −H2 + 1) + e2φ2(2H2 + 2)
)
e2φ0 | j〉. (3.81)
Using this expression, the explicit representation in the appendix, and the definition of the
| i〉 vectors, and along with the values of 〈ij〉 we find that (3.77) becomes
−4∂∂¯φ2 = −e2η
(
−2UU¯e−2φ2 cosh(2φ1) + 2e2φ2
)
, (3.82)
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and so the equation of motion is satisfied. Similarly, but with much more algebra, one can
show that
8∂∂¯ν =
〈2+2−〉E 〈33〉+ 〈3+3−〉E〈22〉 − 〈1+3−〉E 〈42〉 − 〈4+2−〉E〈13〉
〈22〉〈33〉 − 〈13〉〈42〉
= e2η
(
4UU¯ cosh(2φ1)e
−2φ2 + 4e2φ2
)
(3.83)
and so this equation of motion is also satisfied. Finally, with a copious amount of algebra,
one can show
2∂∂¯φ1 − ∂Λ1∂¯Λ2 sinh(2φ1)
cosh4(φ1)
= − 1
2
(√ 〈11〉〈33〉
〈13〉〈31〉 −
√
〈13〉〈31〉
〈11〉〈33〉
) [〈1+3−〉E〈13〉 + 〈3+1−〉E〈31〉 − 〈1+1−〉E〈11〉 − 〈3+3−〉E〈33〉
]
= UU¯e2ηe−2φ2 sinh(2φ1) (3.84)
and so this equation of motion is satisfied as well.
4. Discussion and conclusions
We have shown above that the Pohlmeyer reduced sigma model describing minimal area
surfaces in AdS5 may be conformally extended to the model presented in section 2. This
model admits a Lax pair valued in the affine Lie algebra ŝu(4), or more precisely, the
Z4 symmetric subalgebra sˆ4. It would be interesting to know the significance of this
subalgebra, and characterize it more completely.
One reason to do this is because of the analysis of section 3. In this section 3, we
have relied on a decomposition, which we have simply assumed. The decomposition is
clear at the level of the algebra, however, whether it descends to exp(sˆ4) seems to us to be
non-trivial. Assuming these decompositions are general, we have been able to show that
the general form of the solution is that of (3.29), and further that this form of the solution
solves the equations of motion. We do not address whether this form for the solution
is sensible, however, it again follows from assuming that the decomposition described in
section 3 is generically possible. Hence, under the assumption that the structure of the
algebra as sˆ4 = N− ⊕N0 ⊕ N+ descends to the exponentiated elements as g = N−N0N+
we see that the form of the solution (3.29) is equivalent to solving the equations of motion:
i.e. these are in principle general solutions.
Given that these are in fact general solutions, one should be able to use the above
formalism to develop an algorithm for determining them to very good accuracy. The path
ordered exponential is naturally defined in terms of discretizing the “steps” of the integral,
and so may be thought of as an algorithm which converges when the number of steps is
taken to ∞. Also, because the solutions are written in terms of the highest grade states
only, one could hope that the “depth” into the representation that the exponentiated terms
reach is exponentially suppressed. If this is true, it implies that if one could get reasonable
approximations to the solutions by taking a sufficiently large piece of the highest weight
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representation, along with the path ordered exponential approximated by a large, but
finite number of steps. Thus, one could in principle “experimentally” test the validity of
the above solutions, by testing whether they approximately satisfy the equations of motion.
One problem with these formal solutions, as always, is understanding the map from
boundary conditions to the data that is naturally specified in the solution: for us, the
holomorphic and antiholomorphic functions defining M−1+ M−. Never the less, it would
be interesting to see if there were classes of known special functions that could possibly
solve the equations of motion, as recently discussed in [36], using results from [37]. This
may be relatively difficult, but there is some guidance given by considering the AdS3 case
which could lead to the equations discussed in [36]. Further, this may be possible due to
the connection between theta functions and affine Lie algebras (see chapter 13 of [30]) on
which the solutions studied in [37, 36] are based.
One may wonder what other types of systems admit the analysis that we have done
in section 3. There is one candidate worth exploring: theories based on ŝu(n). The basic
feature of the ŝu(4) model is that it exists in some Z4-invariant subalgebra. This is natural
because the base level of the ladder operators in E+ are all congruent modulo 4. In the
ŝu(n) case, the generalization of E+ is constructed using operators that have base level
congruent modulo n and so some Zn reduction of ŝu(n) could in principle be made. One
can be further guided by the su(4) case discussed here by noting that Eˆ ∝ E2+ when
restricting to the base lie algebra and considering the the defining 4 representation. Hence,
in the su(n) case it seems natural to consider the other matrix structures of a similar form,
i.e. Ek+, and give these similar looking “non commuting” kinetic terms in the Lax pair.
Finally, we also comment on some results from appendix C. Here we write a system that
is a dimensional reduction of the system described in the text which retains the integrability.
This reduced system should be able to be solved by quadratures, and possibly give new
types of minimal surfaces that truly live in all of AdS5, rather than just an AdS3 subspace.
We will leave this question and those mentioned above to future work.
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A. Representations for Lie algebras su(4) = so(6).
We display here a possible representation of the Lie algebra A3 = D3. For this we give first
the Cartan generators
H1 =


1 0 0 0 0 0
0 −1 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0


, H2 =


0 0 0 0 0 0
0 0 0 0 0 0
0 0 1 0 0 0
0 0 0 −1 0 0
0 0 0 0 0 0
0 0 0 0 0 0


, H3 =


0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 −1


(A.1)
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and then the generators associated with the positive simple roots
E[1,−1,0] =


0 0 1 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 −1 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0


, E[0,1,−1] =


0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 −1 0 0


E[0,1,1] =


0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 0 0
0 0 0 −1 0 0
0 0 0 0 0 0


(A.2)
We further define
E[1,0,−1] ≡
[
E[1,−1,0], E[0,1,−1]
]
,
E[1,0,1] ≡ −
[
E[1,−1,0], E[0,1,1]
]
, (A.3)
E[1,1,0] ≡
[
E[1,0,−1], E[0,1,1]
]
=
[[
E[1,−1,0], E[0,1,−1]
]
, E[0,1,1]
]
.
Of course any signs could be used above. The above has defined all positive roots, and to
define the negative roots we take E[−i,−j,−k] =
(
E[i,j,k]
)T
, where T denotes the transpose.
There also exists a 4× 4 representation of the Lie algebra A3 = D3.
H1 =


1
2 0 0 0
0 12 0 0
0 0 −12 0
0 0 0 −12

 , H2 =


1
2 0 0 0
0 −12 0 0
0 0 12 0
0 0 0 −12

 , H3 =


−12 0 0 0
0 12 0 0
0 0 12 0
0 0 0 −12

 (A.4)
E[1,−1,0] =


0 0 0 0
0 0 1 0
0 0 0 0
0 0 0 0

 , E[0,1,−1] =


0 1 0 0
0 0 0 0
0 0 0 0
0 0 0 0

 , E[0,1,1] =


0 0 0 0
0 0 0 0
0 0 0 1
0 0 0 0

 (A.5)
along with the same definitions (A.3) for the positive roots, and E[−i,−j,−k] =
(
E[i,j,k]
)T
for the negative roots.
B. How obtain the sˆ4 model as a reduction of the general ŝu(4) model.
Let us use the transformations of section 2 to take the general model and reduce it to the
sˆ4 form. First, to define the general model, we must first specify the pole structure in the
spectral parameter. We take that the Lax connection A has a simple pole at λ = ∞ and
A¯ has a simple pole at λ = 0. Therefore, the Lax connection has the form
A(λ) = A0 + λA1, A¯(λ) = A¯0 +
1
λ
A¯−1. (B.1)
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Further, we take that the connection is valued in the affine Lie algebra ŝu(4).
To reduce the theory, let us recall that the Lax pair equations of motion are that
the field strength associated with A(λ), A¯(λ) is zero. Hence if we have a solution to the
zero curvature equations A(λ), A¯(λ), then A′(λ) =M−1A(λ)M, A¯′(λ) =M−1A¯(λ)M must
also be a solution to the equations of motion for any constant invertible matrix M (we also
require thatM does not depend on λ). However, requiring that A′(λ) = A(λ), A¯′(λ) = A¯(λ)
can be too stringent, as the zero curvature condition must hold as functions of λ, and so
any linear function of λ could appear in the argument of A′ and A¯′. Therefore, to reduce
a theory, one takes the subset of Lax connections A(λ), A¯(λ) that obey some symmetry G,
R−1A(r(λ))R = A(λ), R−1A¯(r(λ))R = A¯(λ) (B.2)
where R is an appropriate representation of the group G and r is a one (complex) dimen-
sional representation of G. Using the above, we may first make the restriction
C−1U (θ)A
(
e−iθλ
)
CU (θ) = A (λ) . (B.3)
and so the first group that we require symmetry under is the U(1) mentioned in the text.
The restriction (B.3) says that the power of λ multiplying the generator determines
the the superscript n. The only elements that may appear are Mn with −1 ≤ n ≤ 1. This
simply says that A0 and A¯0 are grade 0 operators while A1 is grade 1 and A¯−1 is grade −1.
Now, we further require that P (A) = A and P (A¯) = A¯. This restricts the tensor structure
to be those already listed in the main text, i.e.
A0 ∼
[
H01 ,H
0
2 ,D, kˆ, E0[1,0,1] + E0[1,0,−1], E0[−1,0,1] + E0[−1,0,−1]
]
(B.4)
A1 ∼
[
E1[1,−1,0], E
1
[0,1,−1] + E
1
[0,1,1], E
1
[−1,−1,0], E
1
[0,−1,−1] − E1[0,−1,1]
]
(B.5)
A¯0 ∼
[
H01 ,H
0
2 ,D, kˆ, E0[1,0,1] + E0[1,0,−1], E0[−1,0,1] + E0[−1,0,−1]
]
(B.6)
A¯−1 ∼
[
E−1[−1,1,0], E
−1
[0,−1,1] + E
−1
[0,−1,−1], E
−1
[1,1,0], E
−1
[0,1,1] −E−1[0,1,−1]
]
(B.7)
(note that this has removed H03 ). So, the generator form has almost been reduced to that
of our Lax connection.
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Let us write out the Lax connection in terms of these general structure
A = −∂β01H01 − Φ2H02 − ∂ηD − ∂νkˆ
−1
2
(∂β02 − ∂β12)
(
E0[1,0,−1] + E
0
[1,0,1]
)
− 1
2
(∂β02 + ∂β12)
(
E0[−1,0,−1] + E
0
[−1,0,1]
)
+
λ√
2
e−φ¯2+η¯ (u0 + u1)E1[−1,−1,0] +
λ√
2
e−φ¯2+η¯ (u0 − u1)E1[1,−1,0]
+
λ√
2
eφ¯2+η¯
(
E1[0,1,1] + E
1
[0,1,−1]
)
− λ√
2
u2e
−φ¯2+η¯
(
E1[0,−1,1] − E1[0,−1,−1]
)
(B.8)
A¯ = −∂¯β¯01H01 + Φ¯2H02 + ∂¯η¯D + ∂¯ν¯kˆ
−1
2
(
∂¯β¯02 + ∂¯β¯12
) (
E0[−1,0,−1] + E
0
[−1,0,1]
)
− 1
2
(
∂¯β¯02 − ∂¯β¯12
) (
E0[1,0,1] + E
0
[1,0,−1]
)
+
1
λ
√
2
e−φ2+η (u¯0 − u¯1)E−1[1,1,0] +
1
λ
√
2
e−φ2+η (u¯0 + u¯1)E−1[−1,1,0]
+
1
λ
√
2
eφ2+η
(
E−1[0,−1,1] + E
−1
[0,−1,−1]
)
+
1
λ
√
2
u¯2e
−φ2+η
(
E−1[0,1,−1] − E−1[0,1,1]
)
(B.9)
where ui, φi,Φi, ∂βij ,H, ν are all arbitrary functions of z, z¯. Nothing special is meant by
partial derivatives in front of any functions: these are just names of arbitrary functions,
and where an integrated form appears, this is an arbitrary, but fixed integral. The bars over
the functions also do not denote anything special, this simply denotes different functions.
Note that the above is in fact an arbitrary set of functions. For example, the coefficients
where η appears (without a derivative) are controlled completely by the set of functions
φ2, ui. The dressing by η is simply a convenience: any integral of the coefficient of H2 in
A would do. Finally, we also denote βij = −βji (similarly for β¯) for later convenience.
Further, the indices i, j appearing on β and u are to be raised and lowered by
|ηij | =

−1 0 00 1 0
0 0 1

 . (B.10)
(we apologize for the notation: we will always include ηij as the matrix above, and η
without indices to denote a field).
Next, let us pin down some of the above coefficients. Note that the matrix structure
(E−1[0,−1,1] + E
−1
[0,−1,−1])λ
−1 only appears in ∂A¯−1, and in [A0, A¯−1]. The term [A0, A¯−1]
has some parts determined by the Cartan subalgebra, and others that come from E[i,j,k]
commutators. However, (E−1[0,−1,1] + E
−1
[0,−1,−1])λ
−1 differs from all the other terms in A¯−1
by having a −1 entry as it’s second lower index: all others have +1. Hence, none of these
other matrices can be transformed into (E0[0,−1,1] +E
0
[0,−1,−1])λ
−1 by a single commutator.
Using this, we find the simple equation
Φ2 = ∂φ2. (B.11)
Similarly, we find
Φ¯2 = ∂¯φ¯2 (B.12)
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Given this, we may actually make a gauge transformation of the form eH2
1
2
(φ2−φ¯2) to make
all occurrences of the fields φ2 and φ¯2 occur in the combination φ2 + φ¯2. Another way of
saying this is that the equations of motion arising from the above Lax pair do not depend on
φ2 − φ¯2, and so we may gauge this component to zero (using eH2 12 (φ2−φ¯2)), and so enforces
φ2 − φ¯2 = 0. Therefore, without loss of generality
φ¯2 = φ2. (B.13)
Likewise, we may use a gauge transformation of the form eD
1
2
(η−η¯) and ekˆ
1
2
(ν−ν¯) to remove
these differences and give
η¯ = η, ν¯ = ν. (B.14)
We may also make some reality cuts on the above connection (this is some Z2 action).
For this, we note that
∂¯A− ∂A¯+ [A, A¯] = 0
→ ∂¯A− ∂A¯+ [A, A¯] = 0
→∗ ∂(A∗)− ∂¯(A¯∗) + [A∗, A¯∗] = 0
→O ∂((A∗)O)− ∂¯((A¯∗)O) + [(A∗)O, (A¯∗)O]
= − (∂¯((A¯∗)O)− ∂((A∗)O) + [(A¯∗)O, (A∗)O]) = 0
(B.15)
Hence, if A, A¯ define a flat connection, so do ((A¯
∗
)O, (A∗)O). We therefore require that
A(λ) =
(
A¯
(
1
λ∗
)∗)O
, A¯(λ) =
(
A
(
1
λ∗
)∗)O
(B.16)
This boils down to the requirement that
φ∗i = φ¯i, (∂βij)
∗ = ∂¯β¯ij , u¯i = u∗i . (B.17)
Now let us work on the coefficients E−1[−1,1,0]λ
−1. These again appear only in very
specific combinations, and we find the equation
−∂
(
e−φ2+η(u¯0 + u¯1)
)
+
(
(∂β01 − ∂φ2 + ∂η) e−φ2+η(u¯0 + u¯1)
)
+(∂β02 + ∂β12)u¯2e
−φ2+η = 0
→ ∂β01(u¯0 + u¯1)− ∂(u¯0 + u¯1) + (∂β02 + ∂β12)u¯2
= −(∂u¯0 − ∂β02u¯2 − ∂β01u¯1)− (∂u¯1 − ∂β12u¯2 − ∂β10u¯0) = 0 (B.18)
for E−1[1,1,0]λ
−1, we find
−∂
(
e−φ2+η(u¯0 − u¯1)
)
+
(
(−∂β01 − ∂φ2 + ∂η) e−φ2+η(u¯0 − u¯1)
)
+(∂β02 − ∂β12)u¯2e−φ2+η = 0
→ −∂β01(u¯0 − u¯1)− ∂(u¯0 − u¯1) + (∂β02 − ∂β12)u¯2
= −(∂u¯0 − ∂β02u¯2 − ∂β01u¯1) + (∂u¯1 − ∂β12u¯2 − ∂β10u¯0) = 0 (B.19)
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and finally for the matrix structure
(
E−1[0,1,−1] − E−1[0,1,1]
)
λ−1 we find
−∂
(
u¯2e
−φ2+η
)
+ (−∂φ2 + ∂η) u¯2e−φ2+η + 1
2
(∂β02 + ∂β12) (u¯0 − u¯1)e−φ2+η
+
1
2
(∂β02 − ∂β12) (u¯0 + u¯1)e−φ2+η = 0
→ −∂u2 + ∂β02u¯0 − ∂β12u¯1
= −∂u2 + ∂β20u¯0 + ∂β21u¯1 = 0 (B.20)
The equations (B.18),(B.19), (B.20) may be written in a compact form
∂u¯i = ∂βi
ju¯j . (B.21)
We recall that ∂βij = −∂βji and ij are raised and lowered by ηij so that βij is antisymmetric
as well. This gives that
1
2
∂
(
ηij u¯iu¯j
)
= u¯i∂β
ij u¯j = 0 (B.22)
so that
ηij u¯iu¯j = U¯(z¯)
2 (B.23)
for some antiholomorphic function U¯(z¯).
We may similarly deduce (or simply use the reality cut above) to show that
∂¯ui = ∂¯β¯i
juj . (B.24)
and
1
2
∂
(
ηijuiuj
)
= ui∂β
ijuj = 0 (B.25)
and so
ηijuiuj = U(z)
2 (B.26)
for some holomorphic function U(z).
As shown in our previous work [23], the pair of equations (B.26), (B.24) is locally
equivalent to the equations
ui = U(z)Ri
jvj , ∂¯β¯i
j = (∂¯RR−1)i j (B.27)
where v0 = 1 and v1 = v2 = 0, and similarly (B.23), (B.21) are locally equivalent to the
equations
u¯i = U¯(z¯)R¯i
jvj, ∂βi
j = (∂R¯R¯−1)i j . (B.28)
where R and R¯ are general SO(1, 2 : C) matrix. The reality cut now simply reads that
R¯ = R∗, φ¯2 = φ∗2. (B.29)
We note that one may have to be careful about the above identification (B.28), because
∂¯β¯i
j = (∂¯RR−1)i j + (RδV R−1)i j is also a solution, with δVi j satisfying δVi jvj = 0. It
can be shown that δV1
2 is the only non trivial term: this is therefore some unconstrained
U(1) connection that may have non trivial “Wilson line” components around some special
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points, but may locally be removed. We henceforth take that (B.27) and (B.28) are globally
satisfied. In any case, all of the λ1 and λ−1 equations of motion have been satisfied.
Further, now the discussion exactly parallels that of [23]: the equations of motion
coming from the H0i , E
0
[i,j,k], written in terms of R and R¯, are identical to that of [23],
with an additional factor of e2η multiplying the “potential terms.” This, however, does not
change any of the covariance properties of left multiplying R by a real SO(1, 2) matrix.
Further, the equation of motion coming from D is always ∂∂¯η = 0, and the equation of
motion coming from kˆ only couples to u0u¯0 − u1u¯1 − u2u¯2, and so are invariant under this
left multiplication as well. Therefore, this then allows for an identical treatment, removing
degrees of freedom that don’t couple to the equations similar to [23]. This procedure will
result in giving exactly the Lax connection (2.28)-(2.32).
C. A related one dimensional integrable model.
We now turn to the question of how to generate solutions for the equations via reducing
to a 1D integrable model. Particularly important for us is when U(z)2 = p(z) for some
polynomial z. Now we remind the reader that the presence of U(z) in the equations of
motion (and in the action) can be absorbed into a redefinition of η and φ2. This redefinition
is η = η′ − 14 ln(U(z)U¯ (z¯)), and φ2 = φ′2 + 14 ln(U(z)U¯ (z¯)). Since U is now related to a
polynomial, we find that the redefinition becomes η = η′ + 18
∑
i ln(|(z − zi)|2) where zi
are the locations of the zeros of the polynomial p. This has the simple effect that it adds
delta functions to the right hand side of the equations of motion. Therefore, we may view
all models with different U as being the same model, simply with different delta function
sources for η and φ2. The model of concern is therefore the conformally invariant model
with U set to 1.
Further, we note that every solution to the conformally invariant model descends to
a solution of a model with a fixed U by conformally gauge fixing η to be 14 ln
(
UU¯
)
, and
further that any solution of the original model (with U given) can be lifted to a solution
of the conformal model. We will now explore the conformally invariant model.
Above we have argued that the different solutions are specified by different delta func-
tion sources, and so we will begin by trying to look at the model where there is only one
delta function source. While this is not very interesting by itself, it would be interesting to
know how or if one can use this type of solution as a basic building block to generate the
solutions of interest. First, note that a single delta function source is rotationally symmet-
ric around this point. Hence there is a rotationally symmetric solution to this problem.
We find it first convenient to change variables from z = C−2−n(z′)−n. For this rotationally
invariant solution, we find it convenient to map the plane to the cylinder by z = ew, and
we write w = x + iy. The rotationally symmetric solutions are then given by solutions
where all fields depend only on x. Thus, the conformally invariant action
L = ∂φ1∂¯φ1 + ∂φ2∂¯φ2 + tanh2(φ1)∂Λ1∂¯Λ1 + 1
2
(
e−2φ2 cosh(2φ1) + e2φ2
)
e2η
+(∂ν∂¯η + ∂¯ν∂η). (C.1)
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is reduced to the one dimensional action
L1 = ∂xφ1∂xφ1 + ∂xφ2∂xφ2 + tanh2(φ1)∂xΛ1∂xΛ1 + 1
2
(
e−2φ2 cosh(2φ1) + e2φ2
)
e2η
+2(∂xν∂xη). (C.2)
The Lax pair is easy to write down for the above system, given the Lax pair for the original
system. Note that if the original system satisfied ∂xAy − ∂yAx + [Ay, Ax], then when all
fields are y independent, we have that ∂xAy = [Ay,−Ax]. This just identifies the Lax
pair as L = Ay and M = −Ax with L′ = [L,M ]. However, recall that in this case the
“matrices” above are defined as members of an affine Lie algebra, so some care is needed
to interpret the results.
Now we segue to find an easier system to analyze. If we take that the value of η = 0
above, the system reduces further, and we may neglect the coupling to ν and η altogether,
and so ignore the affine extension of the algebra. This special case admits the Lax pair
L = i
(
− ∂xφ1H1 − ∂xφ2H2
−1
2
∂xΛ1 sinh(φ1)
cosh2(φ1)
(
E[1,0,−1] + E[1,0,1] + E[−1,0,1] + E[1,0,−1]
)
+
λ
2
√
2
(
eφ1−φ2E[1,−1,0] + e−φ1−φ2E[−1,−1,0] + eφ2
(
E[0,1,−1] + E[0,1,1]
))
(C.3)
− 1
2
√
2λ
(
eφ1−φ2E[−1,1,0] + e−φ1−φ2E[1,1,0] + eφ2
(
E[0,−1,1] + E[0,−1,−1]
)))
(C.4)
and
M = −1
2
∂xΛ1
cosh(φ1)
(
E[1,0,−1] +E[1,0,1] − E[−1,0,1] − E[1,0,−1]
)
− λ
2
√
2
(
eφ1−φ2E[1,−1,0] + e−φ1−φ2E[−1,−1,0] + eφ2
(
E[0,1,−1] + E[0,1,1]
))
(C.5)
− 1
2
√
2λ
(
eφ1−φ2E[−1,1,0] + e−φ1−φ2E[1,1,0] + eφ2
(
E[0,−1,1] + E[0,−1,−1]
))
. (C.6)
From this we may read the conserved quantities from Tr (Ln). In this case, there are 3
conserved quantities, namely
H = (∂xφ1)
2 + (∂xφ2)
2 + tanh2(φ1)(∂xΛ1)
2 − 1
2
(
e−2φ2 cosh(2φ1) + e2φ2
)
, (C.7)
P = tanh2(φ1)∂xΛ1 (C.8)
Q =
4 sinh2(φ1)(∂xΛ1)
2(∂xφ2)
2
cosh4(φ1)
− 2 sinh
2(φ1)
(
sinh2(φ1)e
−2φ2 + e2φ2
)
(∂xΛ1)
2
cosh4(φ1)
+4(∂xφ1)
2(∂xφ2)
2 + 4 sinh(φ1) cosh(φ1)e
−2φ2(∂xφ1)(∂xφ2)
−2e2φ2(∂xφ1)2 +
(
1
2
e−2φ2 cosh(2φ1) +
1
2
e2φ2
)2
− 1
4
cosh(4φ2). (C.9)
We have not explicitly checked this type of Ansatz for a solution, however, it would be
quite interesting to see if this generates any new classes of minimal surfaces in AdS5.
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