Introduction
In Chapter 1, we proposed a PSAR model enhanced by a neural network component which aims at explaining the spatial dependence through a nonlinear approach. However, sometimes we may collect data across time as well as space. For this type of data, we want to construct a model with dependence over time taken into consideration which has a broad application especially in environmental sciences. One interesting application is forecasting the weather. For example, in a fixed location, the everyday temperature will change from time to time but in the meanwhile, it would also be affected by temperatures in the neighboring locations.
A class of such linear models known as space-time autoregressive (STAR) and space-time autoregressive moving average (STARMA) models was introduced by Cliff and Ord (1973) and Martin and Oeppen (1975) 
where λ i is the spatial order of the ith autoregressive term, φ ik is the autoregressive parameter at time lag i and spatial lag k. Similarly an STAR model with n space locations and q exogenous variables is given by Stoffer (1985) as, for Y t ∈ R n ,
where values of the exogenous variables {X t : t = 0, ±1, ±2, . . .} are n × q covariate matrices containing q values of exogenous variables for all n locations at time t. X t = (x 1,t , . . . , x n,t ) and x s,t ∈ R q . p is the autoregressive order for {X t } and β i is a q × 1 model parameter.
STAR models have been widely applied in many areas of science. In genomics, Epperson (1993) analyzed population gene frequencies using STAR models where he assumed genes may vary over space and time. This model is also well known in economics (Giacomini and In this chapter, we want to extend an STAR model to a semi-parametric model such that this new model can capture nonlinear dependence between covariates and the spatial observations of interest.
PSTAR-ANN(p) model
We define a Partially Specified Space-Time Autoregressive model with Artificial Neural Network (PSTAR-ANN(p)) as follows.
φ i W n Y t−i + X t β + F (X t γ )λ + ε t , T = 1, . . . , T
where Y t = {y s,t } n s=1 contains observations of dependent variables at n locations and at time t.
The independent variable matrix X t = (x 1,t , . . . , x n,t ) is the covariate matrix at time t, where x s,t ∈ R q×1 is a vector containing exogenous regressors at location s and time t, s = 1, . . . , n.
ε t = {ε s,t } n s=1 denote a vector of n noise terms which are independent identically distributed across s and t with density function f , mean 0 and variance σ 2 = 1.
Exogenous parameters β = (β 1 , . . . , β q ) ∈ R q and scalars φ i , i = 0, 1, . . . , p, the spatial/spacetime autoregressive parameters, are assumed to be the same over all regions. W n = {w ij } ∈ R n×n is a known spatial weight matrix which characterizes the connection between neighboring regions.
For the ease of illustration, we define some notations. Given a function f ∈ C 1 (R 1 ) continuous in R, we define a new matrix map R n → R n as f s.t. f (x 1 , . . . , x n ) = (f (x 1 ), . . . , f (x n )) .
Using the notation defined above, the artificial neural network component (Medeiros et al. [14] )
can be written as
F (x 1,t γ 1 ) F (x 1,t γ 2 ) . . . F (x 1,t γ h )
F (x 2,t γ 1 ) F (x 2,t γ 2 ) . . . F (x 2,t γ h ) . . . . . . · · · . . .
F (X t γ )λ represents two layer NN component where the first layer has h-neurons with the sigmoid activation function and the second layer has only one neuron with an identity activation function.
In the first layer, the input is X t and weights are γ = (γ 1 , . . . , γ h ) ∈ R h×q where γ i = (γ i1 , . . . , γ iq )
is the weights in the ith neuron. F (·) is the sigmoid activation function in this layer.
In the second layer, the inputs are F (x s,t γ i ), i = 1, . . . , h and the weights are λ 1 , . . . , λ h . So final output is h i=1 λ i F (x s,t γ i ) for each x s,t . The weight matrix W n is a measure of distance between the spatial units, and in our application, we begin by using a square symmetric matrix with (i, j) element equals to 1 if regions i and j are neighbors and 0 otherwise. The diagonal elements of the matrix are set to zero. Then we row standardize this matrix denoted by W n . For more details on construction of the weight matrix, you can refer to the previous chapter or LeSage [12] . The following plot provides a preview of the data we are working with. This data is generated from a PSTAR-ANN(2) model in a 10 by 10 lattice.
The model equation is shown below:
, N (0, 3 2 ) and the error ε t is from N (0, 1). Figure 1 shows the heatmaps of Y t simulated at t = 30, 29, 28 using (2). 3 The Model and the Likelihood Function
The Model
Suppose A 0 is invertible, then model (1) can be rewritten as:
In order to derive asymptotic properties, we also need Y t to be a causal spatial temporal process.
Referring to the definition in Brockwell and Davis [5] , the process Y t is causal if there exists matrices {Ψ j } with absolutely summable components such that
Causality is equivalent to the condition det(A(z)) = 0 for all z ∈ C such that |z| ≤ 1.
The matrices Ψ j can be found recursively from the equations
where we define Θ 0 = I n , Θ j = 0 n for j > 0, A j = 0 n for j > p and Ψ j = 0 n for j < 0. Therefore, this gives us
With this expansion, we need few assumptions on
0 and will be discussed later.
Likelihood Function
Denote θ = (φ 0 , φ 1 , . . . , φ p , β 1 , . . . , β q , λ, γ 1 , . . . , γ h ) ∈ Θ. Since ε s,t has an identical density function f , the conditional joint density of Y T , Y T −1 , . . . , Y 1 conditioned on a finite number of past
we have
Hence, the log-likelihood function of θ is given by [2, p. 63],
where
For the analysis of identification and estimation of the PSTAR-ANN(p) model, we adopt the following assumptions:
where Θ is a subset of the p + (q + 1)(h + 1) dimensional Euclidean space, R p+(q+1)(h+1) . Θ is a closed and bounded compact set and contains the true parameter value θ 0 as an interior point.
Assumption 2. The spatial correlation coefficient φ 0 satisfies |φ 0 | < 1 and φ 0 ∈ (−1/τ, 1/τ ), where τ = max{|τ 1 |, |τ 2 |, . . . , |τ n |}, τ 1 , . . . , τ n are eigenvalues of spatial weight matrix W n . To avoid the non-stationarity issue when φ 0 approaches to 1, we assume sup φ 0 ∈Θ |φ 0 | < 1.
Assumption 3. We assume W n is defined by queen contiguity and is uniformly bounded in row and column sums in absolute value as n → ∞ so A −1 0 is also uniformly bounded in both column and row sums as n → ∞.
Assumption 4.
We assume a causal spatial process Y t which means that every z which solves
lie inside a unit circle. So the operator A(L) is causal [16] .
Assumption 5. X t is stationary, ergodic satisfying E |x s,t | 2 < ∞ and X t is full column rank for t = 1, 2 . . . , T .
Assumption 6. The error terms ε s,t , s = 1, 2, . . . , n, t = 1, 2 . . . , T are independent and identically distributed with density function f (·), zero mean and unit variance σ 2 = 1. The moment E(|ε s,t | 2+r )
exists for some r > 0 and E| ln f (ε s,t )| < ∞.
Assumption 2 defines the parameter space for φ 0 such that A 0 is strictly diagonally dominant.
By the Levy-Desplanques theorem [19] , it follows that A In real applications, since W n is row standardized, one just searchesφ 0 over a parameter space on (−1, 1) to find the optimizer [7, p. 749-754] .
It is natural to consider the neighborhood by connections and in many practical studies, since entries scaled to sum up to 1, each row of W n sums up to 1, which guarantees that all nonzero weights are in (0, 1]. For simplicity, we define the weight matrix W n using the queen criterion and do row standardization. Assumption 3 is originated by Kelejian and Prucha [9, 10] and is also used in Lee [11] . With W n to be uniformly bounded, we can prove that (I n − φ 0 W n ) −1 is also uniformly bounded in row and column sums for φ 0 ∈ (−1/τ, 1/τ ) and sup φ 0 ∈Θ |φ 0 | < 1, by Lemma A.4 in Lee [11] . This result is a necessary condition for Assumption 4.
From Assumption 2 and 3, we can decompose W n by its eigenvalue and eigenvector pairs
, where Λ is a diagonal matrix with eigenvalues τ i on its diagonals and P = [v 1 , v 2 , . . . , v n ] (we assume v i 's are normalized eigenvectors). So
It is trivial that A Similar to previous chapter, the stationarity of {x s,t } is necessary in the ergodic theorem in later proofs.
Assumption 6 imposes restrictions for the random error. In this paper we mainly consider the heavy tailed density functions such scaled t distributions and Laplace distributions. When the degrees of freedom goes to infinity, the scaled t distribution would approximate a standard normal distribution. So we would like to concentrate more on the scaled t distribution with lower degrees of freedom.
Model Identification
In the previous section, we have some restrictions on the weight matrices W n and A i 's to guarantee the identification of a classical spatial time autoregressive model. We now investigate the conditions under which PSTAR(p)-ANN model is identified. By Rothenberg [17] , a parameter θ 0 ∈ Θ is globally identified if there is no other θ in Θ that observationally equivalent to θ 0 such that f (y, θ) = f (y, θ 0 ); or the parameter θ 0 is locally identified if there is no such θ in an open neighborhood of θ 0 in Θ. The model (1) , in principle, is neither globally nor locally identified due to the neural network component. The lack of identification of neural network models has been discussed in many papers (Hwang and Ding [8] ; Medeiros et al. [14] ). Here we extend the discussion to our Conversely, if γ i = 0, F (X t γ i ) is a constant and λ i can take any value without affecting the value of likelihood functions.
The problem of interchangeability (as mentioned in (a)) can be solved by imposing the following restriction, as in Medeiros et al. [14] :
And to tackle (b) and (c), we can apply another restriction:
Restriction 2. The parameters λ i and γ i1 should satisfy:
(1) λ i = 0, ∀i ∈ {1, 2, . . . , h}; and
To guarantee the non-singularity of model matrices and the uniqueness of parameters, we impose the following basic assumption: 
Asymptotic Results
Let the true parameter vector as θ 0 and the solution which maximizes the log-likelihood function (6) asθ n,T . Hence,θ n,T should satisfyθ
Suppose as n is large enough, T goes to infinity,θ n,T is equivalent to maximizing the average of the likelihood function L n,T (θ) shown as follows:
At specific time t, suppose we have a n 1 ×n 2 lattice where we consider asymptotic properties ofθ n,T when n = n 1 n 2 → ∞. Write the location s as the coordinate (s x , s y ) in the [1,
space. The distance between two locations s, j is defined as d(s, j) = max(|s x − j x |, |s y − j y |). So if observations at s, j locations are neighbors (by queen criterion), their coordinates should satisfy
In a spatial context, we should notice that the functional form of y s,t is not identical for all the locations due to values of the weights {w si } n i=1 . For example, in a lattice, units at edges, vertexes or in the interior have different density functions due to different neighborhood structures for j ∈ N s and the weight of a vertex neighborhood is 1/3 because a vertex unit has only three neighbors. This is known as an edge effect in spatial problems. To deal with this, referring to Yao and Brockwell [23] , we construct an edge effect correction scheme based on the way that the sample size tends to infinity. In a space [1,
satisfying that b 1 /n 1 , b 2 /n 2 → 0 and other locations belong to the boundary areas M. Therefore the set S contains n * = (n 1 − 2b 1 )(n 2 − 2b 2 ) interior locations while the set M contains n − n * boundary locations. Then n * /n → 1 and L n,T (θ) can be split into a sum of two parts (interior S and boundary M parts):
Therefore, given that lim n 1 ,n 2 →∞ |M| n = 0, n −1 s∈M l(θ|z s,t ) vanishes a.s. as n tends to infinity for any θ ∈ Θ. Therefore,
In this equation, every location s ∈ S has eight neighboring units under the queen criterion with nonzero weights w sj = 1/8. Hence for an interior unit s ∈ S,
So the maximum likelihood estimatorθ n,T approximately maximizeŝ
Consistency Results
To establish the consistency ofθ n,T , the heuristic insight is that becauseθ n,T maximizes
nT L n,T (θ) can generally be shown tending to a real function L : Θ → R with maximizer θ 0 as n, T → ∞ under mild conditions on the data generating process, thenθ n,T should tend to θ 0 almost surely. Before the formal proof of the consistency, we need the following assumptions on the density function f (·) satisfied (similar assumptions are made in White [22] , Andrews, Davis and Breidt [1] , Lii and Rosenblatt [13] ).
Assumption 8. For all s ∈ R, f (s) > 0 and f (s) is twice continuously differentiable with respect to s.
Assumption 9. The density should satisfy the following equations:
Assumption 10. The density should follow the following dominance conditions: and by a mixture of Gaussian distributions. The assumption E| ln f (s)| < ∞ (see Assumption 6) is also checked satisfied by the normal and t distributions (ν > 2). The Laplace distribution does not strictly satisfy the Assumptions 8-10, since it is not differentiable at 0 but it satisfies these boundedness conditions almost everywhere so we believe the consistency and asymptotic normality results remain valid for parameter estimates. This will be shown in the simulation section. Assumption 11 is a necessary to boundedness conditions in later proof.
Lemma 2. Given Assumptions 1-10,
Proof. L n,T is the joint density function of Y t , X t for t = 1, . . . , T .
. By Lemma 1, the PSTAR(p)-ANN model is globally identified and therefore E L n,T (θ) is uniquely maximized at θ 0 for all n, T . Since the parameter vector θ does not depend on n and T , it is equivalent to say that
We define a Hadamard product denoted by •, s.t. for vectors a, b 1 , . . . , b n ∈ R n , a matrix
And let
To facilitate the proof later on, we provide a lemma as follows.
Lemma 3. Given Assumptions 1-11,
Proof. As illustrated in equation (8), in a lattice with size n 1 × n 2 ,
a.s.
− − → 0 as n 1 , n 2 , T → ∞ Therefore, to prove (9) is equivalent to show that
where S denotes the interior units mentioned before. Since the interior units have the same neighboring structure, the space process for them is stationary when n 1 , n 2 go to infinity. We first
To prove this, we want to show that E | ln f (ε s,t (θ))| < ∞. Expanding ln f (ε s,t (θ)) around θ 0 with respect to θ,
whereθ n,T is between θ and θ 0 . Under the true parameter values, ε s,t (θ 0 ) (denoted as ε s,t or ε t as its vector form in the following) is independent and identically distributed. From Assumption
can be expressed as 
< ∞. With Cauchy-Schwarz inequality [18] and the finite second moment of x s,t , we can have,
Because W n A −1 (L) is well defined and X t is stationary with finite second moment, so component (17) is finite. (16) is dominated by P (E |ε s,t | c * +1 ) so with the dominance assumption, (16) is finite.
Hence, with (12)- (17) finite,
Then by ergodic theorem [3] ,
To complete the proof of uniform convergence, we also need to show
s∈S ln f (ε s,t (θ)) is equicontinuous for θ ∈ Θ, i.e., for all θ 1 , θ 2 ∈ Θ,
Applying the mean value theorem to the left side in (18):
whereθ n,T is some value between θ 1 and θ 2 . Since θ is in a compact set Θ, we show in (19) that, for all s, t, ε s,t (θ) is bounded by some function of Z t not depending on θ.
Similarly, referring to (11), it is easy to show that
is bounded by some function about Y t and X t . Therefore, due to the dominance of
f (s) (see Assumption 10) and stationarity of X t , Y t , forθ n,T between θ 1 and θ 2 , there exists a constant M such that 1 nT
Hence, for
s∈S ln f (ε s,t (θ)) is equicontinuous for θ ∈ Θ. With the pointwise convergence and equicontinuity, we can conclude the uniform convergence in (10) and furthermore (9) follows.
Similar to Chapter 1, we now give a formal statement of the consistency results.
Proof. Similar to the proof by Lung-fei Lee [11] , we need to show the stochastic equicontinuity of 1 n ln |A 0 | to have the uniform convergence of the log likelihood function L n,T (θ). Applying the mean value theorem,
where φ * 0 n,T is between φ † 0 and φ ‡ 0 . By Assumption 2 and 3, sup φ 0 ∈Θ |φ 0 | < 1, W n is bounded in both rows and column sums uniformly and using (7),
where C 1 is a constant not depending on n. So
0 | and with Lemma 3 we can conclude the uniform convergence that
With the assumptions 1-10, the parameter space Θ is compact; 1 nT L n,T (θ) is continuous in θ ∈ Θ and is a measurable of Y t , X t , t = 1, . . . , T for all θ ∈ Θ. E 1 nT L n,T (θ) is continuous on Θ and by Lemma 2, E 1 nT L n,T (θ) has a unique maximum at θ 0 . Referring to Theorem 3.5 in White [21] with the uniform convergence in (9), we can conclude thatθ n,T p − → θ 0 as n, T → ∞.
Asymptotic Distribution
is nonsingular.
These assumptions are to guarantee the existence of the covariance matrix of the limiting distribution of parameters in a PSTAR(p)-ANN model. We now give the asymptotic distribution of the maximum likelihood estimatorθ n,T .
Theorem 2. Under Assumptions 1-13,
∂L n,T (θ n,T ) ∂θ = 0. By the mean value theorem, expand ∂L n,T (θ n,T ) ∂θ around θ 0 with respect to θ,
whereθ n,T is betweenθ n,T and θ 0 . Therefore, we can have the following equation:
From (11), denote
. . , W n Y t−p , X t ) so the first order derivatives can be expressed
By Lemma 2, the true parameter values maximize
In (12)- (17) and (19), we showed that E ∂ ln f (εs,t(θ)) ∂θ is dominated by some function not related to θ
and (20) indicates that E ∂ ln f (εs,t(θ)) ∂θ is bounded for interior units in S. Hence,E ∂ ln f (εs,t(θ)) ∂θ
Therefore, with Assumption 13,
And under this A(θ 0 ) = B(θ 0 ). Since
is the sum of T identical and ergodic random variables, by the central limit theorem for stationary ergodic processes [15] , the limiting distribution
Next we would like to show that
∈ R n , and write U t = U t (θ 0 ) so the second order derivatives
. . . . . . . . .
Sinceθ n,T is betweenθ n,T and θ 0 ,θ n,T p − → θ 0 soθ n,T also converges to θ 0 in probability as n → ∞.
By Assumption 10,
are continuous and are bounded by a 1 + a 2 |s| c 1 so
are continuous functions for θ in Θ. Then by the continuity,
Finally we will prove that 1 nT
We first discuss the second derivative with respect to φ 0 component in (26). By triangular
where φ 00 is the true value of φ 0 . Consider E 1 n n s=1
under stationarity, it can be simplified as
0 and by assumptions, M n is uniformly bounded in row and column.
Suppose the row sum or column sum of M n is bounded by a constant b. We know
By simple linear algebra,
From assumptions 3 and 4, we know that W n is uniformly bounded and
0 is absolute summable so (28) < ∞ under the stationary condition of X t . Hence, E f 2 (εs,t)
For (29), when j > 0, ε t−j is independent from ε t . So for all k when j > 0,
For (30), similar to (29), we can have E f 2 (εs,t)
Therefore combining all these components together, E f 2 (εs,t)
(28) + (29) + (30) < ∞. So equation (27) is finite.
Because T t=1 n s=1 ln(1 − φ 0 τ s ) in (26) only relates to φ 0 , this term goes away when taken second derivative with respect to other parameters. Similar to the proof of E
we can show that E ∂ 2 ln f (εs,t(θ 0 )) ∂φ i ∂φ j < ∞ for i = 0, 1, . . . , p and j = 1, . . . , p, i.e.,
Other elements in the matrix (26) equal to those in E ∂ 2 ln f (εs,t(θ 0 )) ∂θ∂θ and they are also finite.
Then we can apply the ergodic theorem [3] and conclude that 1 nT
Recall the equation (22), we have proved that
has the limiting distribution N (0, B(θ 0 )).
With (41), forθ n,T betweenθ n,T and
6 Numerical Results
Simulation Study
In this section, we conduct simulation experiments to examine the estimators' behavior for finite samples. We look at two PSTAR-ANN(1) models with one and two neurons with model parameters specified below:
Simulations are conducted in a 30 by 30 lattice grid, so n = 900 and p = 1, T = 30. Random errors are sampled respectively from three distributions (standard normal, rescaled t-distribution and Laplace distribution) with variance 1. We generated data for two exogenous variables, observed at different time points t and location s.
Usually we would like to normalize predictors before fitting a neural network model to avoid the computation overflow [14] so values of x s,t [i], i = 1, 2, were generated independently from normal distributions N (0, 1.5 2 ) and N (0, 3 2 ) respectively. The log-likelihood function L n,T (θ) is given in (44) and we use L-BFGS-B method [6, 24] (recommended for bound constrained optimization) to find the parameter estimateŝ θ which maximize (44).
for model (42):
For the models under consideration, we estimated the covariance of the asymptotic normal distribution equation (21) . Since matrices A(θ 0 ) and B(θ 0 ) involve expected values with respect to the true parameter θ 0 , given merely observations, in practice they can be estimated as follows:
Using (23) and (24), we can calculateÂ(θ 0 ),B(θ 0 ) to assess the asymptotic properties of parameter estimates. Note that the derivative of the log-likelihood with respect to φ 0 cannot be calculated directly because it requires taking derivative with respect to a log-determinant of I n − φ 0 W n . For small sample sizes, we can compute the determinant directly and get the corresponding derivatives;
but for large sample sizes, for example a dataset with n = 900 observations, W n is a 900 × 900 weight matrix which makes it impossible to calculate the derivative directly. Since W n is a square matrix, we can apply the spectral decomposition such that W n can be expressed in terms of its n eigenvalue-eigenvector pairs in (7). So we can apply the following approach to calculate the derivative of ln |I n − φ 0 W n |, which greatly reduces the burden of computations (Viton [20] ).
Further the derivatives of the log-likelihood function with respect to φ 0 is
Finally we can estimate the covariance matrix by equation (45).
In each simulation study, we computeθ for each of 200 replicates. The estimatedΩ of the asymptotic covariance matrixΩ is computed based on a sample with n = 10000, T = 100 simulated observations. Table 1 compares the empirical mean and standard errors (in parentheses) ofθ with the true value and their estimated asymptotic standard deviations. From simulation results of the two models, the empirical standard deviations ofθ are close to the asymptotic standard deviations, which implies that the estimators' large finite sample behavior roughly matches their asymptotic distributions. Note that when ε t is sampled from a Laplace distribution, this covariance matrix cannot be computed because its second order derivative is not differentiable at 0. But the simulated θ's still exhibit normal properties. Normal plots for parameter estimates are shown in Figure 3 and give a strong indication of normality.
Model 1: 
Real Data Example
Spatial models have a lot of applications in understanding spatial interactions in cross-sectional data. In our first chapter we applied a partially specified spatial autoregressive model to understand the relationships between vote choices and social factors. In this chapter, we want to use a partially We also assume the random error follows a scaled t(8) distribution and, similar to previous chapter, perform variable transformations as follows: Figure 5 illustrates histograms of Y * t (first row) and histograms of exogenous variables X * 1,t , X * 2,t , X * The estimated PSAR-ANN model in chapter 1 is:
In this chapter we would like to add time into the model and we fit two PSTAR-ANN(1) models with one and two neurons respectively. Similarly we find the parameter estimates by maximizing the corresponding log-likelihood functions and use the L-BFGS-B algorithm to search for the optimum.
Detailed optimization steps are similar to those in chapter 1. The model fits are shown below. One is the PSTAR-ANN(1) with one neuron: (47) and (48) 2#parameters−2 ln L n,T (θ)) of the three models (See X 3,t (pctpoor), are significant at 0.05 significance level. Table 4 shows the 95% level of parameter estimates in model (48).
From Table 3 because it is not significant in model (47) but is significant in the neural network component in model (48). Regarding to this, it needs further assessment to decide if pctpoor should be included in the model. In chapter 3, we will further discuss the model selection in detail. To conclude, our proposed model PSTAR-ANN appears to successfully capture some presidential election dynamics over both space and time. It allows for non-Gaussian random errors and is flexible in learning nonlinear relationships between the response and exogenous variables.
