We provide an original and general sufficient criterion ensuring the exponential contraction of Feynman-Kac semi-groups of penalized processes. This criterion is applied to time-inhomogeneous one-dimensional diffusion processes conditioned not to hit 0 and to penalized birth and death processes evolving in a quenched random environment.
Introduction
In [6] , we developed a probabilistic framework to study Markov processes with absorption conditionned on non-absorption. The main result is a necessary and sufficient condition for the exponential convergence of conditional distributions to a unique quasi-stationary distribution. Our approach is based on coupling estimates (Doeblin condition and Dobrushin coefficient) which allow to use probabilistic methods to check the criteria in various classes of models, such as one-dimensional diffusions [4, 3] , multi-dimensional diffusions [2] or multi-dimensional birth and death processes [5] . 1 IECL, Université de Lorraine, Site de Nancy, B.P. 70239, F-54506 VandÅŞuvre-lÃĺs-Nancy Cedex, France 2 CNRS, IECL, UMR 7502, Vandoeuvre-lès-Nancy, F-54506, France 3 Inria, TOSCA team, Villers-lès-Nancy, F-54600, France.
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Because our method is general and only makes use of semi-group properties and coupling criteria, its extension to the time-inhomogeneous setting is natural. Actually, it appears that our method naturally extends to the even more general setting of the contraction of Feynman-Kac semi-groups of penalized processes developed by Del Moral and Miclo [10] and Del Moral and Guionnet [9] . The literature on the topic is vast and closely related to the study of genealogical and interacting particle systems. For more details, we refer the reader to the two textbooks [7, 8] and the numerous references therein.
The present paper can be seen as a complement to the results on the contraction of Feynman-Kac semi-groups gathered in [8, Chap. 12] . Our results apply both to the discrete-time and continuous-time cases. To show the novelty of our criteria and how to apply the methods developed in [6, 4, 3] , we provide a detailed study of two natural classes of models that cannot be directly treated using previously known criteria: time-inhomogeneous diffusion processes with hard obstacles in dimension 1 and time-inhomogeneous penalized one-dimensional birth and death processes. We also consider the case of birth and death processes evolving in a quenched random environment, alternating phases of growth and decay, under very general assumptions on the environment.
In Section 2, we present the general class of models we consider and state our main result on the contraction of Feynman-Kac semi-groups in the general framework of penalized time-inhomogeneous processes (Theorem 2.1). We then obtain in Section 3 new results on the limiting behavior of the expectation of the penalization (Proposition 3.1) with consequences on uniqueness on timeinhomogeneous stationary evolution problems with growth conditions at infinity, and on the existence and asymptotic mixing of the Markov process penalized up to infinite time (Theorem 3.3). We apply these results to time-inhomogeneous diffusions on [0, +∞) absorbed at 0 and conditioned on non-absorption (that is, with infinite penalization at 0) in Section 4. Section 5 is devoted to the study of penalized continuous time inhomogeneous birth and death processes in N: we first give a general criterion in Subection 5.1 and then study the case of birth and death processes in quenched environment alternating phases of growth and decay (close to infinity) in Subection 5.2. The proof of Theorem 2.1 is given in Section 6. Proposition 3.1 and Theorem 3.3 are proved respectively in Sections 7 and 8.
Main result
Let Ω, (F s,t ) 0≤s≤t ∈I , P, (X t ) t ∈I be a Markov process evolving in a measurable space (E , E ), where the time space is I = [0, +∞) or I = N and X can be timeinhomogeneous, such that X t is F s,r -measurable for all s ≤ t ≤ r . Let Z = {Z s,t ; 0 ≤ s ≤ t , s, t ∈ I } be a collection of multiplicative nonnegative random variables such that, for any s ≤ t , Z s,t is a F s,t -measurable random variable and E s,x (Z s,t ) > 0 and sup y∈E E s,y (Z s,t ) < ∞ ∀s ≤ t ∈ I ∀x ∈ E .
(2.1)
By multiplicative, we mean that, for all s ≤ r ≤ t ∈ I , Z s,r Z r,t = Z s,t .
We define the non linear semi-group Φ = {Φ s,t ; 0 ≤ s ≤ t } on the set M 1 (E ) of all probability measures on E by setting, for any distribution µ ∈ M 1 (E ), Φ s,t (µ) as the probability measure on E such that, for any bounded and E -measurable function f : E → R,
where ((X t ) t ≥s , P s,µ ) denotes the Markov process X on [s, +∞) starting with initial distribution µ at time s. Typical examples of penalizations are given by
where D ⊂ E is some absorbing set for the process X or κ is a measurable function from R + × E to R. In the first case, Φ s,t (µ) is simply the conditional distribution of X t with distribution µ at time s, given it is not absorbed in D at time t . In the second case, if κ(t , x) ≤ 0 for all t ≥ 0 and x ∈ E , then −κ(t , x) can be interpreted as a killing rate at time t in position x and Φ s,t (µ) is the conditional distribution of X t with distribution µ at time s, given it is not killed before time t . Note that if κ is bounded from above by a finite constantκ, then we can replace κ by κ−κ without modifying Φ s,t (µ) and hence recover the previous interpretation ofκ − κ as a killing rate. For all s ≥ 1 and all x 1 , x 2 ∈ E , we define the non-negative measure on E
where the minimum between two measures is understood as usual as the largest measure smaller than both measures, and the real constant
Similarly, we define
and the real constant 
We extend as usual this definition to any initial distribution µ on E as
Theorem 2.1. For all probability measures µ 1 , µ 2 on E and for all 0 ≤ s ≤ s + 1 ≤ t ≤ T ∈ I , we have
and
where · T V denotes the usual total variation distance: for all signed finite measure µ on E , 2 and d s , the time increments of +1 are not restrictive, since we could change the time-scale in the definition of the time-inhomogeneous Markov process X and the penalization Z using any deterministic increasing function. In particular, given s = s 0 < t 0 ≤ s 1 < t 1 ≤ . . . ≤ s n < t n ≤ t in I , we may define for all i = 0, . . . , n and all x 1 , x 2 ∈ E ,
and the real constant
Then it is straightforward to extend the proof of Theorem 2.1 (this can be obtained using an appropriate time change to recover ν s and d s ) to prove that, for all probability measures µ 1 , µ 2 on E and all T ≥ t , we have
This remark also applies to the next results (Proposition 3.1 and Theorem 3.3), where ν s and d s can also be modified accordingly.
Note also that our result is optimal in the time-homogeneous setting, in the sense that the exponential contraction in (2.8) is equivalent to the property d 0 > 0 (see [6, Thm. 2.1] 
In particular, if
for all s ≥ 0, there exists a positive bounded function η s : E → (0, +∞) such that
where, for any fixed y, the convergence holds uniformly in x, and such that, for all x ∈ E and s ≤ t ∈ I ,
In addition, the function s → η s ∞ is locally bounded on [0, +∞). 
such that f s is bounded for all s ≥ 0 and for some x 0 ∈ E , 
for which Proposition 3.1 and Corollary 3.2 give existence and uniqueness under condition (3.6).
Theorem 3.3. Assume that
Then, for all s ∈ I , the family (Q s,x ) s∈I ,x∈E of probability measures on Ω defined by
is well defined and given by 
Remark 3. In the case where Z s,u admits a regular conditional probability given X u for all s ≤ u (for example if E is a Polish space), the transition kernel of X under (Q s,x ) s,x is given bỹ
where p is the transition kernel of the process X under (P s,x ) s,x .
One-dimensional diffusions with time-dependent coefficients
Our first example of application of the results of Section 2 deals with the case of a Markov process conditioned not to hit some absorbing point ∂, i.e.
where τ ∂ is the hitting time of ∂. This is the setting of [6] , but we study here the time-inhomogeneous case.
More precisely, we consider a time inhomogeneous one-dimensional diffusion process X on [0, +∞) stopped when it hits 0 at time T X 0 = inf{t ≥ 0, X t − = 0} assumed almost surely finite and solution, for all
where B is a standard one-dimensional Brownian motion and σ is a measurable function on [0, +∞) × (0, +∞) to (0, +∞). Note that our result could of course also apply to any time-inhomogeneous diffusions with drift that can be put in the previous form by a time-dependent change of spatial scale. We assume that
for some measurable functions σ * and σ
Note that the former condition means that the time-homogeneous diffusion d Y t = σ * (Y t )d B t on (0, ∞) stopped when it hits 0 at time T Y 0 admits +∞ as entrance boundary (i.e. Y comes down from infinity, as defined in [1] ) and that T Y 0 < ∞ almost surely (see e.g. [12] ).
We also assume that the time-homogeneous diffusion process Y satisfies, for some constants t 1 > 0 and A > 0,
Up to a linear transformation of time (or, equivalently, multiplying σ(t , x) by some postive constant), we can-and will-assume without loss of generality that t 1 < 1. Explicit conditions on σ * ensuring the last assumption are given in [4, Thms 3.4 & 3.7] . For instance, these conditions are fulfilled if
for some constants C > 0 and ε > 0 in a neighborhood of 0. Note that if ε = 0, the condition 0+
x d x σ * (x) 2 < ∞ might not be satisfied and hence it is not guaranteed that the diffusion Y hits 0 in finite time. In particular, we obtain exponential convergence in (2.7), (2.8) . Moreover, the assumptions of Proposition 3.1 and Theorem 3.3 are satisfied.
As far as we know, this is the first result of this kind on time-inhomogeneous diffusions allowing non-periodic or non-regular or degenerate coefficients. In particular, this extends significantly the results of [11] in the one-dimensional case. 
Moreover, for all t 2 > 0,
for all a > 0 and t ≥ 0, inf
and for all a, b > 0, there exists t a,b > 0 such that for all t ≥ t a,b ,
We admit for the moment this result and extend the main steps of [4, Section 5.1] to our new setting.
Step 1: the conditioned process escapes a neighborhood of 0 in finite time. The goal of this step is to prove that there exists ε, c > 0 such that
To prove this, we first observe that, since X is a local martingale and since
By the Markov property,
The second part of Equation (4.3) of Lemma 4.2 entails that sup u≥0 P u,1 (T X 0 ≤ u + t 1 ) < 1 and therefore, using the first part of Equation (4.3) of Lemma 4.2,
). Markov's inequality then implies that, for all x ∈ (0, 1),
Set ε := 1/(2(2A −1)) and assume, without loss of generality, that A is big enough so that 2ε ∈ (0, 1). Applying the second part of (4.3) to the diffusion d Z t = σ * (t , Z t + ε) (which satisfies the above assumptions since
Hence, for all x ∈ (0, 2ε),
by (4.9) . This ends the proof of (4.8) for x < 2ε. For x ≥ 2ε, standard coupling arguments entail
Hence (4.8) is proved.
Step 2: Construction of coupling measures for the unconditioned process.
Our goal is to prove that there exists a constant c 1 > 0 such that, for all s ≥ 0 and x ≥ ε,
where
. Fix s ≥ 0 and x ≥ ε and construct two independent diffusions X s,ε and X s,x solution to (4.1) with initial values at time s given by ε and x respectively. Let
t }. By the strong Markov property, the process
Using Equation (4.4) of Lemma 4.2, we have
Therefore, (4.10) is proved with c 1 = c 1 inf s≥0 P s,ε (s + t 2 < T X 0 ), which is positive by (4.3) of Lemma 4.2.
Step 3: Proof that ν s ≥ c 1 cπ s−1+t 1 . Recall that t 1 + t 2 = 1. Using successively the Markov property, Step 2 and Step 1, we have for all s ≥ 1 and x > 0
This entails ν s ≥ c 1 cπ s−1+t 1 , where ν s is defined in (2.4).
Step 4: Proof that inf s≥1 d s > 0. We set a = ε/2. Using the definition of π s , we have
Inequality (4.6) allows us to conclude that inf s≥1 ν s ([a, +∞)) > 0.
We also deduce from (4.7) that, setting t 3 = t a,a , there exists ρ > 0 such that
From (4.5), one can choose b > a large enough so that
as the first hitting time of [0, b] by the process X and by θ t the shift operator of time t , Markov's property entails • θ t = s + t if T X 0 ≤ s + t . Then, setting t 4 = t a,b , for all u ≥ s +t 4 , defining k as the unique interger such that s + kt 3 + t 4 ≤ u < s + (k + 1)t 3 + t 4 , we have by Markov's property
where c > 0 by (4.7). Therefore, for all t ≥ u ≥ s + t 4 , making use of the mono-
Then, for all x ≥ b and all t ≥ s + t 4 , using successively the strong Markov property, Equation (4.11) with t = t 4 , (4.12) with u = t , (4.12) with u ≥ s + t 4 , and (4.11) again,
In the case where t ∈ [s, s + t 4 ],
We deduce from inequality (4.
This concludes the proof of Theorem 4.1.
Proof of Lemma 4.2.
We assume in the whole proof that s = 0 and X 0 = x. Since the statements of Lemma 4.2 are obtained from comparisons with time-homogeneous diffusions, the result will follow from the study of the case s = 0 only. For all t ≥ 0, let
Note that b is continuous and increasing. The equality X t = W b(t ) for all t < T X 0 defines a Brownian motion W started at W 0 = x and stopped at its first hitting time of 0 denoted by
. This is a classical consequence of Levy's characterisation of the Brownian motion, see for instance [15] . Note that, since a one dimensional Brownian motion hits 0 in finite time almost surely, there exists t ≥ 0 such that W b(t ) = 0 and hence b(T X 0 ) < ∞ almost surely.
Let Y be the time-homogeneous diffusion process stopped at 0 defined as Y t = W b * (t ) , where
And similarly for Z t = W b * (t ) , replacing σ * by σ * . In particular, Y a * (t ) = W t , (4.2). Similarly, the second inequality in (4.3) and (4.4) follow from the same property for Z and Y , respectively, which are standard properties of time-homogeneous diffusion processes (see for instance [12] ).
Using the previous argument, we also deduce that,
a almost surely for all a ≤ x. Hence (4.5) follows from the same property for Y , which is classical because infinity is an entrance boundary for Y (see for instance [1, 4] ). Inequality (4.6) also follows from the same comparison of hitting times and standard regularity properties of the time-homogeneous diffusion Z .
Finally, if b ≤ a/2 (4.7) follows directly from (4.6), and if b > a/2, we use the comparison with Y and the fact that P a (T Y 2b < t 0 ) > 0 for some t 0 > 0 to see that X hits 2b before time t 0 with probability under P s,a uniformly bounded from below with respect to s ≥ 0. Next we use the comparison with Z (as we did to prove the second inequality in (4.3)) to see that, under P s,2b , for any t ≥ 0, there is a uniformly (with respect to s) positive probability that X does not hit a < 2b before time t . Combining these two facts entails (4.7) with t a,b = t 0 .
Penalized time-inhomogeneous birth and death processes
In the previous example, we considered the case of an inhomogeneous Markov process which is uniformly dominated by a time homogeneous process coming down from infinity. This provided uniform mixing, controled by the Dobrushin coefficient, given by the mass of the measure ν s . The goal of this section is to study a case of inhomogeneous Markov process in continuous time alternating periods of uniform mixing (i.e. uniform coming down from infinity) and periods without uniform mixing. This situation is for example natural for a birth and death process in random environment, where the environment alternates periods favorable to growth and periods where the population has a tendency to descrease. The study of quasistationary behavior of such a population can be formulated in two different ways: the study of convergence of the distribution of the population conditional on non-extinction 1) when expectations are taken with respect to the law of the environment and of the birth and death process (so-called annealed quasistationary behavior), and 2) when expectations are taken only with respect to the law of the birth and death process, for any fixed realization of the environment (so-called quenched quasi-stationary behavior). In the case of timehomogeneous Markov environment dynamics, the joint dynamics of environment and population is time-homogeneous and hence enters the scope of our general results for Markov processes of [6] . The case of quenched quasi-stationary behavior is more delicate since all realizations of the environment must be considered, even those which are very unlikely when the population is conditioned on survival. In particular, this requires more stringent irreducibility assumptions (see (5.1) and (5.2) below) than what one would expect in the annealed case.
We also detail in the examples studied in this section how inhomogeneous penalization can be handled, with some appropriate boundedness assumptions. Our method can actually be adapted to several Markov processes with similar penalization. Typical situations include the models studied in [6, 4, 3, 5].
General result
Let (X t ) t ∈R + be a time inhomogeneous birth and death process reflected at 1, with measurable birth rates b i (t ) > 0 and death rates d i (t ) ≥ 0 at time t ≥ 0 from state i ≥ 1, such that d 1 (t ) = 0 for all t ≥ 0 and d i (t ) > 0 for i ≥ 2. We also consider the penalization defined by
where κ : R + × {1, 2, . . .} → R is a bounded measurable function. Note that the study of the distribution of a birth and death process Y on Z + absorbed at 0 (with the same coefficients except d 1 (t ) > 0) and conditioned not to hit 0 (i.e. penalized by 1 Y t =0 ) enters this setting since
Similarly, the case of birth and death processes with catastrophe (i.e. with killing) occurring at bounded rate depending on the position of the process (see [6, Section 4.1]) also enters this setting.
We will need irreducibility and stability assumptions:
These two conditions are satisfied for example if, for each n ∈ N, the functions b n (t ) and d n (t ) are uniformly bounded and bounded away from 0. 
is unbounded, where
Then, there exist γ > 0 such that, for all probability measures µ 1 , µ 2 on N and for all s ∈ N and t ≥ s,
where 
for some constant C s,y only depending on s and y, and
Since T b is unbounded, we obtain in particular convergence in total variation in Theorem 5.1. Moreover, the exponential speed of convergence is governed by the asymptotic density of the set T b . In Subsection 5.2, we apply Theorem 5.1 to the case of a birth and death process evolving in a quenched random environment.
Proof. We first notice that replacing κ by κ− κ ∞ does not change the operators Φ and K in (2.2) and (2.6), and hence the measures ν s and the constants d s are not modified. Therefore, we can assume without loss of generality that κ is nonpositive. As observed before Theorem 2.1, the penalized process can then be interpreted as a time-inhomogeneous birth and death process Y with killing. More precisely, let Y be the time inhomogeneous birth and death process on Z + with birth and death rates b n (t ) and d n (t ) at time t from state n ≥ 1, with additional jump rate −κ(t , n) at time t from n ≥ 1 to 0, which is assumed to be an absorbing point. Then
The process Y can be constructed from the paths of X with an additional killing rate, in which case T F ∧ T 0 ≤ T X F , where T F is the first hitting time of the set F by Y , and T 0 = T {0} . Therefore, assumption (5.3) implies that, for some constant A < ∞, for all s ∈ T ,
Step 1: Preliminary computations.
For all x ∈ F , by Markov's property, (5.1) and (5.2),
and hence, increasing C if necessary, we obtain that for all u ∈ [s, t ],
Step 2: Dobrushin coefficient. For this step and the next one, we fix s 1 ∈ T b and let s 2 ∈ T such that t 0 + 2 ≤ s 2 − s 1 ≤ t 0 + b. Using (5.6), for all t ≥ s 1 and x ∈ N,
Hence, it follows from the definition of t 0 in (5.5) that there exists a constant
thus the Markov property entails
where the constant c 1 does not depend on s 1 ∈ T b and x ∈ N. Since for all x ∈ N and f : N → R + ,
we deduce that
Step 3: Comparison of survival probabilities. Given any s ∈ T , using (5.6), Markov's property and inequality (5.8) twice (first with u = t and second for all u ∈ [s, t ]), we have for all t ≥ s and x ∈ N,
Recall that we fixed s 1 ∈ T b and s 2 ∈ T such that t 0 + 2 ≤ s 2 − s 1 ≤ t 0 + b. For all x ∈ N, if t ≥ s 2 , (5.9) and (5.7) entail
Since we assumed that the catastrophe rate −κ is uniformly bounded, the last inequality extends to any t ∈ [s 1 +t 0 +1, s 2 ] (increasing the constant if necessary).
Step 4: Conclusion Combining Steps 2 and 3, there exists c > 0 such that, for all
Theorem 2.1 and Remark 1 then imply that there exists γ 0 > 0 such that
Since N b,s,t ≤ (t 0 +1)C b,s,t , this concludes the proof of 5.1 with γ = γ 0 /(t 0 +1).
An example with alternating favorable and unfavorable periods in a quenched random environment
To illustrate how the assumptions of Theorem 5.1 can be checked in practice, we consider the case of alternating phases of favorable and unfavorable birth and death rates. By favorable, we mean a process which comes down fast from infinity (see Assumption (5.10) below), a criterion which is known to be related to uniform convergence to quasi-stationary distributions for time-homogeneous birth and death processes [13, 6] . We study the problem of quenched stationary behavior of the birth and death process: we assume that the time length of the favorable and unfavorable periods are the realizations of a random environment and we study properties that hold almost surely with respect to the environment. More precisely, we consider two sequences (u j , j ≥ 0) and (v j , j ≥ 0) of positive real numbers and a family of sequence of pairs of nonnegative real numbers
) represents the lengths of successive unfavorable (resp. favorable) time intervals. Without loss of generality, we assume that the first phase is unfavorable. Therefore, if we set s 0 = 0
then the unfavorable time intervals are [s j , σ j ), j ≥ 0 and the favorable time intervals are [σ j , s j +1 ), j ≥ 0. During each favorable time interval, we assume that the birth and death rates satisfy
The fact that the process comes down from infinity during favorable time intervals is expressed in the following condition, assumed throughout this section: from state i , comes down from infinity (see for instance [17] ). In addition, the distribution of Y j starting from ∞ can be defined and, for all n ≥ 1, 12) where T j is the first hitting time of i by the process Y j .
In particular, Assumption (5.10) means that on each time interval [σ j , s j +1 ) with j ≥ 0, the process X comes down from infinity. Note that we make no assumption on the unfavorable time intervals, except that the process is not explosive.
Remark 4. We could actually deal with explosive processes by defining our process on N∪{+∞}, assuming that +∞ is absorbing during unfavorable time intervals. This would not change our analysis, but for the construction of the process.
If we think of the time lengths u j and v j as modelling the influence of a random environment on the previous birth and death process, the next result shows that the conditions of Theorem 5.1 are almost surely true for quenched random environments under very general conditions. 
and for all t 0 > 0, there exists b ≥ 2 such that the set
is 
Therefore, under the assumptions of the last theorem, all the convergences in Theorem 5.1 are exponential. More precisely, exp(−γ N b,s,t ) can be replaced everywhere in Theorem 5.1 by C exp(−γ (t −s)) for some constants C , γ > 0 a priori dependent on the realization of (u j , v j ) j ≥0 .
Theorem 5.2 actually holds true under the following more general assumptions. We will divide the proof in two steps, first proving this more general result (Lemma 5.3) and second, checking that its assumptions are implied by those of Theorem 5.2 (Lemma 5.4).
Given fixed positive numbers u 0 , u 1 , . . . and v 0 , v 1 , . . ., we set for all j ≥ 0 and λ > 0
We will need the next two assumptions: there exists λ > 0 such that 
As a consequence (5.16) holds true for any sequence (u j , j ≥ 0) (not necessarily drawn as an independent sequence) such that lim inf
Proof of Lemma 5.3. For all s, t ≥ 0, we define
For all j ≥ 0, we have
and, by Markov's property,
where T j F is the first hitting time of the set F by the time homogeneous process Y j defined above (5.12). Using Cauchy-Schwartz and Markov's inequalities,
It is standard (cf. e.g. [6] ) to deduce from (5.10) that, given λ > 0, there exists a finite F 0 = {1, 2, . . . , max F 0 } ⊂ N such that
We set ε = exp(−C * − 1) with C * = sup j ∈J λ C λ, j < ∞. We then deduce from (5.10)
that there exists a finite F ⊂ N such that
Combining (5.19) and (5.20), for all j ≥ 0,
A straightforward induction then implies that, for all n ≥ 0,
and hence, since α(s, t ) ≤ e λt for all s ≥ 0,
Assuming that j belongs to the set J λ of Assumption (5.16), by definition of ε and C * , we deduce that
Letting t → +∞, we finally obtain
Proof of Lemma 5.4 . Given ε > 0 such that P(V ≥ ε) > 0, we can assume without loss of generality that V ≥ ε > 0 almost surely since, otherwise, we may modify the sequences (u j , j ≥ 0) and (v j , j ≥ 0) by removing all the favorable time intervals such that v j < ε and concatenating them with the surrounding unfavorable intervals. It is easy to check that this modifies the sequence (u j , v j ) j ≥0 as an i.i.d. sample of a new random couple (U ,V ) such that V ≥ ε almost surely, and
Since EU < ∞, the strong law of large numbers implies that S i , j converges to EU when j → +∞ for all i ≥ 0 and hence sup j >i S i , j < ∞ almost surely. Therefore, there exists A > 0 such that
Then, for all k 0 ≥ 1, Since Γ i ,n is measurable with respect to σ(u i +1 , . . . , u i +n , v i , . . . , v i +n−1 ), the sequence (I k , k ≥ 0) is a Markov chain in N ∪ {+∞} absorbed at +∞, with independent increments up to absorption. Moreover, at each step, the probability of absorption is equal to p > 0. We deduce that In other words, we proved that there exists A > 0 such that
is infinite, and that, for all t 0 > 0, setting k 0 = t 0 /ε , lim inf
This concludes the proof of (5.16) and (5.17) and hence of Lemma 5.4.
Proof of Theorem 2.1
Some parts of the proof are translations of the ideas of [6] in terms of penalized processes.
Step 
The same computation, replacing δ x by any probability measure, leads to (6.3). Then the measure ν t is positive and we define for all x ∈ E and u ≥ t η t ,u (x) = E t ,x Z t ,u
