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Entropy in Topological Groups
The entropy was invented by Rudolf Clausius in Thermodynamics
in 1865 and carried over to
• Information Theory by Claude Shannon in 1948
• Ergodic Theory by Kolmogorov and Sinai in 1958
• Topological Dynamics by Adler, Konheim, McAndrew in 1965
• Algebraical Dynamics by Weiss and Peters in 1976.
In information theory, the entropy is a measure of unpredictability
of information content. In each of the other three settings the
entropy h(T ) of a transformation T : X → X is a non-negative
real number or ∞ measuring the randomness, disorder or chaos
attributed to T (and its iterations T 2,T 3, . . . ,T n, . . .):
for a probability space (X ,B, µ), T measure preserving,
measure entropy hmes(T );
for a topological space (X , τ), T continuous; topological
entropy htop(T ).
for a group (X , ·), T a homomorphism; algebraic entropy
halg (T ).
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The category FlowX of discrete dynamical systems in X
A discrete dynamical system (= a flow) in a category X is an
object X of X and an endomorphism T : X → X in X.
Most often X will be one of the following categories:
sets and (finite-to-one) maps,
topological (resp., measure) spaces and continuous (resp.,
measure preserving) maps.
(topological) groups and (continuous) group homomorphisms,
right modules over a ring R and the R-module
homomorphisms.
A morphism between two flows T : X → X and S : Y → Y is a
morphism α : X → Y in X such that the diagram
X
α //
T

Y
S

X
α // Y .
commutes. This defines the category FlowX of flows in X .
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The category FlowX of discrete dynamical systems in X
Example
For X = AbGrp (abelian groups), FlowX is isomorphic to the
category of Z[X ]-modules (each (G , φ) ∈ FlowAbGrp becomes a
Z[X ]-module by letting X act on G via φ.)
To classify flows in X up to isomorphism one uses invariants (fixed
and periodic points, entropy, etc.). The entropy (εντρopiι´α) is a
numerical invariant, so roughly a function
h : FlowX → R+ := R≥0 ∪ {∞}, (†)
where R≥0 = {r ∈ R : r ≥ 0}, obeying the invariance law:
h(T ) = h(S) whenever α : (X ,T )→ (Y , S) is an isomorphism in
FlowX . The value h(T ) is supposed to measure the degree to
which X is “scrambled” by T (so a “decent” entropy function
must assign 0 to all identity maps).
For simplicity we write (†) brielfy also as
h : X → R+.
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Entropy in Topological Groups
Fekete Lemma
The definitions of the various entropies involve sequences of real
numbers with the following property:
Definition (subadditive sequence)
A sequence {an}n∈N of non negative real numbers is subadditive if
an+m ≤ an + am for every n,m ∈ N.
The following well known fact from elementary analysis ensures the
existence of the limits defining most of the entropies.
Lemma (Fekete Lemma)
For a subadditive sequence {an}n∈N of non negative real numbers,
the sequence {ann }n∈N converges and
lim
n→∞
an
n
= inf
n∈N
an
n
.
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Entropy in Topological Groups
Topological entropy
The following definition of topological entropy was inspired by that
of measure entropy introduced earlier by Kolmogorov and Sinai.
For a compact space X , let cov(X ) be the family of all open covers
of X . For U ∈ cov(X ) the entropy of U is
N(U) = log M(U),
where M(U) = min{|V| : V is a finite subcover of U}. For m ∈ N+
and open covers U1, . . . ,Um ∈ cov(X ) let
U1 ∨ . . . ∨ Um =
{
m⋂
i=1
Ui : Ui ∈ Ui
}
.
For a continuous selfmap ψ : X → X , U ∈ cov(X ) and n ∈ N+, let
ψ−n(U) := {ψ−n(U) : U ∈ U} ∈ cov(X ).
Then ψ−n(U1 ∨ . . . ∨ Um) = ψ−n(U1) ∨ . . . ∨ ψ−n(Um) for every
n,m ∈ N+. Moreover,
N(ψ−1(U)) ≤ N(U) and N(U ∨ V) ≤ N(U) + N(V) (∗)
for U ,V ∈ cov(X ).
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Topological entropy
From (*) one can deduce
Lemma
Let X be a compact space, U ∈ cov(X ) and for every n ∈ N+ let
cn = H(U ∨ ψ−1(U) ∨ . . . ∨ ψ−n+1(U)).
Then the sequence {cn}n∈N+ is subadditive, so the sequence
{ cnn }n∈N+ converges and limn→∞ cnn = infn∈N cnn .
Definition
Let X be a compact space and ψ : X → X a continuous selfmap.
(a) For U ∈ cov(X ) the topological entropy of ψ w.r.t. U is
Htop(ψ,U) = limn→∞ N(U∨ψ
−1(U)∨...∨ψ−n+1(U))
n .
(b) The topological entropy of ψ is
htop(ψ) = sup{Htop(ψ,U) : U ∈ cov(X )}.
Entropy in Topological Groups
Topological entropy
From (*) one can deduce
Lemma
Let X be a compact space, U ∈ cov(X ) and for every n ∈ N+ let
cn = H(U ∨ ψ−1(U) ∨ . . . ∨ ψ−n+1(U)).
Then the sequence {cn}n∈N+ is subadditive, so the sequence
{ cnn }n∈N+ converges and limn→∞ cnn = infn∈N cnn .
Definition
Let X be a compact space and ψ : X → X a continuous selfmap.
(a) For U ∈ cov(X ) the topological entropy of ψ w.r.t. U is
Htop(ψ,U) = limn→∞ N(U∨ψ
−1(U)∨...∨ψ−n+1(U))
n .
(b) The topological entropy of ψ is
htop(ψ) = sup{Htop(ψ,U) : U ∈ cov(X )}.
Entropy in Topological Groups
Topological entropy
From (*) one can deduce
Lemma
Let X be a compact space, U ∈ cov(X ) and for every n ∈ N+ let
cn = H(U ∨ ψ−1(U) ∨ . . . ∨ ψ−n+1(U)).
Then the sequence {cn}n∈N+ is subadditive, so the sequence
{ cnn }n∈N+ converges and limn→∞ cnn = infn∈N cnn .
Definition
Let X be a compact space and ψ : X → X a continuous selfmap.
(a) For U ∈ cov(X ) the topological entropy of ψ w.r.t. U is
Htop(ψ,U) = limn→∞ N(U∨ψ
−1(U)∨...∨ψ−n+1(U))
n .
(b) The topological entropy of ψ is
htop(ψ) = sup{Htop(ψ,U) : U ∈ cov(X )}.
Entropy in Topological Groups
Topological entropy
From (*) one can deduce
Lemma
Let X be a compact space, U ∈ cov(X ) and for every n ∈ N+ let
cn = H(U ∨ ψ−1(U) ∨ . . . ∨ ψ−n+1(U)).
Then the sequence {cn}n∈N+ is subadditive, so the sequence
{ cnn }n∈N+ converges and limn→∞ cnn = infn∈N cnn .
Definition
Let X be a compact space and ψ : X → X a continuous selfmap.
(a) For U ∈ cov(X ) the topological entropy of ψ w.r.t. U is
Htop(ψ,U) = limn→∞ N(U∨ψ
−1(U)∨...∨ψ−n+1(U))
n .
(b) The topological entropy of ψ is
htop(ψ) = sup{Htop(ψ,U) : U ∈ cov(X )}.
Entropy in Topological Groups
Topological entropy
From (*) one can deduce
Lemma
Let X be a compact space, U ∈ cov(X ) and for every n ∈ N+ let
cn = H(U ∨ ψ−1(U) ∨ . . . ∨ ψ−n+1(U)).
Then the sequence {cn}n∈N+ is subadditive, so the sequence
{ cnn }n∈N+ converges and limn→∞ cnn = infn∈N cnn .
Definition
Let X be a compact space and ψ : X → X a continuous selfmap.
(a) For U ∈ cov(X ) the topological entropy of ψ w.r.t. U is
Htop(ψ,U) = limn→∞ N(U∨ψ
−1(U)∨...∨ψ−n+1(U))
n .
(b) The topological entropy of ψ is
htop(ψ) = sup{Htop(ψ,U) : U ∈ cov(X )}.
Entropy in Topological Groups
Topological entropy
Bowen defined in 1971 entropy for uniformly continuous selfmaps
ψ : X → X of a metric space (X , d). For x ∈ X , n ∈ N+ and
ε > 0 define the Bowen’s disc
Dn(x , ε, ψ) =
n−1⋂
k=0
ψ−k(Bε(ψk(x))), (1)
where Bε(x) denotes the ball centered at x of radius ε, given by
the metric d . Clearly, y ∈ Bε(x) iff
d(x , y) < ε, d(ψ(x), ψ(y)) < ε, . . . , d(ψn−1(x), ψn−1(y)) < ε.
Let K(X ) be the family of all compact subsets of X . For every
K ∈ K(X ), n ∈ N+ and ε > 0 let
rn(ε,K , ψ) = min{|F | : F ⊆ X and K ⊆
⋃
x∈F
Dn(x , ε, ψ)}.
A subset F ⊆ X is said to be (n, ε)-separated with respect to ψ, if
Dn(x , ε, ψ) ∩ Dn(y , ε, ψ) = ∅ for each pair of distinct points
x , y ∈ F .
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For ε > 0, K ∈ K(X ) and n ∈ N+, set
sn(ε,K , ψ)=max{|F | :F ⊆ K and F is (n, ε)-separated with respect to ψ}.
The numbers rn(ε,K , ψ) and sn(ε,K , ψ) are finite and well defined
as K is compact. Now define
r(ε,K , ψ) = lim sup
n→∞
log rn (ε,K , ψ)
n
, s(ε,K , ψ) = lim sup
n→∞
log sn (ε,K , ψ)
n
for every ε > 0 and K ∈ K(X ). Furthermore, let
hr (K , ψ) = sup{r(ε,K , ψ) : ε > 0}, hs(K , ψ) = sup{s(ε,K , ψ) : ε > 0}.
Then hr (K , ψ) = hs(K , ψ) and one obtains the notion of uniform
entropy hU(ψ) of ψ:
hU(ψ) = sup{hr (K , ψ) : K ∈ K(X )} = sup{hs(K , ψ) : K ∈ K(X )}.
When the metric space (X , d) is compact, every continuous
selfmap ψ : X → X is uniformly continuous, so one can define
both hU(ψ) and htop(ψ). Then hU(ψ) = htop(ψ).
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Examples
(1) Let T = R/Z be the circle group with distance d defined by
the shortest arc between two points. Then ψ : T→ T, defined by
ψ(x) = kx for x ∈ T, has hU(ψ) = log k . Indeed, for 0 < ε < 1/4
one has µ−mk (Bε(0)) = Bε/km(0) + Z(k
m), so
Dn(0, ε, ψ) =
⋂n−1
k=0(sBε/km(0) + Z(km)) = Bε/kn−1(0). Hence,
sn(ε,T, µk) = kn−1/ε, so log sn(ε,T, ψ) = (n− 1) log k − log ε. So,
htop(T, ψ) = sup{s(ε,T, ψ) : ε > 0} = log k .
(2) (Bernoulli shifts) Let K be a non-empty set.
(a) The two-sided (left) Bernoulli shift βK of K
Z is defined by
βK ((xn)n∈Z) = (xn+1)n∈Z, for (xn)n∈Z ∈ KZ.
(b) The one-sided left Bernoulli shift Kβ of K
N is defined by
Kβ(x0, x1, x2, . . .) = (x1, x2, x3, . . .).
In case K is a topological space and the product is equipped with
the Tichonoff topology, these Bernoulli shifts are continuous (βK is
a homeomorphism) and htop(βK ) = htop(Kβ) = log |K |.
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Entropy in Topological Groups
Mahler measure, Kolmogorov-Sinai formula and Yuzvinski’s formula
Let f (x)=sxn+a1x
n−1+. . .+an ∈ Z[x ] be a primitive polynomial,
with roots {λi : i = 1, . . . , n}. The Mahler measure of f (x) is
m(f (x)) = log |s|+
∑
|λi |>1
log |λi |.
For an endomorphism φ : Qn → Qn let m(φ) = m(pφ(x)), where
pφ(x) is the primitive characteristic polynomial of φ over Z.
Example
(a) (Kolmogorov-Sinai formula) Every T ∈ End(Tn) is linear, so
described by a matrix A ∈ GLn(Z) (x = (xi ) 7→ Ax). If λi are the
eigenvalues of A, then
htop(T ) =
∑
|λi |>1 log |λi | = m(pA(x)).
where pA(x) is the monic characteristic polynomial of A.
(b) (Yuzvinski’s formula) Each T ∈ End(Q̂n) is Q-linear, so
described by a matrix A ∈ GLn(Q) as above, and
htop(T ) = m(pA(x)), where pA(x) ∈ Z[x ] is primitive as above.
In particular, htop(T ) <∞ for all T ∈ End(Q̂n).
Entropy in Topological Groups
Mahler measure, Kolmogorov-Sinai formula and Yuzvinski’s formula
Let f (x)=sxn+a1x
n−1+. . .+an ∈ Z[x ] be a primitive polynomial,
with roots {λi : i = 1, . . . , n}. The Mahler measure of f (x) is
m(f (x)) = log |s|+
∑
|λi |>1
log |λi |.
For an endomorphism φ : Qn → Qn let m(φ) = m(pφ(x)), where
pφ(x) is the primitive characteristic polynomial of φ over Z.
Example
(a) (Kolmogorov-Sinai formula) Every T ∈ End(Tn) is linear, so
described by a matrix A ∈ GLn(Z) (x = (xi ) 7→ Ax). If λi are the
eigenvalues of A, then
htop(T ) =
∑
|λi |>1 log |λi | = m(pA(x)).
where pA(x) is the monic characteristic polynomial of A.
(b) (Yuzvinski’s formula) Each T ∈ End(Q̂n) is Q-linear, so
described by a matrix A ∈ GLn(Q) as above, and
htop(T ) = m(pA(x)), where pA(x) ∈ Z[x ] is primitive as above.
In particular, htop(T ) <∞ for all T ∈ End(Q̂n).
Entropy in Topological Groups
Mahler measure, Kolmogorov-Sinai formula and Yuzvinski’s formula
Let f (x)=sxn+a1x
n−1+. . .+an ∈ Z[x ] be a primitive polynomial,
with roots {λi : i = 1, . . . , n}. The Mahler measure of f (x) is
m(f (x)) = log |s|+
∑
|λi |>1
log |λi |.
For an endomorphism φ : Qn → Qn let m(φ) = m(pφ(x)), where
pφ(x) is the primitive characteristic polynomial of φ over Z.
Example
(a) (Kolmogorov-Sinai formula) Every T ∈ End(Tn) is linear, so
described by a matrix A ∈ GLn(Z) (x = (xi ) 7→ Ax). If λi are the
eigenvalues of A, then
htop(T ) =
∑
|λi |>1 log |λi | = m(pA(x)).
where pA(x) is the monic characteristic polynomial of A.
(b) (Yuzvinski’s formula) Each T ∈ End(Q̂n) is Q-linear, so
described by a matrix A ∈ GLn(Q) as above, and
htop(T ) = m(pA(x)), where pA(x) ∈ Z[x ] is primitive as above.
In particular, htop(T ) <∞ for all T ∈ End(Q̂n).
Entropy in Topological Groups
Mahler measure, Kolmogorov-Sinai formula and Yuzvinski’s formula
Let f (x)=sxn+a1x
n−1+. . .+an ∈ Z[x ] be a primitive polynomial,
with roots {λi : i = 1, . . . , n}. The Mahler measure of f (x) is
m(f (x)) = log |s|+
∑
|λi |>1
log |λi |.
For an endomorphism φ : Qn → Qn let m(φ) = m(pφ(x)), where
pφ(x) is the primitive characteristic polynomial of φ over Z.
Example
(a) (Kolmogorov-Sinai formula) Every T ∈ End(Tn) is linear, so
described by a matrix A ∈ GLn(Z) (x = (xi ) 7→ Ax). If λi are the
eigenvalues of A, then
htop(T ) =
∑
|λi |>1 log |λi | = m(pA(x)).
where pA(x) is the monic characteristic polynomial of A.
(b) (Yuzvinski’s formula) Each T ∈ End(Q̂n) is Q-linear, so
described by a matrix A ∈ GLn(Q) as above, and
htop(T ) = m(pA(x)), where pA(x) ∈ Z[x ] is primitive as above.
In particular, htop(T ) <∞ for all T ∈ End(Q̂n).
Entropy in Topological Groups
Mahler measure, Kolmogorov-Sinai formula and Yuzvinski’s formula
Let f (x)=sxn+a1x
n−1+. . .+an ∈ Z[x ] be a primitive polynomial,
with roots {λi : i = 1, . . . , n}. The Mahler measure of f (x) is
m(f (x)) = log |s|+
∑
|λi |>1
log |λi |.
For an endomorphism φ : Qn → Qn let m(φ) = m(pφ(x)), where
pφ(x) is the primitive characteristic polynomial of φ over Z.
Example
(a) (Kolmogorov-Sinai formula) Every T ∈ End(Tn) is linear, so
described by a matrix A ∈ GLn(Z) (x = (xi ) 7→ Ax). If λi are the
eigenvalues of A, then
htop(T ) =
∑
|λi |>1 log |λi | = m(pA(x)).
where pA(x) is the monic characteristic polynomial of A.
(b) (Yuzvinski’s formula) Each T ∈ End(Q̂n) is Q-linear, so
described by a matrix A ∈ GLn(Q) as above, and
htop(T ) = m(pA(x)), where pA(x) ∈ Z[x ] is primitive as above.
In particular, htop(T ) <∞ for all T ∈ End(Q̂n).
Entropy in Topological Groups
Mahler measure, Kolmogorov-Sinai formula and Yuzvinski’s formula
Let f (x)=sxn+a1x
n−1+. . .+an ∈ Z[x ] be a primitive polynomial,
with roots {λi : i = 1, . . . , n}. The Mahler measure of f (x) is
m(f (x)) = log |s|+
∑
|λi |>1
log |λi |.
For an endomorphism φ : Qn → Qn let m(φ) = m(pφ(x)), where
pφ(x) is the primitive characteristic polynomial of φ over Z.
Example
(a) (Kolmogorov-Sinai formula) Every T ∈ End(Tn) is linear, so
described by a matrix A ∈ GLn(Z) (x = (xi ) 7→ Ax). If λi are the
eigenvalues of A, then
htop(T ) =
∑
|λi |>1 log |λi | = m(pA(x)).
where pA(x) is the monic characteristic polynomial of A.
(b) (Yuzvinski’s formula) Each T ∈ End(Q̂n) is Q-linear, so
described by a matrix A ∈ GLn(Q) as above, and
htop(T ) = m(pA(x)), where pA(x) ∈ Z[x ] is primitive as above.
In particular, htop(T ) <∞ for all T ∈ End(Q̂n).
Entropy in Topological Groups
Mahler measure, Kolmogorov-Sinai formula and Yuzvinski’s formula
Let f (x)=sxn+a1x
n−1+. . .+an ∈ Z[x ] be a primitive polynomial,
with roots {λi : i = 1, . . . , n}. The Mahler measure of f (x) is
m(f (x)) = log |s|+
∑
|λi |>1
log |λi |.
For an endomorphism φ : Qn → Qn let m(φ) = m(pφ(x)), where
pφ(x) is the primitive characteristic polynomial of φ over Z.
Example
(a) (Kolmogorov-Sinai formula) Every T ∈ End(Tn) is linear, so
described by a matrix A ∈ GLn(Z) (x = (xi ) 7→ Ax). If λi are the
eigenvalues of A, then
htop(T ) =
∑
|λi |>1 log |λi | = m(pA(x)).
where pA(x) is the monic characteristic polynomial of A.
(b) (Yuzvinski’s formula) Each T ∈ End(Q̂n) is Q-linear, so
described by a matrix A ∈ GLn(Q) as above, and
htop(T ) = m(pA(x)), where pA(x) ∈ Z[x ] is primitive as above.
In particular, htop(T ) <∞ for all T ∈ End(Q̂n).
Entropy in Topological Groups
Mahler measure, Kolmogorov-Sinai formula and Yuzvinski’s formula
Let f (x)=sxn+a1x
n−1+. . .+an ∈ Z[x ] be a primitive polynomial,
with roots {λi : i = 1, . . . , n}. The Mahler measure of f (x) is
m(f (x)) = log |s|+
∑
|λi |>1
log |λi |.
For an endomorphism φ : Qn → Qn let m(φ) = m(pφ(x)), where
pφ(x) is the primitive characteristic polynomial of φ over Z.
Example
(a) (Kolmogorov-Sinai formula) Every T ∈ End(Tn) is linear, so
described by a matrix A ∈ GLn(Z) (x = (xi ) 7→ Ax). If λi are the
eigenvalues of A, then
htop(T ) =
∑
|λi |>1 log |λi | = m(pA(x)).
where pA(x) is the monic characteristic polynomial of A.
(b) (Yuzvinski’s formula) Each T ∈ End(Q̂n) is Q-linear, so
described by a matrix A ∈ GLn(Q) as above, and
htop(T ) = m(pA(x)), where pA(x) ∈ Z[x ] is primitive as above.
In particular, htop(T ) <∞ for all T ∈ End(Q̂n).
Entropy in Topological Groups
Mahler measure, Kolmogorov-Sinai formula and Yuzvinski’s formula
Let f (x)=sxn+a1x
n−1+. . .+an ∈ Z[x ] be a primitive polynomial,
with roots {λi : i = 1, . . . , n}. The Mahler measure of f (x) is
m(f (x)) = log |s|+
∑
|λi |>1
log |λi |.
For an endomorphism φ : Qn → Qn let m(φ) = m(pφ(x)), where
pφ(x) is the primitive characteristic polynomial of φ over Z.
Example
(a) (Kolmogorov-Sinai formula) Every T ∈ End(Tn) is linear, so
described by a matrix A ∈ GLn(Z) (x = (xi ) 7→ Ax). If λi are the
eigenvalues of A, then
htop(T ) =
∑
|λi |>1 log |λi | = m(pA(x)).
where pA(x) is the monic characteristic polynomial of A.
(b) (Yuzvinski’s formula) Each T ∈ End(Q̂n) is Q-linear, so
described by a matrix A ∈ GLn(Q) as above, and
htop(T ) = m(pA(x)), where pA(x) ∈ Z[x ] is primitive as above.
In particular, htop(T ) <∞ for all T ∈ End(Q̂n).
Entropy in Topological Groups
Mahler measure, Kolmogorov-Sinai formula and Yuzvinski’s formula
Let f (x)=sxn+a1x
n−1+. . .+an ∈ Z[x ] be a primitive polynomial,
with roots {λi : i = 1, . . . , n}. The Mahler measure of f (x) is
m(f (x)) = log |s|+
∑
|λi |>1
log |λi |.
For an endomorphism φ : Qn → Qn let m(φ) = m(pφ(x)), where
pφ(x) is the primitive characteristic polynomial of φ over Z.
Example
(a) (Kolmogorov-Sinai formula) Every T ∈ End(Tn) is linear, so
described by a matrix A ∈ GLn(Z) (x = (xi ) 7→ Ax). If λi are the
eigenvalues of A, then
htop(T ) =
∑
|λi |>1 log |λi | = m(pA(x)).
where pA(x) is the monic characteristic polynomial of A.
(b) (Yuzvinski’s formula) Each T ∈ End(Q̂n) is Q-linear, so
described by a matrix A ∈ GLn(Q) as above, and
htop(T ) = m(pA(x)), where pA(x) ∈ Z[x ] is primitive as above.
In particular, htop(T ) <∞ for all T ∈ End(Q̂n).
Entropy in Topological Groups
Mahler measure, Kolmogorov-Sinai formula and Yuzvinski’s formula
Let f (x)=sxn+a1x
n−1+. . .+an ∈ Z[x ] be a primitive polynomial,
with roots {λi : i = 1, . . . , n}. The Mahler measure of f (x) is
m(f (x)) = log |s|+
∑
|λi |>1
log |λi |.
For an endomorphism φ : Qn → Qn let m(φ) = m(pφ(x)), where
pφ(x) is the primitive characteristic polynomial of φ over Z.
Example
(a) (Kolmogorov-Sinai formula) Every T ∈ End(Tn) is linear, so
described by a matrix A ∈ GLn(Z) (x = (xi ) 7→ Ax). If λi are the
eigenvalues of A, then
htop(T ) =
∑
|λi |>1 log |λi | = m(pA(x)).
where pA(x) is the monic characteristic polynomial of A.
(b) (Yuzvinski’s formula) Each T ∈ End(Q̂n) is Q-linear, so
described by a matrix A ∈ GLn(Q) as above, and
htop(T ) = m(pA(x)), where pA(x) ∈ Z[x ] is primitive as above.
In particular, htop(T ) <∞ for all T ∈ End(Q̂n).
Entropy in Topological Groups
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Theorem (Addition Theorem for htop)
Let G be a compact group, φ ∈ End(G ), H a φ-invariant closed
normal subgroup of G and φ : G/H → G/H the endomorphism
induced by φ.
H _

φH // H _

G

φ // G

G/H
φ // G/H
Then
htop(φ) = htop(φ H) + htop(φ).
Proved by Youzvinski [1965] for metrizable groups. Announced by
Peters [1981] for LCA groups (the proof has a gap). Proved by
Giordano Bruno, Virili [2017] for automorphisms of t.d.LC groups.
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Entropy in Topological Groups
Addition Theorem for htop
Uniqueness of the topological entropy function
For continuous endomorphisms of compact groups htop has these
two additional properties
(Mon) monotnicity under taking restriction to closed invariant
subgroup
(Inn) inner automorphisms have topological entropy zero.
Theorem (Uniqueness Theorem, Stoyanov 1987)
Every function h′(−) defined on all continuous endomorphisms of
compact groups having the invariance property and satisfying the
Log Law, the Reduction to surjectivity rule, the Continuity Axiom,
the Addition Theorem, (Mon), (Inn), the Yuzvinski’s formula and
h′(Znβ) = log n = htop(Znβ) for all n, must coincide with the
topological entropy htop.
Yuzvinski’s formula cannot be replaced by the (weaker)
Kolmogorov-Sinai formula for endomorphisms of Tn (n ∈ N).
Appllication: htop(T ) = hmes(T ) for endomorphisms T of compact
groups (equipped with their Haar measure).
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Entropy in Topological Groups
The topological (uniform) entropy in locally compact groups (Bowen)
Let G be a locally compact group, C(G ) a local base of compact
neighborhoods of 0 and µ a right Haar measure on G .
Let φ : G → G be a continuous endomorphism. For U ∈ C(G ) let
Cn(φ,U) = U ∩ φ−1(U) ∩ . . . ∩ φ−n+1(U) - n-th cotrajectory of U.
The entropy is intended to measure the rate of decay of the n-th
cotrajectory Cn(φ,U):
Htop(φ,U) = lim sup
n→∞
− logµ(Cn(φ,U))
n
does not depend on the choice of the Haar measure µ. The
topological entropy of φ is
htop(φ) = sup{Htop(φ,U) : U ∈ C(G )}.
If G is discrete, then C(G ) is the family of all finite subsets of G
containing 0, and µ(A) = |A| for subsets of G . So Htop(φ,U) = 0
for every U ∈ C(G ). Hence, htop(φ) = 0 for discrete G .
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Algebraic entropy
Definition (Adler, Konheim and McAndrew; J. Peters, Weiss)
Let G be an abelian group and φ : G → G be an endomorphism
(i.e., (G , φ) is an algebraic flow).
For a finite subset F of G and a positive integer n the n-th
φ-trajectory of F is
Tn(φ,F ) = F + φ(F ) + . . .+ φ
n−1(F ), τφ,F (n) = |Tn(φ,F )| ≤ |F |n,
the algebraic entropy of φ with respect to F is
Halg (φ,F ) = lim
n→∞
log τφ,F (n)
n
≤ log |F |.
The algebraic entropies of φ : G → G are
ent(φ) = sup{H(φ,F ) : F finite subgroup of G}.
halg (φ) = sup{H(φ,F ) : F finite subset of G}.
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Entropy in Topological Groups
Examples
Example
For an abelian group K the right Bernoulli shift βK of the group⊕
N K is defined by (x0, x1, x2, . . .) 7→ (0, x0, x1, . . .).
Then, h(βK ) = log |K |; in particular h(βK ) =∞ when K is infinite.
Example
halg (idG ) = 0 for every abelian group G . Let F = {f1, . . . , fk}
be a finite subset of G . For x ∈ Tn(idZ,F ) = F + . . .+ F︸ ︷︷ ︸
n
,
n > 1, there exists (m1, . . . ,mk) ∈ {0, 1, . . . , n}k such that
x =
∑k
i=1 mi fi . So τidG ,F (n) ≤ (n + 1)k = (n + 1)|F |. Hence
Halg (idZ,F ) = lim
n→∞
log τidG ,F (n)
n
≤ lim
n→∞
k log(n + 1)
n
= 0.
f : Z→ Z, defined by f (x) = 2x has halg (f ) = log 2.
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Entropy in Topological Groups
Basic properties of the algebraic entropy
Invariance under conjugation: If φ : G → G and ψ : H → H are
endomorphisms with φ = ξ−1ψξ for some isomorphism ξ : G → H
G
φ //
ξ 
G ,
ξ
H
ψ // H
then h(φ) = h(ψ).
Monotonicity: H φ-invariant subgroup of G , φ : G/H → G/H
induced by φ; then halg ≥ max{h(φ H), halg (φ)}.
Logarithmic law: halg (φ
k) = k · halg (φ) for every k ≥ 0.
Continuity: If G is direct limit of φ-invariant subgroups
{Gi : i ∈ I}, then halg (φ) = supi∈I halg (φ Gi ).
Additivity for direct products: If G = G1 × G2 and
φi ∈ End(Gi ), i = 1, 2, then halg (φ1 × φ2) = halg (φ1) + halg (φ2).
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Entropy in Topological Groups
Addition Theorem for halg
Theorem (Addition Theorem for halg )
Let G be an abelian group, φ ∈ End(G ), H a φ-invariant subgroup
of G and φ : G/H → G/H the endomorphism induced by φ.
H _

φH // H _

G

φ // G

G/H
φ // G/H
Then
halg (φ) = halg (φ H) + halg (φ).
Proved by Goldsmith, Salce, Zanardo, DD [2009] for torsion
groups, by Giordano Bruno, DD [2016] in the general case.
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Entropy in Topological Groups
The algebraic entropy in locally compact groups (Peters, Virili)
For every U ∈ C(G ) and every positive integer n let
Tn(φ,U) = U · φ(U) · . . . · φn−1(U) - the n-th φ-trajectory of U.
Then
Halg (φ,U) = lim supn→∞
log µ(Tn(φ,U))
n (*)
does not depend on the choice of µ.
The algebraic entropy of φ is
halg (φ) = sup{Halg (φ,U) : U ∈ C(G )}.
When G is discrete, then (*) is a lim by Fekete Lemma from
Analysis (as the sequence cn = logµ(Tn(φ,U)) is subadditive, i.e.,
cm+n ≤ cm + cn). When G is finitely generated and discrete
halg (idG ) is relatedto the growth function studied (in the
non-abelian case) by Milnor, Gromov, Bass, Grygorchuk and others.
The term algebraic is motivated by the fact that Tn(φ,U) (unlike
Cn(φ,U)) is built by making use of the group operation.
If G is compact, then halg (φ) = Halg (φ,G ) = 0.
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Measure free formulas in the totally disconnected case
In case G is totally disconnected, one can obtain measure free
formulas for the entropies, with lim in place of lim sup. Indeed, by a
theorem of van Dantzig, the filter base C(G ) contains another filter
base, namely the family B(G ) of all open compact subgroups of G .
For U ∈ B(G ) and continuous endomorphism φ : G → G the index
s(φ,U) = [φ(U) : U ∩ φ(V )] = [(U + φ(U)) : U]
is finite (as φ(U) is compact and U ∩ φ(U) is open in φ(U)).
Analogously, [U : Cn(φ,U)] is finite for every n.
Elementary properties of the measure give
µ(U) = [U : Cn(φ,U)]µ(Cn(φ,U)); and
µ(Tn(φ,U)) = [Tn(φ,U) : U]µ(U).
(in the non-abelian case Tn(φ,U) is just a compact subset)
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So − logµ(Cn(φ,U)) = log[U : Cn(φ,U)]− logµ(U).
Since lim logµ(U)/n = 0, this gives
Htop(φ,U) = lim sup
n→∞
log[U : Cn(φ,U)]
n
when U ∈ B(G ), as well as
Halg (φ,U) = lim sup
n→∞
log[Tn(φ,U) : U]
n
.
The next step is to see that in both cases lim sup is simply a lim,
using the fact that the sequences
αn = [Tn+1(φ,U) : Tn(φ,U)]; and
βn = [Cn(φ,U) : Cn+1(φ,U)]
stabilize (more precisely, αn+1|αn and βn+1|βn).
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Entropy in Topological Groups
Limit free formula for the computation of htop
As we saw, for U ∈ C(G ) the topological entropy Htop(ψ,U)
measures how rapidly the partial co-trajectory Cn(φ,U)
approximates the co-trajectory U− =
⋂∞
n=0 φ
−n(U).
For the sake of completeness, let U+ =
⋂∞
n=0 φ
n(φ,U).
Both U− and U+ are compact,
U− is the greatest φ-invariant (i.e., φ(U−) ⊆ U−) subgroup of
G contained in U,
U+ is the greatest inversely φ-invariant (i.e., U+ ⊆ φ(U+))
subgroup of G contained in U.
Theorem (Giordano Bruno)
Let G be a totally disconnected locally compact group, φ : G → G
a topological automorphism and U ∈ B(G ). Then
Htop(φ,U) = log[φ(U+) : U+] = log[φ
−1(U−) : U−] + log ∆(φ)
Here, ∆ : Aut(G )→ R+ is the modular function, measuring the
extent to which an automorphism φ “expands” the Haar measure
(defined by ∆(φ) = µ(φ(U))/µ(U), U ∈ B(G )).
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Limit free formula for the computation of htop
The next theorem offers a more precise result, replacing
“automorphism” by the milder condition (*), however the price to
pay is asking compactness of the group. Normality of the open
subgroup U of K is not restrictive, since an open subgroup of a
compact group K contains an open normal subgroup of K .
Theorem (Giordano Bruno - DD)
Let ψ : K → K be a continuous endomorphism of a totally
disconnected compact group and U an open compact normal
subgroup of K such that
K/(ψ(K ) · U−) <∞. (∗)
Then
Htop(ψ,U) = log[φ
−1(U−) : U−]− log
∣∣∣ Kψ(K)·U− ∣∣∣ .
If K is also abelian, then (*) is satisfied by every open subgroup U
of K .
If ψ is surjective, Htop(ψ,U) = log[φ
−1(U−) : U−].
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Obviously, φ−1(U−) = kerψ and K/(ψ(K ) · U−) = K/ψ(K ) =
Coker ψ if U− = {e}, so
Htop(ψ,U) = log | kerψ| − log |Coker ψ|
provided Coker ψ is finite and U− = {e}.
For the algebraic entropy one obtains, defining the trajectory
T (φ,F ) =
⋃∞
n=1 Tn(φ,F ):
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F a normal finite subgroup of G such that ker φ ∩T (φ,F ) is finite.
Then
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If G = T (φ,F ) (“dual” to U− = {e}) and | ker φ| <∞, then
Halg (φ,F ) = log |Coker φ| − log | ker φ|.
(ker φ ∩ T (φ,F ) is always finite ablian case).
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