We explore the performance of MMSE multiuser receivers in wireless systems where the signatures are modeled as random and take values in complex space. First we study the conditional distribution of the output multiple-access interference (MAI) of the MMSE receiver. By appealing to the notion of conditional weak convergence, we nd that the conditional distribution of the output MAI, given the signatures and received powers, converges in probability to a proper complex Gaussian distribution that does not depend on the signatures. This result indicates that in a large system, the output interference of the MMSE receiver is approximately Gaussian with high probability, and that systems with MMSE receivers are robust to the randomness of the signatures. Building on the Gaussianity of the output interference, we then take the quality of service (QoS) requirements as meeting the signal-to-interference ratio (SIR) constraints and identify the network capacity of single-class systems with random spreading. The network capacity is expressed uniquely in terms of the SIR requirements and received power distributions. Compared to the network capacity corresponding to the optimal signature allocation, we conclude that at the cost of transmission power, the gap between the network capacity corresponding to optimal signatures and that corresponding to random signatures can be made arbitrarily small. Therefore, from the viewpoint of network capacity, systems with MMSE receivers are robust to the randomness of signatures.
Introduction
Consider a K-user communication system equipped with linear minimum-mean-square-error (MMSE) multiuser receivers. We focus primarily on the following discrete-time synchronous baseband model 14, 16] : In a symbol interval, the received signal at the front end of the receiver is Y 
where the b i 's are the transmitted (complex) information symbols, the P i 's are the received powers, the s i 's (s i = 1 p N s i1 ; ; s iN ] t ) are the signatures, and V comes from the sampling of the proper complex white Gaussian noise with power spectral density . 1 (We assume throughout that > 0.)
The signatures provide diversity gain and the corresponding model is of considerable interest (see, e.g., 5, 14, 15, 16] ). In this paper, we assume that the signatures take values in complex space. Proper complex random processes arise naturally in equivalent baseband representations of bandpass communication systems (see, e.g., 3, 10] ). In particular, for communications in fading environments it is sometimes more reasonable to assume for the baseband model that the signals are complex 16, Chapter 2]. We focus on systems with random spreading, as in 14, 17, 19, 20] . The random signature model is applicable to many practical systems. For example, this model is applicable to CDMA systems with very long pseudo-random spreading sequences, and also applicable to CDMA systems with random short signatures (i.e., the period of the signature equals the information symbol period and repetition of the same random signatures is adopted). In CDMA systems, the number of chips per signature N is sometimes called the processing gain. This model is also applicable to multiple-antenna systems where the vector s i represents the fading levels of user i at each of the N antennas. In this case, we call s i the spatial fading signature of user i. The s i 's in a multiple-antenna system are often modeled to be random and take values in N-dimensional complex space. The independence of the spatial fading signatures can be achieved by physically separating the antennas by a few carrier wavelengths 6]. Regardless of the speci c applications, we call the length of the signatures the degree of freedom. More speci cally, the degree of freedom is the processing gain in a CDMA system or the number of antennas in a multiple-antenna system 14] .
Suppose there are K users in the system when the degree of freedom is N. We consider a more realistic scenario where users transmit data through a fading channel, and each user is capable of decentralized power control. Accordingly, we assume that the received powers are random (due to imperfect power control), and are independent across the users. We denote the received power of user i as P i and its mean i . Our results are asymptotic in nature, with both K and N going to in nity. As we scale up the system (as N ! 1), the ratio of K to N is denoted by 4 = K N and taken to be xed, as is standard (see, e.g., 14, 17, 19] ). In this paper, we rst study the distribution of the multiple-access interference (MAI) at the output of the MMSE receiver. The output MAI distribution is a physical layer performance metric and plays a crucial role in determining bit error probability. We focus on systems where repetition of the same random signatures is adopted and the received powers change relatively slowly compared to the symbol rate. In these systems it is of more interest to study the conditional distributions of the output MAI given the signatures and received powers. Our study makes use of the notion of conditional weak convergence 13]. In particular, our analysis involves two modes of conditional weak convergence|convergence almost surely of conditional distributions and convergence in probability of conditional distributions. Roughly speaking, our main result on the output MAI distributions can be summarized as follows:
Assuming that the empirical distribution function 2 of f 1 ; ; K g converges weakly as N ! 1, the conditional distribution of the output MAI of the MMSE receiver, given the signatures and received powers, converges in probability to a proper complex Gaussian distribution that does not depend on the signatures.
The above result can be viewed as a generalization of 20, Theorems 3.1 and 3.2], which established the Gaussianity of the output MAI under the assumption that the signatures are binary spreading sequences. However, the technical nature of the above result is in fact signi cantly di erent from that of 20, Theorem 3.2]. Indeed, the relaxation of the signatures to be complex gives rise to possibly much more variation in the MAI, requiring the new notion of conditional weak convergence. We note that assuming signatures are deterministic, Poor and Verd u 11] have established the Gaussianity of the output interference of the MMSE receiver under several asymptotic conditions (the output MAI vanishes in these scenarios).
We then take a network perspective and identify the network capacity of single-class systems. Loosely speaking, a set of users is admissible if their simultaneous transmission does not result in violation of any of their quality of service (QoS) requirements; the network capacity is the maximum number of admissible users. Building on the Gaussianity of the output MAI, we take the QoS requirements as meeting the signal-to-interference ratio (SIR) constraints. Our result shows that the network capacity can be expressed uniquely in terms of the SIR requirements and received power distributions. The network capacity of imperfect power-controlled systems with linear receivers has been studied in 19]. In particular, in 19] the authors characterized the network capacity of systems with MMSE receivers for the deterministic signature case and the corresponding characterization for the random signature case was left open. We resolve this problem in this paper. Combining these results, we observe that at the cost of transmission power, we can drive the gap between the network capacity corresponding to optimal signatures and that corresponding to random signatures arbitrarily small.
The organization of the remainder of this paper is as follows. The next section contains our model description. In Section 3 we provide some necessary mathematical background. We present our main results in Section 4, and the proofs of our main results are relegated to Section 5. We draw our conclusions in Section 6.
Model Description
We focus primarily on a canonical discrete-time symbol-synchronous baseband model: In a symbol interval, the received signal before ltering is
Without loss of generality, we consider user 1. The MMSE receiver exploits the MAI structure provided by the signatures and received powers of the interferers. Because the received powers may vary from symbol to symbol, we assume that the MMSE receiver has knowledge of the mean received powers instead of the instantaneous received powers of the interferers 20]. Also assume for now that the MMSE receiver has knowledge of P 1 , the instantaneous received power of user 1. (It turns out that there is really no need for knowledge of P 1 
As will be shown in Theorem 4.1, in a large system the output interference of the MMSE receiver can be well approximated as Gaussian. Therefore, it is reasonable to take the QoS requirement as meeting the SIR constraints (see, e.g., 14, 17, 19] ). Because of the randomness of the received powers and signatures, the SIR is random as well. Therefore, we adopt a probabilistic model for the users' QoS requirements as follows (cf. 9]):
where SIR (N ) k is the SIR of user k when the degree of freedom is N, k the target SIR of user k, and a k 2 0; 1), k = 1; ; K. That is, the probability that the SIR of user k is no less than k must be greater than a k .
In this paper, we are interested in identifying the maximum number of users admissible in a single-class system. A single-class system is one where the received powers of all the users are independently and identically distributed (see 14, 19] given X converges almost surely to a random measure P in (M 1 ; M 1 ), written as P X N a:s:
R f dP with probability one.
As pointed out in 13], the most convenient formulation of convergence in probability of conditional distributions is in terms of almost sure convergence of subsequences of conditional distributions. We state its de nition in the following.
De nition 3.2 The conditional distribution of I (N ) 1
given X converges in probability to a random measure P in (M 1 ; M 1 ), written as P X N P =) P , if every subsequence fN 0 g contains a further subsequence fN 00 g for which P X N 00 a:s:
Note that in the above, for brevity we have used the notation fN 0 g and fN 00 g to represent the subsequences fP X N 0g and fP X N 00g, respectively. Because C is separable and hence M 1 is metrizable, the above de nition coincides with the standard de nition of convergence in probability in a metric space. Indeed, this conclusion can be further illustrated by the following important result on convergence in probability of random variables fX n g 1, Theorem 20.5]. Lemma 3.1 A necessary and su cient condition for X n P ?! X is that each subsequence fX n 0 g contains a further subsequence fX n 00 g such that X n 00 ! X with probability one.
We shall use the above result repeatedly in proving our main results.
Proper Complex Random Variables
We begin with a few de nitions.
De nition 3.3 A complex random variable is de ned as a random variable of the form t = t c + jt s ; j = p ?1;
where t c and t s are real random variables de ned on the same probability space 8, p. 14].
As shown in 10], the \covariance" of two complex random variables t = t c + jt s and r = r c + jr s (where the \covariance" refers to the four covariances arising between the real and imaginary parts of t and r), when de ned consistently with the corresponding notion for real random variables, is determined by the usual (complex) covariance together with a quantity called the pseudo-covariance. The covariance t;r and pseudo-covariance~ t;r are de ned as follows: We assume that the P i 's and the b i 's are independent. The assumptions we impose on the received powers and information symbols are listed as follows: We remark that Condition (3.P3) on the signal constellation covers many modulation methods of interest, for example, QPSK modulation schemes. It is clear that the quantity V in (1) is a proper complex random vector because any vector of samples taken from a proper complex random process is also proper 10].
Summary of Main Results
In this section, we summarize the main contributions of this paper. Because the proofs of our results are involved, we relegate the details to Section 5.
Our rst main result is on the asymptotic distributions of the output MAI conditioned on the signatures and received powers. This result is a generalization of 20, Theorems 3.1 and 3.2], which established the Gaussianity of the output MAI under the assumption that the signatures are binary spreading sequences. We note that although the proof of part (a) has some similarity in avor to that of 20, Theorem 3.1], the technical nature of our proof for part (b), the main part of Theorem 4.1, is in fact signi cantly di erent from that of 20, Theorem 3.2]. Indeed, the relaxation of the signatures to be complex gives rise to possibly much more variation in the MAI. We use conceptually the more subtle notion of conditonal weak convergence to reslove this problem. , has a limiting proper complex Gaussian distribution.
(b) The conditional distribution of the output MAI of the MMSE receiver, given the signatures and received powers, converges in probability to the same proper complex Gaussian distribution as in part (a).
In , given X, converges (in the weak sense) to the same proper complex Gaussian distribution in probability (see also De nition 3.2). We note that the limiting proper complex Gaussian distribution does not depend on the signatures and depends \weakly" on the received powers in the sense that its variance depends on only the empirical distribution of the mean received powers. This indicates that the MMSE receiver is robust to the randomness of the signatures and received powers.
Since the background noise V is proper complex Gaussian, it is clear that conditioned on X, the distribution of I (N ) 2 converges in probability to a proper complex Gaussian distribution. Also note that conditioned on X, I , given X, converges in probability to a proper complex Gaussian distribution. Heuristically, given the signatures and received powers, the output interference in a large system is approximately Gaussian with high probability. This result is particularly useful for systems in which the powers vary at a slower rate than information symbols and the signatures are short (i.e., the period of the signature equals the information symbol period and hence repetition of the same random signatures is adopted). The reasoning is as follows: Assuming the information symbols are independent (which is valid when interleaving and de-interleaving are employed), the output interference, given the signatures and received powers, is independent across symbol intervals, and the Gaussianity of the conditional distribution greatly simpli es the performance analysis and characterization of channel capacity.
We now take a networking perspective and proceed to characterize the network capacity of single-class systems.
Building on Theorem 4.1, we take the QoS requirement as meeting the SIR constraints. This is sensible because in view of the Gaussianity of the output interference, the SIR is of fundamental interest for detection and characterization of channel capacity, that is, the SIR is the key parameter that governs the system performance. Also because any scaled version of the MMSE receiver results in the same SIR, it su ces to use any scaled version of the MMSE receiver. Thus, there is really no need for knowledge of the desired user's instantaneous received power for constructing the receiver. This implies that the MMSE receiver is robust to channel uncertainty, which suggests that the MMSE receiver is particularly useful in a multiple-antenna wireless system, where channel estimation becomes more di cult.
In a single-class system, the received powers of all the users are identically distributed. Let F denote the received power distribution and its mean. 
We are now ready to present our main result on the network capacity of a single-class system with MMSE receivers. It is of interest to compare the above result with the corresponding characterization of network capacity of a system with optimal deterministic signatures carried out in 19]. It is shown in 19] that the network capacity of a system with optimal signature allocation is F ?1 (1?a) + 1 ? . Compared to Theorem 4.2, we conclude that by allocating signatures \intelligently", the network capacity is increased by F ?1 (1?a) . However, it is also clear that as the signal-to-noise ratio (SNR) increases, the gap between the network capacity corresponding to optimal signatures and that corresponding to random signatures vanishes. That is, at the cost of transmission power, we can drive the gap between the network capacity corresponding to optimal signatures and that corresponding to random signatures arbitrarily small. This observation leads to the conclusion that from the viewpoint of network capacity, systems with MMSE receivers are robust to the choice of signature sets.
Based on Theorem 4.2, it is clear that there are cases where the network capacity of a system with random spreading is great than one. It is somewhat surprising that \random signatures" can sometimes beat \orthogonal signatures." Mathematically, this is a highdimensional stochastic geometry problem, and it may be of interest for future investigation.
Proofs of Main Results

Technical Lemmas
For notational convenience, we de ne It is clear that conditioned on the signatures and received powers, the array ft (N ) i g still forms a complex martingale di erence array with respect to fF N;i g. In what follows, rst we show that max 2 i K jt (N ) i j is bounded in L 2 norm for almost every realization of X. Because Then it is straightforward to see that
Since X and Z are independent, it follows that for almost every ! 2 ,
Next observe that for any subsequence fN 0 g of fNg, by Lemma 5.3, there exists a further subsequence fN 00 g such that Combining the above facts with Eq. (13), we conclude that there exists a set E such that P(E) = 1 and for any ! 2 E, the following three conditions are satis ed simultaneously:
1. The L 2 norm of U (N 00 ) (X(!); Z) is bounded for all N 00 .
U
(N 00 ) (X(!); Z) converges to 0 in probability. Remarks: Observe that fP X N g is a sequence of random measures in (M 1 ; M 1 ). As noted in Section 3, convergence in probability (almost surely) of conditional distributions is an instance of convergence in probability (almost surely) of a sequence of probability measures in the weak topology. We note that because M 1 is metrizable (let denote the metric), De nition 3.2 is equivalent to the standard de nition of convergence in probability in a metric space, that is, for any > 0, P (P X N ; P ) > ! 0.
5. where the degree of freedom is N (correspondingly, the s k 's are N-dimensional vectors). As shown in Eq. (6), T 
In what follows, we rst prove that 1 
Conclusions
We consider a canonical symbol-synchronous discrete-time model for wireless multiuser systems with MMSE receivers. We focus on the cases where the signatures are modeled as random and take values in complex space. First we use the conditional distribution of the output MAI of the MMSE receiver to characterize the system performance. By appealing to conditional weak convergence, we have found that under the assumptions (3.P1{3.P3), the conditional distribution of the output MAI, given the signatures and received powers, converges in probability to a proper complex Gaussian distribution that does not depend on the signatures and depends weakly on the mean received powers. This result indicates that in a large system, the overall output interference of the MMSE receiver is approximately Gaussian with high probability, and that systems with MMSE receivers are robust to the randomness of the signatures and received powers. Furthermore, because of the Gaussian nature of the output interference, the SIR is of fundamental interest. Building on the Gaussianity of the output interference, we then take a networking perspective and identify the network capacity of single-class systems with random spreading. We have found that the network capacity can be expressed uniquely in terms of the SIR requirements and received power distributions. Compared to the network capacity corresponding to the optimal signature allocation characterized in 19], we conclude that at the cost of transmission power, the gap between the network capacity corresponding to optimal signatures and that corresponding to random signatures can be made arbitrarily small. This observation leads to the conclusion that from the viewpoint of network capacity, systems with MMSE receivers are robust to the randomness of signatures.
Our results are useful for performance analysis and characterization of system limits. In particular, the bit error probability (corresponding to a speci c modulation scheme) can easily be obtained in terms of the SIR. Based on the calculation of the bit error probability, we can calculate packet error probability, which in turn impacts performance measures at the network layer, such as throughput and packet delay. Our result on the network capacity is also potentially useful for network-level resource allocation problems such as admission control and power control in a large system. 
We call the array thereby concluding the proof.
