Abstract-Iterative demodulation and decoding of convolutionally encoded data is treated as a special case of the recently proposed serial concatenation of interleaved codes. It is shown that by exploiting the recursive nature of the differential modulation schemes (for example, DBPSK, DQPSK, CPM, etc.), large interleaving gains can be achieved similar to serial concatenation schemes. We also show that when memoryless modulation is used, precoding can be used to create a rate-1 recursive inner code in order to obtain interleaving gains without adding redundancy from the inner code.
I. INTRODUCTION

I
TERATIVE decoding of concatenated codes has been a topic of high interest since the introduction of Turbo codes. Recently, Benedetto et al. have obtained high coding gains at very low bit error rates (BER's) by using serially concatenated interleaved convolutional codes (SCCC's) with iterative decoding [1] . An SCCC scheme encodes the data sequence with an outer code and the encoder output is interleaved and further encoded by an inner code. By choosing a recursive inner code, large interleaving gains are possible, and the interleaving gains for SCCC's are much higher than those for Turbo codes [1] . Consequently, there is no decrease in the slope of the BER curves of SCCC's until very low BER's.
Iterative decoding and detection has also been a topic of recent interest. An iterative receiver for noncoherent detection and decoding of coded and interleaved differential phase shift keying (DPSK) was proposed in [2] and shown to perform close to that of coherent BPSK. An iterative structure for joint detection and decoding of convolutionally coded data with quatenary phase-shift keying (QPSK) or continuous phase modulation (CPM) was described in [3] and shown to offer good coding gains on flat Rayleigh fading channels. The performance improvement in [3] was attributed to the iterative decoding and detection and to the diversity effect of the interleaver. However, the approaches in [2] and [3] do not explicitly consider the contribution of the interleaver and the recursive nature of the modulator to the distance spectrum of the code, which are the reasons for the excellent performance of SCCC schemes [1] .
In this paper, we consider iterative demodulation and decoding of convolutionally coded interleaved systems with differential modulation such as DPSK or -DQPSK. We use the results in [1] to show that the inherent recursive nature of these modulation schemes in conjunction with the interleaver significantly improves the distance spectrum of the transmitted signals. Specifically, DPSK, DQPSK, and CPM can be modeled as a recursive rate-1 convolutional code followed by a memoryless mapper. This rate-1 convolutional code can be considered as an inner code in an SCCC scheme and, consequently, the analysis of [1] can be extended to derive upper bounds on the BER for such schemes.
The idea of using a rate-1 recursive inner code to achieve coding gains without adding redundancy from the inner code appears in the work of Divsalar and Pollara in [4] and [5] . In [4] and [5] , a rate-1 convolutional code (differential encoder) was used as an inner code in an SCCC scheme. In this paper, we do not explicitly use an inner code. Instead, we show that the recursive nature of modulators can be used to achieve an effect equivalent to that obtained by using a rate-1 recursive inner code. Serial concatenation of a convolutional outer code and a differential encoder has been considered independently in other papers [6] , [7] .
The paper is organized as follows. Section II quotes some of the key results from [1] and emphasizes the necessity of using a recursive inner code for an SCCC. In Section III, the proposed transmitter and receiver structure are described and the performance analyzed based on the results in [1] . In contrast to [2] and [3] , we discuss the impact of the recursive nature of the modulator on the distance spectrum of the code. Section IV provides simulation results to demonstrate the performance of the proposed scheme. Finally, Section V concludes the paper identifying some potential applications for this technique.
II. PRELIMINARIES-KNOWN RESULTS ON SCCC'S
This section quotes some key results and notations from [1] that are essential for understanding the proposed scheme. Consider an SCCC scheme with an outer convolutional code and a recursive convolutional inner code as in [1] . We assume that the data is transmitted in blocks with added tail bits to terminate the outer encoder state in the all-zeros state. Therefore, the inner convolutional code, outer convolutional code, and the SCCC can be treated as equivalent block codes. An error event is described as a path in the trellis of the convolutional code that diverges from the all-zeros state and remerges with the all-zeros state at a later stage. Each nonzero codeword of the equivalent block code corresponds to a path in the trellis of the convolutional code that diverges from the all-zeros state and eventually ends in the all-zeros state (either naturally or due to tail bits). Therefore, every nonzero codeword corresponds to an error event or concatenation of 0090-6778/99$10.00 © 1999 IEEE error events. The weight of the codeword is then the sum of the weights of the error events.
Let and denote the outer and inner convolutional codes of rates and , respectively. The codewords of the outer and inner codes are referred to as outer and inner codewords, respectively. Consequently, the inner codewords are also the codewords of the SCCC. Let the length of the input block be bits. The length of the outer codeword and, therefore, the length of the input to the inner encoder, is bits. Let , , and denote the weight of an input sequence, weight of the outer codeword, and weight of the inner codeword, respectively. Note that is also the weight of the codeword of the SCCC. For the outer and inner codes, respectively, let and denote the number of codewords of weight generated by input sequences of weight that are formed by the concatenation of error events. Under the assumption of a uniform interleaver, the number of codewords of weight that are generated by input sequences of weight is [1] ( 1) where is the minimum free distance of the outer code, and and refer to the maximum number of error events possible for the outer and inner codes, respectively. By using the approximation , an approximate upper bound on the probability of bit error is [1] ( 2) where is the minimum weight of all input sequences that produce an error event for the outer code. Note that the term in [1] has been replaced by erfc in (2) yielding a tighter upper bound. We have purposefully used the tighter bound, because the SCCC scheme we consider in Section IV has a very small free distance and, consequently, there is a slight difference in the bounds for the range of of interest. Observe from (2) that the contribution of each codeword to the BER is multiplied by the term . Therefore, when , increasing decreases the BER exponentially. This effect is called the interleaver gain.
Consider an outer codeword of weight which is a result of error events of the outer code. When the inner encoder is nonrecursive, the outer codeword with weight can result in a maximum of error events (each "1" in the outer codeword can cause an error event). Therefore, can be equal to . In this case, the exponent of will be and, when , the exponent of will be positive. Consequently, increasing increases the contribution of such codewords to the final BER [1] . When , the exponent of will be zero, implying that the interleaver does not impact the multiplicity of such codewords or, equivalently, no interleaving gain is possible.
When the inner encoder is recursive, only inputs having weight-2 or greater can cause error events. Therefore, an outer codeword with weight can cause at most error events for the inner code, where denotes the floor of . Consequently, the exponent of is , where denotes the ceiling of . If all outer codewords corresponding to one error event of the outer code ( ) have weight or, equivalently, the free distance of the outer code is greater than 2, the exponent of is always negative. This implies that increasing will always decrease the BER. If and denote the minimum weight of the codewords generated by a recursive inner encoder for input sequences of weight-2 and weight-3, respectively, then as the error probability for odd and even values of is approximately upper bounded as shown in (3) where and are constants. The important results can now be summarized as follows.
• An interleaver gain is possible only for a recursive inner code.
• For a recursive inner code, the BER decreases with as for even and with for odd . • and are the important inner code parameters that affect the BER.
• By choosing the feedback polynomial to be a multiple of , inner codewords corresponding to all odd-weight outer codewords can be made to have infinite weight. At this point it is instructive to note that for large interleaver lengths, the interleaver gain is dependent only on the length of the interleaver and free distance of the outer code, and is independent of the inner code parameters, provided the inner code is recursive.
III. RECURSIVE NATURE OF MODULATORS
This section shows that differential modulation schemes can be used as an inner code in an SCCC, and uses DPSK and DQPSK schemes to illustrate the concept. 
A. Example 1: DPSK
Consider a convolutionally coded system with DPSK modulation. Let represent the binary data sequence and let represent the encoded output. In DPSK modulation, the phase of the carrier at epoch , is shifted by either or 0 rad relative to depending on whether or , i.e., . Note that the modulator is recursive in nature with inherent memory. An equivalent representation of the modulator is a differential encoder followed by a memoryless mapper. That is, is differentially encoded using (4) and the phase of the carrier is then selected to be 0 or radians depending on whether is 0 or 1. Observe from (4) that the differential encoder is a rate-1 recursive convolutional code with transfer function . If an interleaver is added between the output of the convolutional encoder and the differential encoder, then the whole system represents an SCCC with a convolutional outer code and a recursive rate-1 inner code as shown in Fig. 1 . A trellis diagram can be associated with the differential encoder as shown in Fig. 2 .
B. Example 2: -DQPSK
Consider convolutionally encoded data with -DQPSK modulation. At epoch , two bits of binary encoded output are first mapped to a symbol sequence using Gray mapping. The absolute carrier phase during epoch is then given by . An equivalent way to think about -DQPSK modulation is to first differentially encode the sequence into another sequence and then use a memoryless mapping of on to . Note that the modulator is recursive and a trellis diagram can be associated with the modulator as shown in Fig. 3 . We can see from Fig. 3 that the minimum input weight of the binary sequence that can cause an error event is 2. Therefore, by using an interleaver between the outer convolutional code and the -DQPSK modulator, we can expect gains similar to that of SCCC's.
C. Performance Analysis
This section analyzes the BER performance of the system in Fig. 1 using the results in Section II. A maximum-likelihood decoder is assumed and the analysis is illustrated through an example. Consider the system model in Fig. 1 with a rate-1/2, 4-state, nonrecursive outer code with generator polynomials and free distance . The overall code is linear and, therefore, we assume that the all-zeros sequence is transmitted. An input of the form causes an encoder output of Hamming weight 5.
1) DPSK:
For the DPSK modulator or the differential encoder, an input sequence of the form causes an output of weight-1 and hence . However, no input sequence with odd weight causes a finite-weight output and, consequently, . Consider a weight-1 input sequence which generates a weight-5 codeword from the outer code. Since interleaving does not change the weight of the codeword, the input to the inner encoder is a weight-5 input sequence. Since no weight-5 input sequence is divisible by , the output of the inner encoder is of infinite weight! Therefore, the contribution of all weight-1 input sequences to the final BER is negligible. Consider a weight-2 input sequence of the form . The output of the outer encoder is a weight-6 sequence of the form . If an interleaver is picked at random, then with high probability the interleaver permutes this sequence such that the output of the inner encoder has large Hamming weight. In this way, most of the codewords of the outer code are permuted to produce high weight codewords from the inner code. This is precisely the reason for the excellent performance of the SCCC.
We now proceed to evaluate the upper bound on the BER, for an SCCC with a differential encoder as the inner code and BPSK (equivalent to DPSK) using (2) . We only need to evaluate in (2) for the inner code with transfer function . Recall that is the number of sequences with weight that produce a codeword with weight in the inner code and which result in error events. The weight enumerating function of the inner code can be shown to be (5) where the powers of and denote the weight of the input sequence and the codeword, respectively, that correspond to an error event. Note that all error events correspond to input sequences of weight-2. That is, a codeword due to a weightinput sequence that is divisible by is the result of concatenation of exactly error events when is even. Therefore, for all . When is odd, the codewords of the inner code are of infinite weight. Also note that there is exactly one error event for any given weight and it corresponds to a weight-2 input sequence.
Since the codewords of the outer code have a free distance of 5, and the inner codewords corresponding to all weight-5 input sequences are of infinite weight, small weight inner codewords are produced by outer codewords of weight-6. The codewords of the inner code corresponding to outer codewords of weight-6 are the concatenations of exactly three error events. Note that the minimum weight of codewords of the inner code corresponding to weight-6 input sequences is three. Further, the number of input sequences of weight-that produce a codeword of weight-is equal to the number of different ways in which error events can be arranged to produce a weight-codeword. If are the weights of the error events, then . The number of input sequences that produce a codeword of weight-, is the number of different ways in which can be written as the sum of integers. To clarify this, consider . There are three error events with weights . Obviously, . The only possible different combinations of are (1, 1, 3 ), (1, 3, 1), (3, 1, 1), (1, 2, 2), (2, 1, 2), (2, 2, 1) and, therefore, . The coefficients can be computed in a similar manner for other and are shown in Table I for and . At high only the codewords at small dominate and, therefore, only a few need to be computed. Specifically, we have evaluated by considering all terms corresponding to . Recall that (2) was derived under the assumption of an outer code of rate and inner code of rate . However, we have used an outer code of rate and inner code of rate 1/1. Consequently the term in (1) should be replaced with . The results are discussed in Section IV.
2) -DQPSK and DQPSK: Our analysis for -DQPSK follows exactly the approach in the previous section. Before proceeding with the analysis, we note that due to the phase shift at each epoch, each stage of the trellis in Fig. 3 is different. More precisely, the trellis is periodically time FOR DIFFERENT l AND h = 3, 4, 5, 6, 7 FOR DPSK varying, with period two. However, the distance spectrum of a -DQPSK modulator is equivalent to that of a DQPSK modulator without the phase shift at each epoch. As a consequence, we can consider a DQPSK modulator where each section of the trellis is identical in evaluating the distance spectrum. Also note that the DQPSK scheme is uniform and consequently, the all-zeros sequence can be considered as the transmitted sequence.
The weight enumerating function can be derived from the trellis diagram of the DQPSK modulator by using conventional transfer function techniques, and can be shown to be (6) The exponent of in (6) refers to the Hamming weight of the differentially encoded sequence in Section III-B and can be directly related to the Euclidean distance between transmitted signals. Specifically, represents a signal at a distance of from the reference signal. It can be seen from (6) that all input sequences with odd weight result in infinite output weight. However, unlike the DPSK case, not all error events correspond to weight-2 input sequences. Consequently, an input sequence of weight can cause up to error events and not exactly error events. Therefore, for . To clarify this, consider . Let the two error events have weights and , and input weights and , respectively. The possible combinations of are (1, 3) , (2, 2) , and (3, 1) corresponding to of (2, 4), (2, 4) or (4, 2) and (4, 2) . We can see from (6) 
D. Decoder Structure
The decoder for the proposed system is identical to the structure in [8] . The decoder is an iterative structure, where each module consists of an inner decoder and an outer decoder. We consider a posteriori probabilities (APP) decoders which use the modified Bahl, Cocke, Jelinek, and Raviv (BCJR) algorithm for both the inner and outer decoders. The structure of one module of the decoder is shown in Fig. 4 .
The differential encoder has a trellis structure and, therefore, the inner decoder can use the APP algorithm. The inner decoder generates APP's or log-likelihood ratios (LLR's) based on the channel output. This is then forwarded to the outer decoder which accepts this information and produces APP's or LLR's for , , based on the code constraints and the information generated by the inner decoder. Naturally, as in any concatenated scheme, only the extrinsic information, is passed back to the inner decoder after interleaving as a priori LLR for . During the last decoding stage, the outer decoder generates LLR's for the input , , instead of LLR's for the coded symbols . The LLR's for the input are then passed through a hard-decision device that decides on the decoded bits.
IV. NUMERICAL RESULTS
The system in Fig. 1 was simulated using a rate-1/2, 4-state, outer code with generator polynomials . Fig. 5 shows the BER for different iterations for DPSK modulation for an input block length of bits which corresponds to 4-ATM cells. Fig. 6 shows the BER for different iterations for -DQPSK modulation with bits. In both cases, an AWGN channel and a coherent receiver were assumed. Note that in both cases, very low BER's are attainable with a very simple 4-state outer code and there is no perceivable change in the slope of BER curve in the range of where computer simulations are feasible.
To predict the performance at lower BER's, the upper bound (union bound) on the obtained from the analysis in Section III is plotted. The union bound is not plotted for less than 2.46 dB, which is the cut-off rate for a rate-1/2 code. The reason is that the union bound diverges below the cut-off rate giving rise to a useless bound. The upper bound shows that a shallow slope of the BER curve occurs only at very low BER's in the order of . This suggests that this technique can be used for applications like wireless ATM that require very low BER's.
V. CONCLUSION
This paper has considered iterative demodulation and decoding of convolutionally encoded data used with differential modulation. We have shown that by using an interleaver between the convolutional encoder and the differential modulator, very large coding gains are possible at very low BER's at reasonable computational complexity. The reason for such excellent performance is the fact that differential modulation schemes behave like a rate-1 recursive inner code and, consequently, when used with an outer convolutional code and an interleaver, result in an enhanced distance spectrum. The proposed technique is applicable to any convolutionally coded system that is used with a recursive modulation scheme. Currently, differential modulation schemes like -DQPSK, GMSK, and a wide variety of other CPM schemes are widely used in many applications. The proposed technique can be used in all such systems, provided that the resulting complexity and latency can be tolerated.
