Abstract-Machine learning techniques provide learning mechanism that can be used to induce knowledge from data. A few studies exist on the use of machine learning techniques for medical diagnosis, prediction and treatment. In this study we evaluate different machine learning techniques for birth classification (cesarean or normal). Data on cesarean section is collected and different medical factors are identified that result in cesarean births. A birth classification model is built using decision tree and artificial neural networks. It can classify the births into normal and cesarean with an average accuracy, precision and recall of 80%, 85% and 84% respectively. Association rule mining is used to extract disease patterns from the collected data. It highlights the important medical factors that are associated with cesarean births.
I. INTRODUCTION
Knowledge Engineering (KE) and Machine Learning (ML) make the patterns extraction more convenient. Data can be classified and prediction can be made using variety of ML algorithms. ML facilitates tools, methods and techniques that can provide diagnosis and analytical facilities in the number of medical domains. These are used for clinical parameters and predictive analysis for example disease prediction, extraction of medical knowledge for conclusion study, therapy dealing and help in patient management. A reasonable amount of work exists in the domain of biomedical, biomedicine and diagnosis of diseases using different machine learning techniques. However, there are many areas in the medical domain that are not yet explored using ML/KE techniques.
Due to elective cesareans rate of cesarean delivery has increased dramatically over the past decade. [1] . There is a need to find its causes and control the rate of C-section. According to UK National Health Service, the chance of death in cesarean section is 3 to 4 times higher than the vaginal delivery [2] . According to mother's survey most of the women who have cesarean section in previous cases would have to like vaginal birth but did not have it. The reason for that, the physician of health does not take the risk of vaginal birth after cesarean section. There are a lot of complications seemed to a child and mother after C-Section. Like in women, chance of uterine infection is ten times higher than vaginal infection. There are anesthesia problems and respiratory problems for the new born. Children delivered by cesarean are more likely to asthma, allergies and diabetes. The risk of asthma is 79% and diabetes 20% significantly more than the vaginal delivery [3] . In order to avoid these problems, there is a need to create awareness among people about its causes. It does not only affect the mother's health but also the new born. This study aims at finding the reasons for an increased rate of cesarean section and developing a prediction model for child birth. The objectives of this study are as follows:
• To identify the significant factors influencing the type of birth.
• To build a Birth Prediction Classification (BPC) model based on the identified factors.
• To extract association rules among the identified factors and find the disease patterns. Identification of the causal factors for cesarean births will help the doctors and patients to take preventive measures for C-Section. The BPC model will be used to classify the birth into normal and cesarean delivery. Birth type prediction will be obtained for any patient by providing the necessary parameters. So that necessary actions can be taken during pregnancy to avoid the C-Section. Extraction of association rules will help to identify the birth patterns.
The remainder of this paper is organized as follows: In section 2 we discuss the related work. The details of the experiment are presented in section 3. We discuss the results in section 4 and conclude the paper in section 5. Finally we discuss the future directions in section 6.
II. RELATED WORK
In the recent years researchers of machine learning techniques have shown interest in the medical field. Research in biomedicine, genetics and medical diagnostics involves a variety of machine learning techniques. These techniques have been used for comparison, prediction and predictive analysis. We discuss a few studies here that are relevant to our work. Eken C et al. [4] presented a model on kidney pains using artificial intelligence techniques. The authors prepared a datasheet and used genetic algorithms (GA) and ANN for predictive analysis. They concluded that data mining techniques like ANN and GA can be used for predictive analysis in emergency of suspicious kidney stone pains.
Gholami B et al. [5] used vector machine learning techniques for the evaluation of pain in patients who could not converse orally. This was beneficial to the medical professionals to check the pain of patient that could not tell verbally.
Gholipour et al. [6] collected the retrospective data of laparoscopic cholecystectomy (gallbadder) (LC) to open surgery from patients and applied ANN and linear discriminate analysis to check future ability of conversion. The authors found that LC to open surgery was better predictable with preoperative health characteristics of patients using ANN.
Guan P et al. [7] improved the accuracy of cancer detection. The authors used a database consisting of lungs cancer data sets and cancer related gene. Support vector machine, K nearest neighbor classifier and ANN were used in this study. The authors claimed an accuracy of 98% to 100% for the training set.
Thomas S et al. [8] developed a prediction model for antimicrobial peptides (AMPs). The model was developed using the free online database of AMP. The authors validated the data and used it for prediction of AMPs. They used machine learning algorithms like SVM, Random Forest and Discriminate analysis or predictions.
Wang J et al. [9] used ANN and decision tree for classification of cancer patients. The authors collected data from 2005 to 2007 of 1008 gastric cancer patients from one hospital of china. They used this data to train artificial neural network with one hidden layer on three hidden nodes and decision tree models. The efficiency of ANN and Decision Tree was compared for patient classification. The authors found that ANN performed better in predicting hospital gastric cancer patient than the decision tree. We also use ANN and decision tree in our study but we apply these techniques on a different data set III. THE APPROACH Predictive analysis can be made when historic data is available. Data can be integrated from multiple sources. It should be cleaned and transformed to make it suitable for the application of ML techniques. The architecture of our BPC model is depicted in Fig. 1 . In the first step data is obtained by interviewing patients, doctors and the hospital sources. Data from the three sources is combined into a single data pool. This data pool is cleaned and transformed to obtain the refined data set. Then ML techniques are applied on this data to obtain the classification and the association rules. We have collected data from 15 hospitals of Sargodha, Pakistan between 2nd February 2010 to 28th February 2010, by interviewing the medical experts in this area and the patients. We have identified about 50 factors that can influence the type of birth. These factors include Pre pregnancy factors like maternal age, body weight, education, drinking routine, diabetes, hypertension and various other factors given in Table I . Some factors are identified during pregnancy like HIV, uterine rupture, blood sugar, abnormal presentation and many more mentioned in Table I . There are also some social factors like low education, dieting, fear of pain etc. We have applied the chi square method of independence on the dataset created in Table I to find out the dependence relationship between the birth type and various attributes. This test will help to reduce the number of variables to be used in the BPC model. It will filter out the attributes that have no influence on birth type. BPC model is applied on the collected dataset. BPC includes the decision tree and Multilayer Perceptron is used for the classification. We use these two algorithms as they are the best classifying models [10] . Association rules are extracted by using the Apriori algorithm. These association rules help us in determining the major factors that causes Cesarean birth.
We have selected decision tree due to its successful applications in many domains. A decision tree consists of a set of nodes forming a tree, where each internal node represents a test on an attribute and the branches represent the outcome of the test. Classes are represented by leaf nodes. It is suitable for inductive inference and can also be represented as if-then rules [10] .
Artificial Neural Networks simulate human brain and consist of a set of nodes called neurons. ANNs provide a learning mechanism to perform a task given the initial data.
Advantage of using ANN are that they are fault tolerant and can make its own representation of information. ANNS have been successfully used in engineering and financial applications [10] .
Association rule mining can identify patterns from the given data. Apriori is the commonly used algorithm for extracting association rules. It can transform the patterns that have sufficient support into a rule. Using Apriori we can find associations among different attributes [10] .
IV. RESULTS AND DISCUSSION
Use We applied Chi Square on the processed data in order to know whether the attributes under question have an influence on the type of birth. In other words, we wanted to know whether child birth is independent of the factors mentioned in the previous section. Chi Square of independence can tell us whether the difference between observed and expected outputs is by chance or due to some other factors. We have applied Chi Square test on pairs, with each pair have one attribute of birth and the other is selected from the list of attributes. For each pair of attributes, we have defined two hypotheses that are as follows:
H0: The selected attributes are independent of each other.
H1:
The selected attributes are not independent of each other, i.e. the birth attribute is influenced by the other attribute.
There are two types of the birth attribute, normal and cesarean. Our data consists of 40% normal birth and 60% cesarean. We have chosen 0.05 as the level of significance to prove the Null hypothesis. The results of each Chi Square test are presented in Table II . Our Null hypothesis is accepted only in case of working, indicating that working or not-working does not influence the type of birth. For the remaining attributes alternate hypothesis is accepted. It means that birth type is influenced by age, income, condition, blood pressure, pulse surgery, exercise, pre-pregnancy, food and use of multivitamins. Decision tree is used to classify the births into normal and cesarean. We used J48 algorithm that is implemented in WEKA. According to this tree women having exercise during pregnancy with no previous surgery and normal blood pressure (BP) have normal delivery. All of the women having a previous surgery got cesarean section. Most of the women, who did not use multivitamin during pregnancy or did not take exercise, got cesarean section. To evaluate the classification results of J48, we have calculated the precision and recall values for each class i.e. normal and cesarean. In Table III the precision for normal class is 77% and the recall is 72%. The precision for cesarean class is 82% and the recall is 86%. It indicates that this classifier can be successfully used to predict the type of birth before delivery based on the factors. Recall is the probability that a relevant document is retrieved in a search. Precision is the probability that retrieved document is relevant. A receiver operator characteristic (ROC) shows how much the data assures the true positive to get aside the false positive (FP). ROC is 0.82 in calculated data. The second classifier is Multilayer Perceptron algorithm. Ten fold cross validation is used to train and test the model. As shown in Table IV the precision and recall for the normal class is 76% and 82% respectively. For the cesarean class, the precision and recall is 87% and 82% respectively. The precision and recall values indicate that ANN can be successfully used to predict the type of birth before delivery. F-measure is 0.85 in the given data. ROC area is 0.90 in calculated data. Association Rule mining is applied to extract the rules from the processed data. We used the Apriori algorithm implemented in WEKA. It can find the relationships among the attributes in the form of association rules. We have extracted those rules in which our class variable (birth) is a consequent. Apriori requires different parameters to be set to limit the number of rules extracted. These parameters include confidence, coverage and lift. We present the top ten rules in Table V that are extracted from the collected data. It is evident from Table V that high blood pressure and pulse rate result in cesarean births. Low income of a family and the lack of education are also associated with cesarean births.
V. CONCLUSION
In this paper we have presented the successful application of machine learning techniques in the medical domain. Knowledge engineering and machine learning are used to extract disease patterns from the available medical data. The extracted patterns can be used for medical diagnosis, prediction and treatment. This paper has covered three goals: First, it has identified the significant factors that influence the type of birth. Second, it has presented a prediction model for the type of birth that can help doctors and patients. Third, it has presented the association rules that show cesarean birth patterns. Decision Tree can classify between normal and cesarean births with 80% accuracy. Artificial Neural Network can classify between normal and cesarean births with 82% accuracy. Results of the Apriori association rule mining indicate that proper exercise is associated with normal births. Similarly use of multivitamins is also associated with normal births. High blood pressure and pulse rate are associated with cesarean births. Lack of education is also associated with cesarean births. These rules can be helpful to design a precautionary plan for cesarean cases. In short, this paper has highlighted the usefulness of machine learning in the medical domain. We used the cesarean section as a case study because its rate is dangerously increasing in Pakistan. Similarly machine learning techniques can be applied to study different diseases, their causes and occurrence patterns. 
VI. FUTURE WORK
We have obtained quite satisfactory results for classification of births. However these results can be further improved by identification of additional factors that influence the type of birth. We will investigate these factors in the future. In this work three machine learning techniques have been used. We want to evaluate other techniques on the medical data. The prediction models will be more useful if available online. We will make these models online so that they can be further trained on the new data available. We want to increase the area surveyed because there may be certain geographical factors that can influence the type of birth.
