1. It is well known that any set of four anticommuting involutions (see §2) in a four-dimensional vector space can be represented by the Dirac matrices
<» *«=(;•-!)•*•• -t:-h--(si-)-*--(B,;-)
where the Bi >r are the Pauli matrices 
and T is unique apart from an arbitrary numerical multiplier.
Various proofs of this theorem are known; those due to Van der Waerden (4) and Pauli (2; 1) depend on ideas belonging to representation theory; the most elementary proof (ignoring the uniqueness of T) is given by Dirac (2) .
Eddington has shown (5) that a set of anticommuting 4X4 involution matrices cannot include more than five members, and this was extended by Newman (6) to involution matrices of arbitrary order. This had been investigated earlier by Hurwitz (7) .
In this note we give a completely elementary proof of Theorem 1 (on the lines of Dirac's proof), giving an explicit calculation of T (Theorem 5 and corollary) ; the generalization of Theorem 1 to linear transformations of spaces of dimension 2 k is given in Theorem 7. In Theorem 2 we prove a generalization of the Eddington-Newman result in which the restriction to involution matrices is removed.
Notation. If V is an ^-dimensional vector space, we write d(V) = n, and if L is a linear transformation (L.T.) of V into itself we write d(L) = n.
If M is an n X n matrix, we write d(M) = n\ the transpose of M is denoted by M'. The identity mapping in Fis denoted by 1 or l w , and the same symbols are used to denote the unit matrix.
If X is an eigenvalue of L, ©\(L) denotes the space spanned by the eigenvectors of L belonging to X. L is called regular if 0 is not one of its eigenvalues. 3. It will be convenient to list some elementary properties of matrices and L.T.'s: it is assumed throughout that the spaces are of finite dimensions; most of the proofs are omitted.
( , and since these determinants are not zero, d{A) must be even,
and so Fis the direct sum of ®i(L) and S_i(L) ; in any basis formed by uniting a basis of ®i(L) and a basis of @_i(L), L ^ diag. (l m , -l n ) for some m, n.
(iv) The basic simple result, to be used repeatedly, is that if S and T are L.T.'s of V, and ST = kTS where k is a non-zero number, and X is an eigenvalue of T, then S maps 0£\(T) into Sx/* (7"), and (v) If Si and £2 both anticommute with T, then S1S2 commutes with T, and so (by (iv)) every eigenspace of T is stable for S1S2. In particular, if •Si, S2, Sa are anticommuting involutions then (4) iS 2 Sz is an involution which maps @ r (.Si) onto itself (r -± 1), (this depends on (i) and (3)). 
It is shown by Newman (6) that if d(V) = 2 n then there is a set of 2n + 1 anticommuting involutions in V (see also §7 below), but it must not be concluded that an arbitrary set of anticommuting involutions in V which has fewer than 2n + 1 members is part of a maximal set. Thus, with n = 2, -82,0, $2,1, ^2.0^2,1
anticommute, but it is easily verified (using § 3(i)) that an involution which anticommutes with the first cannot anticommute with the other two. The same is true if the L.T.'s are regular but not involutory; it is easily verified (using § 3 Ci)) f°r the anticommuting matrices 5. By § 3(hi) every involution in two dimensions has 1 as a simple eigenvalue.
THEOREM 3. Let <n and a 2 be anticommuting involutions in two dimensions and Pi the eigenvector {unique apart from a constant of multiplication)
of <TI belonging to eigenvalue 1. Then, apart from an arbitrary numerical multiplier, {£1, 0"2(0i)} is the only basis in which
Proof. Any basis in which (6) holds must have fix (or a numerical multiple of it) for its first member, and for a 2 to have the matrix assigned in (6) the second member of the basis must be 0-2 C#i). Conversely, if /3 2 is defined as (r 2 (0i), then fo e S-i(ori) by §3(iv), and <r 2 (j8 2 ) = ^2 2 (^i) = ft; hence (6) It is therefore enough to verify that X r = Bi r (1 < r < 3). For r = 1, 2 this follows from (b') which implies also that L 3 (0i, 0 2 ) = (-if$i y iL$i) = (-2*04, i0 3 ); this completes the proof. We now have
where ^4, equal to Q'T'Q, is skew-symmetric because 7" is.
As a second illustration, we find a formula for all sets of four anticommuting 4X4 involution matrices with are skew-symmetric. This means (by Theorem 5) finding a formula for all matrices P which satisfy PB 2tT P--(p-yB 2 , r p' } (0<r <3); using the illustration above, this means simply that T~lP'P anticommutes with B 2jT (0 < r < 3). By Corollary 3 this is equivalent to the statement that T~lP'P is a numerical multiple of ( ° l2 )
which, by (a), means that P'P is a numerical multiple of and hence that P has the form cSLM where c is an arbitrary number and 12 an arbitrary orthogonal matrix (that is, 1212' = 1 4 ). Thus the formula
gives the required sets of involutions.
5.2. The result corresponding to (8) is as follows: By § 3(i) it follows at once that, because the B\ r are involutions, the 2n + 1 involutions 5 w , r anticommute.
LEMMA.
(9) B n ,2n
Proof. The equivalence of the two statements in (9) follows from the definition of B n , 2n which gives i n B n^Bn^ . . .
The lemma is obvious when n = 1. Suppose g > 1 and that the lemma has been proved for n = q -1. By the definition of -B Ç)2g , 2g involutions -B Qt i, -B q2 , . . . , -B qt2q -i anticommute, it follows from the first part of this theorem that such a basis is essentially unique. Since M = B Qj2q satisfies (10), it now follows that M = cB Qf2q , with c an arbitrary number, is the complete solution of (10) and that M is an involution if and only if c 2 -1. Since the L r are represented by the B qr , this completes the proof of the theorem.
