A non-contact Fourier transform interferom etric imaging system was used to collect hyperspectral im ages of the steady-state diffuse re ectance from a point source in turbid media for the spectral range of 550-850 nm. Steady-state diffuse re ectance pro les were generated from the hyperspectral images, and partial least-squares (PLS) regression was performed on the diffuse re ectance pro les to quantify absorption (m a ) and reduced scattering (m ) properties 9 s of turbid media. The feasibility of using PLS regression to predict optical properties was examined for two different sets of spatiallyresolved diffuse re ectance data. One set of data was collected from 40 turbid phantoms, while the second set was generated by convolving Monte Carlo simulations with the instrument response of the imaging system. Study resu lts show that PLS prediction of m a and m was accurate to within 6 8% and 6 5%, respectively, when 9 s the model was trained on turbid phantom data. Moreover, PLS prediction of optical properties was considerably faster and more ef cient than direct least-squares tting of spatially-resolved proles. When the PLS model was trained on Monte Carlo simulated data and subsequently used to predict m a and m from the diffuse 9 s re ectance of turbid phantom, the percent accuracies degraded to 6 12% and 6 5%, respectively. These accuracy values are applicable to homogenous, semi-in nite turbid phantoms with optical property ranges comparable to tissues.
INT RODUCTIO N
The absorption and reduced scattering param eters (m a and m , respectively) of turbid media, such as tissue, can 9 s be used to characterize its composition and structure. For instance, m a and m of tissue can provide information on 9 s a variety of physiological processes. Wavelength-dependent absorption is used to quantify the concentration of biologically important chromophores, such as hemoglobin, myoglobin, water, fat, and near-infrared absorbing drugs. [1] [2] [3] [4] [5] [6] Wavelength-dependent scattering properties offer insight into the composition, density, and organization of tissue structures, such as cells, subcellular organelles, and co nn ective tissue/ex tracellular m atrix. 7 -1 1 S ince changes in these components generally accom pany pathologic transformations and physiologic processes, techniques for non-invasively quantifying m a and m in vivo 9 s have generated intense interest.
One approach for characterizing m a and m of turbid media is to use spatially resolved, steady-state diffuse re ectance. Two strategies for spatially resolved re ectance measurements of turbid, semi-in nite media have been demonstrated: contact probe detection using beroptic arrays [12] [13] [14] [15] [16] [17] [18] [19] and image re ectometry. 20 -23 Systems based on contact probe detection often have the capacity to measure the re ectance for a continuous range of wavelengths but require that the detection bers touch the tissue. Imaging re ectometry has an advantage in that measurem ents can be performed rem otely. Noncontact detection can be particularly useful in clinical settings where ber-optic probes may contribute to a number of problems, including contamination of sterile elds and alteration of regional tissue perfusion (via probe-induced pressure).
Imaging re ectometry systems often have limited spectral range, typically consisting of only a few discrete wavelengths. 20, 21, 24 For many tissue applications, broad spectral range is desirable. This is due to the fact that detailed absorption and scattering spectra can be used to determine the physiologic and structural properties of tissues and are diagnostically valuable in characterizing pathology. [25] [26] [27] Calibration procedures are generally dif cult and complex because the instrument response depends not only on the spatial and wavelength perform ance of the CCD, but also on the point spread function of the imaging system. Consequently, techniques that extend the wavelength range and facilitate rapid, accurate calibration are of considerable interest for spectroscopy and imaging of turbid media.
In a previous study, a Fourier transform interferometric imaging system (FTIIS) was used to collect hyperspectral images of the steady-state diffuse re ectance from tissuelike phantoms containing fat emulsion scatterers and dye absorbers. We have demonstrated that Monte Carlo simulations can be t to the image-generated diffuse re ectance pro le in order to quantify optical properties over a continuous and broad spectral range. 28 However, the iterative tting procedure is computationally intensive and therefore not practical for real-time property determination. In this study, we investigate the feasibility of using multivariate analysis, speci cally, partial leastsquares (PLS) regression, to quantify m a and m from spa-9 s tially resolved diffuse re ectance data obtained from hyperspectral images. PLS regression was selected because it is a robust and effective multivariate approach. 29, 30 FIG. 1. Experimental setup of the Fourier transform interferom etric imaging system used to collect hyperspectral images of the diffuse reectance from turbid media. The principle parts of the system are the halogen white light source, the collection optics, a Sagnac interferometer, and a cooled 12-bit CCD camera (CCD). Interference patterns of the object are collected for a sequential series of optical path differences (OPD) by increm entally rotating the beamsplitter (BS). An interferogram is generated at each pixel, which corresponds to a particular region of the object. Inverse Fourier transform of the interferograms yields the hyperspectral images. Data acquisition and processing were performed using a PC. Abbreviations: optical ber (OF), aperture (A), camera zoom lens (CZL), neutral density lter (ND F), lens to focus the white light source (L1), lens to image the recombined beams onto the CCD (L2), mirror (M), and optical pathlength (OPL).
Moreover, this analytical technique was recently used to successfully analyze spectra collected from scattering media. 31, 32 We examined three approaches to PLS regression and veri cation for two different data sets. The rst data set consisted of measurem ents from 40 turbid phantoms. The second data set was generated by convolving Monte Carlo simulations with the instrument response of FTIIS (MCSIJIR). The three approaches examined were: (1) perform PLS regression and m odel validation on turbid phantom data (labeled as trainTPD-valTPD); (2) perform PLS regression and m odel validation on M onte Carlo simulated data (trainMCSI-valMCSI); and (3) perform PLS regression on simulated data and then use the model to predict optical properties from the diffuse re ectance of turbid phantom (trainMCSI-predTPD). Predicted m9 s and m a spectra, in turn, were used to quantify, respectively, the fat emulsion and dye concentrations.
MATERIAL AND M ETHO DS
Fourier Transform Interferometric Imaging System (FTIIS). Figure 1 schematically illustrates the main components of the hyperspectral imaging device. W hite light from a broadband halogen source (LS1, Ocean Optics Inc., Dunedin, FL) is coupled into a 0.16 NA, 200 mm diameter optical ber. Light exiting the ber (2 mW ) is re-focused to form a 250 mm diameter point source that is launched onto tissue-like phantoms at an incidence angle of 258 relative to the surface norm al. At this angle, specularly re ected light is not collected by the imaging optics, and the diffuse re ectance distribution is mini-mally affected. 21 Hyperspectral images are collected using a Fourier transform interferometric imaging system (SpectraCubet imaging system, Applied Spectral Imaging, Migdal HaEmek 10511, Israel).
The FTIIS employs a cyclic (Sagnac) interferometer 33 to construct hyperspectral images. The principle com ponents of the FTIIS are the collection optics, a Sagnac interferometer, and a 12-bit charge-coupled device (CCD) camera operating at 232 8C (Model TE-CCD-512-EFT/ UV, Princeton Instruments, Inc., Trenton, NJ). The collection optics consist of a comm ercial camera zoom lens (a 50 mm focal length, f /1.2 to f /16) and a 1.5 O.D. neutral density lter (NDF). The camera is oriented perpendicular to the surface of the phantom, as shown in Fig. 1 . The achromatic zoom lens allows for adjustable image m agni cation and acceptance angle. Neutral density lters were placed in front of the camera lens to prevent saturation of the CCD pixels that image the regions near the source where the intensity is maximal.
Light entering the collection optics is split into two beams and directed along different optical paths (OPL1 and OPL2). The two beams are then recombined at the CCD. The optical path difference (OPD) between the beams, which is a function of the beamsplitter's angular position, generates interference patterns of the object on the CCD. To obtain hyperspectral images, interference patterns are collected for sequences of OPDs, generated by step-wise rotation of the beam splitter. In this manner, an interferogram is constructed for each pixel in the image. With the use of the software that accompanies the FTIIS, Fourier analysis of the interferogram s produces the wavelength spectra. The selected magnitude, range, and spacing of the OPDs determine spectral range and resolution. Images can occupy up to 512 3 512 pixels (for a given wavelength), and, depending on the selected magni cation, objects with sizes on the order of 1-50 mm can be imaged. In this study, we set the FTIIS parameters so that hyperspectral images for wavelengths ranging from 550 -850 nm were generated; this wavelength range corresponds to the spectral range of the FTIIS. The images obtained were unevenly spaced within the wavelength range. On average, the spacing was 15 nm. Image size was 170 3 170 pixels, corresponding to a physical (object) dimension of 25 3 25 mm. At these settings, each set of 24 hyperspectral images was acquired in 40 s.
Turbid Phantom Data. The turbid phantom data set consisted of the hyperspectral images of the diffuse reectance and the expected m a and m values of 40 phan-9 s toms. The phantoms were prepared from a unique and randomly selected combination of three absorbing dyes (Nigrosin, Janus green B, and Prussian blue, Sigma, St. Louis, MO) and fat emulsion scatterers (Intralipid, 200 mg/m L (20%), Pharmacia & Upjohn, Sverige AB, Stockholm, Sweden). The dye and Intralipid concentrations were selected to yield optical property ranges comparable to those of tissues. 34 This produced phantoms with unique and randomly distributed m a and m values within the 9 s optical property range of 1.0 3 10 23 -0.20 mm 21 for m a and 0.20 -2.50 m m 2 1 for m . For each 500 mL phantom, 9 s known concentrations of aqueous dye solutions were prepared from distilled water and dyes, followed by the addition of Intralipid scatterers. Conventional absorption spectrophotometry was performed on a sm all sample (2 mL) collected from the aqueous dye mixture in order to independently measure m a . These m a values deviated less than 63% from the expected phantom absorption values that were calculated from the dye concentrations and extinction coef cients.
The corresponding expected values for reduced scattering (m ) were calculated according to van Staveren et 9 s al., 35 who used M ie theory to relate the scattering coefcient and anisotropy factor of Intralipid to the optical wavelength. According to that work, the scattering coef cient (m s ) and the anisotropy factor (g) of 10% Intralipid can be expressed as a function of the optical wavelength, l:
where l is given in micrometers and m s in m m 2 1 . Values obtained from Eqs. 1 and 2 were shown to have an accuracy of 66% as compared to M ie theory prediction. The reduced scattering coef cient for 10% Intralipid was calculated from m s and g using the similarity relation m9 s 5 m s (1 2 g). For Intralipid, this can be expressed as m9 s 5 sC % , where s 5 m s (1 2 g)/10 and C % is the Intralipid concentration in percent volume. This relationship has been shown valid for Intralipid concentrations of less than 10% by volume. 35 These expected m a values determined from dilute solution absorption spectrophotometry and m values deduced using the m ethod above were used 9 s as the ''gold standard'' for calibration and validation of the PLS model.
Hyperspectral images of the diffuse re ectance were collected immediately following the preparation of the phantoms to minimize the possibility of any changes in optical properties over time. Data from the hyperspectral images were preprocessed before performing PLS m odeling. The image of the diffuse re ectance at each wavelength was binned circumferentially. That is, the image was divided into concentric rings, and pixel values in each ring were summ ed and normalized to the pixel count of the ring. Circumferential binning of data conferred two advantages: (1) pixel values from different areas but with the same radial distance from the source were averaged, and thus noise was reduced; and (2) the com putational demands of PLS regression were reduced because the diffuse re ectance data were of one spatial dimension instead of two. We performed a natural logarithmic transform of the diffuse re ectance pro le in order to obtain an approximately linear relationship between the optical properties and the logarithm of the diffuse re ectance intensity. PLS regression optimally m odels relationships that are linear. 29, 31 The natural logarithmic transform was selected because the diffuse re ectance can be approximated by the function
where C 1 , C 2 , and m are parameters dependent on the optical properties of the m edium as well as the sourcedetector (r) separations. 18, 36 The speci c functional relationship between the diffuse re ectance and optical prop-erties of the m edium is well described in the literature, for instance, see Refs. 18, 21, 37, and 38. M onte Carlo Simulated Data. In addition to the turbid phantom training set, we constructed another training set based on Monte Carlo simulated data. M onte Carlo simulations of light propagation in turbid media were used to generate diffuse re ectance data for homogenous, semi-in nite media. We chose to use Monte Carlo simulations, 38 instead of the diffusion approximation, because the numerical approach readily accounts for the effects of boundar y, source distribution, and media geometry on the diffuse re ectance. In addition, re ectance data from M onte Carlo simulations are m ore accurate for highly absorbing media, as well as for data close to the source. The Henyey-Greenstein phase function, 39 which describes the probability that a photon is scattered in a particular direction, was used in the simulations. Various investigators have used this function to successfully m odel the scattering phase function of fat emulsions. In order to obtain two data sets of equal size, 40 unique and randomly generated pairs of m a and m were generated for 9 s each of the 24 wavelengths. The m a and m values used 9 s in the simulations encompassed optical property ranges comparable to those of the phantoms. Speci cally, m a and m ranges were 1 3 10 2 3 -0.30 m m 2 1 and 0.20 -2.50 9 s mm 21 , respectively. The refractive index was set to the value corresponding to water (n 5 1.33), and the anisotropy factor was set to the value corresponding to fat emulsion (g 5 0.7). 35 Because of the natural cylindrical symmetry, M onte Carlo data for diffuse re ectance were organized using a cylindrical coordinate system. For example, diffuse re ectance data were arranged in concentric rings surrounding the source. The radial bin thickness of the concentric rings was 50 mm. The number of photons was empirically set to N 5 (m a /m ) 1/4 3 10 7 so that 9 s the noise characteristics were similar across the data set. 21 The diffuse re ectance was recorded as a function of the radial distance from the source and stored as photon probability per unit area.
A calibration procedure was perform ed in order to account for the instrum ent response (IR) of the imaging system, including such instrumental factors as the point spread function, numerical aperture, spectral sensitivity of the CCD, and uniformity of the CCD response. The calibration procedure consisted of three main steps. First, we collected an image of a marked ruler and counted the number of pixels corresponding to a unit length on the ruler. The ratio of length-to-pixel count is the factor that relates the pixel count to the physical size of the object. Second, hyperspectral images of the diffuse re ectance were acquired from a reference phantom, which was constructed from Intralipid and dyes, in order to determine the IR at each measured wavelength. Calibration images were obtained by using the same settings as those used to perform data collection so that, for example, numerical aperture and m agni cation factor were identical to those used to construct hyperspectral images of the test samples. Finally, the IR of the system was calculated using the calibration images and the known optical properties of the reference phantom . For this purpose, the calibration image at each wavelength was Fourier transformed into the spatial-frequency dom ain (SFD). Likewise, the Monte Carlo simulated image (M CSI) corresponding to the reference phantom optical properties was transformed into the SFD. The overall instrument response of the FTIIS at each wavelength was calculated from the spatial transforms of the calibration and MCSI via the relation
where F (I ), F (MCSI ), and F (IR) are the spatial Fourier transforms of the calibration image, the M onte Carlo simulated image, and the instrum ent response, respectively. To construct a training set based on Monte Carlo simulations, the M CSI corresponding to a particular set of optical properties was effectively convolved with the instrument response at the evaluated wavelength, yielding MCSIJIR where J denotes a convolution. However, the convolution was performed indirectly in the spatial-frequency domain. M CSI was rst transformed into the SFD, F (MCSI ). The spatial-frequency transform of MCSI was m ultiplied by F (IR) to account for the instrument response. The product, F (MCSI )F (IR), was inversely Fourier transform ed into the spatial domain to yield MCSIJIR. The Monte Carlo training set consisting of MCSIJIR data was subjected to the same preprocessing scheme, (i.e., circumferential binning and logarithmic transformation) as that performed on the turbid phantom data.
Chemometric Analysis. Diffuse re ectance data and expected optical property spectra were organized into matrices, denoted respectively as m atrices X and Y in Fig. 2a . The rows of X and Y correspond to the samples (turbid phantoms or M CSIJIR). The columns of X correspond to the logarithmic intensity pro les as a function of the radial distance at the measured wavelengths, while the optical property (m a or m ) spectra m ake up the col-9 s umns of Y. Partial least-squares regression was implemented in order to develop models that predict the optical properties (Y ) based on the diffuse re ectance m easurements (X ).
Partial least-squares regression is a widely accepted multivariate method. In this method, a linear model is used to correlate the m easured variable (X ) to the parameters of interest (Y ). 29 A PLS model is developed empirically from the calibration data. The PLS model, in turn, is used to predict parameter Y from future m easurem ents of X. An abundant amount of literature has been published on PLS regression. 40, 41 Brie y, the basic idea of PLS regression is to decompose the matrix containing the measured variable X into a linear combination of near-orthogonal vectors denoted as the scores (t i ) and loadings ( p i ), as illustrated in Fig. 2b . Similarly, PLS regression decomposes the Y matrix into two sets of basis vectors, which are denoted as the score (u i ) and loading (q i ) vectors. Basis vectors, when linearly com bined, comprise the information content of m atrix X or Y, while the residual m atrices E and F contain the ''noise'' components of X and Y, respectively. A key feature of PLS regression is that the X and Y m atrices are decomposed in a manner that optimally correlates the basis vectors of X and Y. 29 The weight matrix W relates the regression of X to Y, and is used with the loading matrices P and Q to predict the value of Y in future samples. Specically, m atrix Y is predicted from measured variable X as 29
In this study, the PLS2 algorithm 29 was implemented using the software package The Unscrambler (Camo ASA, Oslo, Norway). The PLS2 algorithm was selected because the Y matrix was multivariate (i.e., consisting of optical property spectra).The performance of a PLS m odel is judged by how well the m odel predicts optical properties from measurem ents of the diffuse re ectance. Ide- ally, measurements of the diffuse re ectance from a new set of samples, (i.e., the test set) should be used to validate the model. An acceptable alternative for m odel veri cation is to use full-cross validation (leave-one-out), 42 which ef ciently utilizes all data from the training set for PLS regression. Figure 2b schematically shows the fullcross validation procedure perform ed on a data set consisting of forty samples. Thirty-nine samples are used for PLS regression, while one is omitted to serve as a test sample. The PLS model based on the 39 samples is used to predict the optical property of the omitted sample. Iteration is performed on subsequent samples until all 40 samples have served as test specimen. For each test sample, the errors between PLS predicted and expected optical properties are calculated. The root mean square error of prediction (RMSEP) is calculated from these errors and represents the accuracy of PLS prediction. The number of loading vectors, or rank, of the PLS model is selected so that the RMSEP is minimal. 29, 42 In addition to RM SEP, other m erit indicators of the PLS m odel are the slope of the plot between the predicted versus expected values and its corresponding correlation coef cient.
To evaluate the feasibility of using PLS regression to predict optical properties from the diffuse re ectance data, three strategies for PLS regression were used with two different training sets: turbid phantom data and M onte Carlo simulated data. The three strategies are outlined in Fig. 2c . Slope, correlation coef cient, and RMSEP were calculated for each approach.
Concentrations. Partial least-squares regression and least-squares solution were both used to determine the dye and Intralipid concentrations from PLS predicted m a and m spectra, respectively. Speci cally, a second stage 9 s PLS regression predicted concentration (dye or Intralipid) from the optical property (m a and m ) spectra. Least-9 s squares solution was an alternative approach to extract concentration from optical property spectra. For instance, m a spectra are related to the dye concentrations as expressed by the matrix
where e is the extinction coef cient (ml/mg mm 2 1 ) of l i di the dye di at wavelength li, and C di is the concentration (mg/ml) of the dye di. In this study, the concentration vector consisted of three elements because three dyes were used to m ake the phantoms. Extinction coef cients of Nigrosin, Janus green, and Prussian blue over the wavelength range were determined from absorption spectrophotometer measurem ents. A least-squares solution for Eq. 6 was determined for the concentration vector with the constraint that the concentration values be positive. 43 Within a certain range, the macroscopic m is proportional 9 s to the scatterer concentration and can be expressed in matrix form similar to Eq. 6. PLS predicted m spectra 9 s were then used to determine Intralipid percent concentration in a manner analogous to the dye concentration calculation.
RESULTS AND DISCUSSION
The hyperspectral images of 40 tissue-like phantoms were examined to select an outer distance to be used in PLS regression. An outer distance of 6.5 mm was selected to guarantee that the image intensities used in data tting were higher than the CCD dark noise and the signal-to-noise ratio was on average greater than 2 at the outer distances (;6.5 mm). Figure 3a schematically presents the organization of the hyperspectral image data. In Fig. 3b , image intensity (in units of CCD counts) is plotted as a function of spatial coordinates (x, y) for a representative diffuse re ectance image at 630 nm. The images were circumferentially binned, and the intensity proles were natural log transform ed. Figure 3c shows representative log transformed diffuse re ectance pro les at 24 wavelengths for one of the samples. These pro les combined with the expected optical properties at 24 wavelengths of the forty samples constituted, respectively, the X and Y matrices of the turbid phantom training set.
M onte Carlo simulated data were used as the training set for PLS regression. To account for the instrument factors, M onte Carlo simulated image was convolved with the instrument response at the appropriate wavelength to form MCSIJIR. Figure 4a shows a typical example of the instrument response (630 nm) and the convolution procedure used to generate a simulation-based training set. Representative log transform ed diffuse re ectance pro les from MCSIJIR data are shown in Fig. 4b for  24 wavelengths.
The regression of m a spectra vs. diffuse re ectance proles was carried out separately from that of m spectra 9 s vs. diffuse re ectance. PLS regression with full-cross validation of the turbid phantom training set resulted in PLS models (trainTPD-valTPD) with rank (i.e., the number of components where RMSEP was minimal) 10 for m a and rank 5 for m . Similarly, PLS regression with full-9 s cross validation was carried out on the M CSIJIR training set, resulting in PLS models (trainM CSI-valMCSI) with rank 8 for m a and rank 5 for m . In the third case 9 s (i.e., trainMCSI-predTPD), PLS m odels were developed from an M CSIJIR training set and were subsequently used to predict the optical properties of turbid phantoms. Optimal predictions were achieved using PLS models with a rank 5 for both m a and m . 9 s Figure 5 plots the results of predicted (from absorption spectrophotometry) vs. expected m a for the three PLS models. Data at 730 nm are shown for 40 samples and represent typical prediction results for m a at other wavelengths. The m erit indicators of m a prediction (i.e., the slope, correlation coef cient, and RM SEP) for the data shown are speci ed in the gure caption. Likewise, Fig.  6 plots predicted vs. expected m for the three PLS mod-9 s els. Data at 640 nm are shown for 40 samples and represent typical prediction results for m at other wave-9 s lengths. The slope, correlation coef cient, and RMSEP of m prediction for the data shown are speci ed in the 9 s gure caption. Va lues for the slop e, corre lation coef cient, and RMSEP at all m easured wavelengths were pooled and the m ean and standard deviations computed from the pooled values. Figure 7a plots the m ean slope and correlation coef cient of m a and m predictions for the three 9 s PLS m odels. W hen the prediction is perfect, the slope and correlation coef cient equal one while RMSEP equals zero. For m a prediction, mean slopes of 1.014, 1.04 0, and 0.9 72 w ere obtained, respectively, fo r trainT P D -v alTP D , train M C SI-valM C S I, an d train-MCSI-predTPD models. The corresponding mean correlation coef cients for the models were 0.958, 0.976, and 0.931. For m prediction, the m ean slopes for the 9 s respective m odels were 0.974, 0.979, and 0.956. The corresponding m ean correlation coef cients were 0.978, 0.995, and 0.980, respectively. Error bars for m a and m9 s plotted in Fig. 7a correspond to standard deviations. Note that the standard deviations for m prediction are quite 9 s sm all, and consequently, the error bars do not display well. Error bars for m a prediction are large compared to error bars for m prediction because the merits of m a pre-9 s diction are dependent on the wavelength. Compared to the results shown in Fig. 5 , m a prediction was more accurate for shorter wavelengths but less accurate for longer wavelengths. In contrast, the merits of m prediction were 9 s less dependent on the wavelength. Figures 7b and 7c plot the mean RM SEP of m a and m prediction, respectively, 9 s for the three models. The root m ean square errors of prediction for m a prediction were, respectively, 0.0094, 0.0057, and 0.0130 m m 2 1 (or equivalently, 68%, 65%, and 612% in terms of percent accuracy) for trainTPD-valTPD, trainMCSI-valMCSI, and trainMCSI-predTPD. The root m ean square errors of prediction for m predic-9 s tion were 0.081, 0.038, and 0.082 m m 2 1 (65%, 63%, and 65%) for the respective models. All m erit indicators were optimal when PLS regression and validation were perform ed on the MCSIJIR training set.
The m a and m spectra derived from PLS predictions 9 s were used to determine the dye and Intralipid concentrations. Speci cally, a second stage PLS regression and a least-squares algorithm were used to extract chromophore concentrations from m a spectra. Similarly, Intralipid percent volume of each phantom was calculated from m9 s spectra. Concentration calculations obtained by using either PLS regression or least squares solution have comparable accuracy. Accordingly, Fig. 8 shows only repre- FIG. 5 . PLS prediction of m a on all 40 phantoms is shown for the three PLS m odels at 730 nm. (a) PLS regression and full-cross validation were performed on the turbid phantom data set (trainTPD-valTPD). The slope, correlation coef cient, and RMSEP of m a prediction were 1.03, 0.964, and 0.0041 mm 2 1 , respectively, for a 10-component model. (b) PLS regression and full-cross validation (trainMCSI-valM CSI) were performed on the MCSIJIR data set. The slope, correlation coef cient, and RMSEP of m a prediction were 1.05, 0.979, and 0.0029 mm 2 1 , respectively, for a 10 component m odel. (c) PLS regression was rst performed on the MCSIJIR data set; the resulting PLS model was then used to predict m a from the turbid phantom data (trainMCSI-predTPD). The slope, correlation coef cient, and RMSEP of m a prediction were 0.969, 0.954, and 0.0054 mm 2 1 , respectively, for a 5-component model. sentative dye and Intralipid concentrations for the 40 phantoms that were obtained by the least-squares solution: (a) predicted vs. expected Prussian blue concentrations, and (b) predicted vs. expected Intralipid concentrations. A comparison of the predicted vs. expected concentrations shown in Fig. 8 yielded a prediction accuracy of 67% for Prussian blue and 60.5% for Intralipid.
CONCLUSION
Quantitative hyperspectral imaging of diffuse re ectance from turbid media offers several key advantages over contact ber-probe strategies. First, the image contains a complete two-dimensional pro le of diffuse reectance over a continuous and adjustable range of distances from the source. This feature may be important in the spectroscopy of biological tissues because the full im-age offers the possibility of identifying inhomogeneous regions. Second, image detection can be performed in non-contact or remote m ode, an important feature well suited for certain clinical m easurements. Third, conventional bright eld images of the medium can be collected in conjunction with diffuse re ectance, m aking it possible to simultaneously visualize super cial structure and underlying composition. Finally, the FTIIS has an intrinsically broad spectral dynamic range (visible to near-infrared), thereby overcoming range limitations of single or multi-source imaging devices.
In a previous study, we noted that direct tting of Monte Carlo simulations to diffuse re ectance pro les is computationally intensive and time consuming. 28 Consequently, the direct tting approach is not suitable for applications that require rapid processing of hyperspectral data. FIG. 6 . PLS prediction of m on all 40 phantoms is shown for the three PLS models at 640 nm wavelength. (a) PLS regression and full-cross 9 s validation were performed on the turbid phantom data set (trainTPD-valTPD). The slope, correlation coef cient, and RMSEP of m prediction were 9 s 0.974, 0.978, and 0.084 mm 2 1 , respectively, for a 5-component m odel. (b) PLS regression and full-cross validation were performed on the MCSIJIR data set (trainMCSI-valMCSI). The slope, correlation coef cient, and RMSEP of m prediction were 0.971, 0.992, and 0.040 mm 2 1 , respectively, 9 s for a 5-component model. (c) PLS regression was rst performed on the MCSIJIR training set; the resulting PLS model was then used to predict m from the turbid phantom data set (trainMCSI-predTPD). The slope, correlation coef cient, and RMSEP of m prediction were 0.956, 0.980, and 9 9 s s 0.085 mm 2 1 , respectively, for a 5-component model.
In this study, PLS regression was used to predict optical properties as well as concentrations from the hyperspectral diffuse re ectance data. The study results show that PLS regression is an effective approach to rapidly quantifying optical properties of turbid m edia from the hyperspectral diffuse re ectance data. The accuracy of using a PLS model to predict m a and m is comparable to 9 s the direct tting approach. 28 For instance, PLS prediction of m a is accurate to within 68% while the accuracy for direct tting is 67%. PLS prediction of m has an accu-9 s racy of 65% while direct tting is 63%. Note that the accuracy values are applicable for homogenous m edia with optical properties that are within the speci ed range. However, the approach is applicable for media with optical properties outside the range investigated in the study.
Not surprisingly, the best PLS prediction was obtained when PLS regression and validation were used with MCSIJIR data. M CSIJIR data were not subject to experimental errors, such as the m easurement uncertainties associated with phantom preparation. Additionally, a calibration procedure was used to explicitly determine the instrument response in the case of M CSIJIR data. With regard to the turbid phantom data, we relied on the PLS model to implicitly account for the instrum ent response. The calibration procedure m ay be m ore accurate in accounting for the instrument response than PLS regression. Consequently, prediction results are optimal. Because the Monte Carlo simulations and IR contain noise, prediction of MCSIJIR data has small but nite errors. However, noise in the Monte Carlo data can be reduced by using more photons in the simulation. Although the accuracy of quantifying m a and m was 9 s not improved with m ultivariate analysis, PLS regression is a m ore attractive approach than direct tting for several important reasons. First, PLS prediction of m a and m is 9 s computationally ef cient and rapid, since prediction is made directly from the linear PLS model rather than relying on a computationally intensive iterative search algorithm. Second, PLS regression offers practicality and exibility not seen with direct least-squares tting. Even when the physical underlying processes are not fully understood, it is still possible to construct an empirical PLS model based on an experimental training set. In cases where the physical processes (e.g., photon propagation in turbid media) and instrum ental factors are fully characterized, a training set can be generated from simulated data. In fact, the study results demonstrate that a PLS model trained on simulated data (M CSIJIR) predicts optical properties from measured diffuse re ectance data almost as well as a model trained on turbid phantom data. This is, of course, only possible when the relationship between the measured quantities (e.g., diffuse re ectance) and the param eters of interest (e.g., optical properties) is fully understood. The option of using a simulated training set has an important practical implication. It is not necessary to generate a training set from real samples every time the instrument settings are changed. This is preferable because sample preparation and data collection are often time-consuming and cumbersome tasks. In essence, a much simpler IR calibration procedure replaces the time-consuming and inef cient process of constructing the training set from real samples. Moreover, the ability to use simulated data to accurately model the physical FIG. 8. Least-squares method was used to determine the chromophore and Intralipid concentration. Dye concentrations were determ ined from m a spectra, while Intralipid percent volume was extracted from m spec-9 s tra. Examples of the least-squares (LSQ) derived concentrations are shown for 40 phantoms: (a) Prussian blue concentration and (b) Intralipid percent volume. For the data shown, the errors between predicted and expected concentrations are within 67% and 60.5% for Prussian blue and Intralipid, respectively. Similar accuracy values were obtained when a second PLS regression was used to predict concentrations from the optical property spectra. processes is essential for spectroscopy of in situ tissues, where it is rarely possible to generate the training set from tissue samples.
In summar y, a non-contact FTIIS imaging system in combination with PLS regression can be used to rapidly quantify the optical property spectra of turbid media over a wide spectral range. This integrative approach proves suitable for quantitative spectroscopy of tissue optical properties.
