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Preamble
This preamble is the only variation from the text that was originally submit-
ted as a requirement for the author to get his PhD degree. The jury of the
corresponding public defence -that took place on 17th December 2015- pointed
out that, although it was not a serious issue, it would have been better not to
assume that the reader was familiar with Hamiltonian spaces. In order to offset
this issue we add this preamble. Doing so the original introduction remains
unmodified.
We are about to explain what Hamiltonian spaces are beginning from the
very definition of a symplectic manifold. Very good references for this topic
are [Can] and [McSa1]. The only background needed are smooth manifolds,
differential forms and Lie groups.
A symplectic manifold is a pair (M,ω) formed by:
• A smooth manifold M .
• A differential 2-form ω ∈ Ω2(M) which is closed and non-degenerate. We
say that ω is a symplectic form.
Symplectic manifolds arise naturally in many different contexts such as Hamil-
tonian Classical Mechanics or as projective varieties over C.
To our purposes we will assume that (M,ω) is a compact and connected
symplectic manifold. LetG be a Lie group, which we also assume to be compact
and connected. Let g be the Lie algebra of G and let exp : g → G be the
corresponding exponential map.
If G acts smoothly on M , for every ξ ∈ g we get a vector field, which on
p ∈M is defined by
Xξp =
d
dt
∣∣∣∣
t=0
exp(tξ) · p.
The action is symplectic if Xξ preserves the symplectic form, i.e. LXξω = 0,
for every ξ ∈ g. Then, from the Cartan formula
LXξω = dιXξω + ιXξdω
xiii
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and dω = 0 (ω is closed) it follows that dιXξω = 0, so the contraction ιXξω is a
closed 1-form. If, moreover, ιXξω is exact we say that the action is Hamiltonian.
In this situation there exists a function hξ : M → R such that dhξ = ιXξω.
From this we can define the correspondence
µ : M −→ g∗
p 7−→ (ξ 7→ hξ(p)) ,
which is called moment map. The moment map turns out to be G-equivariant
with respect to the coadjoint action on g∗.
We say that (M,ω,G, µ) is a Hamiltonian space.
Introduction
The objects studied in this thesis are Hamiltonian spaces and it is assumed
that the reader is familiar with them as explained in e.g. [Can, VII-IX] or
[McSa1, §5]. The usual contents of first year graduate courses in differential
geometry and algebraic topology are also assumed. We did our best effort to
explain or to provide useful references to anything beyond that, including some
of the notions that appear in this introduction.
Let (M,ω,G, µ) be a Hamiltonian space where both M and G are com-
pact and connected. Since the moment map µ : M → g∗ is equivariant with
respect to the coadjoint action on g∗, the action on M restricts to µ−1(0). If
0 is a regular value of µ this action is locally free and M//G := µ−1(0)/G is
an orbifold which inherits a symplectic structure from M . In rational coho-
mology there is an isomophism H∗G(µ
−1(0)) ' H∗(M//G), called the Cartan
isomorphism. Also, the inclusion µ−1(0) ↪→ M induces a ring homomorphism
H∗G(M) → H∗G(µ−1(0)) in G-equivariant cohomology. Composing it with the
Cartan isomorphism we get the Kirwan map,
κ : H∗G(M) −→ H∗(M//G).
In [Kir] Kirwan shows that κ is a surjective map. A brief sketch of her proof
goes as follows: take a G-invariant inner product on g and use it to identify g
and g∗. Then µ can be thought as taking values on g. Using the norm defined
by the inner product we can define a G-invariant smooth function f : M → R
by f(p) := ‖µ(p)‖2. This function has the property that µ−1(0), which equals
f−1(0), is its minimum level. The function f is not Morse-Bott in general, but it
is minimally degenerate –as described in [Kir, §10]– which is sufficient to prove
that the stable manifolds of the gradient flow of f with respect to an invariant
Riemannian metric form, in a sense, a stratification of M (see [Kir, 2.11]).
Using this stratification Kirwan shows that f is equivariantly perfect, meaning
that if C is a component of the critical set of f and M± = f−1(−∞, f(C)± ε),
for sufficiently small ε > 0 the equivariant cohomology exact sequence of the
pair M+,M−,
· · · → H∗G(M+,M−)→ H∗G(M+)→ H∗G(M−)→ · · ·
xv
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splits into short exact sequences. Then, by induction on the critical levels, it
follows that H∗G(M) → H∗G(f−1(0)) is surjective. Since f−1(0) = µ−1(0) this
map is nothing else than the map induced by the inclusion µ−1(0) ↪→M , and
surjectivity of κ follows.
Kirwan’s proof does not define, neither explicitly nor implicitly, a particular
choice of right inverse of κ. We now describe a geometric construction that
defines a right inverse of κ. Let 2m = dimM , d = dimG, consider the action
of G×G on M ×M given by (g, h)(p, q) = (g · p, h · q) and let
κ2 : H∗G×G(M ×M) −→ H∗(M//G×M//G)
be the Kirwan map for this action. A class δ ∈ H2(m−d)G×G (M×M) such that κ2(δ)
is Poincare´ dual to the homology class [∆M//G×M//G] ∈ H2(m−d)(M//G×M//G)
defined by the diagonal is called a biinvariant diagonal class. Using Ku¨nneth
on both the source and the target spaces of κ2 we can interpret κ2 as κ ⊗ κ.
The image of the biinvariant diagonal class δ under the map
2(m−d)⊕
k=0
H
2(m−d)−k
G (M)⊗HkG(M)
2(m−d)⊕
k=0
Hk(M//G)∨ ⊗HkG(M)//
(PD◦κ)⊗id
can be interpreted as a degree preserving linear map `δ : H
∗(M//G)→ H∗G(M).
Here PD : H∗(M//G)→ H2(m−d)−∗(M//G)∨ denotes Poincare´ duality. It turns
out that `δ is a right inverse of κ: if δ =
∑
εi ⊗ ηi is any decomposition and
α ∈ H∗(M//G) we have that
`δ(α) =
∑Ç∫
M//G
α ^ κ(εi)
å
ηi
and hence
(κ ◦ `δ)(α) =
∑Ç∫
M//G
α ^ κ(εi)
å
κ(ηi) = α,
where the second equality is given by the fact that
∑
κ(εi)⊗ κ(ηi) is Poincare´
dual to the class defined by the diagonal in M//G×M//G. The lack of unique-
ness of a right inverse of κ is reflected in this construction in the fact that in
general there exist many different biinvariant diagonal classes. On the other
hand, if we manage to give a direct definition of some biinvariant diagonal
class δ then, by the preceding argument, we obtain a new proof of Kirwan
surjectivity and at the same time we get a “natural” choice of right inverse of
κ.
When G is abelian the coadjoint action is trivial and then symplectic re-
duction M//cG = µ
−1(c)/G can be taken at any regular value c of µ. We
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get the corresponding Kirwan map κc : H
∗
G(M) → H∗(M//cG). A class that
is biinvariant diagonal for all regular values simultaneously is called a global
biinvariant diagonal class. In [Mun] a global biinvariant diagonal class is con-
structed geometrically using the moduli space of gradient flow lines of each
component of µ. It turns out that to do so it is sufficient to focus on the case
G = S1, the result for a general abelian Lie group following from that case.
Note that a great advantage of working with G = S1 is that µ itself is a Morse-
Bott function. Let us explain the the geometric idea behind the construction
in [Mun]:
Denote by X the vector field generated by the infinitesimal action of S1
on M and take J an invariant almost complex structure compatible with ω.
Then ρJ = ω(·, J(·)) is a Riemannian metric on M and −JX is the downward
gradient vector field of µ with respect to this metric. Finally let ξJX denote
the flow of −JX. The submanifold of M ×M defined by
∆S1 = {(p, q) ∈M ×M : ∃t ∈ R, α ∈ S1 s.t. q = α · ξJXt (p)}
satisfies the following properties:
1. It is S1 × S1-invariant.
2. It has dimension 2m+ 2.
3. The intersection ∆S1 ∩ (µ−1(c)×µ−1(c)) is the preimage of the diagonal
under the projection µ−1(c)×µ−1(c)→M//cS1×M//cS1 for every regular
value c of µ.
Using multivalued perturbations –more on that in a moment– ∆S1 is com-
pactified and taking intersection pairing with this compactification one gets a
cohomology class
δS1 ∈ H2m−2S1×S1(M ×M).
Property 1 allows to define an equivariant cohomology –instead of ordinary
cohomology– class. Property 2 makes the class have the right degree. Property
3 makes δS1 to be mapped to the Poincare´ dual of [∆M//cS1×M//cS1 ] under κ
2
c .
This shows that δS1 is a global biinvariant diagonal class.
This thesis should be regarded as a continuation of the work carried out
in [Mun]. The main tool to construct the global biinvariant diagonal class
are multivalued perturbations of the gradient flow equation: to properly com-
pactify ∆S1 some transversality conditions on the (un)stable manifolds defined
by the flow ξJX are needed but they are impossible to achieve in general if
we require invariance –property 1– to hold after compactification. However,
the only obstruction is due to the presence of finite non-trivial stabilisers of
xviii Introduction
the action of S1 on M ; if the action is semi-free standard perturbations are
sufficient to get transversality and invariance simultaneously. In the general
situation where finite non-trivial stabilisers do exist, we need to make use of
multivalued perturbations to achieve the same result. Although multivalued
perturbations are not a new concept, to our knowledge they were not described
in detail for the gradient flow equation before [Mun]. One of the purposes of
the present text is to describe them at a slower pace with the humble hope that
this work can be useful to anyone with the wish of learning this topic. After
some necessary tools are given in Chapter 1, we devote Chapter 2 to standard
perturbations, which provide a benchmark for Chapter 3, where multivalued
perturbations are presented.
Chapter 4 contains the new results of this thesis. Our first main contribu-
tion is the geometric construction of a linear map
λ : H∗S1×S1(CP
1) −→ H∗+2m−2S1×S1 (M ×M)
where S1 × S1 acts on CP 1 by (θ, ζ)[z : w] = [θz : ζw] and on M ×M by
(θ, ζ)(p, q) = (θ · p, ζ · q), with the property that λ(1) = δS1 and that plays
a crucial role in the description of biinvariant diagonal classes of Cartesian
products. The geometric idea behind the construction of λ is the following:
The manifold ∆S1 ⊆M×M which was defined previously can be identified
with the image of the map
F1 : M × R× S1 −→ M ×M
(p, t, α) 7−→ (p, α · ξJXt (p)) .
Define also the map
F2 : M × R× S1 −→ CP 1
(p, t, α) 7−→ [1 : 2tα] .
Both F1, F2 are equivariant with respect to the action of S
1×S1 on M×R×S1
given by (θ, ζ)(p, t, α) = (θ · p, t, ζαθ¯). Morally speaking λ is constructed by
finding a suitable compactification of M×R×S1 to which the action of S1×S1
and the maps F1, F2 extend. Then λ is set to be an analogue in equivariant
cohomology of the map F !1 ◦ F ∗2 , where F !1 = PD−1 ◦ (F1)∗ ◦ PD is the shriek
map associated to F1. To give a proper sense to this definition of λ we need to
address compactification issues that are dealt with multivalued perturbations
(precisely because we want to preserve S1 × S1-equivariance). According to
this approach λ(1) should be understood as F !1(1), which loosely speaking is
an equivariant Poincare´ dual of imF1 = ∆S1 , so it does make sense that
λ(1) = δS1 .
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In [Mun] no explicit computations of biinvariant diagonal classes are carried
out. By further studying the map λ we get results that give tools to compute
global biinvariant diagonal classes in certain situations:
One can show that
H∗S1×S1(CP
1) ' Q[t1, t2, u]/(u− t1)(u− t2)
for some degree 2 classes u, t1, t2. The classes t1, t2 are the standard generators
of
H∗(B(S1 × S1)) ' H∗(BS1)⊗H∗(BS1) ' Q[t1]⊗Q[t2] = Q[t1, t2]
and the class u can be identified with the Euler class of the tautological bundle
over a certain projective bundle. The second main contribution of this thesis
is the following result:
Theorem. Let M,N be Hamiltonian S1-spaces and let λM , λN be their
respective lambda-maps. Then
1. λM×N (1) = (t1 +t2)λM (1)⊗λN (1)−λM (u)⊗λN (1)−λM (1)⊗λN (u)
2. λM×N (u) = t1t2λM (1)⊗ λN (1)− λM (u)⊗ λN (u)
where λM×N is the lambda-map of the product Hamiltonian space M ×N .
In particular, the first formula lets us compute a global biinvariant diagonal
class of M ×N in terms of the lambda-maps of its components.
The last question we address in Chapter 4 is uniqueness of global biinvariant
diagonal classes. By means of a very hands-on computation we show that for
M = CP 1× n· · · ×CP 1 and the S1-action given by
θ([z0 : w0], . . . , [zn−1 : wn−1]) = ([θz0 : w0], . . . , [θ2
n−1
zn−1 : wn−1]),
global diagonal biinvariant classes form an affine space which has strictly pos-
itive dimension in general.
We finish the thesis with a brief epilogue were we recap the ideas behind
some of the results and give some thoughts on what directions can be taken in
the future.

Chapter 1
Toolkit
This chapter’s purpose is to provide some background on three topics: equiv-
ariant cohomology, branched manifolds and pseudocycles. It is not our goal
to cover them in detail but rather to equip ourselves with a set of tools that
will be used in the chapters to follow. Having this idea in mind some core
results are stated without proof while some other minor results may receive
more attention because they are used later on. Even the readers familiar with
these topics are suggested to take at least a brief look to this chapter, because
we fix here some notations. On the other hand, any reader who wishes to learn
any of the three topics should find here enough content to get a first grasp of
them and will be given references were they are treated thoroughly.
1.1 Equivariant cohomology
Throughout this section G will denote a compact and connected Lie group.
A smooth manifold M acted by G is called a G-manifold. We will work only
with compact, connected and oriented G-manifolds. If the action is free, M/G
is a smooth manifold, but otherwise it may contain singularities. Let H∗(·)
denote singular cohomology with respect to a ring of coefficients that will only
be specified when necessary. The idea behind equivariant cohomology is to
construct a cohomology H∗G(M) that captures information of the action. In
particular, if the action is free one wants H∗G(M) = H
∗(M/G). The literature
is full of excellent references on equivariant cohomology that the reader can
consult. Some suggestions are [GuSt] or the lecture notes [Lib]. For the rela-
tion between equivariant cohomology and moment maps, good references are
[AtBo2] and [GGK]. For a broad and deep treatment of equivariant formality
see [GKM].
1
2 1. Toolkit
Let EG → BG be the classifying bundle of G, which is a G-principal
bundle. The group G acts freely on the contractible space EG. We can form
a new bundle
M ×G EG −→ BG
with fibre M .
Definition 1.1. The equivariant cohomology of M is defined to be
H∗G(M) := H
∗(M ×G EG).
Remark 1.2. If the action of G on M is free, then M → M/G is also a
principal bundle and we can form the bundle M ×G EG → M/G with fibre
EG. Since the fibres are contractible we get H∗G(M) = H
∗(M/G), which is a
property we wanted equivariant cohomology to satisfy.
The group G has a faithful linear representation, which means that it can
be embedded as a Lie subgroup of U(n) for n large enough [BrTo, III.4.1].
Let EGk be the space of orthonormal n-frames in Ck+1 for k ≥ n. Then
g ∈ G ⊆ U(n) acts on v ∈ EGk by matrix multiplication. The resulting action
is free and we denote by BGk = EGk/G the corresponding quotient. We then
get principal bundles pik : EGk → BGk. The inclusion map
ek : EGk −→ EGk+1
(v0, . . . , vk) 7−→ (v0, . . . , vk, 0)
is G-equivariant and defining bk : BGk → BGk+1 by bk(pik(v)) := pik+1(ek(v))
we get commutative diagrams
EGk EGk+1
BGk BGk+1
//
ek

pik

pik+1
//
bk
.
The direct limit of the principal bundles pik is the classifying bundle of G. In
this sense we say that the bundles EGk → BGk approximate EG→ BG. For
a fixed degree d the maps bdk : H
d(BGk+1) → Hd(BGk) are isomorphisms for
all k large enough, so H∗(BG) is the inverse limit of the H∗(BGk). Then, by a
computation on spectral sequences we get the following stabilisation argument,
which asserts that H∗G(M) is the inverse limit of H
∗(M ×G EGk):
1.1. Equivariant cohomology 3
Lemma 1.3 (Stabilisation). Let M be a G-manifold and let EGk → BGk be
principal G-bundles approximating the classifying bundle EG→ BG. Given a
fixed degree d, the map
ik : M ×G EGk −→ M ×G EGk+1
[(m, v)] 7−→ [(m, ek(v))]
induces an isomorphism
idk : H
d(M ×G EGk+1) '−→ Hd(M ×G EGk)
for all k large enough. Thus an element of HdG(M) can be defined uniquely
from an element of Hd(M ×G EGk) provided that k is large enough.
Example 1.4. If G = S1, ES1k is just the (2k + 1)-sphere and the quotient
BS1k = S
2k+1/S1 = CP k is the k-dimensional projective space. Then the
classifying bundle of S1 is S∞ → CP∞ and H∗(BS1;Q) ' Q[t], where t can
be taken to be the Euler class of the tautological bundle.
Equivariant cohomology is functorial: suppose that M,N are G-manifolds
and that f : M → N is a G-equivariant smooth map. Then
M ×G EG −→ N ×G EG
[p, g] 7−→ [f(p), g]
is well defined. The morphism it induces in singular cohomology gives a mor-
phism
f∗G : H
∗
G(N) −→ H∗G(M)
in equivariant cohomology.
Example 1.5. Let us compute some examples of equivariant cohomology:
1. If G acts on itself by left translations, the action is free and transitive, so
H∗G(G) = H
∗(G/G) = H∗(pt).
2. The most simple example of a non-free action one can think of is G acting
on a point. Then
H∗G(pt) = H
∗(pt×G EG) ' H∗(BG).
Therefore, for example, H∗S1(pt;Q) ' Q[t] which shows that, in general,
equivariant cohomology is non-zero for degrees as large as one wishes.
This differs notably from usual cohomology and prevents some relevant
results such as Poincare´ duality to hold.
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Definition 1.6. Let M be a G-manifold. The morphism
cM : H
∗(BG) −→ H∗G(M)
induced by M → pt in equivariant cohomology is the characteristic morphism1
of M .
The characteristic morphism gives H∗G(M) an H
∗(BG)-module structure,
so H∗G(M) is an H
∗(BG)-algebra.
Remark 1.7. Let CG be the category with G-manifolds as objects and G-
equivariant smooth maps as morphisms. If f : M → N is such a morphism,
f∗G : H
∗
G(N) → H∗G(M) commutes with characteristic maps, and thus it is a
linear map of H∗(BG)-modules. Since f∗G is also a ring homomorphism we
conclude that equivariant cohomology is a contravariant functor from CG to
the category of H∗(BG)-algebras.
The inclusion of M as the fibre of the bundle M ×G EG → BG induces a
morphism
rM : H
∗
G(M)→ H∗(M)
in singular cohomology that we call the restriction morphism of M .
Definition 1.8. A G-manifold is equivariantly formal if its restriction mor-
phism is surjective.
Example 1.9. Let us see a couple of examples, one of a non equivariantly
formal manifold and one of an equivariantly formal manifold:
1. Let T = S1×S1 be the 2-torus and consider the diagonal action of S1 on
T , which is free. Then H∗S1(T ) ' H∗(T/S1) ' H∗(S1), so H1S1(T ;Q) '
Q. However H1(T ;Q) ' Q2, so the degree 1 piece of rT cannot be
surjective. Therefore T is not equivariantly formal.
2. Consider the action of S1 on CP 1 given by θ[z : w] = [θz : w]. Note that
BS1 = CP∞ and that the composition rCP 1 ◦ cCP 1 of the characteristic
map with the restriction map is just the map induced by the inclusion
CP 1 ↪→ CP∞, so in rational cohomology we get the surjective map
rCP 1 ◦ cCP 1 : Q[t] −→ Q[t]/t2
t 7−→ t .
Since the composition is surjective we also have that rCP 1 is surjective.
1The characteristic morphism can also be interpreted as the map induced in singular
cohomology by the projection M ×G EG→ BG.
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1.1.1 Rational equivariant cohomology
Throughout this section the coefficient ring is assumed to be Q and we will
write it every time in order to emphasize this fact. Using rational coefficients
gives us the possibility to use the Leray-Hirsch theorem and, in particular, the
Ku¨nneth isomorphism. One first important consequence of this is the following:
if M is equivariantly formal the restriction map of M is surjective and a direct
application of Leray-Hirsch gives
Proposition 1.10. Let M be an equivariantly formal G-manifold and let sM
be a section of the restriction map rM . The map
H∗(BG;Q)⊗H∗(M ;Q) −→ H∗G(M ;Q)
β ⊗ µ 7−→ cM (β) ^ sM (µ)
is an isomorphism of H∗(BG;Q)-modules.
We can use this result to prove an equivariant version of the Ku¨nneth
isomorphism. First we will need a lemma:
Lemma 1.11. Let M,N be equivariantly formal G-manifolds. Then M × N
is also an equivariantly formal G-manifold.
Proof. The projection piM : M ×N →M induces maps
pi∗M : H
∗(M ;Q)→ H∗(M ×N ;Q)
in singular cohomology and
pi∗M,G : H
∗
G(M ;Q)→ H∗G(M ×N ;Q)
in equivariant cohomology. These maps commute with the restriction maps:
pi∗M ◦ rM = rM×N ◦ pi∗M,G. In the same way the projection piN onto N satisfies
pi∗N ◦rN = rM×N ◦pi∗N,G. From these facts we deduce that the following diagram
is commutative:
H∗G(M ;Q)⊗H∗G(N ;Q) H∗(M ;Q)⊗H∗(N ;Q)
H∗G(M ×N ;Q) H∗(M ×N ;Q)

pi∗M,G^pi
∗
N,G
//
rM⊗rN

pi∗M^pi
∗
N
//
rM×N
.
Since M,N are equivariantly formal, rM , rN are surjective maps, so the top
arrow is surjective. The right hand side vertical arrow is the Ku¨nneth isomor-
phism. Hence the composition of both is a surjective map, implying that the
bottom arrow, rM×N , is also surjective.
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Proposition 1.12 (Equivariant Ku¨nneth). Let M,N be equivariantly formal
G-manifolds. Then there is an isomorphism of H∗(BG;Q)-algebras
H∗G(M ×N ;Q) ' H∗G(M ;Q)⊗H∗(BG;Q) H∗G(N ;Q).
Proof. Since the maps pi∗M,G, pi
∗
N,G are homomorphisms of H
∗(BG;Q)-algebras,
the map
h : H∗G(M ;Q)⊗H∗(BG;Q) H∗G(N ;Q) −→ H∗G(M ×N ;Q)
m⊗ n 7−→ pi∗M,Gm^ pi∗N,Gn
,
is a well defined homomorphism of H∗(BG;Q)-algebras. From Lemma 1.11 we
know that M × N is equivariantly formal. Using this fact we derive that the
source and target spaces of h are isomorphic as H∗(BG;Q)-modules:
H∗G(M ×N ;Q) '
(1)' H∗(BG;Q)⊗H∗(M ×N ;Q)
(2)' H∗(BG;Q)⊗H∗(M ;Q)⊗H∗(N ;Q)
' (H∗(BG;Q)⊗H∗(M ;Q))⊗H∗(BG;Q) (H∗(BG;Q)⊗H∗(N ;Q))
(3)' H∗G(M ;Q)⊗H∗(BG;Q) H∗G(N ;Q)
where (1) is given by M × N being equivariantly formal, (2) is the usual
Ku¨nneth isomorphism and (3) is given by M,N being equivariantly formal.
We shall now see that h is surjective: if sM , sN are sections of rM , rN ,
sM×N := (pi∗M,G ^ pi
∗
N,G) ◦ (sM ⊗ sN ) ◦ (pi∗M ^ pi∗N )−1
is a section of rM×N . Now, given a ∈ H∗G(M ×N ;Q), by Proposition 1.10 and
Ku¨nneth there exist unique β ∈ H∗(BG;Q), µ ∈ H∗(M ;Q) and ν ∈ H∗(N ;Q)
such that
a = cM×N (β) ^ sM×N (pi∗Mµ ^ pi
∗
Nν).
But then
a = cM×N (β) ^ (pi∗M,G ^ pi
∗
N,G)(sMµ⊗ sNν) = h(β · (sMµ⊗ sNν)).
Since the restriction of h to each degree piece is a surjective map between finite
dimensional linear spaces of the same dimension, h must also be injective.
We now move to another result derived from using rational coefficients: the
very definition of equivariant cohomology guarantees that if the action is free
there is an isomorphism H∗G(M ;Q) ' H∗(M/G;Q). This isomorphism can
be extend to a bit more general situation, namely when the stabilisers of the
action are all finite.
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Lemma 1.13. Let Γ be a finite group. Then H∗(BΓ;Q) ' Q.
Proof. We shall see that H∗(BΓ;Q) ' Q and the result follows by duality:
Let pi : EΓ → BΓ be the classifying bundle of Γ and let k > 0. Let
s =
∑
i qiσi ∈ Sk(BΓ;Q) be a singular k-chain such that ∂α = 0. Then
α˜ :=
∑
i
qi
∑
pi◦σ˜i=σi
σ˜i ∈ Sk(EΓ;Q)
is a k-chain such that ∂α˜ = 0 and such that pi∗(α˜) = |Γ| · α. Since EΓ is
contractible there exists β ∈ Sk+1(EΓ;Q) such that ∂β = α˜. Then ∂pi∗β =
pi∗α˜ = |Γ|·α, so [|Γ| · α] = 0 ∈ Hk(BΓ;Q). We deduce that multiplication by |Γ|
on Hk(BΓ;Q) is the zero map and it must be the case that Hk(BΓ;Q) = 0.
Remark 1.14. If we take a ring of coefficients different from Q, this lemma
does not hold in general: we cannot expect the cohomology of the classisfying
space of a finite group to be isomorphic to the coefficient ring. For example,
take Γ = Z/(2) as the finite group and take Z/(2) as the coefficient ring. The
classifying bundle of Z/(2) is S∞ → RP∞ but H∗(RP∞;Z/(2)) is isomorphic
to the polynomial ring2 Z/(2)[x].
Proposition 1.15 (Cartan isomorphism). Let M be a G-manifold and suppose
that the action has finite stabilisers. There is an isomorphism
H∗G(M ;Q) ' H∗(M/G;Q).
Proof. Let pi : M ×G EG → M p→ M/G denote the natural projection. We
shall see that pi∗ : H∗(M/G;Q)→ H∗G(M ;Q) is an isomorphism.
Taking a G-invariant tubular neighbourhood for each G-orbit in M gives an
open cover of M . Choose a finite subcover V1, . . . , Vn. Then the sets Ui := p(Vi)
form a good cover of M/G. We will use induction to see that
pi∗ : H∗(U1 ∪ . . . ∪ Us;Q) −→ H∗G(V1 ∪ . . . ∪ Vs;Q)
is an isomorphism for all s = 1, . . . , n.
Let us start by the case s = 1: let V be a tubular neighbourhood of an
orbit Op in M , then U = V/G is contractible and hence H
∗(U ;Q) ' Q. Then
we must check that also H∗G(V ;Q) ' Q. We have isomorphisms
H∗G(V ;Q) ' H∗G(Op;Q) ' H∗G(G/Gp;Q) = H∗((G/Gp)×G EG;Q).
2This can be computed by identifying S∞ → RP∞ with the sphere bundle associated to
the tautological bundle O(−1)→ RP∞ and using the corresponding Gysin sequence.
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Now, (G/Gp) ×G EG ' (EG ×G G)/Gp ' EG/Gp ' BGp. From both facts
we deduce that H∗G(V ;Q) ' H∗(BGp;Q). Finally, from Lemma 1.13, we get
H∗(BGp;Q) ' Q because Gp is finite.
Induction step: suppose that H∗(U1∪. . .∪Us−1;Q) ' H∗G(V1∪. . .∪Vs−1;Q).
Using this fact and the case s = 1 we have a new isomorphism
H∗(U1 ∪ . . . ∪ Us−1;Q)⊕H∗(Us;Q) ' H∗G(V1 ∪ . . . ∪ Vs−1;Q)⊕H∗G(Vs;Q).
The induction hypothesis also gives an isomorphism
H∗((U1 ∪ . . . ∪ Us−1) ∩ Us;Q) ' H∗G((V1 ∪ . . . ∪ Vs−1) ∩ Vs;Q).
Considering the Mayer-Vietoris sequences for U1 ∪ . . . ∪ Us and V1 ∪ . . . ∪ Vs
and using the five lemma we get the desired result.
In the other chapters we deal mainly with circle actions. We now compute
explicitly an example of S1-equivariant rational cohomology that will be used
several times:
Example 1.16. Consider the action of S1 on CPn given by
θ[z0 : . . . : zn] = [θ
j0z0 : θ
j1z1 : . . . : θ
jnzn]
where j0, . . . , jn are integers. Let us compute H
∗
S1(CP
n;Q): the bundle
CPn ×S1 ES1 → BS1
is the projectivisation of the complex rank n+ 1 vector bundle
V = Cn+1 ×S1 ES1 → BS1,
so, as a consequence of the Leray-Hirsch theorem,
H∗S1(CP
n;Q) ' H∗(BS1;Q)[x]/(xn − c1(V )xn−1 + · · ·+ (−1)ncn(V )),
where c1(V ), · · · , cn(V ) ∈ H∗(BS1;Q) are the Chern classes of V and x is the
Euler class of the tautological bundle OP(V )(−1)→ P(V ).
We know that H∗(BS1;Q) = Q[t] where t is the Euler class of the tau-
tological bundle OCP∞(−1) → CP∞ ' BS1. There is a line bundle splitting
V = V0 ⊕ · · · ⊕ Vn, with c1(Vi) = jit. Then
ck(V ) = σk(c1(V0), . . . , c1(Vn)) = σk(j0, . . . , jn)t
k,
where σk is the k-th symmetric polynomial in n+ 1 variables. Therefore
xn−c1(V )xn−1+· · ·+(−1)ncn(V ) =
n∑
k=0
(−1)kσk(j0, . . . , jn)tkxn−k =
n∏
i=0
(x−jit).
Finally, we get H∗S1(CP
n;Q) ' Q[t, x]/(x− j0t) · · · (x− jnt).
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1.1.2 The equivariant diagonal class
We devote this last section on equivariant cohomology to the construction of
a particular class that we will use in Section 4.4. In order to carry out this
construction we need to review shriek maps. We consider again any ring of
coefficients, that we will not write.
If M is a compact, connected and oriented manifold of dimension m we
denote by
PDM : H
∗(M) −→ Hm−∗(M)
α 7−→ α _ [M ]
the isomorphism given by Poincare´ duality. LetN also be a compact, connected
and oriented manifold and let n = dimN . If f : M → N is continuous, we can
define the shriek3 map
f ! := PD−1N ◦ f∗ ◦ PDM : H∗(M) −→ H∗+n−m(N),
where f∗ : H∗(M)→ H∗(N) is the map induced in singular homology by f .
Lemma 1.17. Let i : M ↪→ N be and embedding and let T be a closed tubular
neighbourhood of i(M) inside N . Then i! equals the composition
H∗(M) t−→ H∗+n−m(T, ∂T ) e−1−→ H∗+n−m(N,N \M) g−→ H∗+n−m(N),
where t is the Thom isomorphism, e−1 is the inverse of the excision isomor-
phism and g is the natural map in the exact sequence of the pair (N,N \M).
Proof. We assume without loss of generality that M is a submanifold of N and
that i is the inclusion. If we denote by iTM , i
N
T the obvious inclusions we have
that i = iNT ◦ iTM and hence i! = (iNT )! ◦ (iTM )!.
Note that T can be regarded as the total space of a rank n−m disk bundle
pi : T → M with base space M . We shall prove that (ιTM )! is precisely the
Thom isomorphism of this bundle:
Since pi ◦ iTM = idM and iTM ◦ pi ∼ idT we have that pi∗, (iTM )∗ are mutually
inverse isomorphisms and so are pi∗, (iTM )
∗. Hence (iTM )
! is a composition of
isomorphisms and therefore it is an isomorphism too. The Thom class of the
disk bundle is defined by
τ := PD−1T (i
T
M )∗[M ] ∈ Hn−m(T, ∂T ),
3Depending on the source this map is also called transfer, umkehrungs or just push-forward.
We take the name and the notation from [Bre].
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or, equivalently, τ _ [T ] = (iTM )∗[M ]. Then the Thom isomorphism is the
composition
t : H∗(M) pi
∗−→ H∗(T ) ^τ−→ H∗+n−m(T, ∂T ),
so we need to show that this composition coincides with (iTM )
!. If α ∈ H∗(M)
and β = pi∗α –and hence (iTM )
∗β = α– we have that
PDT (i
T
M )
!(α) = (iTM )∗PDM (α)
= (iTM )∗(α _ [M ])
= (iTM )∗((i
T
M )
∗β _ [M ])
= β _ (iTM )∗[M ]
= β _ (τ _ [T ])
= (β ^ τ) _ [T ]
= PDT (β ^ τ)
= PDT (pi
∗α ^ τ)
,
so (iTM )
!(α) = pi∗α ^ τ , which is precisely the Thom isomorphism.
To finish the proof note that the equality g ◦ e−1 = (iNT )! follows from the
commutativity of the diagram
H∗+n−m(N,N \M) H∗+n−m(N)
H∗+n−m(T, ∂T )
Hm−∗(T ) Hm−∗(N)
//
g

e '

' PDN

PDT '
//
(iNT )
∗
Lemma 1.18. Let P a compact connected and oriented manifold of dimension
p and let V,W be connected submanifolds of P of dimensions v, w. If V,W
intersect transversally, the diagram
H∗(V ) H∗+p−v(P )
H∗(V ∩W ) H∗+p−v(W )
//
(iPV )
!

(iVV ∩W )
∗

(iPW )
∗
//
(iWV ∩W )
!
induced by the inclusion maps is commutative.
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Proof. Let T be a tubular neighbourhood of V inside P . Then T0 = T ∩W
is a tubular neighbourhood of V ∩W inside W . Put d = p − v. We get the
commutative diagram
H∗(V ) H∗+d(T, ∂T ) H∗+d(P, P \ V ) H∗+d(P )
H∗(V ∩W ) H∗+d(T0, T0 \ V ) H∗+d(W,W \ V ) H∗+d(W )
//t

(iVV ∩W )∗
//e

(iTT0
)∗
//
g

(ιPW )
∗

(iPW )
∗
//
t
//
e
//
g
.
By Lemma 1.17 the top arrow is (iPV )
! and the bottom arrow is (iWV ∩W )
!, which
proves the result.
Let M be a G-manifold of dimension m. Denote by ι∆ : M → M ×M
the diagonal embedding and let EGk → BGk be G-principal bundles approx-
imating the universal bundle EG → BG. For each k we have an induced
map
ι∆,k : M ×G EGk −→ (M ×M)×G EGk,
where the action of G on M ×M is the diagonal action. We get shriek maps
ι!∆,k : H
∗(M ×G EGk) −→ H∗+m((M ×M)×G EGk),
which we want to see that stabilise: take the inclusions
(iM )k : M ×G EGk ↪→M ×G EGk+1,
(iM×M )k : (M ×M)×G EGk ↪→ (M ×M)×G EGk+1.
Applying Lemma 1.18 to P = (M ×M) ×G EGk+1, W = (M ×M) ×G EGk
and V = ∆M×M ×G EGk+1 we get that the diagram
H∗(M ×G EGk+1) H∗+m((M ×M)×G EGk+1)
H∗(M ×G EGk) H∗+m((M ×M)×G EGk)
//
ι!∆,k+1

(iM )
∗
k

(iM×M )∗k
//
ι!∆,k
commutes. By means of stabilisation –Lemma 1.3– we get a well defined equiv-
ariant shriek map
ι!∆,G : H
∗
G(M) −→ H∗+mG (M ×M).
Using this map we can define the object claimed at the beginning of this section:
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Definition 1.19. Let M be an m-dimensional G-manifold. The equivariant
cohomology class
ι!∆,G(1) ∈ HmG (M ×M)
is called the equivariant diagonal class of M .
Remark 1.20. Note that the equivariant diagonal class is obtained by stabil-
isation of the classes
ι!∆,k(1) = (PD
−1
(M×M)×GEGk ◦ (ι∆,k)∗ ◦ PDM×GEGk)(1)
= (PD−1(M×M)×GEGk ◦ (ι∆,k)∗)[M ×G EGk]
= PD−1(M×M)×GEGk [∆M×M ×G EGk].
1.2 Branched manifolds
We switch now to a completely different topic. In this section we introduce
branched manifolds, a generalisation of smooth manifolds which appears natu-
rally in our context. This notion is by no means new: the basic definitions are
inspired by those in [Wil, §1]. Another source is [Sal, §5.4], where branched
manifolds are defined with a weighting from the very beginning. However, we
will only use weightings on compact one-dimensional branched manifolds with
boundary –the so called train tracks–, which is sufficient to our needs.
1.2.1 Smooth ramifications
We begin by defining the basic building blocks we will need to define branched
manifolds:
Definition 1.21. A smooth ramification of dimension n ≥ 1 and rank r ≥ 1
is a triple (X,V, pi) where
• X is a topological space
• V ⊆ X
• pi : X → Dn is a continuous map to the standard open disk in Rn
satisfying
1. pi|V : V → pi(V ) is a homeomorphism and pi(V ) is a smooth n-dimensional
manifold with boundary
2. there exist r sets D1, . . . , Dr subject to the following conditions:
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(a) X = D1 ∪ · · · ∪Dr
(b) Di ∩Dj = V , ∀i 6= j
(c) pi|Di : Di → Dn is a homeomorphism
V
D2
D1
D3
Figure 1.1: A smooth ramification
Later on we will use the following property of the local structure of a smooth
ramification:
Proposition 1.22. Let (X,V, pi) be a smooth ramification of dimension n and
rank r and let x ∈ X satisfy pi(x) ∈ ∂pi(V ). Then the reduced local homology
of x satisfies
H˜k(X,X \ {x};Q) '
®
Qr if k = n
0 otherwise
.
Proof. By excision we can assume that X is contractible and that V is home-
omorphic to the half-disk. Then the reduced homology of X vanishes. Using
this fact on the long exact sequence of relative homology of X and X \ {x} we
find out that there is an isomorphism H˜k(X,X \ {x};Q) ' H˜k−1(X \ {x};Q).
If r = 1 then X ' Dn and hence
H˜k−1(X \ {x};Q) '
®
Q if k = n
0 otherwise
.
This proves the proposition for r = 1. We will prove the remaining cases by
induction on r. There are two key observations:
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(i) (X ′ := D2∪ . . .∪Dr, V, pi|X′) is a smooth ramification of dimension n and
rank r − 1.
(ii) V \ {x} is contractible because V is homeomorphic to the half-disk and
x ∈ ∂V .
Using the Mayer-Vietoris sequence for the sets D1\{x} and X ′\{x} –whose
union is X \ {x} and whose intersection is V \ {x}–, excision and observation
(ii) we get an isomorphism
H˜k−1(X \ {x};Q) ' H˜k−1(D1 \ {x};Q)⊕ H˜k−1(X ′ \ {x};Q).
Now from observation (i) and induction it follows that
H˜k−1(X \ {x};Q) '
®
Qr if k = n
0 otherwise
as we wished to show.
It is also convenient to make the following definition:
Definition 1.23. Let (X1, V1, pi1), . . . , (Xs, Vs, pis) be smooth ramifications of
dimension n. We say that its fibred product X1 ×Dn . . . ×Dn Xs is smooth if
∂pii1(Vi1) t · · · t ∂piij (Vij ) for all {i1, . . . , ij} ⊆ {1, . . . , s}.
1.2.2 Branched atlases
In this section we define branched manifolds. As in the common definition of
a smooth manifold we make use of atlases:
Definition 1.24. A branched n-atlas on a topological space M is a collection
of pairs {(Ui, hi)}, called branched charts, where
• {Ui} is a collection of open subsets of M such that ⋃i Ui = M
• hi : Ui → Xi1×Dn · · ·×DnXisi is a homeomorphism from Ui to a smooth
fibred product of smooth ramifications (Xi1, Vi1, pii1), . . . , (Xis, Vis, piisi)
of dimension n
subject to the following condition: let pii : Xi1 ×Dn · · · ×Dn Xisi → Dn denote
the projection, then if Ui ∩ Ui′ 6= ∅ there exists a diffeomorphism
ϕi′i : (pii ◦ hi)(Ui ∩ Ui′)→ (pii′ ◦ hi′)(Ui ∩ Ui′)
such that pii′ ◦ hi′ = ϕi′i ◦ pii ◦ hi.
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Two branched atlases on the same topological space are equivalent if their
union is again a branched atlas. This is an equivalence relation and so we can
make the following definition:
Definition 1.25. An n-dimensional branched manifold is a second countable
Hausdorff topological space M together with an equivalence class of smooth
branched n-atlases.
On branched manifolds we find a special type of points that we do not find
on genuine manifolds:
Definition 1.26. Let M be a branched manifold. We say that x ∈ M is a
branching point if there exists a branched chart (U, h) such that x ∈ U and if
h : U → X1 ×Dn · · · ×Dn Xs with (Xj , Vj , pij) smooth ramifications of rank rj ,
then x ∈ ∂Vj for some j such that rj ≥ 2.
We denote by M≺ the set of branching points of a branched manifold.
Observe that if x ∈ M \M≺ is a not branching point, there exists a chart
(U, h) with x ∈ U and U ' Dn. Since (U, h) is a chart in the usual sense,
we deduce that the complement M \M≺ of the set of branching points is a
genuine manifold. The connected components of M \M≺ are called branches
of M .
On a genuine manifold M of dimension n all the points have the same
reduced local homology,
H˜k(M,M \ {x};Q) =
®
Q if k = n
0 otherwise
.
However, from Proposition 1.22 it follows that branching points have more
complicated local homology. Therefore local homology can be used to distin-
guish branching points from non-branching points.
1.2.3 Tangent bundle and smooth maps on branched manifolds
On branched manifolds we can also define a notion of tangent bundle. In order
to do so we start by defining the tangent bundle on a smooth ramification:
Let (X,V, pi) be a smooth ramification of dimension n. Its tangent bundle
is defined to be the pull-back TX := pi∗(TDn). Similarly, the tangent bundle
on a smooth fibred product X1×Dn · · · ×Dn Xs of smooth ramifications is also
defined to be the pull-back of TDn under the projection.
Since branched atlases are modelled on smooth fibred products of smooth
ramifications we can now define the tangent bundle on a branched manifold:
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let M be a branched manifold with atlas {(Ui, hi)}i∈I . If x ∈ Ui we define the
tangent space of M at x as Thi(x)hi(Ui). We can glue together these tangent
spaces onto a tangent bundle on M by means of the transition functions ϕi′i.
We are also interested in defining smooth maps on branched manifolds. To
our purposes it will suffice to assume the target manifold is a genuine smooth
manifold.
Definition 1.27. Let M be a branched manifold with atlas {(Ui, hi)}i∈I such
that hi : Ui → Xi1 ×Dn · · · ×Dn Xisi with (Xij , Vij , piij) a smooth ramification
of rank rij (so that Xij = Dij1 ∪ · · · ∪Dijrij ). Let N be a smooth manifold. A
map f : M → N is smooth if
1. The map
f ik1,...,ksi
: Dn −→ N
y 7−→ f((pii1|Di1k1 )−1(y), . . . , (piisi|Disiksi )
−1(y))
is smooth for all i ∈ I and for all kj ∈ {1, . . . , rij}.
2. For each x ∈ Ui, the maps f ik1,...,ksi for various choices of k1, . . . , ksi have
the same germ at (pii ◦ hi)(x).
Note that if x ∈ Ui, then each w ∈ TxM determines a unique vector
w¯ ∈ T(pii◦hi)(x)Dn. If f : M → N is a smooth map from a branched manifold
M to a smooth manifold N , its differential at x ∈ Ui is defined by:
dxf : TxM −→ Tf(x)N
w 7−→ d(pii◦hi)(x)f ik1...ksi (w¯)
,
which is well defined because if also x ∈ Ui′ , then
dxf(w
′) = d(pii′◦hi′ )(x)f
i′
k′1...k′si′
(w¯′)
= d(pii′◦hi′ )(x)f
i′
k′1...k′si′
(d(pii◦hi)(x)ϕi′i(w¯))
= d(pii◦hi)(x)(f
i′
k′1...k′si′
◦ ϕi′i)(w¯)
= d(pii◦hi)(x)f
i
k¯1...k¯si
(w¯)
for some k¯1 . . . k¯si and the germ of f
i
k¯1...k¯si
at (pii ◦ hi)(x) is the same as the
germ of f ik1...ks .
With the notions of smooth map, tangent bundle and differential of a
smooth map at hand, many other common notions of manifolds can be gen-
eralised verbatim to branched manifolds. Those of submanifold, immersion,
embedding, submersion, regular value, transversality and orientability are ex-
amples of such.
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1.2.4 Train tracks
Branched manifolds as we defined them have no boundary but, as in the usual
situation, allowing charts to be modelled on half-spaces we can extend our def-
inition to get a notion of branched manifold with boundary. As it happens for
genuine manifolds, the reduced local homology of a boundary point vanishes.
As a consequence, we can decompose M into the union of three disjoint subsets
which can be distinguished by their reduced local homology:
• The boundary ∂M
• The set of branching points M≺
• The complementary of the two sets above, M \ (∂M ∪M≺), which is a
genuine manifold without boundary. The connected components of this
set are called branches and the set of branches is denoted MB.
In this section we are concerned with the following objects:
Definition 1.28. A train track is a compact one dimensional oriented branched
manifold with boundary.
The following picture shows a train track with its branching points in orange
and its boundary points in blue:
Figure 1.2: A train track.
If b ∈ TB is a branch, either b is diffeomorphic to a circle or b has two
extremes h(b), t(b) ∈ ∂T ∪ T≺, called the head and the tail of b according to
the orientation of b. In these terms we make the following definition:
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Definition 1.29. A weighting on a train track T is a map w : TB → Q>0 such
that for all x ∈ T≺ it holds that∑
h(b)=x
w(b) =
∑
t(b)=x
w(b).
The following picture is an example of weighting on the previous train track:
1
2
1
2
1
4
1
2
3
1
6
1
2
1
3
1
4
1
4 1
12
1
6
1
4
Figure 1.3: A train track with a weighting.
Lemma 1.30. The boundary set ∂T of a train track is the disjoint union of
the sets
∂T+ = {x ∈ ∂T : ∃b ∈ TB s.t. h(b) = x},
∂T− = {x ∈ ∂T : ∃b ∈ TB s.t. t(b) = x}.
Proof. A point x ∈ ∂T is not a branching point, so there exists a unique branch
b ∈ TB such that x is an extreme of b. According to if x = h(b) or x = t(b), x
lies in the first or the second set.
The following result is the generalisation of the fact that compact one di-
mensional manifolds have an even number of boundary points:
Proposition 1.31. Let T be a train track. For x ∈ ∂T let bx ∈ TB denote the
unique branch such that x is an extreme bx. If w is a weighting on T , then∑
x∈∂T+
w(bx) =
∑
x∈∂T−
w(bx).
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Proof. Note that the total weight of the train track satisfies both∑
b∈TB
w(b) =
∑
x∈∂T∪T≺
∑
h(b)=x
w(b) and
∑
b∈TB
w(b) =
∑
x∈∂T∪T≺
∑
t(b)=x
w(e),
from where it follows that
∑
x∈∂T∪T≺
Ñ ∑
h(b)=x
w(b)−
∑
t(b)=x
w(b)
é
= 0,
so we get
∑
x∈∂T
Ñ ∑
h(b)=x
w(b)−
∑
t(b)=x
w(b)
é
+
∑
x∈T≺
Ñ ∑
h(b)=x
w(b)−
∑
t(b)=x
w(b)
é
= 0.
Since w is a weighting, the second term of the sum vanishes and it follows that
∑
x∈∂T
Ñ ∑
h(b)=x
w(b)−
∑
t(b)=x
w(b)
é
= 0.
The proof concludes by observing that∑
x∈∂T
∑
h(b)=x
w(b) =
∑
x∈∂T+
w(bx) and
∑
x∈∂T
∑
t(b)=x
w(b) =
∑
x∈∂T−
w(bx).
1.3 Pseudocycles
The last part of the toolbox chapter deals with pseudocycles. If f : D →M is a
smooth map where D is compact and oriented of dimension d, this map defines
naturally an element f∗[D] ∈ Hd(M ;Z) of the integral singular homology of
M . In the theory of pseudocycles the compactness condition is substituted
by a weaker condition. All along this section we take M to be a compact,
connected and oriented manifold.
Definition 1.32. Let f : N → M be a smooth map. The omega-limit set of
f is the set
Ωf = {p ∈M : ∃{qj}j≥1 ⊆ N with no converging subseq. s.t. p = lim
j→∞
f(qj)}.
A smooth map ϕ : W →M is said to be an omega-map of f if Ωf ⊆ ϕ(W ).
Remark 1.33. Actually we let the source space W of an omega-map have
several –but a finite number of– connected components, not necessarily of the
same dimension. In that case when we talk about the “dimension” of W we
will be referring to the maximum of the dimensions of its components.
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Remark 1.34. When the target manifold is known we usually denote by (f,N)
the smooth map and by (ϕ,W ) the omega-map.
Definition 1.35. Let D be an oriented manifold of dimension d. A smooth
map f : D →M is a d-pseudocycle of M if there is an omega-map ϕ : W →M
of f such that dimW ≤ d− 2.
Definition 1.36. Two d-pseudocycles (f0, D0), (f1, D1) are bordant if there
exist a smooth map f˜ : ‹D →M , where ‹D is (d+ 1)-dimensional manifold with
boundary such that:
1. ∂‹D = D1 −D0 and f˜|D0 = f0, f˜|D1 = f1,
2. There exists an omega-map ϕ˜ : W˜ →M of f˜ with dim W˜ ≤ d− 1.
Bordism gives an equivalence relation: we denote the set of its classes by
B∗(M). This is a Z-graded Z-module with operation given by disjoint union of
pseudocycles: the inverse element is given by reversing the orientation and the
neutral element is the empty pseudocycle. It turns out that there is a natural
isomorphism of graded Z-modules between B∗(M) and H∗(M ;Z). A detailed
proof of this fact can be found in [Zin] (see also [Kah]):
Theorem 1.37. There exist natural homomorphisms of graded Z-modules
ΨM∗ : H∗(M ;Z) −→ B∗(M) and ΦM∗ : B∗(M) −→ H∗(M ;Z),
such that ΦM∗ ◦ΨM∗ = idH∗(M ;Z) and ΨM∗ ◦ ΦM∗ = idB∗(M).
Remark 1.38. If N is another compact, connected and oriented manifold, a
smooth map h : M → N induces a map hB∗ : B∗(M)→ B∗(N) via [f ] 7→ [h ◦ f ]
because Ωh◦f = h(Ωf ) and, hence, h◦f is a pseudocycle ofN . This construction
commutes with the map h∗ : H∗(M ;Z) → H∗(N ;Z) induced in cohomology
under the correspondences of the theorem: ΦN∗ ◦ hB∗ = h∗ ◦ ΦM∗ and, hence,
ΨN∗ ◦ h∗ = hB∗ ◦ΨM∗ . In other words B∗ and H∗(·;Z) are equivalent as functors
from the category of compact, connected and oriented manifolds to the category
of Z-graded Z-modules.
1.3.1 Strong transversality and intersection pairing of
pseudocycles
We need some transversality results for pseudocycles. We begin defining the
right transversality notion in this context:
Definition 1.39. Let f : N → M , g : P → M be smooth maps. We say
that f and g are strongly transverse if they are transverse and Ωf ∩ g(P ) = ∅,
f(N) ∩ Ωg = ∅.
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Lemma 1.40. If f : N → M , g : P → M are strongly transverse maps, then
the Cartesian square
CS(f, g) = {(x, y) ∈ N × P : f(x) = g(y)}
is a compact manifold of dimension dimN + dimP − dimM .
Proof. Since f, g are transverse, CS(f, g) is a manifold of the aforementioned
dimension. To see that it is compact we use the extra condition of strong
transversality:
Suppose that (xj , yj) ∈ CS(f, g) has no convergent subsequences. Then
either xj ∈ N or yj ∈ P have no convergent subsequences. Say it is xj . Then
x := limj f(xj) ∈M is a point of Ωf . On the other hand y := limj g(yj) ∈ g(P ).
Since Ωf ∩ g(P ) = ∅ we have that x 6= y. However, since f(xj) = g(yj) for all
j, their limits have to coincide. This is a contradiction. The same argument
proves the case where yj has no convergent subsequences.
For the seek of completeness we now prove a couple of general results on
transversality that the reader may be familiar with:
Lemma 1.41. There exists a finite-dimensional linear subspace A ⊆ C∞(TM)
such that the evaluation map
evAp : A −→ TpM
X 7−→ Xp
is surjective for all p ∈M .
Proof. Let m = dimM . Take an atlas {(Ui, ψi)}i∈I of M . Then, for every i ∈ I
there exist vector fields Xi,1, . . . , Xi,m ∈ C∞(TM) such that Xi,1p , . . . , Xi,mp is
a base of TpM for all p ∈ Ui (one only needs to pull-back coordinate vector
fields by ψi). Since M is compact we can take a finite subcover Ui1 , . . . , UiN of
the open cover {Ui}i∈I . Let λi1 , . . . , λiN be a partition of unity subordinate to
this subcover. Define A to be the vector space generated by the vector fields
of the form λijX
ij ,k =: Y j,k for j = 1, . . . , N and k = 1, . . . ,m. We claim that
A satisfies the desired conditions:
Let p ∈M and v ∈ TpM . There exists j such that p ∈ Uij and λij (p) 6= 0.
Since p ∈ Uij there exist real numbers r1, . . . , rm such that v = r1Xij ,1p + · · ·+
rmX
ij ,m
p . Then
v = evp
Ç
1
λij (p)
(r1Y
j,1 + · · ·+ rdY j,d)
å
.
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If X ∈ C∞(TM) is a vector field and ξXt is its flow, then expX := ξX1
is a diffeomorphism of M . If A ⊆ C∞(TM) is as in the lemma, the set
A = {expX : X ∈ A} ⊆ Diff(M) admits a smooth manifold structure with
tangent spaces isomorphic to A. In these terms the differential of the evaluation
map
evAp : A −→ M
η 7−→ η(p)
is precisely evAp . From the lemma it follows that ev
A
p is a submersion.
Lemma 1.42. Let f : N → M , g : P → M be smooth and let A ⊆ C∞(TM)
be as in Lemma 1.41. Denote A = expA. There exists a residual subset R ⊆ A
such that for all η ∈ R, f and η ◦ g are transverse.
Proof. The differential of the map
H : N × P ×A −→ M ×M
(x, y, η) 7−→ (f(x), (η ◦ g)(y))
is d(x,y,η)H(u, v, w) = (dxf(u), dy(η ◦ g)(v) + dηevAg(y)(w)).
Let us show that H is transverse to ∆M×M : suppose f(x) = (η ◦ g)(y) =: z
and let a, b ∈ TzM . Since evAg(y) is a submersion there exists w ∈ TηA such
that dηev
A
g(y)(w) = b− a. Then (a, b) = (a, a) + d(x,y,η)H(0, 0, w).
Now, since H is tranverse to the diagonal, we have that H−1(∆M×M ) is a
smooth submanifold of N×P×A. Consider the projection H−1(∆M×M )→ A.
From Sard’s theorem it follows that the regular values of this map form a
residual subset R ⊆ A. Then, given η ∈ R, for all (x, y) ∈ N × P such that
f(x) = η(g(y)) =: z and for all X ∈ A there exist u ∈ TxN , v ∈ TyP such that
dxf(u) = dy(η ◦ g)(v) +Xz. Hence
im dxf + im dy(η ◦ g) = TzM,
which proves that f and η ◦ g are transverse maps.
With suitable extra conditions, this result can be generalised to obtain
strong transversality:
Lemma 1.43. Let (f,N), (g, P ) be smooth maps to M and let (ϕ,W ), (γ, Z)
be respective omega-maps such that the values dimW + dimP , dimN + dimZ
and dimW + dimZ are all strictly smaller than dimM . Let A ⊆ C∞(TM) be
as in Lemma 1.41 and take A = expA. There exists a residual subset R ⊆ A
such that for all η ∈ R, the maps f and η ◦ g are strongly transverse.
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Proof. From Lemma 1.42 we deduce that there exists a residual subset R ⊆ A
such that for all η ∈ R the following pairs of maps are transverse: (f, g),
(ϕ, η ◦ g), (f, η ◦ γ) and (ϕ, η ◦ γ).
The transversality of the second pair tells us that CS(ϕ, η ◦ g) is a smooth
manifold of dimension dimW + dimP − dimM < 0, so it must be empty.
Thus ϕ(W ) ∩ (η ◦ g)(P ) = ∅. Since ϕ is an omega-map of f it also holds that
Ωf∩(η◦g)(P ) = ∅. Similarly, from the third pair we deduce that f(N)∩Ωη◦g =
∅ and from the fourth that Ωf ∩ Ωη◦g = ∅.
Finally we have that
Ωf ∩ (η ◦ g)(P ) = ∅
Ωf ∩ Ωη◦g = ∅
´
⇒ Ωf ∩ ((η ◦ g)(P )∪Ωη◦g) = ∅ ⇒ Ωf ∩ (η ◦ g)(P ) = ∅,
and f(N) ∩ Ωη◦g = ∅ is proved in the same way.
From this result it follows that we can always assume two pseudocycles of
complementary dimension to be strongly transverse by composing one of them
with a generic diffeomorphism. Then we can make the following definition:
Proposition 1.44. Let (f,D), (g,E) be strongly transverse pseudocycles of M
such that dimD + dimE = dimM . The value
f · g :=
∑
(x,y)∈CS(f,g)
ν(x, y),
where ν(x, y) is the intersection number of f(D) and g(E) at f(x) = g(y), is
an integer that only depends on the bordism classes of f and g.
Proof. Since f and g are transverse, the intersection numbers ν(x, y) are well
defined. Moreover, since f and g are strongly transverse and of complementary
dimension, according to Lemma 1.40, CS(f, g) is a finite set, so the sum that
defines f · g is finite and hence f · g is an integer number.
Let (g′, E′) be a pseudocycle and let (g˜, ‹E) be a bordism between g and g′.
Lemma 1.43 shows that we can take g˜ strongly transverse to f . Then, from
Lemma 1.40 it follows that CS(f, g˜) is a compact and oriented 1-dimensional
manifold. Its boundary is CS(f, g′)∪−CS(f, g) because ∂‹E = E′ ∪E. There-
fore f · g = f · g′. This proves that f · g only depends on the bordism class of g
but not on g itself. A symmetric argument shows that it only depends on the
bordism class of f but not in f itself.
Remark 1.45. Since the number f · g does not depend on the bordism class,
we shall write it [f ] · [g] from now on.
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Given a ∈ Hq(M ;Z) we can consider the homomorphism
Ia : Hm−q(M ;Z) −→ Z
b 7−→ ΨM∗ (a) ·ΨM∗ (b) .
Hence Ia can be seen as an integral cohomology class modulo torsion:
Ia ∈ Hom(Hm−q(M ;Z);Z) ' Hm−q(M ;Z)/Tor.
For integral (co)homology this is not a gain because we can take PD−1M (a) ∈
Hm−q(M ;Z) and we do not lose any torsion information: note that when (f,D)
is a cycle of M –i.e. D is compact– then IΦM∗ [f ] = PD
−1
M f∗[D] or, more briefly,
ΦM∗ [f ] = f∗[D].
On the other hand, for rational cohomology things are different because
there is no torsion: via the natural inclusion of Z in Q we can think
Ia ∈ Hom(Hm−q(M ;Z);Q) ' Hm−q(M ;Q).
Then any rational cohomology class is a linear combination with rational co-
efficients of elements of the form IΦM∗ (β) with β ∈ B∗(M).
Remark 1.46. The notions of omega-limit sets and strong transversality can
be generalised to branched manifolds and the transversality results proved here
also apply in that case. We will use this in Chapter 4.
1.3.2 Pseudocycles and products of G-manifolds
It is very convenient to our purposes to understand how do pseudocycles behave
with respect to Cartesian products of manifolds and also with respect to G-
manifolds. We study these situations here.
Proposition 1.47. Let (f ×h,D) be a pseudocycle of M ×N . Then (f,D) is
a pseudocycle of M and (h,D) is a pseudocycle of N .
Proof. Let piM , piN denote the projections from M × N onto M,N . Then
piM ◦ (f ×h) = f and piN ◦ (f ×h) = h are pseudocycles (see Remark 1.38).
For the converse of this proposition to hold we need to add some extra
conditions:
Proposition 1.48. Let (f,D) with omega-map (Wf , ϕ) be a pseudocycle of M
and let (h,D) with omega-map (Wh, γ) be a pseudocycle of N . Then (f×h,D)
is a pseudocycle of M × N with omega-map (ϕ × γ,Wf ×Wh) provided that
dimWf + dimWh ≤ dimD − 2.
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Proof. Let (p, q) ∈ Ωf×h. Then there exists dj ∈ D with no convergent subse-
quences such that
(f × h)(dj) = (f(dj), h(dj))−→
j
(p, q).
Therefore f(dj)→ p and h(dj)→ q, so p ∈ Ωf ⊆ ϕ(Wf ) and q ∈ Ωh ⊆ γ(Wh).
In other words Ωf×h is contained in the image of ϕ× γ : Wf ×Wh →M ×N .
Since dimWf×Wh = dimWf+dimWh ≤ dimD−2, f×h is a pseudocycle.
Proposition 1.49. Let M be a G-manifold and let (f,D) be a pseudocycle of
M with omega-map (ϕ,W ). Assume that G also acts on D and W and that f
and ϕ are equivariant maps. If P is a compact smooth manifold where G acts
freely, the map
fG : D ×G P −→ M ×G P
[d, p] 7−→ [f(d), p]
is a pseudocycle with omega-map
ϕG : W ×G P −→ M ×G P
[w, p] 7−→ [ϕ(w), p] .
Proof. The maps fG, ϕG are smooth maps between smooth manifolds because
G acts freely on P and they are well-defined because f and ϕ are equivariant.
Since
dimW ×G P = dimW + dimP − dimG
≤ dimD − 2 + dimP − dimG
= dimD ×G P − 2
we only need to show that ΩfG ⊆ imϕG:
Let [m, p] ∈ Ωf . Then, there exist [dj , pj ] ∈ D ×G P with no converging
subsequences satisfying
[f(dj), pj ]−→
j
[m, p].
Thus there are gj ∈ G such that gjf(dj) → m and gjpj → p. In particular
f(gjdj)→ m because f is equivariant. We will see that the sequence gjdj ∈ D
has no convergent subsequences, implying that m ∈ Ωf . Hence, there exists
w ∈W such that ϕ(w) = m, and we conclude that ϕG([w, p]) = [m, p].
It only remains to justify why gjdj has no convergent subsequences: since
G and P are compact, the sequences gj ∈ G and pj ∈ P have some convergent
subsequence with limit g ∈ G and p′ ∈ P , respectively. Assume that gjdj had
limit d. Then [dj , pj ] would converge to [g
−1d, p′], giving a contradiction with
our assumptions.
Now we prove a result that is, in a way, a combination of the two previous
results:
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Proposition 1.50. Let M,N be G-manifolds. Let (f,D) with omega-map
(Wf , ϕ) be a pseudocycle of M and let (h,D) with omega-map (Wh, γ) be a
pseudocycle of N . Let G act on D, Wf and Wh making f , h, ϕ and γ into
equivariant maps. If P is a compact smooth manifold where G acts freely and
dimWf + dimWh ≤ dimD − 2, the map
fG × hG : D ×G P −→ (M ×G P )× (N ×G P )
[d, p] 7−→ ([f(d), p], [h(d), p])
is a pseudocycle with omega-map
(ϕ× γ)G : (Wf ×Wh)×G P −→ (M ×G P )× (N ×G P )
[(a, b), p] −→ ([ϕ(a), p], [γ(b), p]) .
Proof. The proof of this result is not an immediate combination of propositions
1.48 and 1.49: from Proposition 1.49 we deduce that fG, hG are pseudocycles
with omega-maps ϕG, γG respectively. We cannot apply 1.48 to conclude that
fG × hG is a pseudocycle because dimension count fails: ΩfG×hG is contained
in the image of the map ϕG×γG, but the dimension of the source space of this
map is too large. We shall see instead that ΩfG×hG is contained in the image
of (ϕ× γ)G:
Let ([m, p], [n, p′]) ∈ ΩfG×hG . Then there exists [dj , pj ] ∈ D ×G P with no
converging subsequences such that
(fG × hG)([dj , pj ]) = ([f(dj), pj ], [h(dj), pj ])−→
j
([m, p], [n, p′]).
Therefore there exist gj , g
′
j ∈ G such that®
gjf(dj) = f(gjdj)→ m, gjpj → p
g′jh(dj) = h(g′jdj)→ n, g′jpj → p′
.
Since neither gjdj nor g
′
jdj are have convergent subsequences (see the argument
at the end of the proof of Proposition 1.49) we deduce that m ∈ Ωf and n ∈ Ωh,
so there exist a ∈ Wf , b ∈ Wh such that ϕ(a) = m, γ(b) = n. From this we
deduce that [m, p] = [ϕ(a), p] and [n, p′] = [γ(b), p′].
Now, since G is compact, taking subsequences if necessary, we can assume
that gj → g, g′j → g′. Similarly, since P is also compact we can assume that
pj → q. Then gq = p and g′q = p′, from what it follows that p′ = g′g−1p.
Hence
[n, p′] = [γ(b), g′g−1p] = [g(g′)−1γ(b), p] = [γ(g(g′)−1b), p].
In conclusion, we have ([m, p], [n, p′]) = (ϕ× γ)G([(a, g(g′)−1b), p]).
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One final result relates pseudocycles and shriek maps:
Proposition 1.51. Let M,N,D be oriented and connected manifolds of di-
mensions m,n, d and let f : D → M , g : D → N be smooth maps. Consider
the commutative diagram
D
M M ×N N

f

g

f×g
//
piN
oo
piM
.
Assume that M,N are compact and that (f ×g,D) is a pseudocycle of M ×N .
If D is also compact, for α ∈ H∗(N ;Z),
f !g∗(α) = PD−1M (piM )∗(pi
∗
Nα _ Φ
M×N
∗ [f × g]) ∈ H∗+m−d(M ;Z).
Proof. The proof is quite straightforward if we realise that f∗ = (piM )∗(f × g)∗
and g∗ = (f × g)∗pi∗N . Then
f !g∗α = PD−1M f∗(g
∗α _ [D])
= PD−1M (piM )∗(f × g)∗((f × g)∗pi∗Nα _ [D])
= PD−1M (piM )∗(pi
∗
Nα _ (f × g)∗[D])
= PD−1M (piM )∗(pi
∗
Nα _ Φ
M×N∗ [f × g])
Remark 1.52. To define f !g∗ we need D to be compact, but the expression
PD−1M (piM )∗(pi
∗
Nα _ Φ
M×N
∗ [f × g])
only needs f × g to be a pseudocycle. Therefore it can be taken as a generali-
sation of f !g∗ when D is not compact.

Chapter 2
Standard perturbations
A Morse-Bott pair (f, V ) on a smooth manifold M is formed by a Morse-Bott
function f and a gradient-like vector field V for f . This chapter consists of
two parts. In the first part we describe the moduli space of broken gradient
lines of (f, V ). This moduli space admits a smooth stratification provided that
the flow of V satisfies certain transversality conditions. We prove that these
conditions are generically satisfied. In the second part we study the particular
case in which the Morse-Bott function is the moment map of a Hamiltonian
circle action on a symplectic manifold. In this context it is natural to ask V to
be invariant under the action. We show that it may be impossible to find an
invariant V satisfying the desired transversality conditions, but that the sole
obstruction to this fact is that the action has finite non-trivial stabilisers.
2.1 Gradient lines in Morse-Bott theory
2.1.1 Stratification of the moduli space of broken gradient lines
Let M be a compact and connected smooth manifold of dimension m and
let f : M → R be a Morse-Bott function. The set F of critical points of f
decomposes into finitely many connected submanifolds of M . We denote them
C1, . . . , Cn in such a way that f(C1) ≥ · · · ≥ f(Cn) and we let ci = dimCi.
Given p ∈ Ci the Hessian of f at p satisfies kerHpf = TpCi and the dimension
ki of the space where Hpf is negative-definite is called the index of Ci.
Definition 2.1. A vector field V ∈ C∞(TM) is a gradient-like vector field for
f if
1. For p ∈M \ F , dpf(Vp) > 0.
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2. For p ∈ Ci there are coordinates (x1, . . . , xm) in a neighbourhood U of p
such that
f = f(p)− x2ci+1 − · · · − x2ci+ki + x2ci+ki+1 + · · ·+ x2m
throughout U .
A pair (f, V ) formed by a Morse-Bott function f and a gradient-like vector
field V for f is called a Morse-Bott pair.
The (un)stable submanifolds of (f, V ) are defined as follows: if ξVt is the
flow of −V then
SVi := {p ∈M : limt→+∞ ξ
V
t (p) ∈ Ci},
UVi := {p ∈M : limt→−∞ ξ
V
t (p) ∈ Ci}.
The corresponding projections sVi : S
V
i → Ci, uVi : UVi → Ci are submersions
(see [HPS, 4.1] for the proof of the fact that SVi , U
V
i are submanifolds and that
sVi , u
V
i are submersions). Also, dimS
V
i = m− ki and dimUVi = ki + ci.
A gradient line of (f, V ) is the result of following the flow of V from a point
of M for a certain amount of time. We want to parametrise such objects. The
result will turn out to be a non-compact manifold. To compactify it we will
need the notion of broken gradient line:
Definition 2.2. An oriented broken gradient line of (f, V ) is a pair (K, b),
where K ⊆M is compact and b ∈ K, such that either K = {b} or, if not, then:
1. K ∩ F is finite.
2. There exists a homeomorphism hK : [0, 1]→ K, smooth on h−1K (K \ F ),
such that ∀t ∈ h−1K (K \ F ), ∃λ > 0 s.t. h′K(t) = −λVhK(t).
3. Either b = hK(0) or b = hK(1).
The point b is called the beginning of (K, b). Similarly, we define the end of
(K, b) to be the point
e =

b if K = {b}
hK(1) if K 6= {b} and b = hK(0)
hK(0) if K 6= {b} and b = hK(1)
.
In the first case we say that (K, b) is point-like, in the second case that it is
descending and in the last case that it is ascending.
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The following figure depicts a typical broken gradient line:
Ci1
Ci2
Ci3
Cir−1
Cir
hK(0)
hK(1)
0
1
hK
K
Figure 2.1: A broken gradient line.
We denote by Mf,V the set of all broken gradient lines of (f, V ). We can
define a distance onMf,V as follows: a Riemannian metric ρ on M determines
a distance dρ on M and the corresponding Hausdorff distance d
H
ρ between
subsets of M . On Mf,V we take the distance
d((K, b), (K ′, b′)) = dHρ (K,K
′) + dρ(b, b′).
The topology defined by this metric does not depend on the choice of ρ. Our
goal is to find a smooth stratification on Mf,V :
Definition 2.3. Let X be a topological space. A smooth stratification of X is
a disjoint union
X =
⊔
σ∈Σ
Xσ,
where
1. Each Xσ has a structure of smooth manifold compatible with the topol-
ogy induced by the topology of X.
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2. There exists a partial order in Σ such that
Xσ ⊆ Xσ ∪
⋃
τ>σ
Xτ .
Given I ⊆ {1, . . . , n}, define
Mf,VI := {(K, b) ∈Mf,V : i ∈ I ⇔ K ∩ Ci 6= ∅},
the set of broken gradient lines with breaking points at those Ci with i ∈ I.
Then there is a disjoint union
Mf,V =
⊔
I⊆{1,...,n}
Mf,VI .
In order to achieve the first condition of smooth stratification it is necessary
to further split them into smaller subsets: we can write
Mf,VI =Mf,VI↓ unionsqMf,VI↑ unionsqMf,VI− ,
according to the elements of Mf,VI being descending, ascending or point-like.
Note that if #I > 1 an element cannot be point-like, so Mf,VI splits only
into ascending and descending elements. On the other hand observe that the
following maps are homeomorphisms:
Mf,V∅− −→ M \ F
({b}, b) 7−→ b ,
Mf,V{i}− −→ Ci
({b}, b) 7−→ b .
Remark 2.4. Mf,VI↓ is homeomorphic toMf,VI↑ via (K, b) 7→ (K, e), where e is
the end of (K, b). Its inverse is defined in the same way. These transformations
consist in flipping the orientation of the broken gradient line.
We will describe the smooth stratification onMf,V after a series of lemmas.
In all of them we write
ϕVp : R −→ M
t 7−→ ξVt (p)
for the integral curve of −V starting at p.
Lemma 2.5. Mf,V∅ is homeomorphic to the (m + 1)-dimensional manifold
R× (M \ F ).
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Proof. The map
Mf,V∅ −→ R× (M \ F )
(K, b) 7−→ ((ϕVb )−1(e), b)
,
where e denotes the end of (K, b) is continuous with continuous inverse given
by
(t, p) −→ (ϕVp ([min{0, t},max{0, t}]), p).
The set Mf,V∅ is the space of ‘genuine’ gradient lines. It is open inside
Mf,V .
Now we move on to characterising Mf,VI for #I = 1. Let I = {i}. Since
sVi , u
V
i are submersions it follows that S
V
i ×CiUVi is an m-dimensional manifold.
We have the following result:
Lemma 2.6. Mf,V{i}− is homeomorphic to Ci and Mf,V{i}↓, Mf,V{i}↑ are homeo-
morphic to (SVi ×Ci UVi ) \∆Ci×Ci.
Proof. We already showed the homeomorphism Mf,V{i}− ' Ci. Consider now
the map
Mf,V{i}↓ −→ (SVi ×Ci UVi ) \∆Ci×Ci
(K, b) 7−→ (b, e) .
where e is the end of (K, b). It is well defined because since any (K, b) ∈Mf,V{i}↓
is not point-like, then e 6= b. It is a homeomorphism with inverse defined as
follows: given (p, q) ∈ (SVi ×Ci UVi ) \∆Ci×Ci we have that
lim
t→+∞ϕ
V
p (t) = limt→−∞ϕ
V
q (t) =: `.
Define
K = ϕVp (R≥0) unionsq {`} unionsq ϕVq (R≤0)
and send (p, q) to (K, p). Finally, since Mf,V{i}↑ ' Mf,V{i}↓ –see Remark 2.4– we
get all the desired homeomorphisms.
Finally we characterise the case #I > 1: let f(F ) = {a1, . . . , aν} with
a1 > . . . > aν be the image of the critical set F under f . Fix regular levels
Y −a1 , . . . , Y
−
aν−1 and Y
+
a2 , . . . , Y
+
aν of f such that ai > f(Y
−
ai ) > f(Y
+
ai+1) > ai+1
for i = 1, . . . , ν − 1. The following figure depicts these levels in green and F in
red:
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M
f−1(aν)
f−1(aν−1)
f−1(aν−2)
f−1(a2)
f−1(a1)
Y +aν
Y −aν−1
Y +aν−1
Y −aν−2
Y +aν−2
Y −a2
Y +a2
Y −a1
Figure 2.2: Auxiliary regular levels.
Lemma 2.7. Let I = {i1, . . . , ir} with r > 1 and f(Ci1) > · · · > f(Cir). Then
Mf,VI↓ and Mf,VI↑ are homeomorphic to the fibred product
Wf,VI := SVi1×Ci1 (UVi1 ∩SVi2∩Y +f(Ci2 ))×Ci2 · · ·×Cir−1 (U
V
ir−1∩SVir∩Y +f(Cir ))×CirU
V
ir .
Proof. Given (K, b) ∈ Mf,VI↓ denote by yKj the only point in K ∩ Y +f(Cij ). The
continuous map
Mf,VI↓ −→ Wf,VI
(K, b) 7−→ (b, yK2 , · · · , yKr , e)
where e is the end of (K, b) admits a continuous inverse constructed as follows:
for (p1, . . . , pr+1) ∈ Wf,VI we define
`j := lim
t→+∞ϕ
V
pj (t) = limt→−∞ϕ
V
pj+1(t) ∈ Cij (j = 1, . . . , r)
and
K(p1,...,pr+1) = ϕ
V
p1(R≥0)unionsq{`1}unionsqϕVp2(R)unionsq· · ·unionsq{`r−1}unionsqϕVpr(R)unionsq{`r}unionsqϕVpr+1(R≤0).
Then the inverse is given by sending (p1, . . . , pr+1) to (K(p1,...,pr+1), p1). This
shows that the set of descending broken gradient lines is homeomorphic to
Wf,VI . The same is true for ascending lines thanks to Remark 2.4.
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In general Wf,VI is not a smooth manifold unless some transversality con-
dition is satisfied. For i > j, consider the open subset of Y −ai defined by
Y Vaiaj := {p ∈ Y −ai : ∃t s.t. ξVt (p) ∈ Y +aj }
and let ψVaiaj : Y
V
aiaj → Y +aj be the map defined by following the flow ξV .
Definition 2.8. Let I = {i1, . . . , ir} with r > 1 and f(Ci1) > · · · > f(Cir).
The pair (f, V ) is I-regular if the map Hf,VI from
Sf,VI := SVi1 × (UVi1 ∩ Y Vf(Ci1 )f(Ci2 ))× (S
V
i2
∩ Y +f(Ci2 ))× · · ·
· · · × (UVir−1 ∩ Y Vf(Cir−1 )f(Cir ))× (S
V
ir ∩ Y +f(Cir ))× U
V
ir
to
T fI := (Ci1×Ci1)×· · ·×(Cir×Cir)×(Y +f(Ci2 )×Y
+
f(Ci2 )
)×· · ·×(Y +f(Cir )×Y
+
f(Cir )
)
defined by sending (p1, q1, · · · , pr, qr) to
(sVi1(p1), u
V
i1
(q1), · · · , sVir(pr), uVir(qr),
ψVf(Ci1 )f(Ci2 )
(q1), p2, . . . , ψ
V
f(Cir−1 )f(Cir )
(qr−1), pr)
is transverse to
∆I := ∆Ci1×Ci1 × · · · ×∆Cir×Cir ×∆Y +f(Ci2 )×Y
+
f(Ci2
)
× · · · ×∆Y +
f(Cir )
×Y +
f(Cir )
.
The pair (f, V ) is regular if it is I-regular for every I ⊆ {1, . . . , n} with #I > 1.
Remark 2.9. Note that the regularity of (f, V ) does not depend on the choice
of the auxiliary regular levels (Figure 2.2) because following the flow ξV gives
a diffeomorphism between any two regular levels with no critical points in
between.
The following lemma shows why regularity is the transversality condition
we need:
Lemma 2.10. Let I = {i1, . . . , ir} with r > 1 and f(Ci1) > · · · > f(Cir). If
(f, V ) is I-regular, then
1. (Hf,VI )
−1(∆I) is a smooth manifold of dimension m− r + 1.
2. Wf,VI is homeomorphic to (Hf,VI )−1(∆I).
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Proof. Since Hf,VI is transverse to ∆I , we have that (H
f,V
I )
−1(∆I) is a smooth
manifold of dimension dimSf,VI − dim ∆I . We have
dimSf,VI = (m− ki1) +
r∑
j=2
(m− kij − 1) +
r−1∑
j=1
(kij + cij − 1) + (kir + cir)
=
r∑
j=1
cij + rm− 2(r − 1)
,
while dim ∆I =
∑r
j=1 cij + (r − 1)(m− 1). The difference of the two values is
m− r + 1, which proves the first part of the lemma.
The homeomorphism claimed in the second part is
(Hf,VI )
−1(∆I) −→ Wf,VI
(p1, q1, . . . , pr, qr) 7−→ (p1, . . . , pr, qr)
with inverse given by sending (p1, . . . , pr+1) to
(p1, (ψ
V
f(Ci1 )f(Ci2 )
)−1(p2), . . . , pr−1, (ψVf(Cr−1)f(Cir ))
−1(pr), pr, pr+1).
Now we can describe the smooth stratification structure of the moduli space
of broken gradient lines:
Theorem 2.11. If (f, V ) is a regular Morse-Bott pair, thenMf,V is a compact
topological space that admits a smooth stratification with strata
• Mf,V∅ of dimension m+ 1.
• Mf,VI↓ ,Mf,VI↑ for non-empty I ⊆ {1, . . . , n}, of dimension m−#I + 1.
• Mf,V{i}− for i ∈ {1, . . . , n}, of dimension ci.
Proof. That the strata are smooth manifolds of the claimed dimensions follows
from the lemmas. The described strata are indexed by the set Σ that contains
the following elements:
• The empty set ∅.
• (I, ↓), (I, ↑) for non-empty I ⊆ {1, . . . , n}.
• ({i},−) for i ∈ {1, . . . , n}.
On Σ we define a partial order according to the following rules:
• ∅ < σ for all σ ∈ Σ \ {∅}.
• ({i}, ↓) < ({i},−) and ({i}, ↑) < ({i},−) for all i ∈ {1, . . . , n}.
• (I, ↓) < (J, ↓) and (I, ↑) < (J, ↑) for all I, J 6= ∅ such that I ( J .
Since gradient lines converge to broken gradient lines [AuBr, Appendix A],
the second condition to have a smooth stratification is also satisfied andMf,V
must be compact.
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2.1.2 Perturbations of the gradient-like vector field
Regularity is essential to get a smooth stratification of the moduli space of
broken gradient lines. In the present section we prove that for a fixed (f, V )
regularity is achieved for a generic choice of a perturbation of the gradient-like
vector field V .
Let (f, V ) be a Morse-Bott pair. The first thing we want to do is to perturb
V in such a way that the result still is a gradient-like vector field. In order
to do so we need to impose some control on what perturbations can be taken.
In particular we set a perturbation zone as follows: take Za2 , . . . , Zaν regular
levels of f and fix β > 0 such that ai−1 > f(Zai) + β > f(Zai) − β > ai for
every i = 2, . . . , ν. Take Z ′ai = f
−1((f(Zai) − β, f(Zai) + β)) a band around
each of these regular levels and define the perturbation zone as the disjoint
union Z ′ =
⋃ν
i=2 Z
′
ai . Note that that the closure of Z
′ is contained in M \ F .
The following figure depicts Z ′ in blue and F in red:
M
f
R
f(Zaν )
f(Zaν−1)
f(Za2)
f−1(aν)
f−1(aν−1)
f−1(aν−2)
f−1(a2)
f−1(a1)
Figure 2.3: The perturbation zone.
The reason to define Z ′ as we did may be clearer after the following result:
Proposition 2.12. Let E be a vector field supported on Z ′ such that
sup
Z′
|df(E)| < inf
Z′
df(V ).
Then V + E is a gradient-like vector field for f .
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Proof. We shall see that V + E satisfies the two conditions described in Defi-
nition 2.1:
Let p ∈ M \ F . From the hypothesis it follows that |dpf(Ep)| < dpf(Vp)
or, equivalently, dpf(Vp)− |dpf(Ep)| > 0. Therefore
dpf((V + E)p) = dpf(Vp) + dpf(Ep) ≥ dpf(Vp)− |dpf(Ep)| > 0.
This shows that V + E satisfies the first condition. The second condition is
satisfied because V + E coincides with V near the critical set F .
Using arguments similar to those in Lemma 1.41 we can construct linear
subspaces
Lai ⊆ {E ∈ C∞(TM) : supp E ⊆ Z ′ai}
such that for all z ∈ Zai there is a neighbourhood Uz ⊆ Z ′ai such that {Ex : E ∈
Lai} generates TxM for all x ∈ Uz. We take L0ai a neighbourhood of 0 ∈ Lai
such that for all E ∈ L0ai it is satisfied that supZ′ai |df(E)| < infZ′ai df(V ). Then
V + E is a gradient-like vector field for f for any E ∈ L0ai .
For q ∈ M \ F and τ > 0 such that f(q) > f(Zai) + β and such that
f(ξVτ (q)) < f(Zai)− β define
Φq,τ : L
0
ai −→ M
E 7−→ ξV+Eτ (q) .
Our next goal is to prove that d0Φq,τ is surjective, and hence that Φq,τ is a
submersion in a neighbourhood of 0 ∈ L0ai . The geometric idea behind the
definition of this map and the result we pursue is that if an integral curve of
V crosses the perturbation zone, then there is a perturbation that deviates the
curve into any desired direction. Put in precise terms, the surjectivity of d0Φq,τ
is equivalent to the fact that given any v ∈ TξVτ (q)M there exists E ∈ L0ai such
that v = dds |s=0ξ
V+sE
t (q). This holds because ξ
V+sE
t (q) = Φq,τ (sE).
To prove that d0Φq,τ is surjective we will use the following convexity result
in Rk:
Lemma 2.13. Let
g : [a, b] −→ Rk
s 7−→ (g1(s), . . . , gk(s))
be a continuous map. The average of g,
Ag =
1
b− a
Ç∫ b
a
g1(s) ds, . . . ,
∫ b
a
gk(s) ds
å
∈ Rk,
is contained in the convex hull of im g.
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Proof. First of all note that since g is continuous and [a, b] is compact, the
image im g is compact. Then the convex hull CH(im g) is also compact.
Now, given N ≥ 1, take xj = a + j b−aN for j = 0, . . . , N . This defines a
partition of the interval [a, b]. The expression
Ag,N =
1
N
N∑
j=1
g(xj)
satisfies the following two properties:
1. Ag,N is the barycentre of the points g(x1), . . . , g(xN ).
2. (b − a)Ag,N is the right Riemann sum of g associated to the partition
x0 < · · · < xN .
From the first property we deduce Ag,N ∈ CH(g(x1), . . . , g(xN )) ⊆ CH(im g)
and from the second one that Ag = limN→∞Ag,N . Combining both deductions
with the fact that CH(im g) is compact we get that Ag ∈ CH(im g).
Now we can prove the claimed result:
Proposition 2.14. Given q ∈ M \ F and τ > 0 such that f(q) > f(Zai) + β
and f(ξVτ (p)) < f(Zai)− β, the map
Φq,τ : L
0
ai −→ M
E 7−→ ξV+Eτ (q)
satisfies that d0Φq,τ is surjective and hence it is a submersion in a neighbour-
hood of 0 ∈ L0ai.
Proof. Let ϕVq : R→M the integral curve of−V starting at q. The intersection
ϕVq ([0, τ ]) ∩ Zai consists of a unique point that we denote by z. Let τz > 0 be
the value that makes z = ϕVq (τz). Let δ > 0 and let ηz : Oz ⊆ Rm−1 → Zai be
a coordinate neighbourhood of z in Zai centred at 0. The map
ι : (−δ − τz, τ + δ − τz)×Oz →M
defined by ι(t, u) = ξVt (ηz(u)) is an embedding provided that δ and Oz are
small enough. Moreover, im ι is a neighbourhood of ϕVq ([0, τ ]) in M and the
integral curves of dι−1(V ) are of the form (t, u0) for some constant u0 ∈ Oz.
In these coordinates it is satisfied that q = (0, . . . , 0), −V = ∂∂x1 and
ϕVq (t) = (t, 0, . . . , 0). Also, for E ∈ L0ai we have E =
∑m
k=1 g
k
E
∂
∂xk
for some
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smooth functions gkE . Hence, the integral curve of V + E beginning at q is
defined by ®
γE(0) = (0, . . . , 0)
γ′E(t) = (1, 0, . . . , 0) + (g
1
E(γE(t)), . . . , g
m
E (γE(t)))
.
In particular ϕVq = γ0.
Given a small δ > 0 and s ∈ (−δ, δ) consider the curve in L0ai defined by
αE(s) = sE. Then
d0Φq,τ (α
′
E(0)) = (Φq,τ ◦ αE)′(0) =
d
ds |s=0
γsE(τ).
In view of this equality we are interested in computing γsE(t). Note first that
gksE = sg
k
E and therefore that
γ′sE(t) = (1, 0, · · · , 0) + s(g1E(γsE(t)), . . . , g2mE (γsE(t))).
If s > 0, consider the function
[0, s] −→ R
r 7−→ gkE(γrE(t))
.
From the mean value theorem we get gkE(γsE(t))− gkE(γ0(t)) = s(gkE ◦ γrE)′(c)
for some fixed c ∈ [0, s]. This can be written more succinctly as
gkE(γsE(t)) = g
k
E(γ0(t)) +O(s).
For s < 0 we apply the argument to the interval [s, 0] to get the same result.
Substituting in the expression of γ′sE(t) we get
γ′sE(t) = (1, 0, . . . , 0) + s(g
1
E(γ0(t)) +O(s), . . . , g
m
E (γ0(t)) +O(s)).
Integrating, and using the initial condition to determine constants, we find out
that
γsE(t) = (t, 0, · · · , 0)+s
Ç∫ t
0
g1E(γ0(r))dr +O(s), . . . ,
∫ t
0
gmE (γ0(r))dr +O(s)
å
.
This means that
d
ds |s=0
γsE(τ) =
Å∫ τ
0
g1E(γ0(r))dr,
∫ τ
0
g2E(γ0(r))dr, . . . ,
∫ τ
0
gmE (γ0(r))dr
ã
.
To conclude the proof we only need to see that any vector in Rm is of this
form for some E ∈ L0ai . Observe that if gE denotes the map with component
functions gkE what we obtained is precisely
d
ds |s=0
γsE(τ) = τAgE◦γ0 ,
2.1. Gradient lines in Morse-Bott theory 41
where AgE◦γ0 ∈ Rm is the average of gE ◦ γ0. Hence all we need to do is to
prove that
L0ai −→ Rm
E 7−→ AgE◦γ
is onto.
From the construction of L0ai it follows that there exists [a, b] ⊆ (ϕVp )−1(Z ′ai)
and E1, . . . , Em ∈ L0ai such that for all t ∈ [a, b],
〈(E1)ϕVp (t), . . . , (Em)ϕVp (t)〉 = TϕVp (t)M.
From this we get functions gE1 ◦ γ0, . . . , gEm ◦ γ0 : [0, τ ] → Rm, all of them
supported on (ϕVp )
−1(Z ′ai). Multiplying them by a plateau function with small
support contained in [a, b] we can assume that all these functions are supported
on [a, b] and that the cones
Cj := {λx : λ ≥ 0, x ∈ im (gEj ◦ γ)} ⊆ Rm
are such that Cj ∩ Cj′ = {0} for any j 6= j′ in {1, . . . ,m}. We have that
AgEj ◦γ0 ∈ CH(im (gEj ◦ γ0)) ⊆ Cj ,
thanks to Lemma 2.13. Since the cones have pairwise zero intersection it must
be the case that AgE1◦γ0 , . . . , AgEm◦γ0 are linearly independent in R
m.
As in the previous section, we take auxiliary regular levels Y −a1 , . . . , Y
−
aν−1
and Y +a2 , . . . , Y
+
aν of f . We choose them so that, for i = 2, . . . , ν,
ai−1 > f(Y −ai−1) > f(Zai) + β and f(Zai)− β > f(Y +ai ) > ai.
Hence they are away from the closure of Z ′ as it is shown in the following figure
(which essentially combines figures 2.2 and 2.3):
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M
f−1(aν)
f−1(aν−1)
f−1(aν−2)
f−1(a2)
f−1(a1)
Y +aν
Y −aν−1
Y +aν−1
Y −aν−2
Y +aν−2
Y −a2
Y +a2
Y −a1
Figure 2.4: Auxiliary regular levels away from the perturbation zone.
Remember also from the previous section the notation
Y V+Eaiaj = {p ∈ Y −ai : ∃t s.t. ξV+Et (p) ∈ Y +aj }
for i > j and the map ψV+Eaiaj : Y
V+E
aiaj → Y +aj defined by following the flow
ξV+E . Since there are no critical levels between Y −ai−1 and Y
+
ai we have that
Y V+Eai−1ai = Y
−
ai−1 for any E ∈ L0ai and therefore ψV+Eai−1ai : Y −ai−1 → Y +ai . Given
p ∈ Y −ai−1 We have the following:
Lemma 2.15. Let p ∈ Y −ai−1. The differential of the map
Ψp : L
0
ai −→ Y +ai
E 7−→ ψV+Eai−1ai(p)
at 0 ∈ L0ai is surjective and hence Ψp is a submersion around that point.
Proof. Let tp,E > 0 be the value satisfying satisfying ψ
V+E
ai−1ai(p) = ξ
V+E
tp,E
(p) and
define
σp : L
0
ai −→ R
E 7−→ tp,E .
Take the map
Gp : L
0
ai × R −→ M
E 7−→ ξV+Et (p)
.
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Then its restrictions to each factor are Gp(·, t) = Φp,t and Gp(E, ·) = ϕV+Ep .
Note also that Ψp(E) = Gp(E, σp(E)). From these facts it follows that
d0Ψp(ε) = d0Φp,tp,E (ε)− d0σp(ε) · (V + E)ψV+Eai−1ai (p),
which rearranging gives
d0Φp,tp,E (ε) = d0Ψp(ε) + d0σp(ε) · (V + E)ψV+Eai−1ai (p).
Since gradient-like vector fields of f are transverse to regular levels we have
that
TψV+Eai−1ai (p)
M = TψV+Eai−1ai (p)
Y +i ⊕ 〈(V + E)ψV+Eai−1ai (p)〉.
From this fact and the equality above we deduce that d0Ψp(E) is just the
projection of d0Φp,tp,E (ε) onto TψV+Eai−1ai (p)
Y +ai . Since d0Φp,tp,E is surjective so it
must be d0Ψp.
By compactness of regular levels, shrinking L0ai a bit if necessary we have
that Ψp is a submersion for all p ∈ Y −ai−1 . Define
P ⊆ La2 ⊕ · · · ⊕ Laη .
The last result we want to prove in this section is that for a generic choice of
E ∈ P, (f, V + E) is a regular Morse-Bott pair. In preparation for this we
introduce a bit more of notation:
We combine all the possible (un)stable manifolds of a critical component
into the single manifolds
Si := {(p,E) ∈M × P : p ∈ SV+Ei },
Ui := {(p,E) ∈M × P : p ∈ UV+Ei }.
and consider the natural projections si : Si → Ci, ui : Ui → Ci defined by
si(p,E) = s
V+E
i (p), ui(p,E) = u
V+E
i (p) respectively. Similarly, for i > j
define
Yaiaj := {(p,E) ∈ Y −ai × P : p ∈ Y V+Eaiaj }
and let ψaiaj : Yaiaj → Y +aj be defined by ψaiaj (p,E) = ψV+Eaiaj (p).
As usual let I = {i1, . . . , ir} be such that r > 1 and f(Ci1) > · · · > f(Cir).
Let SfI denote the fibre bundle over P with total space
Si1 ×P (Ui1 ∩ Yf(Ci1 )f(Ci2 ))×P (Si2 ∩ (Y
+
f(Ci2 )
× P))×P · · ·
· · · ×P (Uir−1 ∩ Yf(Cir−1 )f(Cir ))×P (Sir ∩ (Y
+
f(Cir )
× P))×P Uir ,
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and define HfI : SfI → T fI by
HfI (p1, q1, · · · , pr, qr;E) := Hf,V+EI (p1, q1, · · · , pr, qr).
Since the map resulting from restricting HfI to the fibre over E is precisely
the map Hf,V+EI , if we prove that H
f
I is transverse to ∆I , then by Sard’s
theorem there exists a residual subset R ⊆ P such that for all E ∈ R the map
Hf,V+EI is transverse to ∆I . This is precisely the definition of (f, V +E) being
I-regular. Then, the only remaining thing to prove is
Theorem 2.16. HfI is transverse to ∆I .
Proof. Let (p1, q1, . . . , pr, qr;E) be such that H
f
I (p1, q1, . . . , pr, qr;E) ∈ ∆I .
This is
sV+Ei1 (p1) = u
V+E
i1
(q1) =: x1, . . . , s
V+E
ir
(pr) = u
V+E
ir
(qr) =: xr,
ψV+Ef(Ci1 )f(Ci2 )
(q1) = p2, . . . , ψ
V+E
f(Cir−1 )f(Cir )
(qr−1) = pr.
We need to show that given
α1, β1 ∈ Tx1Ci1 , . . . , αr, βr ∈ TxrCir ,
y2, z2 ∈ Tp2Y +f(Ci2 ), . . . , yr, zr ∈ TprY
+
f(Cir )
,
there exist
γ1 ∈ Tx1Ci1 , . . . , γr ∈ TxrCir ,
ζ2 ∈ Tp2Y +f(Ci2 ), . . . , ζr ∈ TprY
+
f(Cir )
,
and
(v1, w1, . . . , vr, wr; ε) ∈ T(p1,q1,...,pr,qr;E)SfI
such that (α1, β1, . . . , αr, βr, y2, z2, . . . , yr, zr) equals
(γ1, γ1, . . . , γr, γr, ζ2, ζ2, . . . , ζr, ζr) + d(p1,q1,...,pr,qr;E)H
f
I (v1, w1, . . . , vr, wr; ε).
Note that d(p1,q1,...,pr,qr;E)H
f
I (v1, w1, . . . , vr, wr; ε) equals
(d(p1,E)si1(v1, ε), d(q1,E)ui1(w1, ε), . . . , d(pr,E)sir(vr, ε), d(qr,E)uir(wr, ε),
d(q1,E)ψf(Ci1 )f(Ci2 )(w1, ε), v2, . . . , d(qr−1,E)ψf(Cir−1 )f(Cir )(wr−1, ε), vr).
Putting it all together we see that our task is to solve two sets of equations:®
αj = γj + d(pj ,E)sij (vj , ε)
βj = γj + d(qj ,E)uij (wj , ε)
2.1. Gradient lines in Morse-Bott theory 45
for j = 1, . . . , r and®
yj = ζj + d(qj−1,E)ψf(Cij−1 )f(Cij )(wj−1, ε)
zj = ζj + vj
for j = 2, . . . , r.
We start solving the first set of equations. First of all choose γj = 0. Now
observe that
d(pj ,E)sij (vj , ε) = dpjs
V+E
ij
(vj) + dEsij (pj , ·)(ε).
If j = 2, . . . , r we have that pj ∈ Y +f(Cij ) and then sij (pj , ·) is constant because
any E ∈ P vanishes between Y +f(Cij ) and Cij (recall Figure 2.4). Therefore its
differential vanishes and we just need vj such that dpjs
V+E
ij
(vj) = αj , which
exists because sV+Eij is a submersion. With this we determine v2, . . . , vr. With
an analogous argument we determine w1, . . . , wr−1. However, we still need to
find v1 and wr.
Now we solve the second set of equations, which involves the already chosen
v2, . . . , vr and w1, . . . , wr−1 but not v1, wr: we take ζj = zj − vj and then we
only need to solve
yj − zj + vj = d(qj−1,E)ψf(Cij−1 )f(Cij )(wj−1, ε)
= dqj−1ψ
V+E
f(Cij−1 )f(Cij )
(wj−1) + dEψf(Cij−1 )f(Cij )(qj−1, ·)(ε).
So we need to find ε solving simultaneously the equations
dEψf(Cij−1 )f(Cij )(qj−1, ·)(ε) = yj − zj + vj − dqj−1ψ
V+E
f(Cij−1 )f(Cij )
(wj−1)
for j = 2, . . . , r. The right hand side, which is already determined, will be
denoted by ηj to simplify notation.
We shall find an εj solving each equation separately and then properly
combine them into a single ε: note that we can write E = (E2, . . . , En)
with Ei ∈ L0ai in a unique way. If we are able to find εj ∈ TEijPij solving
dEijψf(Cij−1 )f(Cij )(qj−1, ·)(εj) = ηj , then
ε :=
r∑
j=2
(0, . . . ,
ij−1Ùεj , . . . , 0)
is a solution for all the equations above.
Let tj ≥ 0 be the unique value such that ξV+Etj (qj−1) ∈ Y −f(Cij−1). Then
ψij−1,ij (qj−1, ·) = ψij−1,ij (ξV+Et0j (qj−1), ·),
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which in the notation of Lemma 2.15 equals ΨξV+E
t0
j
(qj−1). According to the same
lemma, we get that dEijψf(Cij−1 )f(Cij )(qj−1, ·) is surjective, so there indeed
exists and εj such that dEijψf(Cij−1 )f(Cij )(qj−1, ·)(εj) = ηj .
Recall that to conclude the proof we still need to find suitable v1 and wr.
The equation to solve for v1 is
α1 = dp1s
V+E
i1
(v1) + dEsi1(p1, ·)(ε),
which can be rearranged to
dp1s
V+E
i1
(v1) = dEsi1(p1, ·)(ε)− α1
with the right-hand side already determined. Since sV+Ei1 is a submersion there
certainly exists v1 solving it. The argument to find wr is analogous.
2.2 Hamiltonian circle actions
Let (M,ω, S1, µ) be a Hamiltonian S1-space. The following properties are
well-known and widely found in the literature:
Proposition 2.17. The following assertions hold:
1) The moment map µ is a Morse-Bott function with Crit(µ) = MS
1
.
2) The connected components of MS
1
are symplectic submanifolds of M .
3) Each critical component of µ has even index.
4) Each level, regular or critical, of µ is connected.
Proof. E.g. [Ati, 2.2, 2.3], [Aud, IV.1-IV.3], [Can, Hmwk. 21], [McSa1, 5.47,
5.51].
Since µ is a Morse-Bott function we can study its moduli space of broken
gradient lines with respect to a suitable gradient-like vector field V . The mo-
ment map is invariant and it is only natural to want all the constructions to
be invariant under the action. In particular we would like V to be invariant as
well. However, this has a serious drawback: it may be impossible to find an
invariant gradient-like vector field V such that (µ, V ) is a regular Morse-Bott
pair if the action on M has finite non-trivial stabilisers. The following example
illustrates this situation:
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Example 2.18. Consider the symplectic manifold
M = {((z0 : z1 : z2), (w0 : w1)) ∈ CP 2 × CP 1 : z0w0 + z1w1 = 0},
which can be identified with the blow up of CP 2 at a point. Endow M with
the Hamiltonian S1-action given by
θ((z0 : z1 : z2), (w0 : w1)) = ((θz0 : θ
−1z1 : z2), (w0 : θ2w1)).
The moment map is
µ : ((z0 : z1 : z2), (w0 : w1)) 7−→ |z0|
2 − |z1|2
|z0|2 + |z1|2 + |z2|2 +
2|w1|2
|w0|2 + |w1|2 .
Recall that the critical points of µ coincide with the fixed point set MS
1
. In
this example it consists of four isolated points.
Let V be an invariant gradient-like vector field for µ. The following ta-
ble contains some information about the critical set of µ and the (un)stable
manifolds with respect to V :
Critical component Ci µ(Ci) dimS
V
i dimU
V
i
C1 = {([1 : 0 : 0], [0 : 1])} 3 0 4
C2 = {([0 : 0 : 1], [0 : 1])} 2 2 2
C3 = {([0 : 0 : 1], [1 : 0])} 0 2 2
C4 = {([0 : 1 : 0], [1 : 0])} −1 4 0
The S1-action restricts to the sphere B = {(0 : 0 : 1)} × CP 1 ⊆ M , which
contains C2, C3 but not C1, C4. The stabiliser for any non-fixed point of B is
{−1, 1} ' Z/(2). Let p ∈ B be a non-fixed point and let
α−1 : M −→ M
((z0 : z1 : z2), (w0 : w1)) 7−→ ((−z0 : −z1 : z2), (w0 : w1))
be the map defined by the action of −1 ∈ S1 on M . Writing TpM ' TpB⊕NpB
we get dpα−1 = (id,−id). Therefore any S1-invariant vector field -in particular
V - must be tangent to B. Hence there exist integral curves of V connecting
C2 and C3 or, equivalently, U
V
2 ∩ SV3 6= ∅.
Now let Y −2 = µ
−1(3/2), Y +0 = µ
−1(1/2) be auxiliary regular levels. Since
there are no critical levels in between we have that Y V2,0 = Y
−
2 . In order to have
regularity we need
Hµ,V{2,3} : S
V
2 ×(UV2 ∩Y −2 )×(SV3 ∩Y +0 )×UV3 → (C2×C2)×(C3×C3)×(Y +0 ×Y +0 )
to be transverse to ∆{2,3}. Since C2, C3 are 0-dimensional this is equivalent to
the fact that SV3 ∩ Y +0 and ψV2,0(UV2 ∩ Y −2 ) intersect transversally inside Y +0 .
The dimension of the former two is 1 and the dimension of the latter is 3, so
transversality happens only if the intersection is empty, but this is impossible
because UV2 ∩ SV3 6= ∅.
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2.2.1 Semi-free actions
The last example shows that invariant regular Morse-Bott pairs may not exist
if the action of S1 on M has finite non-trivial stabilisers. In this section we
prove that this is the only possible obstruction: if the action is semi-free it is
always possible to achieve both invariance and regularity. To show this we will
use similar techniques to the ones in Section 2.1.2, taking care that everything
remains invariant –or equivariant– with respect to the action.
Let us start by stating clearly the set-up and the notation to be used: let
(M,ω) be a compact connected symplectic manifold of dimension 2m, endowed
with an effective and semi-free Hamiltonian S1-action. Denote by µ : M → R
the moment map. Fix an invariant almost complex structure J compatible with
ω and let ρJ := ω(·, J(·)) be the corresponding invariant Riemannian metric
on M . Let
Xp =
d
dt |t=0
e2piitp
be the vector field generated by the infinitesimal action. Then dµ = ιXω and
the gradient vector field of µ with respect to ρJ is JX. In particular JX is an
invariant gradient-like vector field for µ. We denote by ξJX the flow of −JX
and by ϕJXp the integral line of −JX starting at p, i.e. ϕJXp (t) = ξJXt (p).
We want to prove that (µ,fiJX) is regular for a generic invariant pertur-
bation fiJX of JX. The perturbation fiJX will be of the form EX, where
E ∈ C∞(End TM) is a perturbation of J as an invariant almost complex
structure compatible with ω. To understand what properties such an E needs
to satisfy we make a brief digression on symplectic linear algebra: let (W,σ)
be a symplectic vector space and let I ∈ End(W ) be a complex structure on
W compatible with σ, meaning that
1. I2 = −idW
2. σ(·, I(·)) is a positive inner product on V .
Linearising these two conditions, i.e. applying them to I + se with s ∈ R,
e ∈ End(W ) and making the linear terms on s vanish, we get
1. eI + Ie = 0,
2. e+ e∗σ = 0.
Here, e∗σ denotes the σ-dual of e, which is defined by σ(e∗σ(·), ·) = σ(·, e(·)).
Therefore the vector space
D = {e ∈ End(W ) : eI + Ie = 0, e+ e∗σ = 0}
2.2. Hamiltonian circle actions 49
can be viewed as the space of infinitesimal deformations of I as a complex struc-
ture compatible with σ. Indeed, if e ∈ D and s is sufficiently small, I exp(seI)
is a complex structure compatible with σ. Going back to the manifold context,
this discussion implies that the sections of the vector bundle
D = {e ∈ End TM : eJ + Je = 0, e+ e∗ω = 0}
should be regarded as the perturbations of J as an almost complex structure
compatible with ω. Then the perturbations of J we will consider are equivariant
sections of D.
Recall from Section 2.1.2 that we need two things in order to apply the
results proved there to the present context:
1. A perturbation zone where the perturbations have to be supported in
order that the property of being a gradient-like vector field is preserved
(as in Proposition 2.12).
2. A surjectivity result like Lemma 1.41 in order to get submersions as in
Proposition 2.14 and Lemma 2.15.
As in former sections let
- C1, . . . , Cn be the connected components of the critical set of µ labelled so
that µ(C1) ≥ · · · ≥ µ(Cn)
- a2 > . . . > aν be the points in µ(F ) and Za2 , . . . , Zaν be regular levels such
that ai−1 > µ(Zai) > ai and take β > 0 such that
ai−1 > µ(Zai) + β > µ(Zai)− β > ai
for every i = 2, . . . , ν. Finally let Z ′ai := µ
−1((µ(Zai) − β, µ(Zai) + β)) and
define the perturbation zone by Z ′ =
⋃ν
i=2 Z
′
ai .
The surjectivity result is
Lemma 2.19. There exists a finite dimensional subspace A ⊆ C∞(D) such
that for every p ∈M and every in v ∈ TpM \ {0} the evaluation map
evp,v : A −→ TpM
E 7−→ Ep(v)
is surjective.
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Proof. Using compactness and partitions of unity as in Lemma 1.41 the result
follows once we have proved that there is a finite dimensional subspace Ap ⊆ Dp
such that
Ap −→ TpM
e 7−→ e(v)
is surjective. Let us prove this fact:
Fix a basis {u1, . . . , um, v1, . . . , vm} of TpM such that Jp is represented by
the matrix
I0 =
Ç
0 Id
−Id 0
å
and such that ωp is represented by I
T
0 = −I0. That such a basis exists is a
well known result (see e.g. [Can, Hmwk. 8]). In this basis the induced inner
product ωp(·, Jp(·)) is represented by the identity matrix.
Consider now the endomorphisms of TpM that in the chosen basis are
represented by the matrices
Pij = uju
T
i + uiu
T
j − vjvTi − vivTj , Qij = uivTj + ujvTi + viuTj + vjuTi .
Both endomorphisms belong1 to Dp. Let
v = λ1u1 + · · ·+ λmum + µ1v1 + · · ·+ µmvm.
If λ2i + µ
2
i 6= 0 we have that
1
2
λiPii + µiQii
λ2i + µ
2
i
(v) = ui,
1
2
λiQii − µiPii
λ2i + µ
2
i
(v) = vi.
Otherwise, i.e. if v is orthogonal to both ui and vi, take j such that λ
2
j+µ
2
j 6= 0,
which exists because v is not zero. Then
λjPij + µjQij
λ2j + µ
2
j
(v) = ui,
λjQij − µjPij
λ2j + µ
2
j
(v) = vi.
This shows that the vector space Ap generated by the matrices Pij , Qij satisfies
the required conditions.
Following the steps of Section 2.1.2, the next thing we want to do is to
construct suitable finite dimensional vector spaces
Lai ⊆ {E ∈ C∞(D) : supp E ⊆ Z ′ai}.
1In the chosen basis, a matrix E0 represents an element of Dp if and only if E0I0+I0E0 = 0
and ET0 I0 + I0E0 = 0, which is equivalent to E0 = E
T
0 and E0 = I0E0I0.
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In particular we want the elements of Lai to be S
1-invariant, so we make
the following construction: given z ∈ Zai and δ > 0, define the set
S(z, δ) = {expρJz (v) : v ∈ TzM, |v| ≤ δ, ρJ(v,Xz) = 0}.
Let also R(z, δ) = S1 · S(z, δ). If δ is smaller than the injectivity radius of the
metric ρJ (which we assume) then S(z, δ) is a slice of the S
1-action, meaning
that at all p ∈ S(z, δ) the orbit through p and S(z, δ) intersect transversally.
Also if δ is small enough, R(z, δ) is a solid 2m-dimensional torus contained in
Z ′ai .
z
Xz
S(z, δ)
S1 · z
Figure 2.5: The solid torus R(z, δ).
Fix δz > 0 small enough so that R(z, δz) is a solid torus contained in
Z ′ai and so that there exist sections E
1, . . . , Es ∈ C∞(S(z, δz),D) satisfying
TxM = 〈E1x(u), . . . , Esx(u)〉 for all x ∈ S(z, δz) and u ∈ TxM \ {0}. This can
be done thanks to the surjectivity Lemma 2.19. Now we want to extend these
sections to equivariant sections in C∞(M,D) supported on R(z, δz):
Let ηz : S(z, δz) → [0, 1] be a smooth function supported on the interior
of S(z, δz) and such that ηz(z) = 1. Then the sections ηzE
j are supported
on S(z, δz). Since the action on R(z, δz) is free
2, they extend uniquely to
equivariant sections in C∞(R(z, δz),D). Finally we extend them by zeroes to
all of M . We denote by Wz ⊆ C∞(M,D) the vector space generated by the
sections ηzE
j .
The union of the sets
◦
R (z, δz) ∩ Zai as z runs over all points of Zai is
an open covering of Zai . Since Zai is compact there exists a finite number of
points {zk} ⊆ Zai such that Zai is contained in the union of the interiors of
the sets R(zk, δzk). We define
Lai := Wz1 ⊕ · · · ⊕Wzk .
2Here is where we use that the the circle action on M is semi-free.
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The elements of Lai are S
1-equivariant and supported on Z ′ai . Now take L
0
ai ⊆
Lai a neighbourhood of 0 such that for all E ∈ L0ai it is satisfied that
sup
Z′ai
|dµ(EX)| < inf
Z′ai
dµ(JX) = inf
Z′ai
‖JX‖2.
The inequality is a condition analogous to that of Proposition 2.12, while the
equality is given by the fact that JX is the gradient vector field of µ with
respect to ρJ .
If P = L0a2 ⊕ · · · ⊕ L0aν now we can prove everything as we did in Section
2.1.2 to conclude that
Theorem 2.20. There exists a regular subset R ⊆ P such that for all E ∈ R
the Morse-Bott pair (µ, (J + E)X) is regular.
Chapter 3
Multivalued perturbations for
Hamiltonian circle actions
Let (M,ω, S1, µ) be a Hamiltonian space. If X is the vector field generated
by the action and J is an invariant almost complex structure we have that
(µ, JX) is a Morse-Bott pair. The main result in Chapter 2 was to prove that
if the action is semi-free we can perturb J in such a way that the Morse-Bott
pair is regular. However, Example 2.18 shows that if the action is not semi-free
–it contains finite non-trivial stabilisers– it is in general not possible to achieve
both regularity and invariance simultaneously. The technique developed in this
chapter, multivalued perturbations, solves this problem.
The order of exposition in this chapter is somehow reversed from that of
Chapter 2. We first review our construction of perturbations in the semi-free
case and explain what modifications are required for the general case, leading
to what we call multivalued perturbations. Once this is done we will study
again the moduli space of broken gradient lines and see what changes are
needed in order to multivalued perturbations to fit in. Chapter 2 is in the
end a particular case of what it is studied here and will be a good guideline
to understand what steps we are following. Many of the results of the present
chapter have a counterpart in Chapter 2 and for this reason the references to
that chapter are frequent.
3.1 Understanding the problem
A significant part of the notation to be used in the present chapter is borrowed
from Chapter 2. Let us make a reminder of this notation to have it collected
in a single place for a better reference:
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Our setup is the following (see the introduction of Section 2.2):
• (M2m, ω, S1, µ) is a Hamiltonian space with M compact and connected.
• J is an invariant almost complex structure compatible with the symplec-
tic form ω and ρJ = ω(·, J(·)) is the corresponding Riemmanian metric.
• X is the vector field generated by the infinitesimal action.
From this, several facts are derived and some more notation is introduced (see
Proposition 2.17):
• µ is a Morse-Bott function and JX is a gradient-like vector field for µ.
We denote by ξJXt the flow of −JX at time t ∈ R and by ϕJXp the integral
line of −JX starting at p ∈M .
• The critical set F of µ coincides with the set of fixed points MS1 . We de-
note its connected components C1, . . . , Cn so that µ(C1) ≥ . . . ≥ µ(Cn).
We also set a perturbation zone (see the beginning of Section 2.1.2):
• a1 > · · · > aν are the critical values of µ, i.e. µ(F ) = {a1, . . . , aν}.
• Za2 , . . . , Zaν are regular levels of µ and β > 0 is a positive number such
that ai−1 > µ(Zai) + β > µ(Zai)− β > ai for every i = 2, . . . , ν.
• We define Z ′ai := µ−1((µ(Zai)− β, µ(Zai) + β)) and Z ′ =
⋃ν
i=2 Z
′
ai .
• To simplify some notation, in the present chapter, we set Z = ⋃νi=2 Zai .
With all these elements we define certain solid tori of M where perturbations
of J are to be defined (see Figure 2.5 and the text afterwards):
• For z ∈ Zai and δ > 0, let
S(z, δ) = {expρJz (v) : v ∈ TzM, |v| ≤ δ, ρJ(v,Xz) = 0}.
If δ is small enough, S(z, δ) is a slice of the action and R(z, δ) = S1·S(z, δ)
is a solid torus contained in Z ′ai .
• The vector bundle D = {e ∈ End TM : eJ + Je = 0, e + e∗ω = 0}
parametrises perturbations of J and, from Lemma 2.19 it follows that if
δ is small enough there exist sections E1, . . . , Es ∈ C∞(S(z, δ),D) such
that TxM = 〈E1x(u), . . . , Esx(u)〉 for all x ∈ S(z, δ) and u ∈ TxM \ {0}.
• We fix δ = δz such that all these conditions are satisfied.
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At this point, in Chapter 2, we extended the sections Ej to equivariant
sections of C∞(M,D) supported on R(z, δz). To do so we used that the action
is free on R(z, δz) which was a consequence of S
1 acting semi-freely on M . In
the present chapter the semi-freeness condition is dropped, so we need to do
something else. What we will do now is to define a covering R#(z, δz) of the
torus R(z, δz) which carries a free action of S
1. It is on this covering that we
will extend the sections. Let
R#(z, δz) := {(θ, p) ∈ S1 ×R(z, δz) : θ · p ∈ S(z, δz)}.
Note that the set {θ ∈ S1 : θ ·S(z, δz) = S(z, δz)} coincides with the stabiliser
of z. Let oz be the number of elements of the stabiliser of z. Then the projection
to the second factor
pi : R#(z, δz) −→ R(z, δz)
is an oz to 1 map. Moreover, the map pi
−1(S1 ·z)→ S1 ·z can be identified with
the map S1 → S1 that sends θ to θoz . From this we deduce that pi−1(S1 · z) is
connected and hence so is R#(z, δz). Therefore, R
#(z, δz) is also a solid torus.
Consider the action of S1 on R#(z, δz) defined by α · (θ, p) = (αθ, α · p) for
α ∈ S1. This action is free, and with respect to it, pi is equivariant.
Let ηz : S(z, δz) → [0, 1] be a smooth function supported on the interior
of S(z, δz) and such that ηz(z) = 1. Then the sections ηzE
j are supported on
S(z, δz). Consider (ηzE
j)# ∈ C∞({1}×S(z, δz), pi∗D) be their pull-backs under
pi. Since the S1 action on R#(z, δz) is free, they extend uniquely to equivariant
sections in C∞(R#(z, δz), pi∗D). Finally Wz ⊆ C∞(R#(z, δz), pi∗D) will denote
the vector space generated by the sections (ηzE
j)#.
Now it is a good moment to stop and compare the present situation with
what we did in Chapter 2 for semi-free actions. In Section 2.2.1, the gradient-
like vector field JX was perturbed by adding a vector field of the form EX
where E is an invariant perturbation of J supported on the perturbation zone
Z ′ and such that sup′Z |dµ(EX)| < inf ′Z ‖JX‖2. In this chapter we change our
point of view a little bit and instead of focusing on which are the vector fields
we use to perturb JX we focus on their integral lines. The following section is
devoted to such objects.
3.2 Perturbed gradient segments
We define here the notion of ε-perturbed gradient segment, which is basically a
portion of an integral curve of a vector field resulting from adding an arbitrary
small perturbation –the parameter ε > 0 determines how small– to −JX. Then
some properties of such segments are given in a series of lemmas leading to the
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final result, which states that if ε and δ are small enough the intersection of
an ε-perturbed gradient segment with the torus R(z, δ) behaves in a controlled
manner (in particular it is connected).
Definition 3.1. Let ε > 0 and let A ⊆ R be an interval. A smooth map
γ : A → M is an ε-perturbed gradient segment if there exists a vector field Y
supported on Z ′ such that
1. γ′(t) = −(JX + Y )γ(t).
2. supZ′ |dµ(Y )| < ε.
3. supZ′ ‖Y ‖2 < ε.
We shall define two quantities that are going to be used along this section,
namely
s := inf
Z′
‖JX‖2 S := sup
Z′
‖JX‖2.
The first of the lemmas shows that if we take ε small enough, an ε-perturbed
gradient segment is monotonically decreasing along µ, implying in particular
that it is an embedding and its image is an embedded simply connected curve.
The following picture shows the wrong and the right behaviour:
× X Growth of µ
Figure 3.1: ε-perturbed gradient segments with respect to the growth of µ.
Lemma 3.2. Let ε < s. If γ : A → M is an ε-perturbed gradient segment,
then (µ ◦ γ)′ < 0.
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Proof. Since JX is the gradient vector field of µ with respect to ρJ we get
(µ ◦ γ)′(t) = dγ(t)µ(γ′(t))
= dγ(t)µ(−(JX + Y )γ(t))
= −dγ(t)((JX)γ(t))− dγ(t)µ(Yγ(t))
= −‖(JX)γ(t)‖2 − dγ(t)µ(Yγ(t))
≤ −‖(JX)γ(t)‖2 + |dγ(t)µ(Yγ(t))|
< −s+ ε
< 0
Suppose now that an ε-perturbed gradient segment crosses the perturbation
zone Z ′. We can then control the length of the interval in which it is defined
provided that ε is small enough:
Lemma 3.3. Let ε < s. If γ : A→M is an ε-perturbed gradient segment such
that B := γ−1(Z ′ai) is non-empty, then B is connected and
E(γ(B))
S + 3ε
< |B| < supµ(γ(B))− inf µ(γ(B))
s− ε ,
where E(γ(B)) is the energy of γ(B).
Proof. We show that B is connected by contradiction: if t0 < t1 < t2 were
elements of A such that t0, t2 ∈ B but such that γ(t1) 6∈ Z ′ai , then either
µ(γ(t1)) < inf
Z′ai
µ ≤ µ(γ(t2)) or µ(γ(t1)) > sup
Z′ai
µ ≥ µ(γ(t0)).
Both cases contradict the fact that µ ◦ γ is monotonically decreasing stated in
Lemma 3.2. The following picture illustrates the situations we just described:
× × X
Z ′i
Figure 3.2: The intersection of an ε-perturbed gradient segment with Z ′ai .
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Also in Lemma 3.2 we proved that (µ ◦ γ)′(t) < ε− s. Then∫
B
s− ε dt <
∫
B
−(µ ◦ γ)′(t) dt,
which implies
|B|(s− ε) < µ(γ(inf B))− µ(γ(supB)) = sup(µ(γ(B))− inf(µ(γ(B)),
where the last equality follows from the fact that γ is monotonically decreasing
along µ. This already proves one of the two inequalities.
The other inequality is also obtained from integrating along B, in this case
the estimate ‖γ′(t)‖2 < S + 3ε, which is obtained as follows:
‖γ′(t)‖2 = ‖ − (JX + Y )γ(t)‖2
= ρJ((JX + Y )γ(t), (JX + Y )γ(t))
= ‖(JX)γ(t)‖2 + ‖Yγ(t)‖2 + 2(ρJ)γ(t)((JX)γ(t), Yγ(t))
= ‖(JX)γ(t)‖2 + ‖Yγ(t)‖2 + 2dγ(t)µ(Yγ(t))
≤ ‖(JX)γ(t)‖2 + ‖Yγ(t)‖2 + 2|dγ(t)µ(Yγ(t))|
< S + ε+ 2ε
= S + 3ε
Another property of ε-perturbed gradient segments is that if they are close
to the orbit S1 · z, then the square of the distance function is convex. This is
stated with precision in the next lemma:
Lemma 3.4. Let z ∈ Z. Define f : A→ R by
f(t) := inf{δ2 : γ(t) ∈ R(z, δ)}.
There exist ε, δ0 such that if γ : A→ M is an ε-perturbed and g(t) ≤ δ20, then
g is strictly convex.
Proof. We take local coordinates around z adapted to the action as follows:
Consider L ⊆ TzM the span of the vectors Xz and JXz, which are tangent
to the orbit S1 · z and the curve ϕJXz respectively. Let also U ⊆ L⊥ be a small
neighbourhood of 0. For small η > 0 consider V = (−η, η)× (−η, η)× U .
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η
η
-η
-η
S1 · z
ϕJXz
Xz
JXz
U
L⊥
V
z
Figure 3.3: Local coordinates for a Hamiltonian S1-action.
Then ι : V → M defined by ι(t, θ, u) = ξJXt (eiθ · expρJp u) is an embedding
and ι(V ) is a neighbourhood of p in M . If we take the metric dt2 + dθ2 + du2
on V , where du2 is the restriction of (ρJ)p to U , we have that the integral
curves of dι−1(JX) on V are of the form γ(t) = (t, θ0, u0) for some constant
(θ0, u0) ∈ (−η, η)× U .
In these coordinates O = {0}×(−η, η)×{0} ⊆ V coincides with ι−1(S1 ·z).
If d0 is the distance on V induced by the chosen metric we have that
g0(t) := d0(α(t), O)
2 = t2 + ‖u0‖2
and then g′′0(t) = 2. Now let d be the distance on V induced via ι by the distance
dρJ on M . If η and ε are small enough the function gγ(t) = d((ι
−1 ◦ γ)(t), O)2
satisfies g′′γ(t) ≥ 1.
From the generalised Gauss lemma for submanifolds [Gray, lemma 2.11] it
follows that, for p ∈M , if dρJ (p, S1 · z) is small enough then
dρJ (p, S
1 · z) = inf{δ : p ∈ R(z, δ)}.
So if g is small enough then g = gγ .
We prove one last lemma which gives conditions for an ε-perturbed gradient
segment not to get in and out of a torus several times:
Lemma 3.5. Let ε < s. If δ0 > 0 there is some 0 < δ1 < δ0 such that if
γ : A→M is an ε-gradient segment and z ∈ Z then
γ(CH(γ−1(R(z, δ1)))) ⊆ R(z, δ0),
where CH denotes the convex hull.
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Proof. Let δ2 < δ0 be such that for any z ∈ Z we have R(z, δ2) ⊆ Z ′ai . If δ2 is
small enough, the infimum of the distances between the boundaries ∂R(z, δ2/2)
and ∂R(z, δ2) for z ∈ Z is a strictly positive number d > 0. Let δ1 < δ2/2 be
such that for any z ∈ Z we have
sup
R(z,δ1)
µ− inf
R(z,δ1)
µ < 2d
s− ε√
S + 3ε
.
We will now prove that δ1 satisfies the conditions of the lemma even replacing
δ0 by δ2. To do so we will argue by contradiction. Suppose that γ : A → M
is an ε-perturbed gradient segment such that for some z ∈ Z there exists
t0 < t1 < t2 such that γ(t0), γ(t2) ∈ R(z, δ1) but γ(t1) 6∈ R(z, δ2) as shown in
the following picture:
t0
t1
t2
γ
γ(t0)
γ(t1)
γ(t2)
∂R(z, δ1)
∂R(z, δ2)
µ
µ(γ(t2))
µ(γ(t1))
µ(γ(t0))
Let B = [t0, t2]. Then
L(γ(B)) =
∫ t2
t0
‖γ′(t)‖dt =
∫ t1
t0
‖γ′(t)‖dt+
∫ t2
t1
‖γ′(t)‖dt ≥ 2d.
On the other hand, using the relation between length and energy and both
inequalities of Lemma 3.3 we get
L(γ(B))2 ≤ |B| · E(γ(B)) < |B|2(S + 3ε) < (µ(γ(t0))− µ(γ(t2)))
2
(s− ε)2 (S + 3ε).
Combining both expressions we conclude
2d <
√
S + 3ε
s− ε (µ(γ(t0))− µ(γ(t2))),
which is a contradiction with the choice of δ1.
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The previous lemmas are the tools needed to prove the following result,
which characterises the intersection of an ε-perturbed gradient segment with
the torus R(z, δ) when ε and δ are small enough:
Proposition 3.6. There exist positive ε, δ > 0 such that if γ : A → M is an
ε-perturbed gradient segment and z ∈ Z, then
1. γ−1(R(z, δ)) ⊆ A is connected.
2. If ∅ 6= γ(A) ∩ R(z, δ) ⊆ ∂R(z, δ), then γ−1(R(z, δ)) consists of a unique
point.
Proof. Take ε < s and δ0 satisfying Lemma 3.4 and let δ1 be the corre-
sponding value given by Lemma 3.5. Take δ = δ1. By Lemma 3.5, B :=
CH(γ−1(R(z, δ))) satisfies γ(B) ⊆ R(z, δ0). Therefore, according to Lemma
3.4, the function g : B → R defined by
g(t) = {inf ζ2 : γ(t) ∈ R(z, ζ)}
is strictly convex. As a consequence the maximum of g is attained at one of
the extremes of B. That is
g(t) ≤ max(g(inf B), g(supB)), ∀t ∈ B.
Since both γ(inf B), γ(supB) ∈ R(z, δ) we have that
g(inf B), g(supB) ≤ δ2.
Combining this with the inequality above we get that g(t) ≤ δ2 for all t ∈ B.
Hence γ(t) ∈ R(z, δ) for all t ∈ B. In other words, B ⊆ γ−1(R(z, δ)). This
means that γ−1(R(z, δ)) coincides with its convex hull, so it is connected. This
proves the first part of the proposition.
In the particular case in which the intersection is contained in the boundary,
we have that g ≡ δ2. This is a contradiction with g being strictly convex on B
unless B consists of a single point. Since the convex hull of γ−1(R(z, δ)) is a
single point, this set must be a single point itself.
Suppose that the gradient line γ := (ϕJXq )|[0,τ ] : [0, τ ] → M intersects the
interior of R(z, δz). Take U ⊆ R(z, δz) a connected and simply connected
neighbourhood of im γ ∩R(z, δz), which exists thanks to the deduction before
Lemma 3.2 and Proposition 3.6. Choose a lift σ : U → R#(z, δz). If E ∈ Wz
is sufficiently small we can define γE : [0, τ ]→M by®
γE(0) = q
γ′E(t) = −(J + p˜iEσ(γE(t)))XγE(t)
,
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where pi∗D p˜i→ D is the natural projection: the composition
U
σ→ R#(z, δz) E→ pi∗D p˜i→ D
is an element of C∞(U,D). We need E to be small in order that γE(t) stays
in U for all t ∈ γ−1(R(z, δz)). Then, for E ∈ W 0z , a small neighbourhood of 0
in Wz, we can define the map
Φq,τ : W
0
z −→ M
E 7−→ γE(t) .
The same arguments as in the proof of Proposition 2.14 show that d0Φq,τ is
surjective. Hence, shrinking W 0z if necessary, we can assume that Φq,τ is a
submersion.
If E is sufficiently small, γE is an ε-perturbed gradient segment. Namely
we need supt |dγE(t)µ(p˜iEσ(γE(t))XγE(t))| < ε and supt ‖p˜iEσ(γE(t))XγE(t)‖2 < ε.
We shall then define the following norm on Wz:
‖E‖z = sup
(θ,p)∈R(z,δz)
(|dpµ(p˜iE(θ,p)Xp)|+ ‖p˜iE(θ,p)Xp‖2).
The union of the sets
◦
R (z, δz) ∩ Z as z runs over all points of Z is an
open covering of Z. Since Z is compact there exists a finite number of points
z1, . . . , z` ⊆ Z such that Z is contained in the union of the interiors of the sets
R(zi, δzi). To simplify the notation let Ri = R(zi, δzi), R
#
i = R
#(zi, δzi) and
pii : R
#
i → Ri be the projection.
Take ε small enough so that all the results in this section hold and such
that the ball B(0, ε)‖·‖z is contained in W
0
z . Define
P := {(E1, . . . , E`) ∈Wz1 ⊕ · · · ⊕Wz` : ‖Ei‖zi < ε/` ∀i}.
This is the space of perturbations we will work with. In particular, we make
the following definition:
Definition 3.7. Let P = (E1, . . . , E`) ∈ P. A P -perturbed gradient segment
is a tuple (γ, γ#1 , . . . , γ
#
` ) where
1. γ : A→M is a curve on M .
2. γ#i : γ
−1Ri → R#i is a lift of the restriction of γ, i.e. pii ◦ γ#i = γ on
γ−1Ri.
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3. The equation
γ′ = −
(
J +
∑`
i=1
p˜ii(Ei)γ#i
)
Xγ .
is satisfied.
Remark 3.8. We have in particular that γ is an ε-perturbed gradient segment.
Remark 3.9. P -perturbed gradient segments admit an S1-action given by
θ · (γ, γ#1 , . . . , γ#` ) = (θ · γ, θ · γ#1 , . . . , θ · γ#` )
because the invariance of pii makes θ · γ#i into a lift of θ · γ and the equation is
preserved by the equivariance of J and Ei.
3.3 The moduli space of perturbed broken gradient
lines
In this section we generalise the results of Section 2.1.1 where we studied
moduli spaces of the form Mµ,(J+E)X where E was a suitable perturbation of
the almost complex structure J . We define analogues of these spaces and we
study their structure. Similarly to what happened in Chapter 2 these analogous
moduli spaces admit a stratification indexed by the number of breaking points,
but they have the structure of a branched manifold as a consequence of the
different possible choices of a lift.
Definition 3.10. Let P ∈ P. An oriented P -perturbed broken gradient line of
(µ, JX) is a tuple G = (K;K1, . . . ,K`; b) where K ⊆ M is a compact subset,
each Kj ⊆ R#j is a compact (possibly empty) subset and b ∈ K such that
either
K = {b} and Kj =
® ∅ if b 6∈ Rj
{b#j } s.t. pij(b#j ) = b if b ∈ Rj
or, if not, then:
1. K ∩ F is finite: let K ∩ F = {c1, . . . , cr} with µ(c1) > · · · > µ(cr) (note
that K ∩ F may be empty).
2. There exists a homeomorphism hK : [0, 1]→ K and P -perturbed gradient
segments
(γk : Ak →M,γ#k,1, . . . , γ#k,`), k = 0, . . . , r
such that
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• A0 is of the form [t0,+∞) and h−1K ◦ γ0 : A0 → [0, h−1K (c1)) is an
increasing homeomorphism.
• If 0 < k < r, Ak = R and h−1K ◦ γk : Ak → (h−1K (ck), h−1K (ck+1)) is
an increasing homeomorphism.
• Ar is of the form (−∞, t1] and h−1K ◦ γr : Ar → (h−1K (cr), 1] is an
increasing homeomorphism.
and such that
Kj =

im γ#0,j if inf µ(Rj) > µ(c1)
im γ#k,j if µ(ck) > supµ(Rj) > inf µ(Rj) > µ(ck+1), 0 < k < r.
im γ#r,j if µ(cr) > supµ(Rj)
3. Either b = hK(0) or b = hK(1).
The point b is called the beginning of G. Similarly, we define the end of G
to be the point
e =

b if K = {b}
hK(1) if K 6= {b} and b = hK(0)
hK(0) if K 6= {b} and b = hK(1)
.
In the first case we say that (K, b) is point-like, in the second case that it is
descending and in the last case that it is ascending.
Remark 3.11. The picture one should have in mind is the same as in Figure
2.1, but now with the pieces of K between two breaking points being the image
of a P -perturbed gradient segment that lifts to the sets Kj .
Remark 3.12. If K ∩ F = ∅ then the parametrisation is given by a single P -
perturbed gradient segment with γ0 : [t0, t1] → M such that the composition
h−1K ◦ γ0 : [t0, t1]→ [0, 1] is an increasing homeomorphism.
Denote by dJ the distance on M induced by the Riemanninan metric ρJ .
We can pull ρJ back to R
#
j by means of pij , and this induces a distance dJ,j on
R#j . Let d(Kj) := sup{dJ,j(x, ∂R#j ) : x ∈ Kj}. Given two P -perturbed broken
gradient lines G = (K;K1, . . . ,K`, b) and G
′ = (K ′;K ′1, . . . ,K ′`; b
′) define
d∗(G,G′) := dHJ (K,K
′) + dJ(b, b′) +
∑`
j=1
dHJ,j(Kj ,K
′
j)(d(Kj) + d(K
′
j)),
where the superscript H denotes de Hausdorff distance between subsets. This
defines a pseudodistance in the set of P -perturbed broken gradient lines be-
cause there exist G 6= G′ such that d∗(G,G′) = 0. This happens when K = K ′
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and for each j such that Kj 6= K ′j both Kj and K ′j are contained in ∂R#j ,
which according to the second part of Proposition 3.6, means that each of
them consists of a unique point. We denote by (GP , d) the metric space ob-
tained from this pseudodistance, i.e. GP is obtained by identifying G and G′
if d∗(G,G′) = 0 and for [G], [G′] ∈ GP we take d([G], [G′]) := d∗(G,G′). The
bracket notation will be dropped from now on, and by abuse of notation G will
represent any element of its class.
We shall now define a stratification of GP . The following definitions resem-
ble those in Section 2.1.1: given I ⊆ {1, . . . , n}, define
GPI := {(K; · · · ) ∈ GP : i ∈ I ⇔ K ∩ Ci 6= ∅}.
and split this set into
GPI = GPI↓ unionsq GPI↑ unionsq GPI−
according to its elements being descending, ascending or point-like. Note that
if #I > 1 there are no point-like elements while there is a homeomorphism
GP{i}− = {({b}; ∅, · · · , ∅; b) : b ∈ Ci} ' Ci
because if b ∈ Ci it cannot belong to any Rj .
Remark 3.13. (cf. Remark 2.4) GPI↓ and GPI↑ are homeomorphic via
G = (K;K1, . . . ,K`; b) 7→ (K;K1, . . . ,K`; e),
where e is the end of G. The inverse is given by the same expression. These
transformations consist in flipping the orientation of the P -perturbed gradient
line.
Remark 3.14. In Remark 3.9 we defined an S1-action on P -perturbed gradi-
ent segments which makes
θ · (K;K1, . . . ,K`; b) = (θ ·K; θ ·K1, . . . , θ ·K`; θ · b)
into an S1-action on GP (if K 6= {b} we only need to take hθ·K = θ · hK). The
sets GPI↓, GPI↑ and GPI− are invariant under this action.
We shall begin studying GP∅ . If G = (K; . . . ; b) ∈ GP∅ is such that K 6= {b},
then, according to Definition 3.10, G is parametrised by a single P -perburbed
gradient segment with first component γ := γ0 : [t0, t1]→M such that hK(0) =
γ(t0) and hK(1) = γ(t1). With this notation consider the map (cf. Lemma
2.5)
αP∅ : GP∅ −→ R× (M \ F )
G = (K; · · · ; b) 7−→ (γ−1(e)− γ−1(b), b) ,
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where it is implicitly understood that if G is point-like then γ−1(e)−γ−1(b) = 0,
although γ is not defined. Note that the image of a descending element is
(t1 − t0, b) while the image of an ascending element is (t0 − t1, b). This is
well defined because the difference t1 − t0 does not depend on the chosen
parametrisation γ. Another obvious observation is that this map does not
depend on K1, . . . ,K`, so it is not injective in general: loosely speaking, given
an element of R× (M \F ), it has as many preimages as choices of lifts we can
make. Therefore it is important to identify the points where the number of
lifts we can take changes:
Definition 3.15. An oriented P -perturbed gradient line G = (K; . . . ; b) is
said to be tangent to Rj if ∅ 6= K ∩ Rj ⊆ ∂Rj , which by Proposition 3.6 is a
unique point.
It is precisely a these tangent points that the number of lifts varies. We
illustrate this in the following figure, where oj denotes the number of elements
of the stabiliser of zj :
Rj
R#j
K
If K does not intersect
Rj , there is a unique
choice, namely Kj = ∅.
Rj
R#j
K
If K is tangent to Rj ,
there are oj choices for
Kj but all of them are
identified because they
belong to ∂R#j .
Rj
R#j
K
If K intersects the inte-
rior of Rj , there are oj
choices for Kj .
Figure 3.4: Lifts of a perturbed gradient line.
The figure shows that if G is tangent to Rj , in a neighbourhood of G in GP∅
there are elements with only one choice for Kj and elements with oj choices
for Kj . Not surprisingly G will turn out to be a branching point as explained
in Section 1.2. The following proposition describes the local structure of GP∅ :
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Proposition 3.16. Let G = (K; · · · ; b) ∈ GP∅ and let
• Λ0 be the set of j such that K intersects the interior of Rj
• Λ1 be the set of j such that K is tangent to Rj
If Λ1 = ∅ –if G is not tangent to any Rj– let N = 1. Otherwise, if Λ1 =
{j1, . . . , js}, let N = oj1 · · · ojs. There exist open subsets W1, . . . ,WN ⊆ R ×
(M \ F ) and continuous maps ϕk : Wk → GP∅ such that
1. αP∅ ◦ ϕk : Wk −→ R× (M \ F ) is the identity on Wk.
2. ϕ1(W1) ∪ · · · ∪ ϕN (WN ) is a neighbourhood of G in GP∅ .
Proof. For each j ∈ Λ0, let U#j ⊆ R#j be a small open neighbourhood of Kj
such that pij : U
#
j → Uj := pij(U#j ) is a diffeomorphism of open manifolds with
boundary and let σj be the inverse.
Similarly, for each j ∈ Λ1, choose qj ∈ pi−1(K ∩ Rj) –there are oj choices–
and let U#j ⊆ R#j be a small open neighbourhood of qj such that the projection
pij : U
#
j → Uj := pij(U#j ) is a diffeomorphism of open manifolds with boundary.
Let σj be the inverse of this diffeomorphism.
Now let B ⊆ M be an open neighbourhood of K such that B ∩ Rj ⊆ Uj
for every j ∈ Λ0 ∪ Λ1. On B we define the vector field
V =
Ñ
J +
∑
j∈Λ0∪Λ1
p˜ij(Ej)σj
é
X
where, remember, P = (E1, . . . , E`). Then all the integral curves of −V are
ε-perturbed gradient segments.
Assume G = (K;K1, . . . ,K`; b) is descending. Then it is parametrised by
an ε-perturbed gradient segment (γ : [t0, t1]→M,γ#1 , . . . , γ#` ) with γ(t0) = b.
Note that γ is an integral curve of −V .
Now, for every (t, p) in a sufficiently small neighbourhood W of (t1 − t0, p)
in R × (M \ F ) there is a unique integral curve γt,p : [0, t] → M of −V such
that γt,p(0) = p. Define Kt,p = im γt,p. Taking W small enough we can
assume that Kt,p ∩Rj is non-empty if and only if j ∈ Λ0 ∪Λ1. In this case let
Kt,p,j = σj(Kt,p ∩Rj). Otherwise let Kt,p,j = ∅. Define
ϕ(t, p) = (Kt,p;Kt,p,1, . . . ,Kt,p,`; p),
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which is an element of GP∅↓ because it is parametrised by the P -perturbed
gradient segment (γt,p, γ
#
t,p,1, . . . , γ
#
t,p,`) where, if j ∈ Λ0 ∪ Λ1 –so Kt,p ∩ Rj is
non-empty–, γ#t,p,j : γ
−1
t,p (Rj)→ R#j equals σj ◦ γt,p.
Since αP∅ (Kt,p; . . . ; p) = (t, p) we have that α
P
∅ ◦ ϕ is the identity on W .
If Λ1 = ∅ this already proves the first claim (for descending elements)
because there are no choices involved. Otherwise for each j ∈ Λ1 = {j1, . . . , js}
we can make oj choices for a total of oj1 · · · ojs = N choices. Namely, the set
Qi := pi
−1(K ∩Rji) has oji points and for each of the N elements of the form
q := (q1, . . . , qs) ∈ Q1 × · · · ×Qs =: Q we can construct a neighbourhood Bq,
a vector field Vq, an open subset Wq and a map ϕq.
Analogous arguments prove the first claim for the cases in which G is either
ascending or point-like.
In order to prove the second claim observe that thanks to Proposition 3.6,
if G′ = (K ′;K ′1, . . . ,K ′`; b
′) ∈ GP∅ , each intersection K ′ ∩ Rj is connected, so if
G′ lies near G, the compact K ′ must be the image of an integral curve of Vq
for some q ∈ Q.
From this proposition we deduce that GP∅ is a 2m+1-dimensional branched
manifold (this concept was explained in Section 1.2) with G being a branching
point if and only if Λ1 6= ∅. If G is not a branching point, i.e. it lies on a
branch, we make the following definition:
Definition 3.17. The weight of G ∈ GP∅ \ (GP∅ )≺ is the rational number∏
j∈Λ0
1
oj
.
Remark 3.18. The intuitive idea behind this definition is that when a branch
reaches a branching point and it splits into oj branches its weight is equally
distributed among the new branches. This notion will be used in Chapter 4 to
define weightings on certain train tracks (see Definition 1.29).
We move forward on to studying the structure of GP{i}. The techniques we
use are very similar to those in Proposition 3.16. Compare also with Lemma
2.6.
Proposition 3.19. There is homeomorphism GP{i}− ' Ci. Otherwise, given
G = (K; · · · ; b) ∈ GP{i} not point-like define Λ0,Λ1 and N as in Proposition
3.16. Then there exist 2m-dimensional submanifolds W1, . . . ,WN ⊆ M ×M
and continuous maps ϕk : Wk → GP{i}↓ (resp. GP{i}↑) such that
1. If b(p0,p1), e(p0,p1) are the beginning and the end of ϕk(p0, p1) then
Wk −→ M ×M
(p0, p1) 7−→ (b(p0,p1), e(p0,p1))
is the identity on Wk.
3.3. The moduli space of perturbed broken gradient lines 69
2. ϕ1(W1) ∪ · · · ∪ ϕN (WN ) is a neighbourhood of G in GP{i}↓ (resp. GP{i}↑).
Proof. We already proved the existence of a homeomorphism GP{i}− ' Ci.
Suppose now that G = (K; . . . ; b) is descending. Then G is parametrised
by {
(γ0 : [t0,+∞)→M,γ#0,1, . . . , γ#0,`) with γ0(t0) = b
(γ1 : (−∞, t1]→M,γ#1,1, . . . , γ#1,`) with γ1(t1) = e
such that limt→+∞ γ0(t) = limt→−∞ γ1(t) ∈ Ci.
Define Q, Bq and Vq as in Proposition 3.16. Then γ0, γ1 are gradient lines
of the vector field −Vq. Let ξq be the flow of −Vq, which is defined on Bq, and
take the corresponding (un)stable manifolds of Ci:
Sq = {p ∈ Bq : lim
t→+∞(ξq)t(p) ∈ Ci},
Uq = {p ∈ Bq : lim
t→−∞(ξq)t(p) ∈ Ci}.
For every (p0, p1) in a small enough neighbourhood Wq of (hK(0), hK(1)) =
(b, e) in Sq ×Ci Uq there exist unique integral curves γp0 : [0,+∞) → M ,
γp1 : (−∞, 0]→M of −Vq such that γp0(0) = p0, γp1(0) = p1. They satisfy
ci := lim
t→+∞ γp0(t) = limt→−∞ γp1(t) ∈ Ci.
Define
K(p0,p1) = im γp0 unionsq {ci} unionsq im γp1 .
Taking Wq small enough we can assume that K(p0,p1) ∩Rj is non-empty if and
only if j ∈ Λ0 ∪ Λ1. In this case let K(p0,p1),j = σj(K(p0,p1) ∩ Rj). Otherwise
let K(p0,p1),j = ∅. Define
ϕq(p0, p1) = (K(p0,p1);K(p0,p1),1, . . . ,K(p0,p1),`; p).
Using the homeomorphism
hK(p0,p1) : [0, 1] −→ K(p0,p1)
t 7−→

γp0(tan(pit)) if 0 ≤ t < 1/2
ci if t = 1/2
γp1(− tan(pi(1− t))) if 1/2 < t ≤ 1
and the same arguments than in Proposition 3.16 we can see that ϕq(p0, p1)
is an element of GP{i}↓. The definition of hK(p0,p1) already shows that the first
claim of the proposition is satisfied. The second part is again proved by the
same arguments as in Proposition 3.16.
Reversing the proof or by means of Remark 3.13 we get the result for
ascending G.
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Finally we study the case in which #I > 1. The result we want to prove
is the analogue of Lemma 2.7 and again we will face some transversality issues
that will need to be addressed. To do this we need to take auxiliary regular
levels Y −a1 , · · · , Y −aν−1 and Y +a2 , . . . , Y +aν of µ such that, for i = 2, . . . , ν (cf. Figure
2.4)
ai−1 > µ(Yai−1) > sup
Z′ai
µ > inf
Z′ai
µ > µ(Y +ai ) > ai.
Assuming some transversality conditions on P that will be discussed later, the
proposition is
Proposition 3.20. Let I = {i1, . . . , ir} with r > 1 and µ(Ci1) > · · · > µ(Cir).
Given G = (K; · · · ; b) ∈ GPI define Λ0,Λ1 and N as in Proposition 3.16. Then
there exist (2m− r+1)-dimensional submanifolds W1, . . . ,WN ⊆M× r+1· · · ×M
and continuous maps ϕk : Wk → GPI↓ (resp. GPI↑) such that
1. If ϕk(p0, · · · , pr) = (K(p0,··· ,pr); . . .) and K(p0,...,pr) ∩ Y +ai =: {yi}, then
Wk −→ M× r+1· · · ×M
(p0, . . . , pr) 7−→ (hK(p,...,pr)(0), y2, . . . , yr, hK(p0,...,pr)(1))
is the identity on Wk.
2. ϕ1(W1) ∪ · · · ∪ ϕN (WN ) is a neighbourhood of G in GPI↓ (resp. GPI↑).
Proof. The proof is almost identical to that of Proposition 3.19:
Suppose that G is descending. Then it is parametrised by
(γ0 : [t0,+∞)→M,γ#0,1, . . . , γ#0,`) with γ0(t0) = hK(0) = b
(γk : (−∞,+∞)→M,γ#k,1, . . . , γ#k,`) for 1 ≤ k ≤ r − 1
(γr : (−∞, t1]→M,γ#r,1, . . . , γ#r,`) with γr(t1) = hK(1)
such that limt→+∞ γk−1(t) = limt→−∞ γk(t) ∈ Cik , for k = 1, . . . , r.
Define Q, Bq and Vq as in Proposition 3.16 and ξq as in Proposition 3.19.
Consider the (un)stable manifolds
Sik,q = {p ∈ Bq : limt→+∞(ξ
q)t(p) ∈ Cik},
Uik,q = {p ∈ Bq : limt→−∞(ξ
q)t(p) ∈ Cik}
and let
WI,q := Si1,q ×Ci1 (Ui1,q ∩ Si2,q ∩ Y +f(Cai2 ))×Ci2 · · ·
· · · ×Cir−1 (Uir−1,q ∩ Sir,q ∩ Y +f(Cir ))×Cir Uir,q,
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which is a (2m−r+1)-dimensional submanifold of Bq× r+1· · · ×Bq provided that
some transversality conditions are satisfied.
For k = 2, . . . , r, let yKk be the unique point in K ∩ Y +aik . Then for every
(p0, . . . , pr) in a small enough neighbourhood Wq of (hK(0), y
K
2 , . . . , y
K
r , hK(1))
in WI,q there are unique integral curves γp0 : R≥0 → M , γpr : R≤0 → M ,
γpk : R → M (0 < k < r) of −Vq such that γp0(0) = p0, γpr(0) = pr and
(im γpk) ∩ Y +ik+1 = {pk}. For k = 1, . . . , r they satisfy
lim
t→+∞ γpk−1(t) = limt→−∞ γpk(t) =: ck ∈ Cik .
Define
K(p0,...,pr) = im γp0 unionsq {c1} unionsq · · · unionsq im γpr−1 unionsq {cr} unionsq im γpr .
Taking Wq small enough we can assume that K(p0,...,pr) ∩ Rj is non-empty if
and only if j ∈ Λ0 ∪ Λ1. In this case let K(p0,...,pr),j = σj(K(p0,...,pr) ∩ Rj).
Otherwise let K(p0,...,pr),j = ∅. Let
ϕq(p0, . . . , pr) = (K(p0,...,pr);K(p0,...,pr),1, . . . ,K(p0,...,pr),`; p0),
and consider the homeomorphism
hK(p0,...,pr) : [0, 1] −→ K(p0,...,pr)
t 7−→

γp0(tan(
pi
2 (r + 1)t)) if 0 ≤ t < 1r+1
γpk(tan(pi(r + 1)(t− 2k+12(r+1))) if kr+1 < t < k+1r+1
γpr(− tan(pi2 (r + 1)(1− t))) if rr+1 < t ≤ 1
ck if t =
k
r+1
where 0 < k < r in the definition at the intervals ( kr+1 ,
k+1
r+1 ) and 0 < k ≤ r in
the definition at the points kr+1 .
The same arguments of propositions 3.16, 3.19 conclude the proof for de-
scending G. The result also applies for an ascending G by means of Remark
3.13.
The validity of this proposition is subject to the fact that the fibred products
WI,q are indeed submanifolds. Note that Bq does not depend on P , but the
vector field Vq does and hence so does WI,q. For that reason let us write V Pq
and let ξPq be the flow of −V Pq . We define (un)stable manifolds
SPik,q = {p ∈ Bq : limt→+∞(ξ
P
q )t(p) ∈ Cik},
UPik,q = {p ∈ Bq : limt→−∞(ξ
P
q )t(p) ∈ Cik}
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and the fibred product
WPI,q := SPi1,q ×Ci1 (UPi1,q ∩ SPi2,q ∩ Y +f(Ci2 ))×Ci2 · · ·
· · · ×Cir−1 (UPir−1,q ∩ SPir,q ∩ Y +f(Cir ))×Cir U
P
ir,q,
Similarly to Definition 2.8, let
SPI,q := SPi1,q × (UPi1,q ∩ Y Pf(Ci1 )f(Ci2 ),q)× (S
P
i2,q
∩ Y +f(Ci2 ),q)× · · ·
· · · × (UPir−1,q ∩ Y Pf(Cir−1 )f(Cir ),q)× (S
P
ir,q ∩ Y +f(Cir ),q)× U
P
ir,q,
where Y Paiaj ,q = {p ∈ Bq ∩ Y −ai : ∃t s.t. (ξPq )t(p) ∈ Y +aj } and also let
TI := (Ci1 × Ci1)× · · · × (Cir × Cir)× (Y +ai2 × Y
+
ai2
)× · · · × (Y +air × Y +air )
and
∆I := ∆Ci1×Ci1 × · · · ×∆Cir×Cir ×∆Y +ai2×Y +ai2 × · · · ×∆Y +air×Y +air .
Define the map HPI,q : SPI,q → TI in the same fashion as in Definition 2.8. If this
map is transverse to ∆I , then the preimage (H
P
I,q)
−1(∆I) is a smooth manifold
homeomorphic to WPI,q (see Lemma 2.10).
We can apply arguments analogous to those of Section 2.1.2 to prove that
for a generic choice of P ∈ P the transversality condition above is satisfied: let
Sik,q = {(p, P ) ∈ Vq × P : p ∈ SPik,q},
Uik,q = {(p, P ) ∈ Vq × P : p ∈ UPik,q}
and also let Yaiaj ,q := {(p, P ) ∈ (Vq ∩ Y −i ) × P : p ∈ Y Paiaj ,q}. Finally we
consider the fibre bundle over P defined by
SI,q := Si1,q ×P (Ui1,q ∩ Yf(Ci1 )f(Ci2 ),q)×P (Si2,q ∩ (Y
+
f(Ci2 )
× P))×P · · ·
· · · ×P (Uir−1,q ∩ Yf(Cir−1 )f(Cir ),q)×P (Sir,q ∩ (Y
+
f(Cir )
× P))×P Uir,q.
Let HI,q : SI,q → TI be the maps whose restriction to the fibre over P is the
map HPI,q. Then Theorem 2.16 shows that HI,q is transverse to ∆I and, as a
consequence, for a generic choice of P ∈ P, the map HPI,q is also transverse to
∆I .
Chapter 4
Biinvariant diagonal classes
Following the notation used in previous chapters let (M,ω) be a compact con-
nected symplectic manifold of dimension 2m, endowed with an effective Hamil-
tonian S1-action with moment map µ : M → R. Let J be an invariant almost
complex structure compatible with ω and ρJ := ω(·, J(·)) be the correspond-
ing Riemmanian metric. Finally let X be the vector field generated by the
infinitesimal action and let ξt := ξ
JX
t denote the flow of −JX at time t.
Consider the S1 × S1 actions on M ×M and CP 1 defined respectively by
(θ, ζ)(p, q) = (θ · p, ζ · q),
(θ, ζ)[z : w] = [θz : ζw].
where we are identifying S1 with the complex numbers of norm 1.
In the first part of this chapter is we construct anH∗(B(S1×S1);Q)-module
homomorphism
λ : H∗S1×S1(CP
1) −→ H∗+2m−2S1×S1 (M ×M).
that we will call the lambda-map. We will deal first with the easier case in
which the S1-action on M is semi-free (as in Chapter 2) to provide a model
for the general case in which the action has non-trivial finite stabilisers (as in
Chapter 3). For semi-free actions the lambda-map can be defined with integer
coefficients while in the general case it will be defined with rational coefficients.
Later we introduce some objects called global biinvariant diagonal classes,
which allow to recover Kirwan surjectivity [Kir] in our context. The lambda-
map will be used to construct such objects: λ(1) turns out to be a biinvariant
diagonal class. By further studying the lambda-map we can get some extra
results, notably we can describe a global biinvariant diagonal class of a product
manifold in terms of the lambda-maps of its components. Finally, we address
the question of uniqueness of global biinvariant diagonal classes; we will show
that they are not unique in general by means of very explicit computations.
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4.1 The lambda-map for semi-free actions
In this section we assume that the action of S1 on M is semi-free, and so we
can apply the results of Chapter 2. In particular there exists a space P of
S1-invariant perturbations of J and a residual subset R ⊆ P such that for all
E ∈ R, the Morse-Bott pair (µ, (J+E)X) is regular (Theorem 2.20). Then for
E ∈ R the moduli space of broken gradient lines ME := Mµ,(J+E)X satisfies
the conditions of Theorem 2.11. According to this theorem ME admits a
stratification indexed by the critical components of µ. In this section we denote
by ξEt the flow of the vector field −(J + E)X at time t.
Endow D := M × R× S1 with the S1 × S1-action
(θ, ζ)(p, t, α) = (θ · p, t, ζαθ¯).
Lemma 4.1. The maps
fE : D −→ M ×M
(p, t, α) 7−→ (p, α · ξEt (p)) ,
g : D −→ CP 1
(p, t, α) 7−→ [1 : 2tα]
are S1 × S1-equivariant.
Proof. First we have
fE((θ, ζ)(t, p, α)) = fE(θ · p, t, ζαθ¯)
= (θ · p, ζαθ¯ · ξEt (θ · p))
= (θ · p, ζαθ¯θ · ξEt (p))
= (θ · p, ζα · ξEt (p))
= (θ, ζ)(p, α · ξEt (p))
= (θ, ζ)f(p, t, α)
.
On the other hand,
g((θ, ζ)(t, p, α)) = g(θ · p, t, ζαθ¯)
=
[
1 : 2tζαθ¯
]
=
[
θ : 2tζα
]
= (θ, ζ)
[
1 : 2tα
]
= (θ, ζ)g(p, t, α)
.
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The S1 × S1-principal bundles S2k+1 × S2k+1 → CP k × CP k approximate
the classifying bundle of S1 × S1. Consider the spaces
Dk := D ×S1×S1 (S2k+1 × S2k+1),
(M ×M)k := (M ×M)×S1×S1 (S2k+1 × S2k+1),
CP 1k := CP 1 ×S1×S1 (S2k+1 × S2k+1).
Since the maps fE , g are S1 × S1-equivariant they induce maps
Dk
CP 1k (M ×M)k
zz
gk
$$
fEk
.
What we want to do is to construct a map in equivariant cohomology by
stabilisation of the maps (fEk )
!g∗k. Since Dk is not compact we cannot define
(fEk )
! directly and we will need to rely on pseudocycles. We shall first study
how to define an S1 × S1-action on broken gradient lines which have at least
one breaking point:
Let I = {i1, . . . , ir} 6= ∅ with µ(Ci1) > · · · > µ(Cir). For (K, b) ∈ MEI we
define
• K+ := {p ∈ K : µ(p) ≥ Ci1}
• K− := {p ∈ K : µ(p) ≤ Cir}
• K0 := {p ∈ K : µ(Ci1) ≥ µ(p) ≥ µ(Cir)}
so that K+ consists of the points of K above the top breaking point and K−
consist of the points below the bottom breaking point, while K0 consists of the
points in between (see Figure 2.1). If (K, b) is descending let Kb = K
+ and
Ke = K
− and viceversa if (K, b) is ascending. If (K, b) is point-like, just take
Kb = Ke = {b}.
Given (θ, ζ) ∈ S1 × S1 consider the set K(θ,ζ) = θKb ∪ K0 ∪ ζKe. Then
(K(θ,ζ), θ · b) is also an element of MEI (compare with Definition 2.2):
If (K, b) is point-like, then K = {b} and b is a fixed point of the action, so
(K(θ,ζ), θ · b) = (K, b). Otherwise we have that K(θ,ζ) ∩ F = K ∩ F and that
the map
hK(θ,ζ) : [0, 1] −→ K(θ,ζ)
t 7−→

θ · hK(t) if hK(t) ∈ Kb
hK(t) if hK(t) ∈ K0
ζ · hK(t) if hK(t) ∈ Ke
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satisfies all the required conditions because the flow ξE is S1-equivariant. Fi-
nally we have that θ · b = θ ·hK(0) = hK(θ,ζ)(0) if (K, b) is descending and that
θ · b = θ · hK(1) = hK(θ,ζ)(1) if (K, b) is descending.
In this way we have defined an action of S1 × S1 on MEI which moreover
preserves descending, ascending and point-like elements. Then the map defined
by
ΓEI↓ : MEI↓ −→ M ×M
(K, b) 7−→ (b, e)
is S1 × S1-equivariant and the same holds for the analogous maps ΓEI↑,ΓEI−.
We use these maps to prove
Lemma 4.2. For E ∈ R, the union of the maps ΓEI↓, ΓEI↑, ΓEI− is an omega-map
of fE : D →M ×M and as a consequence fE is a pseudocycle.
Proof. Let (p, q) ∈ ΩfE . If p ∈ Ci is a fixed point, then fE maps the whole D
to (p, p) ∈ ∆Ci×Ci = im ΓE{i}−. Otherwise, p and q are the extremal points of a
broken gradient line (K, b), so either hK(0) = p and hK(1) = q –in which case
(p, q) ∈ im ΓEI↓ for some I– or viceversa –in which case (p, q) ∈ im ΓEI↑ for some
I.
We have seen that ΩfE is contained in the union of the images of the
smooth (because E ∈ R) manifoldsMEI↓,MEI↑,MEI− all of which have at most
dimension 2m. Since dimD = 2m+ 2, we have that fE is a pseudocycle.
Lemma 4.3. The omega-limit-set of the map g : D → CP 1 is contained in
{[1 : 0], [0 : 1]}. As a consequence the union of the two maps c± : {pt} → CP 1
defined by c+(pt) = {[1 : 0]} and c−(pt) = {[0 : 1]} is an omega-map for g and
g is a pseudocycle.
Proof. Let (pj , tj , αj) ∈ D with j ≥ 1 be a sequence without convergent sub-
sequences but such that
g(pj , tj , αj) = [1 : 2
tjαj ]−→
j
[z : w] ∈ CP 1.
Suppose that [z : w] 6= [1 : 0], [0 : 1]. Then [z : w] = [1 : w/z] with w/z 6= 0 and
2tjαj → w/z. Hence 2tj = |2tjαj | → |w/z|. This implies that tj → log2 |w/z|.
Since both M and S1 are compact, the sequences pj and αj have subsequences
converging to some p ∈ M and α ∈ S1 respectively. Then (pj , tj , αj) has a
subsequence converging to (p, log2 |w/z|, α) ∈ D, a contradiction.
Corollary 4.4. For E ∈ R, the map fE × g is a pseudocycle. Also the maps
fEk , gk and f
E
k × gk are pseudocycles for every k.
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Proof. Proposition 1.48 applies to fE × g because since Ωg is contained in the
image of 0-dimensional manifolds, ΩfE×g is contained in the image of manifolds
of the same dimensions as those that contain ΩfE .
Since ΩfE is contained in the images of S
1 × S1-equivariant maps and
S1×S1 acts freely on the compact manifold S2k+1×S2k+1, by virtue of Propo-
sition 1.49, we have that fEk is a pseudocycle. The same arguments apply to
assert that gk is a pseudocycle because the maps c
+, c− are trivially (S1×S1)-
equivariant.
Finally, fEk × gk is a pseudocycle thanks to Proposition 1.50, which applies
for the same dimensional reasons we used to prove that fE×g is a pseudocycle.
We prove one last result, that will imply independence on the choice of a
perturbation:
Lemma 4.5. There exists a residual subset R′ ⊆ P such that the bordism class
of fEk × gk does not depend on the choice of E ∈ R′ ∩R.
Proof. Let E ∈ P. Since the sets MEI↓, MEI↑, MEI− admit S1 × S1-actions we
can consider the set
MEI↓,k :=MEI↓ ×S1×S1 (S2k+1 × S2k+1)
and similarly we get MEI↑,k and MEI−,k.
According to Lemmas 4.2, 4.3 above and Proposition 1.50, the omega-limit
set of fEk × gk is contained in the union of the images of the maps
ΓE+I↓,k : MEI↓,k −→ (M ×M)k × CP 1k
[x, s] 7−→
Äî
ΓEI↓(x), s
ó
, [[1 : 0], s]
ä
and the images of the analogous maps ΓE−I↓,k, Γ
E+
I↑,k, Γ
E−
I↑,k, Γ
E+
I−,k, Γ
E−
I−,k. Here s
denotes an element of S2k+1 × S2k+1 and the superscript ± denotes if we are
taking either [1 : 0] or [0 : 1] in the second component, following the notation
c± of Lemma 4.3.
Consider now the manifold
MI↓,k = {([x, s], E) : E ∈ P, [x, s] ∈MEI↓,k}
and the map
Γ±I↓,k : MI↓,k −→ (M ×M)k × CP 1k
([x, s] , E) 7−→ ΓE±I↓,k([x, s])
.
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In an analogous way, define manifolds MI↑,k,MI−,k and maps Γ±I↑,k,Γ±I−,k.
All these manifolds project on P. Not surprisingly we denote these projections
by piI↓,k, piI↑,k, piI−,k. We also take pik : Dk × P → P to be the projection
to the second factor. By Sard’s theorem there exists a residual subset R′ ⊆
P of regular values of all these projections. Given E0, E1 ∈ R take a path
ψ : [0, 1] → P transverse to all the projections and such that ψ(0) = E0 and
ψ(1) = E1. We claim that the map
B : CS(pik, ψ) −→ (M ×M)k × CP 1k
([x, s], ψ(t), t) 7−→ (fψ(t)k × gk)([x, s])
is a bordism between fE0k × gk and fE1k × gk: under the diffeomorphism
CS(pik, ψ) −→ Dk × [0, 1]
([x, s], ψ(t), t) 7−→ ([x, s], t)
the map B is identified with the map ([x, s], t) 7→ (fψ(t)k × gk)([x, s]), which
when applied to ([x, s], 0) gives (fE0k ×gk)([x, s]) and when applied to ([x, s], 1)
gives (fE1k × gk)([x, s]).
Finally ΩB is contained in the union of the images of the maps
CS(piI↓,k, ψ) −→ (M ×M)k × CP 1k
([x, s], ψ(t), t) 7−→ Γψ(t)±I↓,k (x)
and the images of the analogous maps defined on CS(piI↑,k, ψ) and CS(piI−,k, ψ).
Consider, for E ∈ R ∩R′, the diagram
Dk
(M ×M)k (M ×M)k × CP 1k CP 1k
ww
fEk

fEk ×gk
''
gk
oo
pi(M×M)k
//
piCP1
k
where pi(M×M)k and piCP 1k are the projections. Since f
E
k × gk is a pseudocycle,
according to Proposition 1.51 the map
λk : H
∗(CP 1k ;Z) −→ H∗+2m−2((M ×M)k;Z)
defined by
λk(α) := PD
−1
(M×M)k(pi(M×M)k)∗(pi
∗
CP 1
k
α _ Φ
(M×M)k×CP 1k∗ [fEk × gk])
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provides a substitute for (fEk )
!g∗k. This map does not depend on the choice of E
thanks to Lemma 4.5. Finally using the stabilisation of equivariant cohomology
–Lemma 1.3– on the maps λk we get a map in equivariant cohomology
λ : H∗S1×S1(CP
1;Z) −→ H∗+2m−2S1×S1 (M ×M ;Z)
that we call the lambda-map.
4.2 The lambda-map for general actions
In this section we drop the condition that the action of S1 on M is semi-free so
the right framework to work with is that of Chapter 3: there we constructed
a space P of multivalued perturbations of J and for P ∈ P we defined the
space GP of oriented P -perturbed gradient lines (Definition 3.10). The rest
of Chapter 3 was devoted to proving that, for a generic choice of P ∈ P, GP
admits a stratification parametrised by the critical set of µ and that the strata
are branched manifolds
We will follow the same steps as in Section 4.1, where the role played by
D = M × R× S1 will now be taken by GP∅ × S1. Since this is not a manifold,
but a branched manifold, we cannot apply the theory of pseudocycles directly
and we will need to be careful when doing so. In particular the lambda-map
will be defined in equivariant cohomology with rational coefficients.
Let S1 × S1 act on GP∅ × S1 via
(θ, ζ)(G,α) = (θ ·G, ζαθ¯),
where the S1-action on GP∅ is the one described in Remark 3.14.
Remember that if G ∈ GP∅ is not point-like, it is parametrised by a unique
gradient segment with first component γ : [a0, a1] → M such that hK(0) =
γ(a0) and hK(1) = γ(a1) (see Remark 3.12). In these terms define the maps
fP : GP∅ × S1 −→ M ×M
(G,α) 7−→ (b, α · e) ,
where e is the end of G and
gP : GP∅ × S1 −→ CP 1
(G,α) 7−→ [1 : 2tα] ,
where t = 0 if G is point-like, t = a1 − a0 if G is descending and t = a0 − a1 if
G is ascending.
Lemma 4.6. Both fP and gP are S1 × S1-equivariant maps.
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Proof. If b, e are the beginning and end of G, then the beginning and end of
θ ·G are θ · b, θ · e. The equivariance of fP follows:
fP (θ ·G, ζαθ¯) = (θ · b, ζαθ¯θ · e)
= (θ, ζ)(b, α · e)
= (θ, ζ)fP (G,α).
Note that if G is not point-like then θ · γ parametrises θ ·G, so in any case
we have
gP (θ ·G, ζαθ¯) = [1 : 2tζαθ¯]
= [θ : ζ2tα]
= (θ, ζ)[1 : 2tα]
= (θ, ζ)gP (G,α).
Let (GP∅ × S1)k := (GP∅ × S1) ×S1×S1 S2k+1 × S2k+1. From the lemma it
follows that we have well-defined maps
(GP∅ × S1)k
CP 1k (M ×M)k
ww
gPk
''
fPk .
If we keep following the pattern of Section 4.1 we see that our next goal
is to define an S1 × S1 action on GP \ GP∅ , which consists of those perturbed
gradient lines with a least one breaking point. Let I = {i1, . . . , ir} 6= ∅ with
µ(Ci1) > · · · > µ(Cir). If G ∈ GPI− it must be the case that G = ({b}; ∅, . . . , ∅; b)
for some fixed point b, so we will take the action to be trivial on point-like
elements. Otherwise let G = (K;K1, . . . ,K`; b) and for (θ, ζ) ∈ S1 × S1 define
K(θ,ζ) as in the Section 4.1. If G is descending we let
Kj,(θ,ζ) =

θ ·Kj if inf µ(Rj) > µ(Ci1)
ζ ·Kj if supµ(Rj) < µ(Cir)
Kj otherwise
.
while ifG is ascending we make the same definition interchanging θ and ζ. Then
we have that (K(θ,ζ);K1,(θ,ζ), . . . ,K`,(θ,ζ); θ · b) is also an element of GPI . We
have thus defined an S1×S1 action on GPI that preserves point-like, ascending
and descending elements that makes the map
ΓPI↓ : GPI↓ −→ M ×M
(K; . . . ; b) 7−→ (b, e)
and the analogous ΓPI↑,Γ
P
I− into S
1 × S1-equivariant maps.
The two lemmas that follow study the omega-limit sets of fP and gP and
are analogous to Lemmas 4.2 and 4.3:
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Lemma 4.7. The omega-limit set of fP : GP∅ ×S1 →M ×M is covered by the
images of the maps ΓPI↓, Γ
P
I↑ and Γ
P
I−.
Proof. The proof is totally analogous to that of Lemma 4.2.
Lemma 4.8. The omega-limit set of gP : GP∅ × S1 → CP 1 is contained in
{[1 : 0], [0 : 1]}.
Proof. Let [z : w] ∈ CP 1. Then, there exists (Gj , αj) ∈ GP∅ × S1, a sequence
with no convergent subsequences such that gP (Gj , αj)→
j
[z : w]. The only way
such a sequence cannot converge is that Gj is not point-like for an infinite
number of j and that, for these terms, the parametrising curve [a0j , a1j ]→M
is such that limj a1j − a0j = +∞. Then limj [1 : 2a1j−a0jαj ] = [0 : 1] and
limj [1 : 2
a0j−a1jαj ] = [1 : 0].
At this point we cannot follow the steps of Section 4.1 anymore. The reason
is that although we have control over the omega-limit sets of the maps fP , gP
we cannot say that they are pseudocycles because they are defined on branched
manifolds and we have not developed a theory of pseudocycles in that case.
All the necessary ingredients to define the lambda-map are provided by the
following theorem:
Theorem 4.9. Let ` : W → (M ×M)k be a (q + 2m− 2)-pseudocycle and let
h : V → CP 1k be a (4k + 2− q)-pseudocycle.
Take also D ⊆ C∞(TCP 1k ) and E ⊆ C∞(T (M ×M)k) as in Lemma 1.41
and let D = expD and E = expE. For η ∈ D, γ ∈ E consider the diagram of
Cartesian squares
CS(fPk ◦ piPη◦h, γ ◦ `) W
CS(gPk , η ◦ h) (GP∅ × S1)k (M ×M)k
V CP 1k

//

γ◦`
//
piPη◦h

//
fPk

gPk
//
η◦h
.
There exists a residual subset R ⊆ P ×D× E such that for every (P, η, γ) ∈ R
(1) CS(gPk , η ◦ h) is a branched manifold of dimension 2m+ 4k + 2− q.
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(2) S(h,`,P,η,γ) := CS(fPk ◦ piPη◦h, γ ◦ `) is a finite set.
(3) For any x = ([(G,α), s], v, w) ∈ S(h,`,P,η,γ), G ∈ GP∅ is not a branching
point. Then we let w(x) be the weight of G (Definition 3.17). We also
assign a sign to x as follows: if y := (fPk ◦piPη◦h)([(G,α), s], v) = (γ ◦ `)(w),
the differential at x of the map
(fPk ◦ piPη◦h)× (γ ◦ `) : CS(gPk , η ◦ h)×W −→ (M ×M)k × (M ×M)k
induces an isomorphism between Tx(CS(g
P
k , η ◦ h) × W ) and its image
T(y,y)∆(M×M)k×(M×M)k . We define σ(x) = ±1 depending on whether this
isomorphism preserves (+1) or reverses (−1) orientations.
(4) The linear map
L[h],k : Bq+2m−2((M ×M)k) −→ Q
[`] 7−→ ∑x∈S(h,`,P,η,γ) σ(x)w(x)
is well defined on bordism classes of pseudocycles, i.e. it does not depend
on the choice of `. Moreover it only depends on the bordism class [h], but
not on the particular choice of h (hence the notation). It neither depends
on the choices of P, η, γ,D,E.
Proof. The proof of this theorem relies on strong transversality techniques
(Section 1.3.1) but applied to branched manifolds instead of usual manifolds.
We will also use train tracks (Section 1.2.4) to prove most of point (4):
Applying Lemma 1.42 to gPk and h we deduce that for a generic η ∈ D, the
maps gPk and η ◦ h are transverse. Then CS(gPk , η ◦ h) is a branched manifold
and its dimension is
dim(GP∅ × S1)k + dimV − dimCP 1k =
= (2m+ 4k + 2) + (4k + 2− q)− (4k + 2)
= 2m+ 4k + 2− q
.
This proves (1).
To prove (2) we apply 1.43 to the maps fPk ◦piPη◦h and ` to assert that for a
generic γ ∈ E , the maps fPk ◦ piPη◦h and γ ◦ ` are strongly transverse. Note that
to do so we need some dimensional relations to hold: from Lemmas 4.7, 4.8
and equivariance we can construct omega-maps for fPk ◦ piPη◦h of codimension
2 and since ` is a pseudocycle it also admits an omega-map of codimension 2.
Now, thanks to Lemma 1.40, CS(fPk ◦piPη , γ ◦ `) is a compact smooth branched
manifold of dimension
dimCS(gPk , η ◦ h) + dimW − dim(M ×M)k =
= (2m+ 4k + 2− q) + (q + 2m− 2)− (4m+ 4k) = 0.
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Being compact and 0-dimensional means that it is a finite set.
The claim in (3) follows from the fact that the set of branching points
(GP∅ )≺ has zero measure.
Now we shall see that L[h],k does not depend on the choice of a repre-
sentative in [`]. The proof of this fact is very similar to that of Proposition
1.44: let (`′,W ′) be a pseudocycle bordant with ` and let (˜`, W˜ ) be a bordism
between ` and `′. By Lemma 1.43 fPk ◦ piPη and γ ◦ ˜` are strongly transverse
maps for a generic choice of γ ∈ E . Then CS(fPk ◦ piPη , γ ◦ ˜`) =: T is a com-
pact branched manifold of dimension 1. Since it is oriented, T is a train
track. Let S := S(h,`,P,η,γ) and S′ := S(h,`′,P,η,γ). Then ∂T = S′ − S because
∂W˜ = W ′ −W . Reversing the orientation of T if necessary we get that
∂T+ = {x ∈ S : σ(x) = 1} ∪ {x ∈ S′ : σ(x) = −1},
∂T− = {x ∈ S : σ(x) = −1} ∪ {x ∈ S′ : σ(x) = 1}.
Finally note that T carries a weighting (see Definition 1.29) induced by the
weights on GP∅ as in (3). Applying Proposition 1.31 we deduce that∑
x∈S
σ(x)=1
w(x) +
∑
x∈S′
σ(x)=−1
w(x) =
∑
x∈S
σ(x)=−1
w(x) +
∑
x∈S′
σ(x)=1
w(x),
which collecting in terms of S and S′ gives∑
x∈S
σ(x)=1
w(x)−
∑
x∈S
σ(x)=−1
w(x) =
∑
x∈S′
σ(x)=1
w(x)−
∑
x∈S′
σ(x)=−1
w(x).
From this we conclude that∑
x∈S
σ(x)w(x) =
∑
x∈S′
σ(x)w(x),
which is what we wanted to prove.
To show independence from the choice of a rsepresentative in [h] we do
something very similar: if h′ is a pseudocycle and h˜ is a cobordism between h
and h′, for a generic η ∈ D we have that CS(gPk , η ◦ h˜) is an oriented compact
branched manifold and that CS(fPk ◦piPη◦h˜, γ ◦ `) is a train track with boundary
S(h′,`,P,η,γ) − S(h,`,P,η,γ). Applying the same arguments as above to this train
track we get the desired result.
We also use train tracks to prove independence from η, γ and P :
Let γ0, γ1 ∈ E be generic and satisfy (2). Take a path ψ : [0, 1] → E such
that ψ(0) = γ0, ψ(1) = γ1 and such that f
P
k ◦ piPη◦h and
L : W × [0, 1] −→ (M ×M)k
(w, t) 7−→ (ψ(t) ◦ `)(w)
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are strongly transverse maps: we can do so because the dimensions of the
omega-limit sets of L and fPk ◦ piPη◦h are controlled (in the fashion of Lemma
1.43), thanks to ` being a pseudocycle in the former and from Lemmas 4.7,
4.8 in the latter. Then CS(fPk ◦ piη◦h, L) is a train track with boundary
S(h,`,P,η,γ1) − S(h,`,P,η,γ0). Using the same arguments on train tracks as above
we get independence of γ ∈ E .
Independence of η is proved very similarly: let η0, η1 ∈ D be generic and
satisfy (1). Take a path ψ : [0, 1]→ D such that ψ(0) = η0, ψ(1) = η1 making
gPk and
H : V × [0, 1] −→ CP 1k
(v, t) 7−→ (ψ(t) ◦ h)(w)
into transverse maps. Then CS(gPk , H) is a smooth branched manifold and
the projection piPH : CS(g
P
k , H)→ (GP∅ × S1)k is smooth. If we take ψ so that
fPk ◦ piPH and γ ◦ ` are strongly transverse maps (which we can, controlling
dimensions of omega-limit sets as above), then CS(fPk ◦ piPH , γ ◦ `) is a train
track with boundary S(h,`,P,η1,γ) − S(h,`,P,η1,γ). This shows independence of η.
Finally, once again independence of P follows in a very similar way. Take
P0, P1 ∈ P and let ψ : [0, 1] → P be a a path such ψ(0) = P0 and ψ(1) = P1.
Define
G = {(x, t) : t ∈ [0, 1], x ∈ (Gψ(t)∅ × S1)k}
and consider the maps
g : G −→ CP 1k
(x, t) 7−→ gψ(t)k (x)
,
f : G −→ (M ×M)k
(x, t) 7−→ fψ(t)k (x)
Taking ψ properly we get that CS(g, η◦h) is a smooth branched manifold, and
we have a projection pi : CS(g, η◦h)→ G, and also we have that CS(f◦pi, γ◦`) is
a train track with boundary S(h,`,P1,η,γ)−S(h,`,P0,η,γ). This shows independence
of P .
The only remaining thing to do is to prove that L[h],k is independent of the
choice of D and E: if D′ also satisfies the conditions of Lemma 1.41, then so
does D′′ := D + D′. Applying the result to D′′ = exp(D′′) instead of D we
see that L[h],k does not depend on the choice of elements within (a residual
subset of) D′′. Since D′′ contains both D and D′ := expD′, we can assert that
L[h],k does not depend of any choice within these two sets. The same applies
to E.
In this theorem, given a bordism class [h] ∈ B4k+2−q(CP 1k ) we have con-
structed a linear map L[h],k : Bq+2m−2((M ×M)k) → Q. Recall from Section
1.3 on pseudocycles the equivalences
Ψ
(M×M)k∗ : H∗((M ×M)k;Z) −→ B∗((M ×M)k)
Φ
CP 1k∗ : B∗(CP 1k ) −→ H∗(CP 1k ;Z)
.
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Then L[h],k ◦Ψ(M×M)k∗ : Hq+2m−2((M ×M)k;Z)→ Q is linear and we can
view it as
L[h],k ◦Ψ(M×M)k∗ ∈ Hq+2m−2((M ×M)k;Q).
Also Φ
CP 1k∗ [h] ∈ H4k+2−q(CP 1k ;Z) and via intersection pairing of pseudocycles
we get a cohomology class
I
Φ
CP1
k∗ [h]
∈ Hq(CP 1k ;Q).
Since the elements of the form I
Φ
CP1
k∗ (β)
with β ∈ B∗(CP 1k ) generate H∗(CP 1k ;Q)
we get a correspondence
λk : H
∗(CP 1k ;Q) −→ H∗+2m−2((M ×M)k;Q)
I
Φ
CP1
k∗ (β)
7−→ Lβ,k ◦Ψ(M×M)k∗ ,
Finally, by means of stabilisation in equivariant cohomology –Lemma 1.3– we
get a map
λ : H∗S1×S1(CP
1;Q) −→ H∗+2m−2S1×S1 (M ×M ;Q),
which we call the lambda-map.
Remark 4.10. Before going on we shall justify why we used different tech-
niques to define the lambda-map for the semi-free and for the general case: for
the semi-free case we could have used ideas related to the intersection pair-
ing as well, but that would have made us lose information contained in the
torsion. Moreover, being able to use the correspondence between bordisms
of pseudocycles and integral homology we were able to make a more direct
construction. Trying this more direct construction in the general case would
be possible if there was a theory relating bordisms of pseudocycles defined on
branched manifolds and rational homology. Such a result may be achieved if we
define branched manifolds always with a weighting as in [Sal] and try to make
an analogous construction to that in [Zin] for such more general pseudocycles.
However, this is far from the scope of our work.
4.3 The Kirwan map
From now on will consider a general action of S1 (i.e. not necessarily semi-free)
and all cohomologies will be taken with rational coefficients.
Let c ∈ R be a regular value of the moment map µ. The S1-action on
µ−1(c) has finite stabilisers and by the Cartan isomorphism (Proposition 1.15)
we have that H∗S1(µ
−1(c)) ' H∗(M//cS1), where M//cS1 := µ−1(c)/S1 is a
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common notation for the symplectic quotient. The inclusion µ−1(c) ↪→ M
induces a map H∗S1(M) → H∗S1(µ−1(c)), which composed with the Cartan
isomorphism gives rise to the Kirwan map
κc : H
∗
S1(M) −→ H∗(M//cS1).
This construction is valid for any Hamiltonian action of an abelian group.
In particular for the S1×S1 action on M×M defined by (θ, ζ)(p, q) = (θ·p, ζ ·q),
whose moment map is (p, q) 7→ (µ(p), µ(q)). If c ∈ R is a regular value of µ,
then (c, c) is a regular value of this action and there is a natural identification
(M ×M)//(c,c)(S1 × S1) 'M//cS1 ×M//cS1. The corresponding Kirwan map
is of the form
κ(c,c) : H
∗
S1×S1(M ×M) −→ H∗(M//cS1 ×M//cS1).
Definition 4.11. Let c be a regular value of µ. A cohomology class β ∈
H2m−2S1×S1(M ×M) is a biinvariant diagonal class for c if κ(c,c)(β) is the Poincare´
dual of [∆M//cS1×M//cS1 ]. We say that β is a global biinvariant diagonal class
if it is a biinvariant diagonal class for all regular values of µ.
Remark 4.12. Since the action of S1 on µ−1(c) may contain non-trivial finite
stabilisers, M//cS
1 is not a smooth manifold in general, but only an orbifold.
Nevertheless, Poincare´ duality still holds for orbifolds. The details can be found
in [Sat] (note that Satake refers to orbifolds as “V-manifolds”).
Using the isomorphism H∗(−;Q) ' H∗(−;Q)∨ we can view Poincare´ dual-
ity as taking values in the dual of the cohomology, i.e.
PDM//cS1 : H
∗(M//cS1) −→ H2m−2−∗(M//cS1)∨.
Using the natural identification
(M ×M)×S1×S1 B(S1 × S1) ' (M ×S1 BS1)× (M ×S1 BS1)
and Ku¨nneth we have
H2m−2S1×S1(M ×M) '
2m−2⊕
p=0
H2m−2−pS1 (M)⊗HpS1(M).
Consider the map
2m−2⊕
p=0
H2m−2−pS1 (M)⊗HpS1(M) −→
2m−2⊕
p=0
Hp(M//cS
1)∨ ⊗HpS1(M),
defined by (PDM//cS1 ◦ κc) ⊗ id. In this way for any regular value c of the
moment map µ and for any degree 2m − 2 equivariant cohomology class β of
M ×M we get a degree preserving linear map lβc : H∗(M//cS1) −→ H∗S1(M).
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Lemma 4.13. If β is a biinvariant diagonal class for c, then lβc is a right
inverse of κc.
Proof. Let β =
∑
εi ⊗ ηi ∈ H∗S1(M) ⊗ H∗S1(M) be any decomposition. Then
we get κ(c,c)(β) =
∑
κc(εi) ⊗ κc(ηi). Since κ(c,c)(β) is the Poincare´ dual of
[∆M//cS1×M//cS1 ], for any a ∈ H∗(M//cS1) we have∑Ç∫
M//cS1
a ^ κc(εi)
å
κc(ηi) = a.
On the other hand
lβc (a) =
∑Ç∫
M//cS1
a ^ κc(εi)
å
ηi,
and applying κc we get
(κc ◦ lβc )(a) =
∑Ç∫
M//cS1
a ^ κc(εi)
å
κc(ηi).
Therefore (κc ◦ lβc )(a) = a.
We have defined biinvariant diagonal classes and we have seen that they
provide right inverses of the Kirwan map. However we still do not know if
biinvariant diagonal classes exist. The lambda-map now comes into play to
prove that they do exist:
Theorem 4.14. λ(1) is a global biinvariant diagonal class.
Proof. To simplify notation we will write ∆ := ∆M/cS1×M/cS1 and we will omit
subscripts and superscripts for PD, Φ∗ and Ψ∗ which should be clear from the
context.
Take k large enough so that λ(1) = λk(1) and so that we have isomorphisms
H2m−2S1×S1(M ×M) ' H2m−2((M ×M)k),
H2m−2S1×S1(µ
−1(c)× µ−1(c)) ' H2m−2((µ−1(c)× µ−1(c))k).
Consider the maps
(µ−1(c)× µ−1(c))k (M ×M)k
M//cS
1 ×M//cS1
  //
ιk

vk
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where the vertical arrow, defined by [(p, q), s] 7→ ([p], [q]), induces the Cartan
isomorphism in degree 2m− 2 cohomology. Then
κ(c,c)(λ(1)) = ((v
∗
k)
−1 ◦ ι∗k ◦ λk)(1).
and therefore the result is equivalent to proving that
(vk)
∗PD−1[∆M//cS1×M//cS1 ] = (ι
∗
k ◦ λk)(1).
Let us first compute the right hand side of this equation: the cohomology
class λk(1) can be seen as a morphism
ϕk : H2m−2((M ×M)k;Z) −→ Q
and then the cohomology class (ι∗k ◦λk)(1) is identified with the map ϕk ◦ (ιk)∗.
Given a ∈ H2m−2((µ−1(c)× µ−1(c))k;Z) we shall compute (ϕk ◦ (ιk)∗)a.
If id denotes the identity on CP 1k , then its bordism class is identified with
the fundamental class of CP 1k : Φ∗[id] = [CP 1k ]. Then IΦ∗[id] = PD−1[CP 1k ] = 1
and from the definition of the lambda-map it follows that ϕk = L[id],k ◦Ψ∗.
Let us compute L[id],k using Theorem 4.9: CS(gPk , id) is the graph of gPk and
therefore the projection piPid : CS(g
P
k , id) → (GP∅ × S1)k is a diffeomorphism,
so for a (2m − 2)-pseudocycle ` of (M ×M)k we can identify CS(fPk ◦ piPid, `)
with CS(fPk , `). Hence L[id],k([`]) is obtained by counting points of CS(fPk , `)
with signs and weights. In other words, L[id],k([`]) = #wCS(fPk , `) where #w
denotes counting with weights.
If ha is a (2m− 2)-pseudocycle of (µ−1(c)×µ−1(c))k such that Φ∗[ha] = a,
then
(ϕk ◦ (ιk)∗)a = (ϕk ◦ (ιk)∗)Φ∗[ha]
(1)
= ϕk(Φ∗[ιk ◦ ha])
(2)
= (L[id],k ◦Ψ∗ ◦ Φ∗)[ιk ◦ ha]
= L[id],k[ιk ◦ ha]
(3)
= #wCS(f
P
k , ιk ◦ ha)
where (1) is given by the fact that ιk is a pseudocycle of (M ×M)k and the
functoriality of Φ∗, (2) is the expression we found out for ϕk and (3) follows
from the computation in the last paragraph.
In conclusion, the cohomology class (ιk)
∗λk(1) is identified with the map
ϕk ◦ (ιk)∗ : H2m−2((µ−1(c)× µ−1(c))k;Z) −→ Q
a 7−→ #wCS(fPk , ιk ◦ ha)
,
where ha is any pseudocycle such that Φ∗[ha] = a.
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On the other hand the cohomology class (vk)
∗PD−1[∆M//cS1×M//cS1 ] seen
as a map from integer homology to the rationals is defined by sending a to
the intersection number of im (vk ◦ ha) and ∆M//cS1×M//cS1 . That this value
coincides with #wCS(f
P
k , ιk ◦ ha) follows from the fact that
vk(im f
P
k ∩ (µ−1(c)× µ−1(c))k) = ∆M//cS1×M//cS1 ,
which we shall now prove:
By equivariance we only need to see that if (p, q) ∈ im fP ∩(µ−1(c)×µ−1(c))
then p and q are in the same S1-orbit: since (p, q) ∈ im fP there exists α ∈ S1
such that p and α · q are the beginning and the end of a P -perturbed gradient
line, but since µ(α · q) = µ(q) = µ(p) the perturbed gradient line must be
point-like and p = α · q, so p and q are in the same S1-orbit.
Corollary 4.15 (Kirwan surjectivity). The Kirwan map κc is surjective for
every regular value c of µ.
Proof. Given any regular value c of µ the theorem asserts that λ(1) is a biinvari-
ant diagonal class for c. Then, according to Lemma 4.13, l
λ(1)
c is a right-inverse
of κc and hence κc is surjective.
Remark 4.16. Kirwan surjectivity was originally proved by Kirwan in [Kir] in
a more general context; namely for the action of any compact and connected
Lie group. The techniques we used are rather different from hers but have
the advantage that a right-inverse of the Kirwan map is made explicit. Our
techniques are much more similar to the ones in [Mun], where Kirwan surjec-
tivity is recovered in the same context as ours by means of the construction of a
global biinvariant diagonal class. The upshot here is that the global biinvariant
diagonal class we obtained is just λ(1) and we can get extra results by further
studying the lambda-map.
4.4 Biinvariant diagonal classes of product mani-
folds
We have seen that the lambda-map provides a global biinvariant diagonal class
and, as a consequence, Kirwan’s surjectivity at every regular level. To do so we
just needed to compute λ(1). In this section we compute the global biinvariant
diagonal class of a product Hamiltonian space in terms of the lambda-maps of
its components. To do so it is convenient to study in detail the source space
of the lambda-map, which is the equivariant cohomology ring H∗S1×S1(CP
1).
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Let (M,ωM , S
1, µM ) and (N,ωN , S
1, µN ) be Hamiltonian spaces and let
(M ×N, pi∗MωM + pi∗NωN , S1, µM + µN )
be their product Hamiltonian space (here piM , piN are the projections). We
would like to relate the lambda map λM×N of the product space with the
lambda maps λM , λN of its components.
Let ι∆ : CP 1 → CP 1 × CP 1 denote the diagonal map. In Section 1.1.2 we
constructed an equivariant version of the shriek map it induces:
ι!∆,S1×S1 : H
∗
S1×S1(CP
1) −→ H∗+2S1×S1(CP 1 × CP 1).
By means of equivariant Ku¨nneth we see that the target space of ι!∆,S1×S1 can
be identified with
∗+2⊕
q=0
HqS1×S1(CP
1)⊗H∗(CP∞×CP∞) H∗+2−qS1×S1 (CP 1).
If we apply λM ⊗ λN to an element of this space we obtain an element of
∗+2⊕
q=0
Hq+2m−2S1×S1 (M ×M)⊗H∗(CP∞×CP∞) H∗+2n−qS1×S1 (N ×N)
which again in terms of equivariant Ku¨nneth can be seen as a subspace of
H
∗+2(m+n)−2
S1×S1 (M ×M ×N ×N). In these terms we can think
(λM ⊗ λN ) ◦ ι!∆,S1×S1 : H∗S1×S1(CP 1) −→ H∗+2(m+n)−2S1×S1 (M ×N ×M ×N).
The result we want to prove is
Theorem 4.17. We have that (λM ⊗ λN ) ◦ ι!∆,S1×S1 = λM×N .
Remark 4.18. Before doing anything else, we need to be careful on how we
take perturbations: if JM , JN are almost complex structures compatible with
ωM , ωN respectively, then JM ×JN is an almost complex structure compatible
with pi∗MωM + pi
∗
NωN . Moreover if DM ,DN and DM×N are the bundles of
infinitesimal perturbations of JM , JN and JM×JN , the bundle pi∗MDM⊕pi∗NDN
is a subbundle of DM×N . We shall take a perturbation zone Z ′ around a union
of regular values Z in M × N such that its projections onto M,N are valid
perturbation zones too: if (p, q) ∈ Z we need that p and q are not both fixed
points. Then if δ is small enough, the projections of the solid torus R((p, q), δ)
on M,N are also valid tori. Recall that perturbations are supported on a
finite number of tori the union of which contains Z. From there and the
relation of bundles above we can construct a space of perturbations PM×N on
M ×N that gives rise to spaces of perturbations PM ,PN and such that each
PM×N ∈ PM×N gives PM ∈ PM and PN ∈ PN . It is in this framework that
we shall prove the theorem.
4.4. Biinvariant diagonal classes of product manifolds 91
Proof. As in the remark take a perturbation PM×N ∈ PM×N and the associated
perturbations PM , PN . In Section 3.3 we defined the moduli space of perturbed
broken gradient lines GPM associated to M . To simplify notation we will write
GM := GPM∅ ×S1. At the beginning of Section 4.2 we defined S1×S1-equivariant
maps gPM , fPM from GM to CP 1 and M ×M respectively. Again to simplify
notation let us write gM , fM for these maps. The bundles
Ek := S
2k+1 × S2k+1 −→ Bk := CP k × CP k
stabilise to the universal bundle of S1×S1. Hence we can form the associated
bundles GMk , CP 1k , (M ×M)k over Bk and we the corresponding associated
maps gMk , f
M
k (these notations are taken again from Section 4.2). The very
same concepts applied to N and M × N respectively let us define GNk ,gNk ,fNk
and GM×Nk , gM×Nk ,fM×Nk .
Consider the two diagrams
CS(gM×Nk , h) GM×Nk ((M ×N)× (M ×N))k
V CP 1k
//
pih

//
fM×N
k

gM×N
k
//
h
,
CS(gMk × gNk , ι∆,k ◦ h) GMk ×Bk GNk (M ×M)k ×Bk (N ×N)k
V CP 1k ×Bk CP 1k
//
piι∆,k◦h

//
fMk ×fNk

gMk ×gNk
//
ι∆,k◦h
,
where h : V → CP 1k is a pseudocycle. According to Theorem 4.9 the first
diagram is the one used to define the successive approximations λM×Nk of the
lambda map λM×N . The same construction of Theorem 4.9 applied to the
second diagram gives rise to (λMk ⊗ λNk ) ◦ ι!∆,k.
Once again according to Theorem 4.9 the spaces we need to study are the
images of fM×Nk ◦ pih and (fMk ◦ gMk ) ◦ piι∆,k◦h. Their respective target spaces
are identified under the diffeomorphism
χ : ((M ×N)× (M ×N))k −→ (M ×M)k ×Bk (N ×N)k
[((p, q), (p′, q′)), s] 7−→ ([(p, p′), s], [(q, q′), s]) .
Therefore the result we are now proving will be completed if we are able to see
that the images of fM×Nk ◦ pih and (fMk ◦ gMk ) ◦ piι∆,k◦h are identified under χ.
To see this we will construct a diffeomorphism
χ˜ : CS(gM×Nk , h)→ CS(gMk × gNk , ι∆,k ◦ h)
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between their source spaces such that
CS(gM×Nk , h) ((M ×N)× (M ×N))k
CS(gMk × gNk , ι∆,k ◦ h) (M ×M)k ×Bk (N ×N)k
//
fM×N
k
◦pih

χ˜ '

' χ
//
(fMk ×fNk )◦piι∆,k◦h
commutes.
Let (G,α) ∈ GM×N . If G = (K; . . . ; b) then piMG := (piM (K); . . . ;piM (b))
with the suitable lifts is an element of GM . The same construction can be
done for the projection on N . If G is point-like define tG := 0. Otherwise G
is parametrised by a curve γ : [t0, t1] → M × N . Define tG := t1 − t0 if G is
descending and define tG := t0 − t1 if G is ascending. Then ([(G,α), s], v) ∈
CS(gM×Nk , h) if and only if h(v) = [[1 : 2
tGα], s]. We define
χ˜([(G,α), s], v) = ([(piMG,α), s], [(piNG,α), s], v),
which is an element of CS(fPk × gPk , ι∆,k ◦ h) because tpiMG = tpiNG = tG. We
shall now construct the inverse of χ˜:
The elements of CS(gMk × gNk , ι∆,k ◦ h) are those of the form
([(G,α), s′], [(G′, α′), s′], v) ∈ GMk × GNk × V
such that [s] = [s′] and h(v) = [[1 : 2tGα], s] = [[1 : 2tG′α′], s′].
Since s, s′ ∈ S2k+1× S2k+1 are in the same orbit and the action of S1× S1
on this space is free, there exists a unique (θ, ζ) ∈ S1×S1 such that (θ, ζ)s = s′.
Then
[[1 : 2tG′α′], s′] = [[1 : 2tG′α′], (θ, ζ)s] = [(θ¯, ζ¯)[1 : 2tG′α′], s]
and hence
[1 : 2tGα] = (θ¯, ζ¯)[1 : 2tG′α′] = [θ¯, 2tG′ ζ¯α′] = [1 : 2tG′θζ¯α′].
Therefore we have that 2tGα = 2tG′θζ¯α′ and in particular |2tG | = |2tG′ |, from
where we deduce that tG = tG′ and then that α = θζ¯α
′, so α′ = ζαθ¯. Now we
have that (G′, α′) = (G′, ζαθ¯) = (θ, ζ) · (θ¯G′, α) according to how the action of
S1 × S1 on GN is defined.
Finally we have that [(G′, α′), s′] = [(θ, ζ) · (θ¯G′, α), (θ, ζ)s] = [(θ¯G′, α), s].
Since θ¯ can be any element of S1 and tθ¯G′ = tG′ we end up finding out that
CS(gMk × gNk , ι∆,k ◦ h) is the set of elements of the form
([(G,α), s], [(G′, α), s], v)
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where α ∈ S1, s ∈ S2k+1×S2k+1, v ∈ V and G,G′ are perturbed curves of M,N
with no breaking points such that tG = tG′ and such that h(v) = [[1 : 2
tGα], s].
Given an element of this set let G = (K; . . . ; b) and let G′ = (K ′; . . . ; b′). Let
G×G′ = (K×K ′; . . . ; (b, b′)) with the lifts chosen according to those of G and
G′. Since tG = tG′ , if G,G′ are not point-like then hK×K′ gives to G×G′ the
structure of a perturbed gradient line of M×N . The construction implies that
the projections of G×G′ are precisely G and G′. Moreover, tG×G′ = tG = tG′ so
([(G×G′, α), s], v) is an element of CS(gM×Nk , h). This finishes the construction
of the inverse of χ˜.
Now if G ∈ GM×N has beginning and end (b, b′), (e, e′) ∈ M × N we have
that
(χ ◦ fM×Nk ◦ pih)([(G,α), s], v) = χ([(b, b′), (α · e, α · e′), s])
= ([(b, α · e), s], [(b′, α · e′), s])
and that
((fMk ◦ fNk ) ◦ piι∆,k◦h ◦ χ˜)([(G,α), s], v) =
= (fMk × fNk )([(piMG,α), s], [(piNG,α), s])
= ([(b, α · e), s], [(b′, α · e′), s])
.
This shows that χ ◦ fM×Nk ◦ pih = (fMk ◦ fNk ) ◦ piι∆,k◦h ◦ χ˜ and the proof is
completed.
4.4.1 The cohomology ring H∗S1×S1(CP 1)
The source space of both the lambda-map and ι!∆,S1×S1 is the cohomology ring
H∗S1×S1(CP
1). In this section we compute it in detail –also giving a geometric
interpretation of the classes that generate it– and we study its image under
ι!∆,S1×S1 . Combining this with the last theorem we will get formulas for a
global biinvariant class of a product Hamiltonian space.
From equivariant cohomology we know that
H∗S1×S1(CP
1) = H∗(CP 1 ×S1×S1 (S∞ × S∞)),
where
pi : CP 1 ×S1×S1 (S∞ × S∞) −→ CP∞ × CP∞
is the fibre bundle induced by the S1×S1 actions on CP 1 and on its universal
bundle.
Let ρ1, ρ2 : CP∞ × CP∞ → CP∞ denote the projections to each factor
and let Oj(−1) = ρ∗jOCP∞(−1) be the pull-back of the tautological bundle
OCP∞(−1). If s1, s2 ∈ S∞ ⊆ C∞, the fibre of the bundle
P(O1(−1)⊕O2(−1)) −→ CP∞ × CP∞
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over the point ([s1], [s2]) is P(〈s1〉 ⊕ 〈s2〉), where 〈sj〉 is the 1-dimensional
complex subspace of C∞ generated by sj .
We can identify P(O1(−1)⊕O2(−1)) with CP 1 ×S1×S1 (S∞ × S∞) via
[as1, bs2] 7−→ [[a : b], (s1, s2)] .
From this identification we get that
H∗S1×S1(CP
1) ' H∗(P(O1(−1)⊕O2(−1)))
and we can compute this cohomology in terms of Chern classes: the total Chern
class of O1(−1)⊕O2(−1) is
c(O1(−1)⊕O2(−1)) = c(O1(−1))c(O2(−1))
= (1 + τ1)(1 + τ2)
= 1 + (τ1 + τ2) + τ1τ2,
where τ1, τ2 are the pull-backs, under ρ1, ρ2 respectively, of the Euler class of
OCP∞(−1). Then we have
c1(O1(−1)⊕O2(−1)) = τ1 + τ2, c2(O1(−1)⊕O2(−1)) = τ1τ2.
From the Leray-Hirsch theorem we deduce that
H∗(P(O1(−1)⊕O2(−1))) ' Q[t1, t2, u]/(u2 − (t1 + t2)u+ t1t2)
' Q[t1, t2, u]/(u− t1)(u− t2) ,
where u is the Euler class of the bundle OP(O1(−1)⊕O2(−1))(−1) and t1 =
pi∗τ1, t2 = pi∗τ2. In conclusion we have that
H∗S1×S1(CP
1) ' Q[t1, t2, u]/(u− t1)(u− t2).
To study the image of ι!∆,S1×S1 we will use its approximations ι
!
∆,k induced
by the diagonal inclusion ι∆,k : CP 1k → (CP 1 × CP 1)k as we did in Section
1.1.2. As usual let CP 1k = CP 1 ×S1×S1 (S2k+1 × S2k+1). We can carry out the
exact same construction as above to compute the approximations H∗(CP 1k ) of
H∗S1×S1(CP
1):
Let ρ1, ρ2 : CP k × CP k → CP k be the projections to each factor and let
Oj(−1) = ρ∗jOCPk(−1). There is an identification P(O1(−1)⊕O2(−1)) ' CP 1k
and
H∗(CP 1k ) = Q[u, t1, t2]/(tk+11 , t
k+1
2 , (u− t1)(u− t2))
where u is the Euler class of OP(O1(−1)⊕O2(−1)))(−1) and t1, t2 are the pull-backs
under ρ1, ρ2 of the Euler class of OCPk(−1).
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Let s1, s2 ∈ S2k+1 ⊆ Ck+1 and let H0 = {(s0, . . . , sk) ∈ Ck+1 : H0 = 0}.
Then
σ : P(O1(−1)⊕O2(−1))) −→ OP(O1(−1)⊕O2(−1)))(−1)
[as1, bs2] 7−→
Ç
s1
s01
,
bs2
as01
å
is a well-defined meromorphic section with no zeroes and poles in the union of
P = {[0 : 1]}×S1×S1(S2k+1×S2k+1) andQ = CP 1×S1×S1((S2k+1∩H0)×S2k+1).
From this we deduce that PD(u) = −[P ]− [Q].
If s ∈ S2k+1, then
CP k −→ OCPk(−1)
[s] 7−→ s
s0
is a meromorphic section with no zeroes and pole locus P(H0). Hence the
Poincare´ dual of the Euler class is PD(c1(O(CP k))) = −[P(H0)]. Now observe
thatQ = pi−1(ρ−11 (P(H0))), and since pi and ρ1 are submersions we have that
−PD−1[Q] = −PD−1[pi−1(ρ−11 (P(H0)))]
= −pi∗ρ∗1PD−1[P(H0)]
= pi∗ρ∗1c1(OCPk(−1))
= t1.
From this we obtain that u = −PD−1[P ] + t1.
Under the diffeomorphism
(CP 1 × CP 1)k −→ CP 1k ×CPk×CPk CP 1k
[(x, y), (s1, s2)] 7−→ [[x, (s1, s2)], [y, (s1, s2)]]
we can think of ι∆,k as the map
ι∆,k : CP 1k −→ CP 1k ×CPk×CPk CP 1k
[x, (s1, s2)] 7−→ [[x, (s1, s2)], [x, (s1, s2)]]
By Leray-Hirsch and Ku¨nneth, there is an isomorphism
H∗(CP k)⊗H∗(CPk×CPk) H∗(CP k) −→ H∗(CP 1k ×CPk×CPk CP 1k )
α⊗ β 7−→ pi∗1α ^ pi∗2β
where pi1, pi2 : CP 1k ×CPk×CPk CP 1k → CP 1k are the projections.
In these terms we have
Lemma 4.19. For j = 1, 2, ι!∆,k(tj) = tjι
!
∆,k(1).
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Proof. Let p˜i : CP 1k ×CPk×CPk CP 1k → CP k × CP k be the projection. Then
ι!∆,k(tj) = ι
!
∆,k(pi
∗ρ∗jc1(OCPk(−1)))
(1)
= ι!∆,k(ι
∗
∆,kp˜i
∗ρ∗jc1(OCPk(−1))
= p˜i∗ρ∗jc1(OCPk(−1)) ^ ι!∆,k(1)
(2)
= pi∗jpi∗ρ∗jc1(OCPk(−1)) ^ ι!∆,k(1)
= pi∗j tj ^ ι!∆,k(1)
= tjι
!
∆,k(1)
where we used pi = p˜i ◦ ι∆,k in (1), p˜i = pi ◦ pij in (2) and Ku¨nneth in the last
equality.
In view of this result we are also interested in computing:
Lemma 4.20. ι!∆,k(1) = (t1 + t2)(1⊗ 1)− u⊗ 1− 1⊗ u.
Proof. Note that
ι!∆,k(1) = (PD
−1 ◦ (ι∆,k)∗ ◦ PD)(1)
= PD−1 ◦ (ι∆,k)∗[CP 1k ]
= PD−1[ι∆,k(CP 1k )]
= PD−1[∆CP 1
k
×CP 1
k
]
Consider the bundle pi : CP 1k → CP k × CP k. In [Grah, theo. 4.1] there is a
description of how to compute the Poincare´ dual of [∆CP 1
k
×CP 1
k
] as an element
of H∗(CP 1k ×CPk×CPk CP 1k ) in terms of this bundle:
The cohomology of the base is H∗(CP k × CP k) ' Q[τ1, τ2]/(τk+11 , τk+12 )
and the cohomology of the total space is
H∗(CP 1k ) ' Q[t1, t2, u]/((u− t1)(u− t2), tk+11 , tk+12 ).
Consider x1 = y2 = u and x2 = y1 = 1 as elements of H
∗(CP 1k ). Then
both sets {x1, x2} and {y1, y2} restrict to a basis of the cohomology of the
fibre. Let zij = pi
!(xiyj) and consider the matrix Z = (zij). According to the
aforementioned theorem, Z is invertible and, if (Z−1)t = (aij), the class we are
looking for is
∑
aijxi ⊗ yj .
For dimensional reasons pi!(1) = 0. Since pi! is integration along the fibre
and u is the Euler class, we have pi!(u) = −1. Finally,
pi!(u2) = pi!((t1 + t2)u− t1t2) = (t1 + t2)pi!(u) + t1t2pi!(1) = −(t1 + t2).
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Then
Z =
Ç−1 −(t1 + t2)
0 −1
å
,
and therefore
(Z−1)t =
Ç −1 0
t1 + t2 −1
å
.
Then the class PD−1[∆CP 1
k
×CP 1
k
] coincides with
(t1 + t2)(x2⊗ y1) + (−1)x1⊗ y1 + (−1)x2⊗ y2 = (t1 + t2)(1⊗ 1)−u⊗ 1− 1⊗u
and the result is proved.
Remark 4.21. By the usual stabilisation argument in equivariant cohomology
–Lemma 1.3– we see that
ι!∆,S1×S1(1) = (t1 + t2)(1⊗ 1)− u⊗ 1− 1⊗ u
in terms of equivariant Ku¨nneth. This is the equivariant diagonal class –see
Section 1.1.2– for the S1 × S1-action on CP 1.
The last generator of the cohomology of H∗(CP 1k ) for which we have to
compute its image under ι!∆,k is u. Let us do it:
Lemma 4.22. ι!∆,k(u) = t1t2(1⊗ 1)− u⊗ u.
Proof. Recall that u = t1 − PD−1[P ] where
P = {[0 : 1]} ×S1×S1 (S2k+1 × S2k+1) ⊆ CP 1k .
From the two previous lemmas we have that
ι!∆,k(t1) = t1ι
!
∆,k(1) = (t
2
1 + t1t2)(1⊗ 1)− t1(u⊗ 1)− t1(1⊗ u).
Let us now compute ι!∆,k(PD
−1[P ]). We have
ι!∆,k(PD
−1[P ]) = (PD−1 ◦ (ι∆,k)∗ ◦ PD)(PD−1[P ])
= (PD−1 ◦ (ι∆,k))∗[P ]
= PD−1[ι∆,k(P )]
= PD−1[P ×CPk×CPk P ]
= PD−1[(P ×CPk×CPk CP 1k ) ∩ (CP 1k ×CPk×CPk P )]
= PD−1[pi−11 (P ) ∩ pi−12 (P )]
= PD−1[pi−11 (P )] ^ PD
−1[pi−12 (P )]
= pi∗1PD−1[P ] ^ pi∗2PD−1[P ]
= pi∗1(t1 − u) ^ pi∗2(t1 − u)
= (t1 − u)⊗ (t1 − u)
= t21(1⊗ 1)− t1(u⊗ 1)− t1(1⊗ u) + u⊗ u
The difference of the two expressions gives ι!∆,k(u) = t1t2(1⊗ 1)− u⊗ u.
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From the three previous lemmas and by means of stabilisation in equivariant
cohomology –Lemma 1.3– we have, in terms of equivariant Ku¨nneth, that
• ι!∆,S1×S1(1) = (t1 + t2)(1⊗ 1)− u⊗ 1− 1⊗ u
• ι!∆,S1×S1(tj) = (t2j + t1t2)− tj(u⊗ 1)− tj(1⊗ u) for j = 1, 2
• ι!∆,S1×S1(u) = t1t2(1⊗ 1)− u⊗ u
Now, using these formulas we get the following immediate corollary of The-
orem 4.17:
Corollary 4.23. Let (M,ωM , S
1, µM ) and (N,ωN , S
1, µN ) be Hamiltonian
spaces and let λM , λN be its corresponding lambda-maps. If λM×N is the
lambda-map of its corresponding product Hamiltonian space, we have the fol-
lowing formulas:
1. λM×N (1) = (t1 + t2)λM (1)⊗ λN (1)− λM (u)⊗ λN (1)− λM (1)⊗ λN (u)
2. λM×N (u) = t1t2λM (1)⊗ λN (1)− λM (u)⊗ λN (u)
Remark 4.24. In particular we get a formula to compute λM×N (1), which is
a global biinvariant diagonal class of M ×N , in terms of λM and λN .
4.5 Non-uniqueness of global biinvariant diagonal
classes
In Theorem 4.14 we proved that given a Hamiltonian space (M,ω, S1, µ) there
exists an element β ∈ H2m−2S1×S1(M ×M) which is a global biinvariant diagonal
class. It is a natural question to ask whether such a class is unique or not.
In this section we prove that this is not true in general. To do so, we carry
out some hands-on computations of biinvariant diagonal classes that might be
illustrative.
Fix a basis 〈eq1, . . . , eqdq〉 of H
q
S1(M) for q = 0, . . . , 2m− 2. Given a regular
value c of µ, by means of integration on M//cS
1 we get a pairing
Iqs : H
q
S1(M)⊗H2m−2−qS1 (M) −→ Q
eqi ⊗ e2m−2−qj 7−→
∫
M//cS1
κc(e
q
i ) ^ κc(e
2m−2−q
j )
.
Let
β ∈ H2m−2S1×S1(M ×M) '
2m−2⊕
q=0
HqS1(M)⊗H2m−2−qS1
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be a biinvariant diagonal class for the regular value c and let bqij ∈ Q de-
note the coefficient of eqi ⊗ e2m−2−qj in the expression of β in terms of the
chosen bases. Since κ(c,c)(β) is Poincare´ dual to the diagonal class, for any
a ∈ H2m−2−q(M//cS1) we have the relation
∑
i,j
bqij
Ç∫
M//cS1
κc(e
q
i ) ^ a
å
κc(e
2m−2−q
j ) = a. (4.1)
In particular, for a = κc(e
2m−2−q
l ) we obtain∑
i,j
bqijI
q
c (e
q
i ⊗ e2m−2−ql )κc(e2m−2s−qj ) = κc(e2m−2−ql ). (4.2)
Applying
∫
M//cS1
κc(e
q
k) ^ · –i.e. Poincare´ duality w.r.t. κc(eqk)– to both sides
of the equality we get∑
i,j
bqijI
q
c (e
q
i ⊗ e2m−2−ql )Iqc (eqk ⊗ e2m−2−qj ) = Iqc (eqk ⊗ e2m−2−ql ). (4.3)
These equations can be expressed in a much more compact way in terms of
matrices: define the dq × d2m−2−q matrices Aqc with entries Iqc (eqi ⊗ e2m−2−qj )
and Bq with entries bqij . Equation 4.3 is equivalent to A
q
c(B
q)tAqc = A
q
c. In
other words, (Bq)t is a pseudoinverse1 of Aqc. Conversely, if equation 4.3 is
satisfied, we get equation 4.2 by applying the inverse of Poincare´ duality w.r.t.
κc(e
q
k). Then equation 4.1 is satisfied for classes of the form a = κc(α), but
from Kirwan’s surjectivity –Corollary 4.15– these are all the possible classes.
In summary, we have proved the following result:
Proposition 4.25. A class β is biinvariant diagonal for a regular value c if
and only if Aqc(B
q)tAqc = A
q
c, q = 0, · · · , 2m− 2.
Remark 4.26. Since Iqc is symmetric we get A
2m−2−q
c = (A
q
c)
t. Transposing
A2m−2−qc = A2m−2−qc (B2m−2−q)tA2m−2−qc results into Aqc = AqcB2m−2−qAqc, so
both (Bq)t and B2m−2−q have to be pseudoinverses of Aqc.
The set P (A) of pseudoinverses of a matrix A is an affine space with un-
derlying vector space Z(A) = {B : ABA = 0}. We call the elements of
Z(A) null-pseudoinverses of A. More in general, if A1, . . . , An is a collection
of matrices with the same number of rows and columns and P (A1, . . . , An)
denotes the space of common pseudoinverses of all these matrices, we have
1In the literature the notion of ‘pseudoinverse’ varies. To us a pseudoinverse of a r × c
matrix A is a c × r matrix B satisfying the equation ABA = A. This coincides with the
notion of {1}-pseudoinverse in [BeGr, §1.1].
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that –if it is not empty– it is an affine space with underlying vector space
Z(A1, . . . , An) = Z(A1)∩· · ·∩Z(An), the space of common null-pseudoinverses.
Going back to our particular setting, we first observe that if c, c′ are two
regular values of µ with no critical values in between, M//cS
1 and M//c′S
1 are
diffeomorphic and Iqc = I
q
c′ . Therefore to prove that (B
q)t is a pseudoinverse
of Aqc for all regular values c it suffices to prove that it is a pseudoinverse of A
q
c
only for a finite number of regular values c1, . . . , cn. We fix such regular values
and to make the notation shorter we write Aqi for A
q
ci .
In Theorem 4.14 we proved that the image of 1 under the lambda-map is a
global biinvariant diagonal class, so if Lq are the matrices representing λ(1) in
the chosen bases we have Lq ∈ P (Aq1, . . . , Aqn) and hence P (Aq1, . . . , Aqn) is an
affine space with underlying vector space Z(Aq1) ∩ · · · ∩ Z(Aqn).
We need to find a way to compute the matrices Aqi . We will use the main
result in [Kal], which asserts that if the fixed point set F of the action is finite
–or, equivalently, if the fixed points are isolated–, then∫
M//cS1
κc(α) =
∑
µ(p)>0
α0(p)
w(p)
where the sum is taken over the points of F . Here w(p) denotes the product
of weights of the infinitesimal action on TpM , while α0 is a certain smooth
function associated to the class α. This formula is obtained using a version of
equivariant cohomology that we have not explained: similarly to how de Rham
cohomology recovers the usual cohomology (with real coefficients) there is a
complex which uses differential forms, called the Cartan complex, that recovers
equivariant cohomology. The function α0 turns out to be the 0-form associated
to α in this complex. An excellent reference for these topics is [GuSt].
Let S1 act on CPn by
θ[z0 : · · · : zn] = [θj0z0 : · · · : θjnzn]
where j0 < . . . < jn are integers. To have isolated fixed points we need these
numbers to be pairwise different; we take them in increasing order only for
convenience when making computations. In Example 1.16 we showed that
there exist degree 2 classes x, t such that
H∗S1(CP
n) ' Q[t, x]/(x+ j0t) · · · (x+ jnt).
Hence odd degree cohomology vanishes. The function associated to t is the
constant function 1, while the function associated2 to x is µ. The function asso-
ciated to a product of these classes is the product of their associated functions.
2In the Cartan complex, x is the class of the equivariant symplectic form 1 ⊗ ω − τ ⊗ µ
and t is the class of τ ⊗ 1. See [Kal, §5] for the details.
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Since the polynomial giving the relation has degree 2n+2, if 0 ≤ q ≤ n−1 there
are no relations between generators of H2qS1(CP
n), so {tq, tq−1x, . . . , txq−1, xq}
is a basis of H2qS1(CP
n). The fixed points are
p0 = (1 : 0 : · · · : 0), . . . , pn = (0 : · · · : 0 : 1),
which satisfy µ(pi) = ji, w(pi) =
∏
k 6=i(jk − ji) =: wi. Finally take regular
values ci such that j0 < c1 < j1 < · · · < jn−1 < cn < jn. Kalkman’s formula
gives ∫
M//ciS
1
κci(t
n−1−qxq) =
n∑
k=i
µ(pk)
q
w(pk)
=
n∑
k=i
jqk
wk
.
Using this formula, we observe that if tq−axa is an element of the basis of
H2qS1(CP
n) and tn−1−q−bxb is an element of the basis of H2(n−1−q)S1 (CP
n) we
have that
I2qci (t
q−axa ⊗ tn−1−q−bxb) =
∫
M//ciS
1
κci(t
n−1−a−bxa+b) =
n∑
k=i
ja+bk
wk
,
so we can compute explicitely the matrices A2qi and look for their common
pseudoinverses.
Example 4.27. Let us make all the computations for the case CP 2. We will
show that in this case there is a unique global biinvariant diagonal class:
For CP 2 we have bases {1} of H0S1(CP 2) and {t, x} of H2S1(CP 2). The
matrices A01, A
0
2 are of dimension 1× 2. Concretely
A01 =
î
I0c1(1⊗ t) I0c1(1⊗ x)
ó
and A02 =
î
I0c2(1⊗ t) I0c2(1⊗ x)
ó
.
Let us compute them using Kalkman’s formula:
I0c1(1⊗ t) =
1
w1
+
1
w2
= − 1
w0
I0c1(1⊗ x) =
j1
w1
+
j2
w2
= − j0
w0
⇒ A01 = −
1
w0
î
1 j0
ó
,
I0c2(1⊗ t) =
1
w2
I0c2(1⊗ x) =
j2
w2
⇒ A02 =
1
w2
î
1 j2
ó
.
We now want to find a 1 × 2 matrix B0 =
î
b011 b
0
12
ó
satisfying both
A01(B
0)tA01 = A
0
1 and A
0
2(B
0)tA02 = A
0
2. Since A
0
0(B
0)t and A01(B
0)t are 1 × 1
102 4. Biinvariant diagonal classes
matrices, these equations are equivalent to A00(B
0)t = A01(B
0)> =
î
1
ó
. These
can be wrapped up in the systemñ
1 j0
1 j2
ô ñ
b011
b012
ô
=
ñ−w0
w2
ô
,
which has as a unique solution B0 = (j2 − j0)
î
−j1 1
ó
. Using the symmetry
explained in Remark 4.26 we get that there is also a unique matrix B2 satisfying
the required equations and that it must be B2 = (B0)t. As a conclusion we
find out that
(j2 − j0)(1⊗ x+ x⊗ 1− j1(1⊗ t+ t⊗ 1))
is the unique global biinvariant diagonal class.
We can carry out similar computations also for the S1-action on a product
of projective spaces. Let us study in more detail a very particular case, which is
very suited for computations and eventually provides an example where global
biinvariant diagonal classes are not unique:
Let S1 act on CP 1× n· · · ×CP 1 by
θ([z0 : w0], . . . , [zn−1 : wn−1]) = ([θz0 : w0], . . . , [θ2
n−1
zn−1 : wn−1]),
i.e. the action on the i-th component is given by [θ2
i
zi : wi]. The equivariant
cohomology ring is
H∗S1(CP
1× n· · · ×CP 1) ' Q[t, x0, . . . , xn−1]/((x0+t)x0, . . . , (xn−1+2n−1t)xn−1)
so a basis of H2qS1(CP
1× n· · · ×CP 1) is given by tq and the elements of the
form xk1 · · ·xkq with 0 ≤ k1 ≤ · · · ≤ kq ≤ n − 1. We order these elements
lexicographically with respect to the alphabet t, x0, . . . , xn−1.
The critical points are those of the form (p0, . . . , pn−1) with pi being either
[1 : 0] or [0 : 1]. So we have 2n critical points, which can be encoded using
n-bit strings:
b = b0 · · · bn−1 with bi =
®
0 if pi = [0 : 1]
1 if pi = [1 : 0]
.
Let σ(b) = (−1)b0+···+bn−1 be the signature of b and let b¯ ∈ Z be the integer
represented by the string bn−1 · · · b0 as a binary number. Define also the value
en =
1
2n(n−1). The moment map and the product of weights of the linearised
action at the critical points are given by
µ(b) =
n−1∑
i=0
2ibi = b¯
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and
w(b) = σ(b) · 2en
respectively. They can be computed from the moment map and the product
of weights on each factor: µ is the sum of µi(pi) = 2
ibi and w is the product
of wi(pi) = (−1)bi · 2i.
We have 2n critical values whose images under µ are precisely 0, . . . , 2n−1.
Consider the regular values c1, . . . , c2n−1 defined by cj = (2j − 1)/2. Then
µ(b) > cj if and only if b¯ ≥ j. Now we take the elements of the chosen basis
of H2n−2S1 (CP
1× n· · · ×CP 1) and compute the integrals of their images under
κcj by means of Kalkman’s formula:∫
M//cjS
1
κcj (t
n−1) = 2−en
∑
b¯≥j
σ(b),
∫
M//cjS
1
κcj (xk1 · · ·xkn−1) = 2−en
∑
b¯≥j
σ(b) ·∏n−1`=1 µk`(bk`)
= 2−en
∑
b¯≥j
σ(b) ·∏n−1`=1 2k`bk`
= 2−en+
∑n−1
`=1
k`
∑
b¯≥j
σ(b) ·∏n−1`=1 bk`
.
With these formulas we can show an example where global biinvariant
diagonal classes are not unique:
Example 4.28. Let us study the action we just described for the case n = 3.
The chosen basis of H4S1(CP
1×CP 1×CP 1) is {t2, x20, x0x1, x0x2, x21, x1x2, x22}.
We start by computing the relevant values in the formulas above:
The first table gives the signatures of b¯:
b¯ 0 1 2 3 4 5 6 7
σ(b) +1 −1 −1 +1 −1 +1 +1 −1
Since n = 3 we have that en = 3. The second table gives the values of the
exponents −en + k1 + k2 according to the values of k1, k2:
k1, k2 0, 0 0, 1 0, 2 1, 1 1, 2 2, 2
−en + k1 + k2 −3 −2 −1 −1 0 1
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Now we write a table that gives the value of bk1bk2 in function of b¯ (rows)
and k1, k2 (columns):
bk1bk2 0, 0 0, 1 0, 2 1, 1 1, 2 2, 2
0 0 0 0 0 0 0
1 1 0 0 0 0 0
2 0 0 0 1 0 0
3 1 1 0 1 0 0
4 0 0 0 0 0 1
5 1 0 1 0 0 1
6 0 0 0 1 1 1
7 1 1 1 1 1 1
From these three tables we can extract all the necessary information to
make the next table, which we call T1, the rows of which are again labelled by
b¯, while the columns are labelled by t2 and xk1xk2 according to the order given
above. The column under t2 contains the values 2−enσ(b) and the column
under xk1xk2 contains the values 2
−en+k1+k2σ(b)bk1bk2 :
T1 t
2 x20 x0x1 x0x2 x
2
1 x1x2 x
2
2
0 1/8 0 0 0 0 0 0
1 −1/8 −1/8 0 0 0 0 0
2 −1/8 0 0 0 −1/2 0 0
3 1/8 1/8 1/4 0 1/2 0 0
4 −1/8 0 0 0 0 0 −2
5 1/8 1/8 0 1/2 0 0 2
6 1/8 0 0 0 1/2 1 2
7 −1/8 −1/8 −1/4 −1/2 −1/2 −1 −2
We write down one more table, T2, the columns of which are again labelled
by the elements of the basis while the rows contain the values 1 to 7, corre-
sponding to the regular values c1, . . . , c7 (taken as in the discussion for the
general case). Each entry of the table will contain the value of the integral
over M//cjS
1 of κcj applied to the element indicated by the column. From
Kalkman’s formulas, the only thing we have to do to obtain the row labelled
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by j in T2 is to add up the rows labelled j, . . . , 7 in T1:
T2 t
2 x20 x0x1 x0x2 x
2
1 x1x2 x
2
2
1 −1/8 0 0 0 0 0 0
2 0 1/8 0 0 0 0 0
3 1/8 1/8 0 0 1/2 0 0
4 0 0 −1/4 0 0 0 0
5 1/8 0 −1/4 0 0 0 2
6 0 −1/8 −1/4 −1/2 0 0 0
7 −1/8 −1/8 −1/4 −1/2 −1/2 −1 −2
According to the general discussion the basis chosen for H2(CP 1×CP 1×CP 1)
is {t, x0, x1, x2}. The table T2 contains all the necessary information to compute
the matrices A2j that represent
I2cj : H
2
S1(CP
1 × CP 1 × CP 1)⊗H2S1(CP 1 × CP 1 × CP 1) −→ Q
in this basis. If T2(j, k) represents the (j, k)-th entry of T2 we have that
A2j =

T2(j, 1) −T2(j, 2) −12 · T2(j, 5) −14 · T2(j, 7)
−T2(j, 2) T2(j, 2) T2(j, 3) T2(j, 4)
−12 · T2(j, 5) T2(j, 3) T2(j, 5) T2(j, 6)
−14 · T2(j, 7) T2(j, 4) T2(j, 6) T2(j, 7)
 ,
where the coefficients in the first row and column are determined by the rela-
tions that define the cohomology ring.
We get the matrices
A21 =
1
8

−1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 , A22 = 18

0 −1 0 0
−1 1 0 0
0 0 0 0
0 0 0 0
 ,
A23 =
1
8

1 −1 −2 0
−1 1 0 0
−2 0 4 0
0 0 0 0
 , A24 = 18

0 0 0 0
0 0 −2 0
0 −2 0 0
0 0 0 0
 ,
A25 =
1
8

1 0 0 −4
0 0 −2 0
0 −2 0 0
−4 0 0 16
 , A26 = 18

0 1 0 0
1 −1 −2 −4
0 −2 0 0
0 −4 0 0
 ,
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A27 =
1
8

−1 1 2 4
1 −1 −2 −4
2 −2 −4 −8
4 −4 −8 −16
 .
Now one can prove that a matrix (B2)t is a common pseudoinverse of
A21, . . . , A
2
7 if and only if B
2 is of the form
B2 = −

8 8 4 a
8 0 4 2
4 4 0 1
b 2 1 a4 +
b
4 − 1
 .
The rows of T2 are precisely the matrices A
4
1, . . . , A
4
7. The only matrix (B
4)t
that is pseudoinverse to all of them satisfies
B4 = −
î
8 8 4 2 4 2 1
ó
.
Finally, the matrices A01, . . . , A
0
7 are given by transposing the rows of T2 and
hence the only matrix (B0)t that is a common pseudoinverse to all of them is
precisely B4 (this is the symmetry explained in Remark 4.26).
Putting together all the information we obtained, we conclude that a class
is a global biinvariant diagonal class if and only if it is represented by the
matrices B0 = (B4)t, B2, B4 in the chosen bases. In particular the affine
space of global biinvariant diagonal classes has dimension 2, which proves the
non-uniqueness of such classes in general.
Remark 4.29. For the actions on complex spaces we described, having isolated
fixed points maximizes the number of critical values, so it is the situation in
which we have the most number of pairings Iq
ci
. The larger this number, the
more difficult it is for a class to be a global biinvariant diagonal class, because
the matrices representing it have to be common pseudoinverses to a larger
number of matrices. Thinking the other way around, actions with isolated
fixed points are the ones in which the space of global biinvariant diagonal
classes is smallest. The example we computed shows that even in this optimal
situation uniqueness is not achieved.
Epilogue
This epilogue is a concession to the not-so-methodical part of the usual math-
ematical thought process. The classical definition-proposition-proof pattern
is put aside –up to a certain point– and a more descriptive tone is adopted.
The reader should expect the kind of instances that mathematicians sometimes
think or verbalise more than those that they usually write down.
The goal of these few final pages is to review some of the ideas that appeared
throughout the thesis in a less formal but hopefully more intuitive way. These
intuitions and thoughts give some clues on how our results could be extended
to more general situations.
Biinvariant diagonal classes in Kirwan’s original set-up
Consider a Hamiltonian space (M2m, ω, S1, µ) and denote by X the vector
field generated by the infinitesimal action. Take J an invariant almost com-
plex structure compatible with ω and denote by ξJX the flow of the vector
field −JX. Already in the introduction we explained that the geometric idea
behind the construction of a global biinvariant diagonal class was to consider
the submanifold
∆S1 = {(p, q) ∈M ×M : ∃t ∈ R, α ∈ S1 s.t. q = α · ξJXt (p)},
which satisfies the properties
1. It is S1 × S1-invariant.
2. It has dimension 2m+ 2.
3. The intersection ∆S1 ∩ (µ−1(c)×µ−1(c)) is the preimage of the diagonal
under the projection µ−1(c)× µ−1(c)→M//cS1 ×M//cS1.
We also explained that property 1 allows to define an equivariant cohomol-
ogy –instead of ordinary cohomology– class, that property 2 makes this class
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have the right dimension and that property 3 makes the class to be mapped to
the Poincare´ dual of the diagonal class. The big deal, however, was to find the
right compactification for ∆S1 : we used broken gradient lines, which require
certain transversality conditions. In order to preserve these conditions and get
invariance at the same time we needed multivalued perturbations.
One natural question is how these techniques could be adapted to the
case originally studied in [Kir], where the Hamiltonian space is of the form
(M2m, ω,G, µ) with G any compact and connected Lie group. Let d = dimG.
Recall also from the introduction of this thesis that if 0 is a regular value of µ,
the action of G on µ−1(0) is locally free and M//G = µ−1(0)/G is an orbifold.
The action of G in general does not restrict to any other regular level because
µ is an equivariant map and not invariant as it happens when G is abelian. Fix
a G-invariant inner product on g to identify g and g∗. Then µ can be thought
as taking values on g. Using the norm defined by the inner product we define
a G-invariant smooth function f : M → R by f(p) := ‖µ(p)‖2. Let J be an in-
variant almost complex structure compatible with ω and let ρJ = ω(·, J(·)) be
the corresponding Riemannian metric. Finally let ∇Jf be the gradient vector
field of f with respect to ρJ and denote by ξ
J the flow of −∇Jf . In [Ler] it is
proved that for all p ∈M , limt→+∞ ξJt (p) consists of unique point, so
S0 = {p ∈M : lim
t→+∞ ξ
J
t (p) ∈ µ−1(0)}
is the stable set of the critical level f−1(0) = µ−1(0) of f . Let pi : S0 → µ−1(0)
be the projection given by following the flow ξJ .
Proposition 1. The set
∆G = {(p, q) ∈ S0 × S0 : ∃g ∈ G s.t. pi(q) = g · pi(p)}
satisfies the following properties:
1. It is G×G-invariant.
2. It is a (2m+ 2d)-dimensional submanifold of M ×M .
3. The intersection ∆G ∩ (µ−1(0)× µ−1(0)) is the preimage of the diagonal
under the projection µ−1(0)× µ−1(0)→M//G×M//G.
Proof. That ∆G is G×G-invariant is a consequence of the equivariance of pi:
if pi(q) = gpi(p) and g′, g′′ ∈ G, then pi(g′′q) = g′′g(g′)−1pi(g′p).
We will see later that S0 is a smooth manifold and that pi is a submersion.
Since f−1(0) is the minimum of the function f we get dimS0 = dimM = 2m.
Moreover the smooth map
F : S0 × S0 −→ M//G×M//G
(p, q) 7−→ (G · pi(p), G · pi(q))
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is transverse to the diagonal and thus ∆G = F
−1(∆M//G×M//G) is a smooth
submanifold of dimension 4m − (2m − 2d) = 2m + 2d. This holds even with
M//G being an orbifold [BoBr].
The last property follows from the observation that if p, q ∈ µ−1(0) then
pi(p) = p and pi(q) = q.
This proposition suggests that ∆G is a good candidate to construct a bi-
invariant diagonal class. Again compactification is the most difficult part.
For S1-actions we had the advantage that the moment map is a Morse-Bott
function and therefore gradient lines converge to broken gradient lines (recall
Theorem 2.11). Unfortunately, the function f is not Morse-Bott in general so
we cannot apply this. The problem arises because we have limited control on
how gradient lines converge to critical points: the connected components of the
critical set are not smooth manifolds in general, although its stable sets are
[Kir, 10.16] and following the flow gives a retraction from each stable manifold
to its corresponding critical set [Ler]. Similar results do not seem to exist for
unstable sets, which is a serious drawback if one wants to apply a technique
similar to broken gradient lines.
Another approach would be studying if the inclusion ι : ∆G ↪→ M ×M is
a pseudocycle and then define the cohomology class by intersection pairings of
pseudocycles. For ι to be a pseudocycle we need to have control over its omega-
limit set. In [Kir] the stable manifolds of the flow of f are well studied and it
is proven that they define a stratification of M in a sense [Kir, 2.11]. Moreover
all the strata are of even dimension, so the non-dense strata have all at least
codimension 2. From this stratification one could construct a stratification of
the closure of ∆G. However, even the stratification on M is not known to have
any good convergence behaviour like e.g. being Whitney [GoMa]. This was
already pointed out by Kirwan in the footnote at the end of the introduction
chapter of [Kir].
However we still have many good reasons to assert that ∆G is a sensible
choice. We shall prove some results to support this statement. We will explain
our set-up first: let G = G exp(ig) be a reductive complex Lie group with G a
maximal compact subgroup and let (M,ω, J) be a Ka¨hler manifold. Suppose
that G acts holomorphically on the complex manifold (M,J) and that the
induced action of G on the symplectic manifold (M,ω) is Hamiltonian. Let µ
be the moment map for this Hamiltonian action and define f = ‖µ‖2 as above
by means of an invariant inner product on g. In [Kir, 7.4] it is proved that
S0 = {g · p : g ∈ G, p ∈ µ−1(0)} and that there is a natural homeomorphism
M//G ' S0/G.
Hence there is a natural correspondence between ∆M//G×M//G and ∆S0/G×S0/G.
We have the following result:
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Proposition 2. In the described Ka¨hler setting, ∆G is the preimage of the
diagonal under the projection
S0 × S0 → S0/G× S0/G,
i.e. ∆G = {(p, q) ∈ S0 × S0 : ∃g ∈ G s.t. q = g · p}.
We prove the proposition as consequence of a set of lemmas which are all
proved, at least implicitly, in [Kir, §6,7] (see also [MFK, 8.3]). For η ∈ g let
Xηp =
d
dt |t=0 exp(tη)p be the vector field on M induced by the infinitesimal
action of η. The Lie algebra of G is g⊕ ig and the vector field induced by the
infinitesimal action of iη is JXη.
Lemma 3. For all p ∈M , (∇Jf)p = 2JXµ(p)p .
Proof. Take η1, . . . , ηd an orthonormal basis of g and define the functions
µ1, . . . , µd on M by µk(p) = 〈µ(p), ηk〉. Then we have
µ(p) =
d∑
k=1
µk(p)ηk and f(p) =
d∑
k=1
(µk(p))
2.
Therefore
dpf = 2
d∑
k=1
µk(p)dpµk = 2
d∑
k=1
µk(p)ωp(X
ηk
p , ·) = ωp(2Xµ(p)p , ·).
But on the other hand
dpf = (ρJ)p(·, (∇Jf)p) = ωp(·, J(∇Jf)p).
Hence −J(∇Jf)p = 2Xµ(p)p and applying J to both sides the result is obtained.
Lemma 4. For every p ∈M , the integral curve of −∇Jf through p is contained
in the G-orbit of p. That is {ξJt (p) : t ∈ R} ⊆ G · p.
Proof. We have that
d
dt |t=0
ξJt (p) = −(∇Jf)ξJt (p) = −2JX
µ(ξJt (p))
ξJt (p)
is an element of ∈ TξJt (p)(G·p) because JX
µ(ξJt (p)) is induced by the infinitesimal
action of iµ(ξJt (p)) ∈ ig.
Lemma 5. For every p ∈ µ−1(0), G · p ∩ µ−1(0) = G · p.
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Proof. To begin with, we will see that if η ∈ g and exp(iη)p ∈ µ−1(0), then
exp(iη)p = p. Define h : R→ R by
h(t) = 〈µ(exp(itη)p), η〉.
Then h(0) = 〈µ(p), η〉 = 0 and h(1) = 〈µ(exp(iη)p), η〉 = 0, because p and
exp(iη)p are in µ−1(0). By Rolle’s theorem there exists s ∈ (0, 1) such that
h′(s) = 0. The function h is the composition of the curve γ : t 7→ exp(itη)p with
the function 〈µ(·), η〉. Note that γ′(t) = JXηγ(t) and that dq〈µ(·), η〉 = ωq(Xηq , ·).
Then, by the chain rule
0 = h′(s) = dγ(s)〈µ(·), η〉(γ′(s))
= ωγ(s)(X
η
γ(s), JX
η
γ(s))
= (ρJ)γ(s)(X
η
γ(s), X
η
γ(s))
= ‖Xηγ(s)‖2
Hence JXηexp(isη)p = 0, which means that the 1-parameter subgroup exp iηR
fixes exp(isη)p and so it also fixes p. In particular exp(iη)p = p, as we wanted
to show.
Now let g ∈ G be such that gp ∈ µ−1(0). Then, since G = G exp(ig),
we have that gp = g exp(iη)p for certain g ∈ G and η ∈ g. We have that
exp(iη)p ∈ µ−1(0) because µ−1(0) is G-invariant. From what we have seen
previously we know that exp(iη)p = p and then gp = gp.
Lemma 6. For every p ∈ S0, pi(p) ∈ G · p.
Proof. By Lemma 4, {ξJt (p) : t ∈ R} ⊆ G · p, so that pi(p) is in the closure
G · p. Hence, either pi(p) ∈ G · p or dim G · pi(p) < dim G · p. Let us see why
the second fact is impossible: since pi(p) ∈ µ−1(0), we know that the stabiliser
Gpi(p) is finite, and by Lemma 5 so is Gpi(p). Therefore
dim G · pi(p) = dim G− dim Gpi(p) = dim G ≥ dim G · p.
Finally we prove Proposition 2:
Proof. Let p, q ∈ S0. By Lemma 6 there exist k,h ∈ G such that pi(p) = kp
and pi(q) = hq. We check both inclusions:
⊆) Suppose that (p, q) ∈ ∆G, so there is g ∈ G such that pi(q) = gpi(p). Then
q = h−1pi(q) = h−1gpi(p) = h−1gk · p ∈ G · p.
⊇) Suppose that there exists g ∈ G such that q = gp. Then
pi(q) = hq = hgp = hgk−1pi(p) ∈ G · pi(p).
We get pi(q) ∈ G · pi(p), so by Lemma 5 pi(q) ∈ G · pi(p).
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When the Ka¨hler manifold is a nonsingular complex projective variety and
G acts linearly, the corresponding GIT quotient coincides precisely with S0/G
(see [Kir, §8], [MFK, ch. 8] for the details). In this algebraic set-up, thanks to
Proposition 2, it turns out that ∆G is very similar to set that Mundet i Riera
uses at the very beginning of [Mun] as an inspiration to study the symplectic
set-up.
At this point one believes that the amount of evidence clearly points to
∆G as the right object to be studied if one wants to construct a biinvariant
diagonal class in Kirwan’s original set-up. As it has already been explained,
the remaining challenge is to find a right way to compactify it.
Biinvariant diagonal classes in other set-ups
Kirwan surjectivity it has nowadays been generalised to several other frame-
works:
• If A is the space of connections of a G-principal bundle over a Riemann
surface, in [AtBo1] it is proved that A may be treated as infinite dimen-
sional symplectic manifold and that the action of the gauge group G on
A is Hamiltonian. The corresponding moment map µ sends a connection
A to its curvature. Therefore µ−1(0) is the set of flat connections. The
symplectic quotient A//G is a finite dimensional orbifold that we call the
moduli space of flat connections. This work is actually previous to [Kir]
and in it Atiyah and Bott already consider the map ‖µ‖2.
• Consider a Lie group G and let LG be its loop group. Let X be a
symplectic Banach manifold on which LG acts in a Hamiltonian way.
Then we have a moment map µ : X → Lg∗ and the symplectic quotient
X//LG, which coincides with µ−1(0)/G, is a finite dimensional orbifold.
By means of the inclusion µ−1(0) ↪→ X and the Cartan isomorphism we
get a Kirwan map H∗G(X) → H∗(X//LG). In [BTW] it is proved that
this infinite dimensional version of the Kirwan map is surjective.
Studying Symplectic Banach manifolds with Hamiltonian LG-actions
has also another motivation: they are in correspondence with quasi-
hamiltonian G-spaces as described in [AMM]. These spaces arise from
the idea of defining moment maps taking values on G instead of g∗.
• In [HaLa] a K-theoretic version of Kirwan surjectivity is given. Similarly
in [HaSe] the result for loop groups from [BTW] is also translated to
K-theory.
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In all these cases the techniques used are similar to the ones in [Kir]. It
is then reasonable to wonder how techniques similar to biinvariant diagonal
classes can be adapted to those other situations. One approach to the loop
group case that might be promising is the following:
According to the results in [BTW], if LG acts on a Banach manifold X in
a Hamiltonian way there are finite dimensional manifolds Xn approximating
X and smooth maps fn : Xn → R approximating f = ‖µ‖2 such that the
functions fn are minimally degenerate in the sense of [Kir, §10] and hence they
induce surjective maps H∗G(Xn)→ HG(f−1n (0)). It is also shown that all these
maps being surjective implies Kirwan surjectivity.
In the simpler case LG = LS1, one might try to construct approximations
µn : Xn → R of µ and see whether they induce surjections
κn : H
∗
S1(Xn)→ HS1(µ−1n (0)).
Although the manifolds Xn are not expected to be symplectic as explained in
[BTW], it seems plausible that the maps µn can be taken to be Morse-Bott
anyway. Then the techniques developed in this thesis should be reproducible
in order to construct a biinvariant diagonal class δn ∈ H2 dimXn−2S1×S1 (Xn × Xn)
for each κn. An obvious question then would be what kind of object do the δn
induce on H∗S1×S1(X × X) and how to interpret it from the point of view of
quasi-hamiltonian S1-spaces.
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