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Abstract
In this paper, we study the properties of closure operators obtained as initial lifts along
a reflector, and compactness with respect to them in particular. Applications in the areas of
topology, topological groups and topological ∗-algebras are presented.
1. INTRODUCTION
Throughout this paper, X and A are finitely-complete categories with proper (E ,M) and (F ,N )
factorization systems, respectively (cf. [17, 7.2]). For X ∈ X, the class M/X of subobjects of X
is preordered by the relation m ≤ n⇐⇒ (∃j)m = nj, and denoted by subX .
A closure operator with respect to M is a family c = (cX)X∈X of maps cX : subX → subX
such that m ≤ cX(m), cX(m) ≤ cX(n) if m ≤ n, and f(cX(m)) ≤ cY (f(m)) for all f : X → Y
in X and m,n ∈ subX (cf. [5]). The term “closure operator” has been used for almost a century
in various meanings in the context of categories of topological spaces and lattices. However, this
(general) categorical notion of closure operators was invented by Dikranjan and Giuli [6], and was
further developed by Dikranjan, Giuli and Tholen in [8]. Following [7], an object X ∈ X is said
to be c-compact if for every Y ∈ X, the projection piY : X × Y → Y is c-preserving, or in other
words, if piY (cX(m)) = cY (piY (m)) for every m ∈ sub(X × Y ).
If F ⊣ U : A −→ X is an adjunction with unit η, and c is a closure operator of A with respect
to N , then one defines the F -initial lift of c as
cηX(m) := η
−1
X (UcFX(Fm)) (1)
for everyX ∈ X, m ∈ sub(X) (cf. [5, 5.13]). The morphismFm need not belong toN , so in order
to ensure that (1) is defined, one extends the notion of closure as cFX(Fm) = cFX((Fm)(1FM))
(cf. [5, 5.7]).
In this paper, we study the special case of this construction where A is a reflective subcategory
of X with reflector F = R and reflection η = ρ. We provide a characterization of cρ-compact
objects in X under certain conditions (Theorem 2.7), and applications in the areas of topology,
topological groups and topological ∗-algebras are presented We also investigate the categorical
properties of c that are inherited by cρ.
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The paper is structured as follows: We start off with an investigation of the properties of lifted
closure operators in section 2, with an emphasis on compactness with respect to them. In section 3,
we show that the notion of w-compactness (introduced by T. Ishii in [23]) is equivalent to being
compact with respect to the initial lift of the Kuratowski closure operator on Tych (Tychonoff
spaces and their continuous maps) along the Tychonoff functor τ : Top −→ Tych. In section 4,
the Bohr-closure cb for topological groups is presented as the initial lift of the Kuratowski closure
along the Bohr-compactification, and Theorem 2.7 is used to characterize cb-compactness. The
Bohr-closure also turns out to be a convenient example to show that certain properties are not pre-
served by the initial lift along a reflection. Finally, in section 5, we prove that the ∗-representation
topology on topological ∗-algebras is an initial lift of the Kuratowski closure along a suitable re-
flection.
2. PROPERTIES OF LIFTED CLOSURE OPERATORS
In this section, we present results of a positive nature, in other words, properties that carry over
from c to cρ. Counterexamples, which show that certain properties are not inherited by cρ, appear
later on.
As stated in the Introduction, A is a reflective subcategory of X with reflector R and reflection
ρ, and thus (1) becomes
cρX(m) := ρ
−1
X (cRX(Rm)). (2)
It can be shown that N ⊆ M and RE ⊆ F (cf. [5, 5.13]), so in order to avoid confusion, we put
subAA for the class of subobjects of A ∈ A in A (i.e., N /A) when necessary.
It was observed by Baron [1] that every reflection decomposes into two epireflections. Using
the same idea, we factorize R as an E-reflector followed by an epireflector: For every X ∈ X,
one can factorize the reflection as ρX = ρMX ρEX , where ρEX ∈ E and ρMX ∈ M, and put REX
for the codomain of ρEX . Obviously, REX belongs to B = {S ∈ X | ρS ∈ M}, and B is the
E-reflective hull of A in X (naturally, with reflector RE and reflection ρE). Furthermore, ρM is
an epimorphism in B, so A is an epireflective subcategory of B with reflector RM = R||
B
, and
R = RMRE . Since B is E-reflective, it inherits from X a proper (EB,MB)-factorization system,
where EB = E ∩morB and MB =M∩morB.
Remark 2.1. One says that m ∈ subX is c-dense if cX(m) = 1X . Every S ∈ B is cρ-dense in its
reflection RS, because cρRS(ρS) = ρ−1RS(cRS(RρS)) = cRS(1RS) = 1RS . Thus, for every X ∈ X,
ρX has a cρ-dense image in RX .
Proposition 2.2. Let c be a closure operator on A. For every X ∈ X and m ∈ subX , the class
C := {ρ−1X (cRX(n)) | m ≤ ρ−1X (n), n ∈ subA} has an infimum and
∧ C = cρX(m).
PROOF. Clearly, cρX(m) ∈ C, because ρX(m) ≤ (Rm)(1RM ). On the other hand, if m ≤ ρ−1X (n)
for n ∈ subA, then ρX(m) ≤ n, and thus (Rm)(1RM ) ≤ n; in particular, cRX(Rm) ≤ cRX(n).
Therefore, cρX(m) is a lower bound to C.
A closure operator c is idempotent if cA(cA(m)) = cA(m) for every A ∈ A and m ∈ subAA.
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Proposition 2.3. Let c be a closure operator of A. If c is idempotent, then so is cρ.
PROOF. Let X ∈ X and m ∈ subX . Clearly, (Rρ−1X (k))(1R(K×RXX)) ≤ k for every
k ∈ subARX , so for k = cRX(Rm), the image of Rρ−1X (cRX(Rm)) is contained in cRX(Rm).
Since c is idempotent, we obtain:
cρX(c
ρ
X(m)) = ρ
−1
X (cRX(Rρ
−1
X (cRX(Rm)))) (3)
≤ ρ−1X (cRX(cRX(Rm))) = ρ−1X (cRX(Rm))) = cρX(m). (4)
Therefore, cρX(m) = c
ρ
X(c
ρ
X(m)), because c
ρ
X is extensive.
One says that a closure operator c is (finitely) productive if for every (finite) family {Ai}i∈I of
objects in A and their subobjects mi ∈ subAAi, c∏
i∈I
Ai(
∏
mi) =
∏
i∈I
cAi(mi).
Proposition 2.4. Suppose that F is (finite) productive, and let c be a closure operator of A. If c is
(finitely) productive and R preserves (finite) products, then cρ is (finitely) productive.
PROOF. Let {Xi}i∈I be a (finite) family of objects in X, and let mi ∈ subXi be their subob-
jects. Put X = ∏
i∈I
Xi and m =
∏
i∈I
mi. Since R preserves (finite) products, ρX =
∏
i∈I
ρXi and
Rm =
∏
i∈I
Rmi, and one has (Rm)(1RM) =
∏
i∈I
(Rmi)(1RMi), because F is (finitely) productive.
Therefore, we obtain
cρX(m)
def
= ρ−1X (cRX(
∏
i∈I
Rmi)) = (
∏
i∈I
ρXi)
−1(
∏
i∈I
cRXi(Rmi)) (5)
=
∏
i∈I
ρ−1Xi (cRXi(Rmi)) =
∏
i∈I
cρXi(mi), (6)
because c is (finitely) productive, and limits interchange with each other.
For A ∈ A, a subobject m ∈ subAA is c-closed if cA(m) = m. One says that A is c-separated
(or c-Hausdorff) if the diagonal δA : A→ A× A is c-closed in A (cf. [3, 4.1]).
Proposition 2.5. Let c be a a closure operator of A. For X ∈ X, suppose that (a) RX is c-
separated and (b) ρX×X = ρX×ρX . Then X is cρ-separated if and only if ρX is a monomorphism.
PROOF. Using the assumptions, one can easily see that
cρX×X(δX)
def
= ρ−1X×X(cR(X×X)(RδX))
(a)
= (ρX × ρX)−1(cRX×RX(δRX)) (b)= (ρX × ρX)−1(δRX). (7)
This simple computation shows that cρX×X(δX) is precisely the kernelpair of ρX .
We turn to characterizing the cρ-compact objects, and to that end, until the end of this section,
E is assumed to be pullback stable.
Proposition 2.6. Let c be a closure operator on A. If X ∈ X is cρ-compact, then:
(a) REX is cρ-compact;
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(b) if RX is c-separated, then ρX ∈ E and RX is c-compact.
PROOF. Since E is pullback stable, the image of any cρ-compact object under a morphism is
again cρ-compact (cf. [3, 5.2(3)]), and thus (a) follows. In order to show (b), notice that REX is
cρ-closed in RX (cf. [3, 5.2(2)]), because RX is c-separated. On the other hand, REX is cρ-dense
in RX (Remark 2.1), and therefore REX = RX .
For X ∈ X, we say that R preserves products with X if ρX×Y = ρX × ρY for every Y ∈ X.
Theorem 2.7. Suppose that F ⊂ E . Let c be a closure operator of A, and let X ∈ X. If R
preserves products with X , ρX ∈ E , and RX is c-compact, then X is cρ-compact.
Remark 2.8. The condition of F ⊂ E implies thatF ⊆ RE , and therefore F = RE (cf. [5, 5.13]).
Its role in the theorem is to ensure that the factorization of a morphism in A coincides with its
factorization in X.
In order to prove Theorem 2.7, a technical lemma is required. It is an easy consequence of the
Beck-Chevalley Property (cf. [26, 3.8]), and thus its straightforward proof is omitted:
Lemma 2.9. Let X1, X2, Y1, Y2 ∈ X, and let e : X1 → X2 and f : Y1 → Y2 be morphisms. Put
g = e×f : X1×Y1 → X2×Y2. If e ∈ E (and E is pullback stable), then for every n ∈ sub(X2×Y2),
piY1(g
−1(n)) = f−1(piY2(n)).
PROOF OF THEOREM 2.7. Let Y ∈ X. We show that piY : X×Y → Y is cρ-preserving. To that
end, let m ∈ sub(X × Y ). First, note that
piRY ((Rm)(1RM )) = R(piY (m))(1RN), (8)
where piY (m) : N → Y . Indeed, piYm = piY (m)e, where e ∈ E , so R(piYm) = R(piY (m))Re.
Thus, piRY ((Rm)(1RM)) = R(piYm)(1RM ) = R(piY (m))(Re(1RM )) = R(piY (m))(1RN ), as
Re : RM → RN belongs to RE = F and R preserves products with X (so RpiY = piRY ).
By Lemma 2.9, piY (ρ−1X×Y (n)) = ρ−1Y (piRY (n)) for every n ∈ sub(RX × RY ), because ρX ∈ E
and ρX×Y = ρX × ρY . Thus, putting n = cRX×RY (Rm) yields:
piY (c
ρ
X×Y (m))
def
= piY (ρ
−1
X×Y (cRX×RY (Rm))) = ρ
−1
Y (piRY (cRX×RY (Rm))).
Since RX is c-compact, one has cRY (piRY (k)) = piRY (cRX×RY (k)) for every k ∈ sub(RX×RY ).
By letting k = (Rm)(1RM ) and then applying ρ−1Y to both sides, one obtains
ρ−1Y (piRY (cRX×RY (Rm))) = ρ
−1
Y (cRY (piRY ((Rm)(1RM))))
(8)
= ρ−1Y (cRY (R(piY (m))(1RN )))
def
= cρY (piY (m)).
Therefore, cρY (piY (m)) = piY (c
ρ
X×Y (m)), as desired.
Corollary 2.10. Suppose that N =M∩morA and that A is E-reflective in X. Let c be a closure
operator of A, and let X ∈ X. If R preserves products with X , then X is cρ-compact if and only if
RX is c-compact.
G. Luka´cs / Lifted closure operators 5
PROOF. Since A is E-reflective in X, the (E ,M)-factorization system in X restricts to a proper
(EA,MA)-factorization system in A, where EA = E ∩morA and MA =M∩morA. Because of
the “orthogonality” relation, N and F determine each other, and thus N = MA implies F = EA.
So, the conditions of Theorem 2.7 are fulfilled, and therefore if RX is c-compact, then X is cρ-
compact. On the other hand, by Proposition 2.6(a), if X is cρ-compact, then so is REX = RX;
hence, RX is c-compact, as desired.
A combination of Theorem 2.7 and Proposition 2.6 yields:
Corollary 2.11. Let c be a closure operator of A. Suppose that F ⊂ E and every object in A is
c-separated. If X ∈ X is so that R preserves products with X , then X is cρ-compact if and only if
ρX ∈ E and RX is c-compact.
The discrete closure operator s is defined as sA(m) = m for every m ∈ subAA and A ∈ A.
Corollary 2.12. Suppose that F ⊂ E , and let X ∈ X. If R preserves products with X , then X is
sρ-compact if and only if ρX ∈ E .
3. APPLICATION I: THE TYCHONOFF FUNCTOR
Put I for the closed unit interval. For any X ∈ Top (the category of topological spaces and their
continuous maps), the evaluation map ΦX : X → IC(X,I), mapping x ∈ X to (f(x))f∈C(X,I), is
continuous. One sets τX = ΦX(X), and τ is called the Tychonoff functor : It is the reflector of
Tych (the full subcategory formed by the Tychonoff spaces) in Top.
Put X = Top, A = Tych, R = τ , and ρ = θ. The category Top admits a proper (Onto,Embed)-
factorization system, and the reflection θX : X → τX is surjective (by definition) for every
X ∈ Top. Thus, by putting N = MA, we arrive at the setting described in Corollary 2.10,
because E = Onto is obviously pullback stable. Therefore, for any closure operator c of Tych, if
τ preserves products with X ∈ Top, then X is cθ-compact if and only if τX is c-compact. Here,
we are interested in the case where c = K, the Kuratowski-closure. Since the K-compact spaces
in Tych are precisely the compact ones (by the classical Kuratowski-Mro´wka Theorem, cf. [13,
3.1.16]), the problem of characterizing Kθ-compact spaces in Top boils down to a question con-
cerning preservation of products by τ . Hence, we use the terminology and the results of T. Ishii,
who studied very carefully and extensively the Tychonoff functor in [24] and [23], and in [25] gave
a survey of the results concerning it.
Let X ∈ Top; F ⊂ X is a zero-set of X if there exists a continuous map f : X → I such that
F = {x ∈ X | f(x) = 0}, and G ⊂ X is a cozero-set of X if there exists a continuous map
g : X → I such that G = {x ∈ X | g(x) > 0}. A subset A of X is τ -open if A is a union of
cozero-sets of X . (The complement of a τ -open set is called a τ -closed set.) Following T. Ishii, a
space X is w-compact if for any family {Pλ} of τ -open subsets of X with the finite intersection
property,
⋂
P¯λ 6= ∅ holds; or equivalently, if for any collection {Fα} of closed sets of X that is
closed under finite intersections and such that each Fα contains a non-empty cozero-set of X , one
has
⋂
Fα 6= ∅ (cf. [23, 1.4]). Although τX is compact for every w-compact space X (cf. [23,
2.1]), there exists a non-w-compact, regular Hausdorff space X such that τX is compact (cf. [23,
2.3]).
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Theorem 3.1. A space X ∈ Top is Kθ-compact if and only if it is w-compact.
In order to prove Theorem 3.1, we need two results of T. Ishii. Recall that a continuous map
f : X → Y of topological spaces is a Z-map if f(Z) is closed in Y for every zero-set Z of X .
Fact A. ([23, 2.7], [25, 3.11]) For a space X ∈ Top, the following properties are equivalent:
(i) X is w-compact;
(ii) The projection piY : X × Y → Y is a Z-map for every Y ∈ Top.
Fact B. ([23, 1.5], [25, 4.1]) For a space X ∈ Top, the following statements are equivalent:
(i) for every x ∈ X there exists a cozero-set W containing x such that W¯ is w-compact;
(ii) τ(X × Y ) = τ(X)× τ(Y ) for every Y ∈ Top.
PROOF OF THEOREM 3.1. Suppose that X is Kθ-compact, and let Y ∈ Top. In order to show
that piY : X × Y → Y is a Z-map, let Z ⊂ X × Y be a zero-set in X × Y . In particular, Z
is Kθ-closed in X × Y , and thus piY (Z) is Kθ-closed in Y , because X is Kθ-compact and Kθ
idempotent (Proposition 2.3). Therefore, piY (Z) is closed in Y , which shows that piY is a Z-map.
This holds for every Y ∈ Top, and hence X is w-compact (Fact A).
Conversely, suppose that X is w-compact. Then τ preserves products with X (Fact B, with
W = X in (i)). Obviously, E = Onto is pullback stable, and thus, by Corollary 2.10, X is Kθ-
compact if and only if τX is K-compact. The latter is equivalent to τX being compact, by the
classical Kuratowski-Mro´wka Theorem (cf. [13, 3.1.16]). Since X is w-compact, τX is compact
(cf. [23, 2.1]), and therefore X is Kθ-compact.
We note that if τ preserves products with X (which can be guaranteed by the condition in
Fact B), then τX being compact implies that X is Kθ-compact. Therefore, Theorem 3.1 has the
following corollary.
Corollary 3.2. Let X ∈ Top be such that for every x ∈ X there exists a cozero-set W containing
x such that W¯ is w-compact. Then the following statements are equivalent:
(i) X is Kθ-compact;
(ii) X is w-compact;
(iii) τX is compact.
4. APPLICATION II: THE BOHR-CLOSURE
Similarly to the relationship between Top and HComp (compact Hausdorff spaces), the full sub-
category Grp(HComp) of compact Hausdorff groups is reflective in Grp(Top) (topological groups
and their continuous homomorphisms). The reflection is called the Bohr-compactification, and is
denoted by ρG : G → bG; ρG has a dense image, but it need not be onto. The kernel of ρG is
denoted by n(G) and it is called the von Neumann kernel of G. There are many groups that do
not admit any non-trivial continuous homomorphism into a compact group at all. Such groups are
called minimally almost periodic, and their Bohr-compactification is trivial (cf. [28]). Therefore,
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one should not expect ρG to be an injection. Those groups G for which n(G) = {e} are called
maximally almost periodic.
A group G is precompact if for every neighborhood U of e ∈ G, there exists a finite subset
F ⊂ G such that G = FU . It is interesting to note that while topological spaces X whose Stone-
ˇCech reflection X → βX is an embedding are exactly the Tychonoff spaces, groups G such that
ρG is an embedding are characterized by being Hausdorff (and thus Tychonoff) and precompact.
Remark 4.1. It follows from the famous Peter-Weyl Theorem that finite-dimensional irreducible
unitary representations of a compact Hausdorff group separate its points (cf. [33, Thm. 33]). Every
such representation of an abelian group is one dimensional. Thus, for every compact Hausdorff
abelian group K and k ∈ K such that k 6= 0, there is χ ∈ Kˆ such that χ(k) 6= 0, where
Kˆ = H (K,T) is the group of continuous characters of K (i.e., continuous homomorphisms
χ : K → T, where T = R/Z). If G is an abelian group, then so is its Bohr-compactification
bG (because ρG(G) is an abelian dense subgroup of bG). Therefore, g ∈ ker ρG if and only if
χ(ρG(g)) = 0 for every χ ∈ b̂G. By the universal property of bG, there is a one-to-one correspon-
dence between Gˆ and b̂G, because T ∈ Grp(HComp) - in other words, Gˆ = b̂G as sets. Hence, if
G is an abelian group, then
n(G) =
⋂
χ∈Gˆ
kerχ. (9)
The Bohr-closure cb of a subgroup S ⊆ G is defined as cb(S) = ρ−1G (ρG(S)). We equip
Grp(Top) with the (Onto,Embed)-factorization system, while Grp(HComp) is provided with the
(Onto,ClEmb)-factorization system (ClEmb stands for the closed embeddings). In this setting, it
follows from Proposition 2.2 that cb is precisely the b-initial lift sρ of the discrete closure operator
s on Grp(HComp).
Proposition 4.2.
(a) cb is idempotent;
(b) cb is productive;
(c) G ∈ Grp(Top) is cb-separated if and only if ρG is injective (i.e., G is maximally almost peri-
odic);
(d) G ∈ Grp(Top) is cb-compact if and only if ρG is surjective.
PROOF. (a) follows from Proposition 2.3. (b) follows from Proposition 2.4, because the Bohr-
compactification preserves products, and surjective maps in Grp(HComp) are productive. (c) is
an immediate consequence of Proposition 2.5, because b is productive and the class of monomor-
phisms coincides with the injective maps in Grp(Top). Finally, (d) is a special case of Corol-
lary 2.12.
Let G be a locally compact Hausdorff group. One says that G is central if G/Z(G) is compact
(cf. [14], [15]); G is a Moore group if every irreducible unitary representation of G is finite-
dimensional (cf. [27], [36]). Moore groups are automatically maximally almost periodic, because
by the Gelfand-Raı˘kov Theorem ([18, 22.12]), irreducible representations of a locally compact
group separate its points.
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Theorem 4.3. Let G be a locally compact Hausdorff cb-compact group.
(a) If G is Moore, then it is compact.
(b) If G is central, then it is compact.
(c) If G has nilpotency class ≤ 2, then it is compact.
(d) The quotient G/[[G,G], G] is compact; in particular, n(G) ⊆ [[G,G], G].
(e) Every continuous homomorphism α : G→ 〈R,+〉 is trivial, and thus G is unimodular.
PROOF. (a) Hughes [19, Theorem 1] & [20, Theorem 1] showed that for a locally compact Haus-
dorff group G, a subspace K ⊂ G is compact if and only if K is compact in Gw, the group G
equipped with the pointwise topology induced by its irreducible unitary representations. Remus
and Trigos-Arrieta [35, Theorem 1] showed that for Moore groups, Gw = ρG(G). Since G is
cb-compact, ρG(G) = bG, and therefore Gw is compact. Hence, by Hughes’ result, G is compact.
(b) follows from (a), because every central group is Moore (cf. [15, Theorem. 2.1]).
(c) The locally compact abelian group Gab := G/[G,G], being the continuous image of G,
is cb-compact. It is also Moore, because every irreducible unitary representation of an abelian
group is one dimensional. Thus, by (a), Gab is compact. Since G has nilpotency class 2, one has
[[G,G], G] = 1, and so [G,G] ⊆ Z(G). Therefore, G/Z(G) is a quotient of Gab = G/[G,G], and
hence G is central. The statement now follows by (b).
(d) follows from (c).
(e) α factors through Gab, which is compact (by (d)), but the only compact subgroup of R is
the trivial one. Therefore, α must be trivial.
A group is balanced (or equivalently, admits an invariant basis) if its left and right uniformities
coincide. A Hausdorff locally compact connected group is balanced if and only if it is central (cf.
[14, Theorem 4.3]), which yields:
Corollary 4.4. Every Hausdorff locally compact connected balanced cb-compact group is com-
pact.
One might hope that cb-compactness “almost” implies compactness, but this is not the case.
For instance, every minimally almost periodic group has trivial Bohr-compactification, and in par-
ticular, they are cb-compact. The examples below show that all the conditions in Corollary 4.4 are
indeed necessary.
Example 4.5. The special linear group SL2(R) is a locally compact, connected, and cb-compact
group, which is not compact. Indeed, SL2(R) has the property that its continuous surjective ho-
momorphisms are open - in other words, it is totally minimal (cf. [10, 7.4], [34]). In particular,
every image of SL2(R) is complete, and thus cb-compact; in particular, ρSL2(R)(SL2(R)) is a com-
plete dense subgroup of b(SL2(R)), and so ρSL2(R) is onto. Therefore, b(SL2(R)) is a quotient of
SL2(R). The only non-trivial quotient of SL2(R) is PSL2(R), which is not compact, because the
matrix A =
(
1 1
0 1
)
generates a discrete infinite subgroup. Hence, SL2(R) is minimally almost
periodic.
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Example 4.6. Nienhuys [29] showed that there exists a coarser metrizable group topology T on R
such thatG := (R, T ) is minimally almost periodic. Thus,G is cb-compact, and it is also balanced,
because G is abelian. Therefore, G is a balanced, connected, and cb-compact group, which is not
compact.
Van der Waerden proved that every (algebraic) homomorphism from a compact connected
semisimple Lie group into a compact group is continuous (cf. [38]). Groups K with this property
satisfy K = b(Kd), where Kd is the group K equipped with the discrete topology, and they are
called van der Waerden groups, or briefly, vdW-groups (cf. [16]). For D = Kd, one obtains a
discrete group that is cb-compact.
Example 4.7. SO3(R) is a vdW-group, so SO3(R)d is discrete, infinite, and cb-compact. Thus,
SO3(R)d is a balanced, locally compact, and cb-compact group, which is not compact.
A closure operator c is hereditary if for every m : M → A in subAA and n : N → N in
subAN , cM(n) = m
−1(cA(n)); c is weakly-hereditary if for every m : M → A in subAA, m is
c-dense in the domain of cA(m).
Theorem 4.8. The lift cρ need not be weakly-hereditary when c is hereditary, even if A is E-
reflective in X and F = E ∩morA.
PROOF. As we mentioned at the beginning of this section, groups whose Bohr-compactification
is an embedding are precisely the precompact ones, and for them cb coincides with the Kuratowski
closure. Hausdorff precompact groups form an Onto-reflective subcategory of Grp(Top), and the
reflection G → b+G is given by the image of G in bG. Therefore, cb can also be seen as the
b+-initial lift of the hereditary Kuratowski closure operator of the precompact Hausdorff groups.
Hence, it suffices to show that cb is not weakly-hereditary.
The Bohr-closure of the trivial subgroup of a topological group G is simply its von Neumann
kernel, n(G). Had cb been weakly-hereditary, then
n(n(G)) = (cb)n(G)({e}) = (cb)G({e}) = n(G) (10)
would have been true for every topological group G, but this is not the case, as the Example 4.9
shows.
The example below was suggested by Dikran Dikranjan.
Example 4.9. For a prime number p 6= 2, let A = Z(p∞), the Pru¨fer group. It can be seen
as the subgroup of Q/Z generated by the elements of p-power order, or the group formed by all
pnth roots of unity. Since every proper subgroup of A is finite, if A is equipped with a Hausdorff
group topology in which it is not minimally almost periodic (in other words, n(A) 6= A), then
n(A) is a finite subgroup with the discrete topology, and thus n(n(A)) is trivial. Therefore, if τ
is a Hausdorff group topology on A such that (A, τ) is neither minimally nor maximally almost
periodic, then n(n(A, τ)) 6= n(A, τ).
Following Zelenyuk and Protasov [40], a sequence {an} ⊆ G in a (discrete) abelian group G
is said to be a T -sequence if there is a Hausdorff group topology τ on A such that an
τ−→ 0. It
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follows from the proof of [40, Theorem 1] that if {an} is a T -sequence and τ is the finest group
topology such that an
τ−→ 0, then (G, τ) is universal in the following sense: a homomorphism
ϕ : G{an} → H into a topological group H is continuous if and only if ϕ(an)→ 0.
Let cn = 1pn in A, put
bn = −c1+cn3−n2+· · ·+cn3−2n+cn3−n+cn3 = −1
p
+
1
pn3−n2
+· · ·+ 1
pn3−2n
+
1
pn3−n
+
1
pn3
, (11)
and consider the sequence an defined as b1, c1, b2, c2, b3, c3, . . .. One can show that {an} is a T -
sequence in A; we chose to omit the proof of this statement because of its technical nature and
length. We set τ to be the finest Hausdorff group topology on A such that an → 0 in τ , and apply
(9) from Remark 4.1 to show that n(A, τ) = 〈1
p
〉.
To that end, let χ ∈ (̂A, τ); then χ(an)→ 0, and in particular, χ(cn)→ 0. By [40, Example 6]
and [9, 3.3], χ(cn) → 0 is equivalent to χ = mχ1, where m ∈ Z and χ1 is the natural embedding
of Z(p∞) intoQ/Z ⊆ R/Z. It is easily seen that χ1(bn) = −1p . Thus, if χ(bn)→ 0, then−m1p = 0
in R/Z, and so p | m. On the other hand, it follows from pχ1(bn) → −p1p = 0 that pχ1(an) → 0,
so pχ1 is continuous with respect to τ . Therefore, (̂A, τ) = {mχ1 | m ∈ pZ}. Hence, 〈1p〉 ⊆ kerχ
for every χ ∈ (̂A, τ). Since ker pχ1 = 〈1p〉, this shows that n(A, τ) = 〈1p〉, as desired.
5. APPLICATION III: THE ∗-REPRESENTATION TOPOLOGY
A ∗-algebra A is an algebra over C with an involution ∗ : A→ A such that (a + λb)∗ = a∗ + λ¯b∗
and (ab)∗ = b∗a∗ for every a, b ∈ A and λ ∈ C. A topological ∗-algebra is a ∗-algebra A and a
topology on A making the operations (addition, multiplication, additive inverse, involution) jointly
continuous. The category of topological ∗-algebras and their continuous ∗-homomorphisms is
denoted by T∗A. A C∗-[semi]norm on a ∗-algebra A is a [semi]norm p that is submultiplicative
and satisfies the C∗-identity - in other words, p(ab) ≤ p(a)p(b) and p(a∗a) = p(a)2 for every
a, b ∈ A. We put N (A) for the set of continuous C∗-seminorms on a topological ∗-algebra A. For
every p, q ∈ N (A), one has max{p, q} ∈ N (A) (max{p, q} is defined pointwise), which turns
N (A) into a directed set.
A C∗-algebra is a complete Hausdorff topological algebra whose topology is given by a sin-
gle C∗-norm. The full subcategory of T∗A formed by the C∗-algebras is denoted by C∗A. For
A ∈ T∗A, a ∗-representation of A is a continuous ∗-homomorphism pi : A→ B(H) of A into the
C∗-algebra of bounded operators on some Hilbert space H (i.e., a morphism in T∗A). The class of
∗-representations of A is denoted by R(A).
Let p ∈ N (A); ker p = {a ∈ A | p(a) = 0} is a ∗-ideal in A, and p induces a C∗-norm
on the quotient A/ ker p, so the completion Ap of this quotient with respect to p is a C∗-algebra.
By the celebrated Gelfand-Naı˘mark-Segal theorem, every C∗-algebra is ∗-isomorphic (and thus
isometric) to a closed subalgebra of B(H) for a large enough Hilbert space H (cf. [11, 2.6.1]).
Thus, we obtain a ∗-representation pip : A→ A/ ker p→ Ap → B(H) such that p(x) = ‖pip(x)‖.
Conversely, each pi ∈ R(A) gives rise to a C∗-seminorm ppi(x) = ‖pi(x)‖. Therefore, the initial
topology TA induced by the class R(A) coincides with the one induces by the family of C∗-
seminormsN (A). The topology TA is called the ∗-representation topology, and it defines a closure
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operator c∗ on subalgebras in T∗A. The closure c∗A({0}) of the trivial subalgebra is a closed ∗-ideal
of A; it is called the reducing ideal of A, and denoted by AR (cf. [30, 9.7]). Notice that
c∗A({0}) = AR =
⋂
p∈N (A)
ker p =
⋂
pi∈R(A)
ker pi, (12)
so TA is Hausdorff (i.e., AR = 0) if and only if the ∗-representations of A separate the points of A.
A topological ∗-algebra A is said to be a pro-C∗-algebra if it is Hausdorff, complete, and its
topology is generated by a family of C∗-seminorms - in other words, the topology of A coincides
with TA, it is complete, and AR = 0. One can show that A is a pro-C∗-algebra if and only if
A is the limit in T∗A of C∗-algebras (cf. [32, 1.1.1]). The full subcategory of T∗A consisting of
pro-C∗-algebras is denoted by P∗A. These algebras were studied under various names (locally
C∗-algebras, LMC*-algebras, etc.) by numerous authors; for instance, in section 3 of [12], Dubuc
and Porta essentially characterized commutative pro-C∗-algebras (up to a k-ification). Alluding
only to a few more highlights, we mention the works of Inoue [21], Schmu¨dgen [37], Phillips [31]
& [32], Bhatt and Karia [2], and Inoue and Ku¨rsten [22].
Proposition 5.1. P∗A is a reflective subcategory of T∗A.
PROOF. Let A ∈ T∗A. For each p ∈ N (A), we put Ap to be the completion of A/ ker p with
respect to the C∗-norm that p induces on it; obviously, Ap is a C∗-algebra. For every q ≥ p in the
directed set N (A), there is a surjective morphism Aq → Ap. This defines a functor
A∗ : N (A) −→ C∗A ⊂ T∗A (13)
p 7−→ Ap, (14)
and so we define the reflector
PC∗(A) = limA∗, (15)
where the limit is taken in T∗A. It follows from the definition that PC∗(A) is a pro-C∗-algebra.
To show that PC∗(−) : T∗A −→ P∗A is a functor, let ϕ : A→ B be a morphism in T∗A. Then
N (ϕ) : N (B) → N (A) defined by r 7→ rϕ is an order-preserving map, and ϕr : Arϕ → Br is a
natural transformation from A∗N (ϕ) to B∗. Thus, there is a morphism limA∗N (ϕ) → limB∗,
and therefore one sets PC∗(ϕ) = (limA∗ → limA∗N (ϕ)→ limB∗).
To complete the proof, one defines ηA : A → PC∗(A) by setting ηA(x) = (x + ker p)p∈N (A).
Obviously, ηA is a morphism (because each A→ Ap is so), and it is a natural transformation. Let
x = (xp)p∈N (A) ∈ PC∗(A), and pick p1, . . . , pk ∈ N (A). Then q = max{p1, . . . , pk} ∈ N (A),
and Aq → Api is surjective. The image of A under the canonical morphism A → Aq is dense, so
for every ε > 0, there is a ∈ A such that q(a¯q − xq) < ε, and thus pi(a¯pi − xpi) < ε (where a¯p
stands for the image of a in Ap). Therefore, the image ηA(A) is dense in PC∗(A). If B ∈ P∗A,
then ηB = idB. Hence, if ϕ : A → B is a morphism from A ∈ T∗A into B ∈ P∗A, then
ϕ = ηBϕ = PC∗(ϕ)ηA. This decomposition is unique, because ηA(A) is dense in PC∗(A).
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We turn now to fitting all these into the setting of section 2. Equip X = T∗A with the usual
(Onto,Embed)-factorization system, and provide A = P∗A with the (Dense,ClEmb)-factorization
system (Dense and ClEmb stand for the maps with a dense image and closed embeddings, respec-
tively). The Onto-reflective hull of A in X is the category B = P∗A consisting of the algebras
A ∈ T∗A such that AR = 0 and TA coincides with the topology of A; the reflector PC∗ is given by
A 7−→ ηA(A), and the reflection αA : A→ PC∗(A) is the same as η, but with different codomain.
The category B inherits the (Onto,Embed)-factorization system of A.
Theorem 5.2.
(a) c∗ = Kα = Kη, in other words, the ∗-representation topology is the PC∗-initial [PC∗-initial]
lift of the Kuratowski closure K on P∗A [P∗A].
(b) c∗ is finitely productive.
(c) An algebra A ∈ T∗A is c∗-separated if and only if αA is injective, or equivalently, AR = 0; in
particular, each algebra in P∗A is c∗-separated.
(d) An algebra A ∈ T∗A is c∗-compact in T∗A if and only if PC∗(A) is K-compact in P∗A; in this
case, ηA is surjective.
PROOF. (a) It follows from the definition that TA is the initial topology on A induced by the
family of *-homomorphisms (A → Ap)p∈N (A). Equivalently, TA is the initial topology induced
by the single *-homomorphism A → ∏
p∈N (A)
Ap, whose image is contained in PC∗(A) ⊆ PC∗(A).
Therefore, the statement follows from Proposition 2.2.
(b) Since PC∗(−) is additive, it preserves finite products in T∗A. Therefore, the statement
follows from Proposition 2.4, as K is productive, and surjective morphisms in P∗A are productive.
(c) follows from Proposition 2.5, because PC∗(−) preserves finite products, and monomor-
phism in T∗A are injections.
(d) It would be tempting to apply Theorem 2.7 to A, but unfortunately, the condition of F ⊂ E
fails: in our case, F = Dense in P∗A while E = Onto. Instead, we apply Corollary 2.10 to
B = P∗A in order to obtain the first statement, while the second one is a consequence of Proposi-
tion 2.6(b).
To conclude, we investigate the class of topological ∗-algebras whose ∗-representation topol-
ogy is generated by a single continuous seminorm. As the next lemma (which is modeled on [30,
10.1.7]) reveals, these are precisely the algebras for which PC∗(A) is a C∗-algebra.
Lemma 5.3. Let A ∈ T∗A. The following statements are equivalent:
(i) For every x ∈ A,
γ(x) = sup{p(x) | p ∈ N (A)} = {‖pi(x)‖ | pi ∈ R(A)} <∞, (16)
and γ is continuous on A;
(ii) N (A) has a largest element;
(iii) PC∗(A) is a C∗-algebra;
(iv) TA is defined by a single continuous linear space seminorm on A.
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Remark 5.4. The seminorm in (iv) is not assumed a priori to be submultiplicative or a C∗-
seminorm.
PROOF. (i) ⇒ (ii) Since each p ∈ N (A) is a C∗-seminorms, so is γ, which (being continuous)
belongs to N (A). Thus, γ is the largest element of N (A).
(ii) ⇒ (iii) Let r ∈ N (A) be the largest element. Then Ar is a C∗-algebra, and for each
p ∈ N (A) there is a morphism Ar → Ap. Thus, PC∗(A) = limA∗ = Ar is a C∗-algebra.
(iii) ⇒ (iv) Let ‖ · ‖ be the norm of the C∗-algebra PC∗(A). It is certainly a C∗-seminorm on
A, and by definition, it defines TA. In particular, ‖ · ‖ is continuous.
(iv) ⇒ (i) Let σ be a seminorm that defines TA. Since multiplication is jointly continuous
in PC∗(A) (which carries the quotient topology TA/AR), there is a constant B > 0 such that
σ(xy) ≤ Bσ(x)σ(y) for every x, y ∈ A. Thus, by replacing σ with Bσ if necessary, we may
assume that B = 1 and σ is submultiplicative. Let pi : A → B(H) ∈ R(A). Pick a ∈ A. Since
B(H) is a C∗-algebra,
‖pi(a)‖2 =‖pi(a∗a)‖ = rB(H)(pi(a∗a)) = lim
n→∞
‖(pi(a∗a))n‖ 1n . (17)
By the continuity of pi with respect to TA, there is a constant Cpi such that ‖pi(x)‖ ≤ Cpiσ(x) for
every x ∈ A, so
‖(pi(a∗a))n‖ 1n ≤ n
√
Cpiσ((a
∗a)n)
1
n ≤ n
√
Cpiσ(a
∗a). (18)
Therefore,
‖pi(a)‖2 = lim
n→∞
‖(pi(a∗a))n‖ 1n ≤ lim
n→∞
n
√
Cpiσ(a
∗a) = σ(a∗a) ≤ Dσ(a)2, (19)
where D is a constant such that σ(x∗) ≤ Aσ(x) for every x ∈ A. Hence, γ(a) ≤ √Dσ(a), which
proves the second statement too, because σ is assumed to be continuous on A.
Palmer [30, 10.1] investigated discrete ∗-algebras that satisfied the equivalent conditions of
Lemma 5.3, and named them G∗-algebras. Thus, we extend this terminology to topological ∗-
algebras too, and denote by G∗A the full subcategory of T∗A formed by the (generalized) G∗-
algebras. For A ∈ G∗A, we put C∗(A) for PC∗(A), and call it the enveloping C∗-algebra of A.
The next Proposition is a consequence of Proposition 5.1 and Lemma 5.3; its restricted version,
for discrete G∗-algebras, appears in [30, 10.1.11].
Proposition 5.5. The category C∗A is a full reflective subcategory of G∗A, and its reflector is given
by A 7−→ C∗(A).
We once again return to the setting of section 2. Equip X = G∗A with the (Onto,Embed)-
factorization system, and provide A = C∗A with the (Onto, Inj)-factorization system (Inj stands for
injections). Notice that every injection of C∗-algebras is actually an embedding (cf. [11, 1.8.1]),
so the Kuratowski closure on C∗-subalgebras of C∗-algebras is just the discrete closure s. (This is
not too surprising, though, because van Osdol [39] showed that the category of unital C∗-algebras
and their unital ∗-homomorphisms is monadic over Set.) Therefore, by Corollary 2.12, we get:
Theorem 5.6. An algebraA ∈ G∗A is c∗-compact if and only if αA : A→ C∗(A) is surjective.
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