Abstract-By means of the coincidence degree theory, we give some criteria for the existence of periodic solutions of a three-neuron network model.
INTRODUCTION
We consider the following model for an artificial network of three neurons: k, = -a121 + fi(22(t -71)) + f2(53(t -72)) + Il(t), k, = -a222 + f3(q(t -73)) + f4(x3(t -7-4)) +12(t), (1.1)
Ci, = -0,353 + f5(5l(t -T5)) + f6(52(t -76)) + 13(t), where xi(t), i = 1,2,3, denote the activations of corresponding neurons, ai > 0, i = 1,2,3, are the internal decay rate, ri > 0, i = 1,2,. . . ,6, are the synaptic transmission delays, fi E C(R, R), i = 1,2,... ,6, are the activation functions, and li E C(R, R), i = 1,2,3, are the external inputs with period w > 0. Such a model describes the evolution of the so-called Hopfield net, where each neuron is represented by a linear circuit consisting of a resistor and a capacitor, and where each neuron is connected to another via the nonlinear activation function. Under some suitable assumptions, the network modeled by (1.1) has the on-center off-surround characteristics, and such networks have been found in a variety of neural structures such as neocortex [l] et al. [7] used the well-known Hopf bifurcation theory to discuss the bifurcating periodic solutions. However, the usual Hopf bifurcation theory cannot be applied to system (l.l), which is a nonautonomous system. In this paper, we apply the theory of coincidence degree to system (1.1) and obtain some new criteria for the existence of periodic solutions. Our result allows a broad 
MAIN RESULTS
First, consider an abstract equation in a Banach space X,
where L : Dom L II X -+ X is a linear operator and X is a parameter. Let P and Q denote two projectors, P:XnDomL-+KerL and Q:X-+X/ImL. Then Lx = Nx has at least one solution in fi.
In the whole paper, we denote the Euclidean norm by ( . 1 and define THEOREM 2.1. Assume that the following conditions hold: (ii) u,a& > (al + a2)asa2 + 2ascr3 + ugff2 with Q < ai/2, i = 1,2,3.
Then system (1.1) has at least one w-periodic solution.
PROOF. In order to apply Lemma 2.1 to system (l.l), we take X = {(~1(t),x~(t),xs(t))~ E C(R, R3) : xi(t + w) = xi(t), i = 1,2,3} equipped with the norm With the norm, X is a Banach space. Let for (~1~x2,~s)~ E X Xl [I [ -"lxl(t) + h(X2(t -71)) + f2(X3(t -72)) + I,(t)
Since KerL = R3 andImL = {(zr,~s,xs)~ E X: Suppose that (zl(t),~(t),z3(t))~ E X is a solution of system (2.2) for a parameter X E (0, l 
.
