Abstract: Local polynomial estimators are popular techniques for nonparametric regression estimation and have received great attention in the literature. Their simplest version, the local constant estimator, can be easily extended to the errors-in-variables context by exploiting its similarity with the deconvolution kernel density estimator.
Introduction
Nonparametric techniques for estimation of a regression curve, and in particular local 
where p (x) = ν! β x,ν ; see Fan and Gijbels (1996) . Local polynomial estimators of order p > 0 have many advantages over other nonparametric estimators such as, for example, the Nadaraya-Watson estimator (p = 0). One of their attractive features is their capacity to adapt automatically to the boundary of the design points, thereby offering the potential of bias reduction with no or little variance increase.
K(x/h). Then m(x) is estimated by
In this paper, we consider the more difficult errors-in-variables problem, where the goal is still to estimate the curve m(x) = E(Y |X = x) or its derivative m (ν) (x), but the only observations available are an i.i.d. sample (W 1 , Y 1 ), . . . , (W n , Y n ) distributed like (W, Y ), where W = X + U with X and U independent. Here, X is not observable and instead we observe W , which is a version of X contaminated by a measurement error U of density f U . In this context, when p = 0, m p (X j ) = β x,0 and a consistent estimator of m can simply be obtained after replacing the weights K h (x − X j ) in (1.1) by appropriate weights depending on W j ; see Fan and Truong (1993) . For p > 0, however, m p (X j ) depends on the unobserved X j and hence can not be calculated from the data. As a result, despite the popularity of the measurement error problem, no one has yet been able to extend the minimization problem (1.1) and the corresponding local pth order polynomial estimators for p > 0 to the case of contaminated data. We propose a solution to this problem and thus generalize local polynomial estimators to the errors-in-variable case. The methodology consists of constructing simple unbiased estimators of the terms depending on X j which are involved in the calculation of the usual local polynomial estimators. It also provides an elegant estimation of the derivative functions in the errors-in-variables setting.
The errors-in-variables regression problem has been considered by many authors in both the parametric and the nonparametric context. See for example Fan and Masry (1992) , Cook and Stefanski (1994) , Stefanski and Cook (1995) , Carroll, Maca and Ruppert (1999) , Stefanski (2000) , Taupin (2001) , Berry, Carroll and Ruppert (2002) , Carroll and Hall (2004) , Staudenmayer and Ruppert (2004) , Liang and Wang (2005) , Delaigle and Meister (2007) , Hall and Meister (2007) and Delaigle, Hall and Meister (2008) ; see also Carroll et al. (2006) for an exhaustive review of this problem.
Methodology 2.1 Derivation of the estimator
In the usual error-free case (i.e. when the X i s are observable), the local polynomial estimator of m (ν) (x) of order p can be written in matrix notation as
where e ν+1 = (0, , . . . , 0, 1, 0, . . . , 0) with 1 on the (ν + 1)th position, the matrix S n is defined by S n = {S n,j+ (x)} 0≤j, ≤p , with S n,k (x) = n −1 n j=1
, and the vector T n is defined by 
where U j are the measurement errors, independent of (X j , Y j , η j ), and f U is known.
For p = 0, a rate-optimal estimator has been developed by Fan and Truong (1993) .
Their technique is similar to the one employed in density deconvolution problems studied in Stefanski and Carroll (1990) . See also Carroll and Hall (1989) . It consists
In the usual nomenclature of measurement error models, this means that L h (W j − x) is an unbiased score for the kernel function
Following their idea, we would like to replace (
L k (x/h) and satisfies
That is, we propose to find unbiased scores for all components of the kernel functions.
Thus, we propose to estimate m
where
The method explained above seems relatively straightforward but its actual implementation is difficult, and this is the reason that the problem has remained unsolved.
The main difficulty has been that it is very hard to find an explicit solution L k (·) to (2.1). In addition, a priori it is not clear that the solution will be independent of other quantities such as X j and x. Moreover, the solution should depend only on K, k and f U , but be independent of other population parameters, again not clear.
Therefore, this problem has remained unsolved for more than 15 years.
The key to finding the solution is that, in deconvolution problems, calculations are often easier in the Fourier domain. With this in mind, instead of trying to solve (2.1) directly, we solve its Fourier version, that is, we solve
where we used F t to denote the Fourier transform of a function calculated at t.
For a function g, let φ g denote its Fourier transform, while for a variable T , we let φ T denote the characteristic function of its distribution. We make the following basic assumptions:
Under these conditions, we show in the appendix that the solution to (2.3) is found by taking
where φ K and φ U are the Fourier transform of functions K and U , following the aforementioned convension. In other words, our estimator is defined by (2.2), where
In what follows, for simplicity, we drop the p index from m
where S ν,k (x) denotes the (ν + 1, k + 1)th element of the inverse of the matrix S n .
Design adaptation
As a consequence of (2.1), we have
where X = (X 1 , · · · , X n ) is the vector of the unobserved covariates. By the double expectation formula, it follows that
This and the conventional arguments used in the local polynomial fitting yield the design-adaptive property, as follows.
Consequently, it is not hard to show that
Like in the error-free case, by (2.5), and recalling that S n denotes the error-free version of S n , see Section 2.1, the matrix
behaves like a constant matrix, which is the same as in the error-free case; a rigorous account of (2.8) will be given in the next section. By using (2.5) again,
Since the bias property of the local polynomial estimator is completely determined by (2.8) and (2.9), which are the same as the error-free case, it follows that the bias for the newly proposed estimator should be the same as the error-free case, whether the point x is at the interior or the boundary: a formal statement of these facts will be given in Section 3.
3 Asymptotic normality
Conditions
To establish asymptotic normality of our estimator, we need to impose some regularity conditions. As already mentioned in Section 2.2, the asymptotic bias of the estimator, defined as the expectation of the limiting distribution of m
is the same as in the error-free case. Therefore, it depends in the same way as there on the smoothness of m and f X , and on the number of finite moments of Y and K.
We make the following assumptions:
(B1) K is a real and symmetric kernel such that K(x) dx = 1 and with finite 2p + 3rd moment;
(B2) h → 0 and nh → ∞ as n → ∞;
| is bounded for j = 0, . . . , p + 3, and there exists η > 0 such that
The asymptotic variance of the estimator, defined as the variance of the limiting distribution of m for some constants c > 0 and β > 1. A supersmooth error of order β > 0 is such that problems. See for example Fan (1991a,b,c) and Fan and Masry (1992) .
In the ordinary smooth error case, we assume that
In the supersmooth error case, we assume that Condition S:
In the sequel, we let X (x) and, for c as in (3.1),
Main results
Asymptotic properties of the estimator depend on the type of error that contaminates the data. Below we derive asymptotic normality separately for the two error types.
In the ordinary smooth error case, it follows from Lemma A.1 in the appendix
The expected value of Z n is identical to that from the error-free case, see Proposition A.1, and from the variance of Z n given in Proposition A.2, it follows that, under the assumptions of Theorem 3.1 below, the
by Z n , and to prove asymptotic normality of m (ν) (x), it suffices to show asymptotic normality of Z n . Using this technique, we obtain the next theorem, see the appendix for a proof. 
The optimal bandwidth is found by the usual trade-off between the squared bias and the variance, which gives h ∼ n
if p − ν is even. The resulting convergence rates of the estimator are, respectively,
if p − ν is odd and n
if p − ν is even. It follows from a proof similar to that Fan and Truong (1993) that these rates are optimal.
Using similar techniques as above and Lemmas B.8 and B.9 of the more detailed version of this paper 
2). Under conditions A, B and S, if
Using the bandwidth of the theorem, it is not hard to see that, as usual in the supersmooth error case, the variance is negligible compared to the squared bias and the estimator converges at the optimal but slow logarithmic rate (ln n)
Behavior near the boundary
Since the bias of our estimator is the same as in the error-free case, it suffers from the same boundary effects when the design density f X is compactly supported. Without loss of generality, suppose that f X is supported on [0, 1] and, for any integer k ≥ 0 and any function g defined on [0, 1], let g
(1
We derive asymptotic normality of the estimator under the following conditions, which are the same as those usually imposed in the error-free case:
Condition C: 
We also use the following notation. Let
For brevity, we only show asymptotic normality in the ordinary smooth error case.
Our results can be extended to the supersmooth error case: all our calculations for the bias are valid for supersmooth errors, and the only difference is the variance, which is negligible in that case. 
for some finite constant
As before, the bias is the same as in the error-free case, and thus all well known results of the boundary problem extend to our context. In particular, it is clear that the bias of the estimator is of the same order as in the case of no boundary (previous section) when p − ν odd, but it is an order of magnitude larger for p − ν even. As in Section 3.2, this shows that the estimator for p − ν odd has better properties since it adapts automatically to the boundary.
Note that since, in deconvolution problems, kernels are usually supported on the whole real line (see Delaigle and Hall, 2006) , the presence of the boundary can affect every point of the type x = ch or x = 1 − ch, with c a finite constant satisfying
).
Numerical properties
We conducted a small simulation study to illustrate the significant gain one can obtain by using a local linear estimator rather than a local constant estimator in the presence 
2 ), and, in both cases, we took X ∼ 0.
, and U ∼ Laplace(σ), with σ such that Var(U )/ Var(X) = 0.1 or 0.2. The first regression curve was considered in Fan and Gijbels (1996) and the second in .
In each case, we generated 500 samples of size n = 100 to 500 from the distribution of (W, Y ), and, for each sample, we calculated the local constant and the local linear estimators of m. For each estimated curve, we then calculated the Integrated
dx, for p = 0 (local constant estimator) and p = 1 (local linear estimator). In the figures below, we show, for each method, the target curve (solid line) and three estimated curves (q 1 , q 2 and q 3 ) corresponding to, respectively, the first, second and third quartiles of the 500 calculated ISEs for that method, in the case presented. As in the error-free case, local polynomial estimators can be written as a ratio of two quantities (for example,
1 (x)} for p = 1) and there are various ways to prevent the denominator from getting too close to zero. For example, we can use a ridge parameter as in , that is, replace the denominator by ρ > 0 if it gets too small. We refer to for completely adaptive procedures of selection of the ridge and the bandwidth, and for illustration of their data-driven selectors on our estimator. In our simulations, to illustrate the potential gain of using local polynomial estimators without confounding the effect of an estimator with that of the smoothing parameter selection, we used, for each method, the theoretical optimal value of ρ and h; that is, for each sample, we selected the values ρ and h minimizing the ISE. We chose the kernel K whose Fourier transform is given by
which is often used in deconvolution problems. See Delaigle and Hall (2006) .
In Figure 1 , we compare the results for the local constant and local linear estimators obtained when estimating curve (i) for samples of size n = 100 and n = 250, when Var(U ) = 0.2 Var(X), and in Figure 2 we consider curve (ii), when n = 500 and Var(U ) = 0.1 Var(X) or Var(U ) = 0.2 Var(X). In both examples the local constant estimator is much more biased than the local linear estimator near the boundary.
Note that we also compared the two estimators in the error-free case (not presented here) and found that, as expected by the theory, the boundary effect for the local constant estimator increases as the variance of the error increases. As a matter of fact, although the bias expression is the same whatever the error, more noise implies a larger variance of the estimator, and thus a larger bandwidth which in turn implies a larger bias.
Concluding Remarks
In the 20 years since the invention of the deconvoluting kernel density estimator and the 15 years of its use for local constant, Nadaraya-Watson kernel regression, the discovery of a kernel regression estimator for a function and its derivatives that has the same bias properties as in the no-measurement-error case has remained unsolved. By 
A Appendix

A.1 Derivation of the estimator
We have
where we used the fact that
Similarly, we find that
and it follows that (2.3) can be written as
Next we write
which proves (2.4).
A.2 Proofs of the results of section 3
We show only the main results and refer to a longer version of this paper, , for technical results which are straightforward extensions of results of Fan (1991a), Fan and Masry (1992) and Fan and Truong (1993) .
Lemma A.1. Under the conditions of Theorem 3.1, suppose that, for all
we have, when p − ν is odd, (nh)
) and when p − ν is even,
Proof. We have
It is easy to find E{ T * n,k (x)} and show that, when k + p and p − ν are both odd,
whereas, for k + p and p − ν both even,
where c 1 and c 2 denote some finite non zero constants (depending on x but not on n). Now, it follows from Lemmas B.1 and B.5 of that, under the conditions of the lemma,
. By Taylor expansion, 
). The proof of (A.1) then follows.
Proof of Theorem 3.1. We write
To prove the theorem, it suffices to prove asymptotic normality of Z n . As in Fan (1991a) , to prove that
it suffices to show that for some η > 0,
from Lemma B.5 of , and where, here and below, C denotes a generic positive and finite constant. Similarly, we have
),
For the denominator, it follows from Proposition A.2 and Lemma B.7 of Delaigle et al. (2008) that
We deduce that (A.4) holds and the proof follows from the expressions of EU n,j and Var U n,j given in Propositions A.1 and A.2.
Proof of Theorem 3.2. As in the ordinary smooth error case, it suffices to show that, for some η > 0, (A.4) holds. With P n,i and Q n,i as in the ordinary smooth error case, we have
where, here and below, C denotes a generic finite constant, and where we used Lemma B.9 of .
Under the conditions of the theorem, we conclude that (A.4) holds for any η > 0 and (A.3) follows. 
and, for p − ν even,
is the error-free version of T * n,k (x). The proof follows from the results in the error-free case. See for example Fan and Gijbels (1996) .
Proposition A.2. Under Conditions A, B and O, we have
Proof. Let U n as in the proof of Theorem 3.1. We have
We split the proof in three parts.
(i) To calculate Var(P n,i ), note that
and, noting that each K U,k is real, we have,
where we used (B.1) of , which states that
with c as in (3.1). Finally
since the integral vanishes when k + k is odd and (−1)
), by Lemma B.6 of , which implies that
) , which is negligible compared to Var(P n,i ). 
Proof of Lemma B.1. By construction of the estimator, we have
) and
Note that, it follows from (3.1) that there exists M > 0 such that, for all |t| > M ,
The next six lemmas are useful to prove the main results.
Proof. By integration by parts, we have, for all k
For the second integral we have
Lemma B.4. Assume that the conditions of the above two lemmas are satisfied for k and k and let
and g a bounded function. Then we have at any point x of continuity of g
with c as in (3.1).
Proof. It follows from Lemma B.3 that
We also have, from the last line of the proof of Lemma B.2 that
) is such that K * (x) dx < ∞ and lim x→∞ |xK * (x)| = 0, and C denotes a generic finite constant. Therefore, from Lemma 2.1 of Fan (1991), we have, at any point x of continuity of g
for some finite constant C.
with c as in (3.1) and where C denotes some generic finite constant. The proof for the other result is similar and requires application of Parseval's theorem.
Lemma B.6. Suppose that, for j = k and k , ||φ
Proof. Follows from Lemma B.5, if we note that
). Then, we have
Proof. Follows from Lemma B.8, if we note that
B.3 Proofs of the results of section 3.3 Proof of Lemma B.10. We calculate the variance of Z n = n −1 n i=1 U n,i , where we used the notation U n,i = P n,i + Q n,i , with
We have Var(U n,i ) = Var(P n,i ) + Var(Q n,i ) + 2 cov(P n,i , Q n,i ). We split the proof into two parts.
(i) To calculate Var(P n,i ), note that (ii) To calculate Var(Q n,i ), note that
and 
Proof of Lemma B.13. We have
and we conclude as in the continuous case.
