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Weak convergence in infinite dimensional spaces 
J A N F R A N C I J 
A b s t r a c t . The aim of the paper si to describe the role of the weak convergence in 
Banach spaces. After definitions the notions are studied in several cases: the finite 
dimensional space, the space of infinite sequences and the space of integrable functions. 
Some strange properties of weak convergence are introduced. Remarks on application 
in operator theory, homogenization and optimal design close the paper. The paper is 
intended to be admissible for non-specialist in functional analysis. 
1991 M a t h e m a t i c s S u b j e c t C lassif icat ion: 46-XX, 46B10, 46A50 
(Dedicated to the memory of Svatopluk Fucik) 
Introduction 
These notes have their origin in a lecture held at Brusperk on the occasion of 
opening the educat ional and scientific Svatopluk's Center in Brusperk on October 
26-27, 1991. The aim of the contr ibut ion is to a t t rac t the a t tent ion of readers to 
the role of weak convergence in the analysis of infinite dimensional spaces and its 
application. 
I want to express my thanks to Dr. Milan Konecny who ini t iated origin of this 
contr ibution. 
The author wish the paper will be admissible for non-specialist in ma thema t i ca l 
analysis, therefore even the simplest notions are briefly in t roduced . 
Prologue 
The sequence and its convergence ranks to the most impor t an t not ions of Mathe-
mat ica l Analysis . Most problems in applicat ions are solved by me thods consisting 
of sequences of approximat ive problems. Such a m e t h o d makes sense if the se-
quence of corresponding approximate solutions converges in some sense to the 
solution of the solved problem. Al though in practice we are able to compu te only 
a finite number of members of the sequence, the convergence ensures us t h a t we can 
obta in as precise solution as we need; or a t least t ha t comput ing higher member 
of the sequence we obta in a more precise solut ion . 
Let us ment ion one basic difference between Algebra and Analysis: In Algebra 
there are elements and opera t ions with them; bu t there are j u s t two possibilities: 
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the elements are either equal (identical, etc) or not. There is no possibility to 
express some closeness of the objects. In Analysis we can measure a distance 
between the objects if we have a metric. In more general cases we can at least 
express tending (drawing together) of elements in a sequence to a limit element. 
This is done by convergence, or at a higher level by topology. 
Even the most important notion of Analysis i.e. continuity is based on conver­
gence or topology. 
1 Basic notions 
We start with definitions that appear in almost all textbooks on functional ana­
lysis. We shall confine to Banach spaces, although the weak convergence can be 
introduced also in more general spaces. 
Banach space and strong convergence 
The space V is called linear iff the elements can be added (i. e. if xi, X2 G V then 
also x\ + X2 G V) and multiplied by real numbers (i.e. if x G V and a G IR then 
also ax G V). 
The linear space is called normed iff it is endowed with a real function || • || 
called norm which measures the distance of any element x from the zero element 
0. Thus due to linearity of the space we can measure distance of any two elements 
x\ and X2 of the space by \\x\ — a^H-
The norm is supposed to satisfy natural conditions: 
— it distinguishes the elements from zero element: the norm of an element | |x| | 
is a positive real number except for the zero element 0, where | |0 | | = 0, 
• — it is "homogeneous": | | a # | | = | a | • | |x| | for a G H 
• — and it satisfies the triangle inequality \\x\ + â H < | | # i | | -f | |x2 | | . 
We shall deal with sequences {xk}k == {#i> 2,2, #3, • • •} of elements Xk G V. The 
norm induces a convergence: 
We say that a sequence {xk}k converges to an element x G V, iff the distance 
of Xk from x tends to 0 with k —> 00. This convergence called strong convergence 
will be denoted by the arrow —>: 
xk-+x iff | | a * - a ; | | - > 0 . (1.1) 
Besides convergent sequences there are fundamental (or Cauchy) sequences. 
The distances between their members tend to zero, i. e. \\xk—Xj \\ —•> 0 for k, j —> 00, 
but the sequence need not have a limit, in place of the limit there may be a "hole" 
in the space. 
The space without these "holes", i.e. each fundamental sequence has its limit 
in the space, are called complete. We close the subsection by a definition: 
A complete normed linear space is called Banach space. 
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Dual space and weak convergence 
To introduce the second convergence we need the notion of a dual space. 
Let us consider continuous linear forms on V. The form on V i.e. a mapping 
/ : V —•> Ft with its value at x £ V denoted by (/, x) is linear iff 
(f,aixi -{- a2x2) = ai(f)x1) + a 2 ( / , x 2 ) V#i,x2 £ V, Vc*i,a2 £ IR 
and continuous on V iff 
£ f c - » z = > (/,£*) -> (/,*) V i f c , x G V . 
Since the form / is linear, it is sufficient to check the continuity only for sequences 
£^ —> 0. But the continuity of a linear form is equivalent to its boundedness. Thus 
the form / is continuous iff there exists a constant c £ (R such that 
| < L * > | < c ||*|| V * € V \ 
Since the smallest of the constants c satisfy the conditions of the norm, it will be 
proclaimed to be the norm of the form. 
The set of all continuous linear forms on V is called the dual space and denoted 
by V'. Its elements are given by defining its values on elements of V. The linear 
continuous forms can be added 
(fi + f2,x) = (fi,x)+{f2,x), Vx€V 
multiplied by real numbers 
( a / , x) = a ( / , x) Va £ IR, x £ V 
and normed 
||/|| = max J-Ml. (1.2) 
xev \\x\\ 
Thus the dual space is a normed linear space, too. Moreover, it is complete with 
respect to its norm, since the set IR is complete. Thus the dual space of a normed 
linear space is a Banach space. 
Now we are able to introduce the weak convergence. Instead of measuring the 
distance of xk and the limit x by the norm, we measure it by all continuous linear 
forms: 
We say that a sequence {xk}k in V is weakly converging to an element x £ V iff 
it converges with respect to all forms / o n V7. The convergence is called the weak 
convergence and will be denoted by an half-arrow —̂  in contrast to the strong 
convergence: 
xk-±x iff (/, a * ) - > ( / , * ) V / E V " . (1.3) 
Let us note that in order to introduce the weak convergence we need continuous 
linear forms on V i. e. we need a linear space with some continuity to define them. 
We introduced the definition for the case of a real space, it can be rewritten 
also for the case of complex spaces. 
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2 T h e finite dimensional spaces 
Let us start with the finite dimensional spaces. Everybody is able to imagine 
the elements and their distance in spaces of dimension one, two and three. In 
higher dimensional spaces this imagination has no counterpart with our everyday 
experiences. 
An element x in the space of dimension 2 can be represented not only as a 
point in the plane, but also as a tuple (x 1 ,^ 2 ) of its coordinates. Since we use 
the subscripts for sequences, the coordinates will be denoted by superscripts, i.e. 
x = (a;1, x2). In the plane we measure the distance of two elements #i , x-i by the 
so-called Euclidean norm ||xi — X2II given by 
i*i - « 2 | W-4)2) 
L t = l 
1/2 
Besides of this norm one can introduce a family of norms by replacing the 
exponent 2 by a parameter p (p G [1, oo)), but it is not the subject of this paper. 
In the case of the higher finite dimension N the space V can be identified 
with El . Indeed, choosing a convenient base each element x can be uniquely 
represented by the family of its coordinates (a?1, x 2 , . . . , xN) G Ft^. Thus we can 
imagine the finite dimensional space as the space of finite sequences. 
o X ' ° X V 
1 x 3 
Fig. 1 Elements of IR can be represented by the finite sequences of their 
coordinates. 
The elements of IR can be added by adding the corresponding coordinates 
and multiplied by a real number by multiplying the corresponding coordinates 
(ax = (cva?i,..., axjy-)). 




The strong convergence is defined by the norm: Xk —> x by definition iff \\xk — 
= [E. 
„І|21І!2 0. Since the sum contains the finite number of non-
negative terms, each of them tends to zero. Thus strong convergence Xk —> x 
implies the convergence in all coordinates xlk —> x
l, i = 1, 2 , . . . , N. The converse 
implication is obvious. 
Let us conclude: In the finite dimensional space KN the sequence Xk converges 
strongly iff it converges in all coordinates. Moreover, the space E,N is complete. 
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Continuous linear forms 
Let us deal with linear forms on R . Let us denote the canonical base of the space 
RN by e i , . . . , ej\t: ek = ( 0 , . . . , 0,1, 0, . . . , 0), where 1 stands at the k-th position, 
the other coordinates are zero. Due to linearity of the form we can write the value 
of the form / at x in the form 
</,ar> = <LV>Ч> = £**'</,*.> 
Let us denote /* = (/, et-). Thus the form / can be represented by the family 
(Z 1 , . . . , fN) from R , i. e. by its values fl at the elements e% i = 1, 2 , . . . , N of 
the base of the space. On the other hand any family from R^ defines a linear form 
o n ^ . 
Since the finite family f l , . . . , fN is bounded and Xk converges to 0 iff x%k —> 0 
as k —» oo for all i, all linear forms are continuous. Indeed, Xk —r 0 yields 
KL**)I £4T < max |/ г | • Y^ |ж]̂  I —> 0 as k —> 00 . 
Thus all linear forms on R are continuous, they form a linear space which can 
be represented again by R . 
Let us consider a weakly converging sequence Xk —* 0. Choosing a form / 
defined by (/, x) = x%, we find that any component a the weakly converging 
sequence'is convergent, too. 
We conclude the section by the statement that in the finite dimensional spaces 
the weak and the strong convergence coincide. Moreover, the dual space to R 
can be represented by tiiN, it is complete normed space with coinciding the strong 
and the weak convergence characterized by the convergence in each component. 
3 The space of infinite sequences 
The space of infinite sequences is the simplest example of the infinite dimensional 
space. This infinite dimensional space is generated by canonical base {ei, e2, e3,...} 
where e^ has 1 at the k-th position, the other terms are zero. In contrast to Alge­
bra we take not only the finite linear combinations but also some (not all) infinite 
linear combinations J2i x%ei- Thus representing the element by the sequence of its 
coordinates we can imagine the element of the space as a infinite sequence: 
?*' 
Fig. 2 Elements of the space can be represented by the infinite sequences of their 
coordinates. 
50 J. Franců 
The norm can be generalized without problems to the infinite dimensional 
space: 
\x = £i*i 
t = i 
1/2 
(3.1) 
Now the infinite dimension causes the first problems. Not all infinite sequences 
can be normed by the norms, even if we consider bounded sequences only. We 
can take only the elements which are can ne normed, i.e. such that \\x\\ is a finite 
number. We shall deal with the set of all sequences that can be normed by (3A) 
and we denote the set by I2: 
l2 - {X = (X
lyX2yX3y...) | | | X | | < CO } . 
The sequences can be added and multiplied by a real number in natural way. It is 
simple to check that the sum and multiple of sequences from the set I2 remains in 
the same set, i.e. the sequences of I2 form a linear space. The space contains all 
finite sequences extended by zero, thus each Ft can be supposed to be a subspace 
of/2. Since the norm implies the convergence in components, the space is also 
complete with respect to this norm. 
In addition the space I2 is even Hilbert space if we endow it with the scalar 
product 
(*,y) = 5 > V - (3.2) 
Continuous linear forms 
How to represent linear forms on l2 ? Let / be such a linear form. Taking the values 
of / at elements of the base {e^}/., we can represent it by a sequence (fl, / 2 , . . . ) , 
where fl = (/, e,-). Indeed, by linearity 
oo oo oo 
(f, x) = </, £«'«> = £</> *>*' = £ fxi • 
i i i 
Thus each linear form can be represented by a sequence. But not every sequence 
defines a linear form on l2 since the series need not converge. Using the Schwartz 
inequality yielding 
\(f,*)\ 
oo oo 1/2 oo 
£ L v 
i 
< £l/i2 £ И 2 
-1/2 
= 11/11-IWI 
we find that if the form / is bounded (which is for linear forms equivalent to 
continuity) then its representing sequence (f1, / 2 , . . . ) is in I2. On the other hand 
any sequence of l2 defines a bounded form on l2. Thus by representation 
0» = £/v. (з.з) 
»=1 
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we can coincide the dual space (l2)' with I2. Moreover, one can see that the norm 
of f G (l2)' is equal to the norm of its representing sequence; the representation is 
isometric. 
3.1 Weak convergence 
Following the definition the sequence {xk} converges weakly to x ifF (ar̂  — x) f) —> 0 . 
Since f x •-» x% is a continuous linear form on I2 for any i, we see that the sequence 
converges in each component: x\ —•> xl as k —•> oo . But the convergences in the 
components need not be uniform. 
The sequence of the base elements e^ serves as the well known example of 
the sequence converging weakly but not strongly. Indeed, e^ cannot converge 
since each two different elements have distance ||ejt — e/|| = y/2. On the other 
hand considering any i-th component we obtain a sequence containing from i -f 1 
member only zero. Thus 
e/c-AO but Cfc-^0. (3.4) 
It is caused by the fact that there is no linear form on I2 which would exclude 
such "bad" sequences; the form ( 1 , 1 , 1 , . . . which can detect this non-convergence 
is absent in I2. 
4 Spaces of integrable functions 
These spaces are also infinite dimensional, the dimension can be said to be even 
incountable, since the segment consists of incountable many points. But they 
form the bases for analysis of problems in most applications e. g. in mathematical 
physics, mathematical modelling, optimal design etc. 
0 4 
Fig. 3 Elements of the space are square integrable functions. 
Let us fix a bounded interval, say I = (0,1). We shall consider functions x(t) 
on this interval. The distance between functions can be measured using various 
norms, we shall deal with the integral norm and integral scalar product 
||s||= j\x(t)\2dt (x,y) = jx(t)y(t)dt. (4.1) 
We have to overcome several difficulties. We cannot accept all functions since 
the integrals should exist and be finite. Thus we admit only the functions which 
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are measurable and square integrable i.e. 
L2{I) = fxI->R | f \x{t)\2 dt < oo\ . (4.2) 
But there appears another problem: there are functions which have zero norm 
\\x\\ = 0 but they are not identically zero, e.g. a function having value 1 at 
finite numbers of points £,-, otherwise zero. Thus the first property of the norm is 
violated. The solution consists in identifying functions which differ only on a zero 
measure subset — we say that they are equal "almost everywhere". This space of 
square integrable functions with "a.e. equality" will be denoted by L2{I). 
R e m a r k . There is another procedure of introducing the space. It consists in 
starting with less functions e. g. with functions being continuous on the compact 
interval I which are bounded an integrable. Then we make completion in the norm 
(4.1). By this way we obtain the same space. 
Dual space 
In general the characterization of continuous forms on spaces of functions is not an 
easy task. We shall confine to the integrable function, where the situation is simple. 
In case of square integrable functions following Riesz representation theorem each 
continuous form F on L2(I) can be represented by a function / G L2(I) by 
(F, x) = (/, x) = í f(t) x(t) d< Vx Є L2(I). (4.3) 
That means that each continuous form F on L2(I) can be written in the form (4.3) 
with some / G L2(I), and on the other side each function / G L2(I) defines by 
(4.3) a continuous form F on L2{I). In addition, norm of the form F equals to the 
norm of the corresponding representing function /. Thus using this representation 
we can identify the dual space {L2{I))' with the space L2(I) itself. 
Weak convergence 
Let us consider a sequence of functions Xk{-) G L2(I) and a function x{-) of L 2 ( I ) . 
The strong convergence Xk —> x given by 
•,1/2 
Ffe -x\\ = j\xk(t)-x(ť)Ý At -40 
implies convergence Xk{t) —r x{t) for almost all t G I. 
The functions Xk{-) converge to #(•) weakly iff (F, Xk — x) -> 0 VF G (F 2(I)) /. 
Using the representation of linear forms it means 
zh-*x iff f f(xk-x)dt-+0 V / G F
2 ( I ) . (4.4) 
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According to the name the weak convergence is "weaker" i.e. each strongly 
converging sequence is converging weakly, but the converse is not true. 
A simple counterexample is the following sequence of functions 
Xk(t) = sin knt. (4.5) 
It is not converging strongly, since it is not converging in any point except for 
t = 0,1. But it converges weakly to zero. For / constant the convergence is 
obvious. Let / be constant on a subinterval (a, 6) C [0, 1]. Then 
/ . 
/ / sin k7rl dt = -—[sin k-nt\bn -> 0 for k —> oo 
kTT 
since sink7rt is bounded. Using this argument we see that (#&,/) —¥ 0 for any 
"step-like" function / . Since these functions are dense in L2(I) the assertion 
follows. 
5 Compactness in finite and infinite dimensional 
spaces 
The compactness of a set M can be formulated as follows: 
Definition. A subset M of the space V is said to be compact iff each sequence 
{xk} of M contains a subsequence {xk>} converging to an element x i n M . 
Finite dimensional spaces 
In the finite dimensional spaces each bounded closed set is compact. The com-
pactness has several important consequences: 
Theo rem. Let M be a compact set and T a continuous real function on M. 
Then: 
— T is bounded on M, 
— T attains its biggest and smallest value on M. 
The proof is simple. Let {xk} be a sequence such that T(xk) is increasing to 
the biggest value m. To be more precise, the values of T form a subset of R. 
Each subset of IR has its lowest upper bound m called supremum which can be 
written as the limit of a sequence T(xk) -¥ m. Since M is compact, {xk} contains 
a subsequence {xk>} converging to an element x £ M. Due to continuity of T we 
have Txk> -¥ Tx = m. Thus m is a finite number and the result follows. 
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Infinite dimensional spaces 
In the infinite dimensional spaces the closed bounded sets need not be compact. 
In the space of infinite sequences I2 the closed unit ball B is not compact. Indeed, 
B contains the sequence {ek}^=i which contains no converging subsequence since 
each two members have distance bounded from bellow by a positive constant: 
\\ej-ek\\ = V2. 
In the spaces of functions L2(I) the unit ball is not compact either since the 
sequence {xk} defined by (4.5) cannot contain a converging subsequence by the 
same argument. 
Thus a continuous function on a bounded set B need not be bounded and need 
not admit its biggest and smallest value. Similarly, having a bounded sequence of 
approximate solutions Xk we cannot apply the usual procedure, since we have no 
limit element x. 
Fortunately, the weak convergence can solve the problem. The infinite dimen­
sional spaces V = I2 and V = L2(I) have the following property: 
Theorem. Let M be a closed convex bounded subset ofV. Then it is compact with 
respect to the weak convergence, i. e. each sequence {x^ contains a subsequence 
weakly converging to an element x £ M. 
The spaces with this property are called reflexive. Many infinite dimensional 
spaces commonly used in applications have this property, e.g. Lebesgue spaces 
L2(£l) for Q bounded and Sobolev spaces W1,2(Q) etc. 
With this weak convergence there appears another problem: the usual conti-
nuity of the function T: Xk —> x = > Tx,k -> Tx is not sufficient: we need 
the continuity with respect to the weak convergence: 
Xk —v x ==> Txk —r Tx . 
But this "weak continuity" is not ensured by the usual continuity. Moreover, it is 
very restrictive variational functionals. Thus instead of the continuity we assume 
only that the functional T is weakly lower semi-continuous, i. e. 
Xk —- x ==> \immik-+ooTxk > Tx ^Xk,x £ V . 
6 Strange properties of weakly converging sequences 
The "good" properties of the weak convergence are balanced by some "unpleasant" 
ones. One must be very careful when passing to limits in products of sequences 
converging only weakly. 
Let {xk}k {yk}k be two sequences in L2(I). If they are converging strongly 
Xk —y x and yk -* y, then their scalar product converges (xk,yk) —> (# . / ) • 
The same holds if there is only one weakly converging sequence and the other 
converge strongly. If there is the scalar product of sequences converging only 
weakly Xk —*• x , yk —- y, then it need not be true: their scalar product (xk,Vk) 
do not converges to product of the weak limits (x, / ) . 
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We illustrate it by the following examples 
xk(t) = sink7rt —-• 0 , yk(t) = sin knt -^ 0 but (a?/-, yu) —> \ , 
Xk(t) = sink7r/ —- 0 , :?/&(<) = — sink7rt —- 0 but (xk, yk) —> — | , (6A) 
#/c(0 = sinkTrt --> 0 , yk(t) = cosknt —- 0 but (#/., ufc)-> 0 . 
Let us remark that Another strange property is the similar effect for inverse 
operation. Let {xk}k be a sequences in F2(I) of functions bounded on I and 
satisfying |#fc(£)| > c, where c is a positive constant. Then their "inverse" i.e. 
functions x^ = l/xk(t) are also in L2(I). If #& converge to x strongly, then also 
(xk)"1 -+ x~l. If they are converging only weakly Xk —^ x , then their inverses 
may converge but to other limit as can be seen in the example: 
/ x « , « 1 1 1 , 1 
£/A£) = 2 + cos k7r/ —- 2 but — = —= 3t - . 
1 ; xk 2 + cosk7r^ 7 3 2 
7 Weakly continuous operators 
Let us consider an operator AV —•> V on a Hilbert space V. The usual assumption 
that the operator is continuous is not sufficient. The proof will be simple if we can 
adopt the assumption that the operator is weakly continuous. This continuity is 
defined by means of the weak convergence: 
Definition. The operator A is said to be weakly continuous iff 
Xk —x x ==-> Axk —^ Ax \/xk,x£V. 
Let us suppose that we have a sequence of problems on finite dimensional 
subspaces (e. g. a sequence of Galerkin approximations) and a sequence of corre-
sponding solutions Xk- Let us assume that the sequence {xk} is bounded (this can 
be assured e.g. by means of coercivity of the operator). The bounded sequence 
contains a weakly converging subsequence {xk>} converging Xk> -^ £, where x is 
an element of V. Then Axk —̂  Ax due to weak continuity of A. To finish the 
proof it remains to verify that Ax satisfies the solved infinite dimensional problem. 
Moreover, the weak continuity yields continuity on finite dimensional subspaces 
which can be used for solving finite dimensional approximation. For the abstract 
equation Ax = y the proof can be found in [3]. 
If the operator is not weakly continuous one can use the theorem on pseu-
domonotone operators or operators satisfying the property (M), both these no-
tions are defined by means of weak convergence, see the survey [4]. 
8 Applications in operator theory 
In the last section we shall mention (often without proof) some examples where 
the weak convergence appear. We have raised one level up; from weak convergence 
in the spaces of functions to weak convergence on spaces of operators A V -» V. 
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We shall deal with second order linear differential operators of type 
du л d 
Ax = - — 
át 
• ( • > d « 
(8.1) 
where the coefficients a(t) are measurable functions satisfying 
a < a(t) < M (8.2) 
with fixed constants 0 < a < M < oo. It is not difficult to prove that the boundary 
value problem for differential equation with operator of this type 
Ax~-[a(-)xf], = f 
xk(0) = xk(l) = 0 
admits unique solution x(t) in a generalized sense, see e.g.[2]. 
The problem describes e. g. the stationary case of heat flow in a thin bar. The 
unknown function x(t) means the temperature in place t, the right-hand side / 
means the intensity of internal heat sources and the boundary condition prescribes 
the temperature at the ends of the bar. The coefficient a(t) describes the local 
properties of the material, in this model it is the heat conductivity. 
Homogenization 
Let ak(t) be a sequence of periodic functions with diminishing period 1/fc satisfying 
(8.2). As an example we shall consider 
The sequence determines a sequence of differential operators Ak. The correspond-
ing boundary value problems describe heat conduction in bars made of a compos-




^MEMEM W fe*i m m i 
Fig. 4 Heat conduction in a thin bar made of a composite material. 
In this way we obtained a sequence of materials having periodic structure with 
diminishing period and the corresponding sequence of solutions xk. One can prove 
that the solutions xk converge to some function XQQ which is a solution to a problem 
of the same type 
^oo^oo — = - [aooX']' = / Жoo(0) = Жoo(-) = 0 . 
Let us remark that in spite of the functions ak converge to a the coefficient Ooo 
differs from the limit a of the coefficients ak. 
Weak convergence in infinite dimensional spaces 57 
In the case of coefficients (8.3) with / = 1 we can even compute the solutions: 
xk(t) =t(l -t) + -^-—s'm2kirt + — .Jl - cos2knt]. 
4k7r (2k7r)2L J 
Clearly, the sequence Xk converges to a function Xoo(t) = ^(1 — t)) which is the 
solution to the problem 
d2x 
^oo-^oo = ~ a o o _j 2 =Z 1 #00(0 ) = -Coo(l) = v , 
where aoo = | but the limit of a^ is a = 4=, 
The introduced example shows that the natural operator convergence Ak —> 
A defined by Ak x —> A x V.c which corresponds to the weak convergence of 
coefficients is not convenient for homogenization. 
Since the problem (8.2) admits unique solution the inverse operator A-1/ 
makes sense and we can define the so called G-convergence for operators of type 
(8A) as follows 
A f cG-converge to Aoo iff (Ak)~
lf -> (Ax>) -1 V / . (8.4) 
In the one-dimensional case of operators of type (8.1) the G-convergence is 
equivalent to the weak convergence l/ak —- l/a^l In more dimensional cases 
(heat conduction in a thin plate or in a body made of a composite material) the 
situation is more complicated. The G-convergence does not coincide with any 
coefficient convergence, studying G-convergence one must deal with differential 
equations. 
8.1 Compactness and optimal design problems 
Let us consider a class of operators of type (8.2) satisfying condition (8.3) with 
fixed constants o , M . This class of operators is compact in the following sense: 
each sequence of operators contains a subsequence which is G-convergent to an 
operator of the same class. 
This result is important in some applications. We shall introduce an optimal 
design problem. 
The problem consists in looking for the distribution of two or more materials 
(or a material and holes) with given volume ratio within the given domain such 
that the stresses or other quantities are in some sense smallest. The distribution 
of the material is given by the coefficient a(t): which takes two values: one for 
materials, the second for the other material or zero for holes. 
The optimal design is reached by the usual procedure: We find a sequence of 
designs tending to the optimum. Using the compactness we obtain the limit de-
sign. But this limit is not often a "two-value" function: in spite of the two-value 
coefficients the coefficients of the limit operator admits also the values between 
limits. Thus the optimal design often does not exist. We compute this gener-
alized design minimizing the so-called relaxed functional (it exists, but does not 
correspond to real material), and then we construct an real almost optimal design. 
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Example 
Let us consider the following simple problem. We are looking for the minimum of 
the integral functional 
*(*)=y /wo') dt, (8.5) 
where I = (0,1) and / is a special discontinuous function 
/ « ) 
0 for £ = 0 
1 + ß | - for í ф 0 (8.6) 
The minimum is looked for in the set of continuous functions x(t) with square 
integrable derivatives x(t)' £ L2(I) satisfying x(0) — 0, x(l) = c, where c is a 
positive constant. 
For big c (c > 2) it is clear that linear x(t) = ct minimizes the functional 
yielding the minimum 1 -f c2. For small c one obtain a smaller value if x(t) is a 
functions with "steps" and "slopes", i.e. constant on some subintervals of I and 
with the slope 2 on the rest of I of total length a/2 . Using such functions we 
obtain the value $(x) = 2a that is smaller then the value 1 + c2 reached by the 
linear x(t). The effect is caused by the fact that the function / is not convex. 





Fig. 5 Function / and the minimizing "step-slope" function. 
In the introduced one dimensional example the smallest value of the functional 
<I> was attained, in the higher dimensional case it is not the case. Let us consider 
the integral functional 
*(*) = (I /(|V.-|)d*H , 
JJa 
where 0 = (0,1) x (0,1), Vx = (|f, | f ) and / is given by (8.6). We are looking 
for the minimum over the functions satisfying linear boundary conditions 
x(s,t) = ct V(t,s) £ ( 9 0 . 
Again for small c the linear function does not yield the minimum. The minimum 
would be attained by the similar "stair and slope" function, but it does not satisfy 
the boundary conditions on the "sides" s = 0 ,1 . 
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T h u s this minimizer mus t be corrected by slopes along the sides to satisfy the 
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F i g . 6 Relaxed function / and "almost minimizer" for the two-dimensional 
problem. 
Thus we obtained "almost m in imum" , the narrower the steps are the narrower 
are the side str ipes and the value is closer to the min imum. 
The solution of op t imal design problem consist in replacing the functional by 
the relaxed one with the relaxed function / 
f(0 = min{2^, 1 + |cC|2} f o r c : > 0 . 
The relaxed functional is convex and thus a t t a ins its m in imum. We compute the 
min imum to the relaxed problem and then construct an "almost m in imum" of the 
problem. Let us ment ioned t h a t the minimizing sequence of "almost min ima" is 
converging weakly and represents a sequence of composi te mater ia ls with refining 
s t ructure . 
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