1. Introduction. Let \ H be a noncompact hyperbolic surface of finite area. In the analysis of the Laplace-Beltrami operator on it, apart from the L 2 spectrum, a crucial role is played by the scattering poles. They appear in the analog of Weyl's law, in the Selberg zeta function, and in the determinant of the Laplace operator; see [18] . More important is the fact that imbedded eigenvalues become scattering poles under perturbation (see [25] ). In this work we study variation formulas arising from perturbations of scattering poles.
Since we assume that the scattering pole s 0 has multiplicity m, we are also interested in breaking the degeneracy under perturbation. We have the following theorem. The function φ(s) plays a special role for other congruence subgroups, because it appears as a factor of det (s).
Condition A. The nontrivial zeros ρ of the Riemann zeta function are simple, and they lie on s = 1/2.
The second part of the condition is the Riemann hypothesis (RH). It implies that the poles of φ(s) are at s 0 = ρ/2 = 1/4 + iγ /2, where γ ∈ R. The simplicity of the zeros is also a natural condition to assume. Numerical evidence by Odlyzko [20] suggests that this is indeed true. Montgomery [17] proved that the pair correlation conjecture implies that almost all zeros are simple, and RH implies that at least 2/3 of the zeros are simple. Unconditionally Conrey [3] proved that at least 2/5 of the zeros are simple, while under RH and the generalized Lindelöf hypothesis at least 19/27 of the zeros are simple (see [4] ). The following weak form of the Mertens hypothesis implies that all the zeros of the zeta function on the critical line are simple (see [31, Th. 14.29, p. 376]). Let µ(n) be the Möbius function, and let M(x) = n≤x µ(n). Then
We apply the perturbation results of Theorems 1.1 and 1.3 to the character varieties of 0 (q), where q is a prime number. The perturbations are generated by holomorphic cusp forms of weight 2 for 0 (q). Let g(z) be such a form that has real coefficients, is a Hecke eigenform, and has eigenvalue q for the Fricke involution W q ( q = ±1). We have the following theorem. In fact, L(g, 1) and L(g, 2 − 2s 0 ) are factors of all the variation formulas, and the second value is on the line of convergence of L(g, s) .
Examples of groups that have a newform g(z) with L(g, 1) = 0 are 0 (q) with q = 37, 43, 53, 61, 79, 83, 89. The groups with q = 37 and 89 have two newforms and only one has the central value vanishing. The other groups have only one newform. In all cases the order of vanishing is exactly 1 and q = 1. Examples of groups with all newforms g(z) having L(g, 1) = 0 are 0 (q), with q = 11, 17, 19, 67, 73. In fact they all have only one newform. The special value at 1 of the L-series L(g, s) has been studied extensively in relation to the rank of the group of rational points of the elliptic curve C/ g , where g is the period lattice of g(z). The order of vanishing of L(g, s) at s = 1 is, according to the Birch-Swinnerton-Dyer conjecture, equal to the rank of the elliptic curve. There has been extensive numerical evidence for the conjecture (see [5] ), from where we collected the data above. Theorem 1.5 relates the nonvanishing of L(g, s) at s = 1 to the movement of the scattering poles away from the position described by the zeros of the Riemann zeta function. In this case the tangent direction is specified by a holomorphic cusp form g of weight 4. One gets similar results to Theorem 1.5. The central value L(g, 2) shows up as a factor of the variation formulas. We intend to study this phenomenon elsewhere.
One would like to know which direction (most of) the scattering poles move. One hopes that most will move off the line s = 1/4 under perturbations in character varieties. Let us assume the character variety has two tangent directions generated by two distinct newforms f (z) and g(z) of 0 (q), which have nonvanishing central values for their L-series: L(f, 1)L(g, 1) = 0. An extra technical assumption is the following condition.
Condition B. There exists a prime p such that the corresponding Fourier coefficients b(p) and a(p) satisfy
This condition is mild. Two cusp forms with equal coefficients (except possibly finitely many of them) are identical. In the case when one of the f and g is a quadratic twist of the other, condition (1.5) fails, but the levels of the forms do not agree. Let the curves of characters generated by f and g be χ f, and χ g, , respectively; see (4.1). We prove that, under Conditions A and B and for at least one of the forms f , g, a positive proposition of the scattering poles move off the line prescribed by the Riemann hypothesis. More precisely, we prove the following theorem. In the case of Theorem 1.9 the number of scattering poles with |γ | < T is asymptotic to c · T log T . Extensions of this result can be found in [2] . Remark 1.11. The assumption of RH is technical but clarifies the picture on the side of the scattering theory. If RH fails in the strong sense that there is a positive proportion of zeros of ζ(s) off s = 1/2, then the corresponding scattering poles are off s = 1/4 before the deformation and remain off for δ(T ) sufficiently small. If zero proportion of the zeros of ζ(s) are off s = 1/2, the proof in Section 5 needs to be modified. We can work as in [8] , where the main theorem on discrete mean values of ζ(s) and its derivatives is proved without assuming RH. Remark 1.12. For hyperbolic surfaces and for a character χ that is singular with respect to κ 1 > 0 cusps, one has
where L(s, χ) is a Dirichlet series with constant term 1. It follows that det (s) does not vanish for s sufficiently large, which implies through the functional equation that the scattering poles are contained in a vertical strip σ < s < 1/2. The constant σ depends on the group and character. Müller [18] raised the question of whether the same is true for a general surface with cusps. Froese and Zworski [7] gave a counterexample, which is a rotational symmetric surface. The motivation of this work was to see whether conformal perturbations of hyperbolic surfaces keep the scattering poles in a vertical strip or not. We study the size ofṡ for conformal perturbations of SL(2, Z) \ H in [23] .
Remark 1.13. Selberg [29] has shown that if we denote the scattering poles by s 0 , then
and
for σ < 1/4. This shows that the distance of the scattering poles to the unitary axis s = 1/2 is on the average not greater than 1/4. All the estimates are uniform in the characters for fixed, as long as the number a = a(χ) is bounded away from zero. It is not known whether other surfaces with cusps satisfy these estimates.
for σ > 1. This is the resolvent kernel. We decompose the fundamental domain F of into
where the F j 's are isometric to the standard cusp. Let the cusps be z 1 , z 2 , . . . , z n . There exists a g j with g j ∞ = z j . One can choose g j ∈ SL(2, R) so that z → g j z
One has the decomposition
but it turns out that one has to use weighted spaces to define the analytic continuation of the resolvent. Faddeev [6] introduced the Banach spaces B µ , which consist of complex-valued functions f (z) whose components f 0 (z) and f j (z), j = 1, . . . , n, are continuous on F 0 and C, respectively, with
One can attach a meaning to the analytic continuation of the resolvent kernel on a Riemann surface that is a 2-sheeted covering of the z-plane. We set z = s(1 − s), and then the z-plane cut along the ray [0, ∞) corresponds to the right half-plane
a proof of which is given in [15, p. 344] . After obtaining the analytic continuation of the resolvent kernel, one defines R(s) in the following manner. Fix µ ≤ 1/2; then R(s) : B µ → B 1−µ is defined for s > µ as the integral operator with kernel r(z, z ; s). A slightly different approach that works for all surfaces with cusps and where the resolvent is considered as an operator-valued function with values in the bounded operators between weighted L 2 -spaces was worked out by Müller [19] . It should be remarked that in (2.2) the Eisenstein series are indexed by the cusps and are defined as
where j is the stabilizer of the cusp z j . This way the zero Fourier coefficient of
, and E the energy form for the wave equation
Let H G be the completion of the space of pairs of C ∞ functions with compact support in the norm
for c sufficiently large. Let P be the E-orthogonal projection to H , which is the complement of the space D + ⊕D − , in H G , where D ± are the spaces of outgoing and incoming data (see [16, p. 121] ). The operator P may only change the zero Fourier coefficients of data at each cusp. The operator B is the infinitesimal generator of the semigroup P U (t)P , where U(t) is the standard wave operator. We denote by R F (z) the resolvent of an operator F , that is,
for λ sufficiently large (see [16, p. 29] ). A calculation with matrices gives
Call f i the vector
The eigenvector of the cutoff wave operator B is Pf i , since BPf i = P Af i = λ 0 Pf i .
Proof of Theorems 1.1 and 1.3.
The idea of the proof of Theorem 1.1 is to use perturbation theory for the cutoff wave operator B, which is an operator with discrete spectrum (see [25, p. 6] ). However, since B is not selfadjoint, we choose to use variational formulas that use traces (see [14, p. 90] ), instead of energy inner products, as was done in [25, p. 24] . A similar method was used in [21] and [22] to study the variation of the resonances at 1/4 and Fermi's golden rule.
An outgoing eigenfunction of A with eigenvalue λ 0 is a pair f = (f 1 , f 2 ) T that satisfies the following:
(1) (A − λ 0 ) k f = 0 for some integer k; (2) f is outgoing; that is, the zero Fourier coefficients f Proof. Assume that λ 0 is a semisimple eigenvalue of B. According to [25, Th. 3 .1] the semisimplicity of the eigenvalue s 0 −1/2 for B is equivalent to the semisimplicity of the outgoing eigenspace of A at λ 0 = s 0 − 1/2. We show that any pole of order greater than 1 for any Eisenstein series produces an outgoing eigenfunc-
which contradicts the semisimplicity of the eigenspace for A. If the pole of the Eisenstein series
It is easy to check condition (2) for g.
We now prove the converse. Assume the Eisenstein series have poles of order at most 1 and the space of residues has dimension m as in Remark 1.2. We have at least m eigenvectors for A, the f i , i ≤ m: Af i = λ 0 f i . If we prove that the order of the pole of det (s) at s 0 is at most m, since by [25, Th. 4 .1] the order of the pole is the multiplicity of the outgoing eigenspace of A, then the dimension of the eigenspace is exactly m. Therefore the eigenvalue is semisimple.
We see that A(z,
Its entries on the rows m + 1, m+ 2, . . . , n should be regular, while the other entries have a pole of order at most 1. By multiplying the first m rows by s − s 0 , we see that
The first variation of the weighted mean for a scattering pole, which is also the first variation of the weighted mean for the eigenvalue λ 0 of B, is given bẏ
where Q is the projection to the eigenspace of B generated by the Pf i 's (see [14, 2. 33, p. 90]). If is a contour enclosing only λ 0 = s 0 − 1/2 among the eigenvalues of B, then, using (2.3) and (2.4) one gets
With the standard inner product on R n , we have
By (2.2), since r(z, z , 1 − s) is regular at s 0 , the contour integral in (3.2) is an operator with integral kernel
T is any pair of data supported in some compact set of the surface and with zero Fourier coefficient of g 1 and g 2 vanishing above the cut at y = a, then P g = g. Let K be the integral operator with kernel
Notice 
We have
where a i is the row vector , s 0 ) .
This is so because (3.5) gives
Using (3.4), one gets
. . , n, we can take the same formula as valid for all i = 1, . . . , n. Therefore,
Now we switch back to the original basis of Eisenstein series indexed by the cusps, and we use the functional equation for E(z, s) to get (1.1). 
where λ (1) i are the eigenvalues of B (1) = QḂQ. If we can solve the eigenvalue problem for B (1) on the image of Q, that is, B (1) w = λw, then we remove the degeneracy and, if the eigenvalues λ (1) i are distinct, then the perturbation produces distinct power series at λ 0 . Let
be any vector in the image of Q. Then
Since the Pf j 's are linearly independent, the equation B (1) w = λw gives The deformation we consider depends on a real parameter , and the corresponding spectral problem concerns L 2 -functions satisfying
h(γ z) = χ w (γ )h(z).
Let us denote the corresponding L 2 space by L 2 ( \H, χ w ). We conjugate this space to the fixed space L 2 ( \ H) as follows. Set
which now acts on L 2 ( \ H). We define δ(p dx + q dy) = −y 2 (p x + q y ), p dx + q dy,f dx + g dy = y 2 (pf + qḡ), and |p dx + q dy| 2 H = y 2 (|p| 2 + |q| 2 ). Then it is easy to see that
If w is harmonic, the last term vanishes. Let f (z) now be a holomorphic cusp form of weight 2, and let w be the real-valued harmonic form (f (z) dz). So f (z)
= w 1 − iw 0 . As usual we define for a function f (z) of weight k and T ∈ GL(2, R),
Let f | U(z) = n>0 a n e 2πinz be its expansion at the cusp z i , where U = g i in the notation of Section 2. Let u(z) be any of the Eisenstein series e k (z, 1 − s 0 ) with Fourier expansion at the z i cusp of the form
The equation (1.2) shows that the variation of the weighted mean of the scattering pole is a linear combination of
and this is R(1 − s 0 ), where
We also set
b n e −2π|n|y e 2πinx so that b n = a n for n > 0 and b n = −a −n for n < 0. Then for s 0 we have
An integration by parts gives In the case that c −n = c n and the a n are purely imaginary, the Dirichlet series in (4.3) becomes 2 n>0 c n a n n −(s+1/2) .
Remark 4.1.
The case c n = c −n is the only case we are interested in because it is relevant to congruence subgroups (see (4.4) below). If the a n are real, then the Dirichlet series in (4.3) vanishes. This can also be explained in the following manner. The Eisenstein series E i (z, s) is even in x, and so is u and u y , while u x is odd. If the a n 's are real, w 1 = f is even, while w 0 = − f is odd. So du, w = y 2 (u x w 1 + u y w 0 ) is odd and R(s) vanishes. (1 − a(p)p −s ) . We also assume that for n > 0,
Congruence subgroups and central values of L-series. We now assume that g(z) = −if (z) is a Hecke eigenform for some congruence subgroup of level N with Hecke eigenvalues α 1 (p) and α 2 (p) for T p and all coefficients a(n)
where χ 1 and χ 2 are primitive characters modulo q 1 and q 2 . It is easy to see that the coefficients c n are multiplicative. In fact e k (z, 1 − s 0 ) is also a Hecke eigenform and we easily find the Euler factors for its L-series. It is
For example, one can explicitly compute k≥0 c p k p −ks . Now we get the Euler factors of c n a(n)n −s using [30, Lemma 1] . We get
where
We denote the twisted L-series of g(z) by a character χ as L(g, χ, s). Then
We notice that in (4.3) we are interested in the Rankin-Selberg convolution at s +1/2 and that in the first variation formula (1.1) we have s = 1−s 0 . So we set s = 3/2−s 0 in (4.5). We get
where ω N is the trivial character modulo N. We notice that the factor L(g,χ 2 , 1) shows up irrespective of which scattering pole s 0 we consider, provided it is a pole of e k (z, s).
For the congruence subgroups (N) and 0 (N), which consist of matrices in SL(2, Z) which are lower triangular mod N , the discussion above applies. We notice that 0 (N ) is conjugate to 0 (N), so they have the same spectral theory. According to Huxley [13] , the space of nonholomorphic Eisenstein series is spanned by Eisenstein series with characters 
The scattering poles appear at s 0 , where 2s 0 is a zero of L(χ 1 χ 2 , s). These zeros are conjecturally simple and different from the zeros of the other L-series. It follows that the coefficients of e k (z, 1 − s 0 ) are exactly of the form (4.4), up to a factor
Notice that the coefficients c n in [13] differ from (4.4) by a factor 1/ √ n, because Huxley includes in the Bessel function K s−1/2 (u) a factor √ u. This does not affect (4.6). 
The group

implies that (E | B) | (T B)(z) = E | T (z) = E(z, s). So the Fourier expansion of E(qz, s) at zero is the Fourier expansion of E(z, s) at infinity. Now we can find the matrix M(s). Let E(z, s) = (E ∞ (z, s), E 0 (z, s)) T be the vector of Eisenstein series indexed by the cusps. Set (E(z, s), E(qz, s)) T = M(s)E(z, s).
To find M(s) we look at the zero Fourier coefficients in this matrix equation and recall that the scattering matrix is symmetric to get
This system gives M(s) =
1 q s q s 1 and
as in [12, p. 536] . Consequently det (s) = φ(s) 2 (q 2−2s −1)/(q 2s −1). The scattering poles are at s 0 = ρ/2, where ρ is a nontrivial zero of ζ(s), and they have multiplicity 2, assuming Condition A. The zeros of q 2s − 1 do not give scattering poles, since φ(s) has a factor 1/ζ (2s) = p (1 − p −2s ). Now assume that g(z) is a holomorphic cusp form of weight 2 for 0 (q), which is also an eigenform of the whole Hecke algebra, with eigenvalue q for W q . It follows from [1] that q = ±1, a(q) = − q , and a(nq) = a(n)a(q). Let g(z) = n>0 a(n)e 2πinz be the Fourier expansion of g(z) at infinity. For its Fourier expansion at zero, we have
So the coefficients at zero are q a(n). We are interested in the Rankin-Selberg convolutions of E(z, 1−s 0 ) and E(qz, 1− s 0 ) with g(z) expanded at both cusps, infinity and zero. The convolution of E(qz, 1− s 0 ) with g(z) at zero is q times the convolution of E(z, 1 − s 0 ) with g(z) at infinity. The convolution of E(z, 1 − s 0 ) with g(z) at zero is q times the convolution of E(qz, 1−s 0 ) with g(z) at infinity. For the Rankin-Selberg convolution R of E(z, 1− s 0 ) with g(z) at infinity, we have χ 1 = χ 2 = 1, c n = n 1/2−s 0 σ 2s 0 −1 (n), and A n = 2c n /ξ(2 − 2s 0 ). Using (4.6) we get at s = 3/2 − s 0 ,
Consequently, by (4.3), 
Using (1.2) we get that the first variation of the weighted mean of the scattering poles at s 0 isṡ
We notice that if q = 1, then the functional equation for g(z), which has a sign − q , forces L(g, 1) = 0. In both cases q = ±1, we haveṡ = 0. This proves the first statement in Theorem 1.5.
To apply Theorem 1.3 we notice that (
Using (4.9) and (4.10) we get
If L(g, 1) = 0, then R = 0 and we cannot solve the eigenvalue problem for the zero matrix (a j i ). If q = −1, the matrix in (4.12) has eigenvalue equation λ 2 = (1+q 2s 0 −1 ) 2 −(q s 0 +q s 0 −1 ) 2 . If λ = 0 is an eigenvalue, then q s 0 = ±1 or q s 0 −1 = ±1. However, since 2s 0 is a zero of ζ(s), this is impossible (|q s 0 | = q 1/4 , |q s 0 −1 | = q −3/4 ). Also the eigenvalues are distinct and have sum zero. Since (2 − 2s 0 ) = 3/2, the values L(g, 2 − 2s 0 ) are at the edge of the critical strip; using the argument of de la Vallée Poussin and Hadamard proving that ζ(1 + it) = 0 (see [26] ), we see that this value is nonzero. This completes the proof of Theorem 1.5.
Proof of Theorem 1.9.
The idea is to prove that, for a positive proportion of the scattering poles, the λ (1) i 's in (3.7) for one of the two directions are not imaginary. For that we should prove that the quotient of the ones corresponding to f and g is not real for a positive proportion of the scattering poles. From (4.9) and (4.12) it is clear that, when we take the quotient, we are left with
) and all the other factors involving the zeta, gamma functions, and q cancel because they are the same irrespective of the tangent direction. The values L(f, 1) and L(g, 1) are real for newforms with real coefficients. This reduces the issue to proving that, for a positive proportion of γ 's, the quotient
We prove weighted mean value results for these values. Let the Hecke eigenvalues for f (z) be β 1 (p) and β 2 (p), and let the Hecke eigenvalues for g(z) be α 1 (p) and α 2 (p). We introduce weights
for P a suitable prime. Let us denote by * the operation of Rankin-Selberg convolution on two Dirichlet series, and let N(T ) be the number of zeros ρ = 1/2 + iγ of ζ(s) with 0 < γ ≤ T .
and, by symmetry,
Remark 5.1. The discrete mean value results in Propositions 1 and 2 correspond to mean value theorems for ζ(s) 4 and ζ(s) 8 , respectively, on the line of convergence s = 1. It is well known that on this line one has mean value theorems for all powers of ζ(s) (see [31, p. 148, 7.7.1] 
This proves that a positive proportion of the A(γ )'s are nonzero; in particular, for the same γ 's, the quotient
Proof of Proposition 1. The idea is to imitate the method used by Gonek [9] to prove discrete mean value formulas for the zeta function. More precisely, [9, Th. 1] states 0<γ ≤T 5) where x, T > 1, and x denotes the distance from x to the nearest prime power other than x itself. This is a uniform version of a theorem by Landau (see [9] 
The main term in
Using (5.5) we get 
To estimate Z 21 and Z 22 , we set n = km. We get
since (k) k and the sums are partial sums of two convergent series. Moreover,
Similarly, one easily gets Z 23 T 1/2+ log T log log T . For Z 24 For Z 25 we set m = n − r, 1 ≤ r ≤ n − 1, so that log(n/m) > r/n. This gives
The analysis above depends only on the order of growth of d n and b n , so we can get the bounds
Moreover, we can repeat the argument with trivial modifications to estimate γ ≤T n≤γ q/2π a n n
We also need to analyze the order of growth of the derivative of |χ(3/2 + iγ )| 2 . We have
where ψ(z) = (z)/ (z). We can differentiate the asymptotics of log (z) (see [11, 8.344, p . 949]), to get
We also use the asymptotic formula
(see [11, p. 945, 8.328 .1]), to get
We use summation by parts, (5.14), (5.11), and (5.12) to estimate Proof. Set A(x) = n≤x |a n |, where a n = a n √ n. Rankin's estimate [27] The main term comes again from the contribution of the diagonal terms, and the number of solutions to mn = µν = r is less than or equal to d(r) 2 since the inner series converges. We set µν = r and mn = s. We can treat the case s < r and s > r separately. The range of the following sums is subject to the restriction m, n, µ, ν ≤ T q/(2π). For s < r the other terms in (5.18) contribute For Z 24 we set r = ls + t, −s/2 < t ≤ s/2, and we distinguish two cases as in Proposition 1. Case 1 occurs when l is a prime power and t = 0, and case 2 happens otherwise. 
