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Abstract 
Wireless Sensor Networks, (WSN), are composed of battery-powered and 
resource-limited small devices called sensor nodes. WSNs are used for sensing and 
collecting data in the deployment area to be relayed to a Base Station (BS). In order to 
secure WSNs, first of all key distribution problems must be addressed. Key distribution 
problem is extensively studied for static WSNs, but has not been studied widely for 
mobile WSNs (MWSN).  
In this thesis, we proposed key distribution mechanisms for MWSNs. We propose 
a scheme in which both sensor nodes and the BS are mobile. In our scheme, the BS 
works as a key distribution center as well. It continuously moves in the environment and 
distributes pairwise keys to neighboring sensor nodes. In this way, the network gets 
securely connected. We conduct simulations to analyze the performance of our 
proposed scheme. The results show that our scheme achieves a local connectivity value 
of 0.73 for half-mobile network scenario and 0.54 for fully-mobile network scenario. 
These values can be further improved by using multiple BSs or increasing the speed of 
the BS. Moreover, our scheme provides perfect resiliency; an adversary cannot 
compromise any additional links using the captured nodes.  
We also incorporate two well-known key distribution mechanisms used for static 
networks into our scheme and provide a better connectivity in the early stages of the 
sensor network. The improvement in local connectivity, however, comes at the expense 
of reduced resiliency at the beginning. Nevertheless, the resiliency improves and 
connectivity converges to our original scheme’s values in time.  
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Özet 
Kablosuz Duyarga Ağları, (KDA), duyarga düğümleri adı verilen, küçük, pille 
çalıĢan sınırlı kaynaklara sahip aygıtlardan oluĢur. KDAlar veri algılamada ve 
toplamada kullanılır ve verileri KDAnın bulunduğu alanda yer alan Baz Ġstasyonuna, 
(BĠ), iletirler. KDAları güvenli hale getirebilmek için, öncelikle anahtar dağıtım 
problemleri çözülmelidir. Statik KDAlar için anahtar dağıtım problemi ile ilgili pek çok 
çalıĢma yapılmıĢ durumdadır; ancak mobil KDAlar, (MKDA), için bu konu detaylı 
olarak çalıĢılmıĢ değildir.  
Bu tezde, MKDAlar için anahtar dağıtım mekanizmaları önerdik. Hem duyarga 
düğümlerinin hem de BĠnin hareketli olduğu bir model önerdik. Önerilen anahtar 
dağıtım Ģemasında BĠ, aynı zamanda bir anahtar dağıtım merkezi olarak görev 
yapmaktadır. BĠ sürekli ağın bulunduğu alanda hareket etmekte ve komĢu duyarga 
düğümlerine ortak ikili anahtarlar dağıtmaktadır. Böylece ağ güvenli bir Ģekilde bağlı 
hale getirilmektedir. Önerdiğimiz Ģemanın performans analizini simülasyon yolu ile 
gerçekleĢtirdik. Bu simülasyonlara göre, önerilen Ģemanın yerel bağlantı oranı yarı-
mobil ağ senaryosunda 0.54, tümüyle mobil ağ senaryosunda ise 0.73 oranlarına 
ulaĢmaktadır. Bu oranlar BĠnin hızını artırarak ya da ağın bulunduğu alanda çok sayıda 
BĠ kullanarak daha da artırılabilmektedir. Ayrıca, önerilen Ģema düğüm ele geçirme 
saldırılarına karĢı tam dayanıklılık göstermektedir, öyle ki; bir saldırgan ele geçirdiği 
düğümleri kullanarak henüz ele geçmemiĢ düğümler arasındaki iletiĢim bağlarından hiç 
birine zarar verememektedir. 
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Ek olarak, iki bilindik statik anahtar dağıtım mekanizmasını da sistemimize 
entegre ettik. Böylece ağın erken evrelerinde de yüksek bağlantı oranlarına ulaĢtık. 
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Wireless Sensor Networks (WSNs) which consist of small battery-devices called 
sensor nodes have gained importance in recent years for their widespread applications 
[1]. The sensor nodes of the network can sense and collect data, process the data they 
collect or send the data to a sink node, also called Base Station. The application areas of 
WSNs include environmental applications, military applications, different kinds of 
monitoring applications, etc. The nodes in the network and the Base Station can be 
either static or mobile, depending on application and environmental conditions. 
It is important to provide security mechanisms for WSNs like any other kind of 
network. However the wireless nature of communication makes network more prone to 
security risks and attacks. The security requirements of the network like authentication 
and confidentiality are done by cryptographic mechanisms of encryption and 
decryption. Providing WSNs with effective encryption mechanisms is a big challenge 
since sensor nodes are resource-limited devices which do not have high computational 
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power and memory. This particular feature of WSNs makes them an interesting area of 
research and there have been many studies on security-related issues concerning WSNs. 
There are two types of cryptographic mechanisms used to provide a network with 
necessary encryption/decryption mechanisms. They are Public Key Cryptography and 
Symmetric Key Cryptography. Resource-limited WSNs are not so suitable for Public 
Key Cryptography. Therefore generally Symmetric Key Cryptography is used in WSNs. 
The key distribution schemes for WSNs should provide not only end point security but 
also link-level security because nodes need to communicate with each other to perform 
certain operations like data aggregation. 
The main challenge in Symmetric Key Cryptography is key distribution to the 
nodes. There have been many studies proposing various key distribution mechanisms 
for WSNs. Some of the most well-known key distribution mechanisms include 
Eschenauer and Gligor’s Basic Scheme and Du et al.’s scheme which uses deployment 
information [2,3]. These probabilistic key distribution mechanisms bring a good balance 
of network connectivity and resilience against node capture. Other approaches for key 
distribution schemes include matrix-based solutions [4, 5], polynomial solutions [6] and 
combinatorial designs [7]. Majority of the proposed key distribution solutions are for 
static WSNs. In this thesis, we aim to provide a solution for key distribution problem for 
mobile WSNs. 
 
1.1 Our Motivation and Contribution of the Thesis 
The concept of mobile wireless sensor networks, which has emerged later than 
static WSNs, refers to networks that have a mobile sink and/or sensor nodes [8]. There 
has been some research on mobile WSNs regarding their differences from static WSNs, 
their possible advantages or disadvantages over them. The dynamic topology of the 
network due to mobile nature of sink and/or nodes, more challenging routing problems, 
possible renewal of energy at gateway sink and efficient energy use is some of their 
differences from static WSNs, as mentioned in [8]. Other issues of mobile WSNs like 
coverage problem [9], deployment of the network [10, 11] have also been addressed in 
several papers. However, security issues, in particular key distribution mechanisms have 
not been studied much, especially compared to static WSNs. 
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In this thesis, we study key distribution problem from mobility perspective and 
propose a key distribution scheme for mobile Wireless Sensor Networks. We first 
discuss the existing key distribution schemes, and then analyze two of the schemes’ 
performance in mobile WSNs. Our analysis show that location information based 
solutions are greatly affected by mobility and they perform very badly under mobile 
conditions. Our scheme, on the other hand, is especially designed for mobile WSNs. We 
use Base Station as a mobile key distribution center which provides the nodes with 
pairwise keys of their neighbors as they meet with Base Station. We conducted 
simulations for various cases for our scheme and calculate performance metrics like 
local connectivity, global connectivity and resilience. The simulations show that our 
scheme achieves a local connectivity between 0.45 and 0.74 depending on the 
parameters used in different cases. Moreover global connectivity values are close to 1. 
Our scheme also has perfect resilience property such that an adversary cannot 
compromise any addition links using the nodes he/she captured previously. We also 
propose modifications to our scheme to introduce higher connectivity directly from the 
start of deployment. We incorporate other schemes, Basic Scheme and Du’s Scheme 
into our scheme. These modified schemes also achieve results similar to our original 
scheme.  
 
1.2 Organization of the Thesis 
The rest of the thesis is organized as follows: In Chapter 2, background 
information is given about Wireless Sensor Networks, cryptographic overview and 
security requirements of the WSNs. This chapter also includes background information 
about previously proposed key distribution schemes and mobility models used for 
mobile networks. In Chapter 3, we introduce our scheme and show our scheme’s 
performance for various cases in terms of local connectivity, global connectivity and 
resilience. Chapter 4 explains how other schemes, namely Basic Scheme and Du’s 
Scheme, are incorporated into our scheme and shows the performance of modified 
schemes. Finally Chapter 5 concludes the thesis. 
 
 















2.1 Wireless Sensor Networks (WSNs) 
Wireless sensor networks (WSNs), are composed of large number of sensor nodes 
which are small, battery-powered devices [1]. There are different typse of Wireless 
Sensor Networks. A WSN can be hierarchical or which consists of Base Stations, 
cluster heads and sensor nodes. In hierarchical WSNs sensor nodes generally 
communicate with cluster head rather than communicating with other sensor nodes. 
Cluster heads also have some hierarchy depending on the application and the data is 
processed in a hierarchical way and sent to Base Stations. A WSN can also be 
distributed with no fixed infrastructure and with unknown network topology prior to 
deployment. There are still Base Stations in distributed WSNs as well, but 
communication is not done in a hierarchical way. In this thesis, we take distributed 
WSNs into consideration. A WSN can also be either static in which nodes and Base 
Station are immobile, or mobile in which node and/or Base Station are mobile. 
WSNs have a wide range of application areas, like military applications, health 
applications, environmental applications, etc. They collect data and transmit them using 
integrated radio communication interface. They have some differences from the ad hoc 
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networks like their number being much higher in the network, sensor nodes being 
densely deployed, being more prone to failures, and having a more dynamic topology. 
In addition to these, sensor nodes are low-cost devices; they operate on low power and 
they have limited memory. This brings a big constraint on the solutions offered for 
sensor networks, since they must be energy efficient. Therefore, many of the solutions 
offered for ad hoc networks are not suitable for sensor networks.  
 
2.2 Security Requirements 
Sensor networks can be deployed in various areas, some of which may be hostile 
environments. It is important to provide necessary mechanisms to provide security in 
the network. Some of the security needs of wireless sensor networks are listed below 
[12, 13]: 
 Confidentiality is the basic security service to keep the secrecy of the important 
data and to allow only the authorized party to access information. The standard 
way to provide confidentiality is to use encryption with a secret key. 
 Authentication means that a receiver should be able to verify that the data is 
really sent by the real sender. To ensure authentication, the sender should 
provide a cryptographic code of the message using a key and the receiver 
should be able verify the code and identify the sender. 
 Integrity must be kept to ensure that the transmitted data does not get modified 
by unauthorized people during transmission. 
 Data freshness means that the data is recent and no old messages have been 
replayed.  
 Availability means that the WSN is able to provide service whenever it is 
required. 
 Secure localization refers to methods that give the network the ability to 
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2.3 Cryptographic Overview 
Cryptographic protocols are used to ensure the security requirements mentioned 
above are met. However due to wireless nature of communication and limited 
capabilities of sensor nodes, certain limitations apply to the use of these cryptographic 
protocols. In general, there are two approaches to provide necessary cryptographic 
protocols; namely symmetric key cryptography and asymmetric key cryptography. 
In symmetric key cryptography, a single key is used for both encryption and 
decryption. That means the same key should be supplied to all the authorized parties to 
enable them encrypt and decrypt the messages sent by their corresponding partners in 
communication. Distribution of the single key to multiple entities is the main challenge 
for symmetric key encryption. Encryption and Decryption mechanism for symmetric 
key cryptography is shown in Figure 2.1. 
Encryption Decryption
Transmitted cipher text
Secret key shared by 
sender and receiver






Figure 2.1 Encryption and decryption mechanism for Symmetric Key 
Cryptography 
 
In asymmetric key cryptography, which is also known as public key 
cryptography, two separate keys are used. One of the keys is public and known to other 
entities in the communication, while the other key is kept private and known only by its 
owner. Encryption of a message is done by the public key of the receiver and decryption 
of a message is done by using the private key of the receiver. By this mechanism, no 
one but the rightful receiver of the message can decrypt the message. Figure 2.2 
describes the encryption and decryption mechanism for asymmetric key cryptography. 




Public key of the 
receiver







ring of the 
sender
 
Figure 2.2  Encryption and decryption mechanism for Asymmetric Key 
Cryptography 
 
Asymmetric key cryptography has some advantages over the symmetric key 
cryptography. One advantage is the relative easiness of asymmetric key distribution as 
compared to symmetric key distribution. Another advantage is that private key 
ownership implies the identity of one unique entity; however symmetric key means the 
existence of same key in different entities. This makes authentication a more 
challenging job for symmetric key encryption. 
Asymmetric key cryptography is widely used in computer networks because of its 
advantages mentioned above. However, they require more amount of energy and 
computational power compared to symmetric key cryptography and this makes them 
unsuitable for resource limited networks like WSNs. There are some research that 
investigate ways to implement asymmetric key cryptography in WSNs [14, 15, 16], yet 
these proposals still need higher energy and computational power, thus, they seem 
infeasible for WSNs.  
The above-mentioned disadvantage of asymmetric key cryptography made the 
researchers investigate several ways to deal with the key distribution problem in 
symmetric key cryptography. There are several approaches and many suggestions to 
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solve this problem in WSNs. These approaches to the keys distribution problem and 
related work in the field is explained in the next section. 
 
2.4 Literature Survey of Key Distribution in WSNs 
There are lots of works on key distribution on WSNs in the literature. There are 
many surveys on the issue as well. The papers by Çamtepe and Yener [17], Zhang and 
Varadharajan [18], Zhou et al. [13], Lee et al. [19] and Xiao et al. [20], M. A Simplício 
Jr. [21] et al. provide good surveys on the general key distribution problem and 
taxonomy of the works proposed for WSNs. Main approaches used for key distribution 
problems and well-known works in the area are explained below. 
One straightforward solution to key distribution problem in WSNs is using a 
single master key for all the nodes in the network. In this method, all nodes are given 
the same key and communication between nodes is done by this key. The advantage of 
the method is the perfect connectivity it brings to the network. However this also is the 
biggest weakness of the system. Capture of one node is enough to get access to all the 
communication of the network. Therefore it has the worst performance in terms of 
resilience against node capture attacks. There are some proposals using this idea of 
single key in the network. One of them is Broadcast Session Key Negotiation Protocol 
(BROSK) [22]. This protocol uses a master key with random nonces between nodes. A 
session key between nodes is created by applying a pseudo-random function to the 
master key concatenated with the session keys. Another such protocol is Symmetric-
Key Key Establishment protocol which uses exchange of randomly created challenges 
of a predetermined length and master key to compute a shared secret, which is 
subsequently used to create session key for the communication [23].  Another protocol 
using this idea is Loop-Based Key Management Scheme [24]. This scheme uses master 
key together with individual keys and key IDs to create session keys.  
Another straightforward solution to the key distribution problem is to load each 
node pair-wise keys between that node and of every other node. In this scheme if a 
network consists of n nodes, each node in the network carries n-1 pair-wise keys in its 
memory. The scheme has perfect resilience since capture of a node does not cause the 
 9  
 
compromise of non-captured nodes’ links. The problem with this scheme is the memory 
overhead especially if the network is large. Since sensor nodes are limited-memory 
devices, this scheme is not suitable for them. 
Other than the above-mentioned straightforward but unsuitable key distribution 
schemes, there are works that try to solve the key distribution problem with different 
methods. Among these methods, probabilistic solutions are one of the most famous and 
mostly used methods. These solutions, which will be explained below, bring a tradeoff 
between network connectivity and network security compared to other approaches like 
matrix-based solutions and polynomial-based solutions. Probabilistic solutions do not 
guarantee perfect connectivity; they achieve connectivity with certain probability; 
however they offer better security in terms of the number of compromised links in case 
an attacker captures some of the nodes in the network.  
The initial idea to introduce a probabilistic approach to key distribution problem is 
proposed by Eschenauer and Gligor [2]. This scheme which is referred to as Basic 
Scheme, introduces the concept of key pool and key chain. There is a global key pool 
for the network produced beforehand. The scheme has three important phases; key pre-
distribution, shared-key discovery and path-key establishment phases.  
 Key Predistribution Phase: Prior to deployment, each sensor is loaded with a set 
of keys randomly selected from the global key pool. This set of keys is called 
key chain of a node. A node keeps this set of nodes in its memory and uses these 
keys in communication later. Please note that it is possible that two nodes have 
the same key in their key-chains. This property is actually essential for 
communication in probabilistic approaches. After key pre-distribution nodes are 
deployed uniformly to the environment. 
 Shared-key Discovery Phase: After deployment, shared-key discovery phase 
begins. At this phase, nodes try to find their neighbors and figure out whether 
they have common keys or not. Two nodes can communicate with each other if 
they have at least one common key in their memory. Such secure links between 
neighboring nodes are called direct links.  
 Path-key Establishment Phase: There might be cases where two nodes do not 
have direct links between them. When such a case occurs, path-key 
establishment starts. At this phase, nodes try to find a path between them 
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through their neighbors with whom they have direct links, so that they can reach 
each other via secure links.  
There have been many schemes that use the idea by Eschenauer and Gligor and 
make modifications to the Basic Scheme. One such scheme is the q-Composite scheme 
proposed by Chan et al. [25]. In the Basic Scheme, one shared key is enough for two 
nodes to establish a direct link between them. In q-composite scheme, however, two 
nodes need to have at least   shared keys where     to establish a direct link between 
them. This restriction is done to increase the network resilience. Another modification 
to the Basic Scheme includes Session Key Scheme which creates session keys for 
interaction of nodes using the key found at shared-key discovery phase of Basic Scheme 
[26], Hashed Random Key Predistribution which improves the resilience [27], Key 
Redistribution Scheme which proposes another phase instead of the path-key 
establishment phase [28], and the Pairwise Key Establishment Protocol that decreases 
the communication overhead of path key establishment phase [29]. Basic Scheme and 
other schemes mentioned above use the predistributed keys for the full lifetime of the 
network and this can create security vulnerabilities. There are some other schemes that 
address multiple deployment scenarios like Robust Key Pre-distribution (RoK) scheme 
[30] and Random Generation Material Scheme [31]. 
One other approach to the key distribution problem is matrix-based solutions. The 
original idea of the matrix-based solution is by Blom [4]. It is a multipurpose 
deterministic key pre-distribution scheme. The basic idea is that all possible keys in a 
network of size N can be represented by an NxN matrix. Every node can calculate its 
pair-wise key with another node provided that it carries 1  keys where λ << N. The 
scheme has λ-secure property which means an adversary cannot compromise any links 
if it has captured less than λ nodes, however it can compromise all the links once it has 
captured λ nodes. 
Du et al. [5] proposed a scheme called Multiple Space Key Predistribution 
Scheme which uses Blom’s scheme and Basic Scheme to improve the resilience of 
Blom’s scheme without increasing λ. Instead of using single key space, it uses multiple 
key spaces. In key predistribution phase,   different key spaces are picked randomly 
for each node from a key space pool. In the shared key discovery phase, two nodes can 
generate a pair-wise key and communicate with each other if they share key material 
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from the same key space. Du et al.’s scheme increases the resiliency of Blom’s scheme 
while turning the scheme to a probabilistic key distribution scheme. There is a tradeoff 
between resiliency and connectivity and it has additional memory overhead, since this 
scheme requires multiple key spaces to be kept in nodes’ memory. Other matrix-based 
solutions include the work by Lee and Stinson [32] which improves the scalability of 
the scheme, the work by Chien et al.[33], which introduces a temporary master key to 
improve the resilience of Blom’s scheme. 
Polynomial-based schemes represent another approach used for key distribution in 
WSNs. Blundo’s scheme is one of the best known schemes among these proposals [6]. 
In this scheme, a randomly-generated λ-degree polynomial is used which satisfies the 
rule              . At the key predistribution phase each node i receives a 
polynomial share       . At the key establishment phase the nodes i and j exchange 
their IDs and calculate the key                  . Like Blom’s scheme, Blundo’s 
scheme also has λ-secure property and perfect connectivity. The work by Liu and Ning 
[34] which takes the initial idea of Blundo and uses it in a polynomial pool-based key 
predistribution scheme, is another scheme that uses this approach and combines it with 
pool based key distribution schemes to strengthen resilience and scalability.  
Another approach to key distribution problem is combinatorial design. This 
approach assumes that the distribution of nodes can be modeled by combinatorial 
design techniques. Therefore, before distribution each node is loaded with keys that are 
carefully chosen in a deterministic and optimized manner. Some of these techniques 
require dense networks to function properly, since the proximity of nodes are important 
for connectivity, while there are some works that can function in sparse networks as 
well. The schemes proposed by Çamtepe and Yener [7], the scheme of Lee and Stinson 
[32] and the scheme proposed by Gupta and Kuli [35] are some of the works that try to 
solve key distribution problem using this approach.  
There are also some schemes that try making use location information of the 
nodes along with the key distribution approaches explained above. One of the best 
known examples of this method is Du et al.’s scheme [3]. The idea for this scheme is 
that since nodes need to communicate with their neighbors in the first place, they do not 
need to share keys with nodes that are geographically far from themselves. Instead, they 
should share keys with their neighbors to provide a better connectivity for the network. 
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Similar to Basic Scheme, Du et al.’s Scheme also has three phases, namely key 
predistribution phase, shared-key discovery phase and path-key establishment phase. 
 Key Predistribution Phase: In this scheme, the global key pool is divided into 
smaller groups of key pools. The deployment area is also divided into zones and 
each key pool is associated with a zone. Figure 2.3, shows an example of zone 
division and relation of the key predistribution for each zone.  
 
Figure 2.3 Shared keys between neighboring nodes for Du et al.’s Scheme [3] 
 
The nodes that will be deployed to a certain zone are loaded with keys which are 
selected randomly from the key pool associated with that zone. As it can be seen 
in Figure 2.3, key pool of a particular zone gets keys from its neighboring zones’ 
key pools as well. This way, nodes of neighboring nodes can share a common 
key and communicate with each other even if they belong to different zones. 
After key predistribution phase, nodes are deployed to the each zone using 
Gaussian distribution. The center of each zone is the deployment point for each 
Gaussian distribution. Figure 2.4 illustrates the distribution of the nodes.  
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Figure 2.4 Node deployment for Du et al.’s Scheme [3] 
 
 Shared-key Discovery Phase: After deployment, nodes try to find out whether 
they have a common key with their neighbors or not. If two neighboring nodes 
have a common key, then there exists a direct link between these two nodes. 
 Path-key Establishment Phase: If a node does not have a common key with 
another node, it uses its neighboring nodes with which it has a direct link, and 
tries to find a path to reach the other node. If they can find such a path, then they 
have a secure link. 
This scheme which will be referred to as Du’s Scheme in this thesis achieves 
higher connectivity than the Basic Scheme using the same amount of keys per node. 
The reason for that is the efficient use of the key pool by making use of the location 
information. 
Other schemes that use location information together with probabilistic approach 
include Liu and Ning’s scheme which uses Blundo’s scheme and location information 
together to achieve better resilience and connectivity [36, 37], Zone Based Robust Key 
Distribution, Zo-Rok which combines group based deployment scheme with RoK and 
achieves better resilience of the network [38], Yu and Guang’s scheme which combines 
location information with matrix-based approach [39]. The schemes proposed in [40, 
41] also make use of location information in their proposed solutions. 
The schemes explained above, especially schemes which use location information 
are mostly directed at static WSNs. Compared to the schemes proposed for static WSNs 
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there are few works done about key distribution in mobile WSNs. Such schemes which 
take mobility into consideration to some degree are explained below.  
One of the earliest works that discusses the key distribution problem from the 
mobility point of view is by Čapkun et al. [42]. Their proposal is for ad hoc networks, 
not particularly for WSNs, however the idea they present is important for WSNs as 
well. The fundamental argument of their work is that, mobility is not a problem for 
security in mobile networks; on the contrary it provides a medium where security 
associations like authentication and key distribution can be established. The idea is to 
exchange mutual credentials between nodes when they are in the close range of each 
other. Public key cryptography is used in their proposal. There are two cases 
considered; in the first one, there is no central authority, the network is fully self-
organized; in the second one, there is an offline authority which provides the 
authorization to the nodes when they first join the network. In fully self-organized case, 
they assume a secure side-channel (by physical contact or infrared) on which no 
adversary can modify the messages transmitted over the channel; however 
confidentiality of the messages is not required. Every node can generate cryptographic 
keys, check signatures, etc. When two nodes come in to the close range of each other, 
they decide whether they will trust each other and establish a security association or not. 
If they will establish a security association, then they activate the secure side-channel 
and exchange related material over the channel. In the presence of a central authority, 
each node is given their certificate that is signed by the central authority and the public 
key of the central authority just before they enter the network. The authors later 
extended their work by including establishment of security associations with symmetric 
key cryptography [43]. In this case, the exchange of key material is done over secure 
side-channel which provides both integrity and confidentiality. 
Most of the works done on key distribution mechanisms in WSNs assume static 
WSNs for their propositions. There are few that pay attention to mobile WSNs. One of 
the papers that take mobility into consideration to a degree is by Zhou et al. [44]. In 
their paper they propose a group-based key predistribution scheme. In the scheme 
sensor nodes are deployed to the area in groups. The deployment model they propose is 
a flexible one. A group can land on any part of the area, but still nodes of the same 
group are neighbors with high probability. Each node in one group shares pair-wise 
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keys with each member of its own group. For intra-group key predistribution, they 
already have unique pair-wise keys. For inter-group key predistribution, key 
establishment is done with the help of agent nodes. A node si from group Gu, 
represented as <Gu, si > is called an agent for Gv in Gu , if <Gu, si >  is associated, that is; 
it shares a preloaded unique pair-wise key with some <Gv, sj > in Gv. Each group is 
required to be associated with every other group since any group can be their 
neighboring group. When two nodes from different groups want to establish a pair-wise 
key with each other, key exchange is done through agent nodes. The authors point out 
that the scheme they propose is suitable for both static sensor nodes and for nodes that 
move in a swarm fashion [45]. However the scheme is not suitable for other mobility 
models where the nodes move independently of each other, since finding agent nodes of 
its own group in a reachable distance would be much harder in such a case. 
Another work which also tolerates mobility to a mild level is done by Ünlü and 
Levi [46]. In this work, there are two kinds of nodes in the network; regular nodes and 
agent nodes. The number of agent nodes is much smaller than the number of regular 
nodes and they are more capable as well; they have more memory and power. The 
deployment of the nodes is done in groups to the grids in the area called zones. Regular 
nodes of the same group can initially only share keys with nodes of their own groups. 
Intra-zone key predistribution in the proposed scheme is done in a similar way to the 
method proposed in [47]. Inter-zone key predistribution is done only between agent 
nodes. Random pair-wise keys are distributed to the agent nodes. An agent node shares 
a unique random pair-wise key with every other neighboring agent nodes, that is; the 
agent nodes from the eight zones surrounding its own zone/group. An agent node also 
gets keys from intra-zone key predistribution method to communicate with its own 
group members. The paper also provides intra-zone and inter-zone path key 
establishment methods to be used after deployment. If two regular nodes from different 
groups want to communicate with each other, they establish a key using the agent nodes 
in their groups. If a node is drifted to a neighboring zone, it can still establish keys with 
the nodes through intra-zone path key establishment method if it encounters a node 
from its own zone, or inter-zone path key establishment method if it encounters a node 
from the neighboring zone, provided that it has some neighbors around which it shares a 
key with. This method they propose works only if the node drifts one zone away. For 
highly mobile networks the method does not work as authors also point out.  
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Key distribution scheme proposed by Dong et al. works for mobile WSNs as well 
as static WSNs [48]. In this scheme, there are regular sensor nodes and assisting nodes. 
Assisting nodes are only responsible for key establishment and management; they do 
not perform any kind of sensing and forwarding job. Each regular node has an ID and 
unique pair-wise key which it shares with the base station. Every assisting node i gets 
preloaded by the hash H(Ku||i), for every regular sensor node u which shares a pair-wise 
key Ku , with the base station.  When a node u wants to establish a key with a node v, it 
discovers the assisting nodes in its neighborhood and sends a message with its ID to the 
assisting nodes. Every assisting node i that got the message in the neighborhood 
generates a random key and encrypts the key with both H(Ku||i) and H(Kv||i), 
concatenates them and sends them to node u. Nodes u and v run a protocol similar to 
Needham-Shroeder Symmetric Key Protocol [49] to decrypt the key generated by the 
assisting node. Final key is produced by XORing all the random keys sent by the 
assisting nodes. If no assisting node is found in the immediate neighborhood, then the 
node searches for assisting nodes that are at certain amount of hops away and runs the 
same protocol for them. This scheme handles both static WSNs and highly mobile 
WSNs. The disadvantage of the scheme however, is the ratio of assisting nodes to the 
network size necessary to achieve a high connected network. For the connectivity to be 
90%, the ratio of assisting nodes to the network size must be about 1/10 which means 
for a network with 10,000 nodes, there has to be 1,000 assisting nodes. This might be 
undesirable since assisting nodes do not perform any work that regular nodes do. This 
ratio can be reduced, however this time the number of hops a node needs to search to 
find an assisting node increase, which means more broadcast messages, thus an increase 
in communication cost.  
 
2.5 Mobility Models 
There are various mobility models for mobile networks in the literature. Some of 
the models are for independent nodes moving on their own while some are for group 
mobility. Some of the important mobility models used in mobile networks are explained 
below. 
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One of the well-known mobility models is the Random Walk Mobility Model 
[50]. It is a basic mobility model that uses random direction and speed. In this model, a 
node moves from its position to another by choosing a random direction between [0, 2 
п] and a random speed between [speedmin, speedmax]. speedmin and speedmax are 
predefined values. The node moves in that direction with that speed for a constant time t 
or a constant distance d. Once this movement is completed, the node calculates a new 
direction and speed and repeats the same procedure. If it reaches the end of the 
simulation area, it bounces back, meaning it gets a new direction determined by the 
direction it came to the boundary and moves away.  There are variations to this model 
like 1-D, 2-D, 3-D and d-D walks. There can also be simplifications like choosing a 
uniform speed for all the nodes and such. It is also a memoryless model, which means it 
has no memory of its past locations and speeds. Figure 2.5 shows the traveling pattern 
of a single node using Random Walk Mobility Model. 
 
Figure 2.5 Traveling pattern of a single node using Random Walk Mobility Model [50] 
Another important mobility model is the Random Waypoint Mobility Model. This 
model introduces pause times. A node starts with staying for a certain amount of time at 
its initial location. After this, it randomly chooses a destination and speed between 
predefined [speedmin, speedmax], and starts moving towards its destination. Once it 
reaches its destination, it again pauses for a specified time and starts moving in the same 
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pattern after that pause time. This model is also a widely used mobility models. It can 
also be simplified by omitting the pause time from the model. Figure 2.6 shows the 
traveling pattern of a single node using Random Waypoint Mobility Model. 
 
Figure 2.6 Traveling pattern of a single node using Random Waypoint Mobility Model [50] 
Other mobility models for independently moving nodes include the Random 
Direction Model, which forces the nodes to travel until the border of the simulation area 
is reached, the Boundless Simulation Area Mobility Model, in which the nodes do not 
bounce back but continue to move and reappear on the opposite side of the area once a 
border is reached, the Garkus-Markov Mobility Model, City Section Mobility Model 
etc. There are also mobility models for group-based mobility like Nomadic Mobility 
Model, Pursue Mobility Model, Reference Point Group Mobility Model, Swarm 
Mobility Model etc [50]. 
 
 
















3.1 Effects of Mobility on Basic Scheme and Du’s Scheme  
Basic Scheme by Eshenauer and Gligor [2] and Du’s Scheme [3] are two well-
known key distribution schemes for WSNs. These schemes use a probabilistic approach 
to achieve high connectivity and security for the network. Among these solutions Du’s 
Scheme uses location information of the nodes to achieve a better connectivity than 
Basic Scheme. One of the most important performance metrics of key distribution 
schemes is local connectivity. Local connectivity is the probability of any two 
neighboring nodes sharing a key [3]. The local connectivity ratio for static WSNs 
achieved by Basic Scheme and Du’s Scheme with respect to the x-axis value m, which 
is the number of keys each node keeps in its memory is shown in Figure 3.1 





Figure 3.1 Local connectivity versus m for Basic Scheme and Du’s Scheme for static 
WSNs 
As seen in Figure 3.1, Du’s Scheme achieves a much higher local connectivity 
compared to Basic Scheme. This is achieved by making use of the deployment locations 
of the nodes which was explained in Section 2.4. 
As explained in Section 2.4 these solutions do not take mobility into 
consideration. In this part, the effect of mobility on these two key distribution scheme is 
explained.  
 
3.1.2 Effects of Mobility on Basic Scheme  
To observe the effects of mobility on Basic Scheme we conduct time-dependant 
simulations for two cases of node behavior. We fix m, the number of keys a node has to 
100 to focus on the time dimension. Figure 3.2 shows mobile nodes’ local connectivity 
values versus time using random walk mobility model.  
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Figure 3.2 Local Connectivity versus time for Basic Scheme using Random Walk 
Mobility Model for m=100  
 
If we compare the connectivity results from this graph with the actual values 
shown in Figure 3.1, it can be seen that the connectivity values for m=100 in this graph 
have the same values as it has in the original graph. We can see that local connectivity 
values do not change over time. This indicates that mobility of the nodes does not have 
any effect on the Basic Scheme. This result is actually to be expected, because in Basic 
Scheme, the keys put into each node is chosen at random without any regard to their 
deployment area, which means that the probability of two nodes next to each other 
sharing a key and probability of two nodes at two distant locations sharing a key would 
be the same. This is also the reason why mobility does not affect Basic Scheme’s local 
connectivity values, since the probability of any two nodes sharing a key does not 
change with regards to their geographic location.  
 
3.1.3 Effects of Mobility on Du’s Scheme 
To observe the effect of mobility on Du’s Scheme, we first conduct a time 
dependent scenario. All the system requirements, such as the number of the nodes, the 
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number of the zones, and the area of each zone are the same with the original values set 
in [3]. In this scenario m, the number of keys put into each node is kept constant and set 
to 100. The x-axis represents the time during which the nodes move in the environment 
is changed. At each step the nodes are left to move in the environment according to 
Random Walk Mobility Model for the given amount of time and after their movements 
local connectivity is calculated. The results of the simulations can be seen in Figure 3.3.  
 
 
 Figure 3.3 Local Connectivity versus time for Du’s Scheme using Random Walk 
Mobility Model for m=100  
As it can be seen from Figure 3.3, mobility has an important effect on local 
connectivity in this scheme. Please also note that connectivity reaches a constant value 
as time passes in both of the figures. This value is reached around time=180, and local 
connectivity value is around 0.18.  
 
Additionally to observe difference between mobile and static cases, we also 
conduct m-dependant simulations. In this scenario the number of nodes put into each 
node changes and time is kept constant. The value for time is 180 minutes. During 
simulations, first local connectivity is calculated before any of the nodes start moving. 
This is referred as “not-mobile” in the figures shown below. After that, nodes move 
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around in the neighborhood for the given fixed amount of time. After their movement, 
local connectivity is once again calculated. This is referred as “mobile” in the figures. 
The simulation result is seen in Figure 3.4.  
 
 
Figure 3.4 Local Connectivity for Du’s Scheme for static and mobile cases with 
Random Walk Mobility Model where time=180 minutes 
 
Looking at Figure 3.4, it is easily seen that there is a big difference between 
mobile and not-mobile cases in terms of local connectivity. This shows that mobility 
has a considerable impact on Du’s Scheme. This result is what we expected, because 
keys are shared between nodes that are close to each other and distant nodes do not 
share keys; which means the locations of the nodes are extremely important for this 
scheme to keep connectivity high. When nodes start moving in the environment, they go 
to different locations nodes which do not have any common keys with each other 
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3.2 Our Scheme: A Key Distribution Scheme Tailored for 
Mobile Sensor Networks 
We propose a key distribution scheme for mobile Wireless Sensor Networks. In 
our scheme, we propose that both nodes and the Base Station, (BS), are mobile. Mobile 
base stations are also used in works like [8, 51, 52]. The main idea of our scheme is to 
have BS operate as a key distribution center throughout the life of the sensor network. 
The Base Station in our scheme is mobile and tamper-proof. In our scheme, prior to 
deployment, nodes are not preloaded with any keys. After they are deployed to the area, 
BS starts to move in the simulation area and distribute pairwise keys to neighboring 
nodes it meets along the way. 
In our scheme we use Random Walk Mobility Model for the movement of the 
nodes in order to have independently moving entities rather than group movement. In 
our version of Random Walk Mobility Model, a node randomly selects a direction 
between       , and a speed between [speedmin, speedmax]. The node moves in that 
direction for 1 minute and chooses a new direction and speed without waiting at that 
point and continues its movement. If it meets to boundaries of the simulation area, it 
bounces back.  
For the movement of BS, we use a deterministic approach to ensure that BS scans 
the whole area and meets with possibly all the nodes. In our mobility model for BS, it 
starts moving from one bottom-corner of the simulation area, goes to the opposite edge 
horizontally. After it gets very close to the boundary, it starts moving vertically for a 
very short distance, and then starts moving horizontally again. When it scans the whole 
simulation area, it diagonally goes back to a bottom-corner and starts its movement 
from there again. Figure 3.5 shows an illustration of the movement of BS. The point 
denoted as S in the figure is the start point of the Base Station, after it completes its one 
round in the simulation area as shown in the figure, it starts its next round in the same 
way and keeps moving throughout the whole life of the network. 




Figure 3.5 The movement pattern of BS in the simulation area 
The symbols and notations we use for our scheme are listed in Table 3.1 below. 
Table 3.1 List of symbols used in our scheme 
   A node with unique identification number i, node i 
      Pairwise key shared between node i and BS 
    Paiwise key shared between node i and node j 
       Encryption of a message m with pairwise key     
       Decryption of a message m with pairwise key     
             List of nodes; node j, node k, node l… 
    A pseudo random function 
  The maximum number of keys a node can have. 
  The number of sensor nodes in the network 
   The speed of node i 
         The speed of Base Station 
 
We have four important components to our scheme, namely; initialization phase, 
key distribution phase, shared-key discovery phase and update of the key chain. These 
components are explained below: 
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 Initialization Phase: This phase covers initial node configuration and node 
deployment to the area. Before deployment, each node i is preloaded with a 
unique pairwise key       it shares with the Base Station. A node does not have 
any key it can use with other nodes, however it has a fixed key chain size m to be 
used later. If a node is configured to be mobile it is given an initial speed selected 
randomly using uniform distribution between                     and a 
direction between       . The nodes are deployed to the area using uniform 
distribution. After the nodes are deployed, they cannot communicate with each 
other until BS distributes keys to nodes. When a node meets with BS, key 
distribution phase begins. 
 Key Distribution Phase: When a node senses BS in its communication range, 




Ei-BS(L(nj, nk, nl...)) Di-BS(L(nj, nk, nl...))
Generates
(Kij, Kik, Kil…)



































Figure 3.6 Key distribution protocol between base station and nodes 
At Step 1 shown in Figure 3.6, a node i, who wants to get keys from BS, 
prepares a list              of its neighbors with whom it does not share a 
common key. It encrypts the list with      , its unique pairwise key with BS, 
and sends the encrypted message to BS. At Step 2, BS decrypts the message it 
got from node i. Using the pseudo random function PRF, BS generates pairwise 
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keys              between     and the nodes in the list. For each key it created, 
it encrypts the key with the corresponding keys                    it has with 
the nodes in the list. It concatenates the keys to be sent to    and these encrypted 
keys, creates a list of keys, encrypts it with       and sends this message to   .  
At Step 3,    decrypts the message it got from BS using       and gets the keys 
it requested from BS. It adds the keys to its key chain. For the encrypted keys 
sent to it,    sends these encrypted messages  
                                  to its respected receipents              at 
Step 4.At Step 5, each node decrypts the message it got from    using their 
pairwise keys they share with BS, gets the pairwise key to be used with    and 
adds the key to its key chain.  
 Shared-key Discovery Phase: When two neighboring nodes want to 
communicate with each other, they first exchange their node IDs. Using these 
IDs they look at their key chains. If they have a pair-wise key their key chains 
they can communicate with each other using that key.  
 Update of the Key Chain:  As mentioned earlier, in our scheme, each node has a 
fixed key chain size. Therefore there needs to be an update mechanism to 
manage the use of this limited key chain. We use a first-in-first-out mechanism 
to update the key chain. In our scheme, when a node gets new keys from BS, it 
first checks whether it has enough space in its key chain or not. If it has enough 
space it adds the keys to its key chain. If it does not have enough space, then it 
selects the first key which is not in use at that moment and deletes it from the 
key chain. This way it opens up space for the new keys and adds the new keys to 
the key chain. 
  
3.3 Performance Evaluation 
We perform simulations to see how our proposed scheme works in various 
scenarios. The metrics which we look for are mainly local connectivity, which is the 
probability of any two neighboring nodes sharing a common key, global connectivity 
which is the ratio of the largest isolated component to the whole network, and resilience 
against node capture attacks. The details of these concepts are explained in the 
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following sub-sections. Some parameters and system configuration for our scheme is as 
follows:  
 The number of sensor nodes in the network is 10,000. 
 The deployment area is 1,000m × 1,000m. 
 Nodes are deployed with uniform distribution to the simulation area. 
 The wireless communication range for each node is 40m. 
 The speed of the nodes is selected randomly between 5-15 meters/minute 
We performed the simulations in Visual Studio 2008 environment and used C# for 
coding. The results of the simulations are presented in the following subsections.  
3.3.1 Local Connectivity 
Local connectivity is an important metric to show the performance of the key 
distribution schemes. It is defined as the probability of any two neighboring nodes 
sharing a common key. We simulate various cases to show how our scheme performs 
and how the local connectivity value changes over time. The cases and results are 
explained below. 
 
3.3.1.1 Local Connectivity for Different m Values 
In order to see how the number of keys each node has affects the local 
connectivity, we conduct simulations for different m values and calculated the local 
connectivity of the network versus time. The mobility models for nodes’ movement and 
Base Station’s movement is kept as explained above. We use two network models. In 
the first model not all the nodes are mobile. When a node is first initialized, it has a 
probability of 0.5 to be mobile and move with the Random Walk Mobility Model or to 
stay static.  We call this model Half-Mobile case.  In the other model, all the nodes are 
mobile and that model is called Fully-Mobile case. For the m values, we use m=100, 
m=150, m=200 and m=250. The speed of BS is kept constant, which is 400 
meters/minute. The results are shown in Figure 3.7 and 3.8. 
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Figure 3.7 Local connectivity versus time for different m values for half-mobile case 
where BS speed=400 meters/minute 
As it can be seen in Figure 3.7 at first local connectivity of the nodes are at 0, 
since no nodes are predistributed any keys apart from the key they share with Base 
Station. As BS starts to move and distribute keys to the nodes, local connectivity starts 
to increase and after a while it reaches a steady state. The time at which local 
connectivity reaches this value first, is around 60 minutes which is also the approximate 
time at which BS completes one round of its movement in the simulation area. By this 
time it has moved in the simulation area and covered the area completely, distributing 
pairwise keys to the nodes it encountered along the way. If all the nodes were static, 
local connectivity value would have been 1, since all nodes would get the pairwise keys 
for their neighbors and neighboring relations would not ever change after that. 
However, as mentioned earlier, half of the nodes are mobile; therefore neighboring 
relations keeps changing, thus the connectivity does not reach a very high value.  
Local connectivity for m=100 is around 0.64, for m=150 it is 0.68, for m=200 it is 
0.71 and for m=250 local connectivity is around 0.73. These results show that the 
change in the value of m does not bring a big difference in terms of local connectivity. 
The reason for that is the following: Base Station as a key distribution center provides 
nodes with keys of their immediate neighbors at that time and nodes update their key 
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chains with their newly acquired keys by the method described earlier. This means, they 
do not keep keys with their old neighbors. Also the keys which are really useful for the 
nodes are their freshest keys with their immediate neighbors, since local connectivity is 
about the connectivity between neighboring keys. Therefore, the other keys they keep in 
their memory has little help to them in terms of local connectivity since they become 
useless as the neighboring relations keep changing and old neighbors move away from 
each other. So the decisive element in terms of local connectivity for this case is not the 
size of the key chains, but the number of neighbors a node can have around it. In our 
simulations the maximum and average numbers of neighbors for a node is 
approximately 90 and 60, respectively.  
 
Figure 3.8 Local connectivity versus m values for half-mobile case where 
time=120 minutes 
Figure 3.8 shows the local connectivity values versus m for half-mobile case. In 
this simulation, nodes first move in the environment for 120 minutes, and then their 
local connectivity is calculated. Figure 3.8 shows that local connectivity value reaches a 
convergence value around m=90 which shows that the discussion above is valid.  
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Figure 3.9 Local connectivity versus time for different m values for fully-mobile 
case where BS speed=400 meters/minute 
Figure 3.9 shows the local connectivity for a fully mobile network. The immediate 
difference from half-mobile case is the decrease in local connectivity values. This is an 
expected result because all the nodes are mobile in this case; therefore, neighboring 
relations change faster than half-mobile case. Thus the effect of BS distributing keys to 
the neighbors does not last long and connectivity stays lower than half-mobile case. 
Local connectivity values for m=100 is around 0.44, for m=150 it is 0.48, for m=200 it 
is 0.51 and for m=250 local connectivity is around 0.54. The convergence time is again 
around 60 minutes and the difference of local connectivity values for different m values 
is almost the same as half-mobile case for which the reasons are already explained 
above. 
 
3.3.1.2 Local Connectivity for Different BS Speeds 
In this section we discuss how the speed of BS affects the local connectivity of the 
network. In order to observe this, we run simulations using different BS speeds for half-
mobile and fully-mobile case. In these scenarios, the size of the key chain m is kept 
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constant at m=200. BS speed, on the other hand, has three different values; BS 
speed=200 meters/minute, BS speed=400 meters/minute and BS speed=600 
meters/minute. Figure 3.10 and Figure 3.11 show local connectivity versus time, for 
half-mobile and fully-mobile cases. 
 
Figure 3.10 Local connectivity versus time for different BS speeds for half-mobile case 
where m=200 
Figure 3.10 shows that the speed of the BS affects local connectivity in various 
ways. Firstly, the convergence time for local connectivity decreases as BS speed 
increases. For BS speed=600, local connectivity reaches its convergence value around 
time=40 minutes, for BS speed=400, it reaches the convergence value at time=60 
minutes and for BS speed=200, it reaches the convergence value around time=120 
minutes. The reason for this difference is that when BS moves faster, it can cover the 
whole simulation area faster and connect the neighboring nodes with each other. As it 
was explained in the previous sections the time at which local connectivity first reaches 
its convergence value is the time BS completes its one round of scanning in the area. 
With faster speeds, the round is completed faster; thus the convergence occurs earlier 
compared to the slower speeds. Secondly, local connectivity value increases when BS 
moves faster. For BS speed=600, local connectivity is around 0.78, for BS speed=400 it 
is around 0.71 and for BS speed=200 local connectivity is around 0.59. The reason for 
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this change is as follows. When BS moves faster, the expected time it meets a node 
again and updates its key chain is shorter as compared to BS moving slower. Therefore 
it can update the nodes with their neighboring nodes’ keys more frequently when it is 
faster and keep the connectivity higher than the slower cases.  
 
Figure 3.11 Local connectivity versus time for different BS speeds for fully-mobile case 
where m=200 
For fully-mobile case, it can be seen that local connectivity values are lower than 
half-mobile-case. The reason is for that is the faster change in neighboring relation 
between nodes, since they move away from each other faster which makes more of their 
keys in the key chains useless after a while. However, just like the half-mobile case, 
local connectivity increases as BS speed increases. Also it can be seen that the time the 
networks reaches its convergence value in terms of local connectivity is the same as the 
half-mobile case.  
3.3.1.3 Local Connectivity Using Multiple Base Stations 
In the above subsections for both cases only one Base Station is used. In this 
section we discuss how it affects local connectivity when multiple Base Stations as key 
distribution centers are used. In order to see the difference, we use a scenario where 
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there are two BSs in the simulation area moving at the same time. In this case similar to 
the single BS movement explained before, the BSs move in the area deterministically 
and cover the whole area, however one BS moves in the lower half of the simulation 
area and distributes keys to nodes in that area; while the other BS moves in the upper 
half of the area and distributes keys in that area. Figure 3.12 shows the movement of 




Figure 3.12 The movement pattern of two base stations in the simulation area 
We conduct simulations using two BSs and compare its results to the case when 
we use only one BS. The speed of BS is kept constant at 400 meters/minute. The size of 
m is also kept constant at m=200. The simulation is run for both half-mobile and fully-
mobile cases. 
 35  
 
 
Figure 3.13 Local connectivity versus time using multiple BSs for half-mobile 
case 
Figure 3.13 shows the local connectivity values using one BS versus using two 
BSs for half-mobile case. It is seen in the figure that local connectivity where two BSs 
is used is higher than the scenario where only one BS is used. The reason is similar to 
the previous case where the speed of BS increased. In this case as well, a node meets a 
BS more frequently if there are two BS in the simulation area and gets its key chain 
updated more frequently, therefore local connectivity reaches a higher value. Also the 
time needed for the local connectivity to reach its convergence value is shorter in two 
BSs case. When there are two BSs in the environment, the whole area gets covered in 
30 minutes and local connectivity reaches its convergence value at that time. When 
there is only one BS in the environment, the area gets covered in 60 minutes; hence 
convergence in local connectivity is reached around that time as well. 
Similar results can be seen in fully-mobile network except that the local 
connectivity value is lower than the half-mobile case. Note that the convergence time 
for both two BSs case and one BS case stays the same, since this time is related to BS 
speed which is the same for half-mobile and fully-mobile cases but not to the mobility 
of the nodes. 
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Figure 3.14 Local connectivity versus time using multiple BSs for fully-mobile 
case. 
3.3.1.4 Local Connectivity When BS Stops After One Round 
 In our original scheme, BS moves continuously and distributes keys throughout 
the life of the network. In this case however, BS stops its movement and ceases key 
distribution once it finishes its one round in the simulation area. In order to see the 
performance of this case, we conduct simulations for both half-mobile and fully-mobile 
cases. We keep m constant at 200, BS speed constant at 400 meters/minute (during its 
one round of movement only). The results are shown in Figure 3.15. 
Figure 3.15 shows that after BS stops its movement and key distribution, local 
connectivity value starts to decrease gradually. Local connectivity decreases more for 
fully-mobile case compared to half-mobile case. This is an expected behavior since in 
fully-mobile case neighboring relationships change faster than half-mobile case and 
keys become useless faster.  
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Figure 3.15 Local connectivity versus time for half-mobile and fully-mobile cases 
when BS stops movement and key distribution after completing one round 
 
3.3.1.5 Local Connectivity for Different Communication Ranges 
 In the simulation for the previous subsections communication range of nodes is 
kept constant at 40 meters. In this case, we use different communication ranges which 
are 20 meters, 40 meters and 60 meters and observe how local connectivity changes. In 
our simulations we use m=200, BS speed=400 meters/minute. The results of the 
simulation for half-mobile and fully-mobile cases are shown in Figures 3.16 and 3.17 
respectively. 
 Figure 3.16 shows that local connectivity increases for higher communication 
ranges because as communication range increases, the area in which the nodes are 
connected by BS increases. Figure 3.17 shows similar relative behavior, only local 
connectivity value is lower due to limited mobility.   
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Figure 3.16 Local connectivity versus time for different communication ranges for 
half-mobile case where m=200  
 
Figure 3.17 Local connectivity versus time for different communication ranges for 
fully-mobile case where m=200  
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3.3.1.6 Local Connectivity using Multiple Static Base Stations 
 Our original scheme uses a mobile BS which acts as a key distribution center. In 
this case, we use static BSs in the environment and conduct simulations to see local 
connectivity performance. BSs are deployed to the environment such that they do not 
overlap with each other. Since they are static, only the nodes that come into the 
communication range of a BS can get keys from them. In our simulation we use 25 BSs, 
49 BSs and 100 BSs in the environment. With 25 BSs we cover 12.5%, of the sensor 
field. Similarly with 49 BSs we cover 25% and with 100 BSs we cover 50% of the 
sensor field. We keep m constant at 200. The results for half mobile and fully-mobile 
cases are shown in Figure 3.18 and Figure 3.19. 
 
Figure 3.18 Local connectivity versus time using multiple static BSs for half-
mobile case where m=200  
Figure 3.18 shows that local connectivity increases when we use more BSs in the 
environment. Local connectivity starts from 0.19 for 25 BSs, 0.37 for 49 BSs and 0.72 
for 100 BSs. After simulation starts, local connectivity increases because nodes move 
and come into vicinity of BSs and get their key chains updated. Figure 3.19 shows 
similar relative behavior, but local connectivity values are higher than half-mobile case 
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for all three numbers of BSs. The reason is that all the modes are mobile in this case, 
which results in more nodes coming into contact with BSs and getting keys from them. 
 
Figure 3.19 Local connectivity versus time using multiple static BSs for fully-
mobile case where m=200  
 
3.3.2 Global Connectivity 
Global connectivity is another important performance for key distribution 
schemes. Let G be a key sharing graph with nodes as its vertices and the secure links 
between nodes (i.e. the links between nodes which share a key) as its edges. Global 
connectivity is the ratio of the size of the largest component in G to the size of the 
whole network [3]. It is important for a network to have a global connectivity, because 
if the global connectivity value is high it means the network connectivity is high, and 
nodes can communicate with each other even if they have to use a few hops. We 
conduct simulations for various cases to see how our scheme performs in terms of 
global connectivity. The next subsections explain each case and the corresponding 
results.  
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3.3.2.1 Global Connectivity for Different m Values 
Similar to the simulations we conducted for local connectivity, we first conduct 
simulations to see how the change in key chain size affects the global connectivity. For 
this purpose we use different values for m, namely 100, 150, 200 and 250 and calculate 
global connectivity versus time. The nodes move with Random Walk Mobility Model 
and Base Station moves by the deterministic mobility model explained before. BS speed 
is kept constant at 400 meters/minutes. We run simulations for both half-mobile and 
fully-mobile cases. The results are shown in Figure 3.20 and 3.21. 
 
Figure 3.20 Global Connectivity versus time for different m values for half-mobile case 
for BS speed=400 meters/minute 
It can be seen in Figure 3.20 that global connectivity reaches its convergence 
value, which is close to 1, at time=60. This is the time BS completes its one round of 
movement in the simulation area. After this time, the connectivity value slowly 
increases and eventually reaches values very close to 1. It can also be seen that there is 
not a significant difference between different m values in terms of global connectivity. 
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This shows that even a key chain of size 100 is enough to achieve a global connectivity 
which is fairly close to 1.   
 
Figure 3.21 Global connectivity versus m values for half-mobile case where 
time=120 minutes 
Figure 3.21 shows global connectivity versus m values after nodes move in the 
environment for 120 minutes. This figure also shows that the decisive element in global 
connectivity is the maximum number of neighbors of a node, which is around 90. 
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Figure 3.22 Global Connectivity versus time for different m values for fully-mobile case 
for BS speed=400 meters/minute  
Figure 3.22 shows the global connectivity values for different m values for fully-
mobile case. This figure is almost the same as the half-mobile case. The pattern of the 
increase in global connectivity and the values it reaches are almost the same as Figure 
3.20. Yet, there is a little difference between values of each case. Table 3.2 shows the 
global connectivity values for each m value at time=300 to show that difference 
between fully-mobile case and half-mobile case. 
Table 3.2 Global connectivity values for half-mobile and fully mobile-cases for 
different m values at time=300 
Key Chain Size, m Half-Mobile Fully-Mobile 
 m=100 0.9955 0.9960 
m=150 0.9980 0.9984 
m=200 0.9983 0.9986 
m=250 0.9985 0.9993 
Although it cannot be distinguished in the figures clearly, Table 3.2 shows that 
there is a subtle increase in global connectivity as m gets higher. However this increase 
is very little and even m=100 provides a very good global connectivity. There is also a 
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difference between half-mobile and fully-mobile cases. It can be seen that fully-mobile 
case achieves a higher global connectivity, which is again a very little increase. The 
reason for this difference is that in half-mobile case some of the static nodes can 
geographically get isolated from other nodes as their neighbors move away from them 
and this results in this case having a lower value for global connectivity. 
 
3.3.2.2 Global Connectivity for Different BS Speeds 
Having seen the global connectivity results for different m values, we next 
conduct simulations for different BS speeds. The BS speeds we use are 200 
meters/minute, 400 meters/minute and 600 meters/minute. The value of m on the other 
hand is kept constant at 200. Figure 3.23 shows the global connectivity versus time for 
fully-mobile case. 
 
3.23 Global connectivity versus time for different BS speeds for fully-mobile case 
where m=200 
Figure 3.23 shows that as BS speed increases, the time needed for global 
connectivity value to reach its convergence value decreases. For BS speed=600, this 
value is reached at time=40, for BS speed=400, the convergence value is reached at 
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time=60 and for BS speed=200 it is reached at around time=110. It can also be seen that 
for all three cases, after simulation area is covered by BS wholly at the mentioned times, 
global connectivity value slowly increases and eventually becomes very close to 1. The 
same simulation was run for half-mobile case as well. Since the pattern of that case is 
the same as fully-mobile case, we did not put that figure here, however Table 3.3 shows 
the global connectivity value for different BS speeds at time=100, time=200, and 
time=300 for both half-mobile case and fully-mobile case.  
Table 3.3 Global connectivity values for half-mobile and fully mobile case for 
different BS speeds at time=300 
BS speed Time Half-mobile Fully Mobile 
 100 0.8848 0.8934 
BS speed=200 200 0.9750 0.9710 
meters/minutes 300 0.9878 0.9930 
 100 0.9857 0.9845 
BS speed=400 200 0.9965 0.9980 
meters/minutes 300 0.9983 0.9986 
 100 0.9942 0.9957 
BS speed=600 200 0.9986 0.9997 
meters/minutes 300 0.9995 0.9997 
 
Table 3.3 shows that, as BS speeds increases global connectivity value also 
increases, however this difference between different BS speeds is very little. As Figure 
3.16 shows, the main difference between these three cases are the time needed to 
achieve global connectivity reach a value close to 1. Table 3.3 also shows that fully-
mobile case has a higher global connectivity value in general compared to half-mobile 
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3.3.2.3 Global Connectivity for Using Multiple Base Stations 
In this case we conduct simulations to see global connectivity using two BSs 
compare the results of using only one BS. The movement of the BSs in two BS case is 
the same as the case in section 3.2.2.1 and it is shown in Figure 3.12. The global 
connectivity value for fully-mobile case is shown in Figure 3.24. The speed of BS for 
both cases is kept constant at 400 meters/minutes and the key chain size of the nodes is 
kept constant at 200. 
 
Figure 3.24 Global connectivity versus time using multiple BSs for fully-mobile case 
for m=200 
It can be seen in Figure 3.24 that when there are two BS moving in the simulation 
area, global connectivity reaches a value very close to one first at time=30. When there 
is only one BS moving in the area, global connectivity reaches a value near 1 at around 
time=60. The same simulation is conducted for half-mobile case and the same pattern is 
seen in that case as well. Table 3.4 shows the global connectivity values for one BS case 
and two BSs case for both half-mobile case and fully-mobile case.  
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Table 3.4 Global connectivity values for half-mobile and fully mobile case using 
multiple BSs at different times 
BS number Time Half-mobile Fully Mobile 
 100 0.9857 0. 9845 
Using 1 BS 200 0.9965 0.9980 
 300 0.9983 0.9986 
 100 0.9997 0.9997 
Using 2 BS 200 0.9996 1 
 300 0.9995 0.9999 
As Table 3.4 shows, global connectivity value using two BSs is higher than global 
connectivity value using one BS. Also, it can be seen that global connectivity value for 
fully-mobile case is again slightly higher than half-mobile case. 
 
3.3.2.4 Global Connectivity When BS Stops After One Round 
 In this case, we stop BS after it completes its one round of movement in the 
environment. After that time, BS does not move and does not distribute keys to nodes. 
We conduct simulations to see how global connectivity changes in this case. Figure 3.25 
show the global connectivity for both half-mobile and fully-mobile cases where m is 
kept constant at 200. It can be seen in the figure that global connectivity starts to 
decrease after BS stops its operation. As the simulation continues it is seen that fully-
mobile case’s global connectivity gets lower than half-mobile case’s value. This is 
because neighboring relationships change faster in fully-mobile case since all the nodes 
are mobile. 
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Figure 3.25 Global connectivity versus time for half-mobile and fully-mobile cases 
when BS stops movement and key distribution after completing one round 
 
3.3.2.5 Global Connectivity for Different Communication Ranges 
 In order to see how communication range affects our scheme’s performance, we 
conduct simulations using different communication ranges and calculate global 
connectivity. Simulations are conducted for both half-mobile and fully-mobile cases 
where communication range is 20 meters, 40 meters and 60 meters. We keep m constant 
at 200 and BS speed constant at 400 meters/minute. The results are shown in Figure 
3.26 and Figure 3.27. It can be seen in the figures that global connectivity increases as 
communication range increases, since more nodes can get keys from BS if their 
communication range is higher. Also it can be seen that half-mobile case’s values are 
higher in this case as well, for which the reasons were explained before. 
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Figure 3.26 Global connectivity versus time for different communication ranges for 
half-mobile case where m=200 
 
Figure 3.27 Global connectivity versus time for different communication ranges for 
fully-mobile case where m=200 
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3.3.2.6 Global Connectivity Using Multiple Static Base Stations 
 Our original scheme uses a mobile BS as a key distribution scheme. However, in 
this case we use multiple static Base Stations in the environment as key distribution 
centers and calculate global connectivity. In this case, only the nodes that come to the 
vicinity of BSs can get keys and there is no guarantee that all the area will be covered. 
In our simulation we use 25 BSs, 49 BSs and 100 BSs in the environment. With 25 BSs 
we cover 12.5%, of the sensor field. Similarly with 49 BSs we cover 25% and with 100 
BSs we cover 50% of the sensor field. Figure 3.28 and Figure 3.29 show global 
connectivity values when there are 25, 49 and 100 static BSs in the environment for half 
mobile and fully mobile cases. Key chain size is kept constant at 200.  
 
Figure 3.28 Global connectivity versus time using multiple static BSs for half-mobile 
case where m=200 
Figure 3.28 shows that as BS number increases in the environment global 
connectivity gets higher. Global connectivity is always 1 when there are 100 BSs in the 
environment. The value is around 0.89 for 49 BSs when convergence value is reached, 
and it is around 0.75 for 25 BSs. When we use 25 BSs, global connectivity is very low 
at the beginning of the simulation. This is because at first, only a small number of nodes 
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that are around BSs can get keys and form small islands that are disconnected from each 
other. However as nodes start moving, network gets connected. 
 
Figure 3.29 Global connectivity versus time using multiple static BSs for fully-mobile 
case where m=200 
The values for fully-mobile case which is shown in Figure 3.29, are higher than 
half-mobile case.  In this figure even 25 static BSs reach global connectivity values very 
close to 1, because all the nodes are mobile and they can easily come into contact with 
one of the BSs in the environment when they are traveling.  
 
3.3.3 Resilience  
It is possible that an attacker can capture some of the nodes in the network. Since 
sensor nodes are generally not tamper-proof, an attacker can get access to the key chains 
of the captured nodes. This way, if the attacker puts the nodes to the network again, it 
can decrypt the messages sent to and from the captured nodes. Moreover, in some key 
distribution schemes, it is possible that an attacker can even compromise the links 
between non-captured nodes as well. Resilience is defined as the ratio of additional 
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compromised communication links to the all communication links in the network [3]. It 
is a measure showing how much extra links can get compromised by the attacker.  
When calculating resilience, the nodes that are captured by the attacker and their links 
are not counted, instead the damage this node capture can bring to other healthy nodes 
and links are calculated.  
In our scheme, a node only keeps its secret key with Base Station and pairwise 
keys it has with its neighbors. Please note that these pairwise keys are generated and 
distributed by the BS. A node does not keep pair-wise keys of any other node pairs. 
Thus, even if an attacker captures a number of nodes and gets access to the keys carried 
by those nodes, it can only compromise the links of the already captured nodes. 
However, it cannot compromise any additional links with the help of those keys. This 





























We explained our key distribution scheme for mobile wireless sensor networks in 
Chapter 3. Our scheme achieves a good local and global connectivity values and brings 
perfect resilience against node capture. In our proposed scheme, sensor nodes do not get 
preloaded with keys except for the secret key they share with Base Station, BS. 
However, since the key distribution process is done through a mobile Base Station 
which works as a key distribution center, it takes a while for all the nodes to get 
pairwise keys for their neighbors and for the network to be connected. This time needed 
to connect the nodes depends on the speed of BS or the number of BSs in the 
environment. This situation makes the network unconnected for a while and nodes 
unable to communicate with each other during this period.  
In this chapter, we propose to use other key-distribution schemes together with 
our scheme in order to solve the problem mentioned above. The idea is to use a key 
distribution scheme namely Basic Scheme [2] or Du’s Scheme [3], which pre-
distributes some keys to the nodes at first and shift to our scheme over time. In this 
chapter, we explain how we incorporate these two key distribution schemes into our 
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scheme. Section 4.1 explains incorporating Basic Scheme and shows how network 
performs in terms of local connectivity, global connectivity and resilience against node 
capture. Section 4.2 uses Du’s Scheme in a similar way and shows the performance 
results.  
 
4.1 Incorporating Basic Scheme into Our Scheme 
The random key pre-distribution scheme proposed by Eschenauer and Gligor [2], 
which we refer to as Basic Scheme, is the first probabilistic key distribution scheme. 
The idea of the scheme is to preload sensor nodes with keys from a global key pool 
randomly and let the nodes discover shared keys after deployment and if necessary 
establish path keys to achieve high network connectivity. In this section, we propose a 
hybrid scheme which incorporates Basic Scheme into our scheme. 
Our proposed scheme has four components; initialization, key distribution, 
shared-key discovery and update of the key chains. Each step is explained below: 
 Initialization Phase: This phase covers the initial node configuration and 
deployment. Before deployment, the nodes are preloaded with keys according to 
the Basic Scheme. Moreover, each node i is preloaded with a unique pairwise 
key      , which it shares with the Base Station. The other configurations with 
regards to mobility are the same as our original scheme. After configuration, 
nodes are uniformly deployed to the area.  
 Key Distribution Phase: When a node senses BS in its communication range key 
distribution phase takes place. This phase is the same as the original scheme’s 
phase; the protocol is explained in Section 3.2. 
 Shared-key Discovery Phase: When a node    wants to communicate with a 
neighboring node,    first looks at keys it got form BS to see if it has a common 
pair-wise key with that node. If they have a common pairwise key, they use that 
key for the communication. If they do not have a common pairwise key, then the 
   tries the keys it got from Basic Scheme and they perform a shared key 
discovery process as described in original Basic Scheme. Flow of the shared key 
discovery phase for a single node    is described in Figure 4.1. 
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Figure 4.1 Shared key discovery phase using Our Scheme + Basic Scheme 
 
 Update of the Key Chain: As mentioned earlier we have a fixed key chain size. 
Therefore we use a first-in-first-out update mechanism to use the key chain 
effectively. In this hybrid scheme, once a node meets with the Base Station, BS 
starts distributing pairwise keys to the node according to our scheme. When a 
node gets new pair-wise keys from the BS, it randomly selects a key provided by 
the Basic Scheme from its key ring, deletes that key and adds the new pair-wise 
key it got from BS to its key chain. This way the size of key chain of the node is 
kept constant. Using this update mechanism, the predistributed keys of Basic 
Scheme are gradually replaced with pairwise keys of our scheme. Flow of the 
update mechanism is shown in Figure 4.2. 
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Figure 4.2 Update of the key chain for Our Scheme + Basic Scheme 
To see the performance of the above-described scheme, we conducted simulations 
for various cases and calculated local connectivity, global connectivity and resilience of 
the network. The details of these cases and simulation results are explained in the next 
subsections. The system settings for the Basic Scheme we used for these cases are as 
follows: 
 |S| is the size of key pool. This value is set to 100,000.  
 The number of sensor nodes in the network is 10,000. 
 The deployment area is 1000m × 1000m. 
 The wireless communication range for each node is 40m. 
 
4.1.1 Local Connectivity Performance 
To see the local connectivity performance of the proposed scheme incorporated 
with the Basic Scheme, we conduct simulations for various cases similar to the cases we 
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use for Chapter 3. We use different m values, different BS speeds, and multiple Base 
Stations. The details are explained below. 
 
4.1.1.1 Local Connectivity for Different m Values 
In order to see how the scheme performs with different key chain size, m values, 
we run simulations for different m values and calculated local connectivity. When using 
this mixed scheme each node is first preloaded with the specified m number of keys 
according to Basic Scheme. After the simulation starts, the keys are slowly replaced by 
the pairwise keys of our scheme for which the details are explained above. The key 
chain size m we use are m=100, m=150, m=200 and m=250. The simulations are 
conducted for both half-mobile and mobile cases. The results are shown in Figure 4.2 
and Figure 4.3. The speed of BS is kept constant at 400 meters/minute. 
 
Figure 4.3 Local connectivity versus time for different m values using Our Scheme + 
Basic Scheme for half-mobile case where BS speed=400 meters/minute 
Figure 4.3 shows that at first the network has some local connectivity. As BS 
starts its movement, local connectivity gradually increases and finally reaches a 
convergence value around time=60. The initial local connectivity value is 0.09 for 
m=100, 0.2 for m=150, 0.33 for m=200 and 0.47 for m=250. If we compare these 
results to Figure 3.1, we can see that these values are the local connectivity values of 
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original Basic Scheme. As BS starts moving and distributing pair-wise keys to the 
nodes, connectivity increases and for all the cases it reaches a convergence value after 
which the connectivity stays fairly stable. If we compare this figure with Figure 3.10, 
we can see that the convergence values for both schemes are the same. Eventually this 
scheme gets the same local connectivity values of our original scheme for all different 
m values. The reason for that is straightforward; as the scheme shifts from Basic 
Scheme to our scheme so does the connectivity values. Please note that just like Figure 
3.10, there is a slight difference between different m values’ results and it takes some 
time for the network to reach the convergence value for which the reasons were 
discussed earlier.  
 
 
Figure 4.4 Local connectivity versus time for different m values using Our Scheme + 
Basic Scheme for fully-mobile case where BS speed=400 meters/minute 
 
 
Figure 4.4 shows that for each m value, the local connectivity starts with the 
values of Basic Scheme, after which it increases for a while and eventually converges at 
the values that are the same as our original scheme. The results of the original scheme 
can be seen in Figure 3.11. Note that for m=250, local connectivity first achieves a 
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value a bit higher than the convergence value; however, it decreases to the convergence 
value after a while. Just like the original scheme, connectivity for fully-mobile case is 
lower than the connectivity for half-mobile case since nodes move away from each 
other faster in the fully-mobile case. Also the slight difference in local connectivity for 
different m values can be observed in this figure as well.  
 
4.1.1.2 Local Connectivity for Different BS Speeds 
We run simulations to see the performance of the scheme for difference BS 
speeds. The BS speeds we use for our simulations are; BS speed=200 meters/minute, BS 
speed=400 meters/minute and BS speed=600 meters/minute. The key chain size m is 
kept constant at 200. The simulations are done for both half-mobile and fully-mobile 
cases. The results are shown in Figure 4.5 and 4.6.  
 
Figure 4.5 Local connectivity versus time for different BS speeds using Our Scheme + 
Basic Scheme for half-mobile case where BS speed=400 meters/minute 
 
As it can be seen in Figure 4.5 for all BS speeds, local connectivity starts from 
0.33 and slowly reaches the convergence value of our scheme. The final convergence 
values are almost the same as original values; for BS speed=600, local connectivity is 
around 0.77, for BS speed=400 it is around 0.71 and for BS speed=200 local 
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connectivity is around 0.60. Please note that the convergence value is reached at 
time=40 for BS speed=600, at time=60 for BS speed=400 and at time=120 for BS 
speed=200. As the speed increases BS completes its one round in the area faster and 
therefore convergence value is reached sooner.  
 
Figure 4.6 shows the result for fully-mobile case. Again, the connectivity starts 
with 0.33 and reaches our scheme’s convergence values for each speed. Please note that 
for BS speed=200, local connectivity value first reaches 0.4, a value which is little 
higher than the convergence value. However, after a while it decreases and stabilizes 
around 0.40. It can be seen that, like the half-mobile case, the time needed to reach 
convergence value changes for different BS speeds, since it depends on the time BS 
completes its one round of movement in the area. 
Figure 4.6 Local connectivity versus time for different BS speeds using Our Scheme + 
Basic Scheme for fully-mobile case where BS speed=400 meters/minute 
 
4.1.1.3 Local Connectivity Using Multiple Base Stations 
We also conduct simulations using multiple BSs for this proposed scheme. When 
we use two BS in the environment, one of them moves and operates on the upper half of 
the network and the other moves and operates on the lower half. The movements of the 
BSs are done as explained in Figure 3.12. The simulations are conducted for both half-
mobile and mobile case. The speeds of BSs are kept constant at 400 meters/minutes and 
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the key chain size m is kept constant at 200. Figure 4.7 and 4.8 show the results of the 
simulation for half-mobile and mobile cases.  
 
Figure 4.7 Local connectivity versus time using multiple BSs using Our Scheme + 
Basic Scheme for half-mobile case where BS speed=400 meters/minute 
 
Figure 4.8 Local connectivity versus time using multiple BSs using Our Scheme + 
Basic Scheme for fully-mobile case where BS speed=400 meters/minute 
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Figure 4.7 and 4.8 shows that local connectivity starts with Basic Scheme’s value 
and reaches its convergence value of our scheme. Using multiple BSs increases the 
local connectivity as the nodes get their key chains updated more frequently when there 
are two BSs operating in the field. Also note that when there are two BS in the 
environment the time needed to achieve the convergence value decreases since the 
simulation area gets scanned faster in this case.  
 
4.1.2 Global Connectivity Performance 
In order to see how our proposed scheme performs in terms of global connectivity 
we conduct simulations for various cases and calculate global connectivity values over 
time. The cases and global connectivity results are explained in the following sub-
sections. 
 
4.1.2.1 Global Connectivity for Different m Values 
We run simulations using different m values of 100, 150, 200 and 250 and 
calculated global connectivity over time. Since we use Basic Scheme at the beginning, 
the network can achieve very high global connectivity values even at the beginning. 
Table 4.1 shows the global connectivity values for different m values at time=0 and 
time=300. 
 
Table 4.1 Global connectivity values for different m values at time=0 and 
time=300 using Our Scheme + Basic Scheme 
Key Chain Size, m Time Half-Mobile Fully-Mobile 
m=100 0 0.9872 0.9879 
 300 0.9953 0.9965 
m=150 0 0.9998 0.9998 
 300 0.9985 0.9979 
m=200 0 1 1 
 300 0.9988 0.9987 
m=250 0 1 1 
 300 0.9987 0.9993 
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Table 4.1 shows that the proposed scheme achieves a very high connectivity 
even at the beginning of the simulations. This means the nodes can communicate with 
each other at the earlier phases of the deployment as well. The values at time=0 are the 
values of Basic Scheme. As the keys gets replaced by pair-wise schemes the scheme 
shifts from Basic Scheme towards our scheme. If we compare the result of Table 4.1 
with that of Table 3.1, we can see that the values at time=300 are very close to each 
other for both tables. This shows that just like local connectivity, global connectivity 
values also converge to the results of our scheme by time. It can also be seen that as m 
increases global connectivity also increases and fully-mobile case generally has a 
slightly higher global connectivity value compared to half-mobile case.  
 
4.1.2.2 Global Connectivity for Different BS Speeds 
We conduct simulations to calculate global connectivity values using different BS 
speeds as well. The results of the simulations for half-mobile and fully-mobile cases are 
shown in Table 4.2 
 
Table 4.2 Global connectivity values using different BS speeds at time=0 and time=300 
for m=200 using Our Scheme + Basic Scheme 
BS speed Time Half-mobile Fully Mobile 
BS speed=200 0 1 1 
meters/minutes 300 0.9978 0.9971 
BS speed=400 0 1 1 
meters/minutes 300 0.9988 0.9987 
BS speed=600 0 1 1 
meters/minutes 300 0.9989 0.9996 
 
Table 4.2 also shows that the scheme starts with Basic Scheme and slowly gets 
close to our scheme and shows global connectivity values close to our original scheme 
at the end of the simulation, which was shown in Table 3.2. The table also shows that as 
the speed of BS increases, there is a slight increase in global connectivity as well. This 
is because as BS meets with the nodes more frequently it can distribute keys to the 
nodes more frequently and keep the network connected. 
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4.1.2.3 Global Connectivity Using Multiple Base Stations 
We also run simulations using multiple base stations and calculated global 
connectivity over time. Table 4.3 shows the global connectivity values for both half-
mobile and fully-mobile cases using one BS versus using multiple BSs. The table shows 
that using two BSs gets a higher global connectivity value even if the difference is very 
little. Also note that at time=0, global connectivity values are that of original Basic 
Scheme. At the end of the simulations there is a slight decrease in global connectivity 
values as they get close to our original scheme’s values. This decrease is due to the 
mobile nature of the nodes. In a mobile network, it is possible that some of the nodes 
move to geographic locations which are far from other nodes and get isolated from the 
rest of the network, thus decreasing global connectivity. 
 
Table 4.3 Global connectivity for half-mobile and fully-mobile cases using 
multiple BSs using Our Scheme + Basic Scheme 
BS number Time Half-mobile Fully Mobile 
Using 1 BS 0 1 1 
 300 0.9988 0.9987 
Using 2 BS 0 1 1 
 300 0.9998 0.9998 
 
4.1.3 Resilience 
As explained earlier, resilience is the ratio of additional compromised 
communication links to the all communication links in the network when an attacker 
captures certain amount of nodes. In Chapter 3, we explained that our scheme has 
perfect resilience against node capture since a node does not carry a key which is used 
between any other non-captured node pair. However, in this section we use Basic 
Scheme at the beginning of the node deployment and slowly change to our scheme over 
time. In Basic Scheme, a node can carry a key which can also exist in another node’s 
key chain since keys are loaded randomly to nodes. Therefore, it is possible that an 
attacker can make use of the keys it acquired through captured nodes to compromise 
links between non-captured nodes as well. This means there is some vulnerability 
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against node capture in terms of resilience for Basic Scheme. Since our scheme uses 
Basic Scheme, our scheme is also affected by that vulnerability.  
To calculate the resilience against node capture, we use two different attack 
models. In the first model, we have an attacker who captures a certain amount of nodes 
at the very beginning of the simulation. This model is used to see what happens in the 
worst case. In the second model, we have a more likely to occur attack model. In this 
model, an attacker captures nodes gradually. We run simulation for these two attack 
models. The results are explained in the following sub-sections.  
4.1.3.1 Worst Case Attack Scenario 
In this model, an attacker captures a number of nodes randomly in the 
environment and gets access to their keys. The node captures are assumed to happen all 
at the same time, at the beginning of the simulations. The attacker cannot attack Base 
Station and cut its communication with the nodes. To see the performance we first 
calculate additional compromised link ration of the network over time. Moreover, we 
also look at the ratio of total compromised links to all communication links, meaning in 
this second calculation we took captured nodes into account as well. For the number of 
captured nodes, we used 200. We kept m constant at 200 and BS speed constant at 400 
meters/minutes. Figure 4.9 and 4.10 shows the additional compromised links ratio and 
total compromised links ratio for both half-mobile and fully- mobile cases.  
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Figure 4.9 Additional and total compromised links ratio for captured node 
count=200 for half-mobile case using Our Scheme + Basic Scheme for Worst Case 
Attack Scenario 
Figure 4.9 shows that additional compromised links ratio at time=0 is around 0.33 
and it slowly decreases after that. As Basic Scheme is slowly replaced by our scheme, 
this ratio decreases and eventually becomes 0. This is to be expected, since as our 
scheme starts to dominate, nodes delete their old keys from the Basic Scheme, which 
makes the attacker’s keys which he/she got at the beginning useless. Total compromised 
links ratio is littler higher then additional compromised links ratio, because in this case 
all the links, not just the additional compromised links are taken into account. 
Nevertheless, it also follows the same pattern and decreases by time stabilizing around 
0.04 which is basically the ratio of captured nodes’ communication links to all links in 
the network. 
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Figure 4.10 Additional and total compromised links ratio for captured node 
count=200 for fully mobile case using Our Scheme + Basic Scheme for worst case 
attack scenario 
Fully-mobile case shows similar results to and almost the same values as half-
mobile case. The reason is that rather than the nodes’ mobility, the improvement in 
resilience and the decrease in total compromised links ratio depend on the BS’s 
movement, how frequent a node meets BS, how frequent it gets new keys and deletes 
Basic Scheme’s keys. In this figure as well, we can see that additional compromised 
links ratio and total compromised links ratio gets smaller by time, additional 
compromised links ratio getting 0, and total compromised links getting close to 0.04. 
4.1.3.2 Typical Attack Scenario 
 In this attack model, attacker captures the nodes gradually over time. As 
mentioned earlier this is a more likely to occur attack scenario. In this scenario we let 
the attacker capture one node per minute and the total amount of captured nodes are set 
to be 200. We kept m constant at 200 and BS speed constant at 400 meters/minute. 
Figure 4.11 and 4.12 show the compromised links ratio for half-mobile and fully-mobile 
cases. 
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Figure 4.11 Additional and total compromised links ratio for captured node 
count=200 for half mobile case using Our Scheme + Basic Scheme for typical attack 
scenario 
 
Figure 4.12 Additional and total compromised links ratio for captured node 
count=200 for fully-mobile case using Our Scheme + Basic Scheme for typical attack 
scenario 
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It can be seen in Figure 4.11 and 4.12 that resilience of the scheme for this attack 
model is very good. Additional compromised links ratio increases a little at the 
beginning of the simulation; however it decreases and becomes close to 0 as time 
passes. This is because as time passes, the keys of Basic Scheme are being deleted from 
the key chain. So even if an attacker captures nodes, it has very little help to him/her in 
compromising any additional links. Also note that total compromised links ratio 
converges to 0.04 which is the ratio of the total compromised links to all the links in the 
network. 
 
4.2 Incorporating Du’s Scheme into Our Scheme 
Du et al. [3] proposes a probabilistic key distribution scheme using deployment 
information of the nodes to achieve high local and global connectivity of the network. 
The idea they use is to divide the nodes into groups and deploy them to the area which 
is divided into zones using Gaussian distribution. The key pool is also divided into 
groups and nodes deployed to the same zone get keys from their specified key pool so 
that they have a high probability of sharing same keys. They also get a number of keys 
from their neighboring zones’ key pools, so that the network connectivity in general is 
also kept high. In this part, we propose hybrid scheme which incorporates Du’s Scheme 
into our scheme.  
Our proposed scheme has four components, namely; initialization phase, key 
distribution phase, shared-key discovery phase and update of the key chains. The details 
of the each component are explained below. 
 Initialization Phase: Initial node configuration and deployment of the nodes are 
done in this phase. Before deployment, the nodes are preloaded with keys 
according to the Du’s Scheme. Additionally, each node i is preloaded with a 
unique pairwise key      , which it shares with the Base Station. The other 
configurations regarding node mobility are the same as our original scheme. 
After configuration, nodes are deployed to the area using Gaussian distribution 
according to Du’s Scheme. 
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 Key Distribution Phase: This phase takes place when a node meets with BS. 
Key distribution phase is the same as the original scheme’s key distribution 
phase; the protocol is explained in Section 3.2. 
 Shared-key Discovery Phase: When a node    wants to communicate with a 
neighboring node   ,    first checks its key chain to see if it has a common pair-
wise key with that node perivously distributed by BS. If they have a common 
pairwise key, they use that key for the communication. If they do not have a 
common pairwise key, then the    tries the keys it got from Du’s Scheme and 
they perform a shared key discovery process as described in the original Du’s 
Scheme. Flow of the shared key discovery phase for a single node    is 
described in Figure 4.13. 
Start
Look for a 













key with node j
Use the common 









Figure 4.13 Shared key discovery phase using Our Scheme + Du’s Scheme 
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 Update of the Key Chain: Since we have a fixed key chain size, we use a first-
in-first-out update mechanism to use the key chain effectively. In this hybrid 
scheme, when a node meets with the Base Station, BS starts sending pairwise 
keys to the node according to our original scheme. When a node gets new pair-
wise keys from the BS, it randomly selects a key provided by Du’s Scheme from 
its key ring, deletes that key and adds the new pair-wise key it got from BS to its 
key chain. By this mechanism, the size of key chain of the node is kept constant. 
Using this update mechanism, the predistributed keys of Du’s Scheme are 
gradually replaced with pairwise keys of our scheme. Flow of the update 
mechanism is shown in Figure 4.14. 
 
Start
Get pairwise keys 
from BS
Have enough space 
in the key chain
Yes
No
Delete a key from 




Have any keys left 
from Du’s Scheme
Delete a randomly 
selected key from 
Du’s Scheme’s 
keys
Yes              Add the new keys 




Figure 4.14 Update of the key chain for Our Scheme + Du’s Scheme 
In order to see how this scheme works we conduct simulations and calculate local 
connectivity, global connectivity and resilience of the network against node capture. 
The results of these simulations are explained in the following subsections. System 
settings we use for these simulations are as follows:  
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 |S| is the size of key pool. This value is set to 100,000.  
 The number of sensor nodes in the network is 10,000. 
 The deployment area is 1000m × 1000m. 
 The wireless communication range for each node is 40m. 
 The area is divided into a grid of size 100, with each grid cell of size 100m x 
100m. 
 The center of each grid is the deployment point. 
4.2.1 Local Connectivity Performance 
In order to see the local connectivity performance of the proposed scheme we run 
simulations for different cases like different m values, different BS speeds and using 
multiple BSs. The results of these cases are explained below. 
4.2.1.1 Local Connectivity for Different m Values 
Similar to previously proposed schemes, we run simulations for different m values 
for this scheme as well. The values we use are m=100, m=150, m=200 and m=250. The 
BS speed is kept constant at 400 meters/minutes. The simulations are conducted for 
both half-mobile and fully mobile cases. Figure 4.15 and 4.16 show the results for both 
cases. 
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Figure 4.15 Local connectivity versus time for different m values using Our Scheme + 
Du’s Scheme for half-mobile case where BS speed=400 meters/minute 
Figure 4.15 shows that for each m value, local connectivity starts from its original 
value and by time it decreases to our original scheme’s convergence values. For m=100, 
local connectivity starts at 0.69, for m=150, it starts at 0.88, for m=20,0 it starts at 0.95 
and for m=250, it starts at around 0.97. Towards the end of the simulation, local 
connectivity for m=100 is at 0.64, for m=200 it is around 0.68 for m=200 it is around 
0.70, and for m=250 it is at around 0.73. These final values are the same values we got 
with our original scheme. This is to be expected since keys from Du’s Scheme are 
replaced by our pairwise keys and the scheme shifts to our scheme over time. Note that 
for m=100, at first there is a slight increase in local connectivity but it decreases to the 
convergence value later. 
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Figure 4.16 Local connectivity versus time for different m values using Our Scheme + 
Du’s Scheme for fully-mobile case where BS speed=400 meters/minute 
Figure 4.16 shows the results for fully-mobile case. It is seen that for all different 
values of m, local connectivity starts from Du’s Scheme’s values and slowly descends 
to our original scheme over time. The values for local connectivity for m=100 is 0.43, 
for m=150 it is 0.45 for m=200 it is 0.52, and for m=250 it is around 0.54.  
4.2.1.2 Local Connectivity for Different BS Speeds 
We also run simulations using different BS speeds. For BS speeds, we use BS 
speed=200 meters/minute, BS speed=400 meters/minute and BS speed=600 
meters/minute. The key chain size is kept constant at 200. The simulations are 
conducted for both half-mobile and fully-mobile cases. The results are shown in Figure 
4.17 and 4.18. 
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Figure 4.17 Local connectivity versus time for different BS speeds using Our Scheme + 
Du’s Scheme for half-mobile case where BS speed=400 meters/minute 
Figure 4.17 shows that for all three BS speeds, local connectivity starts from 0.95 
and decreases to their respective convergence value over time. The convergence values 
are the same as our original scheme. Note that it takes the most time for the slowest case 
to converge to its local connectivity value. This is because the BS in this case meets 
with the nodes less frequently compared to faster cases and this results in the need for a 
long time to converge. 
Figure 4.18 also shows similar results for half-mobile case. Local connectivity 
values are of course lower than half-mobile case for which the reasons are explained 
earlier. For this case as well, the time needed for the network to reach its convergence 
value is longer for the slowest case. 
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Figure 4.18 Local connectivity versus time for different BS speeds using Our Scheme + 
Du’s Scheme for fully-mobile case where BS speed=400 meters/minute 
 
4.2.1.3  Local Connectivity Using Multiple Base Stations 
We run simulations using multiple Base Stations in the environment for this 
scheme as well. The movements of BSs in the environment are the same as previous 
schemes. BS speed is kept constant at 400 meters/minute and key chain size m is kept 
constant at 200. The local connectivity values for both half-mobile and fully-mobile 
case can be seen in Figure 4.19 and 4.20. The figures show that again, nodes start with 
local connectivity values of Du’s Scheme and over time they converge to our original 
scheme’s respective values. Using two BSs in the environment keeps the local 
connectivity at a higher value since nodes can update their key chains more frequently 
in that case. 
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Figure 4.19 Local connectivity versus time using multiple BSs using Our Scheme + 
Du’s Scheme for half-mobile case where BS speed=400 meters/minute 
 
Figure 4.20 Local connectivity versus time using multiple BSs using Our Scheme + 
Du’s Scheme for fully-mobile case where BS speed=400 meters/minute 
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4.2.2 Global Connectivity Performance 
We also run simulations to calculate global connectivity. We use cases like using 
different m values, using different BS speeds and using multiple BSs. The results of the 
simulations are explained in the following subsections. 
4.2.2.1 Global Connectivity for Different m Values 
We use different m values of 100, 150, 200 and 250 and calculate global 
connectivity for each simulation over time. Since we use Du’s Scheme at first, we could 
achieve very high global connectivity values from the very beginning of the 
deployment. The global connectivity values for these cases for time=0 and time=300 
are shown in Table 4.4. 
Table 4.4 Global Connectivity values for half-mobile and fully mobile-cases for 
different m values using Our Scheme + Du’s Scheme 
Key Chain Size, m Time Half-Mobile Fully-Mobile 
m=100 0 0.9976 0.9987 
 300 0.9917 0.9955 
m=150 0 0.9996 0.9999 
 300 0.9962 0.9988 
m=200 0 1 1 
 300 0.9969 0.9992 
m=250 0 1 1 
 300 0.9987 0.9996 
 
Table 4.4 shows that even at the beginning of the deployment the network has 
very high connectivity. The start values are around Du’s Scheme global connectivity 
values and the end values are around our scheme’s global connectivity values. These is 
a slight decrease over time, because of the mobile nature of the network, some nodes 
can get isolated from the rest of the nodes. Like the previous schemes, in this scheme as 
well fully-mobile cases generally achieve a slightly better global connectivity compared 
to half-mobile cases. 
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4.2.2.2 Global Connectivity for Different BS Speeds 
 We calculated global connectivity values over time for different BS speeds. It 
can be seen in Table 4.5 that as BS speed gets higher, global connectivity value also 
slightly increases and fully-mobile case has a better connectivity than half-mobile case. 
The decrease in global connectivity over time is due to the mobile nature of the network 
which can cause some nodes to get isolated from the rest. 
Table 4.5 Global connectivity values for half-mobile and fully mobile cases for different 
BS speeds using Our Scheme + Du’s Scheme 
BS speed Time Half-mobile Fully Mobile 
BS speed=200 0 1 1 
meters/minutes 300 0.9947 0.9972 
BS speed=400 0 1 1 
meters/minutes 300 0.9969 0.9992 
BS speed=600 0 1 1 
meters/minutes 300 0.9977 0.9995 
 
4.2.2.3  Global Connectivity Using Multiple Base Stations 
We calculated global connectivity values for multiple BS case as well. The global 
connectivity values at time=0 and time=300 for both half-mobile and mobile case are 
seen in Table 4.6. It can be seen that using multiple BS brings a little increase in the 
global connectivity value and fully mobile case performs better than half-mobile case in 
terms of global connectivity. The slight decrease in global connectivity over time is due 
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Table 4.6 Global connectivity values for half-mobile and fully mobile case for 
different BS speeds using Our Scheme + Du’s Scheme 
BS number Time Half-mobile Fully Mobile 
Using 1 BS 0 1 1 
 300 0.9988 0.9987 
Using 2 BS 0 1 1 
 300 0.9993 0.9999 
 
4.2.3 Resilience 
In Du’s Scheme there is a possibility that different pairs of nodes can have the 
same key. If one node from one of the pairs gets captures by the attacker, he/she can get 
access to the keys of that node and use the keys to compromise any other 
communication links that use those keys. Therefore, just like Basic Scheme, Du’s 
Scheme is also vulnerable in terms of resiliency. Since we incorporate Du’s Scheme 
into our own scheme, this property affects our scheme as well. To see how this affects 
our proposed scheme, we conduct simulations to calculate additional links ratio and 
total compromised links ratio. We have two attack models like we had for the previous 
scheme. In the first model the attacker captures a certain amount of keys all at once. 
This model simulates the worst-case scenario. In the second model, an attacker captures 
nodes one by one over time. This model simulates a more likely to occur attack.  
4.2.3.1 Worst Case Attack Scenario 
We fix m=200 for this case as well. Captured node count is 200 for the 
simulations and all the nodes are captured at once at the beginning of the simulations. 
Figure 4.21 and 4.22 show the results for half-mobile and mobile case for additional 
compromised links ratio and total compromised links ratio. 
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Figure 4.21 Additional and total compromised links ratio for captured node count=200 
for half-mobile case using Our Scheme + Du’s Scheme for worst case attack 
scenario 
It can be seen from Figure 4.21 that additional compromised links ratio starts from 
Du’s Scheme’s value for this key chain size. Over time, both additional and total 
compromised links ratio decrease, since keys are being replaced by pairwise keys of our 
scheme. Towards the end of the simulations additional compromised links ratio gets 
closer to 0 and total compromised links get close to 0.04 which is the communication 
link ratio of total compromised links to all communication links in the network. Similar 
results can be seen for fully-mobile network. The results are shown in Figure 4.22. 
Please note that there is no significant difference between half-mobile and fully-mobile 
cases, because the improvement in resilience depends on the movement and speed of 
BS, not the mobility of the nodes. 
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Figure 4.22 Additional and total compromised links ratio for captured node count=200 
for fully-mobile case using Our Scheme + Du’s Scheme for worst case attack 
scenario 
4.2.3.1 Typical Attack Scenario 
In this attack model, attacker captures the nodes gradually over time like the 
previous scheme. In this scenario we let the attacker capture one node per minute and 
the total amount of captured nodes are set to be 200. We kept m constant at 200 and BS 
speed constant at 400 meters/minute. Figure 4.23 and 4.24 show the compromised links 
ratio for half-mobile and fully-mobile cases. 
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Figure 4.23 Additional and total compromised links ratio for captured node 
count=200 for half-mobile case using Our Scheme + Du’s Scheme for typical attac 
scenario 
 
Figure 4.24 Additional and total compromised links ratio for captured node 
count=200 for fully-mobile case using Our Scheme + Du’s Scheme for typical attack 
scenario 
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It can be seen in Figure 4.23 and 4.24 that resilience of the scheme for this attack 
model is very good. Additional compromised links ratio increases a little at the 
beginning of the simulation; however it decreases and becomes close to 0 as time 
passes. This is because as time passes, the keys of Du’s Scheme are being deleted from 
the key chain. So even if an attacker captures nodes, it has very little help to him/her to 
compromising any additional links. Also note that total compromised links ratio 



































In this thesis, we propose a key distribution scheme for Mobile Wireless Sensor 
Networks and incorporate it with two existing schemes. We first look at existing key 
distribution schemes for Wireless Sensor Networks (WSNs) from mobility perspective. 
Our analysis show that most of the existing key distribution schemes do not take mobile 
WSNs in to account and propose solutions that work for static WSNs.  
In Chapter 3, we first show the effects of mobility on two of the well known key 
distribution schemes, Basic Scheme by Esheneauer and Gligor and Du’s Scheme by Du 
et al. We show that Du’s Scheme, which uses deployment knowledge to achieve high 
connectivity is highly affected by mobility, where as Basic Scheme is not affected by 
mobility. After that we introduce our scheme which uses a mobile Base Station (BS). 
This mobile BS also works as a key distribution center. We run simulations for various 
scenarios like different key chain sizes, different BS speeds and using multiple BSs in 
the environment. Our simulations show that our scheme achieves a local connectivity 
value higher than the Basic Scheme for the corresponding key chain sizes. On the other 
hand, our scheme achieves a lower local connectivity value for the original Du’s 
Scheme, but a higher value than the Du’s Scheme shows when the nodes are mobile. It 
takes a while to achieve a convergence value in terms of local connectivity since nodes 
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need to meet BS to get their keys. Local connectivity values for our scheme depends on 
metrics like, size of the key chain for each node, degree of the mobility of the nodes in 
the network, the speed of the BS and the number of BSs operating in the environment. 
For global connectivity, our scheme achieves values close to 1 as BS covers the whole 
simulation area. For resilience our scheme has perfect resilience against node capture 
since no additional communication link can be compromised even if the attacker 
captures some of the nodes in the environment. 
In Chapter 4, we introduce two modifications to our original scheme to achieve 
high connectivity even at the beginning of deployment. In the first scheme, we use 
Basic Scheme at first and distribute nodes some keys according to Basic Scheme. After 
they are deployed and they meet with BS they slowly replace their key chains with the 
keys BS provides them. In the second scheme, we use Du’s Scheme in a similar way. 
We start with Du’s Scheme and slowly shift to our original scheme over time. Local 
connectivity values for these schemes start with respective schemes’ original values and 
slowly converge to our scheme’s values from Chapter 3. For global connectivity values 
the networks achieve a very high global connectivity even at the beginning so the nodes 
do not need to wait for BS to connect them and can start communication right from the 
beginning. Since both Basic Scheme and Du’s Scheme can use same key for different 
pairs of nodes, they are vulnerable against node capture in terms of resilience. As we 
use these schemes, our scheme also becomes vulnerable. The ratio of the compromised 
links starts with the original values of respective schemes and over time they decrease 
and get closer to 0. As the keys from these schemes get eliminated resilience is 
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