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Abstract
We construct a discrete version of the Conley index over a base defined in [Mrozek et al., Trans.
Amer. Math. Soc. 352 (2000) 4171] for flows. We also state and prove its properties. The index
generalizes the homotopy Conley index defined in [Szymczak, Topology Appl. 66 (1995) 215].
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1. Introduction
The Conley index is a useful tool in the study of dynamical systems both with
continuous and discrete time. One of the most interesting objects for dynamical systems
theory is an isolated invariant set. The Conley index, which is a homotopy invariant, allows
to study the existence, dynamics and a possibility of continuation of these sets.
The index for flows was constructed in [2] by Conley, who defined it as a homotopy
type of a quotient space P1/P2, where (P1,P2) is the so-called index pair for an isolated
invariant set. One weakness of this index is that a lot of information may be lost when P2
is collapsed to a point. Besides, the index does not detect how the isolated invariant set is
situated in a phase space.
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The idea how to overcome this difficulty was given in [7]. The authors, using the ideas
of [1], define the Conley index over a base Z for a gluing map ω :X→ Z as a fiberwise
deforming homotopy type of P1 ∪ω|P2 Z (for more details see Section 4).
A natural question is how to define a discrete analogue of this index. However, this is
not an easy matter. The main obstacle to extend the ideas of Conley for the case of discrete-
time semidynamical systems is the lack of homotopy along the trajectories. We illustrate
this difficulty in Example 4.2.
The first solution to this problem was found in [8] by Robbin and Salamon, who
constructed a shape index. Their index was improved by Mrozek (cf. [5]) and Szymczak
(cf. [10]) in turn. They both used the notion of an index map to construct their indices.
None of them, however, detects the position of an isolated invariant set.
In this paper we give the definition of the Conley index over a phase space for discrete
semidynamical systems. Our construction joins the ideas presented in [10] and in [7].
The natural requirements which one could have about the discrete Conley index over a
base are as follows:
(1) it should be a generalization of indices defined in [5,10];
(2) it should be related to its analogue for flows from [7];
(3) it should have the basic Conley index properties.
If we want to satisfy all these requirements we should reconcile ourselves to the fact that
the definition must be quite complicated, especially to a reader nonfamiliar with concepts
of [10,7]. Instead of the fiberwise deforming homotopy type (see [7] and Definition 2.14),
we introduce the notion of M-equivalence (Definition 2.15). Another actual difference in
comparison to the continuous case is that we define our index over a phase space and not
over any base. The reason is that in our construction we use an index map. In order to
gain its continuity we must guarantee that it agrees on the base with the map generating
the semidynamical system. Fortunately, as it is proved in [7] the case of the base equal to
the phase space is the most general, i.e., it allows to provide more information about the
considered system than in any other case.
One of the main results of the paper is Theorem 4.6, which says that the M-equivalence
class of the index space over a phase space does not depend on the choice of an index
pair. This class is defined to be the Conley index over a phase space (Definition 4.7). The
index is more general than other Conley-type indices and satisfies most of their properties,
including the crucial continuation property (Theorem 5.3).
The complicated definition of the index makes its calculation difficult in most cases.
Therefore, it would be very useful to transfer the construction to the case of multivalued
maps. This would allow to calculate the index algorithmically and could be essential for
applications. The work on this problem has been in progress.
The organization of the paper is as follows. Section 2 contains the definition of
categories which we use to construct the index. In Section 3 we recall the basic notions
from the theory of isolated invariant sets. In Section 4 we define the index and compare
it with the Szymczak index, which has been the strongest invariant up till now. The last
section is devoted to the properties of the index.
The results of the paper are a part of the author’s Ph.D. Thesis [9].
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2. CategoriesIn the beginning we recall definitions of two categories coming from [5] and [10].
Then we introduce the notion of spaces over a base and give the definitions of fiberwise
deforming homotopy type and M-equivalence.
Let K be an arbitrary category. Ob(K) and MorK(X,X′) will stand for the set of all
objects in K and the set of all morphisms from X to X′ in K.
2.1. Category of endomorphisms
According to [5] we define the category ENDO(K) of endomorphisms over the category
K as follows:
Ob
(
ENDO(K))= {(X, e): X ∈Ob(K) and e ∈MorK(X,X)}
and
MorENDO(K)
(
(X, e),
(
X′, e′
))= {ϕ ∈MorK(X,X′): ϕ ◦ e= e′ ◦ ϕ}.
Remark 2.1. If e ∈MorK(X,X), then e ∈MorENDO(K)((X, e), (X, e)).
2.2. Szymczak category
The Szymczak category Sz(K) over K introduced in [10] is defined as follows:
Ob
(
Sz(K))=Ob(ENDO(K))
and
MorSz(K)
(
(X, e),
(
X′, e′
))= (MorENDO(K)((X, e), (X′, e′))×N)/≡
where
(ϕ1, n1)≡ (ϕ2, n2) ⇐⇒ ∃k ∈N: ϕ2 ◦ en1+k = ϕ1 ◦ en2+k
⇐⇒ ∃k ∈N: e′n1+k ◦ ϕ2 = e′n2+k ◦ ϕ1.
Remark 2.2. ≡ is an equivalence relation.
The morphisms in Sz(K) are equivalence classes in this relation. For a given
representation (ϕ,n) of a morphism, the morphism will be denoted by [ϕ,n].
The composition of morphisms
[ϕ,n] ∈MorSz(K)
(
(X, e),
(
X′, e′
))
and [
ϕ′, n′
] ∈MorSz(K)((X′, e′), (X′′, e′′))
is defined by[
ϕ′, n′
] ◦ [ϕ,n] = [ϕ′ ◦ ϕ,n′ + n].
The identity morphism in Sz(K) is [id,0].
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Remark 2.3. If k ∈N and [ϕ,n] : (X, e)→ (X′, e′) is a morphism in Sz(K), then
[ϕ,n] = [e′ k ◦ ϕ,n+ k]= [ϕ ◦ ek, n+ k].
Corollary 2.4. If m,n ∈N and e ∈MorK(X,X), then[
em,m
]= [en, n]= [idX,0]
in Sz(K). The inverse of [en,m] is [em,n].
2.3. Category of spaces over a base
For a given topological space X we define the category of spaces over a base X, which
will be denoted by SB(X).
Definition 2.5.
Ob
(SB(X))
= {(U, r, s): U is a topological space,
r :U →X, s :X→ U continuous, such that r ◦ s = idX
}
,
MorSB(X)
(
(U, r, s),
(
U ′, r ′, s′
))
= {(F,f ): F :U →U ′, f :X→X
continuous, such that F ◦ s = s′ ◦ f and r ′ ◦ F = f ◦ r}.
Identity
idSB(X)
(
(U, r, s), (U, r, s)
)= (idU , idX).
Composition of two morphisms
(F,f ) ∈MorSB(X)
(
(U, r, s),
(
U ′, r ′, s′
))
and
(G,g) ∈MorSB(X)
((
U ′, r ′, s′
)
,
(
U ′′, r ′′, s′′
))
is defined by
(G,g) ◦ (F,f )= (G ◦ F,g ◦ f ).
We may naturally identify r with a retraction (r ◦ s ◦ r = r) and s with an inclusion
(s(X)⊆ U ).
Example 2.6. Given a pair P = (P1,P2) of compact subsets of a topological space (X,d)
satisfying P2 ⊆ P1 we define U(P) as the adjunction P1 ∪id|P2 X, i.e.,
U(P) :=X× 0 ∪ P1 × 1 /∼,
where∼ denotes the minimal equivalence relation such that (x,0)∼ (x,1) for each x ∈ P2.
Let [x, q]P denote the equivalence class of (x, q) in U(P).
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Now we have a natural inclusion sP :X  x → [x,0]P ∈ U(P) and a projection
rP :U(P)  [x, q]P → x ∈X.
U(P) is a metrizable space. In particular, if P2 = ∅, then U(P) is a metric space with a
metric
dP :U(P)×U(P)→[0,+∞)
given by a formula:
dP
([x1, q1]P , [x2, q2]P )= { d(x1, x2) for q1 = q2,infy∈P2{d(x1, y)+ d(y, x2)} for q1 = q2.
Of course, maps rP , sP are continuous and rP ◦ sP = idX , so (U(P ), rP , sP ) ∈
Ob(SB(X)).
Remark 2.7. SB is a well-defined category.
Note that the second element of a morphism in the category of spaces over a base is
always determined by the first one:
Remark 2.8. (F,f ) ∈MorSB(X)((U, r, s), (U ′, r ′, s′))⇒ f = r ′ ◦ F ◦ s.
Therefore the second element in this morphism seems to be redundant. However, in
order to make proofs clearer, we leave it in the notation of a morphism.
2.4. Category of homotopic spaces over a base
For two morphisms in SB(X) we define the relation ∗ of homotopy:
Definition 2.9.
(F,f ),
(
F ′, f ′
) ∈MorSB(X)((U, r, s), (U ′, r ′, s′)),
(F,f )∗
(
F ′, f ′
) ⇐⇒ ∃H :U × I→U ′, h :X× I→X continuous:
H ◦ (s × idI)= s′ ◦ h,
r ′ ◦H = h ◦ (r × idI),
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H( · ,0)= F, H( · ,1)= F ′,
h( · ,0)= f, h( · ,1)= f ′.
A pair (H,h) will be called a homotopy joining (F,f ) with (F ′, f ′).
Remark 2.10. ∗ is an equivalence relation.
Remark 2.11. If (H,h) is a homotopy joining (F,f ) with (F ′, f ′)—two morphisms from
MorSB(X)((U, r, s), (U ′, r ′, s′)), then(
H(·, t), h(·, t)) ∈MorSB(X)((U, r, s), (U ′, r ′, s′)),
for every t ∈ I.
Now we can define the category HSB(X) of homotopic spaces over a base.
Definition 2.12.
Ob
(HSB(X))=Ob(SB(X)),
MorHSB(X)
(
(U, r, s),
(
U ′, r ′, s′
))=MorSB(X)((U, r, s), (U ′, r ′, s′))/∗.
Identity
idHSB(X)
(
(U, r, s), (U, r, s)
)= [idSB(X)((U, r, s), (U, r, s))].
Composition of two morphisms[
(F,f )
] ∈MorHSB(X)((U, r, s), (U ′, r ′, s′))
and [
(G,g)
] ∈MorHSB(X)((U ′, r ′, s′), (U ′′, r ′′, s′′))
is given by[
(G,g)
] ◦ [(F,f )]= [(G ◦ F,g ◦ f )].
Remark 2.13. HSB(X) is a well-defined category.
In the sequel, whenever we consider morphisms fromHSB(X), in order to simplify the
notation, we will write (F,f ), instead of [(F,f )].
2.5. Fiberwise deforming homotopy type
We recall the notion of the fiberwise deforming homotopy type defined in [7], which is
a key definition for the construction of the Conley index over a base for flows.
Definition 2.14. Two objects (U, r, s) and (U ′, r ′, s′) in the category SB(X) are said to
have the same fiberwise deforming homotopy type over X, if there exist continuous maps
Φ :U →U ′ and Ψ :U ′ → U satisfying
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Φ ◦ s = s′, Ψ ◦ s′ = s, (1)
r ′ ◦Φ  r rel s(X), r ◦Ψ  r ′ rel s′(X), (2)
Ψ ◦Φ  idU rel s(X), Φ ◦Ψ  idU ′ rel s′(X). (3)
2.6. M-equivalence
In order to define the key definition of M-equivalence we will join constructions of the
category of homotopic spaces over a base and the Szymczak category. We will consider
the category Sz(HSB(X)).
Definition 2.15. Two objects ((U, r, s), (F,f )) and ((U ′, r ′, s′), (F ′, f ′)) in Sz(HSB(X))
areM-equivalent over a baseX, if f  f ′ and there existm,n ∈N, (Φ,ϕ) ∈MorSB(X)((U,
r, s), (U ′, r ′, s′)) and (Ψ,ψ) ∈ MorSB(X) ((U ′, r ′, s′), (U, r, s)) such that ϕ  f m, ψ 
f ′n and [(Φ,ϕ),m], [(Ψ,ψ),n] are mutually inverse isomorphisms in Sz(HSB(X)), i.e.,
there exists k ∈N such that
Φ ◦ s = s′ ◦ ϕ, Ψ ◦ s′ = s ◦ψ,
r ′ ◦Φ = ϕ ◦ r, r ◦Ψ =ψ ◦ r ′,
(Φ,ϕ) ◦ (F,f )∗
(
F ′, f ′
) ◦ (Φ,ϕ),
(Ψ,ψ) ◦ (F ′, f ′)∗ (F,f ) ◦ (Ψ,ψ),
(Ψ,ψ) ◦ (Φ,ϕ) ◦ (F,f )k ∗ (F,f )m+n+k,
(Φ,ϕ) ◦ (Ψ,ψ) ◦ (F ′, f ′)k ∗ (F ′, f ′)m+n+k.
The class of M-equivalence ((U, r, s), (F,f )) over X will be denoted by [((U, r, s),
(F,f ))]X.
Remark 2.16. M-equivalence over a given base is an equivalence relation.
The above definition is expressed in the language of categories, which is not always
convenient for calculations. Therefore, we reformulate it in the language of diagrams:
Two objects ((U, r, s), (F,f )) and ((U ′, r ′, s′), (F ′, f ′)) in Sz(HSB(X)) areM-equiv-
alent over X, if f  f ′ and there exist m,n, k ∈N and continuous maps
Φ :U →U ′,
Ψ :U ′ →U,
ϕ :X→X,
ψ :X→X,
such that ϕ  f m, ψ  f ′n and
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(1) diagramX
U
X
X
U ′
X
X
U
X
ϕ
Φ
ϕ
ψ
Ψ
ψ
r r ′ r
s s′ s
X
U
X
X
U ′
X
X
U
X
ϕ
Φ
ϕ
ψ
Ψ
ψ
r r ′ r
s s′ s
f
F
f
f ′
F ′
f ′
f
F
f
  
  
  
  






























commutes: exactly “vertically”, and up to homotopy ∗ “horizontally”;
(2) diagram
X
X
U U ′
s s′
r r ′
idX













commutes exactly;
(3) in diagram
U ′
U
U ′
U
U ′
U
Fk Fm+n
F ′ k F ′m+n
Φ Φ
Ψ
 








subdiagrams starting from U or U ′ on the left commute up to homotopy.
We recall the definition of the smash product of objects from Sz(HSB(X1)) and
Sz(HSB(X2)). A perceptive reader of [7] may notice that the relation ∧ introduced in
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that paper is not an equivalence relation. One may, however, improve it by defining it as the
minimum equivalence relation including ∧, which will be denoted by ≡∧. Underneath
we introduce its correct definition.
Definition 2.17. Let U1 = ((U1, r1, s1), (F1, f1)) ∈Ob(Sz(HSB(X1))), U2 = ((U2, r2, s2,
X2), (F2, f2)) ∈Ob(Sz(HSB(X2))). The smash product of U1 and U2 is an object
U1 ∧ U2 =
(
(U1 ∧U2, r1 ∧ r2, s1 ∧ s2), (F1 ∧ F2, f1 × f2)
)
in Sz(HSB(X1 ×X2)), whose components are defined as follows:
U1 ∧U2 = (U1 ×U2)/≡∧,
(r1 ∧ r2) :U1 ∧U2  u1 ∧ u2 →
(
r1(u1), r2(u2)
) ∈X1 ×X2,
(s1 ∧ s2) :X1 ×X2  (x1, x2) → s1(x1)∧ s2(x2) ∈U1 ∧U2,
(F1 ∧ F2) :U1 ∧U2  u1 ∧ u2 → F1(u1)∧ F2(u2) ∈ U1 ∧U2,
(f1 × f2) :X1 ×X2  (x1, x2) →
(
f1(x1), f2(x2)
) ∈X1 ×X2,
where ≡∧ is the following equivalence relation:
(u1, u2)≡∧ (v1, v2) ⇐⇒ (u1, u2)= (v1, v2)
or[
r1(u1)= r1(v1) and r2(u2)= r2(v2)
and
(
u1 = v1 ∈ s1(X1) or u2 = v2 ∈ s2(X2)
or
(
u1 ∈ s1(X1) and u2 /∈ s2(X2)
and v1 /∈ s1(X1) and v2 ∈ s2(X2)
)
or
(
u1 /∈ s1(X1) and u2 ∈ s2(X2)
and v1 ∈ s1(X1) and v2 /∈ s2(X2)
))]
,
for all (u1, u2), (v1, v2) ∈U1 ×U2.
The following lemma is an immediate consequence of the definition of relation ≡∧:
Lemma 2.18.
(u1, u2)≡∧ (v1, v2) ⇐⇒ (u1, u2)= (v1, v2)
or[
r1(u1)= r1(v1) and r2(u2)= r2(v2)
and
(
u1 ∈ s1(X1) or u2 ∈ s2(X2)
)
and
(
v1 ∈ s1(X1) or v2 ∈ s2(X2)
)]
,
for all (u1, u2), (v1, v2) ∈ U1 ×U2.
Remark 2.19. U1 ∧ U2 is a well-defined object in the category Sz(HSB(X1 ×X2)).
176 J. Szybowski / Topology and its Applications 138 (2004) 167–188
Proof. Reflexivity and symmetry of ≡∧ are obvious. Transitivity is an immediate
consequence of Lemma 2.18.
Projection r1 ∧ r2 is well-defined because (u1, u2)≡∧ (v1, v2)⇒ r1(u1)= r1(v1) and
r2(u2)= r2(v2).
For the proof of correctness of definition of the map F1 ∧ F2 one must check that
(u1, u2)≡∧ (v1, v2)⇒ (F1(u1),F2(u2))≡∧ (F1(v1),F2(v2)). Assume that (u1, u2)≡∧
(v1, v2). If (u1, u2)= (v1, v2), then (F1(u1),F2(u2))= (F1(v1),F2(v2)). We also have
r1
(
F1(u1)
)= f1(r1(u1))= f1(r1(v1))= r1(F1(v1)),
r2
(
F2(u2)
)= f2(r2(u2))= f2(r2(v2))= r2(F2(v2)).
If u1 = v1 ∈ s1(X1), then F1(u1) = F1(v1) ∈ s1(X1). If u1 ∈ s1(X1) and u2 /∈ s2(X2)
and v1 /∈ s1(X1) and v2 ∈ s2(X2), then F1(u1) ∈ s1(X1) and F2(v2) ∈ s2(X2). Now,
either F2(u2) /∈ s2(X2) and F1(v1) /∈ s1(X1), which implies that (F1(u1),F2(u2)) ≡∧
(F1(v1),F2(v2)), or F2(u2) ∈ s2(X2) or F1(v1) ∈ s1(X1). Assume, for example, that
F2(u2) ∈ s2(X2). Then F2(u2) = s2(a) and F2(v2) = s2(b), for certain a, b ∈ X2.
Consequently,
F2(u2)= s2(a)= s2
(
r2
(
s2(a)
))= s2(r2(F2(u2)))= s2(r2(F2(v2)))
= s2
(
r2
(
s2(b)
))= s2(b)= F2(v2),
so (F1(u1),F2(u2)) ≡∧ F1(v1),F2(v2)). Other cases can be regarded in an analogous
manner.
Fix x1 ∈X1, x2 ∈X2, u1 ∈ U1, u2 ∈U2. We have(
(r1 ∧ r2) ◦ (s1 ∧ s2)
)
(x1, x2)=
(
(r1 ◦ s1)(x1), (r2 ◦ s2)(x2)
)
= idX1×X2(x1, x2),(
(F1 ∧ F2) ◦ (s1 ∧ s2)
)
(x1, x2)= (F1 ◦ s1)(x1)∧ (F2 ◦ s2)(x2)
= (s1 ◦ f1)(x1)∧ (s2 ◦ f2)(x2)
= ((s1 ∧ s2) ◦ (f1 × f2))(x1, x2),(
(r1 ∧ r2) ◦ (F1 ∧ F2)
)
(u1 ∧ u2)=
(
(r1 ◦ F1)(u1), (r2 ◦F2)(u2)
)
= ((f1 ◦ r1)(u1), (f2 ◦ r2)(u2))
= ((f1 × f2) ◦ (r1 ∧ r2))(u1 ∧ u2). ✷
Now we are ready to define the smash product of M-equivalence classes of two objects
from Sz(HSB(X1 ×X2)) over the Cartesian product X1 ×X2.
Definition 2.20. Let U1 = ((U1, r1, s1), (F1, f1)) ∈Ob(Sz(HSB(X2))), U2 = ((U2, r2, s2),
(F2, f2)) ∈ Ob(Sz(HSB(X2))). The smash product of M-equivalence classes of [U1]X1
and [U2]X2 over X1 ×X2 is the M-equivalence class of the smash product of U1 and U2
over X1 ×X2:
[U1]X1 ∧ [U2]X2 = [U1 ∧ U2]X1×X2 .
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Proving the correctness of the above definition is a lengthy but straightforward task,
therefore we omit it.
3. Isolated invariant sets
In this section we recall the basic concepts from the theory of isolated invariant sets; cf.
[5,6,4,3,10].
We start with a simple definition of a section, which will be necessary to formulate and
prove the property of continuation for the index.
Definition 3.1. Let Λ⊆R be a compact interval. For K ⊆X×Λ and λ ∈Λ we define its
section Kλ := {x ∈X: (x,λ) ∈K}.
Let X be a locally compact metric space, f :X→X—a continuous map.
Definition 3.2. For an arbitrary set N ⊆X we define sets
Invn: N := {f n(y) ∈N : f 0(y), . . . , f 2n(y) ∈N},
InvN = {x ∈N : ∃{xk}k∈Z ⊆N x0 = x and f (xk)= xk+1 for k ∈ Z},
which will be called, respectively: n-invariant and invariant part of N .
Definition 3.3. A set N ⊆X is called an invariant set when N = InvN .
Remark 3.4. For each N ⊆X the set InvN is the maximal invariant subset of N .
Definition 3.5. A compact set N ⊆X is called an isolating neighborhood for S := InvN if
S ⊆ int(N). The set S is called an isolated invariant set.
Fix S—an isolated invariant set and N—its isolating neighborhood.
Now we recall two different definitions of an index pair. The first one comes from [6],
the second one from [10].
Definition 3.6. A pair P = (P1,P2) of compact subsets of N , is called an index pair for S
in N iff
(a) S = InvN ⊆ int(P1 \ P2),
(b) f (P1)∩N ⊆ P1 and f (P2)∩N ⊆ P2,
(c) f (P1 \ P2)⊆N .
The set of all index pairs for S in N will be denoted by IP(S,N).
Definition 3.7. A pair P = (P1,P2) of compact subsets of N , is called an index pair for S
iff
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(a) S = Inv cl(P1 \ P2)⊆ int(P1 \ P2),
(b) f (P2)∩P1 ⊆ P2,
(c) f (P1 \ P2)⊆ P1.
The set of all index pairs for S will be denoted by IP(S).
Remark 3.8. IP(S,N)⊂ IP(S).
The following theorem is proved in [4,6].
Theorem 3.9. IP(S,N) = ∅. In particular, IP(S) = ∅.
In [10] an index map is defined as follows:
Definition 3.10. For P = (P1,P2) ∈ IP(S) we define an index map IP :P1/P2 → P1/P2
by the following formula:
IP
([x])= { [f (x)] when x ∈ P1 \ P2,[P2] otherwise.
Assume Λ ⊆ R is a compact interval and f :X × Λ→ X × Λ is a continuous map
such that f (X × λ) ⊆ X × λ, for all λ ∈ Λ. For λ ∈ Λ we define a map fλ :X → X
satisfying f (x,λ) = (fλ(x), λ), for all x ∈ X and λ ∈ Λ. πX will denote a projection
πX :X×Λ→X.
The following lemma is a part of Proposition 5.2 from [10].
Remark 3.11. If λ ∈Λ, S is an isolated invariant set for f, and P is an index pair for S,
then Sλ is an isolated invariant set for fλ and Pλ = (P1λ,P2λ) is an index pair for Sλ.
The remark is directly related to the definition of continuation of isolated invariant sets.
Definition 3.12. Assume f1, f2 :X → X are continuous maps, S1 and S2 are isolated
invariant set for f1 and f2, respectively. We say that there is a continuation between
(f1, S1) and (f2, S2), if there exists Λ ⊆ R—a compact interval, f :X ×Λ→ X ×Λ—
a discrete semidynamical system such that f (x,λ) = (fλ(x), λ) ∈ X × Λ, for all x ∈ X
and λ ∈ Λ, S—an isolated invariant set for f and a, b ∈ Λ such that f1 = fa , f2 = fb ,
S1 = Sa and S2 = Sb .
The following remark is a consequence of Definitions 3.5 and 3.7.
Remark 3.13. If S and S′ are isolated invariant sets for continuous maps f :X→X and
f ′ :X′ → X′, then S × S′ is an isolated invariant set for f × f ′ :X1 × X2  (x1, x2) →
(f1(x1), f2(x2)) ∈ X1 × X2 and for any P ∈ IP(S) and P ′ ∈ IP(S′) the pair P × P ′ :=
(P1 × P ′1,P1 × P ′2 ∪ P2 × P ′1) ∈ IP(S × S′).
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Theorem 3.2 in [3] says that there is a common index pair for a continuous perfect
map (for which preimages of compact sets are compact) and its multi-valued, upper
semicontinuous proper small perturbations. The analysis of its proof shows that it is
possible to reformulate it for a case of single-valued (not necessarily proper) maps, whose
perturbation is small only in an isolating neighborhood instead of the whole space:
Theorem 3.14. Assume (X,d) is a metric space, f :X → X is a continuous map, S
is an isolated invariant set for f , N is its isolating neighborhood and W is an open
neighborhood of S. Then there exists P ∈ IP(S,N) such that P1 \ P2 ⊂ W and which
is stable for small perturbations of f in N , i.e.,
∃ ε > 0 ∀g :X→X continuous map,
∀x ∈N d(f (x), g(x))< ε ⇒ P is also an index pair for g.
Proof. The proof of the theorem is only a slight modification of the proof of Theorem 3.2
from [3], therefore we omit it. ✷
4. The Conley index over a phase space
In the beginning we recall the definition of the Conley index over a base from [7]. We
assume the base is equal to the phase space, which is the most general case. We omit the
definitions of an isolated invariant set, an isolating neighborhood and a regular index pair
for flows, as they can be found, for example, in [7].
For a given locally compact metric space X, ρ :X × R→ X—a flow, S—an isolated
invariant set for ρ, N—an isolating neighborhood of S, and P = (P1,P2)—a regular index
pair for S in N , we define an index space over X as a triple (U(P ), rP , sP ) constructed
in Example 2.6. It appears that the fiberwise deforming homotopy type over X does not
depend on a choice of N and P , so the following definition is correct:
Definition 4.1. The Conley index of an isolated invariant set S over X is the fiberwise
deforming homotopy type of the object (U(P ), rP , sP ) over X, for any isolating
neighborhood N and any regular index pair P .
We show an example illustrating why direct repetition of the construction of a
continuous Conley index in the discrete case is impossible.
Example 4.2. Take X = {0,1,2} ∪ [3,+∞) and a map f :X  x → x + sgn(x) ∈ X
inducing a discrete semidynamical system on X. A singleton S = {0} is an isolated
invariant set, while every open bounded subset of X containing S is its isolating
neighborhood.
Pairs P = ({0,1,2}, {2}) and Q = ({0,1,2}, {1,2}) are index pairs for S. U(P) and
U(Q) have a different number of components, so they have different homotopy types
(see Figs. 3 and 4). Thus, there are no maps Φ :U(P) → U(Q) and Ψ :U(Q) →
U(P) satisfying (3) and fiberwise deforming homotopy types of (U(P ), sP , rP ) and
(U(Q), sQ, rQ) differ.
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Fig. 3. The index space U(P ) and the index map fP .
Fig. 4. The index space U(Q) and the index map fQ .
Fix X—a locally compact metric space, f :X→X—a continuous map, S—an isolated
invariant set for f , and P = (P1,P2) ∈ IP(S)—an index pair for S.
In [10] the homotopy Conley index hd(S,f ) for S is defined as an isomorphism class of
(P1/P2, IP ) in Sz(Htop), where Htop denotes the category of pointed topological spaces.
In order to construct the Conley index over a phase space in a discrete case we define
an index space (like in [7]) and an index map (like in [5] and [10]).
Definition 4.3. For any P ∈ IP(S), we define an index space over X as a triple
(U(P ), rP , sP ) constructed in Example 2.6.
The following lemma is a reformulation of the Lemma 4.3 from [10].
Lemma 4.4 (Properties of an index map).
(1) An index map fP :U(P)→U(P) given by formula:
fP
([x, q]P ) := { [f (x),1]P when q = 1, x, f (x) ∈ P1 \ P2,[f (x),0]P otherwise,
is continuous.
(2) If P = (P1,P2) ∈ IP(S) and P ′ = (P ′1,P ′2) ∈ IP(S), then there exists t ∈ N such that
Invt (P ′1 \ P ′2) ⊆ P1 \ P2 and Invt (P1 \ P2) ⊆ P ′1 \ P ′2. Let TP,P ′ denote the smallest
natural number for which these inclusions hold.
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(3) If P = (P1,P2) ∈ IP(S), P ′ = (P ′,P ′) ∈ IP(S) and t  TP,P ′ , then a map1 2
f t
P,P ′ :U(P)→ U(P ′) given by formula
f tP,P ′
([x, q]P ) :=

[
f 3t (x),1
]
P ′ when q = 1,
f 0(x), . . . , f 2t (x) ∈ P1 \ P2
and f t (x), . . . , f 3t (x) ∈ P ′1 \ P ′2,[
f 3t (x),0
]
P ′ otherwise,
is continuous.
(4) For all P , P ′, P ′′ ∈ IP(S) the following diagrams commute:
U(P ′)
U(P ) U(P ′)
f
t1
P,P ′
f
t2
P,P ′
(fP ′)3(t2−t1)

								

for all t2  t1  TP,P ′ ;
U(P)
U(P )
U(P ′)
U(P ′)
f t
P,P ′
f t
P,P ′
fP fP ′
 

for all t  TP,P ′ ;
U(P ′′)
U(P ) U(P ′)
f
t1
P,P ′
f
t1+t2
P,P ′′
f
t2
P ′,P ′′

								

for all t1  TP,P ′ and t2  TP ′,P ′′ .
(5) TP,P = 0 and f 0P,P = idU(P ), for any P ∈ IP(S).
Proof. The proof of the point 1 will be made in 3 cases. It is enough to check continuity
in [x0,1]P ∈ U(P), where x0 ∈ P1 (continuity in [x0,0]P ∈ sP (X \ P2) follows directly
from continuity of f ).
(1) f (x0) /∈ P1;
Then x0 ∈ P2 and there exists a neighborhoodV of x0 such that f (V )∩P1 = ∅. Hence,
from the definition of an index pair, V ∩ (P1 \P2)= ∅ and fP ([x, q]P )= [f (x),0]P ,
for x ∈ V and q = 0,1.
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(2) f (x0) ∈ P2;
Then fP ([x0,1]P ) = [f (x0),0]P = [f (x0),1]P . If [x, q]P (q = 0,1) is close to
[x0,1]P , then, from continuity of f , f (x) is close to f (x0). Thus, fP ([x, q]P ), which
is equal either to [f (x),0]P or to [f (x),1]P , must be close to fP ([x0,1]P ).
(3) f (x0) ∈ P1 \ P2;
Then x0 ∈ P1 \P2 and there exists a neighborhoodV of x0 such that x,f (x) ∈ P1 \P2
and fP ([x,1]P )= [f (x),1]P , for x ∈ V ∩P1.
Point (2) is proved in [10]. For the proof of point (3) consider x0 ∈ X. We prove
continuity of a map f t
P,P ′ in [x0,p]P ∈ U(P). For p = 0 and x0 /∈ P2 continuity follows
directly from continuity of f , so it is enough to consider the case of p = 1. Now we check
continuity in five cases:
(1) {f 0(x0), . . . , f 2t (x0)} ∩ {X \ P1} = ∅, or
{f t (x0), . . . , f 3t (x0)} ∩ {X \ P ′1} = ∅;
Then f t
P,P ′([x,1]P )= [f 3t (x),0]P ′ , for x ∈ P1 close to x0.
(2) f 3t (x0) ∈ P ′2;
Then f t
P,P ′([x0,1]P ) = [f 3t (x0),0]P ′ = [f 3t (x0),1]P ′ . If [x, q]P (q = 0,1) is
close to [x0,1]P , then, from continuity of f , f 3t (x) is close to f 3t (x0). Thus,
f t
P,P ′([x, q]P ), which is equal either to [f 3t (x),0]P or to [f 3t (x),1]P , must be close
to f t
P,P ′([x0,1]P ).
(3) {f 0(x0), . . . , f 2t (x0)} ⊆ P1, {f t (x0), . . . , f 3t (x0)} ⊆ P ′1,
f 3t (x0) ∈ P ′1 \ P ′2, ∃s ∈ {t, . . . ,3t − 1}: f s(x0) ∈ P ′2;
Take maximal s ∈ {t, . . . ,3t − 1} such that f s(x0) ∈ P ′2. Then, from the definition of
an index pair, f s+1(x) /∈ P ′1 and f tP,P ′([x,1]P ) = [f 3t (x),0]P ′ , for x ∈ P1 close to
x0.
(4) {f 0(x0), . . . , f 2t (x0)} ⊆ P1, {f t (x0), . . . , f 3t (x0)} ⊆ P ′1 \ P ′2,∃s ∈ {0, . . . ,2t}: f s(x0) ∈ P2;
Take maximal s ∈ {0, . . . ,2t} such that f s(x0) ∈ P2. s < 2t , because f 2t (x0) ∈
Invt (P ′1 \ P ′2) ⊆ P1 \ P2. From the definition of an index pair, f s+1(x) /∈ P1 and
f t
P,P ′([x,1]P )= [f 3t (x),0]P ′ , for x ∈ P1 close to x0.
(5) {f 0(x0), . . . , f 2t (x0)} ⊆ P1 \ P2, {f t (x0), . . . , f 3t (x0)} ⊆ P ′1 \ P ′2;
Then {f 0(x), . . . , f 2t (x)} ⊆ P1 \P2, for x close to x0. Hence, f t (x) ∈ Invt (P1 \P2)⊆
P ′1 \ P ′2 and {f t (x), . . . , f 3t (x)} ⊆ P ′1 \ P ′2, for x close to x0. Thus, f tP,P ′([x,1]P )=
[f 3t (x),1]P ′ , for x ∈ P1 close to x0.
Points (4) and (5) follow directly from definitions of maps fP and f tP,P ′ and the definition
of TP,P ′ . ✷
Lemma 4.5. For any index pairs P,P ′ ∈ IP(S) we have ((U(P ), rP , sP ), (fP ,f )) ∈
Ob(Sz(HSB(X))) and [(f t1
P,P ′, f
3t1),3t1] ∈ MorSz(HSB(X))(((U(P ), rP , sP ), (fP ,f )),
((U(P ′), rP ′ , sP ′ ), (fP ′ , f ))), for t1  TP,P ′ .
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Proof. Fix x ∈X and q ∈ {0,1}. We have
(rP ◦ sP )(x)= rP
([x,0]P )= x = idX(x),
(fP ◦ sP )(x)= fP
([x,0]P )= [f (x),0]P = (sP ◦ f )(x),
(rP ◦ fP )
([x, q]P )= f (x)= (f ◦ rP )([x, q]P ).
Clearly,(
f
t1
P,P ′ ◦ sP
)
(x)= f t1
P,P ′
([x,0]P )= [f 3t1(x),0]P ′ = (sP ′ ◦ f 3t1)(x),(
rP ′ ◦ f t1P,P ′
)([x, q]P )= f 3t1(x)= (f 3t1 ◦ rP )([x, q]P ).
Finally, from the point (4) of Lemma 4.4 we check commutativity (f t1
P,P ′ , f
3t1)◦ (fP ,f )=
(fP ′ , f ) ◦ (f t1P,P ′ , f 3t1). ✷
Theorem 4.6. For any index pairs P, P ′ ∈ IP(S) objects ((U(P ), rP , sP ), (fP ,f )) and
((U(P ′), rP ′ , sP ′ ), (fP ′ , f )) are M-equivalent over a phase space X.
Proof. The desired isomorphism in the category Sz(HSB(X)) is given by formula
[(f t1
P,P ′ , f
3t1),3t1], where t1  TP,P ′ ; for t2  TP ′,P , [(f t2P ′,P , f 3t2),3t2] is its inverse.
Lemma 4.4 shows they are mutually inverse isomorphisms. ✷
The above theorem allows us to state the definition of the index:
Definition 4.7. The Conley index hˆd (S, f ) of an isolated invariant set S over a phase space
is the M-equivalence class of the object ((U(P ), rP , sP ), (fP ,f )) over X, for any index
pair P ∈ IP(S):
hˆd (S, f )=
[((
U(P), rP , sP
)
, (fP ,f )
)]
X
.
Example 4.8. Consider the Conley index over a phase space for an isolated invariant set
from Example 4.2. We define the maps:
Φ :U(P)  [x, q]P →
[
x + 2 sgn(x), sgn(q)(1− sgn(x))]
Q
∈ U(Q),
Ψ :U(Q)[x, q]Q →
[
x + 2 sgn(x), sgn(q)(1− sgn(x))]
P
∈U(P),
ϕ =ψ :X  x → x + 2 sgn(x) ∈X.
One can easily check that
Φ ◦ sP = sQ ◦ ϕ, Ψ ◦ sQ = sP ◦ψ,
rQ ◦Φ = ϕ ◦ rP , rP ◦Ψ =ψ ◦ rQ,
Φ ◦ fP = fQ ◦Φ, Ψ ◦ fQ = fP ◦Ψ,
Ψ ◦Φ = f 4P , Φ ◦Ψ = f 4Q,
ψ ◦ ϕ = f 4, ϕ ◦ψ = f 4,
ϕ = f 2, ψ = f 2.
184 J. Szybowski / Topology and its Applications 138 (2004) 167–188
Hence, [(Φ,ϕ),2] and [(Ψ,ψ),2] are mutually inverse isomorphisms of objects
((U(P ), rP , sP ), (fP ,f )) and ((U(Q), rQ, sQ), (fQ,f )).
Now we will show that the Conley index over a phase space is more general than the
homotopy Conley index defined in [10].
Define a functor C : Sz(HSB(X))→ Sz(Htop):
Fix u ∈ U . For ((U, r, s), (F,f )) ∈ObSz(HSB(X)) we put
C(((U, r, s), (F,f )))= (U/s(X), F˜ ),
where F˜ ([u])= [F(u)].
For [(Φ,ϕ),m] ∈MorSz(HSB(X))(((U, r, s), (F,f )), ((U ′, r ′, s′), (F ′, f ′))) we put
C([(Φ,ϕ),m])= [Φ˜,m],
where Φ˜([u])= [Φ(u)].
Note that maps F˜ and Ψ˜ are correctly defined, as F(s(X)) = s(f (X)) ⊆ s(X)
and Φ(s(X)) = s′(ϕ(X)) ⊆ s′(X). Furthermore, [Φ˜,m] ∈ MorSz(Htop) ((U/s(X), F˜ ),
(U ′/s′(X′), F˜ ′)), because(
Φ˜ ◦ F˜ )([u])= Φ˜([F(u)])= [(Φ ◦F)(u)]= [(F ′ ◦Φ)(u)]
= F˜ ′([Φ(u)])= (F˜ ′ ◦ Φ˜)([u]).
Let U = ((U, r, s), (F,f )) and U ′ = ((U ′, r ′, s′), (F ′, f ′)).
Lemma 4.9. If U and U ′ are M-equivalent over X, then C(U) and C(U ′) are isomorphic
in Sz(Htop).
Proof. U and U ′ are M-equivalent, so there exist[
(Φ,ϕ),m
] ∈MorSz(HSB(X))(U,U ′),[
(Ψ,ψ),n
] ∈MorSz(HSB(X))(U ′,U),
mutually inverse isomorphisms. Then C([(Φ,ϕ),m]) ∈MorSz(Htop)(U,U ′) and C([(Ψ,ψ),
n]) ∈MorSz(Htop)(U ′,U) are also mutually inverse isomorphisms. Indeed,[
Ψ˜ , n
] ◦ [Φ˜,m] ◦ [F˜ k, k]= [Ψ˜ ◦ Φ˜ ◦ F˜ k,m+ n+ k]
= [F˜ m+n+k ,m+ n+ k]= [idU/s(X),0],
because(
Ψ˜ ◦ Φ˜ ◦ F˜ k)([u])= [(Ψ ◦Φ ◦ Fk)(u)]= [Fm+n+k(u)]= F˜ m+n+k([u]).
Similarly, one can prove that[
Φ˜,m
] ◦ [Ψ˜ , n] ◦ [F˜ ′ k, k]= [idU ′/s ′(X′),0]. ✷
Now fix f :X→ X—a continuous map and S—an isolated invariant set for f . Note
that ∀P ∈ IP(S) we have
C(((U(P), rP , sP ), (fP ,f )))= (U(P)/sP (X), f˜P )= (P1/P2, IP ).
Thus, we proved
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Theorem 4.10. If f,f ′ :X→X are continuous maps and S,S′ are isolated invariant sets,
respectively for f and f ′, then
hˆd (S, f )= hˆd
(
S′, f ′
) ⇒ hd(S,f )= hd(S′, f ′).
One can easily verify that an inverse implication is not true, so the Conley index over
a phase space is more general than the homotopy Conley index constructed in [10]. It is
enough to take any two nonhomotopic maps which are equal in a certain neighborhood of
their common isolated invariant set. From the definition of M-equivalence, the Conley
indices over a phase space calculated for this set and each of the maps are, naturally
different. On the other hand, Szymczak indices, due to their locality (see [10]), are equal.
Another very simple example shows that even when we assume that maps inducing
discrete semidynamical systems are homotopic, the inverse implication remains false.
Example 4.11 (Fig. 5). Consider the space X =R \ {0} and two maps f,g :X→X given
by formulas
f (x)=
{
x − 1 for x < 0,
1+x
2 for x > 0,
g(x)=
{− 1−x2 for x < 0,
x + 1 for x > 0.
Obviously, f (−x) = −g(x). Singletons S = {1} and S′ = {−1} are attracting fixed
points and isolated invariant sets for f and g, respectively. There is no continuation
between (f,S) and (g, S′). The Szymczak index calculated for both maps is still the
same, because f and g act the same way in neighborhoods of their fixed points. If
we choose P = (P1,∅) ⊂ (0;∞) an index pair for (f,S), then Q = (Q1,∅), where
Q1 = {x ∈X: −x ∈ P1}, will be an index pair for (g, S′).
We put
Φ :U(P)  [x, q]P → [−x, q]Q ∈ U(Q),
Ψ :U(Q)[x, q]Q → [−x, q]P ∈ U(P),
ϕ =ψ :X  x → −x ∈X.
One can easily check that [(Φ,ϕ),0] and [(Ψ,ψ),0] are mutually inverse isomorphisms
of objects ((U(P ), rP , sP ), (fP ,f )) and ((U(Q), rQ, sQ), (gQ,g)) in Sz(HSB(X)).
Fig. 5. Phase spaces of dynamical systems induced by f and g from Example 4.11.
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Moreover, f  idX  g. Still ϕ is not homotopic with any iteration of f , because
−idX  idX .
We will prove that objects ((U(P ), rP , sP ), (fP ,f )) and ((U(Q), rQ, sQ), (gQ,g))
are not M-equivalent over X. Otherwise, there would exist [(Φ,ϕ),m] and [(Ψ,ψ),n]
mutually inverse isomorphisms joining these objects such that ϕ  fm and ψ  gn. U(P)
and U(Q) consist of three components: two “at the level 0” and one “at the level 1”.
Φ(U(P) \ sP (X)) would have to be contained in U(Q) \ sQ(X), so (rQ ◦ Φ)(U(P ) \
sP (X)) ⊆ (−∞;0). On the other hand, ϕ  f m  idX , thus (ϕ ◦ rP )(U(P ) \ sP (X)) ⊆
(0;+∞). However, this is impossible, because rQ ◦Φ = ϕ ◦ rP . Consequently, hˆd (S, f ) =
hˆd (S
′, g).
5. Properties of the index
In the beginning we explain one simple notion. By the trivial Conley index over a
phase space we mean the M-equivalence class in Sz(HSB(X)) of an object ((X, idX,
idX), (f,f )) over X.
Since a pair (∅,∅) is, obviously, an index pair for the empty isolated invariant set, we
have
Theorem 5.1 (Waz˙ewski property). If hˆd(S, f ) is nontrivial, then S = ∅.
The following lemma will be used in a proof of the continuation property of the
index. However, it presents a certain property of the index, which may be interesting
itself. It allows to calculate the index of a map in a case when we know only its
homotopic approximation (for example, generated by a numerical method) on an isolating
neighborhood. This may be crucial for computer-assisted proofs using this index.
Lemma 5.2 (Local perturbation property). If S and S′ are isolated invariant sets for
continuous, homotopic maps f,f ′ :X→ X, N is an isolating neighborhood for S, then
∃: ε > 0 such that
∀x ∈N d(f (x), g(x))< ε ⇒ hˆd (S, f )= hˆd(S′, f ′).
Proof. Take ε from Theorem 3.14 applied to f . Now we can choose a common index
pair P for f and f ′ as well as for all the intermediate maps. Since f is homotopic
with f ′, one can take [(idU(P ), idX),0] and [(idU(P ), idX),0] as the mutually inverse
isomorphisms. ✷
Theorem 5.3 (Continuation property). If Λ⊆R is a compact interval and S is an isolated
invariant set for a continuous map f :X ×Λ→X ×Λ such that f (x,λ)= (fλ(x), λ)⊆
X×Λ, for all x ∈X and λ ∈Λ, then for all λ, ν ∈Λ,
hˆd (Sλ, fλ)= hˆd (Sν, fν).
Thus, indices hˆd(Sλ, fλ) do not depend on a choice of λ.
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Proof. Fix λ, ν ∈Λ. For all µ0 ∈ [λ, ν] there exists εµ0 from Theorem 3.14. Assume N is
an isolating neighborhood for S. The set
N˜ :=
⋃
µ∈[λ,ν]
Nµ
is compact since it is a projection of a compact set N on X. Hence, from the continuity of
f we get
∀µ0 ∈ [λ, ν]∃δµ0 |µ−µ0|< δµ0 ⇒ ∀x ∈ N˜ d
(
fµ(x), fµ0(x)
)
< εµ0 . (4)
Certainly,
⋃
µ∈[λ,ν]Bδµ(µ) is an open covering of the integral [λ, ν], from which one
may choose a finite covering. So, there exists a finite sequence µ1, . . . ,µk ∈Λ such that
λ= µ1 <µ2 < · · ·<µk−1 <µk = ν
and
∀i ∈ {1, . . . , k − 1}∀x ∈ N˜ d(fµi (x), fµi+1(x))< max(εµi , εµi+1).
Now it is enough to prove that for an arbitrary i ∈ {1, . . . , k − 1} indices hˆd (Sµi , fµi )
and hˆd(Sµi+1 , fµi+1 ) are equal. Condition (4) joined with a Lemma 5.2 completes the
proof. ✷
Theorem 5.4 (Multiplicativity). If S and S′ are isolated invariant sets for continuous maps
f :X→X and f ′ :X′ →X′, then
hˆd
(
S × S′, f × f ′)= hˆd (S, f )∧ hˆd(S′, f ′).
Proof. We take P ∈ IP(S) and P ′ ∈ IP(S′). From Corollary 3.13 we know that P × P ′ ∈
IP(S × S′). Observe that up to natural identifications
U(P)∧U(P ′)=U(P × P ′),
rP ∧ rP ′ = rP×P ′ ,
sP ∧ sP ′ = sP×P ′ ,
fP ∧ f ′P ′ =
(
f × f ′)
P×P ′ .
Thus,
hˆd
(
S × S′, f × f ′)
= [((U(P × P ′), rP×P ′ , sP×P ′ ), ((f × f ′)P×P ′ , f × f ′))]X×X′
= [((U(P)∧U(P ′), rP ∧ rP ′ , sP ∧ sP ′), (fP ∧ fP ′ , f × f ′))]X×X′
= [((U(P), rP , sP ), (fP ,f ))]X ∧ [((U(P ′), rP ′ , sP ′), (f ′P ′ , f ′))]X′
= hˆd(S, f )∧ hˆd
(
S′, f ′
)
. ✷
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