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Abstract
Due to the anisotropy of quantum lossy channels one must choose optimal bases of input states for best estimating them.
In this paper, we obtain that the equal probability Schro¨dinger cat states are optimal for estimating a single lossy channel
and they are also the optimal bases of input states for estimating composite lossy channels. On the other hand, by using the
symmetric logarithmic derivative (SLD) Fisher information of output states exported from the lossy channels we obtain that
if we take the equal probability Schro¨dinger cat states as the bases of input states the maximally entangled inputs are not
optimal, however if the bases of the input states are not the equal probability Schro¨dinger cat states the maximally entangled
input states may be optimal for the estimating composite lossy channel.
PACS numbers: 03.67. Hk, 03.65.Ta, 89.70.+c
I. INTRODUCTION
A quantum noisy channel can be expressed with a
trace-preserving completely positive map: ε : ρ→ ρ′ (~ς) .
Here, ρ and ρ′ (~ς) are density matrixes in the Hilbert
space H, and ~ς = (ς1, ς2, ...ςn) ∈ Γ are parameters char-
acterizing the channel. So a single parameter quantum
noisy channel can be expressed as
ρ′ (ς) = ε (ρ) . (1)
Due to the complete positivity of the map, it can be
expanded to composite quantum systems in H⊗H. The
composite channels in the expanded systems have two
forms, one is
̺′ (ς) = ε⊗ I (̺) , (2)
called mixed noisy channel; the other is
̺′′ (ς) = ε⊗ ε (̺) , (3)
called double noisy channel. Here, ̺, ̺′, ̺′′ are density
matrixes in H⊗H, and I, ε are the single quantum iden-
tity and noisy channel.
For a known quantum noisy channel at lest two sub-
jects are interested. One is to determine its information
capacities, the best probability to understand the input
state under assumption that the action of the quantum
channel is known. Although the capacities of quantum
noisy channels have not been solved thoroughly much ef-
fort has been put into this topic and many results are
obtained [1]. Another topic, the estimation of quantum
noisy channel has also been attracted much attention
in last years [3] [4] [7] because it is also important in
quantum information theory. The estimation of quantum
noisy channel is to identify a quantum noisy channel as
the type of the channel is known but its quality is un-
known. The quality of the channel can be characterized
with some parameters. Thus estimating some channel is
equal to estimating its certain parameters, which may be
appealed to the quantum estimation theory [2].
Quantum estimation theory is one about seeking the
best strategy for estimating one or more parameters of a
density operator of a quantummechanical system. About
how to estimate a quantum noisy channel we refer the
readers to the Refs. [2] and recent [3]. In this paper we
restrict our attention in two aspects of the estimation of
a quantum noisy channel, lossy channel (which will be
described in section II). Because of the anisotropy of the
quantum lossy channels, different input states must have
different effects for estimating the quantum noisy chan-
nel. So at first, we will discuss what coherent states are
optimal for estimating the single quantum lossy channel
and what bases of the input states are optimal for es-
timating the composite lossy channels? Because entan-
glement has been taken a kind of resource for processing
quantum information, secondly, we will discuss: can the
estimation of the composite channels ε⊗I (̺) and ε⊗ε (̺)
be improved by using entangled input states? This pa-
per is constructed as follows. In section II we shall set
up a model of quantum lossy channel and explain why
we choose coherent states to estimate these channels. In
section III we shall seek for the optimal input coherent
states or optimal bases of input states for estimating the
single and the composite lossy channels. In section IV
we shall calculate the symmetric logarithmic derivative
(SLD) Fisher information of output states exported from
the channels ε, ε ⊗ I and ε⊗ ε and answer whether the
entangled input states improve the estimation. A brief
conclusion will close this paper in last section.
II. LOSSY CHANNEL AND SCHRO¨DINGER
CAT STATE
We set the lossy channel to be estimated is described
by the following physical model. A quantum system,
such as photons in state ρ is in a vacuum environment,
the evolution of the state is a completely positive map:
ρ′ = ε (ρ). In this model, making use of the language
of master equation we can obtain that the interaction of
the in question system with its environment makes the
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system evolving according to
∂ρ
∂τ
= Jˆρ+ Lˆρ; Jˆρ = η
∑
i
aiρa
†
i
Lˆρ = −
∑
i
η
2
(
a†iaρ+ ρa
†
ia
)
, (4)
where η is the energy decay rate. The formal solution of
Eq.(4) may be written as
ρ (τ ) = exp
((
Jˆ + Lˆ
)
τ
)
ρ (0) , (5)
which leads to the solution for the initial single-mode
|α〉 〈β|
exp
[(
Jˆ + Lˆ
)
τ
]
|α〉 〈β| = 〈β| α〉t2 |αt〉 〈βt| , (6)
where t = e−
1
2
ητ . Estimating this channel is equal to
estimating the parameter η.
As known, in order to estimate the channel, one, for
example Alice must prepare many identical initial states,
input states ρ and another one, for example Bob must
measure the output samples exported from this channel.
For enhancing the detection efficiency we use coherent
states to be the input states [10]. Because we do not know
what coherent state is the optimal input state for the
estimation in advance, we generally set this state be the
superposition of coherent states |α〉 and |−α〉, namely, a
Schro¨dinger cat state
|ϕ〉 = A |α〉+ B |−α〉 . (7)
This state is considered one of realizable mesoscopic
quantum systems [8]. Zheng [5] has shown the method
for preparing this state and the measurement scheme of
this state has been given in [6]. Set |α| ≫ 1 (in fact only
if |α| ≥ 3), then 〈α| −α〉 ≃ 0. Thus, |α〉 and |−α〉 can
be taken into a pair orthogonal bases. Setting A ≈ sin θ,
B ≈ cos θ we have
|ϕ〉 = sin θ |α〉+ cos θ |−α〉 . (8)
In the time-varying bases [|α1t〉 , |α2t〉]T , the state ρ =
|ϕ〉 〈ϕ| passing through the lossy channel becomes
ρ′ = ε (ρ) ≈
(
sin2 θ sin θ cos θe−2|α|
2ητ
sin θ cos θe−2|α|
2ητ cos2 θ
)
=
1
2
I + χ sin θ cos θσx +
(
sin2 θ − 1
2
)
σz, (9)
where χ = e−2|α|
2ητ , σi (i = x, y, z) are Pauli matrixes
and 〈α| −αt〉 → 0 is set (namely, we set the time of the
system evolution is very short, τ → 0, t → 1). We call
the map of Eq.(9) the single lossy channel.
III. OPTIMAL INPUT STATES AND OPTIMAL
BASES OF INPUT STATES FOR ESTIMATING
THE LOSSY CHANNELS
In this section we answer the first question put for-
ward in section II, namely, what (coherent) input states
are optimal for estimating the single lossy channel and
what bases of the (coherent) input states are optimal for
estimating the composite lossy channels? In the following
we will firstly investigate the single lossy channel then the
mixed lossy channel ε ⊗ I and the double lossy channel
ε⊗ ε.
In the quantum estimation theory, in order to estimate
a channel, at first, one must introduce a cost function.
In general, delta function is chosen for this aim, namely,
C
(
ζˆ, ζ
)
= −
m∏
i=1
δ
(
ζˆi − ζi
)
, (10)
where ζˆi called estimators which are always a function of
observing data and it describes the strategy for calculat-
ing the estimates; ζi are parameters to be estimated. It
is given that the optimal estimation is to seek the POVM
generators dΠm (ζ) for which{
(Υ−Wm (ζ)) dΠm (ζ) = 0,
Υ−Wm > 0. (11)
Here,
Wm (ζ) = Z (ζ) ρm (ζ) , (12)
where Z (ζ) is the prior probability density function
(PDF), and
Υ =
∑
m
Υm =
∑
m
∫
Θ
Wm (ζ) dΠm (ζ) , ζ ∈ Γ. (13)
In our problem, we shall find out a optimal input state,
namely a optimal angle θ in Eq.(9), where 0 < χ ≤ 1 is
supposed. In the following subsection A, we shall investi-
gate what state is the optimal input state for estimating
the single lossy channel. In subsection B, we shall inves-
tigate that when we use two-mode entangled state esti-
mating the composite lossy channels (include mixed lossy
channel and double lossy channel), if we measure the out-
put state separately, what bases of the input states are
optimal. In subsection C, we shall look for the optimal
bases of input states for estimating composite channels
as we measure the output states jointly.
A. Single lossy channel
The schematic diagram for estimating the single lossy
channel can be expressed as Fig.1 (above part).Because
there is no prior knowledge about the angle θ, we assign
to it a uniform prior probability density function, namely
Z (χ) =
1
2π
. (14)
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FIG. 1: Schematic diagrams for estimating the single lossy
channel (above) and composite lossy channel through sepa-
rately measuring the out states (blow)
The POVM generator is
dΠ(χ) =
1
2π
(I + χσx sin 2θ − σz cos 2θ) dθ, (15)
and
W (χ) =
1
4π
(I + χσx sin 2θ − σz cos 2θ) . (16)
So we have
Υ−W (χ) = 1
8π
[(
1 + χ2
)
I − 2χσx sin 2θ + 2σz cos 2θ
]
.
(17)
The eigenvalues of Υ−W (χ) are
λ = 1 + χ2 ± 2
√
cos2 2θ + χ2 sin2 2θ. (18)
Because 0 < χ ≤ 1, if and only if θ = ±π/4, ±3π/4 we
have {
[Υ−W (χ)] dΠ(χ) = 0,
Υ−W (χ) > 0. (19)
It shows that the equal probability Schro¨dinger cat states
|ϕ〉 = (|α〉 ± |−α〉) /√2 are optimum for estimating the
lossy channel ε.
B. Composite lossy channels (separated measure-
ments)
In the following, we shall find out the optimal bases
of the input states for estimating the mixed lossy chan-
nel as we separately measure the out states exported
from composite lossy channels. The schematic diagram
is shown in Fig.1 (below part). If the estimated channel
is a mixed channel we can use possibly entangled states
as their inputs. Set the input state be ̺ = |Φ〉 〈Φ|, where
|Φ〉 ∈ H1 ⊗H2. By the Schmidt decomposition, the vec-
tor |Φ〉 is represented as
|Φ〉 = √γ |ϕ1〉 |ϕ2〉+
√
1− γ |ψ1〉 |ψ2〉 , (20)
where γ is a real number between 0 and 1, and {ϕ1, ψ1}
and {ϕ2, ψ2} are orthonormal bases of H1 = C2 and
H2 = C2. We generally set they are
|ϕi〉 = sin θ |α〉+ cos θ |−α〉 ,
|ψi〉 = cos θ |α〉 − sin θ |−α〉 . (21)
From Eq.(20) we have
̺ = |Φ〉 〈Φ| = γ |ϕ1〉 〈ϕ1| ⊗ |ϕ2〉 〈ϕ2|
+
√
γ (1− γ) |ϕ1〉 〈ψ1| ⊗ |ϕ2〉 〈ψ2|
+
√
γ (1− γ) |ψ1〉 〈ϕ1| ⊗ |ψ2〉 〈ϕ2|
+(1− γ) |ψ1〉 〈ψ1| ⊗ |ψ2〉 〈ψ2| . (22)
As the state ̺ pass through the mixed channel it becomes
̺′ = ε⊗ I (̺)
= γε (|ϕ1〉 〈ϕ1|)⊗ I (|ϕ2〉 〈ϕ2|)
+
√
γ (1− γ)ε (|ϕ1〉 〈ψ1|)⊗ I (|ϕ2〉 〈ψ2|)
+
√
γ (1− γ)ε (|ψ1〉 〈ϕ1|)⊗ I (|ψ2〉 〈ϕ2|)
+ (1− γ) ε (|ψ1〉 〈ψ1|)⊗ I (|ψ2〉 〈ψ2|) . (23)
If Bob samples the data by separate measuring the out
states from channel ε1 OR channel ε2, say channel ε1,
means
̺′1 = tr2 (̺
′) = 〈ϕ2| ̺′ |ϕ2〉+ 〈ψ2| ̺′ |ψ2〉
= γ |ϕ1〉 〈ϕ1|+ (1− γ) |ψ1〉 〈ψ1|
=
1
2
(I + kχσx sin 2θ − kσz cos 2θ) , (24)
where k = 2γ − 1. Thus,
dΠ˜ (χ) =
1
2π
(I + kχσx sin 2θ − kσz cos 2θ) dθ, (25)
and
W˜ (χ) =
1
4π
(I + kχσx sin 2θ − kσz cos 2θ) . (26)
From Eq.(13), we have
Υ˜ =
I
4π
[
1 +
1
2
k2
(
χ2 + 1
)]
. (27)
So
Υ˜− W˜ (χ)
=
1
8π
[
k2
(
χ2 + 1
)− 2kχσx sin 2θ + 2kσz cos 2θ] ,(28)
which has eigenvalues
λ˜ = k2
(
χ2 + 1
)± 2k√cos2 2θ + χ2 sin2 2θ.
(29)
It is clear that if and only if θ = ±π/4, ±3π/4 we have{ [
Υ˜− W˜ (χ)
]
dΠ˜ (χ) = 0,
Υ˜− W˜ (χ) > 0.
(30)
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Which shows that it is optimal that the equal probabil-
ity Schro¨dinger cat states |ϕ〉 = (|α〉+ |−α〉) /√2 and
|ψ〉 = (|α〉 − |−α〉) /√2 are taken as the bases of the in-
put states for the estimation of the mixed lossy channel.
Now we investigate the double lossy channel. Similarly,
we take the input state |Φ〉 as Eq.(20) and the bases as
Eq.(21). Thus, the initial state ̺ passing through the
double lossy channel becomes
̺′′ = ε⊗ ε (̺)
= γε (|ϕ1〉 〈ϕ1|)⊗ ε (|ϕ2〉 〈ϕ2|)
+
√
γ (1− γ)ε (|ϕ1〉 〈ψ1|)⊗ ε (|ϕ2〉 〈ψ2|)
+
√
γ (1− γ)ε (|ψ1〉 〈ϕ1|)⊗ ε (|ψ2〉 〈ϕ2|)
+ (1− γ) ε (|ψ1〉 〈ψ1|)⊗ ε (|ψ2〉 〈ψ2|) .
(31)
Because of
〈ϕ2| ε (|ϕ2〉 〈ϕ2|) |ϕ2〉 = 1 +
1
2
(χ− 1) sin2 2θ,
〈ϕ2| ε (|ψ2〉 〈ψ2|) |ϕ2〉 = −
1
2
(χ− 1) sin2 2θ,
〈ϕ2| ε (|ϕ2〉 〈ψ2|) |ϕ2〉 =
1
2
(χ− 1) sin 2θ cos 2θ,
〈ϕ2| ε (|ψ2〉 〈ϕ2|) |ϕ2〉 =
1
2
(χ− 1) sin 2θ cos 2θ,
(32)
and
〈ψ2| ε (|ϕ2〉 〈ϕ2|) |ψ2〉 = −
1
2
(χ− 1) sin2 2θ,
〈ψ2| ε (|ψ2〉 〈ψ2|) |ψ2〉 = 1 +
1
2
(χ− 1) sin2 2θ,
〈ψ2| ε (|ϕ2〉 〈ψ2|) |ψ2〉 = −
1
2
(χ− 1) sin 2θ cos 2θ,
〈ψ2| ε (|ψ2〉 〈ϕ2|) |ψ2〉 = −
1
2
(χ− 1) sin 2θ cos 2θ,
(33)
we have
̺′′1 = tr2 (̺
′′) = 〈ϕ2| ̺′′ |ϕ2〉+ 〈ψ2| ̺′′ |ψ2〉
= γ |ϕ1〉 〈ϕ1|+ (1− γ) |ψ1〉 〈ψ1|
=
1
2
(I + kχσx sin 2θ − kσz cos 2θ) ,
(34)
which is similar to ̺′1. So we can obtain the similar re-
sults.
C. Composite lossy channels (joint measure-
ments)
For some purposes jointly measure the output state
exported from the composite channels is needed. The
FIG. 2: Schematic diagram for estimating the composite lossy
channel where joint measurement of output states is supposed
schematic diagram of the joint measurement is shown in
Fig.2. In this case, what are the optimal bases of the
input states for estimating the composite lossy channel?
In this subsection we shall answer this question.
We use the projector Π = |Ψ〉 〈Ψ| to measure the out-
put state exported from the composite channels. Here,
we suppose
|Ψ〉 = 1√
2
(|ϕ〉 |ϕ〉+ |ψ〉 |ψ〉) . (35)
Measuring the the output state ̺′ with projector Π we
can obtain its probability as
p′ = 〈Ψ| ̺′ |Ψ〉
=
1
2
[(〈ϕ| 〈ϕ|+ 〈ψ| 〈ψ|) ̺′ (|ϕ〉 |ϕ〉+ |ψ〉 |ψ〉)]
=
1
2
{
1 +
√
γ (1− γ) [sin2 θ + 2γ (sin4 θ + cos4 θ)]} .
(36)
Similarly, measuring the output state ̺′′ with projector
Π we can obtain its probability as
p′′ = 〈Ψ| ̺′′ |Ψ〉
=
1
2
[(〈ϕ| 〈ϕ|+ 〈ψ| 〈ψ|) ̺′′ (|ϕ〉 |ϕ〉+ |ψ〉 |ψ〉)]
=
1
2
{
1 +
√
γ (1− γ) [sin2 θ + 2γ (sin4 θ + cos4 θ)]} .
(37)
It shows that when θ = ±π/4, the probabilities p′ and
p′′ take their maximum.
In this section we have obtained that the equal prob-
ability Schro¨dinger cat states are optimal for estimating
the single lossy channel and they are also the optimal
bases of input states for estimating the composite lossy
channels.
IV. SLD FISHER INFORMATION OF THE OUT-
PUT STATES OF LOSSY CHANNELS
Based on the above results, in this section we shall in-
vestigate the second problem put forward in section II,
namely, can the entangled input states improve the esti-
mation of the composite lossy channels? To accomplish
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this task we may use another method, to calculate the
SLD Fisher information of the output states of the lossy
channels. At first, we briefly review this theory. Given
a one-parameter family ρ (ς) of density operator, an es-
timator for parameter ς is represented by a Hermitian
operator T . It is shown that if the system is in the state
ρς , then the expectation Eς [T ] := TrρςT of the estima-
tor T should be identical to ς and the estimator T for the
parameter ς satisfies the quantum Crame´r-Rao inequal-
ity Vς [T ] > (Jς)
−1 , where Vς [T ] := Trρς (T − ς)2 is the
variance of estimator T, and Jς := J
(
ρς
)
:= Trρς (Lς)
2
is the quantum SLD Fisher information with Lς the sym-
metric logarithmic derivative. Here, the Hermitian oper-
ator Lς satisfies the equation
dρς
dς
=
1
2
(
Lςρς + ρςLς
)
. (38)
It is important to notice that the lower bound (Jς)
−1
in
the quantum Crame´r-Rao inequality is achievable (at lest
locally). In other words, the inverse of the SLD Fisher
information gives the ultimate limit of estimation. So in
our problem the bigger of the SLD Fisher information
is, the more accurately the estimation may be [7]. In [7]
the author has proved that the SLD Fisher information
is convex so we only need to investigate the pure state
inputs. In the following we will calculate the SLD Fisher
information of output states for above three lossy chan-
nels.
A. Optimal inputs cases
In the previous section we obtain that the equal proba-
bility Schro¨dinger cat states are the optimal input states
for estimating the single lossy channel, and they are also
the optimal bases of the input states for estimating the
composite channels. In the following we calculate the
SLD Fisher information of the output state for above
three lossy channels by use of optimal input states or
optimal bases of the input states.
At first, we calculate the SLD Fisher information of
single lossy channel when the input state is ρ = |ϕ〉 〈ϕ| .
In this problem, the parameter ς in above formulas is χ
in the output states of lossy channels. From Eq.(9) we
have
dρ′
dχ
=
(
0 − |α|2 τχ
− |α|2 τχ 0
)
, (39)
and
Lχ =
2 |α|2 χ
1− χ2
(
χ −1
−1 χ
)
. (40)
So we can easily calculate the SLD Fisher information of
output state ρ′ as
Jεχ
∣∣
θ=pi
4
=
4 |α|4 τ2e−4|α|2ητ
1− e−4|α|2ητ . (41)
Secondly, we calculate the SLD Fisher information of
the mixed lossy channel by using the input state ̺ =
|Φ〉 〈Φ| (see Eq.(20)). Here
|ϕ1〉 = |ϕ2〉 =
1√
2
(|α〉+ |−α〉) ,
|ψ1〉 = |ψ2〉 =
1√
2
(|α〉 − |−α〉) . (42)
Thus, we have
ρ′χ
∣∣
θ=pi
4
= ε⊗ I (̺) = 1
4


u w wχ uχ
w v vχ wχ
wχ vχ v w
uχ wχ w u

 , (43)
where u = 1 + 2
√
γ (1− γ), v = 1 − 2
√
γ (1− γ), w =
2γ − 1. Here, the expression of Hermitian operator Lχ
is too complex, we do not give it. Fortunately, by using
Eq.(43) we can obtain a simple expression of its SLD
Fisher information as
Jε⊗Iχ
∣∣
θ=pi
4
=
4 |α|4 τ2e−4|α|2ητ
1− e−4|α|2ητ . (44)
It is shown that the SLD Fisher information of mixed
channel do not vary with the changing of the entangle-
ment degree of input state, namely, it does not vary with
γ′s changing. The SLD Fisher information of mixed lossy
channel is accurately equal to one of one-shot single lossy
channel. It means that when we take the equal proba-
bility Schro¨dinger cat states as the bases the entangled
input states the estimation of the mixed lossy channel
can not be improved.
Thirdly, we investigate the double lossy channel. By
using the input state ̺ = |Φ〉 〈Φ| we have the output
state as
̺′′χ
∣∣
θ=pi/4 = ε⊗ ε (̺)
=


1+2A
4
χB
4
χB
4
χ2(2A+1)
4
χB
4
1−2A
4
χ2(1−2A)
4
χB
4
χB
4
χ2(1−2A)
4
1−2A
4
χB
4
χ2(2A−1)
4
χB
4
χB
4
1+2A
4

 ,
(45)
where, A =
√
γ (1− γ), B = 2γ − 1. By using the
̺′′χ
∣∣
θ=pi/4 we can calculate its SLD Fisher information
Jε⊗εχ
∣∣
θ=pi/4 . But the expression of J
ε⊗ε
χ
∣∣
θ=pi/4 is too
complex and too long. Here, we do not give it, too. We
plot the Jε⊗εχ
∣∣
θ=pi/4 with γ and time τ as Fig.3 where
η = 0.25 and |α| = 3. From Fig.3, we see that when we
take the equal probability Schro¨dinger cat states as the
bases of the input states, the entangled inputs can not
improve the estimation of the double lossy channel, too.
Before we end this subsection we analytically investi-
gate two kinds of specific cases. Namely, we calculate the
SLD Fisher information of output state of double lossy
channel when the input states are product state and max-
imally entangled state where optimal bases is still held.
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FIG. 3: SLD Fisher information Jε⊗εχ
∣∣
θ=pi/4 of double lossy
channel with γ and time τ , where |α| = 3, η = 0.25.
When the input state is a product state, namely, γ = 0
or γ = 1, the density operator of the output state is
̺′′χ
∣∣∣∣γ=0,1
θ=pi/4
= ε⊗ ε (̺) = 1
4


1 ±χ ±χ χ2
±χ 1 χ2 ±χ
±χ χ2 1 ±χ
χ2 ±χ ±χ 1

 , (46)
where “+” denotes a product state of γ = 1, and “-”
denotes a product state of γ = 0. Thus, we have
Lε⊗εχ
∣∣∣∣γ=0,1
θ=pi/4
=
2 |α|2 τχ
1− χ2


2χ 1 1 0
1 2χ 0 1
1 0 2χ 1
0 1 1 2χ

 . (47)
So when the input state is the product state, the SLD
Fisher information of double lossy channel is
Jε⊗εχ
∣∣∣∣γ=0,1
θ=pi
4
=
8 |α|4 τ2e−4|α|2ητ
1− e−4|α|2ητ . (48)
This result is reasonable, because γ = 0 or γ = 1 and
ε ⊗ ε (̺) is correspond to the input of product state of
two-shot single lossy channel and the result Eq.(48) is
just the two times of the SLD Fisher information of single
lossy channel.
When we set γ = 12 the input state |Φ〉 is the maximally
entangled state and we can obtain
̺′′χ
∣∣∣∣∣γ=1/2θ=pi/4 = ε⊗ ε (ρ) =


1
2 0 0
1
2χ
2
0 0 0 0
0 0 0 0
1
2χ
2 0 0 12

 , (49)
and
Lε⊗ε
∣∣∣∣∣γ=1/2θ=pi/4 =
4 |α|2 τχ2
1− χ4


χ2 0 0 −1
0 L′22 L
′
23 0
0 L′32 L
′
33 0
−1 0 0 χ2

 , (50)
where L′22, L
′
23, L
′
32, and L
′
33 are uncertain ma-
trix elements. Fortunately, by using the uncertain
Lε⊗ε
∣∣
γ=1/2,θ=pi/4 , we can calculate the SLD Fisher in-
formation as
Jε⊗εχ
∣∣∣∣∣γ=1/2θ=pi/4 =
16 |α|4 τ2e−8|α|2ητ
1− e−8|α|2ητ . (51)
This is the SLD Fisher information of channel ε⊗ε when
the input state is the maximally entangled state. A nu-
merical work shows that Jε⊗εχ
∣∣
γ=1/2,θ=pi/4 is less than
Jε⊗εχ
∣∣
γ=0or1,θ=pi/4 for |α| > 1.
In this subsection we obtained that when we take the
equal probability Schro¨dinger cat states as the bases of
the input states the entangled input states can not im-
prove the estimation of composite lossy channels.
B. Non-optimal inputs cases
In this subsection, we discuss another case. When the
input states are some non-optimal states, namely, when
θ 6= π/4 in the input states, whether the entangled inputs
are better than the non entangled inputs for estimating
these composite lossy channels? In the following, we only
discuss the cases of θ = 0, π/2. Thus, In this cases the
input state Eq.(20) becomes
|Φ〉 = √γ |α〉 |α〉+
√
1− γ |−α〉 |−α〉 . (52)
For the mixed channel, the output state is
̺′χ
∣∣∣∣ θ=0,
θ=pi/2
=


γ 0 0
√
γ (1− γ)
0 0 0 0
0 0 0 0√
γ (1− γ) 0 0 1− γ

 . (53)
Thus we can calculate the SLD Fisher information of
̺′χ
∣∣
θ=0,θ=pi/2
as
Jε⊗Iχ
∣∣∣∣∣ θ=0,
θ=pi/2
=
16γ (γ − 1)χ4τ2 |α|4
4γ (1− γ) γ4 + (8γ2 − 8γ + 1) γ2 − (2γ − 1)2 .
(54)
Here, we do not give out the SLD operator for its very
complex. Similarly, we can obtain the output state of the
double lossy channel as
̺′′χ
∣∣∣∣∣ θ=0,
θ=pi/2
=


γ 0 0
√
γ (1− γ)χ2
0 0 0 0
0 0 0 0√
γ (1− γ)χ2 0 0 1− γ

 .
(55)
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Its SLD Fisher information is
Jε⊗εχ
∣∣∣∣∣ θ=0,
θ=pi/2
=
64γ (γ − 1)χ8τ2 |α|4
4γ (1− γ)χ4 + (8γ2 − 8γ + 1)χ2 − (2γ − 1)2 .
(56)
Here, we also do not give the the SLD operator for its very
complex. From Eqs.(55), (56) we can easily obtain that
Jε⊗Iχ
∣∣
θ=0,θ=pi/2
and Jε⊗εχ
∣∣
θ=0,θ=pi/2
take their maximum
at γ = 1/2 (see Figs.4 and 5), which shows that when
the bases of input states are not optimal bases( equal
probability Schro¨dinger cat states) the entangled input
states may improve the estimation of the composite lossy
channels.
FIG. 4: SLD Fisher information Jε⊗Iχ
∣∣
θ=0,θ=pi/2 of mixed
lossy channel with γ and time τ, where η = 0.25, α = 3.
FIG. 5: SLD Fisher information Jε⊗εχ
∣∣
θ=0,θ=pi/2 of double
lossy channel with γ and time τ , where η = 0.25, α = 3.
V. CONCLUSIONS
In this paper, we have discussed two corresponding
problems to estimating quantum lossy channels. Firstly,
we have investigated what the optimal input states is for
estimating the single lossy channel and what the best
bases are of the input states for estimating the compos-
ite lossy channels. We obtain that the equal probability
Schro¨dinger cat states are the optimal input states for
estimating the single lossy channel and they are also the
optimal bases of input states for estimating the compos-
ite lossy channels. Secondly, we have investigated that
whether the entangled input states can improve the esti-
mation of the quantum lossy channels. By calculating the
SLD Fisher information of the output states we obtained
that when we take the equal probability Schro¨dinger
states as the bases of the input states the entangled input
states can not improve the estimation of the composite
channel, however when we take the coherent states |±α〉
instead of the equal probability Schro¨dinger cat states
as the bases, the maximally entangled input states can
improve the estimation of the composite lossy channels.
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