Recently, the study of time series turned the attention to the ones having pendencia. Apresentamos urn estudo de simulac;ao para estimadores de d'" com metodos semiparametricos e parametricos e diferentes tamanhos amostrais. A metodologia e aplicada para a serie temporal "UK long interest gilts" .
Introduction.
Persistency, or long memory, in a time series is the presence of significative dependence between observations apart for a long period of time. This characteristic has been observed in time series in differ ent fields such as meteorology, astronomy, hidrology and economics (see Beran (1994) and Hosking (1981 and 1984) for more details).
Persistency may be characterized, a) in time domain, by the autocorrelation function Pk decaying hy perbolically to zero, that is, Pk � k 2d-1 when k --t 00.
b) in frequency domain, by the spectral density function f x ( . ) being unbounded when the frequency is near zero, that is, fx(w) � w-2d when w --t o.
The contribution due to Geweke and Porter-Hudak (1983) , intro ducing the GPH estimator, was very important giving rise to several other works, and presenting a proof for the asymptotic properties only when d E (-0.5,0.0). Reisen (1994) proposed a modified form of the regression method based on a smoothed version of the pe riodogram function obtaining the SPR estimator. Robinson (1994 Robinson ( , 1995 , making use of mild modifications on GPH, deals simultane ously with d E (-0.5,0.0) and d E (0.0,0.5) proving the asymptotic properties for this new estimator, denoted here by GPHt. Hurvich and Deo (1999) and also Robinson (1994) addressed the problem of selecting the number of frequencies that must be used in the lin ear regression model for estimating the differencing parameter in the stationary case. Fox and Taqqu (1986) have considered an approx imated maximum likelihood procedure to estimate the parameter, denoted here by FT. They adapted the approach by Whittle (1951) , introduced for weakly dependent random variables. Fox and Taqqu (1986) and Dahlhaus (1989) have shown that the maximum likeli hood estimates of the ARF I M A(p, d, q) model are asymptotically unbiased. Yajima (1985) discusses estimation associated with the long memory time series considering the maximum likelihood and least squares estimators. Cheung (1993) , using Monte Carlo meth ods, examines the small sample properties of tests for the memory parameter. The papers by Yajima (1985) and Cheung (1993) dis cussed the estimation and tests for the memory parameter in the stationary case. Liu (1998) studied the asymptotic theory of non-stationary ARF 1M A process with special attention to the unit root KPSS test. Velasco (1999) showed that it is possible to estimate consistently the memory of non-stationary and non-invertible processes using meth ods of log-periodogram designed for stationary cases. Hurvich and Ray (1995) considered the asymptotic character istics of the periodogram ordinates for cases when d 2': 0.5 and d :S -0.5. They found that the periodogram of a non-stationary or non-invertible fractionally integrated process at the j-th Fourier frequency Wj = 2�j, where n is the sample size, has an asymptotic relative bias depending on j. They examined the impact of the pe riodogram bias only on the GPH estimator in finite samples.
The main goal of this paper is to evaluate estimators of the degree of differencing d in the case where the stochastic processes are non-stationary, that is, when d > 0.5.
In Section 2 we summarize the properties of the ARFIMA (p, d,q) process, for d E (-0.5,0.5). In Section 3 the estimation methods are presented and Section 4 gives the non-stationary pro cesses. Section 5 presents simulation results and the application is in Section 6. Conclusions and future work are given in Section 7.
2. The ARFIMA (p, d, q ) process.
DEFINITION 1: Let {Et hEZ be the white noise process with zero mean and variance 0"; > 0, 8 the backward-shift operator, that is, 8Xt = Xt -1, <1>(8) and 8(8) polynomials of orders p and q, respectively, given by
and where rPi, 1 ::; i ::; p, and e j, 1 ::; j ::; q, are real constants. If {Xt hEZ is a linear process given by 
is an autoregressive moving average process ARMA(p, q).
If d E (-0.5,0.5) then the process {Xt hEZ is stationary and invertible and its spectral density function is given by it is level-reverting in the sense that there is no long-run impact of an innovation on the value of the process (see Cheung and Lai (1993) and Wu and Crato (1995) ). The level-reversion property no longer holds when d :::: : 1. If d S -0.5 the ARFIMA process is non invertible. The reader can find more properties of the stationary ARFIMA(p, d, q) process in Hosking (1981) .
Estimates of the differencing parameter.
We now summarize some methods for the estimation of d: the re gression methods using the periodogram function and the smoothed version of the periodogram function; the regression method using the modifications suggested by Robinson (1995) and the approximated maximum likelihood estimator of the differencing parameter using the approach suggested by Whittle (1951) .
ESTIMATOR GPH
Consider the set of harmonic frequencies W j = �, j = 0, 1, ... , [n/2]' where n is the sample size and [xl means the integer part of x. By taking the logarithm of the spectral density function Jx(-) and adding In Ju(O) and InI(wj) to both sides of the expression (2.2) we have
where I(·) is the periodogram function.
The estimator of d is given by GPH= " g (n ) (
where g(n) = n"', 0 < a < 1 (see Geweke and Porter-Hudak (1983) ), Y j = InI(wj), X j = In{2 sin(wj/2) } 2 and x = g( � ) Lj� n { X j.
ESTIMATOR SPR
The regression estimator SPR is obtained by replacing the spec tral density function in the expression (3 . 1) by the smoothed peri odogram function, [s(·), with the Parzen lag window. Reisen (1994) shows that SPR is obtained by the same expression as in (3.2), where now Yj = In[s(Wj) , for j = 1,··· ,g(n). The value of g(n) is choosen as in the CPR method. The effect of different truncation points in the Parzen window is also investigated here for this estimator.
ESTIMATOR GPHt
This estimator regresses In {J(Wj)} on In {2 sin(wjj2)}2, for
, where 1 is the lower truncation point. In the asymptotic theory both 1 and g(n) tend to infinity with n, but more slowly, while g i n ) goes to zero. Details of this method may be found in Robinson (1995) .
ESTIMATOR FT
This estimator involves the function 1 11" I(w)
where [x(· ; 7]) is the espectral density function of the {X t}tEZ, and 7] denote the vector of unknown parameters. The FT estimator is the value of 7] which minimizes the function Q( . ). When we are dealing with p = 0 = q, 7] is given only by the parameter d. For computational purposes, the function is an approximation of Q( . ), where Wj are the Fourier frequencies, for j = 1,···, n -1. More details of this estimator can be found in Fox and Taqqu (1986) . For general ARFIMA(p, d,q) Gaussian processes, Dahlhaus (1989) has shown that the maximum likelihood estimator of d is strongly consistent, asymptotically normally dis tributed and asymptotically efficient in the Fisher sense. We use Fortran (IMSL) subroutines for simulations and estimations results.
Estimation of the degree of differencing in non-stationary
The ARF I M A(p, d*, q) processes were simulated including the autoregressive and moving average components in the {Xt }tEZ pro cesses.
Observe that the process {Xt }tEZ doesn't have spectral density function, since it is not a stationary one. Nevertheless, we shall see that in the non-stationary case, the function f x ( . ) given by a similar expression as (2.2), plays the role usually played by the spectral density function in determining some of the statistical properties of the periodogram function (more details can be found in Hurvich and Ray (1995) ).
Simulations.
In this simulation exercise we consider ARFIMA(p,d*,q) pro cesses for both situations when p = 0 = q and when p =I 0 or q =I O. The results were obtained by time series with n = 2m observations, where m = 8,9,10, over 2,000 replications. In Ta bles 5.1 to 5.4, one finds the values of the mean, the standard deviation and the mean squared error for GPH, SPR, GPHt and FT estimators. The smallest mean squared error value among all estimation methods is in bolded face character.
The results were obtained considering f3 = 0.9 in the truncation point for the smoothed periodogram function in the SPR estimator, as suggested by Reisen (1994) . For GPH and SPR estimators we consider g(n) = nO< = nO.5. For the GPHt estimator we consider two different limits for g(n): for GPHt(I), we consider 0<1 = 0.6 and for GPHt(2), 0<2 = 0.7. In both cases, the lower truncation point was taken l = 2.
In Tables 5.1 and 5.2 we consider the estimation of d* E {0.6, 0.8, 1.0, 1.45}. Other values of d* were also considered but are not presented here to conceive space and the results can be requested.
For the case when d* E (0.5,1.0), see Table 5 .1, all estimators present good results, in the sense of minimizing the bias and the mean squared error values, where FT is the best estimator followed by GPHt(2). We believe that the reason for GPHt(2) outperforming the others estimators (among the class of regression estimators) is because more frequencies are involved in the regression equation used to obtain it. The SPR estimator has better performance than GPH in terms of small mean squared error value, which is expected, since SPR uses the smoothed periodogram function to estimate the spec tral density function. As n increases the estimators get even better.
Except for the SPR estimator, all methods tend to overestimate the true parameter.
The value d* = 1.0 is exactly the frontier between level and no level-reversion properties. The results indicate that all methods perform reasonable well, are very competitive and underestimate d* (see Table 5 .2, d* = La).
For the case d* > La, since the level-reversion property does not hold all estimators perform poorly. They are strongly biased with large mean squared error values compared with the case when d* < 1.0 (see Table 5 .2, d* = 1.45). To overcome this, one idea is to apply first difference to the process and then to reestimate d. As investigated by Hurvich and Ray (1995) the GPH estimator is not, in general, invariant under first difference.
The estimated J: based on the original data is not, in general, equal to one plus the estimated d based on the differenced data. However, this property still remains to be investigated for other fractional pa rameter estimators and this is the subject of our forthcoming paper.
For the SPR estimator we also investigated the effect of the trun cation point in the Parzen lag window, m = n f3 , when fJ = 0.8. The estimation of d* generates smaller mean squared error values, but greater standard deviation compared with the results obtained when fJ = 0.9. We also considered fJ = 0.7 but the results obtained were not better than those when fJ E {0.8, 0.9}. For the sake of brevity we do not present here these simulations. An extensive simulation study is in Olbermann (1998) and the results are available upon request.
For the GPHt estimator we observed that, for fixed g(n), as I increases the standard deviation and mean squared error values also increase. However, as n gets large, the use of I = 1 or I = 2 does not make significative changes in terms of the mean squared error values. We also consider I = 3, 4 in the GPHt estimator but the results are worse compared with I = 1, 2 (these results are available upon request). This may be explained by the fact that when 1= 3, 4 one is using the initial frequency for this estimator away from the zero frequency where the long memory property holds.
Estimation in ARFIMA(p,d*,q)
In the case where p # 0 or q # 0 we have conducted several simulations for different sizes of n, for different orders p and q and different values of d*, but we present here only some cases. Other re sults are available upon request. In Table 5 .3 we present the results for ARF I M A(l, 0.8, 0), where </> E {-0.6, -0.2, 0.2, 0.6} and n = 256, 1024. In Table 5 .4 we present the results for ARFIMA(O, 0.8, 1),
where e E {-0.6, -0.2, 0.2, 0.6} and the same values for n. In the FT method, the parameters of the processes are estimated simulta neously by using BCONF subroutine in the IMSL library. For the semiparametric methods, the short-run parameters are estimated us ing the NSLSE subroutine after the series being differentiated by For the ARFIMA(1,0.8,1) model (see Table 5 .5) the bias in the short-run parameters, in some situations, is markedly more se vere and it depends on the AR and MA parameter values. The bi ases in the fractional parameter for the semiparametric methods are relatively small for ¢ = -0.6 compared with ¢ = 0.2 for the combi nation of e values considered. The method FT always overestimates the fractional parameter while in the semiparametric methods the overestimation and underestimation occur for negative and positive ¢ values, respectively.
Application.
The methodology is applied to the data UK long interest gilts: yield on 20 year UK gilts, quarterly, from quarter 1 in 1952 to quar ter 4 in 1988 (148 observations). This time series is presented and analyzed by Mills (1997) with special interest in unit root tests. The time series, its sample autocorrelation and periodogram functions are shown in Mills (1997) . Clearly, this data exhibits non-stationary behaviour. The unit root test presented in Mills (1997) provides no evidence against the hypothesis that the time series contains a single unit root. However, the sample autocorrelation function shows a slow decay, leading us to suspect non-stationary long memory property.
In Table 6 .1 we present the value of the diff erent estimators studied in Section 3, its standard deviation, the number of regres sors g( n) for each regression method and the t-statistic test value under the null hypothesis Ho : d* = 1.0 against the alternative hy pothesis HI : d* < 1.0. The t-statistic test is obtained from the ratio (:(J�;)' where O"(d*) is the asymptotic standard deviation of d*. From the results given in this table, when we compare the t statistic test value for each method with the normal distribution, we observe that all estimators are very close to 1 and its suggests that the adequated model is ARFIMA (O, 1,0) , in accordance with the unit root test presented in Mills (1997) . To end this analysis the forecasting accuracy was performed by computing the mean squared error value of 5-step prediction (MSE(5)) of the time series from the origin n = 135. The MSE(5) values are not relatively differ ent and this was expected since the estimates of d* are very similar for all methods considered and the orders of the models are all the same. However, the use of the GPH or SPR methods makes a small forecasting gain compared with the other estimators. When the differencing parameter d* is in the interval (0.5,1.0) the analyzed estimators behaved better than when d* E (1.0, 1.5).
In the non-stationary case with no level-reversion property, that is, when d* E (1.0, 1.5), we observe that all different estimators for the differencing parameter underestimate it. This was also reported by Hurvich and Ray (1995) for the estimators GPH and GPH with tapered data.
We also study the impact of the autoregressive and moving av erage components over the degree of differencing estimators.
The time series UK long interest gilts was analyzed as an exam ple and the results indicate that this time series may belongs to the class of ARFIMA(O, 1,0) processes.
Studies when the innovations are non Gaussian distributed re main to be done and we will also consider others estimators for the long memory parameter.
