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Abstract
The mechanism of phonon scattering by precipitates in metal 
alloys was investigated by lattice thermal conductivity measurements, 
at low temperatures, of age hardened Al-Zn-Mg, Al-CU-Mg and Cu-Co 
alloys. Electrical resistivity measurements in the same temperature 
range enabled the electronic contribution to the thermal conductivity 
to be deduced by employing the Wiedemann-Franz lav;; this procedure 
was shown to be acceptable, within experimental accuracy, even for 
the Cu-Co system which exhibited an anomalous minimum in the 
electrical resistivity results.
An electron microscopic investigation of the aluminium alloys 
was carried out to examine the dislocation and precipitate 
distributions in the aged specimens, and to correlate them with 
the thermal conductivity results. The formation and growth of 
the precipitates in the Cu-Co specimens were followed by magnetic 
measurements, utilizing the superparamagnetic behaviour shovm by 
this system in the aged condition.
A theoretical model, based on a transport scattering cross-section 
derived for a spherical elastic inclusion embedded in an isotropic 
elastic continuum, provided reasonable agreement with the experimental 
results obtained for the copper-cobalt alloy.
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Notes
Tables, diagrams, graphs and photographs will be found at 
the end of the relevant chapters.
To facilitate the comparison of the shapes of individual 
curves a number of the graphs exhibiting experimental and 
theoretical results are plotted with displaced origins, of the 
ordinate axes, for each set of data. The scale of the axis 
is the same for each curve and is indicated. The numbers 
indicate the value at which the dotted horizontal line inter­
sects the appropriate curve.
Throughout the thesis reference is made to particular specimens 
by a nomenclature related to their ageing treatment, as indi­
cated in table (2.1). The composition of the specimen material 
is given iin table (3.1).
CHAPTER ONE
Thermal Conductivity: An introduction and an experimental review.
1.1 Introduction.
The thermal conductivity of non-metals and the phonon contribution 
to the thermal conductivity of metals at low temperatures are sensitive 
to the types and concentrations of lattice defects. The temperature 
dependence of the thermal resistance due to these defects is governed 
by the frequency dependence of their scattering cross-sections for 
phonons. Combined with a knowledge of the frequency dependences of 
the cross-sections of various lattice defects a study of thermal 
resistivity can yield information about the principal defect structures 
present in a material.
Charsley, Salter and Leaver Ackerman and Klemens and
(3)Kusunoki and Suzuki have, in recent years, investigated the 
dislocation-phonon interaction in work hardened copper-aluminium alloys. 
However it has not been conclusively shown that either the static strain 
field model of dislocation-phonon scattering or the dislocation flutter 
model suggested by Kusunoki and Suzuki, can adequately explain the 
observed experimental results and consequently the dominant scattering 
process in this interaction remains undetermined. This controversy
prompted the initial intentions of this research. With a view to
assessing the validity of the strain field theory an alternative system 
which had a well defined homogeneous static strain field distribution, 
thereby obviating the possibility of a flutter model, was sought.
A precipitate distribution appeared, at first sight, to afford the
answer. By a carefully controlled variation of the defect 
distributions and the strains associated with them it was hoped a 
better understanding of strain field-phonon interaction may be obtained 
thereby illuminating the mechanism of dislocation-phonon scattering. 
Initial investigations revealed, however, that at that time there was 
insufficient data available regarding precipation processes to enable 
accuarately controlled experiments, of the type outlined, to be 
performed. Another contributory obstacle to this project was the 
unknown effect the precipitation alone, in the absence of strain fields, 
would have on the thermal conductivity and it was this problem, 
primarily, that formed the basis of the research described in this 
thesis.
This was a particularly relevant topic for investigation since 
one of the surprising observations of Charsley et al. was the apparent 
dependence of the dislocation-phonon scattering power upon both solute 
type and concentration. An explanation for this has been suggested 
to lie with the formation of Cottrell atmospheres at dislocations, 
resulting in a modulation of the solute concentration in the alloy.
Thermal conductivity measurements were made on alloys containing 
pre-precipitation and early precipitate defect distributions. These 
systems exhibited similar modes of solute segregation to those already 
mentioned with the exception that there were only small associated 
strain fields.
1.2 Thermal Conductivity Components
In a metal the total thermal flux is the sum of the fluxes 
carried independently by the conduction electrons and the lattice.
The total thermal conductivity9 K 9 may thus be written as the sum of 
the electronic thermal conductivity9 and the lattice thermal 
conductivity9
K = K + K (1.1)e g
For relatively pure metals in the non-superconducting state the
electronic contribution to the thermal conductivity greatly exceeds the
lattice contribution and the accuracy of present experimental
techniques does not permit an examination of the small lattice
component at low temperatures. To enable such a study to be made the
electronic contribution must be reduced to be comparable with the
lattice component and this may be achieved in one of three ways3
(a) by the application of a magnetic field3 (b) by alloying3 which9
while reducing the electron mean free path9 does not greatly affect
the lattice conductivity contribution or (c) by limiting measurements
TG •
to superconductors in the temperature region below where T is theo c
superconducting transition temperature9 when the electron-phonon 
interaction becomes negligible and the electrons carry no thermal 
current. Though the experimental results of the last method yield 
agreement with those of dielectric crystals [Montgomery the field
of study is severely restricted by the superconducting requirement.
The mechanism of magnetoresistivity9 and its effect on K 9 though 
extensively studied are neither quantitatively nor qualitatively well 
understood and consequently the method generally employed in the 
reduction of K is that of alloying.
1.3 Electronic Thermal Conductivity.
The electronic contribution to the thermal conductivity is 
generally deduced by invoking Wiedemann-Franz law which relates Kg and 
the electrical resistivity, p, at low temperatures by
K = —  (1.2)
e p
where L is the Lorentz ratio and T the absolute temperature.
Theory predicts that the law holds when the scattering of 
electrons is elastic, inelastic scattering of electrons would give rise 
to a temperature dependent electrical resistivity. Below about 10°K 
experimental evidence shows that in the ordinary metals and alloys the 
electrical resistivity approaches a value pQ , termed the residual 
resistivity3 and is constant to within a fraction of a percent, 
[Lindenfeld and Pennebaker Jericho ^^3 thereby validating the
application of equation (2 .1 ) in the derivation of K^.
However in the case of many noble metals containing transition 
metals as solute the electrical resistivity is observed not to approach 
a residual value as the temperature decreases, but to pass through a 
minimum and subsequently, (depending on solute concentration) a
(7)
maximum. This behaviour has been discussed theoretically by Kondo 
after whom the phenomenon is named. Such alloys have been observed 
to exhibit anomalies in their thermal conductivities below about 5°K 
[Chari and De Nobel Chari The explanation for these
effects was believed to be inelastic scattering of conduction electrons 
from the magnetic impurity atoms resulting in deviations from the 
Wiedemann-Franz law. Malm and Woods however, while working on
alloys of similar manganese impurity content in silver to those
employed by Chari did not observe an anomalous behaviour in the thermal
(12 )
conductivity below 5 K. Recent results of Garbarino and Reynolds 
on alloys of gold and iron, over a range of impurity concentrations 
which exhibit the Kondo behaviour9 show fractional changes in the 
electronic thermal conductivity which were the same as the fractional 
changes observed in the electrical resistivity. This suggests that 
the impurity scattering of the conduction electrons was predominantly 
elastic and the Wiedemann-Franz law was applicable.
The electrical resistivity minimum and the applicability of 
equation (2) will be discussed further in Chapter 5.
l.M- Lattice Thermal Conductivity.
By subtracting the electronic thermal conductivity3 derived 
from the electrical resistivity measurements, from the overall 
measured thermal conductivity the lattice thermal conductivity may 
be deduced from the expression
K = K - —  (1.3)
g P
From the theoretical aspect lattice thermal conductivity has
been the subject of a great deal of discussion. Review articles
(13) (m)by Klemens and Carruthers deal with the subject in detail
and what follows is a much simplified approach to the problem.
Klemens showed that a temperature gradient present in a material 
perturbs the phonon distribution and scattering processes tend to 
restore the equilibrium distribution. The balance of these two
mechanisms causes a steady state non-equilibrium distribution and a 
resultant heat current which defines the lattice thermal conductivity.
By defining the average number of phonons in a group of modes 
about q as N(q) and assuming that N(q) is a function of position,, 
since the temperature T varies with position9 the drift of phonons 
will cause N(q) at any point to vary with the time as
■jM°
■v. grad N = -(v.VT) ~r (1.4)
jVT
where v is the phonon group velocity and N° is the average number of 
phonons in a mode of frequency uj given by
N°
(exp (Htj/kT - 1)
where 27rtl is Planck's constant and k Boltzmanns constant.
The phonon scattering processes arising from anharmonicities 
and lattice defects tend to bring the phonon distribution to equilibrium. 
The rate of change of N(q) due to these processes may be characterized 
by a relaxation time *r(q) so that if N = N° + n where n is the 
deviation from equilibrium
dN
dt
- n(<l) (1.5)
xTqT
Scatt.
In the steady state the net rate of change of N(q) is zero3 so 
the steady state deviation from equilibrium is obtained by equating 
the sum of equations (1.4) and (1.5) to zero> thus
The heat current is given by
Q = I v4i bi N(q) (1.6)
q
In equilibrium the heat current is zero, thus we replace 
N(q) with n(q) in equation(1.6)and by dividing by -VT the 
expression for the lattice thermal conductivity may be written 
as
K = - ™  = I (v.t)2x(q)c(q) (1.7)
q
where t is a unit vector in the direction of VT and Q. and 
c(q) = iiu) is the contribution of the mode q to the 
specific heat.
By defining a phonon mean free path l(q) = vx(q) equation 
(1.7) takes on the form of the thermal conductivity derived 
in the kinetic theory of gases.
Thus to obtain an expression for the lattice thermal 
conductivity in addition to the knowledge of the relevant 
relaxation times2 an expression for the specific heat is also 
required. Since theories of relaxation times are only very 
approximate little is to be gained by using a complex theoretical 
expression for the specific heat. At low temperatures the Debye 
approximation suffices.
If c(u))da) is the contribution to the specific heat per unit 
volume from all modes in the frequency range w to co+dw
t3 5l_ xlfex 
kt (ex-l)2
0) < 0)
D
0 0) > w,D
where x ritO= kT s ^  Debye frequency ,0^  the Debye temperature and
G is a constant.
Thus in the low temperature limit equation (1.7) may be written
various scattering mechanisms which limit the frequency dependent 
phonon mean free path.
the scattering of phonons by the conduction electrons and by lattice 
imperfections such as point defects, dislocations, colloids and 
crystal boundaries. At somewhat higher temperatures phonons 
interact with one another through the small anharmonic components of 
the lattice forces. Klemens has tabulated the expected frequency 
dependences of the phonon mean free paths resulting from these 
various scattering mechanisms, along with the corresponding value 
of n 3 giving the anticipated temperature dependences of the different 
thermal resistivity process.
rQ,JL
^ x4ex 1( 03) dxK cc t3
g
(ex-l)2
(1.8)
0
where n takes on different values for theand more generally K « T
The principal interaction encountered at low temperatures are
It is usually assumed that the total lattice thermal
resistivity, W , defined by W = t-- , is simply the sum of the 
g g Kg
individual thermal resistivities due to the various scattering
mechanisms i.e. W = 7 W. = 7 rr- where i refers to the different
g h 1 h K.° 1 1 1
interactions. (Carruthers comments, however, that this is not a
very sound assumption for all cases).
Thus armed with the knowledge of the frequency dependences of 
particular scattering mechanisms thermal conductivity measurements 
can, in principle, reveal the nature of the defect structure intrinsic 
to a material. Likewise an independent assessment of the defect 
structure of a material combined with a measure of the thermal 
conductivity enables a study of the defect-phonon scattering 
mechanisms, and a comparison with theoretically predicted results, 
to be made.
The interactions which are of particular interest to this 
research are electron-phonon, dislocation-phonon, precipitate-phonon 
and boundary-phonon scattering and these will be discussed in the 
following reviews. Suffice it to say that other phonon scattering 
mechanisms are of secondary importance in this research and will only 
briefly be mentioned; full coverage of these mechanisms is given in 
the reviews already mentioned.
1.4.1 Electron-Phonon Interaction
(15)
Makinson calculated the lattice thermal resistivity due
to the scattering of phonons by the electrons, W , and suggested thatep
While the temperature dependence was experimentally observed
to be correct for a number of alloys the estimate of B was too high,
estimated the value of B “ 1 to be 720 cm °K3 W” 1 for
ep
Klemens
copper from ideal electronic thermal conductivity data and though
this value agreed with the experimental results the theory did not
reflect the concentration dependence of W .
ep
A criterion for the validity of the Makinson approach was that
the product of the phonon wave numberP q 3 and the electron mean free
(17)
path* 1q3 should be greater than unity. Pippard derived an
expression for the phonon mean free path, 1^* for electron-phonon 
scattering which did not depend on the validity of this criterion.
His theory was developed to describe ultrasonic attenuation in metals 
and leads to expressions for the attenuation coefficients of 
longitudinal transverse sound waves as functions of q lg .
Lindenfeld and Pennebaker
(18) used the reciprocals of the
expressions for the attenuation coefficients for 1 on the Pippard 
model in the Callaway expression (equation (1.8)) and derived the 
thermal conductivity for electron-phonon scattering. By assuming 
that the longitudinal and transverse modes could be dealt with 
independently they showed that their theoretical results lay on a
universal curve of
K ] r yJL T1
KtLo
t -
e^ plotted against Tl^ where was
defined by the solvent parameters. Since 1^ is inversely
proportional to p the plot is similar to g
KLo ITPJ
VS
/ \ 
T
and a
graph of this kind is exhibited in Figure (1.1) with copper as the
solvent defining K^.
(18)Measurements on numerous annealed copper alloys3 when
plotted on this graph3 show reasonable agreement with the theory3 
Tthough as —  increases the experimental data falls below the theoretical 
curve. This deviation probably arises from the theoretical assumption 
of complete independence of the modes9 whereas some mixing of the 
modes is likely at high temperatures. Anharmonicity and departures 
from sphericity of the Fermi surface may also account for some of the 
differences between theory and experiment.
Though Figure (1.1) refers to copper it may be applied to other 
solvents if scaling factors of the form
n
RT 0,
Q©<
1
a 0d h 24 b l
b x m  Di
K
and
are applied to the —  and -=&■ axes respectively; where
p i p
b is the valence9 n the number of atoms per unit volume9 ©^ the Debye 
temperature and A the atomic weight of copper and bi5 nj3 © ^  and Ai
(19)
are the corresponding parameters for the alternative solvent.
By employing such scaling factors the results of Zimmerman 
on silver-antimony alloys9 and Sladek on indium-thallium alloys
show good agreement with the copper alloy results and suggest that 
W « T"111 where m is weakly dependent on temperature. At low 
temperatures and relatively high electrical resistivities m - 1 
while at higher temperatures m £ 2 .
l.*4.2 Interactions between Phonons and Defects in Crystals.
The lattice thermal resistivity arising from imperfections in 
crystals has received a great deal of attention in recent years3
though this has been mainly focused on the effect of point defects 
and at least for isotopes the theory is in good agreement with the 
experimental results.
By contrast extended defects have received little study, and 
only in the case of dislocations has a rigorous attempt been made
to correlate theory and experiment. Thermal conductivity measurements
• • * t v c „  4. i (21) . (22) + (25)on ionic crystals by Sproull et al. and others
suggest that the scattering cross-section of phonons by dislocations
is about one thousand times the theoretically predicted value deduced
(13)from the static strain field model by Klemens . However the 
discrepancy between theory and experiment greatly decreases, to a 
factor of six, in the case of solid solutions of f.c.c. metals as 
observed by Kemp et al. and others (28)^
Additionally, a surprising result of some recent work by
Charsley suggests that the dislocation scattering power in an
alloy is dependent upon both the type and concentration of solute.
(29)
Klemens , prompted by a suggestion of Charsley*s, proposed that
the formation of Cottrell atmospheres may explain these
variations and further suggested that since this formation is a
diffusion controlled process the lattice thermal conductivity may
(31)change with ageing . By assuming that the modulations in solute 
concentration, caused by the dilation field of the dislocations, 
scattered phonons due to the mass difference between solute and 
solvent atoms it was shown that enhanced scattering would occur 
when the larger atom had the greater mass and reduced in the 
opposite case.
This theory, however, could thus not account for either the
sign or the magnitude of the experimentally observed results for the
(2)
copper-aluminium alloys of reference (1). Ackerman and Klemens 
showed that it was necessary to consider the difference in atomic 
volume, which always leads to enhancement, in addition to the mass 
difference before the increased phonon scattering powers could be 
accounted for.
(32)
Experimental measurements on Cu-Al alloys of Mitchell et al. ,
while substantiating the theory of Ackerman and Klemens, shotted that 
(31)the Klemens theory of age dependent lattice thermal conductivity
to be inconsistent with their data. These observations also revealed
(13 )
a deviation from the predicted T”2 temperature dependence of
the dislocation phonon thermal resistivity shown up by a kink in the 
KY  vs T graph, (which is the usual way of exhibiting results for this
(33) (3)scattering mechanism). Leaver and Kusunoki and Suzuki also
observed increasing deviations from linearity of these plots for
similar alloys in various strained conditions. Mitchell et al.
attributed the anomalous departure from linearity to the electron-phonon
thermal resistivity as a result of the small electron mean free paths
in this material. This explanation seems unlikely however in view
of the good linear behaviour of the results of the annealed specimens
in both the Leaver and Kusunoki and Suzuki measurements.
Leaver believes the kink arises from the dislocations, which
are produced by plastic deformation, being in dipole configurations.
(28 )Similarly Zeyfang has explained the results of lattice thermal
conductivity measurements of deformed Cu-Ga and Co-Ni alloys on the
(34) (35)basis of Grunner and Bross theories of the effect of
( 38 )
dislocation arrangements. More recently Ackerman and Klemens
have devised a theory, based on a cut-off strain field model, which 
similarly predicts a departure from the usual T"2 temperature dependent 
thermal resistivity for a dense array of dislocations.
Kusunoki and Suzuki however, while acknowledging that phonons
are scattered by the static strain field around dislocations through
anharmonicity, believe that the dominant scattering mechanism below
4»2°K arises from resonance scattering of phonons by dislocations
vibrating in the Cottrell atmospheres. By combining an approximate
expression for the relaxation time due to the resonance scattering
by edge dislocations, derived by Ninomiya (who formulated the 
(37)problem ), with the electron-phonon relaxation time in the 
Callaway expression for the lattice thermal conductivity they achieved 
reasonable correlation between theory and experiments.
Thus the present situation regarding dislocation-phonon 
scattering is fraught not merely with problems regarding deviations 
of experimental results from theoretical predictions but with a lack 
of agreement as to the dominant mechanism leading to the phonon 
scattering in the liquid helium temperature range. Consequently 
considerably more experimental and theoretical work is required to 
investigate these problems further.
Dislocations pose a number of problems regarding their study 
from the experimental and theoretical points of view. (a) There is 
generally an inhomogeneous distribution of dislocations within a
sample ----  for independent dislocation density assessment thermal
conductivity measurements have to be made on polycrystalline materials, 
and there can be large variations in the dislocation densities from 
grain to grain. (Also due to the strain fields they are not
randomly arranged in a crystal). (b) The strain fields associated 
with edge dislocations are complex in their form, and of a different 
nature to those of screw dislocations. (c) They are not stationary
defects. (d) There is an associated solute concentration modulation 
in alloys. The combination of these problems results in an extremely 
complex system which defies simple theoretical analysis.
It would thus seem more advantageous to study a simpler, more 
precisely defined, system to obtain information on the mechanisms of 
extended defect phonon scattering. A system of defects which is 
stationary, possesses a symmetric strain field, has been discussed 
theoretically, and is homogeneously distributed throughout the specimen 
can be found in some precipitation hardened or aged alloys. The 
projeat undertaken in this thesis was to investigate the effect such 
precipitation had on the lattice thermal conductivity. The original 
concept was to test the strain field model theory by observing the 
changes in K when the strains associated with the precipitates were 
varied. However a lack of detailed precipitate strain field data, 
at that time, prevented this investigation and the work carried out, 
as a first step towards this goal, examined the precipitate-phonon 
interaction essentially in the absence of significant strain fields.
The scant amount of experimental work that has been done 
previously on this topic was prompted by the results of numerous 
measurements on point defects which showed anomalously large thermal
f 38 )  ^|t o ^
resistivities at low temperatures . An explanation was
forwarded that this occurred because the point defects may not have 
been randomly distributed but concentrated in certain regions or even 
partially precipitated into small particles, or colloids, of a separate 
phase.
(43)Klein attempted to study the effect of point defect
precipitation in NaCl containing MnClg* however he observed no
change in the thermal conductivity upon precipitation. By contrast*
( 44 )Worlock * using a more suitable choice of system (NaCl with silver
colloids) demonstrated that a very small concentration of colloidal
particles substantially reduced the thermal conductivity in the
temperature range below the peak conductivity. By extending the
(45)
range of measurements to lower temperatures Walton observed a
deviation from the T3 temperature dependence of the thermal conductivity 
observed by Worlock on the same samples. This was explained in terms 
of a transition of the colloid-phonon scattering cross-section from 
a Rayleigh lav; to a geometrical law. This explanation is discussed 
further in chapter 6 .
Hust and Powell similarly observed a deviation from the
expected temperature dependence of the lattice thermal conductivity 
of a series of aerospace alloys at cryogenic temperatures. Their 
analysis revealed that instead of a T2 dependence of the lattice 
conductivity* which is to be expected if the phonons were scattered 
primarily by the electrons and dislocations* an exponent nearer 
unity was observed. This* they suggested* was possibly the result 
of considerable scattering from extended defects such as precipitates..
1.5 The choice of specimen material.
In addition to the requirements outlined in section 1.4.2. the 
specimen materials suitable for the present investigations had to 
fulfil the following conditions;-
a) exist in the solid solution state for long periods at room 
temperature i.e. the diffusion kinetics of the solute atoms had to 
be sufficiently slow at room temperature such that no precipitation, 
or clustering, took place during the time it took to mount the 
specimen in the cryostat. This was necessary for an assessment of 
the intrinsic phonon scattering.
b) contain sufficient solute in solid solution, in the fully
aged condition, to continue to suppress the electronic contribution 
to the thermal conductivity.
The systems chosen were:-
1) a series of aluminium alloys based on the Al-Zn-Mg and
Al-Cu-Mg systems,• designated T and A respectively.
2) a copper-cobalt alloy, referred to as Cu-Co.
The composition of these materials are tabulated in table (3.1) 
along with that of a solid solution CuAu alloy which was used as a 
’standard' to check the operational qualities of the cryostats.
The aluminium alloys were selected (though they did not comply 
with the requirement (a) above) for their immediate availability, 
being major constructional materials in the aircraft industry, and 
initially as a system for a further study and corroboration, of the 
results of Hust and Powell whose alloy Al 7039 was of similar
composition. Detailed investigations, however, were frustrated by 
the small lattice contribution to the thermal conductivity in these 
alloys and measurements were subsequently made on the particularly 
suitable Cu-Co system.
It was initially intended to measure the thermal conductivity 
of the samples in the temperature range 1*5 to 20°K such that the 
transition from Rayleigh to geometric scattering would be covered 
for all precipitate particle sizes employed. However for reasons 
that will be discussed in chapters 3a M- and 5S results were 
predominantly restricted to the temperature region below 4»2°K.
Figure (1.1)
(18)
Lindenfeld and Pennebaker Universal Curves of
K T
6 versus _ for copper .
Tp p
(1) /
(2)
(b)
1010
P
(1 ) is the theoretical universal curve .
(2) is the experimental universal curve derived from data
in references (18)(19) and (20).
(a) are the results for CuAu .
(b) are the results for CuCo .
CHAPTER TWO
Precipitation Processes
2.1 Introduction.
This chapter discusses the general modes of solute precipitation 
in alloys and reviews the present knowledge relating to the specific 
systems employed in this research.
The results of an electron microscopic study of the aluminium 
alloy thermal conductivity specimens, and a magnetic method of 
precipitate particle size measurement in the copper cobalt alloy, are 
discussed.
2.2 General Precipitation Processes.
If an alloy, which contains a phase that has a decreasing 
solute solubility as its temperature is lowered, is quenched from a 
high temperature, where its equilibrium structure is a single solid 
solution a, to a low temperature, at which the solid solution is only 
metastable, it undergoes the reaction
supersaturated a -*■ a + 3
where a fine distribution of 3 phase particles or precipitate is 
nucleated throughout the a matrix. [see figure (2.15)].
The decomposition of the supersaturated solid solution generally
follows the sequence
Supersaturated solid solution zones -*■ intermediate 
precipitate -*■ equilibrium precipitate.
These processes are all diffusion controlled and depend 
critically upon the available vacancy concentration in the material 
to facilitate the migration of the solute atoms. The rate at which 
this reaction proceeds is consequently controlled by a number of 
factors (a) the solution treatment temperature and quenching rate
(b) the solute atom-vacancy binding energy (c) the ageing temperature 
and (d) the presence of any trace elements.
The first of these, (a), partially determines the initial rate
of the decomposition through the fact that it is the equilibrium
vacancy concentration at the solution treatment temperature, (which is
very much greater than that of the ageing temperature) which is
quenched in and is only metastable at the lower temperature. This
ejqplains the very high rates of solute clustering, or zone formation,
(117 )
termed the ,5fast reaction'1, observed by De Sorbo in aluminium-
copper from electrical resistivity measurements.
Diffusion theory predicts that the clustering process should be 
dependent upon the activation energy for the migration of vacancies 
which in turn is related to (b) such that the higher the binding 
energy the greater the rate of solute diffusion. Likewise the 
higher the ageing temperature the higher the solute diffusion rate.
The presence of trace elements, with high vacancy binding energies, 
effectively reduces the vacancy concentration available for the
solute diffusion. The presence of solute can affect the formation 
energy of a vacancy and hence the total concentration.
The zones (usually termed G.P. zones,) are essentially regions 
of the solvent matrix which have a high solute concentration, but 
in which all the atoms are situated on the sites occupied in the 
random solid solution, and thus by definition are completely coherent. 
This situation of complete coherence only arises in the early stages 
of clustering or when the solute and solvent atoms are of approximately 
equal size. Usually the atomic size differences produce some 
distortion and the atoms at the zone matrix interface are displaced 
from their random solid solution positions causing elastic strains 
in the matrix. Nearly ideal zones, with no deformation of the 
surrounding matrix, are found in alloys of aluminium with silver or 
zinc, and alloys of copper containing small percentages of cobalt.
The driving force for precipitation is the chemical free energy
change which is dependent upon the degree of supersaturation which
decreases as the precipitation proceeds. If the zone remains
coherent with the matrix the strain energy of the precipitate increases
(14.8) (U9)
as it grows and is proportional to its volume 9 . This
elastic strain energy may be reduced by precipitate shape changes 
and it is this that governs the initial shape of the zones.
Since the strain energy is dependent upon the precipitate 
volume a transformation of a number of small particles to form a 
few larger precipitates would not reduce the strain energy, which 
is contrary to the condition for the precipitation to proceed.
Thus the progression to intermediate precipitates is accompanied 
by the partial loss of coherence between particle and matrix
as interfacial dislocations are created to relieve the high elastic 
strains over at least part of the interface. The equilibrium 
precipitate is usually incoherent, that is to say the interface 
dislocations are so closely spaced that they cannot be recognised 
as individual defects.
Thus on quenching from the solid solution temperature a 
homogeneous distribution of zone nucleation sites are formed and 
the zones grow uniformly as the matrix is depleted of solute. As 
ageing proceeds a mechanism of competitive growth occurs, whereby some 
particles start to shrink and others grow at their expense. This 
proceeds into the precipitate stages where there are comparatively 
few regions in which solute atoms are condensing and a majority of 
regions in which solute atoms are evaporating from the precipitate 
surfaces.
Because of the considerable effect of precipitation on the 
mechanical behaviour of materials, especially regarding the enhanced 
strengthening due to the interaction of the strain fields when the 
particles reach a critical size, the actual mechanisms of the 
precipitation has been the subject of a great deal of research. 
Precipitation hardening as a technologically useful means of creating 
materials with good characteristics for industrial pruposes has 
been known since 1909. However it was only in 1938 and later 
that Preston using X-ray diffraction techniques started to
investigate the pre-precipitation or zone formation processes, and 
only when sufficiently sophisticated electron microscopy techniques 
were developed were the mechanisms of precipitation studied to any 
great depth. However, although much work has since been done
and a great deal of data collected on various materials, the 
mechanism of pre-precipitation is still not thoroughly understood.
The methods presently employed are X-ray diffraction and electrical 
resistivity measurements, the results of which are extremely difficult 
to analyse and are not unambiguously attributable to pre-precipitation 
phenomena.
2.3 Precipitation processes in Al-Zn-Mg.
Al-Zn~Mg alloys are one of the most strongly age-hardenable 
aluminium alloys and are consequently of considerable technological 
importance. It is not surprising therefore that their mode of
precipitation decomposition has been studied extensively by means of
(51)*K5iO . . (55M60) . . (61) .X-rays , electron microscopy , hardness and
/c^ \
calorimetric methods . Some of these results have been summarized 
by Kelly and Nicholson
The generally accepted ageing sequence is:-
supersaturated solid solution -»• spherical G.P. zones -* internally 
ordered G.P. zones -*■ intermediate n 1 phase intermediate n 
(Mg Zng) phase + stable T (AI2 Mg3 Zn3) phase.
The first two stages are coherent and the nuclei of the 
transition phase n1 are thought to be semi-coherent. (Some doubt 
as to the existence of the n1 phase was raised by Thackery but
Gjsrfnnes subsequently dispelled this for two stage aged specimens
at least). The hexagonal phases n and T are incoherent.
The formation of G.P. zones results in considerable hardening 
and the two stage process of their growth is indicated by sharp changes
in the hardness versus age curves Studies of zone formation
(69) . . .have shown that it is impossible to retain the solute m  solution
even at low temperatures, zone growth is observed to take place at
/ M  M  \
-100 C . This can be explained by the fact that immediately the
temperature of the alloy falls below the G.P. zone solvus (i.e. the
temperature above which the zones dissolve) during the quench, zones
nucleate and continue to grow as a result of the high diffusion rates
due to the supersaturated vacancy concentration. Thus even directly
° . (70)
after the quench the zones are about. 14-A radius at room
temperature, and after prolonged ageing times at this temperature
o . . .
reach 40A radius, where the solute concentrations inside and outside
(71)are 83 and 1*4- atomic percent respectively .
For alloys quenched and aged below the G.P. zone solvus the 
zones grow continuously until they are of such a size that they 
transform to precipitates. The transformation occurs somewhat more 
slowly in the grain boundary regions, due to the lower vacancy 
concentration there, but except for a narrow precipitate free zone 
(P.F.Z.) there is a homogeneous distribution of precipitates 
throughout the grains.
In alloys quenched below 155°C, the G.P. zone solvus, and
aged above (e.g. 180°C), the precipitate distribution is a function
of the nucleation treatment i.e. the time held below the G.P. zone
solvus. A long nucleation treatment gives a fine dispersion of
precipitates and narrow P.F.Z.s in the region of grain boundaries.
( 72 )[P.F.Z.s have been studied extensively by Speidel in connection
with stress corrosion cracking, to which these alloys are notoriously 
prone].
Further heterogeneous precipitate distributions, called Uquench
(73)bands'*, have been observed by Forsyth . He suggests that during 
the quench, strains are set up in the specimen due to the thermal 
gradients within the specimen which gives rise to grain boundary 
sliding and extensive deformation near triple points. The plastic 
deformation takes the form of bands of dislocations, the excess 
vacancies are absorbed by gliding dislocations and are redistributed 
as loops denying solute diffusion and hence P.F.Z.s form. Further 
comment is made on this point in section 2.5.3.1.
2.*4 Precipitation processes in Al-Cu-Mg.
Room temperature ageing generally results in a decomposition of 
the supersaturated solid solution by the formation of G.P.B. zones rich 
in copper and magnesium (they are termed G.P.B. to distinguish them
from the G.P. zones of Al-Cu). Silcock suggested that they were
o O ' ,
rods 40A long and 10 to 20A diameter lying along <100> directions m
the aluminium matrix. Others believe, however, that they are
spherical as in Al-Zn-Mg.
Ageing at higher temperatures nucleates the growth of the S
(7 5)
precipitate, AI2 Cu Mg, which Perlitz and Westgren have shown
to have a face centred orthorhonibic structure. The zones formed on 
high temperature ageing e.g. at 190°C (G.P.B. zone solvus is 250°C) 
are expected to be larger than the room temperature aged zones.
This is difficult to show in practice by electron microscopy because 
a) the electron scattering factors of the zones and matrix are 
similar and b) the atomic diameters of copper and magnesium are 
respectively larger and smaller than that of aluminium and so
compensate for their misfit strains within the zones. Hence the
( 76 )
zones have very low contrast. However Weatherly has observed
G.P.B. zones 100A long by 20? diameter in an alloy quenched and aged 
at 190°C prior to the S phase formation.
The S precipitates nucleate heterogeneously on the quenched in 
dislocation loops and helices in the form of short rods. Subsequently 
the rods grow and widen to form laths lying on {210} planes in the 
aluminium matrix.
(77)Figure (2.1) shows the results of Wilson which indicate
how the laths grow with ageing time at 190°C. Included in the same 
plot is the accompanying variation in hardness, measured on the 
thermal conductivity specimens 10A4-8 of this research, along with 
the corresponding values of residual resistivity. The heat treatments 
given to all the alloys investigated are given in table (2.1).
2.5 Electron Microscopic investigation of aged aluminium alloys.
2.5.1 Introduction.
An exploratory electron microscopy examination of the aluminium 
alloys employed in this research was undertaken in the first instance 
to ascertain the dislocation defect distributions introduced by the 
various heat treatments and secondly to ensure that the predicted 
precipitation had taken place. It was felt that this was a 
necessary experiment to perform in view of the fact that the 
compositions of the alloys differed from that of any material for 
which there was electron microscopic data available. In fact only 
slight modifications to the expected dislocation and precipitation 
distributions were observed.
2.5.2 Specimen preparation.
The rectangular cross sectioned thermal conductivity rod 
specimens, discussed in section 3.H.1, were cut, using a Servomet 
spark machine operating with a 5 thou, tungsten wire on range 6 , 
into 1 cm lengths. These were then rapidly thinned to about 0*25 mm 
by chemically polishing in the solution
HO cc hydrochloric acid
60 cc water
0*5 gm nickel chloride.
Electron microscope specimens were then prepared from these 
foils by electropolishing them, using the ‘'window technique", in 
the solution:-
70 cc ethyl alcohol
10 cc glycerol
10 cc water
10 cc perchloric acid (1*5H)
which was maintained at about 10°C, using an aluminium cathode and a 
voltage of 10-^20 volts. More details of the polishing^are discussed 
by Wilson and Weatherly
The examination was undertaken using a JEM 120 electron 
microscope ^ fitted with a 15° goniometer stage,at 120 kV.
2.5.3 Observations.
Because of the size of the thermal conductivity specimens only a 
limited number of microscope samples were available. The pictures 
discussed below show features which were common to about six samples 
from each specimen and since these samples were selected from widely
differing areas of the specimen it is felt that the features are 
fairly representative of the specimen as a whole.
2.5.3.1 Dislocation Distributions.
Predictably^ the greatest dislocation density was observed in
the alloys quenched and aged at room temperature. In the 10A
series a defect structure similar;, though of higher density (around
1010cm“‘2) to other aluminium alloy systems was observed - namely a
distribution of perfect prismatic dislocation loops ^  <110> lying on
{110} planes as shown in figure (2.2). The distribution was uniform
througout the specimen and no loop denuded zones were observed at
{ 76 )
grain boundaries. Weatherly has suggested that the high loop
density indicates a lack of interaction between vacancies and 
G.P.B. zones* for this reason holding at the quench temperature prior 
to ageing would have little effect on the defect structure since the 
vacancy supersaturation had precipitated out.
The addition of 0\25 wt % Si to produce the 60A system yields 
the quenched in dislocation structure of figure (2.3) (a dislocation 
density of approximately 109 cm~2). This is in conflict with the 
results of Weatherly3 obtained for a pseudo-binary with the addition 
of 0*2% Si system3 who observed a complete removal of all the loops 
and helices present in the ternary alloy. The explanation may lie 
with the short solution treatment given to the 60A alloy* possibly 
not all the silicon was in solution.
The structure after quenching the Al-Zn-Mg alloys was 
characterised by dislocations in the form of clusters of helices 
with varying pitches* as in figure (2.4)* with their axes along <111>.
To obviate any confusion which may arise when trying to 
distinguish the dislocation structures that were intrinsic to the 
specimens from those caused by damage during the foil preparation 
figure (2.5) shows the dislocation configuration caused by a slight 
bending of the foil. The dislocation network is very distinctive 
and can easily be distinguished from the quenched in structure.
On ageing the alloys at elevated temperatures* even after very 
short periods3 the dislocation density falls rapidly. The loop 
density of figure (2 .2) is modified by climb to that of figure (2 .6 ) 
after only 7 minutes at 190°C in the 10A alloy. The T alloy helices 
take on the form as shown in figure (2.7) with the characteristic 
’'pinched off" configuration. Long periods of high temperature 
ageing result in extremely low dislocation densities.
An interesting observation in these specimens is the apparent
(73)lack of quench strains . By increasing the thickness of the heat
treated foils from lOOy to 500y (the same as the thermal conductivity
( 76 )
specimens) Weatherly showed that the resultant quench strains
introduced deformation dislocations which swept up all the vacancies 
and prevented loop formation - which was clearly not the case in the 
10A and 60A specimens.
2.5.3.2 Precipitate distributions.
The precipitate distributions in the 10A alloy specimens were 
similar in most respects to those observed by Vaughan ^unPu >^-1-^ s^ec^ ^
/ n r  \ / n n  \
Weatherly and Wilson who studied the pseudo-binary Al-S
system. In none of the specimens could the high density of G.P.B. 
zones (observed by X-ray diffraction) be resolved* though the
nucleation and growth of the S precipitates was readily observable.
The first signs of S precipitation was a thickening of the dislocation
lines and on further ageing a heterogeneous distribution of S
precipitates, in the form of laths lying in <100> matrix directions9
was observed. Figure (2.8) shows the structure at peak hardness
with S laths formed on dislocation loops e.g. at A. Figure (2.9)
is of area A at higher magnification showing more clearly the
"lath cluster’' structure. The background structure of these figures
(74)may possibly be zones. Silcock has shown that* by correlating
the hardness measurements with X-ray work, the structure at peak 
hardness is 75% G.P.B. zones.
Figure (2.10) shows the various orientations of the S laths in 
an (001) foil. The dislocation loops lie in {110} planes* four of 
which lie at 45° to the foil surface. The precipitate that has 
formed on these lies in the plane of the foil in [010] and [100] 
directions and gives rise to clusters of laths as at B. The other 
two loop orientations are at 90° to the surface and the precipitates 
formed on them appear as at C 5 along the [llO] and [llO] directions.
A characteristic feature in many foils* attributable to the polishing 
technique3 was the preferential etching of the solute denuded zone 
around the precipitates as shown at the cross configuration in Figure 
(2.10).
The complex diffraction pattern of Figure (2.11) was obtained 
from laths as at B 9 and arises from double diffraction effects which 
give rise to the "dotted cross” feature around {110} reciprocal 
lattice points
The examination of the T alloys was again.fruitless as regards 
G.P. zone observation. What was revealed* however* was the substantial 
precipitation on grain boundaries accompanied by a precipitate free 
zone. Figures (2.12) and (2.13) are corresponding pictures of a 
grain boundary observed at different tilt angles in the microscope. 
Careful scrutiny of the corresponding area in (2.13) of the region 
delineated by the contrast fringes in (2 .1 2)* the grain boundary* 
reveals a high density of small particles or precipitates. Figure 
(2.14) shows another view of a grain boundary indicating the narrow 
P.F.Z. and the homogeneous precipitation of the T]1 phase throughout 
the grains.
2.5.4 Conclus ions.
The electron microscopic study of the aluminium alloys served 
to show thats-
(1) the high magnesium content of the 10A alloys did not cause 
their precipitate ageing structures to differ significantly from 
those of the pseudo-binary Al-S system.
(2 ) the dislocation defect distributions were characteristic 
of the various alloys and the dislocation densities in the high 
temperature aged specimens were very low.
(3) no evidence for excessive quench strains was observed in 
any of the foils examined.
2.6 Precipitation processes in Copper-cobalt.
On quenching a copper cobalt alloy from the a phase to the 
a+8 phase in figure (2.15) a precipitation nucleation and growth
process* similar tc the G.P. zone formation of i:Lo aluminium alloys* 
occurs on ageing at an intermediate temperature. In this case* 
however* a ferromagnetic cobalt rich phase containing 10% copper
precipitates in the non-ferromagnetic matrix and until the particles
o
reach a radius of about 15CA the material exhibits a phenomenon termed
(7 9)
11 superparamagnetism1' . The magnetisation behaviour of these 
single domain particles*is the same as that of atomic paramagnetism 
except that there is an extremely large magnetic moment. Determinations 
of these particle sizes by magnetic means* to study the kinetics of 
precipitation in copper-cobalt* have been carried out by several 
authors (8*^9 (82)^ latter two employed these measurements
specifically to correlate changes of mechanical properties* of the 
significantly age-hardenable alloy Cu-2 at % Co* with the precipitate 
particle size.
In the quenched state the material is essentially non-magnetic
( 82 )although by extrapolating Livingston’s data clusters of up to
80 atoms would be expected in a Cu-3*2% Co alloy* the number per
cluster falls rapidly for more dilute alloys. Measurements :>n a
2% alloy aged at 650°C show that within very short ageing- times
the saturation magnetisation of the specimen was well on its way to
its ultimate value (approximately 90% that of an equivalent precipitated
volume of pure cobalt) indicating that most of the precipitation had
taken place. During subsequent ageing a re-solution and growth
process of a nearly constant amount of precipitated cobalt takes place.
Livingston and Becker working on a similar alloy* aged at 600°C*
found that the average particle radius increased linearly with log (time).
( 82 )The results obtained by Livingston * obtained for
several different alloys, of particle coarsen:'. with age,, assuming
(80), (83), (84)
an average particle radius over a wide distribution J ,
are exhibited in figure (2.18).
By applying the Neel criterion the magnetic anisotropy constants
for the cobalt rich precipitates indicate that they are f.c.c. rather
than h.c.p. and the shape anisotropy suggests that the particles must
be spherical which agrees with the results of ferromagnetic
resonance measurements done by Bean et al. Rodbell showed
that the particles are aligned coherently with the copper matrix and
remain so even after the loss of coherency. Theoretically it is
expected that a particle will lose complete coherence when its
smallest dimension becomes comparable with the spacing between
dislocations adequate to join the unstrained lattices of the matrix 
( 87 )
and precipitates . The equilibrium room temperature lattice
o o
constants of copper and cobalt are 3*615A and 3*552A respectively.
Allowing for 10% copper in the cobalt particles the precipitate-matrix
o
mismatch is about 1*6%. Thus particles of about 160A diameter
would lose coherence. This is in good agreement with the work of 
( 82 )
Livingston who observed a critical particle size for peak
o
hardening of 140A.
Electron microscope measurements of precipitated cobalt particles 
have been achieved by Bonar and Kelly (unpublished) who have confirmed 
the results of Livingston for large particles at least. By using a 
kinematical theory of diffraction contrast Phillips and Livingston 
have analysed the unusual contrast effects., which are attributable to 
coherency strains3 observed in a 3*5% alloy and have obtained fair 
agreement of the deduced particle sizes with those of the bulk magnetic 
measurements.•
The precipitated cobalt particle sizes p-.eaent in the thermal 
conductivity specimens used in this research were measured by a 
similar method to that employed by Becker Magnetisation
curves, up to 0*9 tesla, were measured at room temperature by observing
the deflection of a sensitive fluxmeter (Norma type 251 F) which was
connected to a 2000 turn coil in the field of an electromagnet when 
the specimena in the form of a short rod, was inserted or withdrawn 
from the coil.
By plotting the fluxmeter deflection against the inverse of
the applied fields and extrapolating to infinite field, the deflection3
0g 3 corresponding to saturation magnetisation was determined , figure (2.16).
A subsequent plot, figure (2.17), of fluxmeter deflection against field
then yielded-, by extrapolating the initial slope of the curve to
saturation deflection 0 , the value of the field H,i this was related
sJ 1
to the average particle, volume V by
-  3M .  i
H1 “ ~I * V
s
where k is Boltzmans constant , T the absolute temperature I the 
saturation magnetisation of cobalt.
The results of the measurements are exhibited in figure (2.18) 
and show good agreement with the results of Livingston obtained for 
alloys3 with various concentrations of cobalt, aged at the same 
temperature.
To summarise the precipitation sequence in Cu-Co there are on 
quenching only extremely small clusters of cobalt atoms. After short 
ageing times at intermediate temperatures the precipitation of the
cobalt rich phase is complete and thereafter ?: re-solution and 
growth process of the coherent spherical f.c.c. cobalt rich
o
particles proceeds until they reach the critical size of 140A 
diameter where they start to lose coherence.
Table (2.1)
Thermal Conductivity Specimen Heat Treatments.
Specimen
Solution
Treatment
Temperature
Solution
Treatment
Time
Ageing
Temperature
Ageing
Time
Thermal Cond 
Run Number
T2 500°C 2hrs-*C.W.Q 180°C
50 days 20°C + 
15 mins-HD.W.Q. A7
T1 500°C 2hrs-»C.W.Q. 20°C 60 days A163A20
TS1 500°C 2hrs-*C.W.Q. 20°C 200 days A18
60A1 520°C 2hrs->C.W.Q. 20°C 170 days A19
10A3 530°C lhr+C.W.Q. 20°C 61 days B83B9
10AM- 530°C lhr->C.W.Q. 190°C 7 mins*>C.W.Q. B15
10 A 5 530°C lhr**C i W . Q. 190°C lhr~*C. W . Q . B16
10A5 530°C lhr-KI.W.Q. 190°C 2ghrs*»C. W . Q . B17
10 A 7 530°C lhr^C.W.Q. 190°C 16hrs-H2.W<,Q. B183B19
10A8 530°C lhr-HH.W .Q . 190°C H8hrs->€.W.Q. B20
Cu-Col 1000°C Jhr^C.W.Q. 20°C 10 days B23
Cu-Co2 1000°C JhrC.W.Q. 500°C 5 mins-K).W.Q. B25
Cu-Co3 1000°C 4hrs-M3.W.Q, 600°C 6j mins->C.W.Q. B32
Cu-Co4 1000°C 4hrs-H3. W . Q . 600°C 9 mins-*C.W.Q. B33
Cu-Co5 1000°C jhr->C.W.Q. 600°C 20 mins->C.W„Q. B28
Cu-Co6 1000°C Jhr-M3.W.Q. 600°C 60 mins-Ki.W.Q. B30
Cu-Co7 1000°C Jhr^C.W.Q. 600°C 100 mins-*C.W.Q. B31
Cu-Au 750 C l^hrs-HF.C. Held at room temperature. A143A153B10
(C;W.Q. -*■ Cold water (10 C) quench; F.C. -* Furnace cooled).
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CHAPTER THREE
Experimental Details
3.1 Introduction
Thermal conductivity measurement at low temperatures has proved 
an extremely useful tool for the study of defects in ionic crystals 
and in metal alloys and consequently a great deal of research has 
been done over recent decades in this sphere of cryogenics. A 
number of different approaches to the experimental problems have 
evolved and these have been admirably reviewed, in the now standard 
reference texts of low temperature research workers , by White 
Hoare, Jackson and Kurti and Rose-Innes
The method'of thermal conductivity measurement employed in this
research was the classic steady state method. A source supplied heat
to one end of a rod shaped specimen, the other end of which was in
contact with a cold reservoir. When the system had reached the
steady state the thermal conductivity of the specimen was obtained
from the heater power supplied to the rod and the temperature gradient
it created over a measured length of the specimen of known cross-
sectional area. The measurements were carried out using two cryostats,
designated A and B, which were of the same type as that described by 
(33)Leaver but which differed in detail and somewhat in performance.
The modifications were primarily to extend the range of temperature 
over which the cryostat could operate and secondly to improve the 
reliability of the apparatus.
3.2 Specimen 'Material Preparation.
The aluminium alloys used in this research were supplied by the 
Materials Department of the R.A.E. at Farnborough and were of the 
compositions shown in table (3.1). The alloys were made from laboratory 
melts of super pure materials by continuous casting in a 3in diameter 
mould. The billets were homogenised, skimmed, forged and hot and cold 
rolled to 0*07in thick strip prior to the final anneal at 380°C. It 
was then cold rolled to 0*064in thick strip and stretch flattened.
The specimens were cut longitudinally from the strip. Chemical analysis 
of the top and bottom of the billet. and an area of the parent strip 
adjacent to where the specimens had been cut revealed slight variations 
of composition.
The copper cobalt alloy was prepared by Metals Research Limited 
from 4N copper and 4.N5 cobalt, the starting materials being cobalt 
powder and copper lumps which were melted together in an argon 
atmosphere using an induction furnace. The resulting ingot was 
swaged down to a 3 mm diameter rod.
( 33 )The copper gold alloy was that used by Leaver who fully
described its preparation and analysis.
3.3 The Cryostats.
One of the prime objectives in the design of low temperature 
thermal conductivity cryostats is essentially to thermally isolate 
the specimen from any heat leaks to, or away from it, that are not 
specifically required for the purposes of the experiment. To this 
end the cryostats were designed with an evacuated (10"5 torr) copper
specimen chamber, A s see figure (3.1), temperature could be varied 
easily and measured accurately. In the case of cryostat A this was 
achieved over the range 4*2 1*6°K by controlled pumping of the
vapour of 30 c.c. of liquid helium contained in a small can, B, that 
was in good thermal contact with the copper block, C3 of the specimen 
space. By using a combination of controlled pumping of helium and an 
electronic temperature controller the temperature of Cryostat B could 
be varied over the range 1*6 -*• 40°K. Vapour pressure and calibrated 
germanium resistance thermometry were employed in cryostats A and B 
respectively.
Surrounding the specimen chamber was a brass radiation shield3 D, 
which was also evacuated during the experiments to a pressure of 
10”5 torr. The specimen chamber and outer radiation shields were both 
demountable, the joints being sealed with a ring of indium wire in a 
groove machined in one of the mating flanges. An alternative to indium 
(which was found to work especially well for demountable joints at room 
temperature) was a washer made of P.T.F.E. tape and low temperature 
Apiezon vacuum grease type N. The design of the flanges prevented 
creep of the P.T.F.E. under load. This type of seal3 however, proved 
susceptible to thermal cycling and when used for low temperature 
applications it was employed only in the specimen space joint.
The various chambers were suspended from the brass cryostat cap 
by their evacuating tubes which were of thin walled german silver for 
cryostat A, and stainless steel for B. Radiation shields, e.g. E, 
were incorporated in the pumping tubes to minimise this source of heat 
leak to the cryostat.
All electrical leads were introduced to the cryostats via the pumping
tubes, the wires entered through black wax seals near the cap and were
varnished to the insides of the tubes for good thermal grounding.
G.E. 7031 varnish was used because of its ideal low temperature
(92) (93)properties regarding thermal conduction , electrical insulation
and it remains sufficiently flexible on cooling that it does not crack.
As a further precaution a lead anchor box, F, was introduced into the 
pumping line, where it passed through the top of the radiation shield.
The wires, all of which were cotton coated enamelled 30 s.w.g. constantan, 
were wound several times around a copper post which was soldered to the 
radiation can. The box door was sealed with an indium J0 ! ring seal.
Thus having anchored the leads at liquid helium temperature they were 
subsequently grounded at the temperature of the specimen chamber by 
being varnished to the copper terminal post, G.
A constriction, H, in the neck of the helium pumping tube was
(94)
incorporated, to reduce film flow occurring below the lambda point
3.4 Specimen Mountings.
3.4.1 Aluminium Alloys
Because of the difficulty of soldering to aluminium mechanical 
contacts had to be relied upon for the attachment of the thermometers 
and heater to the series of aluminium alloy specimens.
The specimens were cut from the initial sheet material into 
12cm x 0*5cm strips, the sheet thickness was about 0*05cm. The edges 
of the specimens were smoothed using fine grade emery paper and a 
polishing cloth. The gauge length, over which the thermal conductivity
and electrical resistivity measurements were to he made, was delineated 
by scribing fine lines across the faces of the specimens, on both sides 
of the sheet at right angles to the long edge. These lines acted as 
locating grooves for the thermometer and voltage contacts and helped 
to ensure that the same size factor, for a particular sample, was 
maintained throughout the series of experiments. The grooves were 
scribed using a tungsten carbide tipped tool and were observed to be 
?V ’ shaped and of depth only slightly greater than the sheet surface 
damage induced by the rolling procedure. It was assumed that any 
error incurred by such deformation of the specimen would on ly 
marginally affect the measurements.
One end of the specimen was held in contact with the copper
brock of the specimen chamber by means of a plate which, when screwed
up, pressed the specimen to the copper mounting post. Good thermal
contact was ensured by crushing a length of indium wire, smeared in
(9 5)
Apiezon ?N ! grease, between them
The specimen heater was attached to the free end of the specimen 
in a similar manner, it was constructed of 47 s.w.g. constantan wire 
which was wound on an electrically insulated copper former. Its 
resistance was about 10,000 ohms and remained constant throughout the 
temperature range. The windings terminated in platinum wires which 
passed through ebony rods in the former, this facilitated the soldering 
of the electrical lead connections from the terminal post which were 
of coiled 44 s.w.g. constantan wire connected in the manner shown in 
figure (3.6).
Special mounts for the two types of thermometers used on these 
alloys were constructed, the factor common to the two types was their
mode of attachment to the specimen. Figure '3.2) shows the germanium 
thermometer mounts. The copper mount was split into two halves each 
of which had a coating of indium evaporated onto its knife edge. The 
knife edges were then located in the pair of grooves on opposite sides of 
the specimen and the mount screws tightened, the mount was held in place 
by the pressure exerted by the steel springs under the heads of the 
screws. The germanium thermometer was bolted, crushing a length of 
indium wire, to the mount. Any differential thermal contraction 
between the specimen and mount was accommodated by the spring pressure.
The carbon resistance thermometers were attached to the mounts 
in a different way. A hole was drilled in one half of the mount to 
take the cylindrical thermometer as a close push fit and the resistor 
wis then varnished in position. The electrical connections from the 
thermometers to the terminal post were of coiled 47 s.w.g. constantan 
wire and were connected as shown in figure (3.5).
Figure (3.3) shows the specimen set up for an aluminium specimen 
employing germanium resistance thermometers.
3.4.2 Copper Alloys.
The copper alloys posed quite different problems as regards 
thermometer attachment. The specimens in this case were of circular 
cross section (3mm diameter) and consequently the mechanical contacts 
previously described were unsuitable. Since one specimen was to 
receive a series of heat treatments at elevated temperatures it was 
deemed necessary to have thermometer mounts permanently affixed to the 
specimen such that the same size factor was used at each stage of the
ageing process. None of the available solders or brazes would stand 
up to the heat treatment temperatures so copper tags were spot welded 
to the specimens.
To do this a nickel buffer, between the tag and the specimen, was 
found to be necessary due to the high thermal conductivity of the 
components. The resulting welds were found to stand up well to the 
subsequent heat treatments and the mechanical working during the 
attachment and demounting of the thermometers.
The specimen was attached to the copper mounting post by means of 
Woods metal, as was the heater attached to the specimen. The copper
gold alloy was mounted in the conventional manner as described by
T (33)
L .aver , .
3.5 Thermal Conductivity Experimental Method.
3.5.1 4»2° + 1*6°K.
A pair of concentric silvered glass dewars, used as the cryogenic 
liquid containers, surrounded the cryostat. The top of the inner, 
helium, dewar was sealed to the cryostat cap by means of a rubber sock 
held in place by 18 gauge copper wire. This dewar was furnished with 
a glass tap for periodic flushing and evacuation of the vacuum space.
All cryostat spaces were evacuated to 10“5 torr and leak tested. 
Four centimetres of dry helium exchange gas were introduced to the 
outer radiation shield from a storage bladder. No helium gas was 
allowed to enter the specimen chamber for fear of altering the 
characteristics of the thermometers Four centimetres of air
exchange gas were allowed to enter the helium dewar vacuum space.
After cooling to 77°K the air exchange gas was pumped out and liquid 
helium transferred to the helium dewar by the conventional method of 
pressurising a transport dewar using a football bladder. A transfer 
of three litres of liquid took about fifty minutes with a boil off of 
half a litre. The liquid helium level came to within fifteen 
centimetres of the cryostat cap and boiled off at the initial rate of 
200c.c.vfoour. This rate reduced, however, as the helium level dropped.
30c.c.of liquid helium were introduced into the helium can via the 
needle valve by observing the change in level of the reservoir. Ic.c. 
of helium was let into the vapour pressure bulb by swiftly opening 
and closing its needle valve. (If too much helium were introduced into 
either the bulb or can the subsequent control and measurement of 
temperature became extremely difficult.). The helium exchange gas was 
then pumped out.
The radiation shield, specimen chamber and back of the manometers 
were pumped, either simultaneously or individually, using the 
comprehensive pumping system shown in figure (3.4). The reason for 
its apparent complexity was that in the event of a tolerable leak in 
the radiation shield or manometers these spaces could be pumped 
separately by one or two pumps while the other spaces were continuously 
pumped. If a leak arose in the specimen space the run had to be 
abandoned.
Due to the Joule-Kelvin effect the temperature of the helium in 
the can and bulb was initially less than 4«2°K, this could be observed 
from the pressure indicated on the manometers. To destroy thermal
gradients within the helium and to bring its temperature to 4*2°K a 
small heater, situated on the copper block, was switched on momentarily. 
After about a quarter of an hour, when the system had reached equilibrium, 
the sequence of measurements was commenced.
With the specimen heater off a thermometer calibration point was 
taken by measuring the voltages developed across each thermometer and 
a standard resistor when forward and reverse currents of 1 microamps 
were flowing. Measurements were made using a Tinsley potentiometer 
type 4363D-Au employing a galvanometer amplifier with a sensitivity of 
0*1 microvolts, current reversal was employed to allow for thermal 
e.m.f.’s generated in the circuit. The current was supplied from a 
large capacity 2 volt accumulator in series with a megohm resistor and 
rheostat. It was maintained constant throughout the experiment by 
continuously monitoring the voltage across the standard resistor and 
varying the rheostat with fine control to counteract any drift. The 
thermometer electrical circuitry is shown in figure (3.5).
The temperature of the specimen chamber, specimen and thermometers 
was then determined by the measurement of helium vapour pressure in the 
vapour pressure bulb using a carefully levelled cathetomet, reading 
to 0*001 cm. The bulb was thought to give a more accurate indication 
of the temperature than the vapour pressure in the helium can since it 
was in closer contact with the specimen chamber and layer effects 
in the can could have given rise to spurious readings.
The temperature of the specimen chamber was then reduced 0*1°K 
by pumping the helium in the can through a needle valve. This 
temperature was maintained by controlled pumping through a Cartesian
diver manostat; the can pressure was continuously monitored on the 
mercury manometer during this operation, the vapour pressure bulb 
was isolated. After allowing ten minutes for the system to reach 
equilibrium the vapour pressure bulb was connected to the manometers 
instead of the can and a thermometer calibration point was taken in 
the manner previously described. The specimen heater was then 
switched on and the current adjusted to give a ^ 0 *2°K temperature 
difference between the thermometers. The voltages developed across 
the heater and a 10,000 ohm standard resistor were measured using a 
digital voltmeter as in figure (3.6). In the steady state the 
thermometer voltages were measured. The heater power was switched 
off and the temperature of the specimen reduced by a further 0 1 °K 
and the sequence of calibration point followed by thermal conductivity 
measurement repeated.
The 30c.c.of helium in the can lasted about six hours, which 
proved sufficient for fifteen calibration and thermal condvc.itivity 
points to be taken over the range 4*2-KL*6°K. Below the lambda point 
the needle valve was required in conjunction with the manostat to 
stabilize the temperature. The helium vapour pressure was f.so very 
low and instead o*f the mercury manometer an Apiezon oil ?A ’ manometer 
was employed. The oil being about fifteen times less dense than 
mercury and of extremely low vapour pressure.
The 1958 helium vapour pressure scale of temperature was used to
convert the measured pressures to the absolute scale. The validity
(97)of this calibration is discussed by Hust
Measurements in this temperature range were conducted in 
cryostat B which incorporated an electronic temperature controller 
in its design. The sequence of measurements was essentially the 
same as for the low temperature case except that the temperature 
interval between readings was increased and the time to reach 
equilibrium increased considerably due to the rapidly increasing 
specific heats of the construction materials.
The principle of operation of the temperature controller 
is shown diagrammatically in figure (3.7), the complete circuit 
is given in figure (3.8).
A germanium resistance thermometer (Texas Instruments type 106) 
formed one arm of an A.C. bridge network which operated at a frequency 
of 1 kHz. Course and fine variable resistors were incorporated in 
another arm of the bridge and could be adjusted, once calibrated, 
to select the required temperature, corresponding to a certain balance 
condition of the bridge, in the range 4*2 40°K.
The germanium thermometer was screwed to the copper block of 
the specimen chamber and around the copper radiation shield was wound, 
non-inductively, a 1000 ohm contra heater coil.
The out of balance signal from the bridge network was amplified 
by the tuned, variable gain amplifier and passed to a phase sensitive 
detector where it was compared with a reference signal from the 
oscillator. This arrangement sensed in which direction the bridge 
was out of balance i.e. whether the chamber was too hot or too cold.
If the latter were the case the signal was amplified by the D.C. 
amplifier and the power developed in the heater was controlled in 
a manner which was proportional to the out of balance signal. A 
visual indication of the power developed in the heater was facilitated 
by the ammeter and an immediate check on the equilibrium conditions 
could be made by reference to the null detector which showed the 
balance condition of the bridge network.
The sensitivity of the controller was governed by three main 
considerations, a) the overall loop gain of the system b) the design 
of the cryostat (heat leaks, thermal capacity etc.) and c) the response 
of the germanium thermometer to small fluctuations in temperature.
The initial consideration (a) was allowed for in the design 
by the variable gain control. For minimum sensitivity, to prevent 
excessive overshoot, minimum gain was initially selected. As the 
temperature required was approached the gain was gradually increased 
until the maximum sensitivity, resulting in minimum drift about the 
set temperature, was reached.
b) Two heat leaks, a 50cm length of 32 s.w.g. copper wire, and a 
similar length of 40 s.w.g. copper wire, connected between the copper 
block and the brass top plate of the outer radiation shields, were found 
to produce optimum operating conditions for the temperature ranges 
4*2 20°K and 20°K -> 40°K respectively. By choosing a compromise,
measurements over the whole temperature range could be made with only 
marginal loss of controller performance. The thermal capacity of the 
system was such that short term thermal fluctuations were absorbed 
smoothly.
c) The germanium thermometer resistance varied from 10,000 ohms 
at 4*2°K to 10 ohm at 40°K and consequently even small temperature 
fluctuations resulted in appreciable resistance changes. The 
thermometer was situated in close thermal contact with the heater 
so as to minimise the delay time of the power switching operation.
This system controlled the temperature of the cryostat to a 
stability of better than 0 *01°K/hour and though this was within the 
required limits for accurate thermal conductivity measurements short­
comings in the available temperature sensing elements were revealed. 
Consequently the main use that the cryostat was put to, in this 
research, was the calibration and performance evaluation of germanium 
and GaAs thermometers which were used elsewhere (e.g. electrical 
resistivity experiments). A few exploratory experiments in this 
temperature range were performed on the Cu-Au and aluminium alloys 
and are commented upon in section (5.2).
3_l_6 Specimen heat treatments.
In order to obtain the required precipitate distributions the 
alloys underwent a series of heat treatments, as shown in table (2 .1 ), 
which are discussed in this section.
3.6.1. Aluminium alloys.
Two methods of heat treatment were employed for the aluminium 
alloys3 the first used an argon atmosphere, wire wound furnace and 
the second salt baths.
The set up for the first case is shown in figure (3.9) 3 the 
specimen was contained in an aluminium boat of large thermal capacity3 
to give stability over short term fluctuations, situated at the centre 
of a uniform temperature zone of a non-inductively wound furnace 
element. The thermocouple,, used with the Ether temperature controller9 
was in close contact With the furnace winding and the specimen 
temperature was monitored by the thermocouple A. The system contained 
an argon atmosphere. When the solution treatment was completed the 
specimen was pushed from the hot zone to the cold water quench bath by 
means of the silica rod B. Subsequent ageing above room temperature was 
in a silicone oil bath at 180°C.
(7 7)
The.second method of heat treatment followed that of Wilson 
where the specimens were lifted from the high temperature salt bath 
and quenched into a bucket of water. The ageing treatments were also
a.
carried out using^salt bath and the specimens were subsequently stored 
at room temperature.
The reason for using the second type of heat treatment was to 
afford a direct comparison of the microstructures of the 10A3 -* 8 
specimens with the similarly aged , lesser magnesium bearing, alloys 
of Wilson.
3*JL*2 Copper - cob alt alloys.
The apparatus used for the Cu-Co heat treatments is shown in 
figure (3.10). The specimen rods were sealed in evacuated silica 
tubes. One end of the tube was drawn such that it terminated in a 
fragile right angle bend. The other end was in the form of a hook
for the attachment of a supporting wire. The capsule was suspended 
in a vertical3 non-inductively wound Gallenkamp furnace in which the 
ends of the central and outer silica tubes had been plugged to prevent 
excessive convection currents. The lower end of the central tube 
terminated close to the surface of the water in the quench bath.
To quench the specimen the wire support was cut and the capsule 
plunged into the quench bath whereupon the fragile tip was snapped 
off by impact on the brass plate. The capsule subsequently shattered 
and the quenched specimen was caught in the foam rubber. Subsequent 
ageing treatments;, at 600°C3 were performed in a similar manner.
3._7 Electrical resistivity apparatus.
In order to subtract the electronic contribution of the thermal 
conductivity from the overall3 measuredb conductivity an accurate 
knowledge of the variation of the electrical resistivity was required 
such that the Wiedemann-Franz law could be applied (section (1.3)).
To achieve this the apparatus of figure (3.11) was constructed which3 
when used in conjunction with the electrical set up of figure (3.13) 
enabled measurements to be made throughout the temperature range 
1*6 *> 300°K.
The cryostat consisted basically of an evacuated brass specimen 
chamber suspended in a helium bath by a german silver pumping tube.
The electrical connectionswhich were of 30 s.w.g. cotton coated 
constantan,, entered the pumping tube via a black wax seal at the 
cryostat cap and were varnished to the wall of the tube in the 
conventional manner. A series of calibrated germanium thermometers
were attached to the can and specimen in a manner similar to that 
described in section (3.4.1). The lower end of the specimen was 
thermally shorted to the can by copper wires9 thereby eliminating 
thermal gradients in the specimen.
Four terminal electrical contacts were made to the specimen by 
soldering the current leads to the ends of the specimen and the 
voltage leads to the thermometer tagsa using non-superconducting 
cadmium bismuth solder.
Initially a Diesselhorst potentiometer arrangement was used to
compare the voltages developed across the specimen and a 0 002 ohm
standard resistor due to a 1 ampere stable current3 from a power
( 98)supply due to Foxon . This set up was discarded in later 
experiments and the system of figure (3.13) employed to take more 
rapid measurements. The normal precautions of current reversal were 
used to eliminate stray e.ra.f.s.
Accurate measurements in the temperature range 1*6 4 * 2°K were
achieved by controlled pumping of the helium bath via a Cartesian 
manostat as in section (3.5.1). Temperature measurement was by means 
of helium vapour pressure thermometry, or calibrated germanium 
thermometry: the two agreed to within + 0*01°K3 which was accurate 
enough for the experiment. Thermal gradients in the helium were 
eliminated by means of a small heater3 near the bottom of the bath, 
which was activated periodically to cause convection currents.
When the helium fell below the bottom of the can the temperature 
of the cryostat rose sufficiently slowly for continuous readings of 
electrical resistivity and temperature to be made. The results are
described in chapter 5.
The electrical resistance measurements made on the aluminium 
alloys were restricted to the 4*2 -*■ 1 *6°K range and were performed in 
a simpler experimental arrangement as shown in figure (3.12). The 
can of the Cu-Co system was replaced by a teflon holder. Four terminal
electrical connections were made to the specimen by screws for the 
current contacts and knife edges3 located in the specimen grooves * for 
the voltage contacts.
Composition of Specimen Materials
Aluminium Alloys
Reference wt % Cu wt % Mg wt % Si
10A 2*54 1*82(±0*1) ---
60A 2*51 1*67(±0*06) 0*23
Reference wt % Zn wt % Mg wt % Si
T 7*5 2*5------------- ---
Ts 7*5 2*5 0*25
Copper Alloys
Reference wt % Co
Cu-Co 2* 56(10*03)
Reference wt % Au
Cu-Au 9•90
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CHAPTER FOUR
Thermometry and Experimental Errors.
4.1. Introduction.
In order to obtain a precise value of the thermal conductivity an
accurate knowledge of the temperature gradient created along the
specimen must be obtained. The art of cryogenic thermometry has
received much attention and a number of review articlesa the most recent
(9 9)
of which was by Rubin 3 provide a wealth of relevant references.
Two basic types of thermometers;, as has already been mentioned3 
were used in connection with this research9 each providing its own 
problems. They were a) carbon resistance and b) germanium resistance 
thermometers. Carbon thermometers were favoured because they provided 
high sensitivity at low temperatures and were comparatively inexpensive^ 
their main drawback was that their electrical resistivity versus 
temperature characteristics tended to vary on thermal cycling. The 
germanium thermometers were used because it was believed that their 
characteristics were more reproducible and less susceptible to thermal 
cyclings this* however3 was not born out entirely in practice. Some 
exploratory experiments into the use of GaAs diodes as cryogenic 
sensors were made,; the results indicated that though useful for general 
low temperature applications they were neither sensitive nor reproducible 
enough for the purposes of this research.
4.2. Methods of thermometer calibration,
4.2.1. Carbon resistance thermometers, (C.R.T.*s)
Allen-Bradley 47 ohm ^  Watt carbon resistors were employed for 
the temperature range 4*2 1*6°K since their resistance varied from about
350 ohm to 10.>000 ohms. The current in the thermometers was maintained 
at 1 microamp , so the power dissipated by them was* at most 10“ 8 watts 
which, assuming good thermal contact between the thermometer mount and 
specimenj was sufficiently small enough to be ignored. [This assumption 
was not always correct, however, and poor contact was a contributory 
factor to the scatter observed in some of the results.].
In addition to their irreproducibility on thermal cycling the other 
big drawback with carbon resistors is the lack of a simple equation 
accurately relating resistance and temperature. As a consequence it 
was necessary to recalibrate the thermometers during each run by 
bringing them into thermal equilibrium with the standard thermometer, 
the helium vapour pressure bulb, at a large number of different 
temperatures and measuring their resistances.
Many authors have devised equations to describe the temperature 
variation of carbon resistance thermometers an^ -those
employed in this research were due to Clement and Quinnell and
e (105)Sousa
Starting from a semi-conductor formula Clement and Quinnell 
developed the semi-empirical equation relating the resistance and
temperature:-
(log1Q R - b)z = -------------------------------- (4.1)
2 _ a log!o R
where R is the thermometer resistance at the absolute temperature T 3
and a and b are arbitrary constants which were determined experimentally.
1 a? was fixed by plotting /^Q^10 ^ versus log10 R from a preliminary
/ T
calibration run and- obtaining a mean value of the slope of the curve.
This value of 7a* was then used in all subsequent calibrations for 
both thermometers in a matching (nearly identical characteristics) pair 
employed in the thermal conductivity measurements. Individual calibration 
graphs for the thermometers were drawn during each experiment by 
substituting the fixed value of !a' and their resistances corresponding 
to the calibration temperature in equation (4.1) and obtaining values of 
5b 7 which were then plotted against log1Q R^ a smooth curve being 
drawn through the points. By referring to these graphs the values of 
b! and b2 corresponding to the resistances R1 and R2 of the upper and 
lower thermometers for a thermal conductivity measurement3 could be 
obtained., and by using equation (4.1) the respective temperatures 
T! and T2 evaluated.
The typical form of the calibration graphs is shown by the full 
lines in figure (4.1). It transpired that this method was the most 
reliable and simplest approach to the carbon thermometer calibration 
and this highlights the great difficulties encountered in accurate 
cryogenic thermometry, for the basis of the method was critically 
dependent upon the way the line was drawn through the calibration data.
Inevitably there was a certain amount of scatter in the calibration 
points from run to run and although the constancy of b, to 0 *1% at 
4*2°K and to 0*4% at 1«6°K of the standard calibration criterion 
(Charsley and Salter )a was adhered to there was still
considerable flexibility in the manner in which the calibration lines 
could be drawn through the points. The effect of different 
calibration lines9 the full and dotted curves in figure (4.1)., can be 
observed in figure (4.2) for a CuAu specimen (run A15). The thermal 
conductivity results were thus significantly dependent upon the method 
of calibration and the factor which became of paramount importance 
when drawing the calibration graphs was experience in knowing what 
behaviour to expect s such that the significance of any particular 
calibration point could be assessed when drawing the calibration line.
The scatter in the points was attributable to various sources. 
Inequality in the thermometer and standard thermometer temperatures 
could have arisen because of self heating of the thermometers (although 
they were operating within the limits of Berman suggested for
reliable thermometry.) in conjunction with poor thermal contacts 
between the thermometer3 mount and specimen3 which especially in the 
pressure mounted contacts of the aluminium alloys proved to be the case. 
Vapour pressure thermometry errors were minimised by taking the usual 
precautions of accurately aligning and levelling the cathetomer and
allowing for density fluctuations of the oil3 these were summarised
(33) (108)
by Leaver . The step observed by Salter in the calibration
graphs around the lambda point were not present in the graphs obtained
for any of the carbon thermometers employed in this research.
Errors of the first type showed up as random scatter on the 
individual calibration graphs and were generally overcome by 
revarnishing the thermometer into its mount or by attaching the mount 
more securely. Errors of the second type revealed themselves by 
corresponding points on both thermometer calibration graphs lying off 
the line to the same or similar extent, and consequently could easily 
be allowed for when drawing the smooth calibration curve.
An alternative method of carbon resistance thermometer calibration 
was attempted following the lines of Sousa by fitting the
formula
T = 7 --77n + • • • 77— 77 + ao + al (loSeR> + • • • an <lc,geR)
(4.2)
(log^R) (log^R)
with (2n+l) arbitrary constants an , to the calibration data. The 
constants were computed using a least squares fit for each thermometer. 
The deviations e^ and e^, from the true temperature corresponding to 
the calibration point resistances of the two thermometers F-. and R29 
were then calculated
e = T " (calc.) ~T
e = T M (calc.) -T 
1 2
and printed out and subsequently plotted against the calculated
A j*.
temperature, T ^  (calc.) and T^ ‘ (calc.). Depending on the order 
of the polynomial these deviations could be made very small of the 
order 0.5 milli°K, but in no case were they greater than about
2 milli°K in the range 4*2 -*■ 1*6°K3 which is considerably better than 
the limits quoted by Sousa. The size of the deviations tended to 
increase as the order of the polynomial decreased3 as one might
A
expect; for E=l 3 when the expression effectively reduced to the 
Clement and Quinnell expression, they were at their maximum and as 
n increased to 3 the deviations approached t 0*5 milli°K which was 
an order of magnitude better than previously observed results for a 
seven constant expression
By substituting the thermometer resistances in a thermal 
conductivity measurement in expression (4.2) the value of T* were 
calculated. These were then corrected by reference to the previously 
calculated temperature deviation data, and the thermal conductivity 
calculated in the usual manner. Scatter in the thermal conductivity 
graphs using expression (4.2) alone amount to about t 2% whereas use 
of the deviation curve reduced this to ± 1% which was comparable with 
that of the previously described Clement and Quinnell calibration.
Thus though the latter method of calibration yielded equivalent 
results to those of the former it did so with no less difficulty., in 
that some sifting of the data was necessary before fitting expression
(4.2), and it could only be applied once the run had been completed 
and all the data collected. Thus the advantage of the former method 
was that it gave a running indication of how a run was progressing.
A poor calibration point was immediately evident and could be repeated. 
Also although the thermometer characteristics did not change 
significantly from run to run the coefficients in expression (4.2) 
were observed to vary abruptly and were very sensitive to the omission
or inclusion of apparently 'off line' data points3 thus it was 
extremely difficult to maintain continuity of calibration from run 
to run and problems arising during a run were difficult to pinpoint.
4.2.2. Germanium resistance thermometers. (G._R._T. ’s_)_
Because of the calibration difficulties encountered when using 
carbon resistance thermometers alternative temperature sensors3 
germanium resistance thermometers were tried. Several 
authors jjave commented on the excellent reproducibility
on thermally cycling these devices and a number of analytical
(11
temperature, resistance relations have appeared m  the literature 
(113)(114)
The thermometers employed in this research were supplied by 
Texas Instruments Incorporated and were the metal encapsulated model 
(No. 340) type 106. They were particularly sensitive over the 
temperature range 1*5 to 40°K since their resistance in this range 
changed by 105 ohms9 their value at 40°K being approximately 10 ohms. 
They were calibrated in the manner described in chapter three using a 
calibrated germanium thermometer above 4»2°K. The calibrated 
germanium thermometer was a Scientific Instruments Incorporated model 
2 A B and was calibrated over the range 1*5 to 100°K to a quoted 
accuracy of 0*2% with a repeatability of 0'0005°K. Its resistance 
varied between 40,000 and 5 ohms.
The calibration data3 collected over a series of runs, on the 
Texas thermometers were fitted by the method of least squares to an
expression of the form
n
l°g10R = I ci (l°gioT >1
i=o
where R was again the thermometer resistance corresponding to an 
absolute temperature Ta and the c^s were constants determined for 
the order polynomial dictated by **nn which took on values up to 
thirteen.
For each value of S3n?; the coefficients c^, and the temperature
deviations and e ^  as in section (4.2.1)a were printed out and
the values of 3 and at 0 *1°K intervals 9 wered(log T) 5 d(log T)2 9
tabulated. By observing the derivatives it was verified that the
polynomial was not oscillating between the experimental points. The
results of these polynomial fits indicated that to obtain optimum
description of the thermometer characteristics they should be
calibrated over short overlapping temperature ranges by high order
polynomials. However this would not be very useful in practice.
Both the thermometers could be fitted over the range 2° to 40°K by 
"fch
an 11 order polynomial to reasonable accuracy. The temperature 
deviation curves for both thermometers are exhibited in figure (4.3). 
The standard fractional deviations were 1*5 x lO”4 and the mean value 
of the deviations was - 0*00025°K. These values are comparable 
with the results obtained by Ahlers
The thermometer characteristics in the temperature range 
1*5 to 4*2°K were* however3 better fitted3 again in both thermometerss 
by a fourth order polynomial (n=4). The deviation curves? which 
show very little scatter3 are exhibited in figure (4.4). Once
the optimum polynomial fit had been determined for each thermometer* 
calibration charts were prepared which tabulated thermometer 
resistance against temperature at 1 milli°K intervals over the 
relevant temperature ranges.
The reproducibility of the thermometer characteristics was 
determined from a series of calibration experiments performed at 
about three monthly intervals and tended to substantiate the 
previously reported results. At low temperatures the characteristics 
remained constant to about t 2 miili0K 3 although at higher 
temperatures this deteriorated to ± 20 milli°K. In the high 
temperature range the cause of the drift was difficult to distinguish 
for apparently both thermometers were not affected to the same 
extent. A drift in the calibrated germanium resistance thermometer 
characteristics would have given rise to a false reflection of the 
Texas thermometer performance. Some of the fluctuations were 
probably due to the mechanical and thermal shocks the thermometers 
inevitably received while being assembled in their mountss and during 
the soldering of the voltage and current leads3 from run to run.
The main problem encountered with these thermometers in use was 
essentially that of mounting them securely to the specimen. Their 
size was massive compared to the carbon resistors and the time to 
reach equilibrium increased. The knife edge mounts3 for the 
aluminium alloyss were found to provide inadequate support and 
thermal contact with the specimen. Joule heating in the thermometers 
thus probably explains some of the scatter in the results of the 10A3-8 
specimens. When mounted differently,, as in the copper gold run B103
the resultant scatter* though still appreciable^ was considerably 
less than in the aluminium runs.
The great advantage these thermometers provide3 however, is 
that9 once reliably calibrated, they enable far more thermal 
conductivity data to be obtained in a given time and temperature 
range than would be possible with carbon resistance thermometers.
4.3. Discussion of experimental errors.
The thermal conductivity values were determined from the 
expression
v - Q— —  (4 4)
AT a
where Q is the heater power3 AT the temperature difference measured 
over the length 'd? between the thermometers, for a specimen of 
cross-sectional area ’a 1.
Measurements of the size factor were made using a travelling 
microsope for the length d3 and a micrometer screw gauge for the 
dimensions that determined a. In the aluminium alloys the size 
factor was precisely delineated, (see section 3.4.1.) and could be 
determined to an accuracy of t 1*0%. However for the copper alloys 
allowance had to be made for the finite dimensions of the welded and 
brazed (copper-gold specimen) connections of the thermometer tags 
and an accuracy of only 1 2*5% was possible. The size factor 
errors affect both the thermal conductivity and electrical resistivity 
results of a specimen in an identical way and so will not invalidate
their comparison after various ageing treatments. A quantitative 
comparison of the results on different specimens, however9 is subject 
to the size-effect errors.
To obtain an accurate value of the thermal conductivity a 
correction factor for the thermal contraction on cooling to liquid 
helium temperatures should be taken into account. However since 
we are only interested in relative changes due to ageing, rather than 
absolute values3 this correction has not been applied.
Uncertainty in the determination of the heater power, Q 3 arises
from several sources, random errors in the D.V.M. measurement system
are estimated to be t 0 *1%, which is comparable with that due to heat
in the electrical connections and by joule heating in the current
leads. An attempt to account for the last source of error was made
by using the three lead connections to the heater as shown in
figure (3.6). Half the power dissipated in the leads was assumed
to go to the specimen3 the remainder directly to the block. Thus
• -
the maximum error incurred in the determination of Q was I 0*3%.
Apart from the size factor error the main source of uncertainty 
occurred in the measurement of the temperature gradient, determined 
from the difference in the temperatures Tj and T2 . For carbon 
resistance thermometers this was dependent upon the measurement of 
the thermometer resistance and the values of ’b 1 determined from the 
calibration graphs. Resistance measurements were made to t 0*2 ohm 
at 4«2°K and t 1 ohm for temperatures below the lambda point9 
allowing for the fluctuations of resistance occurring during the 
period necessary for a thermal conductivity measurement. The
calibration graphs could be drawn to an estimated ± 1 mm and ± 2 mm
at the high and low ends of the temperature range respectively. The
values of ’b ? could thus be assessed to ± 1 part in 14,000 and
± 1 part in 7,000 correspondingly. The Clement and Quinnell 
(4.1)formula thus yields values of T which are accurate to
± 0.03% at 4°K and ± 0.02% at 1.6°K. These values then give rise 
to uncertainties of 1.5% at 4°K and 0.75% at 2°K in the calculated 
temperature differences AT.
Thus using carbon resistance thermometers the total uncertainty 
(omitting the size factor error) in the measured value of thermal 
conductivity amounted to ± 1.8% at 4°K and ± 1% at 2°K. Generally 
speaking this is the maximum possible error and the scatter on the 
graphs is somewhat better than these values.
For germanium thermometers the determination of T^ and T^, 
and hence AT, was dependent upon the measured values of thermometer 
resistances and the accuracy of the polynomial fit to the calibration 
data. Thus alloweing for a ± 0.5 milli°K scatter in the polynomial 
fit (a conservative estimate) and a resistance measurement to ± 0.2 ohm 
at 4°K and to ± 20 ohms at 2°K, the potential accuracy of the temperature 
determination was to better than ±0. 8  milli°K. However, as has been 
discussed (section 4.2.2.) the fluctuation of the germanium thermometer 
characteristics from run to run was as much as ± 2 milli°K at 2°K and 
thus the error in the calculated value of AT approaches ± 3%. This 
gives rise to a total uncertainty (omitting size factor error) approaching 
± 4% in the values of thermal conductivity in the temperature range 4.2°K 
to 1.6°K. [if the calibration fluctuation uncertainty could be 
eliminated the total error in the measurement of K would be better 
than ± 1% and the use of this type of temperature sensor could be
firmly established in this investigation.]
The errors in the electrical resistivity measurement method 
amounted to a maximum of 0*03% and compared to the size factor 
errors were deemed negligible.
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CHAPTER FIVE
Electrical and Thermal Conductivity Results
5.1. Introduction
In this chapter the results of experiments performed over a
period of about two years are discussed. The sequence in which thermal
conductivity measurements were undertaken may be summarised briefly as:-
(1 ) an investigation of a specimen whose thermal conductivity
(33'at low temperatures (2° -*■ 4.2°K) was already well known % ' This 
served the purpose of testing the experimental techniques.
(2 ) a feasibility study of extending the range of measurements 
to higher temperatures with the available equipment.
(3) an attempt to repeat some previously documented evidence
of precipitate-phonon scattering in aluminium alloys and to investigate 
the effect further in the temperature range 1.8° 4.2°K.
(4) a detailed study of precipitate-phonon scattering in an aged
copper-cobalt alloy.
The results of electrical resistivity measurements on all the 
alloys 9 over different temperature ranges 3 are also exhibited.
5.2. Copper-Gold Results
In an annealed polycrystalline alloy the dominant phonon scattering 
mechanism is due to the electron-phonon interaction9 additionally there 
will be small resistivity contributions arising from the residual 
dislocation density and grain boundaries. By using the temperature
(13)dependencies given by Klemens for these mechanisms the lattice
thermal resistivity may be written as:-
W = i- = ET'2 + DT~2 + GT-3 (5.1)
8 Kg
where E 9 D and G are the temperature independent coefficients describing 
the magnitudes of the phonon scattering by electrons s dislocations and 
grain boundaries respectively.
Salter and Charsley have commented that the grain boundary
scattering should not be significant at liquid helium temperatures for 
grain sizes greater than 0.1 mm. In the CuAu specimen employed in 
this research the mean grain size was 0.12 mm and thus we can neglect 
its 'third term in (5,1). Thus by rearranging (5.1) we have:-
T2
g = (E + D)
By assuming the validity of the Wiedemann-Franz law the total conducti­
vity may be written
K = AT + BT2
where B = (E + D )-1 and B-*1' is defined as W T2. A graph of —  versus T
S
should exhibit a straight line of slope B and intercept A.
KThe results plotted in figure (5.1) show the versus T graphs 
obtained for several runs done on the same sample in both cryostats, 
using carbon resistance and germanium resistance thermometers. The 
circles and crosses refer to results obtained using cryostat A, from 
two runs AIM- and A15 performed within a week of each other using
different sets of carbon resistance thermometers. The squares are the 
measurements obtained, some eight months later, using eryostat B with 
germanium resistance thermometers in run BIO. It is observed that the 
correlation from run to run was good and the expected T2 dependence of 
the lattice thermal conductivity was obeyed, within experimental 
accuracy, in the temperature range 2 -*■ 4.2°K. These results were 
considered to be an adequate verification of the measurement techniques 
and a reasonably rigorous test of the performances of the two cryostats.
A number of interesting points come to light, however, from these
experiments. Firstly the values of A, the intercept on the ^  axis, do
not coincide with the —  value to be expected from the Wiedemann-Franz
PO
law. The values of A and B, obtained by a least squares fit to the data 
L
points, and 
results on the same system.
(33)are exhibited in table (5.1) along with Leaver*s
(17)On the basis of the Pippard theory of electron-phonon
scattering Salter and Charsley showed that —  - A
Lpo ■
/ BPo% 0.06
where PQ is the residual resistivity in microhm cm in the case of
—  - A
W’o '
/ B p 0 “
dilute alloys. However from the results we see that 
- 0.16 and compares, at least in sign, with the value - 0.08 obtained 
by Leaver.
B - A
•P 0 ■
values of thisThe difference between the size of the 
work and those of Leaver's is difficult to explain since the B values 
are in good agreement. An error in the size factor measurement could not 
be the explanation since both electrical and thermal conductivities 
would be affected by the same amount. The reason for this variation
—  - A
tp 0
was negative and it wasremains undetermined. In all cases 
originally thought that this may have been associated with an anomalous 
electrical resistivity behaviour in the low temperature range.
Electrical resistivity measurements made over the whole of this 
region, however, revealed that the value of pQ remained constant to 
better than 0.04% of its value at 4.2°K and it would seem unlikely 
that this could account for the effect.
The combined results of runs BIO with the measurements between
4 and 40°K of B12 are exhibited in figure (5.2) along with the results 
( 26 )
of Kemp on alloys of 7.5 and 16.5% gold. The results show reaso­
nable agreement but the associated errors in the results above 4.2°KS 
indicated by the error bars, suggest that the accuracy afforded by 
the available measuring equipment was insufficient for a thorough 
investigation of the lattice contribution to the thermal conductivity 
above 4.2°K. Indeed a small number of experiments performed on the 
aged aluminium alloys in this temperature range demonstrated this 
inadequacy. Thermal conductivity measurements in the high tempera­
ture range will thus not be discussed further except for a brief mention 
in the final chapter.
5.3. Electrical Resistivity Results
5.3.1. Aluminium Alloys
The electrical resistivity measurements for the aluminium alloys 
used in the thermal conductivity measurements are shown in table (5.2). 
The values quoted are the mean of the measurements taken over the 
temperature range 4.2 -»■ 1.5°K at 0.2°K intervals. In all cases the 
resistivity was observed to change by less than 0.04% of the value at 
4.2°K and was thus assumed to be truly residual and justified the use 
of the Wiedemann-Franz law in the deduction of the electronic contri­
bution to the thermal conductivity.
In figure (2.1) are shown the values of pQ for the 10A series of
alloys, aged at 190°C, as a function of ageing time. Included in this
plot are the hardness characteristics of alloy 10A, When compared
(77)with the results of Wilson one observes that the additional magnesium
content of the 10A series increases the hardness throughout the ageing 
sequence without altering the shape or position of the maximum of the 
curve. The residual resistivity is seen to vary smoothly with ageing 
such that after two days it is 40% of its initial room temperature value.
The addition of a small amount of silicon to both the 10A and T 
alloys, to produce the 60A and TS specimens respectivelj^ apparently 
results in a considerable decrease in the residual resistivity of these 
alloys when quenched and aged at room temperature. Part of the explana­
tion for this may lie with the greatly reduced dislocation density in 
the silicon addition alloys.
5.3.2. Copper-Cobalt Alloys
Electrical resistivity measurements of the copper-cobalt alloys 
revealed a quite different behaviour from that observed in the copper- 
gold and aluminium alloys. As the temperature was decreased the 
electrical resistivity passed through a minimum, at around 40°K, and 
continued to increase as the lower limit of temperature measurement 
was approached. This anomalus behaviour was most marked in the unaged, 
solid solution specimen but was just distinguishable in the appreciably 
aged specimens. Some of the results are exhibited graphically in figure
(5.3). Note that the curves are drawn with displaced origins for the 
resistivity axis, the numbers relate to the appropriate curves as indi­
cated. The scale of the axis is 1 cm = 0.1 microhm cm.
Plots (1) and (2) refer to two samples in the solid solution 
condition and although the shapes of the curves are similar they are 
displaced in the lower temperature region by about 0.1 microhm cm.
This indicates that there was a fluctuation of solute concentration in 
the stock rod of ± 0.02 atomic %, assuming the value of 6.1 microhm cm 
for the change of resistivity per atomic % of cobalt added to copper 
obtained by Dreyfuss-Bourquard
The results for specimens aged for five and ten minutes at 600°C 
are exhibited in curves (6) and (7) respectively. The approach of 
(7) to a residual resistivity suggests that when the amount of solute 
remaining in solid solution falls below a concentration of 0.5 atomic % 
the mechanism which causes the anomalous behaviour in the electrical 
resistivity becomes insignificant.
Table (5.3) lists the values of electrical resistivity of the 
Cu-*Co specimens at 4.2°K in conjunction with the maximum deviation, Ap, 
from this value observed in the temperature range 4.2° + 2°K. For 
specimens (6 ) and (7) the electrical resistivities remain constant to 
within 0.04% of their values at 4.2°K and are comparable with the results 
observed in the aluminium and copper-gold alloys.
Similar results have been obtained by Jacobs and Schmitt 
using 0.5, 1.0 and 2.0 atomic % cobalt alloys, and these have been 
plotted in figure (5.3) as curves (5), (4) and (3) respectively. The 
agreement in the sequence of decreasing slopes below 20°K is thought to 
substantiate the measurements on the 2.7 atomic % alloy, these are 
further verified by the results of Linde who also observed a
slight curvature, as in (1) and (2) of fig. (5.3), for a 2.4 atomic % 
cobalt alloy.
The appearance of the electrical resistivity minimum is not 
restricted to the Cu-Co system but is shewn by many dilute alloys of 
transition elements in noble metals. Van den Berg reviewed the
opinions concerning the cause of the anomaly and the experiments which 
influenced the opinions together with some of the theoretical models 
that had been proposed.
Kondo has provided an elegant explanation. He showed
that from the effects of the Pauli exclusion principle on the inter­
mediate states of the higher order scattering amplitudes for s-d 
exchange scattering9 the spin-flip scattering of a conduction electron 
by a localised impurity spin leads to a term in the resistivity invol­
ving c J log^ T, where c is the solute concentration in atomic %. For 
a negative exchange integral J this term would increase with decrease 
in temperature T which9 when combined with the usual T5 dependent 
intrinsic resistivity., gives rise to the resistivity minimum.
Thus since the amount of temperature dependent5 or inelastic 
scattering varies departures from the Wiedemann-Franz law9 as discussed 
by Chari are to be expected. Such departures depend however
not only on inelastic scattering but also on deviations from isotropy 
in the scattering process. Since the transition metal ion has a finite 
size and the electron waves depart from unmodulated plane waves0 some 
anisotropy would be expected. At present no prediction about either the 
magnitude or sign of the effect is forthcoming. Further comment on 
the departures from the Wiedemann-Franz law for the Cu-Co system is 
postponed until section (5.4.2.).
5.4, Thermal Conductivity Results
5.4.1. Aluminium Alloys
From chapter one it will be recalled that Hust and Powell 
working on a series of aerospace alloys observed an anomalous Tn 
dependence of the lattice thermal conductivity where n approached 
unity. If we adopt a similar procedure to that used in the copper- 
gold alloy and plot — versus T their results would take the form of 
straight lines of zero slope if a true T dependence of the lattice 
conductivity were observed. A departure from this dependence would 
result in a slight curvature of the plot.
Hust and Powell suggested that the anomalous behaviour may have 
resulted from scattering by planar defects such as laminar precipi­
tates at grain boundaries. To substantiate this claims initial 
experiments were done on the Al-Zn-Mg alloy - a similar alloy to one 
used by Hust and Powell - in the aged condition T2, see table (2.1), 
where considerable precipitation had taken place not only at grain 
boundaries but in the grains themselves (fig.(2.14)2 section (2.5.3.2)) 
The thermal conductivity results, exhibited in figure (5.4) on a plot 
of K versus T and again in figure (5.5) as ^  versus T 9 [Note the 
displaced origins for the ordinate axes of the individual curves], 
appear to be in agreement with the previous observations, in that at 
least over the temperature range 2.5 to 4.0°K the lattice contribution 
to the conductivity is essentially T dependent, although at temperature 
outside this region significant departures from this behaviour were 
observed.
Subsequent experiments on room temperature aged Al-Zn-Mg in the 
T1 condition, characterised by a predominance of G.P. zones, revealed
a similar T dependent behaviour over a limited temperature range: the 
results are exhibited again in figures (5.4) and (5.5) and were obtained 
from two runs A16 and A20 performed within a period of two weeks. 
Reasonable agreement between the runs is observed, the crosses refer to 
run A16 and the circles to the data points of run A20. Again there 
occurred departures from T dependence at both ends of the range of 
measurements similar to those observed for T2.
For a similarly aged alloy containing a small addition of silicon, 
TS1, giving a more homogeneous zone distribution, the results, shown in 
figures (5.4) and (5.5), reveal that the low temperature departure from 
linearity was not present though the high temperature departure occurred 
at around 3.8°K.
The results of the experiments on 60A1, although exhibiting 
greater scatter then the results discussed so far show similar features 
to the TSi alloy.
Included in figure (5.5) is a plot of the expected characteristics 
for specimen TSI assuming only electron-phonon scattering to be present 
in the lattice thermal resistivity. This plot was obtained by using the 
relevant residual resistivity and scaling factors in figure (1 .1 ), 
derived by Lindenfeld and Pennebaker, to determine the corresponding 
values of at various temperatures. These were then added to the 
measured values of Kq and the total divided by the absolute temperature. 
A significant departure from the Lindenfeld and Pennebaker curve is 
apparent in the experimental data and this in view of the very low 
dislocation density, can only be attributed to a precipitate-phonon 
interaction. Similar data is included in plots of K versus T for the 
T1 and 60A1 alloys shown in figure (5.6) revealing similar departures
from the Lindenfeld and Pennebaker curves.
These results thus prompted an attempt to investigate this 
scattering mechanism closer. To do so it was felt that the range of 
measurements should be extended to higher temperatures to investigate 
the departure from linearity of the ^  versus T graphs and their expected 
approach to the Lindenfeld and Pennebaker predicted curves. Measurements 
were thus undertaken using the germanium resistance thermometers in 
cryostat B. Initial experiments on copper-gold, see section (5.2) 
however, suggested that the calibration of the thermometers was 
sufficiently lacking to preclude measurements of thermal conductivity, 
with the necessary accuracy, in the high temperature range. Measure­
ments were performed, however, on Al-Cu-Mg specimens with various 
precipitate distributions in the 2° ->• 4.2°K range using the germanium 
resistance thermometers. The K versus T results for the 10A3-8 
specimens are shown in figure (5.7) [Note the displaced origins of the 
ordinate axis for the different curves]. An attempt to analyse departures 
from linearity in the ^  versus T type plots were frustrated by the 
considerable degree of scatter incurred with the use of the germanium 
thermometers. The only concrete evidence that was forthcoming from 
this series of experiments was that in all specimens the lattice thermal 
conductivity was considerably decreased when compared with the Lindenfeld 
and Pennebaker predicted values, eg. 10.A .6 in figure (5.8), and this 
again was attributed to the phcnon scattering from the precipitation 
distributions present in all the specimens.
The major problem encountered with the aluminium system was the 
small contribution the lattice made to the thermal conductivity, even 
in the room temperature aged specimens, when there was still a great 
deal of solute remaining in solid solution. In the over-aged condition,
i.e. beyond the peak hardness as in 10A8, the lattice contribution was 
only about 4% of the electronic contribution to the thermal cohducti- 
vity and since the accuracy of the measurements was only marginally 
better than this the task of observing slight variations in the lattice 
contribution was an impossibly difficult one. The measurements sub­
sequently made on the copper-cobalt system, in which the lattice con­
tribution is proportionately far greater 40%), showed this to be an 
eminently more profitable system to study.
5.4.2. Copper-Cobalt Alloy
The results, discussed in section (5.3.2.), of the electrical 
resistivity experiments performed on the copper-cobalt alloys suggested 
that, because of the inelastic electron scattering, the validity of the 
application of the Wiedemann-Franz law in the separation of the thermal 
conductivity components in this alloy was suspect. Initial measure­
ments made on the alloy in the solid solution state allayed such 
doubts at least with regards to the experiments that were subsequently 
to be performed.
Figure (5.9) shows the experimental results for the thermal 
conductivity of the alloy in the solid solution condition. Also 
included is a plot of the electronic thermal conductivity determined by 
applying the Wiedemann-Franz law at each temperature for which electri­
cal resistivity data were taken. The curvature exhibited by the 
electrical resistivity results was too small to be noticeably reflected 
in the electronic thermal conductivity.
By similarly applying the corresponding values of electrical 
resistivity and temperature in the Lindenfeld and Pennebaker universal 
plot of figure (1 .1 ) the values were determined of the lattice thermal
conductivities, K , expected when phonons are only scattered by electrons
§
Combining these values with those of the values of the total 
thermal conductivity, indicated by triangles in figure (5.9), were 
obtained.
Also, by using the Lindenfeld and Pennebaker value of K at 3°K,&
determined as described above, in the Callaway expression for the 
lattice thermal conductivity (equation (6.7)) with the values of the 
parameters appropriate to Cu-Co the electron-phonon scattering coeffi­
cient was determined. Using this value the lattice thermal conducti­
vities at 0.1°K intervals over the temperature range 2° 4.2°K were
calculated, When added to the corresponding values of the total
thermal conductivity points shown by crosses in figure (5.9) were 
obtained.
Agreement between the experimentally measured results for K and 
the values obtained by the other two methods was extremely good, all 
three sets of data were observed to fall on the same curve within the 
experimental error. This suggested that in the cases of the aged speci­
mens where the inelastic scattering contribution was greatly reduced 
and the electrical resistivity was nearly constant in the 2° to 4.2°K 
range application of the Wiedemann-Franz law was justified.
Figure (5.10) shows the results of plotting ^  versus T for the 
solid solution specimen. Using the analysis applied to the CuAu results 
it can be seen that the lattice conductivity is T2 dependent and that
f
Lthe value of - A
P
is negative, see table (5.4-.). The maximum value
of p below the minimum was employed in this analysis.
On ageing, appreciable deviations from the predicted lattice 
thermal contributions were observed. Figure (5.11) shows the experimental
results of Cu-Co7 (see table (2.1)) plotted as K versus T. Included 
are the graphs of electronic thermal conductivity and the predicted 
K curves based on the experimental and theoretical universal curves 
of Lindenfeld and Pennebaker; the deviation of the experimental results 
from the predicted curves was in this case the most marked of all the 
specimens.
Similar deviations were observed for all the other aged specimens 
and the size of these departures at various temperatures are exhibited 
in figure (5.12) in a plot of the measured lattice thermal conductivity 
as a percentage of the expected value, deduced from the experimental 
Lindenfeld and Pennebaker universal curve, against the ageing time at 
600°C for several temperatures of measurement.
Plots of Y  versus T for the aged specimens, represented in 
figure (5.13), show appreciable curvature in the specimens aged for 
short periods at 600°Ct As the precipitate particle size increases 
so the average slope decreases, and the shapes of individual curves 
suggest that the lattice conductivity approaches a T dependence in 
certain temperature regions, as was observed in the aluminium alloys.
Further discussion of the results, along with those of the 
theoretical model, will be postponed until chapter 7.
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Table 5.2
Residual Electrical Resistivity Results for the 
Aluminium Alloys
Specimen Run No. Residual Resistivity 
microhm cm
T1
TSI
T2
A7
A18
A20
2.957 ± 0.005
2.699 "
1.810 "
10A3
60A1
B83B9
A19
2.583
2.162
10A4
10A5
10A6
10A7
10A8
B15 
B16 
B17 
B18 9B19 
B20
2.242
2.237
2.162
1.836
1.040
■Figure (5.3)
0.1
12.4
Electrical resistivity versus Temperature 
Copper-cobalt results
(1 ) Cu-Co solid solution (2.7 atomic %
(2 )
(3) 2.0 atomic % Co
W 1.0 atomic % Co from ref.(117)
p (5) 0.5 atomic % Co
microhm
(6 ) 2.7 at% Co specimen aged 5 mins at
cm (7) 2.7 at% Co specimen aged 10 mins
at 600°C.
/2J
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Table 5.3
Copper-Cobalt Electrical Resistivity Results
Specimen Run No . P4.2°K Ap
microhm cm microhm cm
Cu-Co 1 B23 12.253 + 0.03
Cu-Co 2 B25 3.791 + 0.006
Cu-Co 3 B32 3.539 + 0.005
Cu-Co 4 B33 2.956 + 0.002
Cu-Co 5 B28 2.971 ± 0.001
Cu-Co 6 B30 2.568 ± 0.001
Cu-Co 7 B31 2.129 ± 0.001
Ap is defined as the maximum deviation of electrical resistivity 
from ^ the temperature range 4.2° -*■ 2°K.
Note that the heat treatments for each specimen are listed 
in table (2 .1 ).
Figtage (5.4)
K versus T results for aluminium alloys.
(1)
20
4.03.0
T °K
(1) specimen T2 .
(2) specimen 60A1 .
(3) specimen TSI .
(4) specimen T1
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K versus T results for aluminium alloy
10A series.
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CHAPTER SIX
Theoretical Analysis of the Thermal Conductivity Data
6.1 Introduction
In order to be able to predict the temperature dependence of the 
thermal conductivity of a material containing defects we require a 
solution to the transport equation and a knowledge of the thermal 
resistivity processes in the pure material, in addition to the frequency 
dependence of the scattering cross-section of the defects under 
investigation.
From chapter two it will be recalled that in some of the 
aluminium alloys and in the Cu-Co system the predominant defect structure
took the form of a fairly homogeneous distribution of spherical
. . . (122)precipitates throughout the specimen matrix. Ying and Truell ,
in an investigation of the attenuation of ultrasonic wave pulses in
similarly precipitated materials, applied a partial wave analysis to
thescattering of sound waves by an isotropic elastic sphere in an
isotropic continuum for the case of incident longitudinal waves.
(123) (12*+)Several other authors s subsequently tackled the problem
and Einspruch considered the case of the scattering of a trans­
verse wave. The expressions derived and the numerical values obtained 
for the scattering cross-sections in these analyses referred to the 
total cross-section. To compute thermal conductivity the transport cross 
section must be used and Walton and Lee , by applying general
analytic approximations to the Ying and Truell formulation of the 
problem, derived values for the transport scattering cross-section for
a fictitious solid over a wide range of elastic properties of the matrix 
and precipitates.
By incorporating their values of the expression for the transport 
cross-section most applicable to the Cu-Co system, along with the preci­
pitate size and concentration data from experiments described in 
section (2.6), in the Callaway expression, results for the temperature 
dependence of the lattice thermal conductivity were obtained. In view 
of the harsh approximations employed in the analysis the agreement 
between the theoretical and experimental results was thought to be 
encouraging.
6.2 Derivation of the Transport Scattering Cross-secticn
(122)Ying and Truell examined the basic problem of the scattering
of a plane longitudinal wave by an isolated spherical obstacle embedded 
in an unbounded isotropically elastic medium. Scattering from a large 
number of obstacles, multiple scattering, in an otherwise homogeneous 
material was not considered.
The equation of motion of an isotropically elastic continuum is
2
(X + y) V(VJS) + y V2S = T> —  (6.1)
3t2
where S is the displacement and X and y the Lame constants of the 
material of density £. For a plane longitudinal wave which is simple 
harmonic, has unit amplitude and moves in the positive direction of 
the z axis, the displacement is given by:-
(6.2)
where
s = z e ~ ^ Z (6.3)
and q is defined by q - u> 
reduces to:-
X + 2y 2tt
wavelength
and equation (6 .1 )
1 V(Vs)+ —  (v2s - V(Vsj) + s = 0
o2 I J2 Q da
where Q = w y
UJ
By choosing the origin of spherical co-ordinates to coincide
(127)
with the centre of the spherical obstacle Herzfeld showed that
s = - Vip + Vx [Vx (r^ r i t ) ]  (6.4)
where (V2 + q2) ip = 0 and (V2 + Q2) tt = 0
ip and it are functions of the co-ordinates r and 0sand r^ is a unit 
vector in the direction of increasing r.
When the incident longitudinal wave impinges on the p. vnipitate 
there are subsequently three separate waves, (1) the unimped.' • incident 
wave,(2) the wave scattered by the obstacle, (3) a wave excited within 
the precipitate, to which expressions of the form (6.2), (6.3) and (6.4) 
apply.
The displacement of the scattered wave in the region outside the 
obstacle is represented by the two potential functions
*Scatt = ? An hn((?l r) Pn (cos 6)n-o
tt„ . . = T B h (Q. r) P (cos 9) 
*• n n 1 nScatt n=o
where the longitudinal wave vector q1 and the transverse wave vector Q1 
are defined by the Lame constants and density of the matrix, h^ is the 
spherical Hankel function of the first kind and Pn the Legendre Poly­
nomial .
Similar expressions apply to the wave excited within the preci­
pitate
tate and is the spherical Bessel function.
In addition to the displacements ^ the stresses can be expressed 
in terms of if; and n and by combining these to specify the boundary 
conditions (these are fully discussed be Einspruch) the coefficients
From the displacement and stress of the scattered wave the energy 
scattered by the precipitate may be calculated. The total so-veering 
cross-section of a defect is defined as the ratio of the total energy
scattered per unit time to the energy^unit area carried per unit time 
by the incident wave and Ying and Truell have shown that the total 
scattering cross-section for a spherical precipitate takes the form:-
00
and
00
where q^  and #■- are defined by the elastic properties of the precipi-
and in the scattered wave expression may be determined.
(6.5)
(122)where a(0) is the differential cross-section 3which because of
symmetry is independent of the angle
In thermal conductivity calculations we require the transport
(1 )
scattering cross-section and this takes the form
ptt
aT = 2tt a(6) (1 - cos 0) d0
thus
(2n + D q 1:
An 1
n + 1 
2n + 3
rA A5' . + Aw A ■ 
n n+1 n n+1
n
2n - 1
A A* i + Aw A ^  n n-1 n n-1 2n(n+l)
+ q1^1(2n+l) n ‘
n+2 rB B* n n+1 + A* B n n+1 n-1
rB B* _ + B* B n n-1 n n-1
2n+3 2 " 2n-l 2V. >
(6.6)
By solving the set of four simultaneous equations9 given by Pao
and Mow ^23) which determine A and B Walton and Lee presented 
5 n n t
results of for a number of isotropic solids with greatly differing 
elastic properties.
In the case of the precipitated Cu-Co alloy employed in this 
research the elastic constants pertaining to bulk copper are a 
reasonable approximation for those of the matrix. These have received 
much attention experimentally and are well established as:-
= 1.684 x 10*2 dynes/cm2
C^2 = 1.214 x 10*2 dynes/cm2
^44 = 0.754 x io12 dynes/cm2
reference (128)
(132)
at 25°C. By applying the Voigt average, the symmeterised iso­
tropic elastic constants for copper
= 2.099 x 1012 dynes/cm2
A^ = = 1*007 x 1012 dynes/cm2
^1 = C44 = 0,51+6 x 1°12 dynes/cm2
(129 )
were obtained. The copper matrix density is = 9.018 gm/cc.
The elastic properties of the cobalt precipitates, however, are
less precisely defined; this arises from the fact that they are f.c.c.
structure, which in bulk cobalt is the stable phase only above 420°C
and consequently no direct measure of their magnitude is available.
(130 )McSkimmin , however, by using ultrasonic pulse techniques
determined the longitudinal and transverse velocities of sound waves
propagated in different directions in h.c.p. cobalt from which the
elastic moduli of h.c.p. cobalt were determined. Dragsdorf then
related the transverse and longitudinal velocities of nearly equivalent
directions in h.c.p. cobalt to those in the f.c.c. system to obtain
the approximate isotropic elastic constants given by:-
A2 = 1.543 x 1012 dynes/cm2 
y2 = 0.747 x io12 dynes/cm2
and a density of 8.739 gm/cc. Since the precipitates contain 10% copper 
(section 2 .6 ) the value of the precipitate density used in subsequent 
calculations was taken to be £2 = 8.767 gm/cc.
Thus while the densities of the matrix and precipitates do not 
differ appreciably their elastic constants vary considerably. However
the longitudinal wave velocities in the matrix and precipitate, defined 
by
^1 + ^1 2^ + ^ 2 v = ---- -- - and v =     respectively, show at
L1 C1 2 2
most a 20% variation. This indicates that the transport scattering 
cross-section derived by Walton and Lee for the case of a 10% variation 
in the longitudinal sound velocity is the most applicable of their 
quoted results, to the case of Cu-Co, and consequently this cross- 
section was employed in all subsequent calculations of lattice thermal 
conductivity.
Figure (6.1) exhibits the scattering cross-section as a plot of
loglO^T versus log^Cx) where x is the product 5 anc^  resu^ts 
R
O o
are plotted for a precipitate particle radius Rq = 100 A.
From the diagram we see that the scattering cross-section may be 
divided, approximately, into three regions, where the wavelength is 
greater than, roughly equal to and smaller than the size of the 
particle. In the first instance the cross-section obeys a Rayleigh 
law and varies as the fourth power of the frequency, in the second 
resonance effects, distinguished by the fine structure, occur and 
in the last region the cross-section becomes essentially constant and 
equal to the geometrical cross-section.
6.3 Theoretical Lattice Thermal Conductivity of Aged Cu-Co Specimens
The phonon mean free path, A, may be expressed as
A = x v (6.7)
where r is the phonon relaxation time and v their group velocity. Also
T
(6.8)
where c is the density of scatterers each of scattering cross-section 
aT . Thus from (6.7) and (6 .8) we may write:-
In a metal at low temperatures the phonon scattering mechanisms 
generally encountered are those due to the electron-phonon3 dislocation- 
phoncn and boundary-phonon interactions. For the alloy used in this 
research the boundary scattering term was thought to be insignificant 
in view of the large grain size (approximately 1mm) and dimensions of 
the specimens. From initial measurements on the alloy in the solid 
solution state the data could be fitted accurately by consideration of 
the electron-phonon interaction alone so that a dislocation-phonon 
interaction can be neglected. Since in all subsequently aged specimens 
the dislocation density was progressively reduced the only mechanism 
(apart from the precipitate-phonon scattering) affording appreciable 
thermal resistance was assumed to be the electron-phonon interaction.
The relaxation time for this process may be written
T
_ E
ep ” 9.
(6.10)
where E is a constant and q the phonon wave number. 
From expression (6 .6 ) we may write
where f is a function of the product R only9 R being the precipi­
tate particle radius.
So that the data of figure (6 .1 ) may be expressed in the form
a„ (X) = R 2 f(X) 
R
o
(X = V
Now for a particle of radius R with
X = q, R <T (X) = R2 f(X)
R
so that the transport scattering cross-section for a particle of 
radius R becomes
aT (X) =
R
R
R (X)
G
and the relaxation time for the precipitate-phonon scattering is
pp
R
R crT (X) 
Ro
rL °p
(6.11)
where is the number of precipitates per unit volume and is the 
longitudinal phonon velocity.
By assuming the additivity of inverse relaxation times we may 
define a combined relaxation time t as
where
kT 3 „ „ _ kT .n
q = and X = ^  R = R
L
k being Boltzmann’s constant9 2irh Planck’s constant and v the average 
phonon velocity given by
v = 3 (VL + 2 V
where v^ is the transverse phonon velocity.
(133)Following the method employed by Callaway the lattice
thermal conductivity may be represented as
eD
K =
-
3
kT r  x4 ex 3
t ---------  dx
c { X ,v2(e - 1 )^® 27r2v
Thus from equation (6.12) we have:-
(6.13)
K = k kT
3 f _£ 
T \T C -R 2 re f kT
2tt2v
15
•o
V w
L p R ' o
T
Ro
r R
+ DxT
-1
4 x x e _
, x .2(e -1 )
dx
(6.14)
where D =
iYvE
For Cu-Co the various parameters take on the values 
v = 3 x 105 cm/sec
vT = 4.7 x 105 cm/secL
0D = 310 K
~zi
k = 1.38026 x joule/°K
ti = 1.0542 x joule sec.
Expression (6.14) was solved for values of R, corresponding to
the particle sizes of the aged specimens, determined as described in
section (2 i6 ). The particle concentrations, Cp9 were calculated from
the values of R and a knowledge of the amount of cobalt that had preci-
(134)pitated out of solid solution. Tammann showed that the solubi­
lity of cobalt in copper at 600°C is about 0.4 atomic % and magnetic 
measurements have shown that all the cobalt precipitation takes place 
during very short ageing times at 600°C (section (2.6)). Thus for all 
results a constant amount of precipitated cobalt was assumed. The 
particle radii along with the particle concentrations are exhibited in 
table (6 .1 ).
The coefficient, D, in expression (6.14) was calculated for each
value of R by neglecting the precipitate-phonon scattering term and
solving the equation by including a value of K/ determined from the
g
Lindenfeld and Pennebaker experimental relationship between electron- 
phonon limited conductivity and the corresponding electrical resistivity 
at a specific value of T. The values of D so obtained are also included 
in table (6 .1 ).
Figure (6.2) uhows the results, obtained both theoretically and 
experimentally, for the copper-cobalt specimen Cu-Co 4, in which the
o
average particle size was 19 A. The theoretical points were obtained
by adding the calculated values of K to the measured values of K .
g e
Agreement between theory and experiment is observed to be extremely 
good.
Likewise the results of the other specimens when plotted, as in 
figure (6.3), as
K (Theoretically calculated)
—52----------------------------  % versus Ageing time,
K (Predicted from (2) of fig(l.l))
g
show a good correlation with the form of the experimental results of 
figure (5.12).
By exhibiting the results, as in figure (6.4), on the more sensi- 
K
tive plot of ~  versus T, we see that although the overall shape of 
thecurves is very similar to the experimental curves of figure (5.13) 
showing the changing curvature with increasing particle size, the 
average slopes are, on the whole, somewhat less. These discrepancies 
may be explained by some of the symplifying assumptions employed in 
the theoretical analysis.
6.4 Basic Assumptions in the Theoretical Analysis and their 
Effects on the Results
(1) In the evaluation of the expression for the lattice thermal 
conductivity no distinction was made between longitudinal and transverse 
phonons - although a greater degree of accuracy would have been 
attained by separately computing the cross-sections for transverse 
waves and incorporating them in the thermal conductivity analysis it 
was felt that, in view of other approximations employed, this added 
complexity was unnecessary. The implementation of this assumption was 
further substantiated by the work of Jones who showed,-using an
elegant approach similar to Johnson and Truell, that the transverse 
cross-section was of similar frequency dependence although of slightly 
diminished magnitude than the longitudinal cross-section. Combining 
this result with the smaller transverse phonon velocity scattering 
similar in magnitude to the longitudinal case is obtained.
(2) The precipitates were assumed to be of uniform size. This assump­
tion alone could probably explain the discrepancies between the theore-
tically predicted and the experimentally observed slopes in the curves 
K
of _g versus T. Since the process of precipitation is one of a 
T
resolution and growth of an essentially constant amount of material a 
wide distribution of particle sizes is to be expected. This distribu­
tion would be weighted towards particles of small size and thus the 
thermal conductivity results quoted in the temperature region approa­
ching 4.2°K, are the most likely to be suspect.
(3) In the specimens with small precipitate particles, errors in the 
particle size estimations have a particularly large effect on the
calculated values of ■« and thus the theoretical estimation of K .
HP S
(4) A further explanation of the misfit of the results may arise from 
the assumption of the constant amount of precipitated cobalt. Magnetic 
measurements indicate that, although it varies only slightly after 
five minutes or so, the amount of precipitated cobalt is only truly 
constant after about twenty minutes. Again the values of d may be in
JT'
error.
(5) The elastic properties of the Cu-Co system indicate that the 
scattering cross-section employed in this analysis was only approxima­
tely applicable. The results of Walton and Lee and Johnson and Truell 
suggest, however, that the scattering cross-section is relatively 
insensitive to the elastic properties compared to the size of the 
precipitates.
(6 ) The static strain field contribution to the thermal resistivity
was assumed to be negligible. This for Cu-Co is a reasonable assumption
since the strain at the precipitate surface (section 2 .6 ) is conside-
(14)
rably less than the value of 10% predicted by Carruthers for
which the scattering due to the spherically symmetric displacement 
field becomes significant.
6.5 Conclusions
In view of the approximations and assumptions employed in this 
analysis the agreement between theory and experiment was very good.
This becomes more apparent when one considers that the only variable in 
the analysis was the precipitate particle size and no adjustable 
parameters were used to fit theory to experimental results. This 
suggests that if a reasonable approximation of the elastic properties 
of the matrix and precipitate can be made, combined with a knowledge 
of the precipitate size and concentration, a prediction of the lattice 
thermal conductivity in the absence of static strain fields can be 
made with some accuracy. Conversely the measurement of thermal condu­
ctivity may perhaps become, with some refinement, a useful tool in the 
study of precipitation.
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CHAPTER SEVEN
7.1. Discussion and Conclusions
(1) The results of the thermal conductivity research described in 
this thesis, although quantitatively not very reliable for rigorous 
theoretical investigation, highlight the significant contribution 
precipitate-phonon scattering can make to the thermal resistivity 
processes in metal alloys, and the work serves as a good foundation for 
the investigation of static strain field scattering once the slight 
deviations between theory and experiment have been accounted for*
By extending the temperature range to 0.5° -> 20°K in the
theoretical analysis of section (6.3) the curves of figure (7.1) are 
obtained. The characteristic plateau appears, to a certain degree, in 
the data for all the particle sizes. The position and length of the 
plateau differ for each specimen. The plateau coincides with the 
temperature regions in which the dominant phonon wavelength is 
comparable with the precipitate dimensions, i.e. it occurs for the 
transition region from Rayleigh to geometric scattering in ol.e scattering 
cross-section.
The results of the aluminium alloys shown in figure (5.5) possibly 
reflect such plateau regions in the  ^versus T characteristics. The 
deviations from T dependence at each end of the temperature range, lend 
weight to this suggestion.
Comparison of the theoretical and experimental results of copper- 
cobalt suggest that although the experimental measurements were performed 
in the temperature range 2° to 4.2°K the theoretical results in the
range 1° to 3°K are an almost identical fit to the experimental data 
when superimposed, figure (7.2). This suggests that either the 
assumptions outlined in section (6 .*f) have the effect of uniformly 
moving the whole curve to lower temperatures or the initial slope of 
the scattering cross-section is in error. The latter suggestion is 
the more likely explanation and a scattering cross-section more 
accurately related to the copper-cobalt system is presently being 
calculated in an attempt to verify this assertion.
(2) The results of the electron microscopic investigation have provided 
further information on the mechanisms of ageing in the aluminium 
alloys and suggest that the additional magnesium content of the 10A 
alloys does not significantly affect their ageing sequence compared
to the pseudo-binary system.
(3) The rate of precipitate particle coarsening in the 2.7 atomic % 
copper-cobalt alloy was determined for specimens aged at 600°C, and 
the results show good correlation with data for alloys containing 
smaller and greater concentrations of cobalt.
(4) The electrical resistivity measurements provide furhter informa­
tion on the anomalous Kondo mechanism operative in this material.
Present results suggest that even in such materials the Wiedemann- 
Franz law can be applied in the analysis of thermal conductivity.
7.2 Suggestions for Further Work
(1 ) The temperature range of the measurements should be extended to 
include the transitions from Rayleigh to geometric scattering. This 
may be accomplished in the high temperature range by using cryostat B 
and a reliably calibrated temperature sensor and applying a similar
type of Clement and Quinnell calibration approach to either germanium 
or carbon thermometers. The low temperature measurements would have 
to be made in a more sophisticated cryogenic set up using He .
(2) A calculation of the longitudinal and transverse transport 
scattering cross-sections specifically relating to the copper-cobalt 
system would 3 in addition to
(3) an attempt to make some allowance for the particle size distribu­
tion and multiple scattering in the theoretical determination of K ,
o
provide a better prediction of the thermal conductivity.
(4) Once adequate correlation between theory and experiment has been 
obtained for the Cu-Co systems which is essentially free of large strains, 
measurements could be made on systems, eg. Cu-Be system, which 
exhibit considerable strains associated with precipitates and for which 
reasonable approximations for the elastic properties of the matrix and 
precipitates are available.
Figure (7,1)
Kg versus T Copper-cobalt theoretical results
T
in the temperature range 0.5-20°K
mW/cm/ K‘
10
101
T K
(1) results for 90? radius precipitate specimen.
(2) results for 35.5? radius precipitate specimen,
(3) results for 19? radius precipitate specimen.
(4) results for 25? radius precipitate specimen.
(5) results for 16? radius precipitate specimen.
Figure (7.2)
__g versus T 
T
Superposition of theoretically derived data and 
experimental results.
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