In the present study we have formulated a Minimum Cross Fuzzy Entropy Problem (Minx(F)EntP) and proposed sufficient conditions for existence of its solution. Mentioned problem can be formulated as follows. In the set of membership functions satisfying the given moment constraints generated by given moment functions it is required to choose the membership function that is closest to a priori membership function in the sense of cross fuzzy entropy measure. The existence of solution of formulated problem is proved by virtue of concavity property of cross fuzzy entropy measure, the implicit function theorem and Lagrange multipliers method. 
Introduction
The concept of entropy plays a significant role in measurement of the degree of uncertainity and many problems concerned with its applications are given in [4] . First, Zadeh [2, 3] introduced the fuzzy entropy using the concept of membership function. Then, De Luca and Termini [7] defined entropy measure of a fuzzy set based on Shannon's function [6] . After these developments, a large number of measures of fuzzy entropy were discussed, characterized and generalized by various authors. Some other interesting findings related with theoretical measures of fuzzy entropy and their applications have been provided by Kapur [5] , Parkash and Sharma [13] , Yager [14] , Bhandari and Pal [8] etc. The starting point for the cross entropy approach is information theory developed by Shannon [6] . suggested the principle of minimum cross entropy measure. Optimization problems of Jaynes and Kullback-Leibler measures subject to constraints generated by given moment functions have many applications in different scientific fields as information theory, statistics and etc.
Corresponding to De Luca and Termini's [7] fuzzy entropy measure, Bhandari and Pal [8] introduced the cross entropy for a fuzzy set using its membership function. In addition, some new information measures and cross-entropy of fuzzy sets have been proposed in [9] [10] [11] [12] .
In our study we have formulated a new Minimum Cross Fuzzy Entropy Problem (Minx(F)EntP) and proposed sufficient conditions for existence of its solution. Moreover, according to [17] [18] [19] [20] [21] [9] [10] [11] [12] [13] .
The suggested research is formed as follows. In Section 2, the statement of Fuzzy Entropy Optimization Problem and its solving method are proposed. In Section 3, the concavity of cross fuzzy entropy measure is proved. In Section 4, the Existence theorem for solution of Cross Fuzzy Entropy Optimization Problem is proved. In Section 5, the evaluation of Lagrange multipliers for Minimum Cross Fuzzy Entropy Problem is formulated. In Section 6, the minimum cross fuzzy entropy value via Lagrange multipliers is achieved. In Section 7, new Generalized Cross Fuzzy Entropy Optimization problems (MinMinx(F)Ent) m , (MaxMinx(F)Ent) m and methods of solving these problems are developed. Finally, the main results obtained in this study are summarized.
Minimum Cross Fuzzy Entropy Problem (Minx(F)EntP)
According to definition of membership function of fuzzy set denoted by in crisp set maps whole members in universal set to {0,1}, : → {0,1}. However, in fuzzy sets, each element is mapped to [0,1] by membership function, μ : X → [0,1]. For this reason, fuzzy set can be described as "vague boundary" set comparing with crisp set in [22] .
Let , be fuzzy sets with membership functions ( ) , ( ) , = 0,1, . . . , respectively. Then, corresponding to Kullback-Leibler probabilistic entropy [16] the measure ( : ) of cross fuzzy entropy for fuzzy sets [10] , containing finite number elements can be expressed by formula 
where 0 ( ) ≡ 1; , = 0,1,2, … , are moment values of ( ) , = 0,1 ,..., with respect to moment functions ( ) , = 0,1,2, … , ; < .
Mentioned problem can be formulated as follows. In the set of membership functions satisfying the given moment constraints generated by given moment functions it is required to choose the membership function that is closest to a priori membership function in the sense of minimum cross fuzzy entropy measure.
The distribution of fuzzy values � ( 0 ), ( 1 ), … , ( )� minimizing function (1) subject to constraints (2) (briefly stated problem (1),(2)) we call Minimum Cross Fuzzy Entropy Distribution (Minx(F)EntD) just as Minimum Cross Entropy Distribution (MinxEntD) of probabilistic entropy optimization problem [19] .
Minimum Cross Fuzzy Entropy Problem (1), (2) is a conditional extremum problem. Solvability of this problem is required to fulfillment of several conditions. Mentioned conditions are following:
( (2) as the matrix with column � added to it. Therefore, system (2) with respect to ( ), = 0,1,..., has a solution. Note that from condition 1) follows that = + 1.
Concavity of Cross Fuzzy Entropy Measure � ( : )�
In order to simplify mathematical operations constrained with (1) we use conventional signs = ( ) ; = ( ) , = 0,1 ,..., and write (1) in the form
Consequently, Hessian matrix ℋ is defined in the form
Since eigenvalues of ℋ matrix are positive: 
The existence of solution of Minimum Cross Fuzzy Entropy Problem (Minx(F)EntP)
Minx(F)EntP (1), (2) is a conditional extremum problem and can be solved by Lagrange multipliers method. According to Lagrange multipliers method firstly the new auxiliary function is constructed:
where are certain constant factors and the function is now investigated for an unconditional extremum;
we form a system of equations = 0 , = 0,1, … , supplemented by the constraint equations (2) from which all the + + 2 unknowns ( ) , = 0,1, … , and
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Also, from (1) follows that
It is seen that the equalites (4) are constraint equations (2). If we take (4) into account in (2), then
If denote the left-hand of (5) by ( 0 , 1 , … , ), then (5) can be written as ( 0 , 1 , … , )
From (2 1 ) follows that follows.
In (7), � ( ) , = 0,1, … , by Cramer method of solving linear nonhomojenus algebrical equations can be expressed via � , = 0,1, … , and � ( ) , = + 1, … , in the form
From (4) follows that
If subsitute (2 3 ) in (8) and solve the getting equations with respect to 0 , 1 , … , , then it is possible to find ̃0 ,̃1, … ,̃ satisyfing (6). Then, the equations �̃0,̃1, … ,̃� = � , = 0,1, … , . (9) are arised.
Therefore, subject to assumption (2 2 ) by solving (7) with respect to � ( ) , = 0,1, … , and substituting (2 3 ) in (8) the relations (9) is appeared.
Note that relations (9) are one of the important conditions to solve equations (6) with repect to 0 , 1 , … , . The other condition to solve equations (6) with respect to 0 , 1 , … , in the some neighbourhood of �̃0,̃1, … ,̃� satisfiying (9) is the condition
Now, we prove the fulfillment of (10). From (6), we get
In (12), we consider the ratio
319 as probability measure then
and from (11) follows that
Since is correlation matrix of random variables 0 ( ), … , ( ) each of which has + 1 number of values, then
Note that the satisfiability of last condition can be also proved as following:
It is seen that random variables ( ) , = 0,1, … , are linearly independent according to assumption 1), the left-hand of (13) is equal to zero if and only if at = 0, consequently is positive defined matrix, therefore ≠ 0 and condition (10) is satisfied.
The satisfability of (9) and (10) indicates that the implicit function theorem [13] can be applied to solvability of (6) with respect to 0 , 1 , … , . The obtained results for solvability of (6) 
Evaluation of Lagrange multipliers for Minimum Cross Fuzzy Entropy Problem
From the proof of Existence theorem, it is indicated that evaluation of Lagrange multipliers occupies very important place. For this reason, it is required to consider this problem in more detail. One of basic stages of application of numerical methods is the choice of any initial point.
The mean problem consists of solving system of equations (6) Consequently to solve system (6) by some numerical method (̃0,̃1, … ,̃) can be taken as initial point .
6. Minimum Cross Fuzzy Entropy Value In Section 4, minimization of cross fuzzy entropy measure (1) is realized by Lagrange multipliers method and membership function ( ) which gives minimum value to (1) is expressed by formula (4). By virtue of formula (4) from (1), after taking elementary transformations follows that ( : )
The formula (14) represents minimum value of cross fuzzy entropy measure (1). It is seen that ( : ) depends on Lagrange multipliers 0 , 1 , … , , moment functions 0 ( ), 1 ( ), … , ( ) and moment fuzzy values 0 , 1 , … , .
Some Generalized Cross Fuzzy Entropy Optimization Problems
Before it is showed that minimum value of cross fuzzy entropy optimization measure ( : ) is represented by formula (14) in the dependency of moment functions 0 ( ), 1 ( ), … , ( ), Lagrange multipliers 0 , 1 , … , , and moment fuzzy values 0 , 1 , … , . Let us = ( 0 , 1 , … , ) be vector moment functions with components 0 , 1 , … , . If we take into account that according to condition (2) both Lagrange multipliers 0 , 1 , … , and moment fuzzy values 0 , 1 , … , are generated by moment vector fuction and given fuzzy values of ( ) , = 0,1, … , , then the ( : ) defined by formula (14) can be expressed as a functional ( ) depended on moment vector fuction . That is to say ( ) = ( : )
According to [14] [15] [16] [17] [18] , let be the compact set of moment vector functions ( ). ( ) reaches its least and greatest values in this compact set, because of its continuity property. For this reason,
Consequently,
( ) � and (15) . It should be noted that ( ) reaches its minimum (maximum) value subject to constraints (2) generated by function 0 ( ) and all −dimensional vector functions ( ), ∈ 0, . In other words, minimum (maximum) value of ( ) is least (greatest) value of values ( ) corresponding to ( ), ∈ 0, . In other words, MinMinx(F)Ent (MaxMinx(F)Ent) is distribution giving minimum (maximum) value to functional ( ) along of all distributions generated by � � number of moment vector functions ( ), ∈ 0, . Mentioned distributions can be denoted by
( )�� gives the minimum (maximum) value to ( ) then distributions 
Conclusion
In the present study the following results are achieved.
(1) It is proved the concavity property of cross fuzzy entropy measure and formulated a Minimum Cross Fuzzy Entropy Optimization Problem and proposed sufficient conditions for existence of its solution. Mentioned problem can be formulated as follows. In the set of membership functions satisfying the given moment constraints generated by given moment functions it is required to choose the membership function that is closest to a priori membership function in the sense of cross fuzzy entropy measure.
(2) A special functional ( ) depended on moment vector functions is defined by applying Lagrange multipliers method. 
