Abstract. We discuss on observations related to value-at-risk optimization. Firstly, we consider a portfolio problem under an infinite number of value-at-risk inequality constraints (modeling first order stochastic dominance). The random data are assumed to be normally distributed. Although this problem is necessarily non-convex, an explicit solution can be derived. Secondly, we provide a (negative) result on quantitative stability of the value-at-risk under variation of the random variable. Although reduced Lipschitz properties (in the sense of calmness) may hold true at continuously distributed random variables under suitable conditions, the result shows that no full Lipschitz property (more generally: Hölder property at any rate) can hold in the neighbourhood of an arbitrary continuously distributed random variable. Even worse, this observation holds true with respect to any probability metric weaker than that of total variation.
Introduction
Despite of a lot of criticism, the value-at-risk continues being a widely used risk measure in financial or engineering applications. We recall its definition here:
Given a one-dimensional random variable Y which is defined on the probability space (Ω, A, P ), its p-value-at-risk (for p ∈ [0, 1]) is denoted by VaR p (Y ) := inf {t ∈ R|P (Y ≤ t) ≥ p} .
The shortcomings of VaR are based on modeling as well as on mathematical arguments. The most severe objection from the modeling point of view is that VaR, due to a lack of convexity, does not reward diversification, which is an essential feature in portfolio optimization. As a consequence, VaR fails to be a coherent risk measure (for a critical discussion see, e.g., [18] ). Moreover, VaR -constraints used in stochastic optimization do not take into account the degree of constraint violation, which in a financial context could provide valuable additional information. Both these drawbacks seem to be of less importance in non-financial, say engineering applications. For instance, diversification is not a universally useful strategy ('splitting of forces' effect), and in many engineering applications the (monetary) consequence of constraint violation may not be a function of the degree at which such violation takes place. As far as mathematical objections are concerned, the main argument against the use of VaR-constraints is the typical lack of convexity which leads the problems outside the comfortable world of convex optimization. Moreover, VaR does not behave in a stable manner under perturbations of the random variable. Both issues are extensively discussed in [15] when comparing VaR with the conditional value-at-risk.
In the present paper, we want to present two observations concerning these two properties (non-convexity and non-stability). Our aim is not to reason in favour or against the use of VaR (actually both observations point to opposite directions) but to add some more information to this discussion. The first observation shows, that it is possible to obtain an explicit solution to a portfolio optimization problem which is based on an infinite family of VaR-constraints (equivalent to a first order stochastic dominance relation). Although the result requires normally (or more general: elliptically) distributed random data, the problem is inevitably non-convex (in contrast to a single VaR-constraint under such distributions). In particular, it is not related to a corresponding formulation based on the conditional value-at-risk. The result and related observations seem to suggest that it might pay to investigate the nature of non-convexity in VaR-Optimization. The second observation is less favourable in that it demonstrates the general non-Hölder continuity of VaR in the neighbourhood of any continuously distributed random variable and with respect to any probability metric weaker than that of total variation. In addition to its importance for VaR-based optimization, this result clarifies some limits for quantitative stability results in optimization problems under probabilistic (or chance) constraints.
A continuous family of VaR-constraints under normal distribution
Typically, optimization under VaR-constraints is considered to be difficult due to a lack of convexity. There exist important special cases, however, under which a solution can be determined even in the nonconvex setting. Therefore it might pay to investigate the concrete structure of VaR-constraints before passing to convex risk formulations. To give a first simple example, consider the following portfolio optimization problem, where p ∈ [0, 1] is a given probability level:
Here, X is an n-dimensionsal random variable and z denotes an n-dimensionsal decision vector for distributing a capital K on n assets whose random returns are given by the components of X. The objective is to maximize the expected return E z, X of all assets under the additional risk constraint that the random return z, X has a (1 − p)-value-at-risk exceeding a certain level L. In other words, the probability of the random return exceeding the value L is required not to be smaller than p. The following fact is well-known: If X has an n-dimensionsal normal distribution and if p ≥ 0.5, then the VaR-constraint VaR 1−p ( z, X ) ≥ L defines a convex region in the space of decision vectors z ∈ R n (see [10] , [19] ). The same result holds true for more general classes of probability distributions like elliptically symmetric distributions (see, e.g., [9] ) or log-concave symmetric distributions (see [11] ). It can be shown (see [7] , Prop. 2.2) that for a certain range of probability levels p strictly smaller than 0.5, the feasibility region becomes necessarily non-convex. However, this is not an arbitrary type of non-convexity. Indeed, by a duality relation shown in [7] (Th. 2.1), the feasible region must then be the complement of some convex set. Along with the given deterministic simplex constraints of the portfolio, this allows to solve (1) by means of so-called reverse convex programming methods (see [8] ). This provides an instance, where non-convex VaR-constraints can be successfully treated. Of course, one might object here, that probability levels p < 0.5 are not significant for practical applications, as the safety threshold is typically chosen close to one (where convexity would hold anyway). Therefore, we discuss in the following a slightly more general portfolio model, which is meaningful from the practical viewpoint and where VaR-constraints generate a type of non-convex problem which can still be solved explicitely. More precisely, we study the following problem
where, z, X and K keep the meaning of (1). There are two different features in (2) as compared to (1): firstly, the deterministic return level L in (1) is replaced now by a 1-dimensionsal random variable Y , which can be interpreted as a benchmark return referring to a previously used portfolio. Secondly, and more importantly, the VaR-constraint is no longer formulated with respect to a single fixed probability level p but rather with respect to all possible such levels. In this way, ambiguity for choosing the right p-value is avoided. Structurally, the difference between (2) and (1) is manifested by the fact that the feasible region in (2) is defined by an infinite family of inequality constraints, thus one deals with a problem of semi-infinite optimization now. Clearly, the feasible region must lack convexity, in general, because already many of the single constraints are non-convex (see previous paragraph). Before turning to the solution of (2), we digress briefly in order to provide a better motivation of (2) by its relation to the concept of first order stochastic dominance (for recent work on optimization problems under stochastic dominance constraints, we refer to, e.g., [1] , [2] , [3] , [4] ). Recall that a random variable U stochastically dominates in the first order another random variable V (notation U V ), if
Motivated by [2] and [4] (although so-called second order dominance was considered there), we investigate the following portfolio optimization problem:
Here, z, X, Y and K have the same meaning as in (2) . The first order dominance constraint z, X Y is equivalent to requiring that (see, e.g., [4] )
for any nondecreasing function u for which these expected values are finite. This means that the expected random return z, X of the portfolio defined by z is considered to be superior to the expected return of the benchmark Y no matter which (nondecreasing) utility function u the decision maker chooses for measuring the value of return distributions. This property allows to model risk aversion without the need of specifying a particular utility function. As a special case, for the utility function being the identity, one arrives at the conclusion E z, X ≥ EY , so the expected return of the chosen portfolio has to exceed that of the benchmark. Note, however, that the dominance constraint is much more restrictive than this simple relation of expected values. A simple reflection on the respective definitions shows that first order stochastic dominance is also equivalent with a continuous family of VaR-constraints:
so that (3) turns out to be equivalent with (2) . This motivates our setting. It is worth mentioning that often second order stochastic dominance constraints are preferred over first order ones due to their preservation of convexity (see [4] ). This is coherent with our previous remarks on potential non-convexity of (2). Here, we want to demonstrate for the example of normally distributed data, that the non-convexity of VaR-constraints does not exclude the derivation of an explicit solution.
In the following, we shall use the notation X ∼ N(µ, Σ) to indicate that an n-dimensional random variable X is normally distributed with mean vector µ and covariance matrix Σ. Moreover, we denote the norm induced by Σ as · Σ . Proposition 1. Let X ∼ N(µ, Σ) and Y ∼ N(m, σ 2 ) be normally distributed random variables of dimension n and 1, respectively. Then, the first order dominance constraint z, X Y with respect to some n-dimensional decision vector z is equivalent to the constraints z Σ = σ and z, µ ≥ m.
Proof. Passing to scaled random variables, we see that
Therefore, denoting by Φ the one-dimensional standard normal distribution function, we arrive at the equivalences
Note that the inequality z, µ ≥ m is just a translation of the inequality E z, X ≥ EY which was mentioned above as a general consequence of the dominance relation z, X Y . For the ease of presentation, we consider first the following relaxation of problem (2) where the deterministic portfolio constraints are omitted (we shall come back to the original problem later):
Under the normality assumptions of Proposition 1 and referring back to the equivalence of (3) and (2), (4) may be reformulated as
Now, as the inequality constraint refers to the same expression z, µ as the objective function, it can be replaced by a posteriori check on feasibility. More precisely, it suffices to solve the problem max{ z, µ | z Σ = σ} and to check, whether its optimal solutionẑ satisfies the inequality ẑ, µ ≥ m (if so, thenẑ is an optimal solution of the previous problem including the inequality constraint, otherwise this previous problem has an empty feasible set). Clearly, the last problem is nonconvex due to the nonlinear equality constraint z Σ = σ. On the other hand, as the objective function is linear, it is equivalent to solve the problem on the convex hull of the constraint set, which evidently amounts to max{ z, µ | z Σ ≤ σ} and which certainly is a convex optimization problem. A simple calculation based on the first order necessary conditions reveals that (assuming a regular normal distribution for X and, hence, positive definiteness of Σ) its unique solution is given byẑ
The a posteriori feasibility check mentioned above reduces to verifying the relation
which is easily calculated from the distribution data of X and Y , respectively. We summarize the previous observations as follows: Theorem 1. Let X ∼ N(µ, Σ) (with µ 0 and Σ regular) and Y ∼ N(m, σ 2 ) be normally distributed random variables of dimension n and 1, respectively. Then, the feasible set of the relaxed problem (4) is empty if σ µ Σ −1 < m and, otherwise, (4) has the unique solution (5) realizing the optimal value σ µ Σ −1 .
Coming back to the original, non-relaxed portfolio problem (2), things become slightly more complicated from the technical point of view. The reason is that the convex hull argument, used for the solution of the relaxed problem, is not as straightforward. To proceed in the same way as before, one would need the equality
While the inclusion '⊆' in (6) is obvious, the reverse inclusion does not hold true in general. However, for K large enough, one arrives at the inclusion
which can be used to derive (6) . Note, that anyway the ratio K/σ has to respect certain lower and upper limits in order to make the feasible set of (2) nonempty. Then, an explicit solution for the complete portfolio problem (2) can be found again from the corresponding Kuhn-Tucker conditions. Summarizing, we have seen, that for certain special, yet meaningful optimization problems under valueat-risk constraints, the presence of nonconvexity does not exclude a closed form explicit solution. We note that the observations made in this section can be easily generalized from normal distributions to the larger class of elliptically symmetric distributions (analogous to [7] ).
The failure of Hölder continuity for the value-at-risk
An important feature of risk measures is continuity with respect to changes of the underlying random variable. The reason is, that in optimization problems under risk constraints, this random variable is not fixed but depends on a decision vector. Moreover, additional approximation effects can arise from discretization. For instance, remedies to the non-convexity of general VaR-constraints could be found for discrete distributions (see, e.g., [12] and [13] ) so that it might make sense to replace a possibly continuous original distribution by an empirical approximation. Therefore, it is of interest to analyze the qualitative or quantitative continuity of VaR p (X) as a function of the random variable X or its distribution law, respectively. It is obvious that even qualitative continuity of VaR p cannot be expected without additional assumptions (continuity fails to hold, for instance at X having a discrete distribution). For continuously distributed X, suitable conditions on the probability density or on the growth of the distribution function enable to derive the so-called calmness of VaR p (X), which is a Lipschitz-type property of quantitative continuity (see [6] , Th. 7 or [14] , Prop. 8). To be more precise, for a one-dimensional random variable X defined on the probability space (Ω, A, P ), we denote its distribution by µ X := P • X −1 . Then, calmness of VaR p at X means the existence of L, δ > 0 such that
whereρ denotes the Kolmogorov metric between the distributions of X and Y which is defined bỹ
Although the estimate (7) looks like a Lipschitz property, it is significantly weaker indeed due to the fact that one random variable (namely X) is held fixed whereas only the second variable Y is allowed to move in a neighbourhood of X. In contrast, a true Lipschitz estimate (which holds, for instance, for the conditional value-at-risk, see [16] , Ex. 16) would allow two variables to move independently in a certain neighbourhood. While calmness is already quite a useful property in many respects of optimization problems (e.g., error estimates, constraint qualification for necessary optimality conditions etc.), a true Lipschitz estimate would provide even more useful information, for instance for convergence of algorithms. Unfortunately, as it will be shown below, true Lipschitz estimates cannot be derived for the value-at-risk at any continuously distributed random variable. Even worse, the same negative result holds true for the weaker concept of Hölder continuity and it also holds true not just for the Kolmogorov metric used in (7) but for any probability metric weaker than that of total variation. To start with some definitions, let ρ be any probability metric on R. We call the p-value-at-risk locally Hölder continuous of rate κ > 0 with respect to ρ at a fixed one-dimensional random variable X, if there exist L, δ > 0 such that
holds true for all one-dimensional random variables Y, Z with
For any probability measures ν 1 , ν 2 on R, let
be the metric of total variation between ν 1 and ν 2 , where B refers to the collection of all Borel subsets of R. If ρ 1 , ρ 2 are probability metrics on R, then we call ρ 1 weaker than ρ 2 if ρ 1 ≤ cρ 2 for some c > 0 Theorem 2. Let p ∈ (0, 1) and X be an arbitrary one-dimensional random variable having a continuous distribution. Then, the p-value-at-risk is not locally Hölder continuous of any rate at X with respect to any probability metric which is weaker than the metric of total variation.
Proof. Let κ > 0 be a supposed Hölder rate of the p-value-at-risk. By assumption, the distribution function
is continuous. Definex := VaR p (X) (note thatx ∈ R due to our assumption p ∈ (0, 1)). The continuity of F X implies that F X (x) = p. We consider a sequence of random variables Y n having distribution functions
One easily verifies that the F Yn are continuous functions which differ from F X just on the interval (x,x + 2n −1 ), where they are nondecreasing by definition and due to
Consequently, the F Yn are continuous distribution functions too. Now, we estimate the distance of total variation between µ X and µ Yn . Given any Borel subset B of R, we may decompose it into 4 disjoint parts as
where the indices refer to the intersection of B with the four disjoint intervals used in the construction of F Yn . From the very definitions of F X and F Yn , it follows that
Since B was arbitrary, it follows from the continuity of F X that
Moreover, we have that
Indeed, VaR p (Y n ) ≤x due to F Yn (x) = p. On the other hand, the relation VaR p (Y n ) <x would yield the existence of some x <x such that p ≤ F Yn (x) = F X (x) by construction of Y n . This, however, results in the contradiction VaR p (X) ≤ x <x. Next, we consider a second sequence of random variables Z n . First, we put x n := VaR p−n −2/κ (X) for n ∈ N (note that x n ∈ R for n large enough due to our assumption p ∈ (0, 1)). The continuity of F X implies that F X (x n ) = p − n −2/κ . Clearly, x n <x and, in particular, F Yn (x n ) = p − n −2/κ for all n ∈ N. The Z n are assumed to have distribution functions
The F Zn are continuous functions which differ from F Yn just on the interval (x n ,x + n −1 ), where they are nondecreasing. Consequently, the F Zn are continuous distribution functions as well. To estimate the distance of total variation between µ Yn and µ Zn , consider an arbitrary Borel subset B of R, wich we decompose into 3 disjoint parts asB
where the indices refer to the intersection ofB with the three disjoint intervals used in the construction of F Zn . Similar to the situation above, we have that
whence, by the definitions of Y n and Z n ,
SinceB was arbitrary, it follows that
As a consequence, (8) and (10) may be combined to
Moreover,
Indeed, VaR p (Z n ) ≤x + n −1 due to F Zn (x + n −1 ) = F Yn (x + n −1 ) = p. On the other hand, F Zn (t) < F Zn (x+n −1 ) = p for t <x+n −1 (see definition of Z n and recall that x n <x), whence VaR p (Z n ) ≥x+n −1 . Summarizing, the relations (9), (12) and (10) amount to |VaR p (Y n ) − VaR p (Z n )| = n −1 ≥ 2 −κ nρ κ T V (µ Yn , µ Zn ) (n ∈ N). Now, if ρ is a probability metric on R weaker than ρ T V , then ρ ≤ cρ T V for some c > 0, and the last relation may be extended to
Similarly, (8) and (11) imply that ρ (µ X , µ Yn ) , ρ (µ X , µ Zn ) → n 0.
This, however, contradicts the local Hölder continuity of rate κ > 0 of the p-value-at-risk with respect to ρ.
We note that many important probability metrics on R are weaker than the distance of total variation. Examples are: the total variation itself, the Komogorov metric, more generally, all kinds of discrepancy metrics, the Prokhorov metric, the Wasserstein metric and the Levy metric. By the theorem above, no Hölder continuity of the p-value-at-risk can be expected for all these metrics, at least not in the neighborhood of a continuously distributed random variable. Finally, we want to recall that, by definition, VaR is the solution 'set' of a very simple optimization problem under a so-called probabilistic (or chance) cosntraint. Therefore, the negative result of Theorem 2 has also a bearing on quantitative stability of solution sets to such problems under perturbation of the underlying probability measure. This issue has been intensively analyzed in [5] . The results stated there are limited to reduced Hölder and Lipschitz properties of solution sets, where one parameter (the original distribution) is held fixed and only the second parameter is allowed to move. Theorem 2 confirms that no improvement of these results can be expected.
