Abstract: This study proposes an approach based on a perturbation technique to construct global solutions to dynamic stochastic general equilibrium models (DSGE). The main idea is to expand a solution in a series of powers of a small parameter scaling the uncertainty in the economy around a solution to the deterministic model, i.e. the model where the volatility of the shocks vanishes. If a deterministic path is global in state variables, then so are the constructed solutions to the stochastic model, whereas these solutions are local in the scaling parameter. Under the assumption that a deterministic path is already known the higher order terms in the expansion are obtained recursively by solving linear rational expectations models with time-varying parameters. The present work also proposes a method rested on backward recursion for solving general systems of linear rational expectations models with time-varying parameters and determines the conditions under which the solutions of the method exist.
Introduction
Perturbation methods applied in macroeconomics are used to expand the exact solution around a deterministic steady state in powers of state variables and a small parameter scaling the uncertainty in the economy. The solutions based on the Taylor series expansion are intrinsically local, i.e. they are accurate in some neighborhood (presumably small) of the deterministic steady state. Out of the neighborhood the solutions may behave odd, for example, can imply explosive dynamics Kim et al. (2008) . The other problem with the perturbation method is that we do not know a priori for non-trivial models how small the neighborhood must be to achieve a given level of accuracy.
The recent crisis has renewed an interest in methods that provide global solutions to DSGE models, i.e. the solutions some points of which are far away from the steady state. This may occur after a big shock hitting the economy, or if the initial conditions are far away from the steady state, the examples of this situation are the economies in transition and developing economies.
This study presents an approach based on a perturbation technique to construct global solutions to DSGE models. The proposed solutions are represented as a series in powers of a small parameter σ scaling the covariance matrix of the shocks. The zero order approximation corresponds to the solution to the deterministic model, because all shocks vanish as σ = 0. Global solutions to deterministic models can be obtained reasonably fast by effective numerical methods 1 even for large size models Hollinger (2008) . For this reason the next stages of the method are implemented assuming that the solution to the deterministic model under given initial conditions is known.
Higher-order systems depend only on quantities of lower orders, hence they can be solved recursively. The homogeneous part of these systems is the same for all orders and depends on the deterministic solution.
Consequently, each system can be represented as a rational expectation model with time-varying parameters. In the case of rational expectations models with constant parameters the stable block of equations can be isolated and solved forward. This is not possible for models with time-varying parameters.
The other contribution of the present work is a method proposed for solving general systems of linear rational expectations models with time-varying parameters and determines the conditions under which the solutions of the method exist. The method starts with finding a finite-horizon solution by using backward recursion. Next we prove that as the horizon tends to infinity the finite-horizon solutions approach to a limit solution that is bounded for all positive time. The proposed method for solving linear rational expectations models with time-varying parameters may be valuable in itself, for example, for solving models with anticipated structural and policy changes. Notice that the solution to the stochastic problem would be global in state variables if the deterministic solution is global. For this reason, we shall call this approach semi-global.
To illustrating how the method works we apply it to the asset pricing model of Burnside (1998) . We compare the policy functions of the second order solution of the semi-global method with the local Taylor series expansion of orders two and six Schmitt-Grohé and Uribe (2004) . The results show that the semi-global solution is more accurate, in some sense, than even the sixth order of the local Taylor expansion. It can be noted that Burnside's model is chosen only for an illustrative purpose as a simple model allowing to get closed form expressions. The method is much more general than the example considered for the following reasons: 1. The method is valid not only for the models with the closed form solution but for any DSGE model satisfying the Blanchard-Kahn condition at the steady state (the condition on the spectral decomposition of the Jacobian matrix can even be more general than the Blanchard-Kan one); 2. In the example the state variable is exogenous, however the method is generally intended for solving models with endogenous state variables; actually one of the difficult parts of the proofs in Section 5 is to handle the cross-terms in the stable and unstable subsystems of the rational expectations model with time-varying parameters.
We also compare the proposed method with a projection one (the Galerkin method based on the Chebyshev polynomials) in terms of accuracy and computing time on a very large domain for a version of the RBC model that does not have a closed-form solution. The results show that the accuracies of the semi-global and projection methods are close, but in contrast to projection methods the semi-global one has a potential to deal with medium and large-sized models. This paper contributes to a growing literature on using the perturbation technique for solving DSGE models. The perturbation methodology in economics has been advanced by Judd and co-authors as in Judd (1998) , Gaspar and Judd (1997) , Judd and Guu (1997) . Jin and Judd (2002) give a theoretical basis for using perturbation methods in DSGE modeling; namely, applying the implicit function theorem, they prove that the perturbed rational expectations solution continuously depends on a parameter and therefore tends to the deterministic solution as the parameter tends to zero.
Almost all of the literature is concerned with the approximations around the steady state as in Collard and Juillard (2001) , Schmitt-Grohé and Uribe (2004), Kim et al. (2008) , Gomme and Klein (2011) . Lombardo (2010) and Lombardo and Uhlig (2016) make use of series expansion in powers of σ to provide a theoretical foundation for pruning methods Kim et al. (2008) , which is aimed to avoid the explosive behavior of a solution. Lombardo and Uhlig's approach can be treated as a special case of the method proposed in the current study, namely a deterministic solution around which the expansion is used is only the steady state. Both approaches based on the perturbation methodology used in applied mathematics [Nayfeh (1973) and Holmes (2014) ]. The essence of the methodology is to expand a solution in a series of powers of a small parameter, and thus obtain a set of problems that can be solved recursively. It is supposed that each of this problems is easier to solve than the original one. Actually in applied mathematics literature [Nayfeh (1973) and Holmes (2014) ], the zeroth-order approximation is typically a function of time t rather than a steady state as in Lombardo (2010) , Lombardo and Uhlig (2016) . Judd (1998, Chapter 13 ) outlines how to apply perturbations around the known entire solution, which is not necessarily the steady state. He considers a simple continuous-time stochastic growth models in the dynamic programming framework. This paper develops an approach to construct approximate solutions to discrete-time DSGE models in general form by using the perturbation method around a global deterministic path.
Despite the fact that the pruning procedure avoids the explosive behavior of a solution, it remains local, and as such may have some undesirable properties. For example, the pruning procedure might provide a first few impulse responses with wrong signs under a sufficiently large shock. This case seems even worse than the explosive dynamics since the impulse responses for a first few periods are most interesting and relevant for theoretical implications of a model as well as a policy analysis; therefore, their incorrect signs could mislead a researcher or a policymaker. In this situation the pruning procedure just conceals the real problem. As we will show in the example, the problem with a wrong sign of impulse responses can occur even in a situation where the pruning is not needed.
The rest of the paper is organized as follows. The next section presents the model set-up. Section 3 provides a detailed exposition of series expansions for DSGE models. In Section 4 we transform the model into a convenient form to deal with. Section 5 presents the method for solving rational expectations models for time-varying parameters. The proposed method is applied to an asset pricing model in Section 6, where it is also compared with the local Taylor series expansions. Section 6.2 considers the RBC model and compares the semi-global approach with a projection method. Conclusions are presented in Section 7.
The model
DSGE models usually have the form
Λ σε
where E t denotes the conditional expectations operator, x t is an n x × 1 vector containing the t-period endogenous state variables; y t is an n y × 1 vector containing the t-period endogenous variables that are not state variables; z t is an n z × 1 vector containing the t-period exogenous state variables; ε t is the vector with the corresponding innovations; and the n z × n z covariance matrix Ω; f maps
n n and is assumed to be sufficiently smooth. The scalar σ (σ > 0) is a scaling parameter for the disturbance terms ε t . We assume that all mixed moments of ε t are finite. All eigenvalues of the matrix Λ have modulus less than one. The problem is to find a stable solution (x t , y t ) to (1) for a given initial condition (x 0 , z 0 ). A process is stable if its unconditional expectations are bounded Klein (2000) .
Series expansion

The general case
In this section we shall follow the perturbation methodology used in applied mathematics [see, for example, Nayfeh (1973) and Holmes (2014) ] to derive an approximate solution to the model (1)-(2). For small σ, we assume that the solution 2 has a particular form of expansions
The exogenous process z t can also easily be represented in the form of expansion in σ σ = +
( 1) .
Indeed, plugging (5) into (2) gives σ Λ σ σε
(0) t y are global. Then substituting (3), (4) and (5) 
Expanding the left hand side of (9) for small σ, collecting the terms of like powers of σ and setting their coefficients to zero, we obtain
Coefficient of
The requirement that (4) and (5) must hold for all arbitrary small σ implies that the initial conditions for (10) are
The terminal conditions for ∞
y and ∞
x are the deterministic steady states
and .
The system of equations (6) and (10) is a deterministic model since it corresponds to the model (1) and (2), where all shocks vanish [for this reason we omit the expectations operator in (10)]. The deterministic model (6) and (10) with the initial and terminal conditions (11) and (12), respectively, can be solved globally by a number of effective algorithms, for example the extended path method [Fair and Taylor (1983) ] or a Newtonlike method [for example, Juillard (1996) ]. As this study is primarily concerned with stochastic models, in what follows we suppose that the deterministic model is already solved and its solution is known. 
Coefficient of σ
The matrices 
.
The requirement that (4) and (5) must hold for all arbitrary small σ implies that the initial condition for (13) is 
For each t = 1, …, T the system (13) comprise of n x + n y equations, hence for all times we have (n x + n y )T equations plus n x initial conditions and y t terminal conditions that is equaled to a number of unknowns -(T + 1)n x +(T + 1)n y .
n , n > 1
where η + ( ) 1 n t is a mapping for which the set of arguments includes only quantities of order less than n. i.e.
The requirement that (4) must hold for all arbitrary small σ implies that the initial condition for (15) is
A nice feature of the set of systems of equations (15) is that the linear homogeneous part f i,t is the same for all n > 0, the difference is only in the non-homogeneous terms η + ( ) 1 . n t t E Particularly, for n = 1, 2 we have 
; where f ij,t , i = 1, …, 6, j = 1, …, 6, denotes the mixed partial Frechét derivative of f t of order two with respect to ith and jth arguments at the point 
An example of the series expansion: an asset pricing model
In this section the method of expansion around a deterministic path applies to a simple nonlinear asset pricing model proposed by Burnside (1998) and analyzed by Collard and Juillard (2001) , Schmitt-Grohé and Uribe (2004) . In this model the representative agent maximizes the lifetime utility function
where β > 0 is a subjective discount factor, θ < 1 and θ ≠ 0, C t denotes consumption, p t is the price at date t of a unit of the asset, e t represents units of a single asset held at the beginning of period t, and d t is dividends per asset in period t. The growth of rate of the dividends follows an AR(1) process 6 1 1
(1 ) ,
where
, and ε t+1 ~ NIID(0, 1). The first order condition and market clearing yields the equilibrium condition
where y t = p t /d t is the price-dividend ratio. This equation has an exact solution of the form Burnside (1998) 
and
It follows from (20) that the deterministic steady state of the economy is
We now express a solution to the system (19)- (20) as an expansion in powers of the parameter σ up to a second-order approximation and decompose the original problem into a set of auxiliary problems. Specifically, assume that the solution can be represented in the form:
Substituting (24) into (19) and collecting the terms containing σ 0 and σ
1
, we obtain the representation (24) for x t ρ ρ
Since the expansion (24) must be valid for all σ at the initial time t = 0, the initial conditions are
Substituting now (23) and (24) into (20) yields
Expanding exponential for small σ gives σ σ β θ σθ σθ σ σ
Collecting the terms of like powers of σ in the last equation, we have
Coefficient of σ
The system (28) and (29) is a deterministic model. Its solution can easily be obtained by, for example, forward induction
Under the assumption that x y x y Therefore, both the system (30) and (31), and Equation (32) are linear forward-looking models with time varying coefficients. Under the condition that we know how to solve these types of model, they can be solved recursively starting with solving (30) and (31), then passing to (32). In Section 5 we present a method for solving such types of model and prove the convergence of the solutions implied by the method to the exact solution. In the next section we transform equation (15) in a more convenient form to deal with.
Transformation of the model
Define the deterministic steady state as vectors (y̅ , x̅ , 0) such that
, where
are the Jacobian matrices of the mapping f at the steady state with respect to the ith argument, and , , , 0, 0) .
Note also that → , 0 i t f as t→ ∞, because a deterministic solution must tend to the deterministic steady state as t tends to infinity. Consequently, f i,t can be thought of as a perturbation of f i . As Equations (15) have the same form for all n > 0, to shorten notation, further on we omit the superscript (n) when no confusion can arise. Therefore Equations (15) can be written in the vector form
where Φ = + + 
[f 4 , f 2 ] and
Particularly, for n = 1 we have
Notice that lim t→∞ M t = 0. As in the case of rational expectations models with constant parameters it is convenient to transform (37) using the spectral property of L. Namely, the matrix L is transformed into a block-diagonal one
where A and B are matrices with eigenvalues larger and smaller than one (in modulus), respectively; and Z is an invertible matrix 8 . This can be done, for example, by initially transforming L in a simple Schur form
where Z 1 is a unitary matrix, L 1 is an upper triangular Schur form with the eigenvalues along the diagonal. We then transform the matrix L 1 in the block-diagonal Schur factorization
where Z 2 is an invertible matrix and P is block-diagonal and each diagonal block is a quasi upper-triangular Schur matrix 9 . Hence the matrix Z in (39) has the form Z = Z 1 Z 2 . We also impose the conventional Blanchard-Kan condition [Blanchard and Kahn (1980) ] on the dimension of unstable subspace, i.e. dim(B) = n y .
After introducing the auxiliary variables
and pre-multiplying (37) by Z 
Particularly, for n = 1, we have 
) .
Z f f
8 A simple Schur triangular factorization is also possible to be employed here, but at the cost of more complicated derivations. The block-diagonal structure of the matrix P simplifies algebra. 9 The function bdschur of Matlab Control System Toolbox performs this factorization.
System (42)- (43) is a linear rational expectations model with time-varying parameters, therefore to solve the system we cannot apply the approaches used in the case of models with constant parameters Blanchard and Kahn (1980) , Anderson and Moore (1985) , Uhlig (1999) , Klein (2000) , Sims (2000) , etc.). In Subsection 5.2 we develop a method for solving this type of models.
Solving the rational expectations model with time-varying parameters
Notation
This subsection introduces some notation that will be necessary further on. By |·| denote the Euclidean norm in ℝ , respectively, and γ is arbitrarily small. This follows from the same arguments as in Hartmann (1982) , §IV 9), where it is done for the Jordan matrix decomposition. Note also that ||B|| 
Solving the transformed system (42)-(43)
Taking into account notation (46), we can rewrite (42)- (43) In this subsection we construct a bounded solution to (51)-(52) for t ≥ 0 with an arbitrary initial condition ∈» 0 x n s and find under which conditions this solution exists. For this purpose, we first start with solving a finite-horizon problem with a fixed terminal condition using backward recursion. Then, we prove the convergence of the obtained finite-horizon solutions to a bounded infinite-horizon one as the terminal time T tends to infinity.
Fix a horizon T > 0. At the time T using the invertibility of B T and solving Equation (52) backward, we can obtain u T as a linear function of S T , the terminal condition E T u T+1 and the "exogenous" term Ψ 2,T E T η T+1
Proceeding further with backward recursion, we shall obtain finite-horizon solutions for each t = 0, 1, 2, …, T. For doing this we need to define the following recurrent sequence of matrices:
,
with the terminal condition K T,T+1 = 0. In (53) and (54) (53) and (54) exists; then the solution to (51)- (52) has the following representation:
where i = 0, 1, …, T; and 
holds, then
|| || || || || || 1, 0, 1, 2, .
For the proof see Appendix A.
Proposition 5.3. If the inequality (58) holds, then the matrices L T,T−i , i = 0, 1, 2, …, T, are invertible. Proof. From (54) and the invertibility of B T−i it follows that
− − − − − − = + 1 ,, 12, ( ) .
T T i T i Ti T T i T i L B I B K Q (59)
The matrices L T,T−i are invertible if and only if the matrices
( )
T i T T i T i
I B K Q are invertible. From the norm property and (58) we have 
The invertibility of
I B K Q now follows from Golub and Loan (1996, Lemma 2.3.3) . □ For i = T from (55) we have
This is a finite-horizon solution to the rational expectations model with time-varying coefficients (51)-(52) and with a given initial condition s 0 . What is left is to show that the solution u T,0 of the form (60) converges to some limit as T→ ∞. 
Proposition 5.5. If inequality (58) holds, then
where g ∞ is some vector in » . y n Proof. From (54) and 5.4 it follows that
lim .
Then the limit in (61) can be represented as
Since K ∞,k is bounded (it follows from formula (97) in A) and . From this, the norm property and (63) we obtain V. Ajevskis: Semi-global solutions to DSGE models 13
where C 1 is some constant. By (64) the products in (56) decay exponentially with the factor ρ as j→ ∞. From this and the boundedness of the terms K T,k , Ψ 2,k , Ψ 1,k and E 0 η k , T ∈ ℕ and k = 1, 2, …, T + 1, it follows that the series
converges to some g ∞ as T→ ∞. □ From Proposition 5.4 and Proposition 5.5 it may be concluded that as T tends to infinity Equation (60) takes the form:
Formula (65) provides a unique bounded solution to the transformed rational expectation model with timevarying parameters (51)- (52), and may be treated as a policy function for this type of problems.
Remark 5.1 Particularly, for n = 1 we have
Taking into account (8), we get =
(1) , 0.
T T g Remark 5.2. The details of derivations for the solution of time-varying rational expectations model corresponding to the first order approximation of the system (15) and (16) are carried out in Appendix B, where we also derive the moving-average representation for
(1) t x and (1) .
t y Having this representation it is not hard to compute all quadratic terms in (17).
Remark 5.3. If c = 0 or d = 0 (or both) in the inequality (57), i.e. one of the variables s t or u t (or both) is exogenous to the other, then (57) is always valid under the conditions (50).
Remark 5.4. The inequality (57) is a sufficient condition for the existence of the solution in the form (65), and can be weakened. For the representation (65) we need only the invertibility of matrices L T , T−i defined in (54).
Initial conditions
It remains to find the initial condition for a stable solution to the system (51)-(52) corresponding the initial condition (16). Recall that we deal with the n-order problem (15)-(16), and we now put the superscript (n) back in notation. From (41) and (65) we have
where Z −1 is a matrix that is involved in the block-diagonal factorization (39) and has the following block-decomposition:
Substituting (67) into (68), we get
The vector 
Expected dynamics. Restoring the original variables. Theoretical accuracy. Pseudo code
To compute the expected dynamics (impulse response function) it is more convenient to work with auxiliary variables 
Then the expected dynamics of the original variables is restored by
where Z ij , i = 1, 2, j = 1, 2, are blocks of the block-decomposition of the matrix Z. From (70) and (71) 
n n t t y x is also stable. To sum up, under the assumption that the solutions of lower order than n are already computed in the same manner as for the nth order, we find the stable solution to the original model (1) in the form
E x Ex
Regarding the theoretical accuracy of the method one may suggest that if ε is sufficiently small, then the accuracy of the approximate solution is of the order o(σ n ). However, if a solution is far away from the steady state, where derivatives involved might take very big value, this a priory estimation of accuracy could be rather optimistic. To sum up the algorithm of the semi-global method can be described as:
Algorithm: Semi-global method.
1. x 0 , z 0 ← Choose an initial condition for the state variables 2. H ← Choose the horizon of the deterministic model 3. y t ← Solve the deterministic model 4. f i,t , f jk,t ← Compute the time-varying Jacobians and Hessians 5. A, B ← Decompose the Jacobian at the steady state 6. A t , B t , Q ij,t ← Transform the matrices 7. K t , R t ← Find the time-varying policy rule for the first order solution 8. ρ x , ρ y ← Find the moving average representation for this solution 9. Ω xy ← Find the second moments for the first order solution 10. for t = T + 1 to 0 do 11. u t ← backward induction for the auxiliary variables 12. end for 13.
(2) 0 y ← find initial conditions for the original variables 14. E 0 y t , E ) x t ← Compute the expected path of the original variables
Approximate solution: an asset pricing model
To illustrate how the presented method works we apply it to the nonlinear asset pricing model considered above. The simplicity of the model allows us to derive all approximations in the analytical form. We begin with the first order approximation determined by Equations (30) and (31) 
Similarly to (74) for t = T − 1 we have θ βθ ρ θ β
Substituting in the last equation (74) for (1) T y and taking into account that ρ
Continuing further in the same way, for t = T − k + 1 we have
If the moment T tends to ∞, then the following solution for
(1) t y is valid:
Note that =
(1) 0 0, x hence =
(1) 0 0. y We now turn to the second order approximation. Equation (32) is also a linear forward-looking equation with time varying deterministic coefficients and can solved by the backward induction. Indeed, rewriting (32) for t = T yields β θ θ θ β θ β θ
Substituting (77) for +
(1) 1 T y in (32) and collecting the terms with
Substituting T − 1 for T in (79) gives
Inserting (2) T y from (79) into (80), we have
For t = T − k + 1 we have θ β θ θ β θ
(2) t y is valid:
At the time t = 0 equation (83) provides the second term of the policy function series expansion
The expectation term in the last equation can be obtained by using the moving-average representation for (1) . (31) and (27) 
The sum in exponential in (83) can be obtained from (25) ρ ρ ρ ρ ρ ρ
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Finally, inserting (85) and (86) into (83) gives
In computation we need to use a finite terminal time T + 1. Despite the fact that the method converges for any terminal condition + (2) 1 , T y the most reasonable choice of the terminal condition is the second order term in the expansion of the stochastic steady state in a series of powers of σ. To summarize, we find the policy function approximation in the form
Note that both (0) 0 y and (2) 0 y are functions of x 0 . From (83) and using (85), we can get the expected dynamics (in other words, impulse response function) E 0 y t . The solutions for the higher orders ( ) ( ), n t y x n > 2, can be obtained in much the same way as for (2) ( ). 
Comparison with the local perturbation
This subsection compares the policy functions of the second order of the presented method with the local Taylor series expansions of orders two and six (Schmitt-Grohé and Uribe 2004). The parameterization follows Collard and Juillard (2001) , where the benchmark parameterization is chosen as in Mehra and Prescott (1985) . We therefore set the mean of the rate of growth of dividend to x̅ = 0.0179, the volatility of the innovations to σ = 0.015, the parameter θ to −1.5 and β to 0.95.
For illustrative purpose, we choose the highly persistent exogenous process with ρ = 0.9 as in Collard and Juillard (2001) . Figure 1 illustrates the exact policy function with the approximate ones constructed by the semi-global method and the local Taylor series expansions. This figure is drawn over the interval x i ∈[x̅ − Δ · σ x , x̅ + Δ · σ x ], where σ x is the unconditional volatility of the process x t and Δ = 5. Figure 1 shows that the semi-global approximation has the same accuracy as the sixth order of the Taylor series local expansion at the left endpoint of the interval under consideration. However, at the right endpoint of the interval the semi-global solution is much more accurate than the sixth order of the Taylor series expansion. Actually, the semi-global approximation is indistinguishable from the true solution in this domain. The second order of the Taylor series expansion is much less accurate globally than both the sixth order of the Taylor series expansion and semi-global solution.
From Figure 1 one can also see another undesirable property of the the local Taylor series expansion, namely this method may provide impulse response functions with wrong signs. Indeed, the steady state value of y t is y̅ = 12.3. After a big positive shock the true impulse response function is negative (the policy function values are below the steady state), whereas the impulse response function implied by the second order of the local perturbation method is positive (the approximate policy function is above the steady state). The sixth order approximation of the local perturbation method has the right sign of impulse response, but wrong shape, which is U-shaped instead of being monotonically increasing. In contrast, the semi-global method, as just mentioned, provides almost exact impulse response.
parametrization. The semi-global approximation is much closer to the projection method solution than the perturbation one. Moreover, at the right end of the interval the policy function of the perturbation method loses its monotonicity. Figure 4 shows the Euler Equation Errors in log base 10 for semi-global and projection methods and for benchmark parametrization. The semi-global method gives more accurate solution than that of the projection method at the left-hand of the interval, i.e. for small capital. The accuracies of both methods are comparable over the rest of the domain. 
Computing time
Computing time is an important issue for choosing methods to solve DSGE models. Global methods, such as projection methods, find an entire policy function; then it is used to do simulations or construct impulse response function taking into account a given initial vector of state variables. The necessity of finding the policy function over all the domain of definition leads to the problem of the curse of dimensionality. The proposed algorithm finds only one point of a policy function corresponding a given initial conditions, then computes the expected path of the endogenous variables. The global methods designed for solving deterministic models, such the Extended Path or based on Newton's method, which are incorporated in well-developed software such as Dynare and Troll, employ the same principle, i.e. they find only one trajectory given an initial conditions. This allows them to avoid the curse of dimensionality. The approach is preferable if we are interested in the solution for a given initial point. For this reason, the computing time of projection and semi-global methods are not comparable directly. The running time of the semi-global method takes around 6 min in a 3.3 MHz Intel Core TM and for code running in Matlab R2016a. The results of the projection method substantially depend on an initial guess for a Newton solver. Some authors [see, for example, Pichler (2010)] propose to use the coefficients obtained from a linear perturbation method for an initial point. In our case this approach fails; the algorithm for finding the coefficients of the 11th order Chebyshev polynomials does not converge. Other authors, among those Aruoba et al. (2006) , use the coefficients of a problem of lower order as an initial guess for the original one. Applying this approach, we use the coefficients of the 10th order Chebyshev polynomials (with new coefficients equal zero) as a guess to start computational process for finding coefficients of the 11th order Chebyshev polynomials. In this case the computing time is around 20 min, but it does not include the time for finding the the initial guess. Our results are different from obtained in other studies [Aruoba et al. (2006) , and Heer and Maußnerr (2008) ] considered the RBC model in terms of accuracy and computing time. One of the reasons may be that we consider the domain of policy functions that is much larger than in those studies.
Let us emphasize that the proposed approach allows, as a by-product, for obtaining the value of the policy function at the points of the state variables corresponding the deterministic solution. In our case, the deterministic solutions consist of 260 points (solution horizon) for each initial condition. Of cause, they are not distributed evenly over the interval under consideration, and many of them are concentrated around the steady state if the degree of the persistence of state variables is not too high. However, in constructing the policy functions in Figures 2 and 3 , we use a grid containing only 7 points that correspond the initial conditions for k 0 , given z 0 = 0, primarily for the reason of consistency of policy function computation at different points. From the figures one can see that this number of grid points produces satisfactory interpolation. Using the above mentioned feature of the method one could reduce the interpolation errors for the policy function further. For the section z 0 ≠ 0 the method may produce a policy surface with unevenly distributed state variables points.
Conclusion
This study proposes an approach based on a perturbation around a deterministic path for constructing global approximate solutions to DSGE models. Under the assumption that the deterministic solution to the model is already found, the approach reduces the problem to solving recursively a set of linear rational expectations models with deterministic time-varying parameters and the same homogeneous part. The paper also proposes a method to solve linear rational expectations models with deterministic time-varying parameters. The conditions under which the solutions exist are found; all results are obtained for DSGE models in general form and proved rigorously.
The paper illustrates the algorithm for the second order of approximation using an nonlinear asset pricing model by Burnside (1998) and the RBC model, and compares it with the local Taylor series expansion and Galerkin method. The second order approximation of the semi-global method provide more accurate solution than sixth order of the Taylor series expansion around the deterministic steady state for the asset pricing model. The solution of the RBC model is very close to the one obtained by the by the projection method. .
Appendix
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As B T is invertible, we have
T T T T T T T T T T u K s g L E u
where (53), (54) and (56) it follows that the inductive assumption is proved for i = 0. Assuming that (55) holds for i > 0, we will prove it for i + 1. To this end, consider Equation (52) for the time t = T − i − 1. As the matrix B T−i is invertible, we obtain
Substituting the induction assumption (55) for u T,T−i yields
Substituting (51) for E T−i−1 (s T−i ) and using the law of iterated expectations gives 
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Using the definition of g T,i and L T−i,T−i+j [(54) and (56)], we deduce that
T i T T i T i TT i T i T i T i T T i T
From (91) and (92) 
T i T T i T i TT i T i T T i T
T T i Ti Ti TT i T i T i T T i T i T T i K
Taking the norms and using the norm properties gives 
. 
T T i T i Ti Ti T T i T i T i T T i
T i T T i T i TT i T T i Ti TT i T T i T i T i TT i T T i T i T T i I B K Q
K K B K K A B K K Q K B K Q B E
T T T T T TT T T T T t T T T T
T T T T T T u L Q B K A s L K R z L B E u Denoting − − − − − = + 1 1 , 1, 1 21, , 1 ( )T T T T T T T T T K L Q B K A and
