INTRODUCTION
Distillation is one of the most important and utilized liquid-liquid separation techniques. It is a physical process based on the difference of volatility of the components in a mixture and involves momentum, energy, and mass transfer. The preliminary study of tray hydrodynamic is important to avoid critical regions such as recirculation or stagnant regions, which directly affect the separation efficiency of the stage (KISTER, 1992; WANKAT, 2011) .
Continuous improvements in computer technology and numerical methods have allowed to deal with physical and chemical phenomena from its fundamental equations on a microscopic scale, through the Computational Fluid Dynamics (CFD) techniques. In this way, many CFD studies on sieve trays have been done in the last years (TU et al., 2012) . Thus, in a distillation column sieve tray, liquid falls through the downcomer by gravity from one tray to the other below it. Downcomers play an important role in separation and hydrodynamic behavior of trays, as mass transfer occurs in the downcomer as well as on the tray deck. Thus, it is significant to focus on the simulation systems considering tray hydrodynamics in the presence of downcomers. Inlet downcomer conditions affect the froth height on the bulk of the tray as well as downstream conditions near the exit weir. As liquid flows through the downcomer clearance to the tray deck, a transition from a single phase to two-phase flow occurs which makes the analysis in the region of the liquid entry quite difficult (LOCKETT, 1986) .
Some of studies have focused on the understanding of hydrodynamics phenomena that occurs in a distillation sieve trays, making possible the analysis of important factors, such as: velocity distributions, liquid and gas volume fractions profiles along the tray, regions of intense turbulence and regions of liquid accumulation, etc. Those kind of results allow the implementation of improvements in the design of the trays, in order to avoid critical regions that directly affect the mass and energy transfer occurring throughout the stages, such as retrograde flow and stagnant regions (MEHTA et al., 1998; LIU et al., 2000 ; VAN BATEN & KRISHNA, 2000; GESIT et al., 2003; RAHIMI et al., 2006) . In these studies, the authors did not model the inlet downcomer in the simulations, considering a flat or parabolic liquid inlet velocity profile.
In order to verify the heat transfer of energy along the sieve trays, NORILER et al. (2008) presented a three-dimensional, transient and two-phase flow, in an Eulerian-Eulerian approach. Thus, the continuity equations and the energy and momentum conservation balances were applied for both chemical species, for predictions of volume fractions and velocities, temperatures and pressure fields. NORILER et al. (2010) analyzed the mass and energy transfers along the sieve tray simultaneously. The authors proposed a transient, 3-D, multiphase, and multicomponent flow, in an Eulerian-Eulerian approach. Thus, the continuity equations and the momentum, energy and chemical species conservation balances were applied for both fluids, for predictions of efficiency and temperature and concentration profiles. RAHIMI et al. (2011) considered the complete geometry including sieve tray, inlet and outlet downcomers. These were modeled using CFD and based on experimental work of SOLARI & BELL (1986) for air-water system. The authors predicted only the tray hydrodynamics parameters, such as liquid velocity distribution, clear liquid height, average liquid volume fraction in froth and froth height.
The main purpose of this work is to evaluate of the effect of inlet downcomer in the momentum and energy conservation equations on a sieve tray using a twophase, 3-D (three dimension) and transient CFD model in an Eulerian-Eulerian approach. A water-ethanol liquid mixture at 1 atm was simulated.
MATHEMATICAL MODELING
The mathematical model was based on an Eulerian-Eulerian framework the liquid and gas phases. Thus, each phase was treated as an interpenetrating continuum phase having separate transport equations. Thereat, the Reynolds averaged Navier-Stokes equations (RANS) were included and numerically solved for each phase. Since the pressure gradient is small over a distillation stage, the system was considered at 1 atm. The conservation equations for the phases are given below and the subscript "k" and "j" represents the liquid and gas phase. ) and "n p " is the number of phases. 
Mass continuity equation
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Momentum equation
for k = 1,...,n p where h k is the enthalpy of the phase k (J.kg ).
Constraint equations
The gas and liquid volume fractions are related through the summation constraint:
For the pressure constraint, the same pressure field has been assumed for both phases, i.e.,
Model assumptions
The following assumptions were adopted on the model used in this study for a sieve tray: a) a two-phase system was modeled in the simulation; b) the gas phase is the dispersed phase and the liquid phase is the continuous phase; c) a ethanol/water liquid mixture was used in this study;
d) due to the fact that there are no reactions and no other mass source, the terms S MS (Equation 1) and S E (Equation 3) are nulls; e) the net rate of the mass transfer between the phases is considered to be small and in this study the modeling of chemical species tranfer were not included. In this case, the right-hand side of Equation 1 vanishes and the terms associated with it in Equations 2 and 3 are nulls; f) no turbulence model was used for dispersed phase.
Closure equations
In order to solve some terms of the Equations 2 and 3 additional equations are required. In this way, the terms that need to be modeled, such as effective fluxes of momentum (T eff ) and energy (q eff ), interphase momentum transfer (M k ), and interphase energy transfer (Q k ) are presented below.
Effective flux of momentum
The effective fluxes are related to the dispersion of the properties due to viscous and turbulent effects. Thus, it can be written as a combination between diffusion flux and turbulent flux, where the "turb" superscript represents turbulent flux. Considering a Newtonian fluid and the eddy viscosity hypothesis, the effective flux of momentum can be written as: ) in the k phase and tp is the transpose of vector.
The effective viscosity term can be expressed by:
where k µ and ( ) ), the turbulent frequency (s -1 ) for the k phase, the invariant measure of the strain rate (dimensionless), and the blending function (dimensionless), respectively. The SST model is well discussed in the literature (MENTER, 1994; WILCOX, 2006) .
Effective flux of energy
Similar to the definition of the effective flux of momentum, the effective flux of energy (q eff ) can be described below: 
Interphase momentum transfer
The interphase momentum transfer term ( kj M ) was considered in this work only due to the drag force. The drag force per unit volume for gas-liquid flow can be written as:
where the subscripts "l" and "g" represent the liquid and gas phases, respectively. C D is the drag coefficient (dimensionless) and d B is the mean bubble diameter (m).
The drag coefficient has been estimated using the Krishna et al. correlation (KRISHNA et al., 1999) as showed below:
where V slip represents the slip velocity (m.s -1
) and it can be estimated from the gas superficial velocity and the average gas holdup fraction in the froth region as,
where U s is the gas superficial velocity (m.s 
Note that when the drag correlation (Equation 12 ) is substituted in Equation  11 , the mean bubble diameter is canceled, eliminating the main problem in the prediction of gas-liquid bubbling flow.
Interphase energy transfer
Heat transfer between the phases must satisfy the local energy balance. Thus, the rate of energy transfer between phases can be written: The dimensionless numbers are defined as,
where C p,g representes gas heat capacity (J.kg
).
The interfacial area per unit volume between liquid and gas phases, known as the interfacial area density (A gl ) for the particle model, it is defined by: 
NUMERICAL METHODOLOGY Computational domain and numerical mesh
The computational domains consist of a distillation sieve tray with diameter of 0.40 m. The 3-D geometry was developed using the software ANSYS Design Modeler. Table 1 presents the specifications of the sieve tray geometry and Figure 1 shows the geometries used in the simulations. The grid used in the simulation was developed using the software ANSYS Meshing and consists in a hybrid grid with triangular prism and hexahedral elements. Figure 1 shows the details of the numerical mesh. Further on, sensitivity test to different grid sizes will be presented. Figure 1 illustrates the boundary regions of the sieve tray. Liquid enters the tray through the downcomer clearance area (labeled as Liquid Inlet), and leaves the tray through the downcomer clearance area that leads to the tray below (labeled as Liquid Outlet). Gas enters through holes at the bottom of the tray (labeled as Gas Inlet), and leaves the domain through holes at the top (labeled as Gas Outlet).
Boundary and initial conditions

Gas inlet
The gas mass flow rate entering through the holes on the tray is the same in each hole. Thus, the gas velocity that flows through the holes was calculated according to Equation 24. It was considered that only the gas phase enters this region, once the amount of liquid dragged by the gas is negligible. Additionally, it was specified that the mass fraction of ethanol in the gas phase was 0.7330.
where V g,inlet , N H , and A H,i represent gas inlet velocity (m.s -1 ), total number of holes (dimensionless), and a hole area (m 2 ), respectively.
Gas Outlets
A pressure condition was used for gas outlet, specifying a relative pressure of zero.
Liquid inlet
At the liquid inlet in the Figure 1 , only liquid was adopted a uniform velocity profile according to Equation 25. It was considered that only liquid phase enters this region, once the amount of dragged liquid by the gas is negligible. Additionally, it was specified that the mass fraction of ethanol in the liquid phase was 0.5402. 
Liquid Outlet
At the liquid outlet region, a pressure condition was adopted in order to simulate a resistance, which actually exists due to the lower tray. The resistance involves the emergence of a buildup of fluid column in the downcomer outlet.In this work was considered occupying of 50% of the outlet downcomer length.
Walls
A no-slip wall was specified for both phases.
Domain initialization
Good initial estimates of the flow variables are important not only to avoid a significantly longer computational time but also in some cases to avoid divergence. The initial condition applied in the simulation consisted of the domain filled only with stopped gas phase at a temperature of the 356.80 K. Thus, it was possible to observe the tray filling by the liquid phase.
Simulation settings
The simulation settings were established using the ANSYS software CFX-Pre 14.5. The following strategy to minimize computational effort and to ensure the solution stability has been adopted. . The F S is defined (Equation 26 ) as a function of the gas superficial velocity and the gas density, i.e.,
Physical properties of liquid and gas phases used in the simulation are presented in Table 2 . The superscripts "inlet", "A" and, "mix" represent the inlet region in the computational domain, the chemical species ethanol, and the mixture properties, respectively. For the continuity, momentum and energy the equations, the upwind interpolation scheme was used for the advective terms and First Order Backward Euler scheme was employed for the transient terms. For the equations related to turbulence, the High Resolution scheme was used. The coupled solution method was used to solve the model, with all the equations solved simultaneously as a single system. The simulation was conducted using thirty-two AMD Opteron 2.40 GHz processors running (32×2.40 GHz) in parallel to simulate 10 seconds of multiphase flow on a distillation sieve tray using fixed time steps of 0.002 s. The Courant number used in the simulations was 0.5.
RESULTS AND DISCUSSION
A grid-size sensitivity test was performed using the GCI (Grid Convergence Index) method proposed by Roache (ROACHE, 1994) to quantify the numerical uncertainty. After the choice of the mesh, simulations of the sieve trays with and without the inlet downcomer were carried out to observe the effects of including this region at the computational domain in order to better understand the flow patterns and temperature profiles throughout the stage.
Grid-size sensitivity test
To evaluate the stability of the numerical grid, the clear liquid height (in an average volume) and the pressure (in an average ZX plane) were adopted as global and local variables, respectively. This kind of test is important to evaluate the influence of the grid size and the refinement of the grid cells in relation to the results of the simulations. The tests were performed on three types of mesh: fine (grid 1), medium (grid 2), and coarse (grid 3), with elements ranging from 184000 to 1 million elements. The fine, medium and coarse grids have a characteristic length of 2.86, 3.68 and, 5.06 cm, respectively, resulting in a refinement ratio of 1.3 between the grids. Table 3 and Figure 2 show the details and the results of the grid independence tests. The clear liquid height (global variable) showed a numerical stability from the grid 2 with a value of 1.82 cm, for which numerical uncertainty between the coarse and medium grids (GCI fine,32 ) it was 29.83%, and between the medium and fine grids (GCI fine,21 ) was 7.62%. For the local variable, pressure fields, the numerical stability was reached for a value of 19,2 Pa, for which the numerical uncertainty between the coarse and medium grid (GCI fine,32 ) was 7.97%, and between the medium and fine grids (GCI fine,21 ) was 3.43%. By the results acquired by the GCI method, it was concluded that grid 2 (480000 elements) showed satisfactory performance, with a numerical uncertainty below 8% compared with the grid 1 (fine) for global and local variables, as shown in Table 3 . In addition, as the computation time is of great importance in optimizing the simulation, it is noteworthy that grid 2 had a processing time (see Figure 2b ) approximately two times lower than that grid 1 to obtain similar results.
Effect of inlet downcomer
The results presented in Figures 3 and 5 show the influence of the inlet downcomer on the sieve tray for the liquid w velocity and liquid temperature, respectively. The results were analyzed for an instant of time equal to 10 seconds.
In Figure 3 the results of the liquid w velocity, located on a ZX plane at 10 mm above the tray floor are presented. The negative and positive values of the liquid w velocity refer to the axis direction of the computational domain, where negative values are in opposition to the flow direction. In the geometry without inlet downcomer (Figure 3a) , liquid w velocity have presented a more uniform profile along the flow. This uniformity of liquid w velocity on the tray was due to the choice of the boundary condition type used at the liquid inlet. Based on this, the simulation without inlet downcomer did not present reverse fluid flow or recirculation zones. Liquid w velocity have more variations along the fluid flow in the geometry with inlet downcomer (Figure 3b ). This fact is due to the natural formation of velocity profile with the inclusion of the inlet donwcomer. Besides, the velocity profile for this case presents higher values at the center of the flow fluid (delimited by the color red, 0.762 m.s Figure 4b , the abscissa values represent the dimensionless coordinate (x/R), where -1 and 1 represent wall region and 0 represents the center. In Figure 4b the results showed different liquid w velocity profiles for the two geometries. Therefore, if we analyze the liquid w velocity, the tray with inlet downcomer (red line) showed velocity gradients with high values at the central region of the sieve tray (see also Figure 3b ) and near the wall of the sieve tray the liquid velocity had a deceleration reaching values close to zero and negative, i.e., regions of stagnant and retrograde liquid flow. Also in Figure 4b , the geometry without inlet downcomer presented a liquid w velocity profile more uniform (black line) in relation to the x direction.
The liquid temperature profile on the ZX plane (y = 0.01 m) is shown in Figure  5 , where temperatures ranged from 354.8 to 355.1 K.
The influence and effects of the inlet downcomer are also observed for the liquid temperature. By analyzing the average liquid temperature at the ZX plane, one can note very close values for the two computational domains, i.e., 354.87 K for the geometry without inlet downcomer and 354.95 K for the geometry with inlet downcomer. However, the temperature patterns are significantly different for the different geometries (Figures 5a and 5b) . It highlights how the effects of flow reverse acting on the tray with inlet downcomer alter the liquid temperature profiles along the plate. This influence was due to the increased liquid residence time in the regions near the wall of the tray, allowing greater heat transfer between phases in the sieve tray with the inlet downcomer.
Based on the results obtained and the observations made for the liquid velocity and temperature profiles, the influence and importance of including the inlet downcomer in the computational model becomes evident and it allows a better understanding of the hydrodynamic and thermal behavior in a distillation column sieve tray.
CONCLUSIONS
The results presented qualitatively and quantitatively the influence of the inclusion of the inlet downcomer in the CFD simulation of a distillation column sieve tray. The influence of the inlet downcomer on the mass transfer should be considered in further simulations. It can lead to better results and more realistic conditions compared to that obtained using uniform inlet velocity profile.
Finally, CFD can be applied for a better understanding of the turbulent multiphase flow on the sieve trays and also they can be used to optimize the design and operating conditions.
