Abstract. Non-rigid image registration is a challenging task in medical image analysis. In recent years, there are two essential issues. First, intensity similarity is not necessarily equivalent to anatomical similarity when the anatomical correspondences between subject and template images are established. Second, the registration algorithm should be robust against monotonic gray-level transformation when aligning anatomical structures in the presence of bias fields. In this paper, a new feature based non-rigid registration method is proposed to deal with these two problems. The proposed method is based on a new type of image feature, called Uniform Spherical Structure Pattern (USSP). USSP encodes voxel-wise interaction information and geometric properties of anatomical structures. It is computationally efficient, rotation invariant and theoretically monotonic gray-level transformation invariant. The USSP feature is integrated with the Markov random field (MRF) discrete labeling framework to define energy function for registration in this paper. If the segmentation results are available, explicit anatomical correspondence can be established as an additional energy term. The energy function is optimized via the alpha-expansion algorithms. The proposed method is compared with three widely used non-rigid registration methods on both simulated and real databases obtained from BrainWeb and IBSR. Experimental results demonstrate that the proposed method achieves the highest registration accuracy among all the compared methods.
Introduction
Non-rigid image registration plays an important role in medical image analysis. Its clinical applications include, but not limited to, anatomical analysis and statistical parametric mapping. Many novel methods have been proposed during the last decade. They can be broadly classified into three categories: landmark based, intensity based and feature based registration methods. Landmark based registration methods extract anatomical features from manually located landmark points. Transformations are estimated based on such anatomical features [1, 2] . Landmark based registration methods use prior knowledge obtained from manually placed landmark points and thus they are usually computationally efficient.
However, to produce accurate registration results, these methods need sufficient number of landmark points and therefore require additional burdens. Intensity based registration methods define a similarity measure metric evaluated from voxel intensity distributions to guide the registration process [3, 4] . An essential issue related to intensity based registration methods is intensity similarity is not necessarily equivalent to anatomical similarity. Feature based registration methods use feature vectors as signatures for each voxel. Then the registration process is formulated as a feature matching and optimization problem.
Despite the fact that many aforementioned methods have been proposed to tackle the non-rigid registration problem, two challenges arise in recent years. First, the goal of non-rigid image registration is to establish anatomical correspondence between the template and the subject images. Using absolute voxel intensity values alone to characterize anatomical properties may be insufficient, as pointed out in [5] , and can make the similarity measure function stuck at local minima. As such, effective anatomical region descriptor is needed. Second, the registration algorithm should be robust against monotonic gray-level bias fields, which commonly exist during the imaging process. Otherwise, the registration algorithm may prefer to align the bias fields instead of aligning anatomical structures, as discussed in [6] .
Therefore, we are motivated to propose a new feature based non-rigid registration method which can accurately capture the geometric properties of the anatomical structures and theoretically robust against the monotonic gray-level bias fields. There are three main contributions in this paper. (i) A new anatomical region descriptor, called uniform spherical structure pattern (USSP) is designed to capture the anatomical geometry of the input images. (ii) The USSP descriptor is theoretically invariant to monotonic gray-level bias fields and image rotation. (iii) If the segmentation results of input images are available, an explicit anatomical energy term based on the Fisher's separation criteria (FSC) is proposed to measure the distance of different tissue classes between the subject and the template images. Markov random field (MRF) discrete labeling has been shown to be a robust framework to model the non-rigid registration process in recent years [7, 8] . In this paper, the USSP feature is integrated with the MRF labeling framework to define the energy function which guides the registration process. The α-expansion algorithm is used to minimize the MRF energy function. The proposed method is evaluated on both the simulated and real 3D databases obtained from BrainWeb and IBSR and compared with three widely used registration algorithms. It is observed that the proposed method achieves the highest registration accuracy among all the compared methods.
Feature Extraction with Uniform Spherical Structure Patterns
In this section, we describe the design details of the uniform spherical structure pattern (USSP) region descriptor, analyze its properties, and show how to use USSP to extract anatomical features from input images.
Basic Spherical Structure Patterns
Suppose for a given input image G, for each voxel v ∈ G, we define a sphere S v , which is centered at v with radius R. N v samples are uniformly taken on the surface of S v using the sampling method proposed in [9] . Samples which do not fall exactly into the image grid are interpolated by using the trilinear interpolation method. Then, for each voxel i on the surface of S v , it is thresholded to binary numbers "0" or "1" by using the Equation 1:
where I i is the intensity of voxel i, and I v is the intensity of the center voxel v. The thresholded surface represents the geometric features surrounding the voxel v as the binary values reflect the voxel-wise interactions between the neighboring voxels and the center voxel. The thresholded surface is called the basic spherical structure pattern (BSSP). Local binary pattern [10] is a special case of BSSP in the 2D case. The formal definition of BSSP is given as follows: BSSP is monotonic gray-level transformation invariant because the neighboring voxels are converted to the binary digits by comparing their intensity values with the center voxel intensity. As long as the relative difference between two voxel intensity values does not change, the thresholded surface remains the same.
Uniform Spherical Structure Patterns
Though the BSSP proposed in Section 2.1 is monotonic gray-level transformation invariant, there are many types of BSSP which are too sparse to reliably reflect the anatomical features of input images. In this section, we define the uniform spherical structure pattern (USSP) which is a subset of BSSP and represents fundamental image structures. USSP is defined as follows: obtained from IBSR 1 . It is observed from Figure 2 that USSPs have dominant proportions among all the BSSPs (i.e., mostly over 80%) with different parameters. Therefore, USSP can reliably capture the anatomical properties of the input image volumes. In the rest of the paper, we will only focus on extracting USSP features from the input images.
Feature Extraction of Rotation Invariant USSPs
Though USSP contains dominant information and represents fundamental images structures, it is still not rotation invariant up to the current stage. When the image rotates, the positions of the binary digits on the surface of USSP will be shifted accordingly. As pointed out in [11] , rotation invariance is a desired property for feature based non-rigid registration methods.
Therefore, we design an algorithm to extract rotation invariant USSP features. It is observed that no matter how the image rotates, the region areas of "0"s and "1"s (i.e., the number of voxels belonging to "0"s and "1"s) of a USSP pattern do not change. Therefore, the number of voxels belonging to "0" or "1" binary digits can be used to denote the types of USSP, which should be invariant to rotation. In this paper, the type ID of the USSP is determined by the number of "0"s in the USSP. All the non-uniform BSSPs are treated as a single type pattern. Algorithm 2 presents the procedure for calculating rotation invariant USSP signatures for each voxel v from a local cubic square window W centered at v, assuming that the radius R and number of neighboring samples N are given. The time complexity of the Algorithm 2 is O(|G| × |W | × N ), where |G| is the number of voxels of the input image G, |W | is the window size and N is the number of neighboring samples used for USSP.
It should be noted that Algorithm 2 only takes care of the area of "0" region to determine the USSP type. A more detailed USSP type classification can be FOR each voxel t ∈ SubV olume 5.
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H achieved if we also take care of the shape of the "0" region. However, there are too many possible shape combinations and will result in unstable anatomical feature description as some of the USSP occurrences are too small. This makes the USSP feature histogram too sparse to reliably mirror the anatomical properties of the input images. Radius R in the Algorithm 2 affects the scale of interest to extract the anatomical structures. In this paper, the radius R is determined by adopting the best scale selection principle proposed in [12] .
The rotation invariant USSP feature also preserves the monotonic gray-level transformation invariant property of BSSP. Figure 3 shows an example. Figure 3 (a) is an image slice obtained from BrainWeb with no bias field distortion. Figure 3 (b) is a type-A bias field obtained from BrainWeb with 40% inhomogeneity. Figure 3 (c) is the resulting bias field distorted image. The region inside the green rectangle is the region of interest (ROI). The rotation invariant USSP feature vectors with 49 neighboring samples are extracted from the ROI by treating the ROI as the SubV olume in the Algorithm 2. Figures 3 (f) and (g) are the rotation invariant USSP feature vectors extracted from the ROI before and after bias field distortion respectively. For comparison purpose, the intensity histograms of the ROI before and after bias field distortion are also shown in Figures 3 (d) and (e). It is observed that the intensity histograms of ROI before and after bias field distortion have large variations. The rotation invariant USSP feature vectors extracted from ROI before and after bias field distortion are almost the same (i.e., just with slight variations). Therefore, the robustness of the USSP features against bias field distortion is implied.
MRF Labeling Formulation for Registration
Recently, the MRF discrete labeling framework is shown to be able to robustly model the non-rigid registration process [7, 8] . In this paper, the USSP feature is integrated with the MRF discrete labeling framework to define the energy function. An explicit anatomical correspondence energy term is also proposed based on the Fisher's separation criteria (FSC) [13, 14] if the segmentation results of the input images are available.
The general form of the MRF energy function by considering clique size order up to two is expressed as:
where Ω is the set of voxels, N is the neighborhood system defined in Ω. In this paper, the 4-connected neighborhood system is used. D p (l p ) is the energy function, which penalizes the cost of assigning label l p to voxel p, and V p,q (l p , l q ) penalizes the cost of label discrepancy between two neighboring voxels.
The deformation space is quantized to transform the registration problem to the MRF labeling problem. A discrete set of labels L ∈ {l 1 
where G template is the template image, G subject is the subject image, K template and K subject are the USSP feature vector images of G template and G subject respectively obtained via the Algorithm 2. JSD(·) denotes the Jensen-Shannon divergence. Therefore, based on the Equation 3, the data term E data at iteration t is defined as:
where K t−1 subject denotes the USSP feature vector image of the subject image resulting from the previous transformation prior to iteration t.
The piece-wise truncated absolute distance is adopted as the smoothness potential function:
where λ is a constant represents the maximum penalty. The truncated absolute distance is a metric as stated in [15] . If the segmentations of the template image and the subject image are available, an explicit anatomical energy term can be established as an additional energy term based on FSC. Suppose that the input images are segmented into c classes of tissues. Let V 
where S −1 is the inverse of the pooled covariance matrix, F z is the USSP feature vector of voxel z belonging to the ith class tissue of either the template image or the subject image. Therefore, the 1-D projections of m 
This 1-D projection maximizes the following FSC measure function [13] of tissue class i of the template image and the subject image:
where σ T i and σ S i are the standard deviations of the projected USSP feature vector belonging to the ith tissue class of the template image and the subject image.
When the FSC measure function in Equation 9 is minimized, the anatomical similarity of tissue class i is maximized. The explicit anatomical energy term is defined by summing up the FSC measure functions defined in the Equation 9 of all the tissue classes. Therefore, now the total energy function becomes:
In order to minimize the energy function defined in Equations 2 and 10, the alpha-expansion algorithm [15] is adopted.
Experimental Results
The proposed method is evaluated by performing non-rigid registration experiments on both the simulated and real 3D datasets obtained from BrainWeb 2 and IBSR 3 respectively. It is also compared with three state-of-the-art algorithms: FFD [3] , Demons [4] and HAMMER [11] . In all the experiments, the local cubic square window W in the Algorithm 2 was set to 16 × 16 × 16, and number of neighboring samples N of each USSP was 49. The 3D displacement window for the proposed method was Ψ = {0, ±1, ±2, ..., ±12}
3
. The maximum penalty parameter λ defined in Equation 5 was set to 20. 
Experiments with Simulated Data
In this section, the proposed method is evaluated on the simulated 3D T1 image data obtained from BrainWeb. 20 image volumes from different subjects were used. One of the image volumes was served as the template image, and the others were used as the subject images. Each image has resolution of 256×256×181 voxels. The segmentation results are provided by BrainWeb. Before registration, the skull stripping process was performed on each image as it is a required step for HAMMER [11] to be compared in this paper. The software Brain Suite version 2 obtained from USC 4 was used to accomplish the skull removing process. Figures 4 (b) to (e) show the reconstructed average brain images after the registration using FFD [3] , Demons [4] , HAMMER [11] and the proposed method (without explicit anatomical energy term). Figure 4 (a) is the template image for reference. The control point spacing of FFD is 2.5mm, as suggested in [16] . It is visually observed that the proposed method achieves the best registration accuracy as the average brain images obtained via the proposed method preserve most of the details of the template image and are sharper than those obtained by the other compared methods. The tissue overlap of gray matter (GM), white matter (WM) and cerebrospinal fluid (CSF) between the template and the transformed subject images is also adopted as the evaluation measure [16] to analyze the registration accuracy. It is defined as P = N (A∩B) N (A∪B) , where A and B denote the regions of a specific tissue in two images. The average values of P and the standard deviations of GM, WM and CSF before registration, registration after using FFD [3] , Demons [4] , HAMMER [11] and the proposed method with and without the explicit anatomical energy term are listed in Table 1 . As observed in the Table 1 , the proposed method achieves the highest value of P among all the compared methods for the simulated 3D data sets. If the explicit anatomical energy term is used, the registration accuracy can be further improved.
Experiments with Real Data
In this section, the proposed method is further evaluated by performing registration experiments on the 3D real datasets obtained from IBSR. 20 skull-stripped image volumes with segmentation results are obtained. Each of them has resolution around 256 × 256 × 64 voxels. The experimental settings are similar to Figure 5 . The control point spacing of FFD was again set to 2.5mm. It is visually observed from Figure 5 that the proposed method has the highest registration accuracy among all the compared methods, especially in the region of gyral crowns, sulcal roots and ventricles, which are important and salient regions of the brain anatomical structures. The tissue overlap measure values P of different approaches are listed in Table 2 . It is shown that USSP has the highest value of P , which echoes the visual results shown in Figure 5 . FFD [3] , Demons [4], HAMMER [11] and the proposed method took about 7, 5, 10 and 11 hours respectively to register one image pair on a 3.2GHz P4 CPU with 2GB RAM.
Conclusion
In this paper, a new feature extraction method for non-rigid image registration is proposed. The uniform spherical structure pattern (USSP) feature is designed to extract monotonic gray-level transformation invariant and rotation invariant anatomical features from the input image volumes. The proposed feature can be extracted efficiently as the extraction process only requires several voxel-wise comparison operations. The registration problem is formulated as a Markov random field (MRF) labeling and energy minimization problem based on the USSP features. If the segmentation results of the input images are available, an explicit anatomical energy term can also be established easily based on the Fisher's separation criteria (FSC) measure function. From the experimental results on both the simulated and real 3D datasets, it is demonstrated that the proposed method gives the highest registration accuracy among all the compared methods.
