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ABSTRACT OF THE THESIS
Geometric Control Theoretic Formulation Applied to the Analysis of Pitching and
Plunging Airfoils
By
Laura Pla Olea
Master of science in Mechanical and Aerospace Engineering
University of California, Irvine, 2019
Professor Haithem E. Taha, Chair
The unsteady aerodynamics of a two-dimensional pitching-plunging airfoil are modeled using
a state space system. This computationally inexpensive model, simpler than the current
classical theories of unsteady aerodynamics, is an output-based model, providing only the
dynamics of certain output variables, without reconstructing the entire flow field.
Due to the simplicity of the system, it allows for the analytical study of the behavior of four
outputs: lift, drag, circulation and point of separation. In order to capture the nonlinear-
ities of the complex unsteady flow, the four outputs are analyzed using some of the tools
provided by the geometric control theory. The results are then studied in a fluid dynamics
framework to determine if the unsteady motion of the airfoil can provide an enhancement of
the mentioned parameters.
vii
Chapter 1
Introduction
1.1 Motivation
More than a hundred years have passed since the first flight by the Wright brothers in Kitty
Hawk, North Carolina. Since that December of 1903 airplanes have improved in several
ways, thanks to the advances in aerodynamics, structures and materials. However, looking
at the models of the last decades, the design appears to be saturated, all airplanes having a
similar shape.
Airplanes have fixed wings, and are perfectly designed for steady conditions and small angles
of attack. Nonetheless, it seems that it is not possible to further improve this design by
relying on steady linear aerodynamics as it has been done for the past hundred years. This
field has been thoroughly studied and exploited, so it seems difficult that it can generate
innovative improvements that can lead to a revolutionary design.
Therefore, a new approach is required to change the basic shape of airplanes. Looking at
nature, it looks like the solution may be flapping propulsion. As opposed to the approach
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taken by humans, insects and birds rely on unsteady aerodynamics and high angles of attack
to truly exploit their aerodynamic capabilities. Due to its complexity, this type of flight has
not been as studied as linear aerodynamics. Luckily, geometric control theory can provide
some tools to analyze the characteristics of this nonlinear flow.
1.2 Previous work
1.2.1 Unsteady aerodynamics
The earliest studies of unsteady aerodynamics appeared in the 1920s, but it wasn’t until 1935
that the harmonic case was addressed by Theodorsen [1]. In his famous paper, Theodorsen
studied the lift and aerodynamic moment of a plunging and oscillating airfoil with a flap.
Restricting his study to potential flow and harmonic motion, and applying the Kutta condi-
tion, he solved the problem by defining a function based on the Bessel functions of first and
second kind.
Another outstanding effort was that done by Wagner [2] ten years before. He solved in
the context of potential flow the time evolution of the lift in an airfoil that was suddenly
started from rest. Joined by Theodorsen, they hold the main classical theories in unsteady
aerodynamics, the former in the time domain and the latter in the frequency domain.
Aside from this analytical achievements, several experiments were also carried out. In 1957
Rainey [3] measured the force and moment of a pitching airfoil as a function of the reduced
frequency. He found that pitching oscillations modify the slope of the lift force and pitching
moment of the airfoil, but their magnitude and phase depend on the mean angle of attack,
Mach number and reduced frequency.
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Skipping forward many decades, the effect of unsteady aerodynamics has also been experi-
mentally found in the direction of the free-stream velocity. An interesting result was pub-
lished in 2004, when Vandenberghe et al. [4] found that a pure plunging oscillatory airfoil
at zero forward speed spontaneously generated a net thrust force if it exceeded a critical
frequency. This generation of a net force as a result of a zero mean oscillation is known as
symmetry breaking, and it appears in several unsteady aerodynamics cases.
The effect of pitching and plunging on an airfoil has been studied in several cases, mostly
with an experimental approach. For example, Rival and Tropea [5] analyzed the wake of
pure-pitching and pure-plunging profiles as well as of their combined motion through smoke
visualizations and force measurements. They found the geometry of the wake as well as the
value of the measured aerodynamic forces to deeply depend on the reduced frequency of the
motion and the angle of attack.
Along the same lines, Rival et al. [6] experimentally studied the mechanism of vortex de-
tachment in plunging profiles with different leading edge geometries at zero angle of attack.
On a different side, Heathcote and Gursul [7] analyzed the deflection of the vortex pairs that
form at the trailing edge of a plunging airfoil in a water tank.
As it can be seen, the fluid dynamics community has discovered through experimental obser-
vation the unconventional dynamical behaviors that appear when the nonlinearities of the
flow are exploited. However, no substantial effort has been done in order to develop an ana-
lytical model simpler than those of Theodorsen and Wagner that can predict these outcomes.
As it has been stated before, it can be attributed to the lack of tools to analyze higher order
effects in nonlinear systems, but thanks to geometric control theory this complication can
be overcome.
3
1.2.2 Geometric control
The geometric control theory is an application of the mathematically complex differential
geometry to control theory [8]. Its purpose is to study nonlinear dynamical systems that
evolve on curvy spaces named manifolds.
Geometric control theory was first developed by Brockett [9, 10, 11, 12] and Hector Sussmann
[13, 14, 15] in the 1970s. Since then, it has been used in the study of the dynamics of several
nonlinear systems in different engineering applications, such as robotics [16] or spacecraft
attitude control [17]. However, to the author’s knowledge, this theory has not been employed
in the resolution of fluid mechanics problems.
Its approach is particularly useful in the resolution of nonlinear systems due to its capacity
to capture higher order effects. This characteristic allows for the discovery of unconventional
force and stabilization mechanisms [8], like the ones found in the experimental observations
mentioned in the previous section.
1.3 Thesis overview
The following project presents a model to characterize the unsteady flow around a two-
dimensional airfoil in the form of a state space model. In order to do that, the airfoil is
modeled as a flat plate, and the motion is simplified to pitching and plunging movements.
This reduced order model (ROM) does not require the reconstruction of the entire flow field,
it only provides the dynamics of a few output variables of interest: lift, drag, circulation and
point of separation.
The simplicity of this model allows the obtainment of analytical expressions that can be
further analyzed to predict the behavior of the airfoil. Thus, once the mentioned variables
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are derived, they are analyzed with some of the tools provided by geometric control theory.
The objective of this thesis is to determine if it is possible to enhance the performance of the
airfoil (e.g. increase the lift or generate thrust) due to nonlinear interactions between the
pitching and plunging motions in an unconventional way. In other words, the main purpose
of this work is to predict the unsteady phenomena described in the previous paragraphs and
others that may not have been found yet.
The thesis is divided in several chapters. In Chapter 1, the topic of study is introduced, and a
brief review of the previous work done in the areas of unsteady aerodynamics and geometric
control theory is conducted. Chapter 2 explains the foundations of unsteady aerodynamics
through the classical theories of Theodorsen and Wagner. In addition, it introduces a state
space model that simplifies the calculations of the previously mentioned theories and extends
their use to more complicated cases. This model studies the lift of a two-dimensional airfoil,
and is the basis of the system that is going to be analyzed in the subsequent chapters. A
very brief presentation of the geometric control concepts that are employed in the thesis can
be found in Chapter 3. The core of this work is in Chapter 4, which proposes a state space
model that characterizes the lift of a pitching and plunging airfoil. This system is further
expanded in this same chapter to account for the drag, circulation and point of separation.
Later on, all these outputs are studied using the geometric control tools defined in Chapter
3, with the purpose of predicting some non-intuitive nonlinear outcomes that may improve
the overall performance of the airfoil. Finally, Chapter 5 serves as a summary of the results
obtained in this thesis.
5
Chapter 2
Aerodynamics
2.1 Theodorsen
Theodore Theodorsen is one of the pioneers of the classical unsteady aerodynamics theory
and his work is used as a reference in most of the studies in this field. Theodorsen [1]
studied the aerodynamic forces on an oscillating airfoil with three independent degrees of
freedom: pitching, plunging and aileron flapping. The main assumptions of his theory are
potential flow and the use of the no-penetration boundary condition, the Kutta condition
and Kelvin’s theorem of conservation of circulation. He also considered the wake of the
airfoil to be horizontal, in the direction of the free-stream velocity.
Theodorsen’s objective was to compute the lift of the airfoil when it was subject to this
unsteady motion. He found that it could be divided in two different contributions:
1. Non-circulatory lift: It does not generate net circulation. It only depends on the
instantaneous acceleration of the profile.
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2. Circulatory lift: It is due to the surface of discontinuity behind the wing, the wake. It
is similar to the effect that appears in steady aerodynamics.
2.1.1 Non-circulatory lift
In the classical aerodynamics theory, the airfoil is always replaced with vortices that gen-
erate the vorticity (circulation) needed to have lift. Nonetheless, since this case requires a
singularity without circulation, the usual vortices are replaced by sources and sinks.
Due to the complexity of the airfoil geometry, the wing is approximated to a flat plate with
the same chord, c = 2b, as it can be seen in figure 2.1a. See that even though Theodorsen
derived his theory for a pitching-plunging-flapping airfoil in this case only the pitching and
plunging motions are considered, since the flapping motion is out of the scope of this thesis.
After the definition of the problem, since the most studied shape in potential flow is a
cylinder, the airfoil is replaced by a cylinder of radius b using the Joukowsky transformation.
In this transformation, the original plate is situated in the complex z-plane, where z = x+iy,
whereas the cylinder in which the calculations are performed is in the ξ-plane, where ξ =
χ+ iη.
(a) Parameters of the airfoil in the z-plane. (b) Conformal representation of the wing profile
by a circle.
Figure 2.1: Transformation of a flat plat in the z-plane into a circle in the ξ-plane.
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Once the cylinder is defined, a source of strength q is placed at the point on its surface
(χ1, η1) and a sink of strength −q is placed at (χ1,−η1), as indicated in figure 2.1b. The
strength of both sink and source depend on their position.
However, since the airfoil is a continuous surface, the upper half of the circle has to be
defined by a continuous distribution of sources on it, and the lower surface by a continuous
distribution of sinks. Therefore, q(ϕ) being the strength distribution of these sources and
sinks as a function of their angular position ϕ, the total complex potential of the circle is
FNC =
q(ϕ) b
2
dϕ
2pi
[
ln
(
ξ − b
2
eiϕ
)
− ln
(
ξ − b
2
e−iϕ
)]
and the complex velocity
w¯NC =
dFNC
dξ
=
q(ϕ) b
2
dϕ
2pi
[
1
ξ − b
2
eiϕ
− 1
ξ − b
2
e−iϕ
]
Applying the change of coordinates ξ = reiθ and after some algebraic manipulations
w¯NC =
q(ϕ) b
2
4
dϕ
2pi
e−iθ
2i sinϕ
r2eiθ − b
2
r2 cosϕ+ b
2
4
e−iθ
= e−iθ (vr − ivθ)
Now, defining the real and imaginary parts of the denominator as R = r2 + b
2
4
cos θ− br cosϕ
and I =
(
r2 − b2
4
)
sin θ respectively, the normal and tangential velocities of the flow can be
determined. The velocities at a point situated at a distance r from the origin and at an
angle θ are
vθNC (r, θ) = −
q(ϕ) b
2
4
sinϕR(θ, ϕ)dϕ
pi (R2 + I2)
vrNC (r, θ) =
q(ϕ) b
2
4
sinϕI(θ, ϕ)dϕ
pi (R2 + I2)
However, these are the velocities due to a point source and a point sink located on the
surface of the cylinder at an angle ϕ. If there is a whole distribution of them around the
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cylinder surface they have to be integrated from 0 to pi. In doing so, the velocities that can
be found in the cylinder due to the non-circulatory contributions of the flow (sources and
sinks distribution) are
vθNC (θ) = −
1
2pi
∫ pi
0
q(ϕ) sinϕdϕ
cos θ − cosϕ (2.1)
vrNC (θ) =
q(θ)
2
(2.2)
Unfortunately, the source strength distribution is still undefined, so, in order to find it, the
no-penetration boundary condition is applied to the surface of the cylinder
v⊥ = vmotion
In other words, the normal velocity of the airfoil/cylinder wall has to be equal to the normal
velocity of the flow that surrounds it, so that there is no flow that goes through the surface
of study. This result is obtained by equating the normal velocity at the cylinder surface to
the normal velocity of motion. The movement of the airfoil is given by the expression
vmotion(x) = −U sinα− h˙ cosα− α˙ (x− a)
where U is the free-stream velocity, α the angle of attack, h˙ the plunging velocity, and a the
position of the pitching axis.
Equating it with the normal velocity at the surface (equation 2.2), the source distribution
can be found
q(θ) = 2vrNC = 4vmotion(θ) sin θ = 4
[
−U sinα− h˙ cosα− α˙ (b cos θ − a)
]
sin θ
9
And from this expression the tangential velocity is obtained with equation 2.1
vθNC (θ) = 2
[(
U sinα + h˙ cosα− α˙a
)
cos θ +
α˙b
4
cos (2θ)
]
Once the tangential velocity is known the potential of the cylinder can be found
φNC(θ) = − b
2
∫ pi
0
vθNC (ϕ)dϕ = b
[(
U sinα + h˙ cosα− α˙a
)
sin θ +
α˙b
4
sin (2θ)
]
Therefore, the only thing left to compute is the lift generated due to the non-circulatory
flow. In order to find the pressure as a function of the potential, the unsteady Bernoulli
equation is used
p− p∞ = −ρ
[
U∞
∂φ
∂x
+
∂φ
∂t
]
where p is the pressure and ρ the density of the flow.
The lift can be obtained as an integration of the pressure field that surrounds the cylinder
l = 2ρ
[∫ b
2
− b
2
∂φ
∂t
dx+ U∞ (φTE − φLE)
]
where φTE and φLE are the velocity potentials at the trailing edge and the leading edge
respectively. Assuming φTE(θ) = 0, and inserting the potential of the cylinder on the lift
equation, the non-circulatory lift is obtained
lNC = piρb
2
(
Uα˙ + h¨− α¨a
)
= −maddeda⊥1/2 (2.3)
As it can be seen, this non-circulatory lift is proportional to the instantaneous acceleration
of the midpoint of the airfoil multiplied by the added mass madded = piρb
2. This force can
be interpreted as an extra acceleration that has to be added to move the airfoil in the air.
In other words, the force needed to move the airfoil in vacuum is equal to its mass times the
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acceleration; however, the force needed to move it on the air is bigger, because in order to
move the airfoil it is necessary to accelerate the air surrounding it. The added mass term
accounts for the mass of an air cylinder whose radius is the half chord. It can be seen as an
inertial force.
Another important remark about the non-circulatory lift is that it is given by an algebraic
expression. That is, it does not have any lag, a change in the motion of the airfoil will lead
to an instantaneous variation of the non-circulatory lift.
Finally, it should be pointed out that the Kutta condition is not imposed in the derivation
of the expression of the non-circulatory lift.
2.1.2 Circulatory lift
In order to account for the circulation in the airfoil, a vortex of strength Γ is added on the
wake of the cylinder. Nonetheless, in order to satisfy Kelvin’s Theorem of the conservation
of the circulation, another vortex of the same strength is added, but bounded to the cylinder
as indicated in figure 2.2. If the wake vortex is located at a point X, to maintain the cylinder
surface as a streamline, the location of bounded vortex has to be
d =
b2
4X
Once all the singularities are defined, their strength can be found by ensuring that the flow
satisfies the Kutta condition. To do so, the sum of the tangential velocity due to the non-
circulatory contribution and the tangential velocity due to the circulatory contribution at
the trailing edge has to be equal to zero.
Therefore, it is necessary to compute the tangential velocity due to the circulatory contribu-
tion. The complex potential of a cylinder with a vortex at (X, 0) and another one at (d, 0)
11
Figure 2.2: Location of the bounded and wake vortex.
is
FC =
Γ
2pii
[ln (ξ −X)− ln (ξ − d)]
And, after the proper calculations, similar to those performed in the previous section, the
tangential velocity is obtained
vθC (θ) = −
Γ
bpi
X2 − b2
4
X2 + b
2
4
− bX cos θ (2.4)
which is used in the application of the Kutta condition at the trailing edge
vθNC (θ = 0) + vθC (θ = 0) = 0
After the substitution of the velocities by their expressions and applying the Joukowsky
transformation z = ξ + b
2
ξ
, the Kutta condition leads to
−2v3/4 − 1
pib
∫ ∞
b
γw(z, t)
√
z + b
z − bdz = 0
where v3/4 is the velocity at the tree-quarter chord point, and γw is the unknown vortex
distribution of the wake, that has to be integrated from b to ∞ to account for the effects
of the whole wake. That is, instead of being approximated by just one vortex, the wake is
formed by a continuous distribution of vortices that goes from the trailing edge of the airfoil
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to infinity. As it was previously mentioned, this wake is assumed to be one-dimensional, in
the direction of the free-stream velocity.
Rearranging the equation with the small-angle approximation (α3/4 = −v3/4U ) the Wagner
equation [2] is obtained
1
Ub
∫ ∞
b
γw(z, t)
√
z + b
z − bdz = 2piα3/4(t)︸ ︷︷ ︸
CLQS (t)
(2.5)
where α3/4 is the angle of attack at the three quarter chord point, and CLQS is the quasi-
steady lift coefficient of the airfoil.
Going back to the circulatory tangential velocity, the lift can be obtained with the same
approach used in the computation of the non-circulatory component. So, from equation 2.4
the potential can be obtained
φc(θ) =
Γ
pi
[
pi
2
− arctan
(√
z + b
z − b
√
1− cos θ
1 + cos θ
)]
and applying the unsteady Bernoulli equation, the lift reads
lC(t) = ρ
∫ ∞
b
γw(z, t)z√
z2 − b2dz
However, since the value of the quasi-steady circulation is known from the Wagner expression
2.5, the circulatory lift can be written as lC(t) = lC(t)ΓQS/ΓQS, leading to
lC(t) = ρUΓQS(t)
∫∞
b
γw(z,t)z√
z2−b2 dz∫∞
b
γw(z, t)
√
z+b
z−bdz
= lQS(t)
∫∞
b
γw(z,t)z√
z2−b2 dz∫∞
b
γw(z, t)
√
z+b
z−bdz
(2.6)
where lQS is the quasi-steady lift.
13
This expression does not have an analytical solution due to the unknown wake vorticity
distribution γw. In order to simplify the results to reach an analytical expression, Theodorsen
assumed an harmonic movement of the airfoil
α3/4 = α¯e
iωt
Assuming linearity between the airfoil motion and the distribution of the vorticity in its
wake
γw(z, t) = γw(z)e
iωt
Introducing this expression into equation 2.6, after some algebraic modifications, the circu-
latory lift as it was defined by Theodorsen is obtained
lC(t) = lQS(t)C (k) (2.7)
where C (k) is the Theodorsen function, a complex function that depends only on the reduced
frequency of the motion k = ωb
U
. It is defined in the following way
C (k) =
H
(2)
1 (k)
H
(2)
1 (k) + iH
(2)
0 (k)
=
∫∞
1
e−ikη η√
η2−1
dη∫∞
1
e−ikη
√
η+1
η−1dη
where H
(m)
n is the Hankel function of mth kind of order n.
This complex function acts on the motion of the wing. For example, if the airfoil under-
goes a pure-plunging motion given by h = h¯ sin (kt) = Im
[
h¯ejkt
]
, its multiplication by the
Theodorsen function results in:
C (k)h(t) = h¯
√
F 2 +G2 sin
(
kt+ arctan
G
F
)
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The Theodorsen function is only valid for sinusoidal motion with small amplitudes. It
attenuates the lift force as a function of the reduced frequency k. As it can be seen in figure
2.3, C (k) is real and equal to unity for the steady case (k = 0), but as k increases, the
magnitude of the function becomes |C (k) | = 1/2. In other words, for a sudden change in
the angle of attack the lift instantaneously acquires half of its steady value. This behavior
is illogical in a dynamical system, and represents a limitation in Theodorsen’s theory.
k
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|C(
k)|
0
0.2
0.4
0.6
0.8
1
(a) Magnitude of Theodorsen function.
k
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C(
k) 
[de
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-20
-15
-10
-5
0
(b) Phase of Theodorsen function.
Figure 2.3: Theodorsen function.
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2.2 Wagner
Years before Theodorsen [1] proposed his model to obtain the aerodynamic loads of an airfoil
as a function of the frequency of its motion, Wagner [2] solved the lift response of a flat plate
due to a step input, or in other words, he solved the indicial response problem.
It is easier to understand the relation between the Theodorsen and Wagner functions by
reaching Wagner’s result from Theodorsen’s. Therefore, the derivation of the function pro-
posed in this section is different from that of Wagner’s original work [2].
Looking at the solution given by Theodorsen (equation 2.15) a question comes to mind:
what occurs when the motion of the wing is not harmonic? The resolution of unsteady
problems cannot always be reduced to simple harmonic movements. Thus, if the airfoil
follows any other type of motion it may be better to approach the problem from the time
domain perspective instead of the frequency one proposed by Theodorsen.
Therefore, it may be necessary to transform the expression of the circulatory lift from the
frequency domain into the time domain. However, it is first necessary to express all the
variables implied in the calculation of the lift in the frequency domain. Since the time-
distribution of the angle of attack at the three-quarter chord point is known, it is directly
transformed into the frequency domain with the Fourier transform
α3/4(ω) =
∫ ∞
−∞
α3/4(t)e
−iωtdt
Then, it can be introduced into the circulatory lift expression of Theodorsen
lC(ω) = ρU
2b2piα3/4(ω)C (k)
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which can be transformed back into the time domain
lC(t) =
1
2pi
∫ ∞
−∞
lC(ω)e
iωtdω (2.8)
As it was previously stated at the beginning of this section, Wagner [2] computed the lift
response as a reaction to a step input. For example, the result of changing the angle of
attack instantly from zero to a certain value α
α3/4(t) =

α t ≥ 0
0 otherwise
In this case the Fourier transform of the angle of attack becomes
α3/4(ω) =
α
iω
Inserting this angle of attack distribution into equation 2.8, the circulatory lift in the time
domain is obtained
lC(t) = ρU
2b2piα
1
2pi
∫ ∞
−∞
C (k)
k
dk = lQS
∫ ∞
−∞
C (k)
k
dk = lQSW (s) (2.9)
where W (s) is the Wagner function, and it only depends on the value of the non-dimensional
time s = tU
b
. It is equivalent to the Theodorsen function but in the time domain; in fact, as
it has been proved in this section, they are a Fourier pair [18]. In fact, their only difference
is that Theodorsen solves the lift for harmonic motion whereas in Wagner’s case the input
is a step function.
This function accounts for the lag that appears between the change in the angle of attack
until the lift builds up. In other words, if the angle of attack is changed abruptly the lift
does not reach its static value instantly, but it takes some time to evolve to it. However, as
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Figure 2.4: Wagner function.
it occurred in the case of the Theodorsen function, according to Wagner, a change in the
angle of attack of the airfoil instantaneously generates half of the steady lift, which is not a
realistic result for a dynamical system.
In contrast to Theodorsen’s, Wagner function does not have an analytical expression. Nonethe-
less, there are some approximations, the most common being those derived by Jones [19]
and Jones [20]. Both approximate the function as a sum of exponentials
φ(s) ≈ 1− A1e−b1s − A2e−b2s (2.10)
where Ai and bi are defined constants, listed in table 2.1.
A1 A2 b1 b2
Jones [19] 0.165 0.335 0.0455 0.3
Jones [20] 0.165 0.335 0.041 0.32
Table 2.1: Constants of the exponential approximations of the Wagner function.
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2.3 State-space model
The computation of aerodynamic loads in an unsteady problem using the tools given by the
classical theories is tedious and non-efficient. In order to simplify these calculations, finite-
state models have been introduced to this particular area of study, due to their ability to
capture the unsteady effects in a compact and effective form. Most of them are based on the
classical models of Theodorsen [1] or Wagner [2]. The one introduced in this section by Taha
et al. [21] proposes a new model based on the application of the Duhamel superposition
principle to the Wagner equation.
As mentioned in section 2.2, Wagner [2] derived the time-response of the lift on a flat plate
due to a step input. According to his model, the unsteady circulatory lift can be written as
a function of the quasi-steady lift
lC = lQSW (s)
where W (s) is the Wagner function, and s is the non-dimensional time, defined as a function
of the free-stream velocity U and the chord of the airfoil c
s =
2
c
∫ t
0
U(τ)dτ
Since the dynamic response of the lift for an indicial input is known, the Duhamel principle
can be applied to derive the response of the lift for any input. In other words, the response
due to an arbitrary excitation can be written as the superposition of the indicial time response
in the first instant and the time-variation of the input variable
lC(s) = piρU
2c
(
α(0)W (s) +
∫ s
0
dα(σ)
dσ
W (s− σ) dσ
)
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In this case the input is the angle of attack α, but this approach works with any other input,
for example, the normal velocity w = U sinα, as it has been previously used in some dynamic
stall models that account for high angles of attack.
In order to determine the appropriate input for the lift, it is necessary to examine the physical
processes that lead to this force. According to the potential flow theory, the lift appears due
to the circulation, and it is linearly dependent on it. Therefore, the quasi-steady circulation
may be an appropriate aerodynamic input for this model
lC(s) = ρU(s)
(
ΓQS(0)W (s) +
∫ s
0
dΓQS(σ)
dσ
W (s− σ) dσ
)
(2.11)
where ΓQS is the quasi-steady circulation, and it is modeled to take into account the trans-
lational and the rotational effects of the airfoil
ΓQS = Γtrans + Γrot =
1
2
cU(t)CL,s (α(t)) + pic
2
(
3
4
− xˆ0
)
α˙(t) (2.12)
where CL,s is the quasi-steady lift coefficient, and it depends directly on the angle of attack,
and xˆ0 is the position of the pitch axis normalized by the chord.
As it can be seen, this model assumes that the Wagner function can be used to represent
the indicial response of the circulatory lift even at high angles of attack, which may be an
invalid hypothesis. It also assumes that both the linear and nonlinear lift exhibit the same
evolution over time, but building up to different values. In other words, it assumes that a
nonlinear lift curve and an ideal linear curve have the same behavior, their only difference
being the final value.
On the other hand, one of the problems of the Wagner function is that it does not have
an analytical expression. Luckily, as it was mentioned in section 2.2, there are some good
analytical approximations. In this case, it is interesting to use the one provided by Jones
20
[19] or Jones [20]
W (s) = 1− A1e−b1s − A2e−b2s (2.13)
Going back to the circulatory lift (equation 2.11) but rewritting it in terms of the dimensional
time variable t and integrating the second term by parts
lC(t) = ρU(t)Γeff (t) = ρU(t)
(
ΓQS(t)W (0)−
∫ t
0
ΓQS(τ)
dW (t− τ)
dτ
dτ
)
And approximating the Wagner function with equation 2.13, the derivative of the last ex-
pression can be written as
dW (t− τ)
dτ
= −Ai2bi
c
U(τ)e−
2bi
c
∫ t
τ U(τ)dτ , i = 1, 2
with summation on the repeated indices. Therefore, the effective circulation is written as
Γeff = (1− A1 − A2) ΓQS(t) + x1(t) + x2(t)
where xi is defined as
xi(t) =
∫ t
0
ΓQS(τ)Ai
2bi
c
U(τ)e−
2bi
c
∫ t
τ U(τ)dτdτ , i = 1, 2
which is the solution to the linear differential equation
x˙i =
2biU(t)
c
(−xi(t) + AiΓQS(t)) , i = 1, 2 (2.14)
with the initial condition xi(0) = 0. Therefore, following this model, the circulatory lift per
unit span on an airfoil can be written as
lC(t) = ρU(t) [(1− A1 − A2) ΓQS(t) + x1(t) + x2(t)] (2.15)
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where ΓQS is defined as in equation 2.12. In conclusion, it is possible to approximate the
non-analytic expression of the circulatory lift given by Wagner to a completely defined com-
pact two-state dynamical system. As it can be seen in equations 2.12 and 2.15 any arbitrary
CL,s(α) curve and any arbitrary motion can be plugged into the system to obtain its aerody-
namic forces. No assumptions are made regarding the shape of the lift curve or the motion
of the airfoil.
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Chapter 3
Geometric Control
The main objective of differential geometry is to deal with concepts that are coordinate-
invariant. Everything is represented in certain coordinates, but their properties are defined
as intrinsic, they do not depend on the coordinate system. To introduce this philosophy
of thinking, the next sections are dedicated to explain the fundamental concepts that are
necessary to understand the geometric control tools that are used in this study.
The first section introduces the basic concepts of this field [22]. It mostly consists on defini-
tions. The next section is centered around one of the most important tools in the application
of differential geometry to control, the Lie brackets. These naturally lead to the definition
of the symmetric products. Finally, as a more physical application of the geometric control
theory, the Fliess series are introduced.
3.1 Basic concepts
Function A function f : X → Y is a map between X and Y . One point maps to just one
point, it cannot map to two different points. There are different types of functions
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• Injective (one-to-one functions): They never map different elements of the domain X
onto the same element y of Y . In other words, only one element of X maps to that
element y.
• Surjective (onto functions): For every element y in the domain Y there is at least one
element x on X such that f(x) = y. It is not required for x to be unique, there can be
more than one element of X that maps onto y.
• Bijective: It is an injective and surjective function. Each element of X maps to exactly
one element of Y , and each element of Y maps to exactly one element of X. There
are no unpaired elements in any of the two domains. It is possible to define an inverse
function.
Cr-diffeomorphism Cr-differentiable bijection with a smooth inverse (for a unique ele-
ment in X there is a unique element in Y , and the function that maps one domain to the
other is smooth).
Manifold A manifold is the basic entity of differential geometry. It can be defined as
a ”locally flat” space (in other words, it looks like a subset of the Euclidian space) but a
globally curved surface [22, 23]. For example, the Earth is globally curved, but locally it
looks flat. As a counterexample, a cone is not a manifold, because the vertex neighborhood
can not be ”flattened” into a plane.
This definition is accompanied by the notion of two other constructions [22]. First of all, a
local or coordinate chart (U,ϕ) is a map from a subset of the manifold to an open subset
of the Euclidian space. Related to that, an atlas is defined as the collection of charts that
covers the entire manifold.
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Therefore, the advantage of using manifolds is revealed. If the object is in a manifold, it
is still possible to represent it using different coordinate charts, but the manifold allows to
focus on the properties of the object, not on the different coordinate charts.
Mathematically speaking, an n-dimensional manifold is a set that is everywhere locally
diffeomorphic to the Euclidian space Rn. In other words, it is possible to define a map that
relates it with the Euclidian space.
M is an n-dimensional manifold if
1. ∀P ∈ M , there exists a neighborhood U of P in M and a diffeomorphism ϕ : U → R.
As defined previously, the pair (U,ϕ) is a local chart.
2. ∪Ui = M . The collection A = {(Ui, ϕi)} is the atlas.
3. Overlap condition: Ui ∩ Uj 6= ∅. Therefore, the map ϕj ◦ ϕ−1i : Rn → Rn must be a
Cr-diffeomorphism.
The space in which the manifold is embedded in (outside the manifold) is called the ambient
space.
Differentiable maps In the Euclidian space, a function f : R → R is differentiable at x
if there exists
f ′(x) = lim
h→0
f(x+ h)− f(x)
h
for x, h ∈ R. But this concept can not be applied in a manifold because it is not possible to
add, subtract or divide.
Therefore, a function f : M → R is differentiable if ∀(U,ϕ) the map f ◦ ϕ−1 : Rn → R is
differentiable.
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In a similar way, the map F : M → N is differentiable if
1. ψ ◦ F ◦ ϕ−1 : Rm → Rn is differentiable, where ψ ◦ F ◦ ϕ−1 is the map between X and
Y .
2. ∀ differentiable g on N , g ◦ F : M → R is differentiable.
Curve A curve γ on M is a map γ : I ⊂ R→M . It is differentiable if
1. ϕ ◦ γ : I ⊂ R→ Rn
2. ∀ differentiable function f on M , f ◦ γ : R→ R is differentiable.
Tangent space Differential geometry is the generalization of surfaces in the Euclidian
space. Therefore, the Euclidian equivalent of a tangent space would be a tangent plane, but
at any point of the manifold. A more formal definition follows below.
The tangent space of M at P ∈M : TPM is the set of all the velocities of the curves on M
passing through the point P .
Directional derivative Assume v is a vector acting on f ∈ C∞. The directional derivative
of f along v is defined as
v(f) = v · f = v1 ∂f
∂x1
+ · · ·+ vn ∂f
∂xn
= ~∇f · ~v
Nonetheless this definition does not work for the spaces defined by a manifold, but it in-
troduces the concept of a vector. Looking at the definition of the directional derivative, v
can be viewed as a map that takes a function f and returns a real number; in other words,
v ∈ TPM ⇒ v : C∞(M)→ R.
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A derivation D on M at P ∈ M is a linear map D : C∞(M) → R satisfying the Leibniz
rule, D(f ◦ g) = f(P ) ·D(g) + g(P ) ·D(f), ∀f ,g ∈ C∞(M).
DPM is the set of all derivations at P on M .
v ∈ TPM ⇒ v ∈ DP (M)
Therefore, TPM ⊂ DP (M).
Lemma: TPM = DP (M)
• Any vector v ∈ TPM is a derivation, taking a function f ∈ C∞ and giving a directional
derivative of f along v.
• Any derivation D ∈ DP (M) comes from (corresponds to) a directional derivative along
some v ∈ TPM .
Therefore, from now on, vectors are represented in the following form
v = v1
∂
∂x1
+ · · ·+ vn ∂
∂xn
Push forward Given a map from one manifold to another F : M → N , it is possible to
define a map from one tangent space to the other F∗ at P : TPM → TF (P )N . It is equivalent
to the Jacobian in the Euclidian space
y˙ =
[
∂F
∂x
]
P
x˙
Tangent bundle If the tangent space of a point TPM is the set of all attainable velocities
at this point P , the tangent bundle TM is the set of all the attainable velocities at all points
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P ∈M .
TM =
∐
P∈M
TPM = (P, v)|P ∈M, v ∈ TPM
Vector field A vector field V : P → v ∈ TPM looks like a vector valued function on
Rn. The set of all vector fields on the manifold is denoted as M : X(M). The vector field
V ∈ X(M) is a map V : M → TM .
Integral curve Given V ∈ X(M), P ∈M , γ : I ⊂ R→M with γ(0) = P :
γ′(t) = V (γ(t)) = V ◦ γ(t) ∀t ∈ I (3.1)
In other words, the velocity of the curve (its derivative) is equal to the velocity given by the
vector field at the point on the manifold given by γ(t), at all points.
Lemma: Given V ∈ X(M), P ∈ M , ∃(a, b) 3 0 and a !γ : (a, b) → M such that γ(0) = P
and γ satisfies 3.1.
If this open interval is everything (a, b) = (−∞,∞) the vector field is complete, or equiv-
alently, the integral curve is defined for all time. A vector field on a compact manifold is
always complete.
Flow map Given V ∈ X(M), it is possible to define the flow map φVt : M →M . Physically,
it can be described as the flow along a vector V for a given time t. It is a diffeomorphism.
Lie derivative In the Euclidian space, the directional derivative of a function f at the
point P along the direction of V is defined as the increment of that function when P is
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displaced in the direction of V with respect to f evaluated in P
(
~∇f · f
)
P
= lim
h→0
f (P + hV )− f (P )
h
Nonetheless, on a manifold this definition is not valid, but leads to
LV f(P ) = lim
h→0
f
(
φVh (P )
)− f(P )
h
=
d
dh
∣∣∣∣
h=0
f ◦ φVh (P )
in which the concept is similar. The derivative is still a measure of the rate of change of the
function in the direction of V .
The expression of the Lie derivative is
LV f = V (f) = V · f =
n∑
i=1
Vi
∂f
∂xi
As it can be seen the final expression corresponds to that of a directional derivative in the
Euclidian space.
3.2 Lie Brackets
Given X, Y ∈ X(M), f ∈ C∞(M), let’s compute the Lie derivative along X of the Lie
derivative of f along Y
LX (LY f) =
n∑
i=1
Xi
∂
∂xi
[
n∑
j=1
Yj
∂f
∂xj
]
=
n∑
i=1
n∑
j=1
[
XiYj
∂2f
∂xixj
+Xi
∂Yj
∂xi
∂f
∂xj
]
As it can be seen, the result of this operation is not a Lie derivative. In other words, it
cannot be expressed as the Lie derivative along some vector LV f , such that V ∈ X(M). A
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similar result is obtained for the Lie derivative along Y of the Lie derivative of f along X
LY (LXf) =
n∑
i=1
Yi
∂
∂xi
[
n∑
j=1
Xj
∂f
∂xj
]
=
n∑
i=1
n∑
j=1
[
YiXj
∂2f
∂xixj
+ Yi
∂Xj
∂xi
∂f
∂xj
]
Nonetheless, when one Lie derivative is subtracted from the other
LX (LY f)− LY (LXf) =
n∑
j=1
[
Xi
∂Yj
∂xi
− Yi∂Xj
∂xi
]
∂
∂xj
f = LV f
the result can be expressed as the Lie derivative of f along some vector V = [X, Y ]. This
vector is called the Lie bracket, and is defined in the following way [22, 23]
[X, Y ]i =
∂Yi
∂xj
Xj − ∂Xi
∂xj
Yj, i ∈ {1, . . . , n} (3.2)
Some of the properties of the Lie bracket are easily derived from its definition. Given
f, g ∈ C∞(M) and X, Y, Z ∈ X(M), the following properties are satisfied
• Skew-symmetry: [X, Y ] = − [Y,X]
• Linearity: [X + Y, Z] = [X,Z] + [Y, Z]
• [fX, gY ] = fg [X, Y ] + f (LXg)Y − g (LY f)X
• Jacobi identity: [X, [Y, Z]] + [Y, [Z,X]] + [Z, [X, Y ]] = 0
Physically, the Lie bracket measures the non-commutativity of two flows. The concept is
represented in figure 3.1. Starting from point A, we flow along the vector field Y for some
time t, in other words, we follow φYt and then go along the vector field X for some time s
(φXs ), reaching point B. Another possible path from point A would be to flow along X for
some time s and then along Y for a time t. But this second path leads to a different point
B′. This occurs because the values of the X and Y depend on the point in space in which
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they are, and in both paths these points are different. Therefore, there are two distinct final
points.
Figure 3.1: Physical representation of the Lie bracket.
Given the vector fields X, Y ∈ X(Rn) and the point P ∈ Rn, the difference between the two
final points can be calculated in the following way
ψ (s, t;P ) = φYt ◦ φXs (P )− φXs ◦ φYt (P ) = φY
(
t, φX (s, P )
)− φX (s, φY (t, P ))
Expanding ψ in two dimensions with Taylor series
ψ(s, t;P ) = ψ(0, 0;P ) + s
∂ψ
∂s
∣∣∣∣
s=0
t=0
+ t
∂ψ
∂t
∣∣∣∣
s=0
t=0
+
s2
2
∂2ψ
∂s2
∣∣∣∣
s=0
t=0
+
t2
2
∂2ψ
∂t2
∣∣∣∣
s=0
t=0
+ st
∂2ψ
∂s∂t
∣∣∣∣
s=0
t=0
+O
(
s3, t3
)
The first derivative of the function ψ is
∂ψ
∂s
∣∣∣∣
s=0
t=0
=
(
φYt
)
∗ ·X
(
φXs (P )
) ∣∣∣∣
s=0
t=0
−X (φXs ◦ φYt (P )) ∣∣∣∣
s=0
t=0
=
(
φYt
)
∗ ·X(P )
∣∣∣∣
s=0
t=0
−X (φ1Xs (P )) ∣∣∣∣
s=0
t=0
= X(P )
∣∣∣∣
s=0
t=0
−X(P )
∣∣∣∣
s=0
t=0
= 0
The evaluation of the flow at a time equal to 0 is the point at which it is evaluated. Similarly,
the Jacobian
(
φYt
)
∗ at a time 0 is the identity matrix. Therefore, all the terms in ψ vanish
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except the last one (and the higher order terms).
ψ(s, t;P ) = st
∂2ψ
∂s∂t
∣∣∣∣
s=0
t=0
+O
(
s3, t3
)
= st [X, Y ] +O
(
s3, t3
)
In conclusion, the difference between both paths is in the direction of the Lie bracket. There-
fore, if [X, Y ] = 0 for all P ∈ M the vector fields X, Y are commutative, meaning that the
final point is the same for both paths.
This interpretation leads to another representation of the Lie bracket. It can also be defined
as the derivative of the curve γ : I ⊂ R → Rn at the origin, in the form γ′(0) = [X, Y ],
where γ is a differentiable curve defined as [22]
γ(t) = φ−Y√
t
◦ φ−X√
t
◦ φY√
t
◦ φX√
t
(P )
But the depth of this perception of the Lie bracket as a measure of non-commutativity can
only be truly appreciated when it is applied to control theory. It has several implications,
especially regarding system controllability.
Assume the following nonlinear system
x˙(t) = f (x(t)) +
m∑
j=1
gj (x(t))uj(t) (3.3)
where x is the state vector on an n-dimensional manifold Mn, f is the drift vector field (the
dynamics of the system that cannot be controlled), and gj’s are the control vector fields with
the corresponding inputs uj’s.
In a driftless system (f = 0) it is possible to generate motion along a control vector field
gk by turning off all the control inputs except for uk. However, according to what has been
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discussed in this section, it is possible to move along additional and non-intuitive directions
determined by the Lie bracket
[
gj,gk
]
=
∂gk
∂x
gj −
∂gj
∂x
gk (3.4)
If the resulting vector field
[
gj,gk
]
is linearly independent to the ones that generated it, gj
and gk, then it is possible to generate motion in an unactuated direction. In other words,
through the adequate manipulation of the control inputs uj and uk, one can generate motion
along a new direction. For example, a possible control law would be out-of-phase periodic
signals of the corresponding inputs [24, 25, 26].
Example 3.1. On M = R3 consider the vector fields X = ∂
∂x
and Y = ∂
∂y
+ x ∂
∂z
. The
resulting Lie bracket is [X, Y ] = ∂
∂z
. In other words, if we flow along X and then along Y ,
and then along −X and finally along −Y for the same amount of time, the net result is a
displacement in the z-direction. Therefore, the addition of the Lie bracket allows to control
a system in a direction previously deemed as uncontrollable.
Consequently, the Lie bracket provides a way to generate motion in a previously unactu-
ated direction, one in which there is no direct control authority. Essentially, it gives a new
direction of actuation, one that cannot be obtained by the classical linear control theory.
Therefore, a system that is deemed as uncontrollable in linear control theory may be con-
trollable under geometric nonlinear control.
3.3 Symmetric products
The symmetric product is computed as an iteration of Lie brackets in the following form
< X : Y >=< Y : X >= [X, [f, Y ]] = [Y, [f,X]] (3.5)
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It appears as a mechanism to generate forces in additional directions using high-frequency
oscillatory control inputs. In geometric control a zero-mean oscillation input can lead to net
motion in a certain direction [16, 27]. Combining geometric control and averaging theory
[28, 29] with the chronological calculus tools developed by Agracˇev and Gamkrelidze [30],
it can be proved that the net effect of an oscillatory input on the averaged dynamics of the
system 3.3 is given by the vector field
[
gj,
[
f,gj
]]
[31].
Therefore, the effect of the symmetric product does not go unnoticed in the overall dynamics
of the system. Its effects can be realized by high-amplitude high-frequency oscillatory inputs.
For example, assuming an input of the form uj = ωUj cosωt with high enough frequency,
the averaged dynamics of 3.3 are given by [31]
˙¯x = f (x¯)−
m∑
j,k=1
UjUk
4
< gj : gk > (x¯) (3.6)
where the over-bar indicates an averaged value.
The structure of the product < gj : gk > can be different than that of the vector fields that
generate it. For example, the control vector field gj may have a zero component in some
direction, meaning that there is no authority on that direction. But the same component of
the symmetric product may not cancel, meaning that it is possible to generate a new force
in that direction through the periodic oscillation of the control input uj. At the same time,
the control vector field may have some nonzero components that vanish in < gj : gk >,
indicating the canceling of the instantaneous effects of gj over a cycle of oscillation.
It is this type of behavior that is exploited in this study. The main objective is to identify
the effects of oscillatory motion on a two-dimensional airfoil, to see if there is an overall
increase in its aerodynamic properties. To do so, the airfoil is modeled as a nonlinear control
system, as it is further explained in sections 2.3 and 4.
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3.4 Fliess functional expansion
A control tool that is extremely useful in the study of dynamical systems is an input-output
representation. It allows a direct evaluation of the system without the need of solving the
entire dynamical system.
Instead of solving the states of the system for a given set of inputs and then obtaining
the output, an input-output representation is a direct connection between the inputs and
the outputs. In other words, the states of the systems are eliminated, with the need of
recalculating the entire system for every new set of inputs.
For example, in a linear system
x˙(t) = Ax(t) +Bu(t)
y(t) = Cx(t)
the input-output response has the following form
y(t) = C
(
eAtx0 +
∫ t
0
eA(t−τ)Bu(τ)dτ
)
(3.7)
Nonetheless, the definition of an input-output response such as 3.7 for a nonlinear system is
not as intuitive. First of all, it is necessary to denote [32]
g0 = f, u0 = 1
35
Secondly, the following set of multi-integrals should be defined [33, 32]
∫ t
0
dξi =
∫ t
0
ui(τ)dτ∫ t
0
dξik+1dξik . . . dξi1 =
∫ t
0
uik+1(τ)
∫ τ
0
dξik . . . dξi1 , k ≤ 1
(3.8)
Then, the input-output response of a nonlinear system 3.3 can be expressed as the series
expansion
yj(t) = hj(x0) +
∞∑
k=0
m∑
ik,...,i0=0
Lgi0 . . .Lgikhj(x0)
∫ t
0
dξik . . . dξi0 (3.9)
which is the Fliess functional expansion of the system [33, 32].
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Chapter 4
System
4.1 Definition
The purpose of this work is to obtain a Reduced Order Model (ROM) of a two-dimensional
pitching and plunging airfoil like the one in figure 4.1. The system proposed in the present
study derives from the state space model given by Taha et al. [21] introduced in section 2.3.
The purpose of this system is to model the unsteady flow, an infinite-dimensional space, using
a finite-dimensional state space model. In this case, the resulting state space is composed of
two aerodynamic states.
Figure 4.1: Graphical representation of the two-dimensional airfoil in a pitching and plunging
motion.
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According to Taha et al. [21], the dynamics of a wing flapping with an angle of attack α(t)
can be approximated with the two differential equations
x˙i =
2biU(t)
c
(−xi(t) + AiΓ0(t)) , i = 1, 2 (4.1)
where U is the free-stream velocity, c is the chord of the airfoil, Γ0 is the quasi-steady
circulation, and Ai and bi are known constants defined in section 2.2.
However, since the addition or deletion of a state does not change the behavior of the system
or the calculations, as a matter of practicality, the system is reduced to one equation. The
differential equations given by 4.1 are substituted by a one state approximation
x˙c = − 1
τc
xc +
1
2
Γ0
(
α, α˙, h˙
)
(4.2)
where xc is the internal aerodynamic state that represents the dynamics of the circulatory
lift component and τc =
2bU
c
is its time constant.
The input of this system is the quasi-steady circulation. However, the model given by Taha
et al. [21] does not account for plunging, so equation 2.12 has to be modified in the following
form
Γ0 =
1
2
cUCL,s
(
α + arctan
h˙
U
)
+ pic2
(
3
4
− xˆ0
)
α˙
where the circulation depends on the quasi-steady lift CL,s and the pitching position nor-
malized by the chord xˆ0 =
a
c
. The expression of the quasi-steady lift depends on the airfoil
section, and it is a nonlinear function of the effective angle of attack, which depends on the
actual angle α and the plunging velocity h˙. So, ultimately, these are the real inputs of the
system, the motion of the wing.
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The output of the system is the total lift, which is split into circulatory and non-circulatory
components, the former given by the equation
lC(t) = ρU(t) [(1− A1 − A2) Γ0(t) + x1(t) + x2(t)]
where ρ is the density of the surrounding fluid.
For a pitching and plunging motion, the non-circulatory term is given by the instant accel-
eration of the airfoil in the following form
lNC(t) = mv
[(
U cosα− h˙ sinα
)
α˙ + h¨ cosα− α¨a
]
(4.3)
where mv =
pi
4
ρc2 is the apparent mass.
Therefore, the output l = lC(t) + lNC(t) depends on the plunging motion of the wing h as
well as on the angle of attack α. However, some of the variables in equation 4.3 are their first
and second derivatives. To avoid this complication, the accelerations α¨ and h¨ are defined as
the inputs of the system, while the velocities and the original variables become states.
Then the output is function of the states but also of the input. Nonetheless, in an input-
output representation it is preferable to have a direct dependence of the states, not the input.
Luckily, according to Taha and Rezaei [34], the effect of viscosity in the unsteady motion of
the airfoil is a lag. And, most importantly, this lag acts on the non-circulatory component
of the lift.
Therefore, the lag due to viscosity can be modeled in a similar way to that of the circulatory
lift. Thus the viscous state xv is defined. On the other hand, at the same time, in the
non-circulatory lift (equation 4.3) the two last terms depend on the inputs of the system.
To avoid it, the new state xv is defined in such a way that these inputs do not appear on
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the output lift equation. The new expression of the non-circulatory lift becomes
lNC = mv
[(
U cosα− h˙ sinα
)
α˙ + xv cosα
]
and the differential equation that governs the dynamics of this new viscous state is similar
to that of the circulatory state
x˙v = − 1
τv
− α¨a
τv
+
h¨ cosα
τv
where τv is the time constant of the dynamics that govern the aerodynamic state of the
non-circulatory lift. This dynamical behavior only appears when the viscosity is taken into
account, causing a lag in the generation of non-circulatory lift. In other words, this equation
does not appear in potential flow.
Therefore, the final set of equations of the system of study is
d
dt

xc
xv
α
α˙
h˙

=

− 1
τc
xc +
1
2τc
Γ0
(
α, α˙, h˙
)
− 1
τv
xv
α˙
0
0

+

0
− a
τv
0
1
0

uα(t) +

0
cosα
τv
0
0
1

uh(t) (4.4)
where the inputs are the accelerations uα = α¨ and uh = h¨, and the quasi-steady circulation
is expressed in the following way
Γ0 = kαCL,s
(
α + arctan
h˙
U
)
+ kα˙α˙ (4.5)
where kα =
1
2
cU and kα˙ = pic
2
(
3
4
− xˆ0
)
are constants that represent the translatory and
rotational contributions of the circulation.
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4.2 Lift
The output of the system derived in the previous section is the lift of the airfoil, which is
the addition of the circulatory and the non-circulatory contributions
L = H(x) = ρU
(
xc +
1
2
Γ0(α, α˙, h˙)
)
+mv
[(
U cosα− h˙ sinα
)
α˙ + xv cosα
]
(4.6)
4.2.1 Lie derivatives
Once the unsteady ROM is settled, it is possible to perform some preliminary geometric
control analysis. For example, the symmetric products between the vector fields gα and gh
can determine if there is some type of symmetry breaking due to high-frequency oscillations
[8]. However, this phenomenon will only occur if these symmetric product vectors act on the
direction of the lift.
Therefore, in order to study this nonlinear effect it is necessary to project these symmetric
products on the gradient of the lift. This operation is the Lie derivative of the lift along
these vectors. It represents the rate of change of the lift along the dynamics given by the
symmetric product.
L〈gα:gα〉H = 0
L〈gα:gh〉H = −
mv sin(2α)
2τv
L〈gh:gh〉H = −
ρUkα
2τc
∂2CL,s
(
α + arctan h˙
U
)
∂h˙2
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Evaluating the results at the equilibrium point given by the averaged dynamics (xc = Γ0/2,
α˙ = h˙ = xv = 0), the following expressions are obtained
L〈gα:gα〉H = 0 (4.7)
L〈gα:gh〉H = −
mv sin(2α)
2τv
(4.8)
L〈gh:gh〉H = −
ρkα
2Uτc
∂2CL,s(α)
∂α2
(4.9)
As it can be seen, the effect of pitching is not significant on the lift, since the Lie derivative
is equal to zero. However, the interaction between pitching and plunging generates an
additional lift force through the non-circulatory term. This enhancement is proportional to
the virtual mass and inversely proportional to the viscosity time constant. It attains its
maximum value at an angle of attack of 45◦.
Nonetheless, the most important non-linear contribution is given by the high-frequency heav-
ing oscillations alone. They generate an additional lift force that depends on the second
derivative of the steady lift coefficient with respect to the angle of attack. Looking at the
steady lift curve of a conventional airfoil, it can be seen that C ′′L,s = 0 for low angles of attack.
In other words, in the linear regime in which most airplanes flow there is no enhancement
effect. However, in the post-stall regime, where C ′′L,s > 0, the plunging motion provides this
additional force.
On the contrary, on a delta wing the lift curve with respect to the angle of attack is nonlinear
in its whole range due to an attached leading edge vortex or LEV. As a result, C ′′L,s > 0 in
the pre-stall regime, meaning that we always have this additional lift force, even at low or
zero angle of attack.
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Figure 4.2: Steady lift variation of a two-dimensional NACA 0012 airfoil [35] and a three-
dimensional delta wing [36].
4.2.2 Fliess functional expansion
Another way to study the effect that the unsteady motion has on the wing is the Fliess
functional expansion introduced in section 3.4. These series provide a more direct way to
understand the effects of the unsteady motion in the airfoil.
Since the purpose of this thesis is to study the nonlinearities a first-order expansion is not
enough. Therefore, in this section and on the following ones the expansions are going to be
of second order, to see the most important nonlinear effects. Third and higher order series
are not studied to simplify the analysis of the results, but they could easily be performed
using the same methodology.
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Following the procedure explained in section 3.4, the second order Fliess functional expansion
is
H(t) ≈ ρUΓ0 +
[
ρUkα˙
2
+mv cosα
(
U − e
τv
)]∫ t
0
uα(τ)dτ
+
[
mv cos
2 α
τv
+
ρkα
2
∂CL,s
∂α
] ∫ t
0
uh(τ)dτ
+
[
ρU
2
(
kα˙
τc
+ kα
∂CL,s
∂α
)
+
mve cosα
τ 2v
] ∫ t
0
dτ1
∫ τ1
0
uα(τ2)dτ2
+
[
ρkα
2
∂CL,s
∂α
− mv cos
2 α
τ 2v
] ∫ t
0
dτ1
∫ τ1
0
uh(τ2)dτ2 −mv sinα
∫ t
0
uα(τ1)dτ1
∫ τ1
0
uh(τ2)dτ2
−mv sinα
∫ t
0
uh(τ1)dτ1
∫ τ1
0
uα(τ2)dτ2 +
ρkα
2U
∂2CL,s
∂α2
∫ t
0
uh(τ1)dτ1
∫ τ1
0
uh(τ2)dτ2
As it can be seen, the Fliess expansion depends on the inputs of the system. The function uα
represents the pitching motion of the wing, and uh the plunging. In this work, it is assumed
that both inputs are sinusoidal with the same frequency, and with a phase shift ϕ between
them
uα (t) = ωUα cos (ωt)
uh (t) = ωUh cos (ωt+ ϕ)
(4.10)
where Uα and Uh are the amplitudes of the pitching and plunging motions respectively, and
ω is the angular velocity of the movement.
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Introducing these expression in the expansion, the following equation is obtained
H(t) ≈ ρUΓ0 +
[
ρUkα˙
2
+mv cosα
(
U − e
τv
)]
Uα sin (ωt)
+
[
mv cos
2 α
τv
+
ρkα
2
∂CL,s
∂α
]
Uh [sin (ωt+ ϕ)− sinϕ]
+
[
ρU
2
(
kα˙
τc
+ kα
∂CL,s
∂α
)
+
mve cosα
τ 2v
]
Uα
ω
[1− cos (ωt)]
+
[
ρkα
2
∂CL,s
∂α
− mv cos
2 α
τ 2v
]
Uh
ω
[cosϕ− ωt sinϕ− cos (ωt+ ϕ)]
−mv sinαUαUh
4
[2 sinϕ (ωt− 2 sin (ωt))− cos (2ωt+ ϕ) + cosϕ]
−mv sinαUαUh
4
[cosϕ− 2ωt sinϕ− cos (2ωt+ ϕ)]
+
ρkα
2U
∂2CL,s
∂α2
U2h
2
[sinϕ− sin (ωt+ ϕ)]2
It is possible to express the lift as the steady value plus an increment that varies over
time, H(t) = H0 + ∆H(t). This unsteady variation is the variable of interest in this case.
However, the expression is still too complex and does not provide the information that we
are interested in. As it has been stated several times, the purpose of this study is to evaluate
the overall effect of high-frequency oscillations in pitching and plunging. In other words,
the main objective is to obtain the average result of the oscillations, to see if there is a real
enhancement of the lift. Therefore, it is more interesting to look at the average of the lift
increment over one period of time (T = 2pi/ω)
∆H¯ ≈ −
[
mv cos
2 α
τv
+
ρkα
2
∂CL,s
∂α
]
Uh sinϕ
+
[
ρU
2
(
kα˙
τc
+ kα
∂CL,s
∂α
)
+
mve cosα
τ 2v
]
Uα
ω
+
[
ρkα
2
∂CL,s
∂α
− mv cos
2 α
τ 2v
]
Uh
ω
(cosϕ− pi sinϕ)
−mv sinαUαUh
2
cosϕ+
ρkα
2U
∂2CL,s
∂α2
U2h
2
[
1− 1
2
cos (2ϕ)
]
(4.11)
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Since the focus is in high-frequency oscillations, some of the terms of the previous equa-
tion can be neglected to focus on the ones that contribute more to the lift enhancement.
Therefore, the average increment in lift can be approximated to
∆H¯ ∼ −
[
mv cos
2 α
τv
+
ρkα
2
∂CL,s
∂α
]
Uh sinϕ
−mv sinαUαUh
2
cosϕ+
ρkα
2U
∂2CL,s
∂α2
U2h
2
[
1− 1
2
cos (2ϕ)
]
(4.12)
These terms are very similar to the results obtained in section 4.2.1 in the calculation of the
Lie derivatives of the lift along the symmetric products 〈gα : gh〉 and 〈gh : gh〉.
According to this simplification, when the pitching and plunging motions are in phase,
the added mass term that appears due to the interaction between them through the non-
circulatory lift decreases the total value of the force. Nonetheless, in contrast, high-frequency
plunging oscillations generate an increase in the lift that is proportional to the second deriva-
tive of the steady lift coefficient with respect to the angle of attack. As it has been stated
in section 4.2.1, in conventional wings, this derivative is zero (due to the linear regime);
however, in the post-stall regime or in delta wings the derivative is positive. Therefore, in
these cases, there is a positive increase in the lift when the airfoil follows a plunging motion.
Regarding the effect of the phase shift, it is notable the first order term that appears if there
is a phase difference between the pitching and plunging motions. This term combines the
effects of the non-circulatory lift through the added mass and the circulatory contribution
through the first derivative of the steady lift coefficient with the angle of attack. Contrary
to the second order plunging term, this expression is also non-zero and positive in the linear
regime of conventional wings. However, outside of the linear range, for certain angles of
attack, the first derivative can be negative, as it can be seen in figure 4.2a. Consequently,
this first order term will increase or decrease the lift depending on the value of the phase ϕ
but also on the mean angle of attack α.
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As for the second order terms, when the phase shift is negative (the pitching motion is
delayed with respect to the plunging), the interaction between both motions through the
non-circulatory lift causes an increase in the lift, contrary to the case in which they are in
phase. On the other hand, the last term, the one due to the second order effects of the
plunging motion, is positive regarding the phase shift.
Finally, analyzing the results, it is clear that the enhancement in the lift reaches its maximum
value when the phase shift is ϕ = −90◦. In other words, the maximum increase in the lift
occurs when the pitching motion is delayed 90◦ with respect to the plunging.
4.3 Drag
The other aerodynamic force that has to be taken into account (and probably the second
most important characteristic of an aerodynamic system) is the drag. In inviscid flows the
only force that appears on an airfoil is the lift, perpendicular to the surface. Nonetheless,
viscous and unsteady flows can have force in the direction parallel to the free stream velocity:
the drag force. It has two components, the one due to pressure and the one due to the leading
edge suction.
Regarding the pressure contribution, as it occurs with the lift, a large portion of the drag
comes from the pressure forces normal to the wing surface. Thus, this drag is the component
of these pressure forces that is parallel to the free-stream velocity. It can be expressed in
terms of the lift
Dpressure =
L
cosα
sinα = L tanα
Nonetheless, this is not the only contribution on the drag. As Garrick [37] mentioned, the
suction force should be considered. It appears due to the high vorticity that occurs on the
leading edge [38, 39]. Assuming a rounded leading edge, like in the case of an airfoil, when
47
the wing is at a certain angle of attack, the stagnation point moves away from the leading
edge to a point in the lower surface. Thus, when the flow reaches the airfoil, it stops at
the stagnation point and then travels around the leading edge toward the upper surface. In
consequence, the velocity at the leading edge is high. However, if instead of an airfoil we
have a flat plate, the thickness in the leading edge decreases to zero. Therefore, the flow has
to turn 180◦ at the leading edge. This turn requires infinite acceleration and, consequently,
infinite velocity. According to Bernoulli’s equation, the pressure at the leading edge becomes
extremely low, compared to that at infinity, resulting in a suction force.
It is modeled with the following formula [37]
FS = −piρc
2
S2 (4.13)
where S accounts for the leading edge suction
S =
√
2
2
[
2C(k)Q− c
2
α˙
]
(4.14)
where Q is the velocity normal to the airfoil at the three-quarter chord point (positive
downward)
Q = U sinα + h˙ cosα +
( c
4
− e
)
α˙
and C (k) is the Theodorsen function, a complex function introduced in section 2.1 that only
depends on the reduced frequency k = ωc
2U
. It models the time delay in the lift due to the
change in motion of the wing.
Looking at equation 4.13, what stands out the most is the negative sign. The suction force
acts as a thrust force, in the direction of motion. In other words, if it is bigger than the
pressure drag, the total force in the direction parallel to the free stream velocity will point
forwards, becoming a propulsive force instead of a drag force.
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Nonetheless, S depends on the Theodorsen function C (k), which is in the frequency domain,
whereas we are interested in working in the time domain. Thus, the function has to be written
as a function of the current states of the developed system.
According to Theodorsen [1], the circulatory lift is
LC = ρUcpiC (k)Q
And in the current model [8]
LC = ρU
(
xc +
1
2
Γ0
(
α, α˙, h˙
))
Since both methods are used in the modeling of a pitching-plunging airfoil they should be
equivalent. So, equating both expressions, the following relation is obtained
C (k)Q =
1
pic
(
xc +
1
2
Γ0
(
α, α˙, h˙
))
Consequently, suction (equation 4.14) can be written as
S =
√
2
2
[
2
pic
(
xc +
1
2
Γ0
(
α, α˙, h˙
))
− c
2
α˙
]
Finally, the total drag of the wing is the addition of the pressure drag and the suction force.
Accordingly, the drag of the airfoil, written as a function of the states of the system is
D =
{
ρU
(
xc +
1
2
Γ0(α, α˙, h˙)
)
+mv
[(
U cosα− h˙ sinα
)
α˙ + xv cosα
]}
tanα
− piρc
4
[
cα˙
2
− 1
pic
(2xc + kα˙α˙ + kαCL,s)
]2
(4.15)
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4.3.1 Lie derivatives
As it was previously done for the lift, in order to compute the rate of change of the drag force
due to the different motions, the Lie brackets along the symmetric products are calculated.
Evaluating the expressions at the equilibrium point given by the averaged dynamics
L〈gα:gα〉D = 0 (4.16)
L〈gα:gh〉D = −
mv sin
2 α
τv
(4.17)
L〈gh:gh〉D =
ρkα
2U2τc
∂2CL,s
∂α2
(
2Γ0
pic
− U tanα
)
(4.18)
As it happened in the case of the lift force, the pitching motion does not affect the drag.
However, the interaction between pitching and plunging generates an increase in drag that
is proportional to the added mass. So, as it occurred with the lift, this contribution appears
due to the non-circulatory term. In fact, this Lie derivative is equal to its counterpart for
the lift force but multiplied by tanα. Therefore, it can be stated that this Lie derivative
comes from the pressure drag, not from the suction force.
Again, the most significant contribution is the one due to the plunging alone. It is propor-
tional to the second derivative of the static lift coefficient with respect to the angle of attack,
so the same reasoning that was developed in section 4.2.1 can be applied to this derivative.
For conventional airfoils, since the lift curve is linear in the pre-stall regime, this contribution
will be non-zero only for angles of attack higher than the stall angle. Nonetheless, for delta
wings, due to the curvature of their lift curve, it will be positive in the whole range of angles
of attack.
In fact, one of the terms of the Lie derivative is equal to that of the lift derivative but multi-
plied by tanα. Consequently, this term comes from the pressure drag. However, contrary to
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what happened for the lift, it increases with the angle of attack until it reaches its maximum
at α = 90◦. Therefore, for low angles of attack this contribution will be almost null.
Nevertheless, there is another term in the Lie derivative that comes from the suction force.
It is proportional to the value of the quasi-steady circulation and, in turn to the lift coef-
ficient. In fact, in equilibrium conditions, the term inside the brackets is U
(
CL,s
pi
− tanα
)
.
Therefore, depending on the angle of attack this contribution may be positive or negative.
In this Lie derivative, both contributions appear to be opposite; while the former seems to
increase the drag, the latter tends to decrease it. They follow the expected behavior of the
pressure drag and the suction force respectively. However, for some angles of attack, the
plunging contribution may be negative, increasing the drag of the airfoil. Therefore, in some
cases, it may be possible for the suction force to overcome the drag, generating a net force
forwards.
4.3.2 Fliess functional expansion
A more direct way to see the effects of the pitching and plunging motions on the drag
force is to compute the Fliess functional expansion introduced in section 3.4. These series
approximate the output of a dynamical system as a function of the inputs. In order to
study the nonlinear response of the system, the second order Fliess expansion of the drag is
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computed.
D(t) ≈ ρUΓ0 tanα− ρΓ
2
0
pic
+
[
ρUkα˙ tanα
2
+mv sinα
(
U − e
τv
)
− ρΓ0
2pic
(
2kα˙ − pic2
)] ∫ t
0
uα(τ)dτ
+
[
mv sin (2α)
2τv
+
ρkα
2U
∂CL,s
∂α
(
U tanα− 2Γ0
pic
)]∫ t
0
uh(τ)dτ
+
[
ρUΓ0
(
tan2 α + 1
)
+
ρkα
2
∂CL,s
∂α
(
U tanα− 2Γ0
pic
)
+
ρkα˙
2τc
(
U tanα− 2Γ0
pic
)
+
mve sinα
τ 2v
] ∫ t
0
dτ1
∫ τ1
0
uα(τ2)dτ2
+
[
ρkα
2Uτc
∂CL,s
∂α
(
U tanα− 2Γ0
pic
)
− mv sin (2α)
2τ 2v
] ∫ t
0
dτ1
∫ τ1
0
uh(τ2)dτ2
− ρ
8pic
(−pic2 + 2kα˙)2 ∫ t
0
uα(τ1)dτ1
∫ τ1
0
uα(τ2)dτ2
−
[
mv sinα tanα +
ρkα
4picU
∂CL,s
∂α
(−pic2 + 2kα˙)] ∫ t
0
uα(τ1)dτ1
∫ τ1
0
uh(τ2)dτ2
−
[
mv sinα tanα +
ρkα
4picU
∂CL,s
∂α
(−pic2 + 2kα˙)] ∫ t
0
uh(τ1)dτ1
∫ τ1
0
uα(τ2)dτ2
+
[
ρkα
2U2
∂2CL,s
∂α2
(
U tanα− 2Γ0
pic
)
− ρk
2
α
2picU2
(
∂CL,s
∂α
)2]∫ t
0
uh(τ1)dτ1
∫ τ1
0
uh(τ2)dτ2 (4.19)
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Assuming the inputs of the system, the pitching and plunging motions, to be sinusoidal with
a phase shift between them like in equation 4.10, the Fliess expansion becomes
D(t) ≈ ρUΓ0 tanα− ρΓ
2
0
pic
+
[
ρUkα˙ tanα
2
+mv sinα
(
U − e
τv
)
− ρΓ0
2pic
(
2kα˙ − pic2
)]
Uα sin (ωt)
+
[
mv sin (2α)
2τv
+
ρkα
2U
∂CL,s
∂α
(
U tanα− 2Γ0
pic
)]
Uh [sin (ωt+ ϕ)− sinϕ]
+
[
ρUΓ0
(
tan2 α + 1
)
+
ρkα
2
∂CL,s
∂α
(
U tanα− 2Γ0
pic
)
+
ρkα˙
2τc
(
U tanα− 2Γ0
pic
)
+
mve sinα
τ 2v
]
Uα
ω
[1− cos (ωt)]
+
[
ρkα
2Uτc
∂CL,s
∂α
(
U tanα− 2Γ0
pic
)
− mv sin (2α)
2τ 2v
]
Uh
ω
[cosϕ− ωt sinϕ− cos (ωt+ ϕ)]
− ρ
8pic
(−pic2 + 2kα˙)2 U2α
2
sin2 (ωt)−
[
mv sinα tanα
+
ρkα
4picU
∂CL,s
∂α
(−pic2 + 2kα˙) ]UαUh
4
[2 sinϕ (ωt− 2 sin (ωt))− cos (2ωt+ ϕ) + cosϕ]
−
[
mv sinα tanα +
ρkα
4picU
∂CL,s
∂α
(−pic2 + 2kα˙) ]UαUh
4
[cosϕ− 2ωt sinϕ− cos (2ωt+ ϕ)]
+
[
ρkα
2U2
∂2CL,s
∂α2
(
U tanα− 2Γ0
pic
)
− ρk
2
α
2picU2
(
∂CL,s
∂α
)2]
U2h
2
[sinϕ− sin (ωt+ ϕ)]2
However, as it was done for the lift, since the objective of this study is to see the effect of
the unsteady motion on the airfoil, we take only the increment with respect to the steady
value. And to account for the overall effect, the average of the increment over one period of
time is calculated
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∆D¯ ≈ −
[
mv sin (2α)
2τv
+
ρkα
2U
∂CL,s
∂α
(
U tanα− 2Γ0
pic
)]
Uh sinϕ
+
[
ρUΓ0
(
tan2 α + 1
)
+
ρkα
2
∂CL,s
∂α
(
U tanα− 2Γ0
pic
)
+
ρkα˙
2τc
(
U tanα− 2Γ0
pic
)
+
mve sinα
τ 2v
]
Uα
ω
+
[
ρkα
2Uτc
∂CL,s
∂α
(
U tanα− 2Γ0
pic
)
− mv sin (2α)
2τ 2v
]
Uh
ω
(cosϕ− pi sinϕ)
− ρ
8pic
(−pic2 + 2kα˙)2 U2α
4
−
[
mv sinα tanα +
ρkα
4picU
∂CL,s
∂α
(−pic2 + 2kα˙) ]UαUh
2
cosϕ
+
[
ρkα
2U2
∂2CL,s
∂α2
(
U tanα− 2Γ0
pic
)
− ρk
2
α
2picU2
(
∂CL,s
∂α
)2]
U2h
2
[
1− 1
2
cos (2ϕ)
]
(4.20)
Since the inputs that are considered are of high-frequency, some of the terms that appear
in the equation can be neglected in favor of those that have a more important contribution,
leading to
∆D¯ ∼ −
[
mv sin (2α)
2τv
+
ρkα
2U
∂CL,s
∂α
(
U tanα− 2Γ0
pic
)]
Uh sinϕ
− ρ
8pic
(−pic2 + 2kα˙)2 U2α
4
−
[
mv sinα tanα +
ρkα
4picU
∂CL,s
∂α
(−pic2 + 2kα˙) ]UαUh
2
cosϕ
+
[
ρkα
2U2
∂2CL,s
∂α2
(
U tanα− 2Γ0
pic
)
− ρk
2
α
2picU2
(
∂CL,s
∂α
)2]
U2h
2
[
1− 1
2
cos (2ϕ)
]
(4.21)
According to this approximation, when the pitching and plunging motions are in phase there
are only second order effects. The contribution of the plunging motion appears through the
suction force and, as it can be seen, is always negative. Therefore, it generates a propul-
sive force that counteracts the effect of the drag. However, its magnitude depends on the
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difference between the terms that are inside the parenthesis. According to the model used,
kα˙ = pic
2
(
3
4
− e
c
)
, where e is the position of the pitching axis. Therefore, the plunging contri-
bution reduces to −ρpic3
2
(
1
4
− e
c
)2
, meaning that the propulsive force increases as the pitching
axis moves away from the quarter chord point.
A similar thing occurs with the interaction between the pitching and plunging motions. It
consists of two terms, the first one is given by the pressure drag, and the second one by
the suction force. It seems that the overall contribution is negative, inducing a force in the
forward direction. The pressure term, proportional to the added mass, appears due to the
non-circulatory lift and is always positive for positive angles of attack, contributing therefore
to the propulsive force. Nonetheless, the second term depends on the first derivative of the
steady lift coefficient with respect to the angle of attack but also on the difference between
the terms that are in the parenthesis. As it has been stated in the paragraph, it means that
this suction term will be positive or negative depending on the first derivative of the static lift
curve but also on the position of the pitching axis. Therefore, the total contribution of the
interaction between motions is inconclusive, and it could be positive or negative, generating
drag or thrust.
Finally, the effect of the plunging motion alone is given completely by the suction force and
depends on the first and second derivatives of the static lift coefficient with respect to the
angle of attack. The second term is always negative, contributing directly to the propulsive
force. However the sign of the first term depends on the value of the variables inside the
brackets, which, substituting the value of the quasi-steady circulation at the equilibrium
point, become U
(
tanα− CL,s(α)
pi
)
. In other words, the plunging contribution may be drag
or thrust depending on the angle of attack of the airfoil.
Regarding the effect of the phase shift between the pitching and plunging motions, the major
difference is the addition of a linear term. It is negligible for small phase differences but it
increases as the absolute value of the phase difference increases. It reaches its maximum
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absolute value at ϕ = 90◦. However, when the phase difference is positive it induces drag,
but if the phase difference is negative it generates thrust. About its value, the first term
of this contribution is always positive for positive angles of attack, so it contributes to drag
reduction. But the second term depends strongly on the angle of attack, so its sign is
uncertain. Therefore, it is unclear if the effect of this linear term is to increase or to reduce
the drag.
4.4 Circulation
According to the Kutta-Joukowsky theorem, in a steady flow, the lift force is defined in the
following way
L = ρUΓ
In other words, in a steady flow the circulation leads to the development of lift. But it may
not be that straightforward in the case of unsteady aerodynamics. The frequency response
of the circulation is not the Theodorsen function C (k). It is given by Schwarz [40]
Γ
ΓQS
(k) =
−2e−jk
jkpi
(
H
(2)
1 (k) + jH
(2)
0 (k)
)
where H
(m)
n is the Hankel function of mth kind of order n.
Figure 4.3 draws a comparison between the Schwarz and Theodorsen functions. As it was
pointed out in section 2.1, the high frequency gain of the Theodorsen function is equal to
1
2
, meaning that when the airfoil changes its angle of attack, it instantaneously obtains half
of its quasi-steady circulation. This characteristic is not realistic for a dynamical system, in
which there is always some lag between the input and the output. However, the Schwarz
function tends to zero as the reduced frequency increases. That is, when the airfoil changes
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its motion, there is no instantaneous change in the circulation, it builds up over time, as it
would be expected in a real aerodynamic problem.
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Figure 4.3: Comparison between the transfer function of the circulatory lift (Theodorsen)
and the transfer function of the circulation (Schwarz).
On the other hand, since the objective of this study is to develop a state space system, it
is necessary to obtain the relation between the circulation and its quasi-steady value in the
time domain. Luckily, Sears [41] observed that the indicial response for the circulation is
given by the Ku¨ssner function [42]
ψ(τ) = 1−
∫ ∞
0
(I0(x) + I1(x)) e
−x(τ−1)dx/x2
(K0(x)−K1(x))2 + pi2 (I0(x) + I1(x))2
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where In are modified Bessel functions of first kind and Kn are modified Bessel functions of
second kind.
This expression can be seen as the equivalent to the Wagner function but for the circula-
tion. For this reason, Sears [43], inspired by Jones [19], approximated the function to an
exponential function, in order to have an analytical expression
ψ (s) = 1− Aψ1e−bψ1s − Aψ2e−bψ2s
with Aψ1 = Aψ2 = 0.5, bψ1 = 0.13 and bψ2 = 1; and s being the non-dimensional time, as it
is defined in section 2.2.
Since the approximation is very similar to those of Jones [19] and Jones [20] for the circulatory
lift, the circulation can be treated in a similar way. Therefore, the Duhamel principle can
be applied to Γ as it was done to LC in section 2.3
Γ(t) = −
∫ t
0
Γ0(τ)
dψ (t− τ)
dτ
dτ
From here, following the same development of Taha et al. [21] for the circulatory lift, Γ can
be obtained by solving the set of differential equations
x˙i(t) =
2bψiU(t)
c
(−xi(t) + AψiΓ0(t)) , i = 1, 2 (4.22)
where U(t) is the free stream velocity, c the airfoil chord, and Γ0 the quasi-steady circulation;
and the output, the circulation, is given by
Γ(t) = x1(t) + x2(t)
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That is, Γ follows a dynamical behavior very similar to that of LC obtained in section 2.3.
And, as it occurred for the circulatory lift, the build up of the circulation follows a first order
dynamical equation with only two states. The same derivation of this model can be found
in [44].
Since the expression is equivalent to that of the circulatory lift, it can also be approximated
to just one state. As it is stated in section 2.3, the addition or deletion of a state does
not change the behavior of the system, therefore, approximating the system to just one
state allows to simplify the calculations without compromising the validity of the results.
Therefore, the equation that has to be added to the state space system is the following
x˙Γ = − 1
τΓ
xΓ +
1
τΓ
Γ0
(
α, α˙, h˙
)
(4.23)
where the output is given directly by the new state Γ = xΓ.
4.4.1 Lie derivatives
In order to compute the effect of the unsteady motion on the development of the circulation,
the rate of change of Γ due to different motions is computed. That is, the Lie derivatives
of the circulation along the directions given by the symmetric products are calculated and
evaluated at the equilibrium point of the averaged dynamics
L〈gα:gα〉Γ = 0 (4.24)
L〈gα:gh〉Γ = 0 (4.25)
L〈gh:gh〉Γ = −
kα
τΓU2
∂2CL,s
∂α2
(4.26)
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According to the results of the Lie derivatives, the pitching motion has no effect on the
circulation of the airfoil. At the same time, there seems to be no interaction between both
motions, pitching and plunging, regarding the development of Γ.
On the other hand, the pitching motion seems to have a net effect on the circulation that
is proportional to the second derivative of the static lift coefficient with respect to the angle
of attack. As it is discussed in section 4.2.1, in a conventional airfoil this term is zero in the
linear regime, so there will only be this enhancement on the post-stall region. Nonetheless,
on a delta wing, since the lift curve is convex for its whole range of angles of attack, this
contribution is always positive.
4.4.2 Fliess functional expansion
Another geometric tool that is useful to analyze the unsteady effect on the airfoil circulation
is the Fliess functional analysis. This input-output representation provides the means to
analyze the response due to pitching and plunging in a more direct and intuitive way.
The second order Fliess functional expansion of the circulation has the following form
Γ(t) ≈ Γ0 + kα˙
τΓ
∫ t
0
dτ1
∫ τ1
0
uα(τ2)dτ2 +
kα
τΓU
∂CL,s
∂α
∫ t
0
dτ1
∫ τ1
0
uh(τ2)dτ2 (4.27)
This is the simplest expansion of all the output variables that are being studied in this
project. The first order terms are canceled. In other words, there is only a change in the
value of the circulation if, at least, second order effects are considered.
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Assuming the pitching and plunging motions to be sinusoidal in the form of equation 4.10,
the series become
Γ(t) ≈ Γ0 + kα˙
τΓ
Uα
ω
[1− cos (ωt)] + kα
τΓU
∂CL,s
∂α
Uh
ω
[cosϕ− ωt sinϕ− cos (ωt+ ϕ)]
Since periodic fluctuations of the circulation are not of our interest, but the total increase
or decrease of its effective value, the expression is averaged over one period of time. Aside
from that, the series can be written in the form of the steady value plus its variation due to
the unsteady motion Γ = Γ0 + ∆Γ. Taking only the average of the variation
∆Γ¯ ≈ kα˙
τΓ
Uα
ω
+
kα
τΓU
∂CL,s
∂α
Uh
ω
(cosϕ− pi sinϕ) (4.28)
In this case there is no term that appears due to the interaction of both motions. However, the
pitching motion leads to an increase on the overall value of the circulation. It is a constant,
it does not depend on parameters such as the angle of attack, only on the frequency of the
motion.
On the other hand, the increment due to the plunging motion has a more complicated ex-
pression. It is proportional to the first derivative of the static lift coefficient with respect
to the angle of attack. When there is no phase shift between the motions, for delta wings
the derivative is always positive, meaning that the circulation increases. Still, in a conven-
tional airfoil, this first derivative is positive or negative depending on the angle of attack.
Consequently, it cannot be easily determined if this term increases or decreases the overall
circulation of the wing.
Regarding the phase shift, it only affects the plunging motion. It can determine whereas the
contribution of the plunging is positive or negative, depending on the sign of cosϕ−pi sinϕ.
For angles ranging from −180◦ to 17.66◦ this term is positive, and from 17.66◦ to 180◦ it is
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negative. Combining it with the sign of the first derivative of the static lift coefficient with
respect to the angle of attack, it will be possible to determine if there is an increase or a
decrease of the circulation due to plunging.
Nonetheless, the inputs that are studied in this project are high-frequency oscillations.
Therefore, the contributions of pitching and plunging as they appear in equation 4.28 may
be very small, so that they can be neglected in most of the cases.
4.5 Point of separation
One important aerodynamic characteristic that most studies do not take into account is the
point at which the flow separates from the airfoil. In ideal conditions it is assumed that the
flow smoothly leaves the airfoil at the trailing edge, and is attached to its whole surface.
Unfortunately, this is not always the case for a real viscous flow.
As the angle of attack of the airfoil increases, the flow tends to separate from the top surface,
creating a wake behind it [45]. In this separated region the flow can recirculate, so that part
of it moves in the direction opposite to the free stream velocity, as it occurs in figure 4.4.
This flow is called the reverse flow. When this flow separation phenomenon occurs, there is
an important decrease in lift, and a high increase in the drag force.
For obvious reasons, it is in the interest of the aerodynamicists to avoid flow separation and,
in case that it occurs (it will certainly do), to keep the point of separation of the flow as
close to the trailing edge as possible.
In steady aerodynamics one of the most common approaches to define the location of the
separation point is that of Thwaites [46]. Nonetheless, his method is not suitable for this
study because it requires previous knowledge of the velocity profile around the airfoil and,
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Figure 4.4: Flow separation at the airfoil [45].
aside of that, its resolution implies the integration of several complicated expressions. Since
it is of our interest to find a simpler expression that can be easily analyzed in the state space
model, it is preferable to apply Kirchhoff model. According to this theory, the lift coefficient
varies with the location of the separation point in the following form
CL,s(α) = 2piα
(
1 +
√
xs,s
2
)2
where xs,s is the location of the point of separation normalized by the airfoil chord, and 2piα
is the theoretical expression of the lift curve when there is no separation.
Therefore, if the static lift coefficient is known, the separation point is given by
xs,s =
(√
2CL,s(α)
piα
− 1
)2
(4.29)
Unfortunately, this expression is only valid for steady flows. For unsteady motions Goman
and Khrabrov [47] derived a state space solution for a pitching airfoil. According to them,
the unsteady effects can be divided in two different types. The first one accounts for the
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quasi-steady effects, such as the lag of the circulation or the convection of the boundary
layer. The delay due to these conditions is proportional to the rate of variation of the angle
of attack α˙. Therefore, the quasi-steady variation of the point of separation xs,0α is simply
modeled as an argument shift xs,0 (α− τ2α˙), where τ2 is the time delay constant.
On the other hand, there are also transient aerodynamic effects that cannot be defined as
quasi-steady. In this group are included the disturbances that occur without a variation on
the angle of attack. They lead to a build up from the state previous to the perturbation to
the steady state after the perturbation. This process is modeled as a first order dynamical
system with the relaxation constant τ1.
The motion of the point of separation xs for an unsteady flow is approximated by the
following equation
τ1
dxs
dt
+ xs = xs,0 (α− τ2α˙) (4.30)
In order to adapt the following expression to account also for the plunging motion it is
necessary to change the effective angle of attack to α+arctan h˙
U
. Applying this modification,
combining the expressions 4.29 and 4.30 and rewriting the equation in the form of the state
space system
x˙s = − 1
τ1
xs +
1
τ1

√√√√√2CL,s
(
α + arctan h˙
U
− τ2α˙
)
pi
(
α + arctan h˙
U
− τ2α˙
) − 1

2
(4.31)
Therefore, the point of separation xs is defined as a new state of the system, modeled by this
simple first order equation. The parameters τ1 and τ2 are empirical constants that strongly
depend on the case of study.
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4.5.1 Lie derivatives
In order to find the overall effects of the pitching and plunging motions on the position of the
separation point, its rate of change along the dynamics of these motions is computed. These
results are given by the following Lie derivatives, which are evaluated at the equilibrium
point of the averaged dynamics
L〈gα:gα〉xs = −
τ 22
τ1
√
2
piαCL,s
[(√
2CL,s
piα
− 1
)(
∂2CL,s
∂α2
− 2
α
∂CL,s
∂α
+
2CL,s
α2
)
+
1
2CL,s
(
∂CL,s
∂α
− CL,s
α
)2 ]
(4.32)
L〈gα:gh〉xs =
τ2
τ1U
√
2
piαCL,s
[(√
2CL,s
piα
− 1
)(
∂2CL,s
∂α2
− 2
α
∂CL,s
∂α
+
2CL,s
α2
)
+
1
2CL,s
(
∂CL,s
∂α
− CL,s
α
)2 ]
(4.33)
L〈gh:gh〉xs = −
1
τ1U2
√
2
piαCL,s
[(√
2CL,s
piα
− 1
)(
∂2CL,s
∂α2
− 2
α
∂CL,s
∂α
+
2CL,s
α2
)
+
1
2CL,s
(
∂CL,s
∂α
− CL,s
α
)2 ]
(4.34)
These expressions are more complex than the ones obtained for the other outputs. However,
it can be stated that all the Lie derivatives are zero in the linear regime of a conventional
airfoil, assuming that in this range CL,s = 2piα. Therefore, there is no variation in the
position of the separation point due to a pitching or plunging motion of the wing in the
linear regime. Nonetheless, in the nonlinear region the expressions become more interesting.
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There seems to be a variation in the location of the separation point due to pitching, plunging
and their interaction. In all cases the magnitude of the displacement appears to be similar,
and strongly dependent on the steady lift coefficient and its first and second derivatives with
respect to the angle of attack.
Since the Lie derivatives are too complex to be fully understood, they are simplified in the
following lines
L〈gα:gα〉xs = −
τ 22
τ1
∂2xs,s
∂α2
(4.35)
L〈gα:gh〉xs =
τ2
τ1U
∂2xs,s
∂α2
(4.36)
L〈gh:gh〉xs = −
1
τ1U2
∂2xs,s
∂α2
(4.37)
All the derivatives are proportional to the second derivative of the location of the separa-
tion point in steady conditions. As it can be seen in figure 4.5, in conventional airfoils this
derivative starts with a value of zero and becomes negative as the angle of attack increases.
However, after a certain angle (approximately 11◦ in a NACA 0012 airfoil) it becomes pos-
itive. Therefore, the pitching and plunging motions of the airfoil do have an effect on it.
However, to determine if it displaces the separation point forwards or backwards it is neces-
sary to look at the Fliess functional expansion.
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Figure 4.5: Steady location of the trailing-edge separation point in a NACA0012 airfoil.
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4.5.2 Fliess functional expansion
In order to determine if the effect of the unsteady motion is positive or negative on the loca-
tion of the separation point, its Fliess functional expansion is computed. Since the unsteady
outcomes are nonlinear, it is necessary to compute at least a second order approximation,
as it is done in the following lines.
xs ≈ xs,0(α)− τ2
τ1
√
2
piαCL,s
(√
2CL,s
piα
− 1
)(
∂CL,s
∂α
− CL,s
α
)∫ t
0
dτ1
∫ τ1
0
uα(τ2)dτ2
+
1
τ1U
√
2
piαCL,s
(√
2CL,s
piα
− 1
)(
∂CL,s
∂α
− CL,s
α
)∫ t
0
dτ1
∫ τ1
0
uh(τ2)dτ2 (4.38)
As it occurred in the case of the circulation the first order terms are canceled. Consequently,
only the second order terms have an effect on the location of the separation point. Assuming
the pitching and plunging motions to be sinusoidal in the form of equation 4.10, the Fliess
expansion becomes
xs ≈ xs,0(α)− τ2
τ1
√
2
piαCL,s
(√
2CL,s
piα
− 1
)(
∂CL,s
∂α
− CL,s
α
)
Uα
ω
[1− cos (ωt)]
+
1
τ1U
√
2
piαCL,s
(√
2CL,s
piα
− 1
)(
∂CL,s
∂α
− CL,s
α
)
Uh
ω
[cosϕ− ωt sinϕ− cos (ωt+ ϕ)]
However, since the interest is not in the real location of the separation point but on its
variation due to the unsteady motion, it is useful to take only the increment with respect
to the steady value. Aside from that, in order to evaluate the overall effect of the pitching
and the plunging and not the instantaneous variations, the expression is averaged over one
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period of time.
∆x¯s ≈ −τ2
τ1
√
2
piαCL,s
(√
2CL,s
piα
− 1
)(
∂CL,s
∂α
− CL,s
α
)
Uα
ω
+
1
τ1U
√
2
piαCL,s
(√
2CL,s
piα
− 1
)(
∂CL,s
∂α
− CL,s
α
)
Uh
ω
(cosϕ− pi sinϕ) (4.39)
As it can be seen, the effect of the pitching and the plunging motions in the location of
the separation point is the opposite. Whereas one moves it forwards the other one shifts it
backwards. However, the effect depends on the sign of the terms in brackets, as it can be
seen in figure 4.6 for a NACA 0012 airfoil. For a conventional airfoil this product is zero for
low angles of attack, but it becomes rapidly negative past 5◦. However, it is positive for the
range that goes approximately from 17◦ to 26◦, which is in the post-stall regime, the region
in which this study is centered.
0 5 10 15 20 25 30 35 40 45
 [º]
-12
-10
-8
-6
-4
-2
0
2
Figure 4.6: Terms in brackets for a NACA0012 airfoil at Re = 50, 000.
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Therefore, if the angle of attack is between 17−26◦ the pitching motion moves the separation
point forwards, but the plunging motion moves it backwards. Nonetheless, the behavior is
the opposite outside the mentioned range.
As for the effect of the phase shift between the inputs, if the phase difference is bigger than
ϕ = arctan 1
pi
= 17.66◦ the effect of the plunging motion is reversed, so that both movements
have the same effect on the wing. In other words, for a NACA 0012 airfoil, if the angle of
attack is in the range 17−26◦, the unsteady motion will move the separation point forwards,
increasing the surface with separated flow. Nonetheless, outside this range, both pitching
and plunging will shift the separation point backwards, making for more attached flow on
the airfoil.
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Chapter 5
Conclusions and future work
5.1 Conclusions
It is possible to develop a reduced order model (ROM) for the unsteady flow around a
two-dimensional pitching and plunging airfoil that captures most of the physics of the flow
without entirely reconstructing it. The nonlinearities of the flow at large angles of attack and
high frequencies is captured in great measure by this simple and computationally inexpensive
state space model.
One of the most important conclusions that can be extracted from this ROM is the lift
enhancement that appears when the airfoil is subject to certain motions. Specifically, the
plunging motion seems to induce an extra lift force that depends on the second derivative
of the lift coefficient with respect to the angle of attack. Therefore, in a conventional airfoil
this enhancement would only appear in the post stall regime, but in a delta wing it would
be present in the whole range of operation.
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Another remarkable result is that of the drag force. It appears that both the pitching
and the plunging motions generate a propulsive force that counteracts the effects of the
aerodynamic drag. The magnitude of this generated force depends, again, on the first and
second derivatives of the lift coefficient with respect to the angle of attack. Depending on the
parameters of the airfoil and the conditions of flight this counteracting force can overcome
the drag resulting in a thrust force. In other words, the it may be possible to generate thrust
by simply inducing a pitching and/or plunging motion on an airfoil.
Regarding the circulation, pitching is seen to increase its value, whereas plunging may have
a positive or negative contribution depending on the sign of the first derivative of the lift
with respect to the angle of attack.
Finally, the effect of pitching and plunging on the point of separation appears to be opposite,
and depends on the lift coefficient and its first derivative with respect to the angle of attack.
In fact, if the value of the angle of attack is between 17− 26◦ the pitching motion moves the
separation point forwards, but the plunging motion moves it backwards. However, the effect
is the opposite outside of the mentioned range.
5.2 Future work
First of all, the most important work to be done is to validate the obtained results. In order
to do that, several simulations have to be done. They should include pure-pitching, pure-
plunging and combined motion at different angles of attack and Reynolds numbers. It would
also be recommendable to study different reduced frequencies and amplitudes of movement.
On the other hand, if the simulations lead to positive results, the last validation that should
be done would be to make some experiments.
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Secondly, other inputs could be considered. For example, surging and flapping motions could
be added to the system to see if they have a considerable effect on the lift, thrust, circulation
or location of the point of separation. Furthermore, other more complicated waveforms could
be considered as inputs: triangle wave, pulse train, etc. Also, it would be interesting to study
the effects on the system when the motions have different frequencies.
Finally, some other interesting outputs may be considered, e.g. the pitching moment. Even
though this addition of variables may complicate the state space system, it could lead to a
better comprehension of the flow, which could be essential in understanding the processes
that occur when an airfoil or a wing moves in an unsteady motion.
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