Methods for prefix coding integers generally either consider specific distributions that decline more quickly than a power law (for Golomb-like codes) or simultaneously consider all finite-entropy distributions (for universal codes). Particular power-law and similar distributions, however, are often known to model particular random variables. Codes for such distributions can be judged based on (estimated) compression ratio. This paper introduces a family of universal source codes with an eye towards near-optimal coding of known distributions. Compression ratios are found for well-known probability distributions using these codes and other prefix codes. One application of these nearoptimal codes is an improved representation of rational numbers.
I. INTRODUCTION
Much research has considered using prefix codes with a countable number of possible input items [1] . There are many reasons for using these codes rather than codes for a finite alphabets such as Huffman codes. The most obvious use is coding with no upper bound -or at least no known, fixed upper bound -on the number of possible items. A more prosaic motivation is that of computation: In many cases it is far faster to use a general code for integers rather than a finitealphabet code (such as a Huffman code) with a large input alphabet. Also, many codes for integers do not require one to build, store, or transmit a corresponding code tree. All that is needed is an algorithm and perhaps one or two parameters. For such reasons, such codes are widely used in image and video compression standards, as well as for compressing text, audio, and numerical data.
The most common infinite-alphabet codes are Golomb codes and their generalizations [2] - [8] . Such codes are all based on the unary code -ones terminated by a zero, i.e., a code consisting of codewords the form {1 j 0} for j ≥ 0. In a Golomb code, a unary code prefix precedes a binary code suffix. This binary suffix is a complete binary code, in that it has codewords of the same length or length differing by at most one; if of constant length, the overall code is also called a Rice code. Golomb codes are known to minimize expected length for geometric (and geometrically-based) distributions and are thus used in standards such as JPEG-LS [9] , although, for the sake of computation, this and other standards use a (possibly suboptimal) Rice code instead of the optimal Golomb code.
Another class of codes, universal codes, have a bounded ratio between expected length and entropy (lower bounded by 1) for all finite-entropy probability distributions; that is, for all finite-entropy P = {p(i)}, if the ith codeword is of length n(i),
for some constant K max (N ) ∈ R (determined only by the code N = {n(i)}) [10] . Due to the specification that they be "wellbehaved" for any distribution, it is best to use universal codes for probability distributions that fall off fairly slowly. Aside from dyadic probability distributions -for which optimal codes can be trivially found -no universal code has been proven to be optimal for any probability mass function (in spite of intimations made in passing to the contrary, e.g., [11] , [12] ). In fact, no optimal code is known for distributions with a power-law fall-off, such as the Gauss-Kuzmin distribution (which is not, strictly speaking, a power law) or the zeta family of distributions; we consider both here. Nevertheless, universal codes, specifically exponental-Golomb codes [13] -which are extensions of the Elias γ code [10] -are used in such standards as H.264 [11] , [14] . In fact, when one encounters a distribution that falls off according to a power law, one would be well-advised to use a universal code. However, various univeral codes have various drawbacks. Universal codes in the mode of Elias [10] have gaps between codeword lengths. That is, there are an infinite number of instances for which n(i) = n(i + 1) but n(i) − n(i − 1) > 1 for n(j) representing the length of the jth codeword. This results in ceding some local optimality in return for a tractable universal code; as we will see, in many cases, a strictly superior code can be easily found.
Some universal codes, such as Fibonacci codes [15] , [16] do not have this drawback. However, they are not alphabetic (order preserving) -so they cannot, for example, be practically used in alphabetic decision trees, e.g., [17] -and, like many universal codes, are best for probability distributions that fall off very slowly. This paper introduces a new family of codes. These codes will be shown to be easily computable and to have better performance than other infinite codes for distributions such as the zeta distribution with parameter 2 [18] , [19] and the Gauss-Kuzmin distribution [20, p. 341 ]. The latter distribution is of particular interest due to its role in representation of rational numbers [21] , [22] .
II. FORMALIZATION AND MOTIVATION
We restrict ourselves to binary codes and assume that the symbols to be coded are positive integers. Thus, an infinitealphabet source emits symbols drawn from the alphabet X = {1, 2, 3, . . .}. (Some applications code the alphabet X 0 = {0, 1, 2, . . .}, but any code of this form can be mapped trivially to a code on X , as can applications coding on the alphabet X Z = {0, −1, 1, −2, 2, . . .}) Symbol i has probability p(i) > 0, forming probability mass function P . The source symbols are coded into binary codewords. The codeword c(i) ∈ {0, 1} * , corresponding to symbol i, has length n(i) ∈ Z + , thus defining length distribution N . An optimal code is one that minimizes i∈X p(i)n(i) with the constraint of a corresponding code being uniquely decodable, which one is if and only if the Kraft inequality, i∈X 2 −n(i) ≤ 1, is satisfied.
The Huffman source coding algorithm is well known for encoding symbols from a finite source alphabet into a uniquely decodable code with minimum expected codeword length i p(i)n(i). Although one cannot use this bottom-up algorithm for infinite codes, the properties of the algorithm are often used in proving optimality in codes such as Golomb codes [3] , and both finite and infinite variable-length codes are thus often loosely known as "Huffman codes."
Most universal codes are not designed for specific probability distributions, but rather for universality. Notable exceptions to this are the codes of S.J. Golin [23] , one family of which was previously proposed in [24] . Given a probability distribution, Golin's algorithms find near-optimal codes in a top-down fashion similar to Shannon-Fano coding [25] , rather than the bottom-up fashion of Huffman coding. The resulting codes can thus be used for infinite alphabets, although implementation of these codes is more practical for finite alphabets; for infinite alphabets, the codewords must be computed on the fly from the probability distribution, resulting in potential implementation problems due to rounding error. In addition, coding is much slower than for a fixed code. It is thus usually preferable to use a fixed code or a set of fixed codes.
Much prior research on universal codes has been on asymptotical optimal universal codes, codes for which
as h → ∞. This contrasts with most practical applications of universal codes, which are generally in the form of exponential-Golomb codes, e.g., H.264 [11] , [14] . These are asymptotically suboptimal [10] . This common use of asymptotically suboptimal codes suggests that asymptotic optimality can be a drawback in practical coding, as their universality results in a code where likely codewords are longer (and unlikely codewords shorter) than need be. A second way of classifying universal codes by whether or not they are monotonic, that is, whether n(i) ≥ n(i + 1) for all i ≥ 0. An exchange argument easily shows that this is necessary for the code to be optimal given a distribution for which p(i) > p(i+1) for all i. However, some universal codes are nonmonotonic, trading this property off for some other desirable property or properties, such as ease of computation.
As previously mentioned, a third desirable property for a universal code to have is for it to be alphabetic or order preserving. In this context, alphabetic is the property that, if c(i, j) is the jth bit of the ith codeword, then
, that is, the codewords are lexicographically ordered. Alphabetic codes allow the coding tree to be used as a decision tree. This is useful for corresponding search problems, as in [17] , [26] , and it is also useful for implementation of arithmetic coding: Because binary arithmetic coding is much faster than other types of arithmetic coding, a decision tree can reduce an infinite-alphabet source into a binary source for fast arithmetic coding, as in [11] . In addition, a lexicographic ordering is necessary for the ordered representation of rational numbers as integers in continued fractions [21] , [22] ; in this paper we improve upon these representations.
Some monotonic universal prefix codes are nonalphabetic, but any valid monotonic prefix code has a (possibly different) alphabetic prefix code with the same length distribution. For example, the Elias γ code was first presented in a nonalphabetic version, then transformed into an alphabetic form as (an infinite decision tree) in [17] . Where there is ambiguity, we will assume use of the alphabetic version of a code. (Note that some codes, such as Fibonacci codes, do not have a corresponding alphabetic version with similar properties to the nonalphabetic version [15] , [16] .)
Another desirable property is one we call "smoothness": Definition: We call a length distribution j-smooth if, for every i > j, if n(i + 1) = n(i + 2), then n(i + 1) − n(i) ≤ 1, that is, there are no "jumps" followed by "plateaus"; weakly smooth means that it is j-smooth for some j. Thus, for any j, a j-smooth code includes all weakly smooth codes. Similarly, 0-smooth (or strongly smooth) codes include all j-smooth (and thus weakly smooth) codes. Also, we call a probability distribution j-antiunary if, for every i > j, p(i) < p(i + 1) + p(i + 2); antiunary means that it is jantiunary for some j.
For example, all geometric distributions for which the unary code is not optimal are 0-antiunary (and thus antiunary). No Poisson distribution is antiunary, but every distribution with a power-law fall-off is.
Observation: No j-antiunary distribution has an optimal code which is not j-smooth. Thus no antiunary distribution has an optimal code which is not weakly smooth.
Proof: Suppose a j-antiunary distribution, P , has an optimal code with lengths N which is not j-smooth. Then there exists an i > j such that n(i + 1) = n(i + 2) and n(i + 1) − n(i) > 1. Consider N ′ = {n ′ (i)} for which n ′ (k) = n(k) except at values n ′ (i) = n(i) + 1, n ′ (i + 1) = n(i + 1) − 1, and n ′ (i + 2) = n(i + 2) − 1. Clearly N ′ satisfies the Kraft inequality and i p(i)n ′ (i) < i p(i)n(i), so N is not optimal. Thus only a j-smooth length distribution could be optimal.
With the exception of Yokoo's code for expressing rationals in terms of Gauss-Kuzmin-distributed integers [22] , previous alphabetical universal codes are not weakly smooth, so they could not be optimal solutions to most countable distributions encountered in practice, which are either antiunary or have light tails. In the latter case, the optimal codes are unaryended (nonuniversal) as in [27] . In fact, the proof shows that, not only are most alphabetical universal codes suboptimal, but it is always a simple matter, given an antiunary probability distribution, of improving such a universal code for use with the distribution. (Note that Yokoo's code and the codes introduced here are strongly smooth and that we do not consider any code that is weakly, but not strongly, smooth.) For many probability distributions, however, there is no guarantee that an optimal code would be computationally tractable, let alone computationally practical for compression applications. Nevertheless, in practical applications in which the distribution is known and the optimal solution is not, it is best to judge performance of candidate codes by compression ratio rather than absolute or asymptotic optimality. One of the contributions of this paper will be a comparison of various codes for well-known power-law and similar distributions.
Let us introduce and review important characteristics of codes for positive integers. We might desire a code to be: 1) Universal.
2) Asymptotically suboptimal. This is desirable for practical codes, although it has been viewed as a drawback in most prior work. 3) Monotonic. 4) Alphabetic. 5) Computationally efficient. This is largely subjective, although it is often a decisive factor. One definition could be a code that is decodable in a number of steps proportional to its size in which all steps are integer additions, shifts, and other simple logic functions (of size necessary for computation). By this definition, Fibonacci codes are not efficient, while exponential-Golomb codes are. 6) Smooth. We prefer strong smoothness (0-smoothness). 7) Robust. This is the property that, if bits are mistransmitted, either being lost or changed, we can eventually recover codewords after the error. Although this aids in transmission, it will not be considered here.
III. A NEW FAMILY OF UNIVERAL CODES
We propose a family of asymptotically suboptimal, monotonic, alphabetic, computational efficient, 0-smooth, universal codes, starting with the code shown in the center set of columns (n 0 (·) and c 0 (·)) of Table I . This is a unary code of length m, followed by a binary digit b (where b = 0 or b = 1), and a binary code of length m + b − 1, and is thus straightforward to encode, decode, and write in the form of an implicit infinite search tree.
As in the case of exponential-Golomb codes, this code can be considered a modification of the γ code. Whereas the γ code has an m-bit unary code followed by a complete binary code for 2 m−1 items, Code 0 follows the unary prefix by a complete binary suffix for 3 · 2 m−1 items.
Straightforward extensions of this can be obtained by modifying the search tree. For example, in order to make the code "flatter," we can add a k-bit binary number to each possible codeword -as in the fourth and fifth set of columns in Table I -extending Code 0 in the same manner that Rice codes extend unary codes. Call any of the new extensions Code k.
Another extension, similar to [11] and [27] , involves first coding with a finite tree, then, if this initial codeword is all 1's, adding Code 0. If we start as in a unary code and switch to Code 0 after κ ones, then let Code −κ denote the implied code, e.g., Code −1, the second set of columns (n −1 (·) and c −1 (·)) in Table I .
All codes presented here are 0-smooth (strongly smooth). Coding/decoding can be done with additions, subtractions, and shifts, the total number of which is proportional to the number of encoded output bits. Table II lists various distributions for which no optimal code is known and estimates, in average bits per input symbol, of coding performance using several different codes. The entropy and the average bits per symbol of an optimal code are also estimated. H denotes the entropy of the distribution and N * (the average codeword length of) the optimal code. Golin denotes the best Golin-type code; Code k denotes the best of the codes introduced here; l denotes the Levenshtein (Levenxte in) code [28] ; γ/δ/ω/EGk denotes the best of the Elias codes and exponential-Golomb codes, which in these examples is always the Elias γ code (EG0); Yokoo denotes Yokoo's code for the rationals; and Gk denotes the best Golomb code (with parameter k). In cases for which there are multiple codes and/or parameters, the best one is chosen and indicated in superscript.
IV. APPLICATION
We find that Code −1 is of particular interest as it happens to be an excellent approximation for the Gauss-Kuzmin distribution
The Gauss-Kuzmin distribution is the distribution for which to code when expressing coefficients of continued fractions, as in [21] , [29] , in which EG0 is proposed for use, and [22] , in which Yokoo's code is proposed. Code −1 is only about 0.009% worse than the (unknown) optimal code, whereas Yokoo's code is 0.450% worse and the Elias γ code (EG0) is 1.008% worse.
Note also that Code −2 is a good code for the zeta distribution with parameter s = 2, where the zeta distribution is defined as 0  1  0  2  0 0  3  0 0 0  4  0 0 00  2  2  10  3  1 0 0  3  0 1 0  3  0 0 1  4  0 0 01  3  4  11 0 0  4  1 0 1 0  3  0 1 and ζ is the Riemann zeta function ζ(s)
The zeta distribution is used to model several phenomena including language [30] . Optimal codes for the zeta distribution (s = 2) were considered in Kato's unpublished manuscript [19] . In this work, the optimal codeword lengths for the first ten symbols are shown to lie in ranges of two possible values for each codeword (or one for the first, which has l(1) = 1). The codewords of Code −2 all lie within the allowed ranges. However, we can empirically find better codes, showing that Code −2, although the best fixed code we know of, is about 0.005% worse than an optimal code. It should not be surprising that related codes are good for the Gauss-Kuzmin and the zeta distributions, as they are highly similar after their first few terms:
A third distribution type is the Yule-Simon family of distributions [31] , [32] ,
is the beta function and ρ > 0, so that, if ρ is an integer,
Thus, for example, if ρ = 1, then p(i) = 1/i(i + 1). Several other statistics, from species population to word frequencies, have been observed to obey a Yule-Simon distribution, most often with parameter ρ = 1 [32] . This particular distribution is also related to continued fractions, being the distribution of the first coefficient when the number being represented is chosen uniformly over the unit interval (0, 1). The distribution is also approached in continued fraction representations where the prior coefficient is large. Thus one could use knowledge of the prior coefficient to switch between codes optimized for Gauss-Kuzmin P GK and codes optimized for Yule-Simon P YS 1 . For P YS 1 , Yokoo's code -the only previously known smooth alphabetic code -is 0.066% better than Code −1. However, although the Yokoo code is astonishingly close in performance to the optimal code, the difference between it and the codes introduced here would be rendered meaningless by a slight inaccuracy in the probability model. In practice, then, it is easier just to use an optimal code for the Gauss-Kuzmin distribution for continued fraction-based representation of rationals and ignore such dependencies. Table II were calculated based on finite sums and estimates of the remaining infinite sum. These estimates have a margin of error of approximately ±0.00001. Values that are exactly calculated from infinite sums, rather than estimated, are indicated by through the reduced number of figures (for multiples of 0.1) or through ellipses in the case of 2.66666 . . . = 5/3 and 1.36843 . . . = ζ(2)/ζ(3). The best fixed code for each distribution is shown in bold, and, if a Golin-type code is better, this is in bold as well. Note that Golin codes do particularly well for inputs with rapidly declining probabilities. However, as mentioned, Golintype codes, in being calculated on the fly, are often impractical, both due to the potential for rounding errors to lead to coding errors and due to the computational complexity of the required floating point divisions.
The estimates in
Excluding Golin-type codes, we find that the codes introduced here do quite well, only failing to be optimal in one case, the Yule-Simon distribution with parameter ρ = 1 (p(i) = 1/i(i + 1)). For all tested distributions, Yokoo's code and the codes introduced here are both strict improvements on exponential-Golomb and Elias codes, confirming that, in practice, strongly smooth codes are preferable to those lacking this property. Because Yokoo's code requires computing codewords for complete binary codes with unequal codeword lengths, however, the codewords of codes introduced here require less computation to encode and decode.
The compression ratios calculated exactly in Table II include the best Golomb code, when it is unary (k = 0), since this is merely the mean, which is known in closed form for Yule-Simon and Zeta distributions. In addition, the average length of the Elias γ code (EG0) code for a Yule-Simon distribution with ρ = 1 is easily calculated as
Golin's algorithms both result in the same code for this distribution.
Note that not all known universal codes were tested; certain codes can be ruled out due to the length of the first few codewords (e.g., Even-Rodeh [33] , Williams-Zobel [34] ), whereas others lack the alphabetic property and/or have significantly higher computational complexity (e.g., Fibonacci). In comparison to feasible codes, the codes introduced here are a notable improvement. While not optimal, they can be quite useful in practical applications.
