Abstract-This paper begins with the optimisation of three test functions using a genetic algorithm and describes a statistical analysis on the effects of the choice of crossover technique, parent selection strategy and mutation. The paper then examines the use of a genetic algorithm to optimize the functional form of a polynomial fit to experimental data; the aim being to locate the global optimum of the data. Genetic programming has already been used to locate the functional form of a good fit to sets of data, but genetic programming is more complex than a genetic algorithm. This paper compares the genetic algorithm method with a particular genetic programming approach and shows that equally good results can be achieved using this simpler technique.
Introduction
The aim behind this work has been to locate the optimum of an objective function, based on a limited sampling of the function. The first part of the paper describes some initial work on the use of a simple genetic algorithm (GA) to optimise test functions chosen to be representative of the experimental data. The effects of the choice of crossover, parent selection, population size and mutation are analysed on these test functions.
Given a set of data it is often the case that some predictions are required. This may be a prediction of the optimal value or it may be required to interpolate for data values lying between those values already obtained. The method most frequently used to make these predictions is that of fitting a curve to the data and making these predictions from the fitted curve. In most cases the functional form of the fitted curve is predecided. The decision may be to fit a quadratic polynomial to the data and then use optimization techniques (usually least square methods) to find the best coefficients for this quadratic fit.
A common method used at present to derive information from a set of data is the "Design of Experiment" method (Montgomery 1997) . In this method the experimental data is analysed by fitting a polynomial, usually to a small region of the data space, and then using response surface methods to estimate where the optimal value lies. The functions chosen to fit the data are predetermined polynomials that are either linear, quadratic or cubic. Not all data is suited to these particular functional fits, and if the fit is poor then poor predictions will be derived from these functions.
Genetic programming (Koza 1992 (Koza , 1994 has been used recently to find a good functional fit to data (Davidson 1999 ) and genetic algorithms (GAs) have been used to locate the best parameter values in some pre-specified functional fit (Gulsen 1995 , VanderNoot 1998 . In this paper a GA (rather than genetic programming) is used to optimize the functional form of a polynomial fit to experimental data and a least square method is used to choose the coefficients for the polynomial. Davidson (1999) used genetic programming to find a good polynomial fit to data, choosing the values of the coefficients in the polynomial with a least square algorithm. Genetic programming is more complex than a GA. The simple GA described here performs exactly the same task as Davidson' 
techniques have been investigated.
Flat crossover (Radcliffe 1991 Five different parent selection strategies have been investigated and are described below.
Tournament selection -A random sample of k members of the population are selected and the member whose fitness function is best is chosen as a parent. Tournament selection has been tested for k = 2, 5, 10.
Roulette wheel selection -Each member P of the population is selected as parent with a probability of
where f is the fitness function and n is the population size.
Elitist selection -Members of the population are sorted into order of fitness, and the best k members are chosen with equal probability as parents. Here we have chosen k =100. In this section, a GA is described that is used to find the best polynomial fit to a set of data. If a polynomial were represented with a repeat term as in the LHS of equation (4) the least square algorithm would be over specified and the equations in the algorithm would become singular. The least square software implements singular value decomposition and therefore would be able to deal with singularities such as these, but it is better to avoid this situation if possible.
The initial population is a set of randomly chosen polynomials. A random number is chosen to represent the number of terms in the polynomial (which must be less than the maximum number of terms) and random sequences of integers are chosen as the powers (with the restriction that their sum for each term must be less than the maximum power). If one term is a term already chosen for the current polynomial then it is rejected, since repeat terms are not allowed.
To describe the crossover technique used, consider that each parent consists of a selection of polynomial terms. Crossover should somehow randomly distribute the terms of the parents to terms in the offspring, i.e. offspring number 1 would have some of parent l's terms and some of parent 2's terms, and likewise with offspring 2. The crossover technique must also take into account that repeated terms are not allowed. The same procedure is repeated for the chromosomes of parent 2. When the chromosome (0,2,3) is picked from parent 2 (note that it already exists in child 1), probabilities are not used because repeat terms are not allowed, and it automatically goes to child 2.
Mutation is performed by randomly introducing a completely new term in the polynomial, checking that this particular term does not already exist. Variable mutation rate has been used with m=10 and population size 500.
4 Trial run of the GA for polynomial fits
The GA described in the previous section was tested using data sets taken from 100 randomly selected polynomials of two variables (the choice of two variables was to enable plotting of the surface in order to visually check the fit). For the 100 polynomials selected, the GA found a fitted polynomial whose %2 value was less than 1.Oe-21 for 95 out of the 100 polynomials and for the remaining 5 polynomials, the value of *2 was no more than 1.2e-5. Therefore, even in the worst of the 100 test cases, the GA managed to find a very good fit.
The GA was also tested using a data set taken from the function f (x, y) = sin(5Sxy). The traditional way to approximate this function for x<1, y<i is to use the series expansion of sin(x) and this would give us the polynomial approximation (using terms up to a power 7 in xy)
After running the GA for its best polynomial fit, a polynomial was found that was a far better fit than the above traditional approximation in this range. The GA found the following polynomial fit sin(5xy)=-6.8x2y5-29.2x2y3-0.44x/-16.4x3y3-31 .7x3y2+ 1 .06xy3+0.008+20.7x2y2+4.3xy+20.8x4y2 +12.2x4y3+ 14.9x3y4+ 16.8x2y4-7.7x5y2+0.56x3y.
(6) Figure 6 displays the function sin(xy), together with the series approximation in (5) and the polynomial fit from the GA given by (6). The series approximation is poor near the point x=l, y=l and yet the polynomial produced by the GA is a good fit for all values of x and Figure 6 . Series approximation to sin(xy) compared to polynomial fit from GA As a further test the GA is used to locate the best polynomial fit to a radial basis type function as displayed in Figure 7 . This is a good test for the GA since this function will be very difficult to fit with a polynomial, because of the sharp peaks.
The GA has managed to find a polynomial which is The idea of using evolutionary techniques to choose the terms of a polynomial fit and then performing a least square fit for its coefficients has been done before, except that genetic programming was used rather than a genetic algorithm. Davidson (1999) uses genetic programming to choose the terms of the fitting polynomial followed by a least square fit to find the best coefficients in that polynomial. He demonstrates his work by finding a polynomial approximation to the Colebrook-White formula that calculates the friction factor in a pipe depending on the Reynolds number and its relative roughness. Davidson's method follows from work by Babovic (1997a,b) . In genetic programming the members of the population are represented by trees in which each node of the tree is some operation (e.g. addition or multiplication). Davidson finds he needs to introduce an algorithm (called a rule-based component) operating on the tree in order to eliminate linear dependent terms and redundancies. He also manipulates the trees in the genetic program at each iteration in order to express power terms as multiple multiplications and to introduce a constant term. He adapts the normal method of crossover and mutation in a genetic program in order that each term in the polynomial is not split into separate parts.
Davidson's algorithm runs in a sequence of steps given by the following: (1) perform the rule-base component, (2) introduce a constant term, (3) perform a least square fit, (4) perform the rule base component a second time, (5) replace powers with multiplications in the tree and finally perform the adapted crossover and mutation. All these steps are repeated as the iterations of the genetic program proceed.
In order to compare our method with that of Davidson, we used our software to find its best polynomial fit to the Colebrook-White formula and compared it with Davidson's polynomial fit. To make comparisons, we look at the absolute difference between the value of the Colebrook-White formula and the polynomial approximation at the 100 data points, both the largest absolute difference and the sum of these absolute differences. The maximum absolute difference over the data points is 0.000194 for Davidson's polynomial and 0.000133 for our polynomial; the sum of the absolute differences is 0.00297 for Davidson and 0.00356 for our polynomial. So both Davidson's method and the method described in this paper give very similar 933 results, the difference being that the GA described here is far simpler.
Conclusions
This paper describes a statistical analysis of a simple genetic algorithm when tested on three different problems. Analysis is performed on various parent selection strategies, crossover techniques and methods of mutation.
A genetic algorithm has also been described which takes a set of data and searches for the best possible functional form of a polynomial fit to the data. The algorithm has been tested on various data sets and has also been compared to a genetic program implemented by Davidson (1999) . It has been shown that the simple genetic algorithm described here locates an equally good fit to the Colebrook-White formula as that achieved by Davidson, who has used a more complex method. Future work will involve investigating the effects of noise within the data.
