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ANOTÁCIA 
 Diplomová práca pojednáva o modelovaní sieovej prevádzky so zameraním na 
spracovanie pomocou analýzy asových radov. Rozoberá charakteristické vlastnosti sieovej 
prevádzky, predovšetkým prevádzky HTTP. Prvé kapitoly sú venované teórii, ktorá popisuje 
asové rady a ich základné modely, lineárne AR, MA, ARMA, ARIMA a nelineárne ARCH a 
GARCH. V alších kapitolách sú definované pojmy ako sebe-podobnos a dlhodobá 
závislos. Je demonštrované zlyhanie konvenných modelov pri zachytení týchto 
špecifických vlastností dátovej prevádzky. Na základe štúdia je v 6. kapitole podrobne 
popísaný vybraný zmiešaný ARIMA/GARCH model a postup pri stanovení jeho parametrov. 
V praktickej asti je popísaný postup pri konštrukcii a prispôsobení modelu sieovej  
zachytenej prevádzke využívajúc prostredie Matlab. Po stanovení modelu je vykonaná 
predikcia niekokých pozorovaní, ktorá je následne porovnaná so skutonými hodnotami.
Kúové slová: modelovanie sieovej prevádzky, analýza asových radov, sebe-podobnos, 
ARIMA, GARCH, HTTP
ABSTRACT 
 Theses deals with network traffic modeling focused on elaboration by time series 
analysis. The nature of network traffic is discussed above all http traffic. First three chapters 
are theoretical, which describes time series and basic models, linear AR, MA, ARMA, 
ARIMA and nonlinear ARCH. Other chapters define terms like self-similarity and long range 
dependence. It is demonstrated a failure of conventional models which cannot capture these 
specific properties of network data traffic. On the basis of study in chapter 6. is closely 
described the combined ARIMA/GARCH model and its parameter estimation procedure. 
Applied part of this theses deals with procedure of estimation and fitting the estimation model 
to observed network traffic.  After an estimation a few future values are predicted on the basis 
of estimated model. These predicted values are consequently compared with real data. 
Keywords: network traffic modeling, time series analysis, self-similarity, ARIMA, GARCH, 
HTTP
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8Úvod 
S rastúcou integráciou služieb, ktoré poskytujú komunikané siete, rastú aj nároky. 
Najjednoduchším spôsobom ako uspokoji požiadavky je rozširovanie sietí. Tu sa ale 
dostávame do konfrontácie s rôznymi obmedzeniami, napríklad finanné prostriedky. 
alšou možnosou ako uspokoji nároky a to vo všetkých oblastiach služieb je zvýšenie 
efektivity. To znamená maximálne využitie dostupných prostriedkov, obzvláš pre oblas
 komunikaných sietí. Zabezpei výkon a zarui kvalitu v sieach majú na starosti 
manažment a optimalizácia. 
Najlepším spôsobom ako zefektívni výkon sietí, je zisti ako sa správa prevádzka 
a ako sa prevádzka bude správa v budúcnosti, to znamená , popísa ju a na základe 
popisu sa ju snaži  predikova. To znamená, že analýza , modelovanie a predikcia 
poskytuje informácie, ktoré môžeme využi pri riadení, optimalizovaní ale aj plánovaní 
a projektovaní v komunikaných technológiách. Základom pre analýzu a modelovanie sú 
významné odbory štatistika a matematika, vaka ktorým je okrem samotnej analýzy 
možné automatizova. 
Táto práca je zameraná na vybrané metódy analýzy, konkrétne na analýzu 
a modelovanie asových radov. Tieto metódy sú rozšírené najmä v ekonometrii, svoje 
uplatnenie si však oraz viac nachádza aj v ostatných oblastiach. V odvetví komunikácií 
najmä vaka spomínanému rapídnemu vývoju, o spôsobilo zmenu charakteru prevádzky 
v komunikaných sieach. Predpokladá sa, že na základe alšieho skúmania, sú modely 
asových radov schopné popísa a predikova špecifické vlastnosti sieovej prevádzky 
lepšie ako konvenné modely. Nachádzajú tak uplatnenie v oblasti zabezpeenia kvality 
služieb. 
V nasledujúcich kapitolách sa oboznámime so základnými pojmami teórie 
asových radov, vlastnosami jednotlivých modelov, postupmi pri analýze a konštrukcii 
modelov so zameraním na sieovú prevádzku. Podrobne bude popísaný nami vybraný 
model zachytenej sieovej prevádzky a postup pri jeho stanovení. 
91 Úvod do analýzy asových radov 
1.1 Stochastický proces a asový rad 
Stochastický proces (náhodný proces) je množina náhodných veliín {X(s, t), s∈S, 
t∈T}, kde S je výberový priestor a T je indexový rad. Pre každé t∈T je X(., t) náhodná 
veliina definovaná na výberovom priestore S a pre každé s∈S je X(s, .) realizácia 
stochastického procesu definovaná na indexovom rade T. To znamená, že X(s, t) je 
náhodná veliina závislá na ase [3, 6].  
Stochastické procesy sú zaažené neuritosou, na rozdiel od deterministických 
procesov, ktoré sa dajú jednoznane popísa matematickou rovnicou. Stochastický 
prístup umožuje popísa výskyt extrémov v asových radoch, o je vemi dôležité 
v praxi takmer vo všetkých odvetviach. V súasnosti nachádza najastejšie uplatnenie 
v ekonomickej oblasti [6, 7] a to vo finanníctve, poisovníctve. 
asový rad je chronologicky usporiadaná množina dát. Keže táto práca 
pojednáva o analýze asových radov so stochastickým prístupom (jednotlivé hodnoty sú 
generované náhodne), budeme v nasledujúcom texte asový rad {yt, t = 1, 2,…,n} chápa
ako konkrétnu realizáciu stochastického procesu {Yt}. Yt je náhodná premenná s 
vlastným rozdelením pravdepodobnosti a každé yt je jedna hodnota tejto premennej. 
Nasledujúca rozprava, ktorá sa zaoberá asovými radami, spolu s kapitolou . 2, 
Box-Jenkinsova metodológia, sú výstižne a rozsiahlejšie popísaná v literatúre [6, 7, 9, 
10]. Obsahovo je prispôsobená na základe literatúry [12], ktorá v úvode pojednáva 
o aplikácii konkrétnych modelov v analýze sieovej prevádzky. 
1.2 Základné typy, problémy a charakteristiky asových radov 
asový rad pozostáva z pozorovaní zaznamenaných postupne v ase smerom od 
minulosti do budúcnosti. Pozorovania sú zaznamenávané v diskrétnych okamihoch avšak 
intervaly medzi jednotlivými pozorovaniami nemusia by rovnaké. To prináša problém 
s vobou okamihov pozorovania. Najvýhodnejšou možnosou, s ktorou pracova, je 
asový s ekvidistantnými (rovnakými) intervalmi [7] alebo aj intervalový asový rad. Je  
to rad intervalového ukazovatea, ktorého hodnoty závisia na džke intervalu sledovania. 
Opakom je okamihový asový rad, napríklad príchody správ v sieti, kde sa jednotlivé 
intervaly medzi príchodmi líšia. Nad okamihovým radom sa pred samotnou analýzou 
musia vykona urité operácie: akumulácia hodnôt sledovanej veliiny za dané obdobie 
alebo spriemerovanie hodnôt v danom asovom intervale. Na základe týchto operácií 
získame ekvidistantný intervalový asový rad. 
alšou vecou, ktorú treba zváži pri pozorovaní respektíve pri práci s asovým 
radom jeho džka, ktorú definuje poet pozorovaní n a nie asové rozpätie medzi prvým 
a posledným pozorovaním. Problémy s kalendárom (napríklad rôzny poet dní 
mesiacov). 
Máme asový rad {yt, t = 1, 2, …, n}, ktorý predstavuje realizáciou stochastického 
procesu. Každá náhodná veliina sa dá popísa základnými charakteristikami. Skôr ako 
sa dostaneme k popisu asového radu treba si uvedomi rozdiel medzi teoretickými 
a empirickými charakteristikami [8]. Teoretické charakteristiky sú iba konštanty, ktorých 
presnú hodnotu nepoznáme, zatia o empirické charakteristiky sú odhady teoretických 
charakteristík, ktoré sme získali na základe meraní, skúsenosti (grécky empirio). 
Základnými teoretickými charakteristikami asového radu pre t = 1, 2, ..., n sú: 
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a) stredná hodnota v ase t ( )t tE yµ =       
(1.1) 
b) rozptyl (variancia) v ase t
( ) ( )2 2 2var  D E[( – ( )) ]  E[( – ) ]t t t t t t ty y y E y yσ µ= = = =   (1.2) 
c) autokovarianná funkcia rádu k (k = 0, ±1,…) 
( )  ( , – )  cov ( , ) E[( – ) ( – )]k t t k t t t k t kt t t k y y y yγ γ µ µ− − −= = = , (1.3) 
d) autokorelaná funkcia rádu k (k = 0, ±1,…) 
2 2
cov( , ) ( )t t k k
k
t t kt t k
y y tγρ
σ σσ σ
−
−
−
= = ,      (1.4) 
Predpona „auto“ špecifikuje, že funkcie popisujú koreláciu, resp. kovarianciu 
v rámci jedného asového radu. Bez tejto špecifikácie predpony by sa jednalo o závislos
medzi dvoma odlišnými asovými radmi. Autokovarianná a autokorelaná funkcia sú 
funkcie párne γk = γ-k, ρk = ρ-k , preto sa urujú len pre k ≥ 0.Tieto funkcie popisujú 
sériovú závislos hodnôt asovej rady v dvoch asových okamihoch.  
Autokovarianciou sa nazýva stredná hodnota súinu odpovedajúcich centrovaných 
veliín,  1 2 1 1 2 2( , ) [( ( ) ( )).( ( ) ( ))]y t t E y t y t y t y tγ = − − . Ak sú hodnoty v okamihoch t a t – k 
nezávislé autokovarianná funkcia je rovná 0, môžeme poveda že hodnoty sú 
nekorelované.  
Autokorelaná funkcia ρk podáva informáciu o sile lineárnej závislosti medzi 
veliinami yt a yt-k . Grafický záznam závislosti ρk na k sa nazýva periodogram [6]. 
Odhady teoretických charakteristík (empirické charakteristiky) sú: 
a) aritmetický priemer  

=
=
n
t
tyn
y
1
1
,       
(1.5) 
V prípade okamihovej asovej rady pri rôznej vzdialenosti asových intervalov sa 
používa vážený chronologický priemer : 
    
n
n
n
dd
d
y
d
y
y
++
+
++
+
=
−
...
2
y
...
2
y
2
n1
2
21
,     
(1.6) 
kde dt, t= 2, …, n, je džka jednotlivých intervalov sledovania [6]. 
b) empirický rozptyl (variancia) ( )2 22 2
1 1
1 1n n
y t t t
t t
s y y y y
n n
= =
= − = −
 
,  
(1.7) 
c) empirická autokovarianná funkcia (k = 0, 1,…) 
   ( )( ) 2
1 1
1 1n k n k
k t t k t t k
t t
c y y y y y y y
n k n k
− −
+ +
= =
= − − = −
− −
 
,   
(1.8) 
d) empirická autokorelaná funkcia (k =0, 1,…) 
     
2
0
k k
k
y
c c
r
s c
= =        
(1.9) 
11
Keže sa jedná o odhady (empirické charakteristiky), ich výpoet má zmysel pre 
asové rady s dostatonou džkou n (n > 50, k ≤ n/4 ) [7]. 
1.3 Základné prístupy k analýze a modelovaniu asových radov 
Analýza a zostavenie samotného modelu je zložitý proces, ktorý závisí na množstve 
faktorov: type dát, džke asového radu, úelu analýzy, výpotovej technike, software 
a skúsenostiach analytika. Táto as práce v strunosti popisuje základné prístupy 
k analýze asových radov. Ich znalos je dôležitá pri selektovaní najvhodnejšej metódy, 
o samozrejme šetrí as a prináša najlepšie výsledky. 
Dekompozícia asového radu
Princíp spoíva v rozložení asovej rady na štyri základné zložky:  
1) Trendová zložka (Tt) vyjadruje dlhodobú tendenciu vývoja skúmaného javu. 
2) Cyklická zložka (Ct) vyjadruje kolísanie okolo trendu v ktorom sa striedajú 
fázy rastu a poklesu . 
3) Sezónna zložka (St), tvorí ju pravidelné kolísanie okolo trendu v dôsledku 
známych udalostí. 
4) Nesystematická zložka (at) oznaovaná aj ako reziduálna zložka. Túto zložku 
tvoria náhodné a nesystematické výkyvy ale aj chyby merania. 
V dekompozícií sa používa oznaenie It [6], v regresných modeloch ,ARIMA 
modeloch a v tomto texte pre zjednodušenie sa oznauje ako at. S touto 
zložkou dekompoziné metódy nepracujú. Táto zložka bude podrobnejšie 
popísaná v alších kapitolách.
Samotný rozklad sa robí pomocou dvoch spôsobov: 
a) Aditívny t t t t ty T S C a= + + + , t =1, 2,..., n
b) Multiplikatívny t t t ty T S C a= × × × , t =1, 2,..., n, pri tejto dekompozícií je 
trendová 
zložka meraná v rovnakých jednotkách ako yt a ostatné zložky sú bezrozmerné veliiny. 
 Medzi alšie prístupy k analýze patria lineárne kauzálne (faktorové) modely 
asto používané v ekonometrii a spektrálna analýza asových radov, ktorá využíva 
Fourierovu analýzu. S týmito modelmi spolu s dekompozíciou asového radu sa práca 
nebude alej zaobera. 
Box-Jenkinsova metodológia 
V rámci tohto prístupu sa predpokladá stacionárny asový rad. Základom pri 
analýze a vytvorení modelu je reziduálna zložka at. Práca s touto zložkou umožuje 
vytvára flexibilné modely asových radov, ktoré sú schopné adaptova sa vysokú 
variabilitu v ich priebehu. Využívajú sa predovšetkým metódy korelanej analýzy, ktorá 
popisuje závislos medzi jednotlivými pozorovaniami asového radu. Stacionarita a Box-
Jenkinsova metodológia budú popísané podrobnejšie v nasledujúcej kapitole. 
Podrobnejšie z dôvodu využitia metodológie a jej modelov pri analýze sieovej 
prevádzky. Skutonos, že tieto modely nachádzajú uplatnenie v oblasti analýzy sieovej 
prevádzky je preberaná v [12]. 
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2 Box-Jenkinsova metodológia 
2.1 Stacionarita 
 Aby bolo možné v praxi stochastický proces analyzova musí spa podmienku 
stacionarity. Analýza nestacionárneho procesu je aj napriek tomu možná. A to v prípade 
ak by sme nestacionárny proces diferencovali na iastkové procesy, ktoré už sú 
stacionárne alebo kvazistacionárne [3]. Túto možnos zatia nebudeme bra do úvahy 
a budeme uvažova iba stacionárny stochastický proces. 
Striktná stacionarita (alebo stacionarita v užšom zmysle), predpokladá, že 
rozdelenie náhodného procesu je invariantné voi posunom v ase, t.j. jeho úplný 
štatistický popis sa nemení. Pretože túto podmienku nie je jednoduché v praxi dodrža
bol zavedený pojem slabá (kovarianná) stacionarita. 
Slabá stacionarita (tiež stacionarita v širšom zmysle) je naopak menej 
obmedzujúca a požaduje aby mal príslušný stochastický proces konštantné momenty 
druhého rádu, t.j. strednú hodnotu, rozptyl. Kovarianná a korelaná funkcia slabo 
stacionárneho procesu závisí iba na asovej vzdialenosti (posunutí)  náhodných veliín a 
nie na umiestnení v asovej rade [6, 7]. asovú vzdialenos k v spojení s autokorelanou 
funkciu nazývame rádom a má významnú úlohu pri urení správneho modelu. Okrem 
iného, je obmedzenie sa na kovarianne stacionárny (asovo invariantný) stochastický 
proces výhodné aj z dôvodu zjednodušenia vzahov teoretických charakteristík. To 
znamená, že pre t =0,1,...n platí: 
a) stredná hodnota ( ) E  t tyµ µ= =                  
(2.1) 
b) rozptyl  ( ) ( )2 2 2 = var  = D  = E[( – ) ]t t t t ty y yσ µ σ=               
(2.2) 
c) autokovarianná funkcia rádu k (k = 0, ±1,…) 
  ( , )  cov ( , ) E[( – ) ( – )]k t t k t t kt t k y y y yγ γ µ µ− −= − = = ,   (2.3) 
d) autokorelaná funkcia rádu k (k = 0, ±1,…) 
    
2
0
cov( , )t t k k
k
y y γρ
σ γ
−
= = ,     (2.4) 
Ak by sme sa v praxi rozhodli vizuálne posúdi, i je rad stacionárny. Platí, že 
grafické zobrazenie stacionárneho procesu (v našom prípade asového radu) sa zdá by
ploché, t.j. bez klesajúceho, i stúpajúceho trendu. A bez periodických výkyvov alebo 
inak sezónnosti  
2.2 Autokorelaná funkcia (ACF), parciálna autokorelaná 
funkcia(PACF) 
Vzahy pre výpoet teoretickej autokorelanej funkcie rádu k (1.4) a autokorelanej 
funkcie rádu k stacionárneho asového radu (2.4) ako aj jej odhad (1.9) boli uvedené 
v predchádzajúcej kapitole. Pre úplnos, hodnoty tejto funkcie sa nazývajú ako 
autokorelácia rádu k . Pre obor hodnôt autokorelanej funkcie rádu k funkcie vždy platí 
 |ρk| ≤ 1 pre všetky k >0      (2.5) 
pre k = 0 je autokorelaná funkcia rovná 1, ρ0=1.  
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Pozn.: V nasledujúcom texte budeme pre autokorelanú funkciu používa skratku ACF z 
anglického názvu Autocorrelation Function a obdobne skratku PACF pre parciálnu 
autokorelanú funkciu.
Priebeh ACF je významným faktorom pri výbere modelu pre danú asovú radu. 
V podstate sa snažíme uri takú hodnotu vzdialenosti resp. rádu k, pri ktorej zaína by
teoretická ACF nulová, k = k0. Prípadne môžeme zisti, že takáto hodnota vôbec 
neexistuje. Z poznatkov o ACF môžeme usúdi, že tento bod predstavuje akúsi hraninú 
vzdialenos, pri ktorej hodnoty asovej rady prestávajú by na sebe závislé. Nakoko 
teoretické hodnoty ρk nepoznáme, jedinou možnosou ako overi túto hypotézu je 
výpoet jej odhadu (1.9)z pozorovaní. Funkcia rk je odhadom funkcie ρk, nazývame ju aj 
výberová autokorelácia s oneskorením k. Pre úplnos je postup výpotu rk rozpísaný vo 
vzahu (2.6). 
( ) ( )
( )
1
2
1
ˆ
n
t t k
t k
k k n
t
t
y y y y
r
y y
ρ
−
= +
=
− −
= =
−


,  k =1, 2, ..., n–1.   (2.6) 
Testuje sa teda nulová hypotéza H0: 1 = 2 = ... = k = 0 proti hypotéze H1: non H0. Pri 
rozhodovaní o pravdivosti jednej alebo druhej hypotézy porovnávame vypoítanú 
hodnotu |rk| s dvojnásobkom smerodajnej odchýlky funkcie rk , teda s hodnotou 2σ(rk). 
Voba hodnoty dvojnásobku σ(rk) približne zodpovedá 5% hladine významnosti testu.
Pre stanovenie smerodajnej odchýlky σ(rk) sa používa Bartlettova aproximácia (2.7) [7]. 
Ak je k = 0 pre k>k0, potom platí 
( ) 0 2
1
1
1 2
k
k j
j
r r
n
σ
=
 
≈ +
 
 

,     (2.7) 
Nesmieme zabúda na fakt, že bod k spajúci hypotézu nemusí vôbec existova. 
 Korelácia medzi náhodnými veliinami yt a yt–k môže by spôsobená aj ich 
koreláciou s veliinami yt –1, yt–2 ,... yt–k+1 t.j. veliinami ležiacich medzi nimi [6]. 
Parciálna autokorelaná funkcia (PACF) tento fakt zohaduje a vyjadruje závislos
medzi yt a yt–k “oistenú” o vplyv veliín yt –1, yt–2 ,... yt–k+1 . PACF s oneskorením k
popisuje parciálny regresný koeficient φkk v autoregresii k-teho rádu  
    1 1 2 2 ...t k t k t kk t k ty y y y eφ φ φ− − −= + + + +    (2.8) 
kde veliina et nekoreluje s veliinami yt–j, j = 1, 2, ...,k. Zo vzahu autoregresie (2.8)[6] 
je zjavné, že regresné koeficient φk1, φk2, ... φkk môžeme chápa ako váhy, ktorými sú 
váhované hodnoty asového radu. Odhady fkk PACF kk sa vypoítajú poda Durbinovho 
rekurzívneho vzahu (2.9)(2.10) [6]. 
1
1,
1
1
1,
1
ˆ
1
k
k k j k j
j
kk kk k
k j j
j
r f r
f
f r
ρ
−
− −
=
−
−
=
−
= =
−


, pre ∀ k >1,   (2.9) 
kde 1, 1,kj k j kk k k jf f f f− − −= − , pre j = 1, 2, …, k–1.     (2.10) 
Podobne ako u ACF aj u PACF je pre výber vhodného modelu dôležité overi
hypotézu o existencii identifikaného bodu k0 a pokia existuje zisti jeho hodnotu. 
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Postupuje sa analogicky ako v prípade ACF. Smerodajná odchýlka fkk , sa poíta 
pomocou Quenouilleovej aproximácie [7]. Ak je ρkk = 0, potom platí 
( ) 1kkf nσ ≈ , k > k0     (2.11) 
2.2.1 Autokorelácia reziduí 
 Reziduálnu zložku s oznaením at, t = 1, 2, ..., n  predstavuje biely šum
s normálnym rozdelením N(0, σa
2). To znamená, že ide o stacionárny stochastický proces 
tzv. IID proces (proces s nezávislým rozdelením pravdepodobnosti), v ktorom at, t = 1, 2, 
..., n sú nekorelované premenné s obvykle nulovou strednou hodnotu a s konštantným 
rozptylom σa
2. Autokovarianná funkcia takéhoto procesu je taktiež rovná nule. 
Zmienené vlastnosti sú matematicky vyjadrené  podmienkami: (2.21), (2.22), (2.23). 
Špeciálnym prípadom je gaussovský šum, proces s normálnym rozdelením N(0, σa
2 = 1). 
V modeloch reziduálna zložka reprezentuje napríklad chyby v meraní, zlú vobu 
regresného modelu a rôzne iné vplyvy. V odbornej literatúre sa pre túto zložku používa 
rôzne oznaenie , najastejšie však epsilon, v tejto práci budeme z dôvodu prehadnosti 
využíva oznaenie at. 
Reziduálna autokorelaná funkcia 
Obdobne, ako autokorelaná funkcia, aj reziduálna autokorelaná funkcia vyjadruje 
mieru lineárnej závislosti asovo oneskorených veliín at a at-k. Autokorelácia reziduí je 
definovaná vzahom 
1
2
1
ˆ
T
t t k
t k
k k T
t
t
â â
r
â
ρ
−
= +
=
= =


     (2.12) 
Pomocou reziduálnych (nesystematických) zložiek at môžeme modelova
jednoduchý typ autokorelácie 
1 1t t ty a aρ −= + .     (2.13) 
Parameter ρ1 nadobúda hodnoty z intervalu -1, 1	, vi. popis oboru autokorelanej 
funkcie (2.5). Hodnoty blízke 1 napovedajú, že ide o pozitívnu koreláciu. Naopak 
hodnoty blízke -1 signifikujú zápornú koreláciu. V prípade nekorelovanosti nadobúda 
reziduálna autokorelaná funkcia, respektíve parameter ρ1, hodnotu rovnú 0. Vzah 
(2.13) popisuje proces kzavých sútov 1. rádu (MA(1), preto ρ1 ).  
Durbin–Watsonov test 
Pre overenie nekorelovanosti nesystematickej zložky sa používa Durbin-Watsonov 
test [6]. Testujeme pomocou prvého koeficientu autokorelácie ρ1. Ako nulovú hypotézu 
považujeme rovnos  
H0: 1 = 0 autokorelácia neexistuje, t.j. cov(at, at-1) = 0. 
H1: 1 ≠ 0 zamietnutie nulovej hypotézy, autokorelácia existuje. 
Testovacou štatistikou je Durbin–Watsonovo kritérium, ktoré má tvar 
2
2
2
1
( )
T
t t k
t
T
t
t
â â
DW
â
−
=
=
−
=


     (2.14) 
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a nadobúda hodnoty z intervalu 0, 4	. Po aproximácií 2(1 )DW ρ= −   vzahu (2.14) 
dostaneme nám známy vzah 
1
2
1
2
1
ˆ
T
t t
t
T
t
t
â â
â
ρ
−
=
=
=


 (vi. autokorelanú funkciu reziduí (2.12)). 
Po dosadení a na základe porovnania DW a 1ρˆ   môžeme usúdi, že pri malých hodnotách 
DW vykazuje rad pozitívnu autokoreláciu (DW=0, 1ˆ 1ρ = ). Veké hodnoty DW 
identifikujú zápornú autokoreláciu  (DW=4, 1ˆ 1ρ = − ). V prípade DW=2 je 1ˆ 0ρ = , ide 
o jasnú nekorelovanos. Správne rozhodnutie o zamietnutí alebo nezamietnutí testovanej 
hypotézy na 5% hladine významnosti, prípadne nutnos zvýšenia T a opakovanie testu 
(2.14), vyžaduje urenie kritických hodnôt, ktoré sú uvedené v prílohe literatúry [6]. 
2.3 Lineárny proces a lineárne modely 
Lineárny proces môžeme definova ako nekonený rad: 
    1 1 2 2 ...t t t ty a a aψ ψ− −= + + + ,    (2.15) 
kde ψi sú vzájomne nekorelované parametre a zložky at reprezentujú biely šum 
s nulovou strednou hodnotou a rozptylom σa
2. Pri zápise lineárneho procesu sa asto 
používa operátor spätného posunutia B, pre ktorý platí B j t t jy y −=  to isté platí pre 
zložku at, ktorá bola spomenutá pri pojednávaní o dekompoziných metódach, 
B j t t ja a −= . Pomocou operátora B sa vzah (2.15) dá zapísa v tvare ( )Bt ty aψ= , kde  
   ( ) 21 2
1
B 1 B+ B ... 1 B jj
j
ψ ψ ψ ψ
∞
=
= + + = +

.   (2.16) 
Podmienka stacionarity: Lineárny proces existuje, ak platí, že ψ(B) konverguje pre 
|B|≤1, B je obyajná íselná premenná. Táto podmienka zaruuje stacionaritu lineárneho 
a nulovos jeho strednej hodnoty E(yt) = 0. 
Prax vyžaduje, aby sa súasná hodnota yt lineárneho procesu dala vyjadri
pomocou hodnôt predchádzajúcich yt –1, yt–2 ,... a súasnej hodnoty bieleho šumu at
v tvare 
    1 1 2 2 ...t t t ty y y aφ φ− −= + + +     (2.17) 
a pomocou operátoru posunutia B môžeme (2.17) zapísa ( )B t ty aφ =  kde  
   ( ) 1 2
1
B 1 B B ... 1 B jj
j
φ φ φ φ
∞
=
= − − − = −

.   (2.18) 
Lineárne procesy, ktoré sa dajú takto vyjadri sa nazývajú invertibilné. Podmienka 
invertibility: Lineárny proces je invertibilný, ak φ (B) konverguje pre |B|≤1. Vzah 
medzi parametrami ψj a φj získame z podmienky  ψ(B) φ (B)=1. Pri výpote pracujeme s 
ψ(B) a φ(B) ako s mocninovými radami. Po dosadení(2.17) a (2.18) dostaneme 
   ( ) ( )1 1 2 1 1 21 B B ... 1ψ φ ψ φψ φ+ − + − − + = ,   (2.19) 
po úprave (2.19) získame ψ1 = φ1, ψ2 –φ1ψ1 –φ2 = 0, …analogicky. 
V Box-Jenkinsovej metodológií majú praktický význam procesy s konený, o 
najmenším potom  nenulových parametrov. Parametre sa volia tak aby vyhovovali 
podmienkam pre stacionaritu a invertibilitu. 
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2.3.1 Proces kzavých sútov MA(q) 
 Proces kzavých sútov je asto oznaovaný ako proces kzavých priemerov 
(Moving Average), v odbornej terminológií sa používa skratka MA(q). 
( )1 1 ... Bt t t q t q q ty a a a aθ θ θ− −= + + + =    (2.20) 
Vzah (2.20) popisuje proces kzavých sútov rádu q. Mocninová rada 
( )
1
B 1 B
q
j
q j
j
θ θ
=
= +

predstavuje operátor kzavých sútov, pri analýze odhadujeme 
parametre procesu θ1, θ2,…, θq , ktoré sú reálne ísla.  
Pre zložky bieleho šumu at platí: 
( )E   0ta = , pre ∀ t,      (2.21) 
( ) ( )2 2D   E   0t t aa a σ= = > ,    (2.22)  
( ) ( )cov ,   E   0t s t sa a a a= = , pre t ≠ s   (2.23) 
Samotný proces MA(q) má tieto vlastnosti [6, 7]: 
1) Je vždy stacionárny, θq(B) konverguje pre ubovoné hodnoty parametrov. 
2) Stredná hodnota je nulová E(yt) = 0 
3) Pre varianciu (rozptyl) platí: ( ) 2 2
1
var 1
q
t a j
j
y σ θ
=
 
= +
 
 

4) ACF má tvar 1 1
2
1
...
1
k k q k q
k q
j
j
θ θ θ θ θρ
θ
+ −
=
+ + +
=
 
+
 
 

. Identifikaný bod k0 = q. 
5) Parciálna autokorelaná funkcia fkk procesu MA(q) nemá identifikaný bod. 
6) Proces MA(q) je invertibilný, ak všetky jeho nulové body, korene polynómu θq(B) = 
0, ležia vo vnútri jednotkovej kružnice [6]. To znamená, že pre korene tohto 
polynómu musí plati |θq| < 1. 
Z uvedených vlastností je dôležité zapamäta si 1) a 6). Z týchto vlastností vyplýva, že 
stacionarita MA(q) je zaruená. Naopak invertibilitu musíme pri stanovení modelu 
otestova. 
2.3.2 Autoregresný proces AR(p) 
Autoregresný proces rádu p oznaovaný ako AR(p) je definovaný tvarom 
   1 1 2 2 ...t t t p t p ty y y y aφ φ φ− − −= + + + + .   (2.24) 
Proces AR(1) má len prvý parameter φ1. Ten môžeme chápa ako indikátor pamäti 
procesu, ím je jeho absolútna hodnota bližšia hodnote 1, tým bude pamä dlhšia, 
a naopak, ím bude φ1 bližší nule, tým bude pamä kratšia. Ak je rovný nule, ACF je 
nulová , proces nemá pamä a tým pádom ide iba o samotný proces šumu at. 
S použitím operátora spätného posunutia môžeme napísa ( )B t ty aφ = , kde  
     ( ) 21 2B 1 B B ... Bppφ φ φ φ= − − − −
je autoregresný operátor. 
Základné vlastnosti procesu AR(p)[6, 7]: 
1) AR(p) je stacionárny, ak všetky korene polynómu φp(B) ležia vo vnútri jednotkovej 
kružnice. 
2) Pre strednú hodnotu platí E(yt) = 0 
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3) Pre rozptyl platí 
( )
2
1 1 2 2
var
1 ...
a
t
p p
y
σ
φ ρ φ ρ φ ρ= − − − − .    (2.25) 
4) ACF procesu AR(p) spa sústavu diferenných rovníc 
   1 1 1 2 ...k k k p k pρ φ ρ φ ρ φ ρ− − −= + + + , pre k > 0.   (2.26) 
ACF je lineárna kombinácia klesajúcich geometrických postupností sínusoíd rôznych 
frekvencií s geometricky klesajúcimi amplitúdami [7]. 
5) PACF fkk má identifikaný bod k0 = p, z oho vyplýva, že fkk = 0 pre k > p. 
6) Proces AR(p) je invertibilný pre ubovoné hodnoty parametrov. 
2.3.3 Zmiešaný proces ARMA(p, q) 
Kvôli rozliným vlastnostiam jednotlivých procesov/modelov sa v praxi používajú 
zmiešané modely. Zmiešaný model procesov AR(p) a MA(q) sa oznauje ARMA (p, q). 
Proces rádu p a q je definovaný vzahom 
1 1 2 2 1 1 2 2... ...t t t p t p t t t q t qy y y y a a a aφ φ φ θ θ θ− − − − − −= + + + + + + + +   (2.27) 
alebo pomocou operátora spätného posunutia 
     ( ) ( )B Bp t q ty aφ θ=       
kde φ (B) je autoregresný operátor a θ (B) operátor kzavých sútov. Vlastnosti 
zmiešaného proces sa dajú odvodi z vlastností iastkových procesov AR(p) a MA(q). 
1) ARMA (p, q) je stacionárny, ak je stacionárny proces AR(p). Teda platí |	1| < 1 
2) Stredná hodnota stacionárneho ARMA (p, q)  je nulová. 
3) ACF vyhovuje sústave diferenných rovníc (2.26) pre k > q. Nemá identifikaný 
bod a po prvých q – p hodnotách predstavuje lineárnu kombináciu klesajúcich 
geometrických postupností a sínusoíd rôznych frekvencií s klesajúcimi amplitúdami. 
4) To isté ako v bode 3, platí aj pre PACF tohto procesu. 
5) ARMA proces je invertibilný ak je invertibilný proces MA(q) |φ1| < 1. 
V praxi sa najastejšie stretneme s modelom ARMA(1,1). Z defininého vzahu 
(2.27) je zrejmé, že ak pri procese ARMA(1,1) φ1 = 0, proces sa redukuje na proces 
MA(1) a naopak, ak 1 = 0, ARMA(1,1) sa redukuje na proces AR(1). Proces 
ARMA(1,1) je invertibilný ak |θ1| < 1 a stacionárny ak |φ1| < 1 
2.3.4 Integrované procesy ARIMA(p, d, q) 
Tento model je urený pre popis asových radov, ktoré nemusia by stacionárne. Je 
však nutné aby sa dal previes na stacionárny. To sa realizuje diferencovaním na 
iastkové rady, ktoré už sú stacionárne. Zmiešaný integrovaný model ARIMA (p, d, q) sa 
popisuje vzahom 
( ) ( )B Bdp t q ty aφ θ∆ =     (2.28) 
∆d yt predstavuje asový rad skonštruovaný diferenciáciou pôvodného asového radu a d
vyjadruje rád tejto diferenciácie.∆ =(1–B) je diferenný operátor. Môžeme napísa:  
( )1– B dd t ty y∆ =      (2.29) 
Ak by sme použili diferencovanie napríklad rádu d = 1, 2,… dostali by sme pre d = 
1 ∆ yt = yt – yt–1, a pre d = 2, ∆2 yt = yt – 2 yt –1 + yt –2 a analogicky. 
Zostavenie takéhoto modelu sa realizuje v dvoch krokoch: 
1) Najskôr sa pôvodný asový rad yt prevedie diferencovaním, respektíve vhodnou 
transformáciou pred diferencovaním, na stacionárny rad ∆d yt. Diferencovaním sa 
pôvodný asový rad skráti. 
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2) Ako alší krok sa aplikuje zmiešaný model ARMA (p, q) 
Otázkou zostáva výber vhodného rádu diferenciácie t.j. parametru d. Existuje 
niekoko spôsobov: 
a) Vizuálne posúdenie stacionarity asového radu yt a diferencovaných 
radov    ∆d yt , d = 1, 2, … . 
b) Skúmanie odhadov ACF rk pre rady yt a ∆d yt. Ak hodnoty rk klesajú 
pomaly, vyskytuje sa dlhodobá závislos, je nutné diferencova znovu. 
c) alšou možnosou je skúmanie odhadov rozptylu pre pôvodnú asový rad 
a diferencované asové rady. Výsledkom je voba hodnoty parametra d, 
ktorá so sebou prináša najmenšiu hodnotu odhadu rozptylu. 
o sa týka transformácií pre diferencovanie asového radu, najastejšie sa používa 
Box-Jenkinsova transformácia v tvare 
( )        pre 0
log   pre 0
t
t
t
y
y
y
λ
λ λ
λ

 ≠
=

=

.    (2.30) 
Priom hodnota parametra λ sa uruje graficky [10]. asový rad sa rozdelí na kratšie 
úseky v každom úseku sa urí aritmetický priemer hodnôt m a rozdiel medzi maximálnou 
a minimálnou hodnotou r. Zostrojí sa graf závislosti r na m. Pre výber optimálneho λ
potom platí: 
1) Ak je hodnota r konštantná alebo približne konštantná volí sa λ=1 
2) Ak hodnota r rastie lineárne s m volí sa λ = 0 
3) Hodnota r rastie rýchlejšie ako lineárne, λ < 0 
4) Ak r pomalšie ako lineárne, volí sa 0 < λ < 1 
Procesy ARIMA(p, d, q) sa asto oznaujú ako integrované procesy rádu d s 
oznaením I(d). V jednoduchosti môžeme poveda, že ak po diferencovaní asového 
modelu, pomocou transformácie, aplikujeme model ARMA(p, q). Vo vzahu 
k pôvodnému asovému radu sme vytvorili ARIMA(p, d, q).  
asový rad | diferenciácia | ARMA(p, q) = asový rad | ARIMA(p , d, q) 
Matematické vyjadrenie konkrétneho modelu 
Príkladom jednoduchého modelu ARIMA je ARIMA(0,1,0), ktorý vznikne 
diferencovaním pôvodného asového radu. Zo zápisu (0, 1, 0) sú zrejmé hodnoty 
jednotlivých rádov: p = 0, d = 1, q = 0. Dosadením hodnôt parametrov p, d, q do (2.28) 
a využitím vzahu (2.29) môžeme model pomocou operátora spätného posunutia vyjadri v 
tvare: 
1
0 0(B)(1 - B) y  = c + (B)a
d
p t q tφ θ== = .   (2.31) 
Keže rády p a q sú rovné nule, model nebude obsahova autoregresný operátor φ (B) a ani 
operátor kzavých sútov θ (B), zápis sa nám zjednoduší na tvar: 
1(1 - B) y  = c + ad t t
= ,     (2.32) 
kde c predstavuje konštantu rovnú strednej hodnote µ asového radu, a ktorej významnos by 
sme mali pred zápisom do vyjadrenia modelu otestova. Zápis modelu ARIMA(0, 1, 0) so 
štatisticky významnou konštantou c (2.32) môžeme napokon vyjadri bez operátora spätného 
posunutia takto: 
t 1t ty c y a−= + + .     (2.33) 
Model (2.33) oznaujeme, ako model s tvarom náhodnej prechádzky.  
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2.4 Nelineárny proces a nelineárne modely 
Nelineárny proces sa dá popísa nasledujúcou štruktúrou [11]: 
( ) ( )1 2 1 2, ,... , ,...t t t t t ty g a a a h a a− − − −= +    (2.34) 
kde stredná podmienená hodnota tohto procesu je  
[ ] ( )1 1 2| , ,...t t t tE y y g a a− − −=     (2.35) 
a podmienený rozptyl (variancia) 
{ ( ) } ( ){ }221 1 1 2var[ | ] [ ] | , ,...t t t t t t ty y E y E y y h a a− − − − = − =
 
 (2.36) 
Funkcia g(.) zodpovedá podmienenej strednej hodnote procesu yt , a funkcia h(.) je 
koeficientom úmernosti medzi zmenou yt a at [11]. Zo vzahu (2.35) vyplýva, že ak je 
g(.) nelineárna tak potom je model nelineárny v strednej hodnote. A poda vzahu (2.36) 
ak je nelineárna funkcia h(.) potom je aj model nelineárny v rozptyle. 
Podmienený rozptyl (variancia)  
Pri urení podmieneného rozptylu vychádzame z teórie pravdepodobnosti, 
konkrétne podmienenej pravdepodobnosti [8], kde náhodné premenné sú na sebe závislé. 
Majme dve závislé náhodné premenné X a Y. Potom pre rozptyl premennej X
podmienenej Y platí: 
var( | ) [ [( | )] | ]X Y E X E X Y Y= −     (2.37) 
V prípade, ak by X a Y boli nezávislé: var( | ) var( )X Y X= . 
Predstavme si teraz nasledujúci príklad modelu nelineárneho v strednej hodnote 
avšak lineárneho v rozptyle. je NMA model (Nonlinear Moving Average), ktorý popisuje 
vzah  
2
1t t ty a aα −= +      (2.38) 
kde g(.) = 2 1taα −  a h(.) = 1 [11].  
2.4.1 Heteroskedasticita 
Klasický lineárny regresný model je charakterizovaný požiadavkou koneného 
a konštantného rozptylu náhodných zložiek ( ) 2D ty σ=  pre ∀ t. Taktiež táto požiadavka 
platí pre rezíduá modelu, ( ) 2D ta σ=  pre ∀ t, odborne nazýva homoskedasticita. Proces s 
koneným a konštantným rozptylom zložiek môžeme oznai ako homoskedastický.  
Naopak, v prípade náhodného výberu pozorovaní, v ktorom dochádza k vekým 
zmenám hodnôt (vysoká variabilita) hovoríme o opanom jave heteroskedasticite [17]. V 
takomto prípade je porušená podmienka a môžeme zapísa ( ) 2D ta σ≠  pre ∀ t.  
Za príiny výskytu heteroskedasticity môžeme oznai samotné pozorovania (v 
našom prípade sledovaný asový rad). Významnú úlohu hrá aj existencia chýb meraní. 
alšou astou príinou je nesprávna špecifikácia modelu, spoívajúcu vo vynechaní 
významnej premennej, alebo v použití skupinových priemerov namiesto pôvodných 
pozorovaní [17]. Vo väšine prípadov je však ažké uri príinu heteroskedasticity, 
preto sa ju snažíme odstráni rôznymi transformáciami (napr. logaritmická). V prípade 
výskytu heteroskedasticity v samotnej podstate dát, je vhodnejšie pri procese vytvárania 
modelu zohadni túto vlastnos a využi modely schopné zachyti heteroskedasticitu. 
Heteroskedasticita je, strune, pojem pre v ase premenný a nekonený rozptyl 
náhodných porúch a reziduí.  
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2.4.1 Proces ARCH(q) 
V posledných rokoch vývoj  rôznych odvetví, v ktorých sa aplikuje analýza asovej 
rady podnecuje k využívaniu nelineárnych modelov. Predpokladá sa, že aj zdanlivá 
nezávislos volatívnych javov (nestálych alebo s vekou variabilitou) môže by pomocou 
analýzy asových radov predikovaná na základe existujúcej nelineárnej závislosti. 
Ukázalo sa, že ARCH modely sú vhodným nástrojom pre takúto analýzu. Skratka ARCH 
pochádza z anglického názvu pre autoregresívnu podmienenú heteroskedasticitu 
(Autoregressive Conditional Heteroskedasticity). Zaviedol ich v roku 1982 Engle [11].  
Ak si všimneme napríklad vzah (2.24) pre lineárny proces AR(p), reziduálna 
zložka at je aditívne pridaná k inováciám. Keže at má konštantný a konený rozptyl 
(2.22), AR(p) model je schopný úspešne modelova proces iba pod podmienkou jeho 
konštantného rozptylu.  
ARCH model však dovouje modelova zmenu podmieneného rozptylu a zmeny 
minulých odchýlok v ase. Okrem toho rozlišuje medzi podmieneným rozptylom 
a nepodmieneným rozptyl. Nepodmienený rozptyl na rozdiel od podmieneného 
zachováva konštantný [16]. Tieto vlastnosti umožujú iastone popísa nelinearitu, 
poradi si s hromadením chýb a predovšetkým predikova náhle zmeny [11]. 
Poda Engleho, ARCH proces matematicky definuje vzah:  
2
1t t ty a aα −= ,     (2.39) 
kde funkcia g(.) = 0, a h(.) = 2 1taα − , preto je tento model (na rozdiel od NMA modelu) 
nelineárny v rozptyle, ale lineárny v strednej hodnote [11].  
Na základe vyššie definovaného procesu (2.39) navrhol Engle nasledujúci model, 
ktorý má za úlohu zachyti sériovú koreláciu javov s vysokou variabilitou [11]: 
2 2( ) tLσ ω α η= + ,     (2.40) 
kde ( )Lα  oznauje polynóm reprezentujúci oneskorené parametre, 1|t tη −Ψ  sú inovácie 
s rozdelením 2 1(0, )tN σ − . ARCH model charakterizuje distribúciu stochastických 
odchýlok at podmienených skutonými hodnotami série premenných 
{ }1 1 1 2 2, , , ,...t t t t ty x y x− − − − −Ψ = . 
Po úpravách v (2.40) môžeme zapísa ekvivalentnú reprezentáciu ARCH (q) model 
takto: 
2 2
1
p
t i t i
i
aσ ω α
−
=
= +

     (2.41) 
V tomto prípade pre nesystematické zložky at pre ∀ t platí 2 ,t t ta η σ=  t.j. majú 
premenlivý (nekonštantný) rozptyl. Oznaenie tη  je pre inovácie, ktoré majú charakter 
šumu 2(0, ) (0,1)t tN Nη σ=  [19], kde rozloženie (0,1)N  indikuje Gaussovský šum. Zo 
vzahu (2.41) je vidie asovú závislos rozptylu.  
 Poda literatúry [7, 11], je možné bez straty všeobecnej platnosti definova
jednoduchý ARCH model: 
2
1t t ty a a −=      (2.42) 
Pripomenieme si, že at predstavuje biely šum s vlastnosami popísanými v podkapitole 
2.2.1. 
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o sa týka vlastností procesu (2.42), popíšeme si ich v nasledujúcich výpotoch 
[7]: 
( ) ( ) ( ) ( )2 21 1 0t t t t tE y E a a E a E a− −= = =      (2.43) 
( ) ( ) ( ) ( ) ( ) ( )*2 4 2 4 2 4 2 61 1var 3 3t t t t t t a a ay E y E a a E a E a σ σ σ− −= = = = =   (2.44) 
( ) ( ) ( ) ( )2 2 2 21 1 1 1 1| 0,  pre 0t t h t t t h t t t t h t hE y y E a a a a E a E a a a h− − − − − − − − −= = = >  (2.45) 
* využili sme poznatok o normovanom momente 4. rádu ( )4tE a nazývaného koeficient 
špicatosti [6], u ktorého pri normálnom rozdelení at platí (2.46). 
( ) ( )
44
* 4 4
4 4 4
( ) 3  3
tt
t t a
a a
E aa
m a E E a σ
σ σ
 
= = = → =
 
 
  (2.46) 
Z uvedených vzahov (2.43),(2.44),(2.45) sú zrejmé vlastnosti procesu yt:  
a) kovarianne (slabo) stacionárny  
b) yt má nepodmienený rozptyl var(yt) = 3σa
2 (nezávisí na ase)  
c) yt má podmienený rozptyl hodnotou yt–1  
( ) ( )2 2 41 1 1 1var | var |t t t t t a ty y a a y aσ− − − −= =    (2.47) 
na ase závisí prostredníctvom faktora 4 1ta − . Vzah (2.47) dokazuje tvrdenie o nelinearite 
ARCH modelu v rozptyle, ktoré bolo spomenuté pri definícii. 
2.4.2 Proces GARCH (p, q)  
 Vekou nevýhodou ARCH(q) modelu je, že rastúcim rádom p vzrastá náronos
výpotu, preto sa v praxi astejšie používa generalizovaný autoregresný podmienený 
heteroskedastický model GARCH (p, q) [11]: 
2 2 2
1( ) ( )t t tL Lσ ω α η β σ −= + + .    (2.48) 
Ak zvážime podobnos štruktúry s modelom ARMA(p, q), tak v modeli GARCH (p, q) 
polynóm ( )Lα  rádu “q” zodpovedá kzavým sútom MA(q) a polynóm ( )Lβ  rádu “p” 
korešponduje s prvkom autoregresný proces AR(p). Lepšie pochopenie vzahu (2.48) 
poskytuje obdobný zápis (2.50). 
Bollerslev vo svojej práci [16] vysvetuje GARCH(p, q)  proces nasledovne: nech 
at oznauje v ase diskrétny stochastický proces s reálnymi hodnotami a tΨ oznauje 
informaný súbor (sériu odchýlok oboru σ) v ase t. GARCH(p, q) proces je potom daný 
nasledujúcimi vzahmi: 
2
1| (0, )t t ta N σ−Ψ  ,     (2.49) 
2 2 2
0
1 1
2 2
0 ( ) ( )
q p
t i t i i t i
i j
t t
a
L a L
σ α α β σ
α α β σ
− −
= =
= + + =
= + +
 
   (2.50) 
kde 
  0p ≥ ,  0q >
  0 0α > , 0iα ≥ , 1,...,i q= , 
  0iβ ≥ , 1,...,i p= . 
Ak p = 0, proces sa redukuje na ARCH(q) proces. V prípade p = q = 0 nám zostane iba 
jednoduchý biely šum (zložka at). Zatia, o v ARCH(q) procese je podmienený rozptyl 
špecifikovaný len ako lineárna funkcia minulých vzoriek podmieneného rozptylu, 
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GARCH(p, q) proces zavádza aj vplyv oneskorených podmienených rozptylov. Táto 
vlastnos sa dá vníma ako druh adaptívne uiaceho sa mechanizmu. 
 Proces definovaný v (2.50) je stacionárny s vlastnosami [1]: 
( ) 0tE a = , 
1
0var( ) (1 (1) (1))ta A Bα
−
= − −  a cov( , ) 0t sa a =  pre t s≠  v jedinom prípade ak 
(1) (1) 1A B+ < . 
Najjednoduchší ale v praxi najvyužívanejší GARCH model je bezpodmienene 
GARCH(1,1) [11, 16, 18]. Matematický zápis tohto modelu dostaneme odvodením od 
všeobecného vzorca (2.50): 
2 2 2
0 1 1 1 1t t taσ α α β σ− −= + + ,   (2.51) 
priom platí 0 0α > , 1 0α ≥  a 1 0β ≥ . 
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3 Vytváranie modelu v Box-Jenkinsovej metodológií 
Vlastná konštrukcia modelu v tejto metodológií sa dá rozdeli na tri etapy: 
identifikácia, odhad parametrov a diagnostická kontrola (testovanie, verifikácia 
modelu). Postupy, popísané v nasledujúcich riadkoch demonštruje praktický príklad 
uvedený v prílohe C. 
3.1 Identifikácia modelu 
Identifikácia modelu je jedna z najažších úloh pri výstavbe modelov. Podstatou 
identifikácie je výber vhodného modelu a urenie jeho rádu. Celkový proces identifikácie 
závisí na rôznych faktoroch pojatých v úvodnej kapitole. 
V prvom rade, je vhodné preskúma graf asovej rady. V mnohých prípadoch je 
možné na prvý pohad rozpozna výskyt jednotlivých zložiek, napríklad trendu. Hoci ide 
o dos subjektívny prístup, na jeho základe sa dajú vylúi, i prija možnosti, nutnos, 
úprav. V prípade výskytu trendu, je zrejmé, že sledovaná rada nie je stacionárna, je nutné 
ju stacionarizova pomocou diferenciácie. Prípadne sa môžu previes iné úpravy ako 
linearizácia alebo Box-Jenkinsove transformácie. Transformácie je vhodné vykona pred 
vlastným diferencovaním. pretože pri diferencovaní môžeme dosta záporné hodnoty [6]. 
Ak si nie sme istý i je asový rad stacionárny, a je treba ho stacionarizova, 
zistíme si to pomocou výpotu jeho odhadov ACF a PACF. V prípade, že hodnoty ACF 
a PACF sú v prvom oneskorení k = 1 vemi blízke hodnote 1 a zárove ostatné hodnoty 
klesajú vemi pomaly, analyzovaný asový rad je nestacionárny [6] a musíme ho 
stacionarizova. 
V prípade, že stredná hodnota stacionarizovaného asového radu je nenulová, musí 
sa tento proces vycentrova. Princíp spoíva v nahradení radu yt radou t ty y− . Ak 
existujú pochybnosti o nenulovosti strednej hodnoty, používajú sa bežné štatistické testy. 
Napríklad porovnanie aritmetického priemeru ty  s dvojnásobkom smerodajnej odchýlky 
tohto priemeru (vi [10]).  
alším krokom je odhad ACF a PACF. Vo väšine prípadov staí niekoko prvých 
hodnôt týchto funkcií. Na základe, ktorých sa urí identifikaný bod k0 (kapitola 2 
funkcie ACF, PACF) , ktorý však existova vôbec nemusí. Hodnoty rádov p a q procesov 
AR a MA korešpondujú s identifikaným bodom. Nakoko odhady ACF a PACF môžu 
by navzájom silne korelované, nie je dobré spolieha sa na prvý stanovený model ale 
vyskúša viacero modelov. 
 Dobrý popis a pripomienky k postupu pri konštrukcii ARIMA modelov nájdeme 
napríklad v literatúre [14]. 
3.2 Odhad parametrov modelu 
Po identifikácií modelu sa odhady jeho parametrov postupne upresujú pomocou 
iteraných postupov. Najastejšie sa používa metóda najmenších nelineárnych štvorcov. 
Predpokladáme , že pre danú asovú radu bol zvolený model ARMA(1,1), t.j. 
model s dvoma parametrami v tvare 1 1 1 1.t t t ty y a aφ θ− −= + + Hadáme také odhady 
parametrov φ1 a θ1, pre ktoré nadobúda funkcia (3.1) minimum. 
( ) ( )21 1 1 1
1
, ,
n
t
t
S aφ θ φ θ
=
=

    (3.1) 
Hadanie minima tejto funkcie je prácne a je záležitosou numerickej matematiky. 
Z toho dôvodu sa v praxi spolieha na vhodný štatistický software, ktorý je schopný tieto 
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parametre vypoíta. Po výpote odhadu parametrov sa uruje ich presnos, ktorú by mal 
dobrý štatistický software zvládnu. 
3.3 Diagnostická kontrola (overenie) modelu 
Cieom tejto etapy je testovanie na základe, ktorej sa potvrdí vhodnos a správnos
navrhnutého modelu. Metód na testovanie existuje niekoko. Toto sú najpoužívanejšie: 
1) Metóda preparametrizovania modelu. Ak sú smerodajné odchýlky odhadnutých 
parametrov, prípadne nesystematickej zložky ta  príliš vysoké, odporúa sa použi
nový model s väším potom parametrov. V prípade ak sa odhady výrazne nelíšia 
od nuly, je treba previes redukciu potu parametrov. 
2) Metóda odhadnutých reziduí. Princíp bude demonštrovaný na modeli ARMA(1,1). 
Ak 1 1ˆ ˆ a φ θ sú odhady parametrov modelu, potom odhadnuté rezíduá sú veliiny 
1 1 1 1
ˆ ˆˆ =t t t ta y y yφ θ− −− − .Pre asový rad týchto reziduí vypoítame odhady reziduálnej 
autokorelanej funkcií pomocou vzahu 
2
ˆ ˆ
ˆ
t t k
t
k
t
t
a a
r
a
−
=


[6].     (3.2) 
Následne musíme otestova, i niektorý z autokorelaných koeficientov neprekrauje 
medze 95% intervalu spoahlivosti. To vykonáme pomocou porovnania hodnôt rk(â) s 
dvojnásobkami ich smerodajných odchýlok ( )( )ˆ2 kr aσ . Ak pre niektorú hodnotu k platí 
vzah  
( ) ( )( )ˆ ˆ2k kr a r aσ>      (3.3) 
potom rk(â) prekrauje medze 95% intervalu spoahlivosti, nesystematická zložka â je 
korelovaná a overovaný model je neadekvátny. 
3) Metóda založená na portmanteau test. Ide o testovanie štatistickej hypotézy 
adekvátnosti navrhnutého modelu. Používa sa štatistické kritérium v tvare 
( )2
1
ˆ
K
k
k
Q n r a
=
=

     (3.4) 
kde n je džka asovej rady a K je prirodzené íslo porovnatené s hodnotou n . Pre 
model ARMA (p, q) má portmanteau štatistika Q asymptotické rozdelenie 2| K p qχ − − . Ak 
pre danú hladinu významnosti α a experimentálne urené Qexp platí 
2
exp ( )K p qQ χ α− −> [7], 
overovaný model je neadekvátny na hladine významnosti α. Existuje však množstvo 
iných štatistík na urenie adekvátnosti modelu  
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4 Základné modely sieovej prevádzky 
4.1 Charakteristika sieových modelov 
Základnými parametrami, ktoré charakterizujú prevádzku v dátových sieach, sú: 
rozdelenie džky (vekosti) paketov a rozdelenie intervalov príchodu, t.j. asových 
úsekov medzi dvomi po sebe doruenými paketmi n-1 a n [1]. Existuje, samozrejme, 
mnoho alších parametrov, tie však nie sú natoko dôležité pre stanovenie modelov, 
prípadne úzko súvisia so špecifickou topológiou siete. o sa týka rozdelenia vekosti 
paketov, bolo definovaných už množstvo jednoduchých a osvedených modelov 
popisujúcich tento problém.  Ovea zložitejším problémom je vytvori efektívny model, 
ktorý popíše distribúciu intervalov príchodu. 
Staršie sieové modely sú založené na jednoduchých rozdeleniach 
pravdepodobnosti funkných za predpokladu, že v zloženej sieovej prevádzke majú tzv. 
zhluky tendenciu vymiznú a jej celkový priebeh sa vyhladí. To znamená, že s rastúcim 
potom zdrojov klesá výskyt zhlukov. Niektoré modely zhluky v sieti prakticky vôbec 
neberú do úvahy (Poissonov model) [1].  Ako sa asom a nástupom dátových sietí 
ukázalo, takéto modely nie sú príliš vhodné vzhadom na fakt, že skutoná sieová 
prevádzka vykazuje výskyt zhlukov a to v rôznych asových rozsahoch [2]. 
4.2 Poissonov model 
Poissonov model bol zavedený ešte v ére telefónnych ústrední. Z analytického 
hadiska ide o atraktívny model, vzhadom na to, že nemá žiadne pamäové nároky [2] 
(poet príchodov v asovom úseku nasledujúcom po t nie je závislý na pote príchodov 
pred t). Pomocou správnej voby jediného parametru , sa dá aplikova na prevádzku 
väšiny dátových sietí, avšak s obmedzením na asový úsek, ktorý má relatívne hladký 
priebeh a nevykazuje zhlukov os [1].  
Parameter 
 popisuje intenzitu príchodu požiadaviek, dlhodobý priemer potu 
prichádzajúcich požiadaviek a má rozmer as-1. Ako už bolo spomenuté, predpokladá sa, 
že jednotlivé príchody paketov sú nezávislé. Intervaly medzi príchodmi majú 
exponenciálne rozdelenie so strednou hodnotou λ
1
. To znamená, že poet príchodov 
paketov za asový úsek  t = t2 - t1 má Poissonovské rozdelenie so strednou hodnotou t 
[1]. 
Združením viacerých nezávislých Poissonovských procesov dostaneme nový 
Poissonov proces s intenzitou rovnou sútu iastkových intenzít 
′ = 
 [1]. Pre 
exponenciálne rozdelenie platí, že aj rozptyl je rovný 
.  
Jednoduchým spôsobom, ako zisti, že uritý prúd dát v sieti má Poissonovské 
rozdelenie, je zobrazenie histogramu intervalov príchodu a overenie, že sa jedná 
o exponenciálne klesajúcu funkciu. Vyplýva to zo vzahu pre Poissonovo rozdelenie 
(1.1) [3], ktorý popisuje pravdepodobnos príchodu n paketov v ase t. 
( ) ( ) t
n
n en
t
tp λ
λ
−
=
!
     (4.1) 
len e-t vo vzahu (1) reprezentuje klesajúcu exponenciálnu funkciu. Analogicky e-
t definuje pravdepodobnos príchodu 0 paketov v ase t, po dosadení n = 0 do (1). 
4.3 Poissonov zložený model 
Od jednoduchého Poissonovho modelu, ktorý popisuje rozdelenie intervalov 
príchodu v asovej mierke, sa zložený model odlišuje v rozšírení o priestorový popis toku 
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dát. To znamená, že popisuje príchod série alebo zhlukov paketov, ktorá dorazila v 
jednom asovom okamihu [2]. Prípadne môže sériu paketov reprezentova jeden paket s 
definovanou vekosou (jeho dátový objem). Zatia o, intervaly medzi príchodmi sérií 
majú exponenciálne rozdelenie. Vekos doruených paketov má rozdelenie geometrické. 
Z matematického hadiska je zrejmé, že na výpoet zloženého Poissonovho modelu 
je potrebné použi dva procesy. Sú teda potrebné dva parametre,  intenzita príchodu a δ
parameter z intervalu (0,1), charakterizujúci dávku paketov. Priemerný poet paketov 
v jednej sérii (dávke) je jeho prevrátená hodnota δ
1
. 
4.4 Obmedzenie Poissonovských modelov 
Vyššie diskutované rozšírenie Poissonovho modelu je jednou z ciest ako 
modelova zhlukovos, vyskytujúcu sa v sieovej prevádzke. Pre Poissonovské modely 
[1, 3] však platí centrálna limitná veta [1, wiki]. Tento teorém vysvetuje fakt, že pri 
zoskupení vekého množstva dát s istým rozdelením alebo dát s rôznymi rozdeleniami sa 
analyzované rozdelenie priblíži normálnemu rozdeleniu. S podmienkou, že hodnoty 
(analyzované dáta) sú nezávislé a majú nekonený rozptyl. Ak sa teda dostatone zvýši 
miera agregácie, zhluky sa priemerovaním nad dlhým asový rozsahom vyhladia 
a napokon (v grafickom zobrazení) dosiahnu tvar plochej krivky v strednej hodnote 
rozdelenia.  Korelácia pozorovaných hodnôt sa v takomto prípade stane bezvýznamnou. 
To však neplatí v reálnych sieach, kde sa dátová prevádzka vyznauje sebe–
podobnosou, ktorá v niektorých prípadoch vykazuje fenomén dlhodobej závislosti (Long 
Range Dependency - LRD). 
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5 Sebe–podobnos v celosvetovej sieovej prevádzke 
Na rozdiel od modelov spomenutých v Kapitole 4. skutoná sieová prevádzka 
vykazuje variabilitu vo všetkých asových mierkach. To znamená, že zhlukovos
môžeme pozorova aj vo väšom asovom úseku alebo v celom rozsahu. Štatisticky sa dá 
takáto prevádzka popísa pomocou pojmu sebe–podobnos. Sebe–podobnos je vlastnos
súvisiaca s fraktálom - objekt, ktorého vzhad zostáva vždy rovnaký bez ohadu na 
mierku pod akou ho pozorujeme [4].  
5.1 Definícia sebe–podobnosti 
Ak X = (Xt ; t = 0,1,2, …) je kovarianne stacionárny stochastický proces [3] so 
strednou hodnotou µ, rozptylom σ2 a autokorelanou funkciou r(k), k = 0,1,2, …, potom 
Xk
(m), pre všetky m ∈ N, oznauje nový asový rad získaný spriemerovaním originálnych 
asových radov X (2.1). 
( ) ( ) NkXX
m
X kmmkm
m
k ∈++= +− ,...
1
1     (5.1) 
X(m) definuje kovarianne stacionárny proces m agregovaných asových radov s 
odpovedajúcou autokorelanou funkciou r(m).  
Predpokladáme, že autokorelaná funkcia procesu X má tvar: 
( ) ( ) ∞→− kkLkkr ,~ 1β ,     (5.2) 
kde parameter 0 < β < 1 a pre funkciu L1 platí ( )( ) 1lim 1
1
=
∞→ tL
txL
t  pre všetky x > 0. 
Príkladmi takej funkcie sú L1(t) = konšt. alebo L1(t) = log(t). 
Proces X sa nazýva úplne sebe–podobný s parametrom sebe–podobnosti  
     H = 1–β/2,      (5.3) 
ak pre všetky m ∈ N platí, že agregovaný proces X(m) má po stanovení novej mierky 
pomocou mH rovnaké rozdelenie ako X. Podmienku sebe–podobnosti popisuje vzah 
(2.4), v ktorom =d oznauje rovnos distribúcií. 
( ) NmXX
m
X kmmkmH
d
t ∈∀++= +− ,...
1
1    (5.4) 
Proces je úplne sebe–podobný druhého rádu s parametrom H (2.3), ak Nm ∈∀
má ( )kmmkmH XXm +++− ...
1
1  rovnaký rozptyl a autokoreláciu ako proces X [5]. To 
znamená, že Nm ∈∀ , var(X(m))  = σ2m-β a zárove ( ) ( ) ( )βσ −== 22)( ||
2
1
kkrkr m , k = 
0,1,2,… . Kde σ2(f) je druhý centrálny diferenný operátor použitý na funkciu σ2(f (k)) = 
f( k+1) – 2f(k) +(k–1). 
Asymptoticky sebe–podobný druhého rádu s parametrom H (2.3) sa nazýva 
proces, ak sa pre veké hodnoty m, autokorelácia r(m) asymptoticky zhoduje 
s autokoreláciou r procesu X. Matematická definícia: ( ) ( )βσ −→ 22)( ||
2
1
kkr m  pre m→∞, 
k = 0,1,2,... . Príkladmi asymptoticky sebe–podobných procesov druhého rádu sú frakné 
autoregresívne procesy s integrovaným kzavým priemerom alebo v skratke frakné 
ARIMA(p, d, q) s parametrom sebe–podobnosti H = d + 1/2, kde 0 < d < 1/2. 
Intuitívne najvýznamnejšou vlastnosou sebe–podobných procesov je, že so 
zvyšujúcou  sa agregáciou korelácia nemá tendenciu sa degenerova. Naopak 
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u konvenných stochastických modelov [1, 2] sa proces  X(m) , so zvyšujúcou sa mierou 
agregácie (m→∞), mení na šum: ( ) ...3,2,1,0)( =→ kkr m  . 
Vyššie uvedené definície sebe–podobnosti vychádzajú z matematicky 
pohodlnejšieho vyjadrenia (2.5) podmienky sebe-podobnosti spojitého stochastického 
procesu X = (Xt ; t ≥ 0) s nulovou strednou hodnotou a stacionárnym prírastkom, ∀ a > 0,  
t
Hd
at XaX = ,      (5.5) 
kde obdobne =d oznauje rovnos distribúcií. 
5.2 Vizuálna demonštrácia sebe-podobnosti v sieovej prevádzke 
Vyššie popísaná teória sebe-podobnosti, sa dá vizuálne objasni na praktických 
ukážkach. Porovnaním grafov zachytenej sieovej prevádzky so synteticky generovanou 
prevádzkou. Nasledujúci súbor grafov (Obr..1) okrem vizualizácie sebe-podobnosti 
dokazuje jej existenciu v sieti Internet a  poukazuje na zlyhanie Poissonovského procesu 
zachyti vlastnos sebe-podobnosti. 
1(a)      2(a) 
1(b)      2(b) 
1(c)      2(c) 
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1(d)      2(d) 
Obr. . 1: Súbor grafov  demonštrujúcich sebe-podobos. V avom stpci, (1(a), 1(b), 1(c), 1(d)),  
asového radu HTTP požiadaviek servera EPA. V pravom stpci (2(a), 2(b), 2(c), 2(d)) náhodne 
generované ísla s Poissonovským rozdelením. 
 Budeme si všíma predovšetkým rozdelenie dvoch rozliných procesov a pri 
zmene mierky zobrazenia. Na avej strane (1(a), 1(b), 1(c), 1(d)) je graficky znázornený 
intervalový asový rad s intervalom pozorovania 1s, získaný z verejne dostupného 
archívu Internetovej prevádzky ITA („http://ita.ee.lbl.gov/html/contrib/EPA-
HTTP.html“). Jedná sa o pozorovanie prichádzajúcich HTTP požiadaviek na jeden zo 
serverov EPA (Environmental Protection Agency). Na pravej strane sú do grafov (2(a), 
2(b), 2(c), 2(d)) vynesené hodnoty náhodných ísiel s Poissonovským rozdelením 
a parametrom  λ = 2. Súbor týchto hodnôt bol generovaný v prostredí MATLAB 
pomocou funkcie poissrnd. Popis tejto funkcie je dostupný v dokumentácii na webovej 
stránke spolonosti Mathworks 
(„http://www.mathworks.com/help/toolbox/stats/poissrnd.html“). Nakoko Poissonovské 
náhodné ísla neboli generované v reálnom ase, neuvádzam pri veliine t jednotku, ale 
iba jej rozmer . Môžeme si ju však predstavi ako jednotku asu 1s. 
Vo vertikálnom smere sa grafy líšia v asovej mierke, ktorá sa smerom od indexov 
a–d zväšuje. Tieto dva 1(.) a 2(.), môžeme napísa procesy, sa pri malej mierke (t=10) 
prakticky nedajú od seba rozozna. So zväšujúcou sa mierkou si môžeme všimnú, že 
jeho rozdelenie procesu 2(.) sa približuje normálnemu rozdeleniu, t.j. má charakter 
bieleho šumu. Tento fakt popisuje už spomínaná centrálna limitná veta a pri modelovaní 
prevádzky s vysokou variabilitou je nežiaduci. Naopak v procese 1(.) je aj po zväšení 
mierky (agregácií hodnôt) pozorovatená uritá variabilita.  
Pre úplnos uvádzam, že adekvátnejšie porovnanie reálnej a synteticky generovanej 
prevádzky je popísané v literatúre [5] Adekvátnejšie z  dôvodu grafického zobrazenia, 
kde je [5] vynesený asový rad s rôzne vekým intervalom pozorovania, to lepšie 
vystihuje agregáciu. V našom prípade (Obr..1) sa mení iba mierka zobrazenia 
(horizontálna os) nie interval pozorovania. Hodnoty na vertikálnej osi v každom grafe 
stále odpovedajú potu paketov za 1s So zmenou intervalu pozorovania, napríklad z 1s na 
10s, by boli na vertikálnu os vynesené podstatne vyššie hodnoty rovnajúce sa sume 
zachytených paketov poas 10 s Na vysvetlenie charakteru reálnej prevádzky a dôkaz 
sebe-podobnosti je Obr..1 postaujúci. 
5.3 Dlhodobá závislos (LRD) 
 Sebe–podobný proces vykazuje dlhodobú závislos. To znamená, že 
autokorelaná funkcia takéhoto procesu má charakter pomaly klesajúcej funkcie. Klesá 
pomalšie ako exponenciálne a krivka jej rozpadu je skôr mocninová. V praxi to znamená, 
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že stavy (udalosti) v systéme procesu, ktoré nastali pred asovým okamihom t , budú ma
vplyv na proces ešte aleko v budúcnosti za okamihom t. 
5.4 Vplyv riadenia a kontroly TCP prevádzky 
Po objavení sebe–podobnosti v sieovej prevádzke, boli publikované výsledky 
niekokých štúdií demonštrujúcich podcenenie variability (zhlukovosti) v TCP prevádzke 
[1, 2, 4, 5, 13].  Dramaticky zmenil situáciu vývoj systémov urených na riadenie a 
dohad zahltenia v dátových sieach najmä o sa týka TCP prevádzky. Toky paketov už 
viac nevykazujú plnú nezávislos, o bol dôležitý predpoklad pre tradiné sieové 
modely [1]. Prevádzka je podmienená rôznymi stavmi v sieti, ktoré fungujú ako spúšae. 
Napríklad zahltenie siete, ktoré aktivuje systémy pre riadenie zahltenia. Táto závislos
spôsobuje obmedzenia vo využití niektorých modelov a mala by by rešpektovaná.  
Pozor, je dôležité uvedomi si, že riadenie a kontrola TCP prevádzky nie je 
príinou výskytu sebe–podobnosti, ani ju neodstráni a ani jej vplyv nezmierni [1]. 
V oblasti komunikácií, má a bude ma manažment a optimalizácia prevádzky v 
sieach vekú úlohu. Nevyhnutným  predpokladom pre efektívne projektovanie, riadenie, 
a dohad siete je predovšetkým ich analýza a predikcia, ako výsledok analýzy. Pre tieto 
úely boli zavedené modely asových radov, ktoré sa vyznaujú schopnosou zachyti
špecifické vlastnosti sieovej prevádzky. V nasledujúcej kapitole bude popísaný vybraný 
model pre predikciu sieovej prevádzky. 
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6 Zmiešaný model ARIMA/GARCH 
Na základe predchádzajúcej štúdií konkrétnych modelov spolu so 
zvážením referencií v literatúre [12] som zvolil zmiešaný ARIMA/GARCH model ako 
najvhodnejší k otestovaniu možností jeho využitia pri analýze a predikcii zachytenej 
sieovej prevádzky. V tejto kapitole bude bližšie popísaný samotný model 
ARIMA/GARCH, a postup pri konštrukcii modelu. Nasledujúci text je súhrnom všetkých 
,doposia prebratých, faktov, ktoré sa týkajú modelovania asových radov 
6.1 Úvod k zloženému ARIMA/GARCH modelu 
Už zo samotného názvu vyplýva, že sa jedná o kombináciu dvoch modelov 
lineárneho ARIMA(p,d,q) a nelineárneho modelu GARCH(p, q). Model môžeme oznai
aj ako model podmienenej strednej hodnoty a podmieneného rozptylu. V nasledujúcich 
riadkoch si tento model vyjadríme matematicky. Aby nedošlo k zámene parametrov 
oznaujúcich rády jednotlivých modelov, u modelu ARIMA budeme používa namiesto 
parametra p parameter r, oznaujúci rád autoregresného procesu (AR). Oznaenie rádu q
procesu kzavých sútov (MA) nahradíme premennou m. Oznaenie rádu diferenciácie d
a rádov procesu GARCH p a q necháme bez zmeny. Zápis ARIMA modelu bude 
nasledovný ARIMA(r, d, m). 
Nech ty  sú série, ktoré chceme modelova, potom všeobecný model podmienenej 
strednej hodnoty (ARIMA(r, d, m)) vyjadruje nasledujúci zápis: 
1 1
( ) ( ) ( ),
r m
d d d
t i t i t j t j
i j
y y a yφ θ
− −
= =
∇ = ∇ + + ∇
 
   (6.1) 
Pripomeme si, že miesto zápisu (6.1) môžeme použi aj tvar (vi. podkapitola 2.3.4):  
         ( ) ( )B Bdp t q ty aφ θ∆ =       
kde 2(0, )t ta N σ , (.)φ  a (.)θ  predstavujú polynómy r-tého a m-tého stupa, B je operátor 
spätného posunutia ( B j t t jy y −= , B
j
t t ja a −= , 0, 1, 2,...j = ± ± ), hodnota d hovorí o stupni 
diferenciácie. Premenná ta  oznauje inovácie originálneho asového radu.  
1 (1 )t t t ty y y B y−∇ = − = −     (6.2) 
Vzah (6.2) definuje diferenný operátor s oneskorením „lag“ = 1. 
Teraz definujme podmienený rozptyl inovácií ta , pre ktorý platí [12]: 
2 2
1 1( ) ( )t t t t tv y E aσ − −= =     (6.3) 
V pojednávaní o ARCH(p) procese (podkapitola 2.4.1) sme uviedli, že podstata jeho 
použitia spoíva v schopnosti rozlíši podmienený a nepodmienený rozptyl v procese 
inovácií ta . Termín „podmienený“ jednoznane naznauje závislos na predchádzajúcich 
pozorovaniach. Zatia o termín „nepodmienený“ sa týka dlhodobého chovania sa 
asového radu. Takéto chovanie si nevyžaduje zvláštne poznatky o minulých hodnotách 
radu. GARCH model teda na charakterizuje podmienenú distribúciu inovácií zachytením 
sériovej závislosti. 
Všeobecný GARCH(p, q) model pre podmienený rozptyl inovácií ta  je, 
2 2 2
0
1 1
p q
t i t i i t i
i j
aσ α β σ α
− −
= =
= + +
 
,   (6.4) 
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S obmedzeniami:  
1 1
1,
p q
i i
i j
β α
= =
+ <
  0 0α > , 0iα ≥ , 0iβ ≥ , 1,2,...,i q= , 1,2,...,i p= - (6.5)  
Kombináciou vzahov (6.1) a (6.4) dostaneme matematické vyjadrenie celého 
ARIMA(r,d,m)/GARCH(p, q)  modelu: 
2
1 1
2 2 2
0
1 1
( ) ( ) ( ), (0, )
r m
d d d
t i t i t j t j t t
i j
p q
t i t i i t i
i j
y y a y a N
a
φ θ σ
σ α β σ α
− −
= =
− −
= =
∇ = ∇ + + ∇
= + +
 
 

 (6.6) 
6.2 Odhad parametrov 
Odhad parametrov modelu je prvým krokom  jeho prispôsobenia  analyzovaným 
dátam. Celý postup odhadu, celkovo stanovenie piatich parametrov r, d, m, p, q vychádza 
z Box-Jenkinsovej metodológie konštrukcie modelu (kapitola 3). 
Postup odhadu parametrov strune zachytáva vývojový diagram (Obrázku .2). 
Obr. . 2: Vývojový diagram popisujúci odhad parametrov modelu 
ARIMA(r,d,m)/GARCH(p, q). 
Ako prvý krok volíme stanovenie parametru d vyžaduje si to podmienka 
stacionarity, ktorá preduruje konštrukciu uspokojivého modelu. Ak sa asový rad 
analyzovanej prevádzky správa nestacionárne musíme ju diferencova. Parameter d
odhadneme na základe výpotu ACF a PACF (vi. podkapitola 3.1).  
ARIMA model popisuje podmienenú strednú hodnotu, ktorá sa mení v ase avšak 
pri konštantnom rozptyle pozorovaných dát. Rád parametrov r a m uríme taktiež 
pomocou vlastností ACF a PACF. Parameter m procesu MA môžeme priamo uri
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z ACF, ktorá popisuje koreláciu medzi aktuálnymi a minulými hodnotami asovej rady. 
PACF, ktorá charakterizuje koreláciu medzi aktuálnymi hodnotami a ich zmenou oproti 
minulosti, je vhodná na urenie parametra r autoregresného procesu. 
Parametre p a q ,nelineárneho modelu, sa klasickým spôsobom urujú pomocou 
autokorelanej a parciálnej autokorelanej funkcie podobne ako u ARIMA modelu. Na 
základe ACF a PACF však tieto parametre nie sme schopný uri presne. Z praxe je 
známe , že nastavenie týchto dvoch parametrov na hodnotu 1 je adekvátnym riešením 
z hadiska zachytenia podmieneného rozptylu. Znamená to, že by sme si mali vystai
s nelineárnym modelom GARCH(1, 1). 
Po odhadnutí parametrov r, d, m, p, q modelu nasleduje výpoet reálnych hodnôt 
parametrov φr,θm,αq,βp. Aby nedošlo k omylu budeme tieto parametre oznaova
pojmom koeficienty. Samotný proces výpotu týchto koeficientov je oblasou numerickej 
matematiky. Používajú sa rôzne iterané metódy. asto využívanou metódou je metóda 
maximálnej pravdepodobnosti (MLE) [18]. Postup stanovenia koeficientov φr, θm je 
nasledovný [12]: Najskôr sa vypoítajú AR koeficienty φr pomocou výpotu auto-
kovariannej matice a vyriešením Yule-Walkerových rovníc. Následne sú tieto 
koeficienty využité pri filtrácii pôvodného asového radu, ím sa získa istý MA proces. 
Koeficienty θm  MA procesu sa potom iteratívnou metódou stanovia z vopred vypoítanej 
autokovariannej sekvencie tohto procesu.  
o sa modelu GARCH týka, budeme sa drža podmienky z (6.5): 
1 1
1
p q
i i
i j
β α
= =
+ <
 
, 
pre koeficienty 
1
q
i
j
α
=

 môžeme alokova hodnotu približne 0,05 a pre koeficienty 
1
p
i
i
β
=

alokujeme hodnotu 0,85. V praxi by takého stanovenie malo by dostaujúce. 
Keže bolo zmienené, že si v praxi vystaíme s modelom GARCH(1,1), môžeme model 
podmieného rozptylu rovno popísa vzahom:  
2 2 2
1 10,85 0,05t t tkσ σ α− −= + +     (6.7) 
kde konštantu k získame zo vzahu pre výpoet nepodmieneného rozptylu zložky ta : 
2 2
1
1 T
t
t
a
T
σ
=
=

 .     (6.8) 
Vzah (6.8) môžeme vyjadri: 
2
1 1
1 (0,85 0,05)
1
p q
i j
i j
k k
σ
β α
= =
= =
− +
− −
 
[12] (6.9) 
z toho vyplýva, že : 
2 2(1 (0,85 0,05)) 0,1k σ σ= − + = .   (6.10) 
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7 Praktická as
Táto kapitola dokumentuje vlastnú prácu, ktorá vychádza z pojednávanej teórie 
v predchádzajúcich kapitolách. Bude v nej popísaná fáza prípravy a spracovania dát 
sieovej prevádzky a napokon aj samotná analýza a postup stanovenia modelu vybranej 
prevádzky.  
7.1 Príprava a spracovanie série pozorovaných dát 
 Pre samotnú analýzu budú použité dáta získané zo záznamu relatívne vyaženého 
HTTP servera s doménou www.ukf.sk. Zdrojom dát je záznam z 10. až 19. Januára 2012 
uložený vo formáte „.log“, ktorý som získal od študenta UKF v Nitre. Formát „.log“ 
je všeobecný  štandardizovaný textový formát obsahujúci záznamy poda pevnej syntaxi 
„host ident authuser date request status bytes“ 
 Zo záznamov z uvedeného obdobia som získal vybraný 48 hodinový záznam z dní 
17. (utorok)  a 18. (streda) Januára 2012. Výber bol realizovaný pomocou freeware utility 
Wingrep.  
 Pre analýzu prevádzky boli vybrané iba niektoré kúové informácie a to: asy 
príchodov požiadaviek, vekos vyžiadaného súboru v bytoch, prístupy na hlavnú 
stránku (prístup na domovskú stránku z dôvodu uvažovania, že ide vytvorenie nového 
spojenia, respektíve sedenia).  
 Z dôvodu optimalizácie rýchlosti spracovania som vybraný záznam oistil 
od prebytoných údajov. Táto selekcia bola spracovaná pomocou freeware utility  CSV-
editor (verzia 2.2.0). Takto oistené, chronologicky zoradené,  dáta sú priložené v prílohe 
A, v komprimovanej zložke s názvom „17-18_jan_2012_48h_log_on_server_ukf.sk.zip”, 
jednotlivé dáta sú uložené v textových súboroch. 
alším krokom vo fáze prípravy dát bolo vyriešenie problému okamihovej 
asovej rady, ktorá musela by transformovaná na intervalovú asovú radu. Tento 
problém vystihuje Tabuka 1, kde sa v avom stpci nachádza úsek dát s asmi príchodu 
požiadaviek vo formáte HH:MM:SS a na pravej strane je výsledná stanovená asová rada 
s intervalom pozorovania 30 sekúnd. V princípe ide o jednoduchý poítací proces. 
asový údaj 
HH:MM:SS  asový rad yt
00:18:03  t (30 s) poet požiadaviek
00:18:04 countproc30s 37 3 
00:18:05 38 0 
00:19:13 → 39 1 
00:19:40  40 1 
00:20:08  41 1 
Tabuka . 1: Transformácia asových údajov na asový rad (asové údaje môžeme chápa ako 
okamihový asový rad) 
Demonštrovaná transformácia (Tabuka 1) bola prevedená pomocou funkcie 
countproc30s napísanej v jazyku Matlab. Kód je priložený v prílohe B . V prílohe A sú 
priložené aj upravené dátové štruktúry so zachytenou  prevádzkou, ktoré sú vstupnými 
dátami funkcie. Výstupom funkcie countproc30s sú asové rady s 30 sekundovým 
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intervalom pozorovania. Ich priebeh je graficky znázornený na Obr. . 4, Obr. . 5 s Obr. 
. 6. Hodnoty asových radov sú taktiež priložené v prílohe A.  
Obr. . 3: Vývojový diagram  popisujúci prípravu a predspracovanie dát. 
Obr. . 4: asový rad požiadaviek na server 
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Obr. . 5: asový rad množstva vyžiadaných dát 
Obr. . 6: asový rad množstva vyžiadaných dát 
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7.2 Konštrukcia modelu prevádzky 
Konštrukcia modelu vychádza z postupov uvedených v kapitole 6. Analýza 
a prispôsobenie modelu bude aplikovaná na asový rad požiadaviek (Obr. . 4).Postup 
iastone dokumentuje skript s názvom arima_garch.m (vi. príloha B). Pri pokuse 
o stanovenie modelu boli využité špeciálne funkcie z ekonometrickej sady nástrojov 
prostredia Matlab.   
Po naítaní asových radov pomocou funkcií atocorr() a parcorr() dostávame ACF 
a PACF. Ich priebeh naznauje, že ide o nestacionárny asový rad a je potrebné ho 
stacionarizova diferencovaním.  
Obr. . 7: Priebeh ACF a PACF asového radu požiadaviek na server ukf.sk  
Skript využíva funkciu garchspec() bližšie popísanú v prílohe B a v jej dokumentácií, 
ktorá vytvorí štruktúru Spec obsahujúcu explicitne zadané hodnoty parametrov 
zmiešaného modelu. Táto štruktúra môže by následne spolu s asovým radom využitá 
ako vstup alšej funkcie garchfit(), ktorá na základe explicitnej špecifikácie v Spec 
modelu vypoíta koeficienty danému asovému radu, t. j. vypoíta hodnoty koeficientov 
a uloží do novej štruktúry Coeff. 
 Napriek dlhšiemu skúmaniu dokumentácie, som neprišiel na to ako explicitne 
vloži do tejto štruktúry hodnotu parametra d , t.j. zavies diferenciáciu. Hoci hodnoty 
parametrov p, q, r, m, a taktiež koeficientov iastkových modelov AR, MA, ARCH, 
GARCH je vemi jednoduché explicitne zada vi. dokumentácia funkcie. Rozhodol 
som sa teda asový rad diferencova pomocou funkcie diff(). Priebehy ACF a PACF po 
diferenciácií sú graficky zobrazené na Obr. . 8. Poda priebehov môžeme usúdi, že 
asový rad je stacionarizovaný. Po overení stacionarity nasleduje explicitné vytvorenie 
štruktúry Spec pomocou zmienenej funkcie a následne volanie funkcie garchfit(). 
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Usudzujem, že tým by mal by proces odhadu koeficientov ukonený. Vytvorením 
predpovedí na základe modelu a pozorovanej asového radu (funkcia garchpred()) som 
dospel k záveru, že stanovený model je nevhodný vid Obr. .9. 
Obr. . 8: Priebeh ACF a PACF po diferenciácii 
Obr. . 9: Priebeh ACF a PACF po diferenciácii 
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Na prvý pohad model nepredikuje variabilitu. Preto som sa rozhodol vyskúša viacero 
variant explicitným stanovením modelu, avšak bezúspešne. Táto skutonos ma prinútila 
k rôznym úvahám. Napríklad je možné, že v 48 hodinovej prevádzke sa vyskytuje 
systematická zložka v podobe sezónnosti, ktorú nie je schopný daný model popísa. 
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Záver 
Práca pojednáva o problematike modelovania a predikcie prevádzky v dátových 
sieach a možnostiach analýzy pomocou asových radov. Prvé stránky sa venujú teórii 
asových radov, ich vlastnostiam a postupom pri konštrukcií modelov. Podrobnejšie sú 
popísané lineárne modely AR, MA, ARMA, ARIMA a taktiež nelineárne modely ARCH 
a GARCH. 
V kapitole 4 sú spomenuté niektoré konvenné modely, a ich neschopnos zachyti
niektoré špecifické vlastnosti súasnej sieovej prevádzky. Kapitola 5 rozoberá 
a vysvetuje charakter HTTP prevádzky. Definuje pojmy ako sú sebe-podobos, 
i dlhodobá závislos. 
Na základe štúdia modelov asových radov a referencií z použitej literatúry bol 
vybraný konkrétny model ARIMA/GARCH, pomocou ktorého som sa pokúsil 
modelova a následne predikova zachytenú sieovú prevádzku. ARIMA/GARCH model 
všeobecne je bližšie špecifikovaný v kapitole 6. V kapitole 7. Praktická as je 
zdokumentovaná vlastná práca. Opisuje použité dáta zachytenej sieovej prevádzky, 
najmä ich prípravu, ktorá mala za cie vydolova z nich pre nás zaujímavé informácie a 
pretransformova ich na asové rady s intervalom. Z dát boli takto vytvorené celkovo 3 
asové rady s intervalom pozorovania 30 s. Po príprave dát nasledovala konštrukcia 
modelu: odhadnutie, stanovenie parametrov a predikcia. Táto as bola realizovaná 
v prostredí Matlab pomocou jeho štatistických nástrojov. Na základe vizuálneho 
posúdenia z dokumentujúcich grafov (kapitola 7), sa mnou stanovený model neosvedil. 
Predpokladám však, že hlbšie štúdium iastkových procesov, vedúcich k stanoveniu 
vhodného modelu, spolu s rozšírením o alšie testovacie metódy by mohlo dospie
k priaznivým výsledkom. Samozrejme nemôžem vylúi ani existenciu vhodnejšieho 
prostredia, ktorý by bol adekvátny na realizáciu cieov tejto práce. 
Napriek môjmu neúspechu, vaka štúdiu teórie som stále presvedený, že modely 
asových radov majú veký potenciál aj v oblasti modelovania sieovej prevádzky, a sú 
schopné uspie tam kde iné konvenné modely zlyhávajú. Nesporným dôkazom o ich 
potenciáli, je aj fakt, že množstvo týchto modelov je využívaných v rôznych 
priemyselných oblastiach, nehovoriac o širokom uplatnení v ekonometrii. 
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Zoznam použitých skratiek
ACF – Autocorrelation Function (autokorelaná funkcia) 
AR – Autoregressive model (autoregresný model/proces) 
ARMA – Autoregressive-Moving Average model (zmiešaný model/proces AR a MA) 
ARIMA – Autoregressive Integrated Moving Average model/proces  
       (zmiešaný model AR integruje MA) 
ARCH – Autoregressive Conditional Heteroskedasticity model/process 
     (autoregresívny podmienený heteroskedastický model/proces) 
R – asový Rad 
EPA – Environmental Protection Agency (agentúra ochrany životného prostredia) 
GARCH – Generalized Autoregressive Conditional Heteroskedasticity model/process 
        (generalizovaný autoregresný podmienený heteroskedastický model/proces) 
HTTP – Hyper-text Transfer Protocol 
   (hypertextový transportný protokol) 
IID – Independent Identically Distributed 
          (nezávislé identické rozdelenie) 
ITA – Internet Traffic Archive (archív internetovej prevádzky) 
LRD – Long Range Dependency (dlhodobá závislos) 
MA – Moving Average (model/proces kzavých sútov) 
NMA – Nonlinear Moving Average 
   (nelineárny proces kzavých priemerov) 
PACF – Partial Autocorrelation Function (parciálna autokorelaná funkcia) 
SRD – Short Range Dependency (krátkodobá závislos) 
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Zoznam príloh 
Príloha A:   CD s dátami: 
countproc30s.m funkcia spracúvajúca dáta v jazyku Matlab 
arima_garch.m skript v jazyku Matlab realizujúci konštrukciu modelu 
ts.xls   asové rady požiadaviek (1.hárok), bytov (2.hárok), prístupov na 
   domovskú stránku (3.hárok) vytvorené s intervalom pozorovania  
   30min 
17-18_jan_2012_ vybrané a upravené záznamy servera ukf.sk z obdobia 17. až 18.  
48h_log_on_server Január 2012, uložené v textových súboroch .txt 
_ukf.sk.zip 
time.mat, bytes.mat, štruktúry obsahujúce z .txt do matlabu importované oistené 
home.mat  a upravené informácie zachytenej sieovej prevádzky, 
   dáta slúžia ako vstupy funkcie countproc30s.m
yt.mat, yb.mat  výstupné dáta funkcie countproc30s.m, t.j. sieová prevádzka 
yh.mat   prevedená na asové rady pripravené na analýzu. 
   
Príloha B:   Zdrojový kód funkcie  countproc30.m a kód skriptu   
   arima_garch.m. 
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Príloha B 
Zdrojový kód funkcie countproc30s 
%%%%%%%%%%%%%%%% JAN PAUKEJE, VUT BRNO. 2011%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% 
% POMOCNA FUNKCIA, KTORA MA ZA ULOHU TRANSFORMOVAT OKAMIHOVY CASOVY RAD
% NA INTERVALOVY S INTERVALOM POZOROVANIA 30 s.
function [yt yb yh] = countproc30s
clear all;
clc
close all;
% NACITANIE DAT
% nacitanie matice Mx3 casových udajov vo formáte 
%(M,1)= hodina, (M,2)= minuta, (M,3)=sekunda
structxt = load('time.mat'); 
% nacitanie stlpcoveho vektora Mx1 s hodnotami velkosti dat v bytoch
structxb = load('bytes.mat'); 
% nacitanie stlpcového vektora Mx1, kde hodnota 1 identifikuje pristup 
na 
% domovsku stranku, v opacnom pripade 0.
structxh = load('home.mat'); 
% EXTRAHOVANIE MATICE S CASOVYMI UDAJMI PRICHODU POZIADAVIEK ZO 
STRUKTURY
xt = getfield(structxt,'time');
xb = getfield(structxb,'bytes');
xh = getfield(structxh,'home');
% INICIALIZACIA PREMENNYCH c - POCITADLO POZIADAVIEK po 1 s, c30 - 
POCITADLO
% POZIADAVIEK po 30 S , yt - TS VEKTOR RADU,i - POMOCNA PREMENNA PRI
% ITERACIACH, t - pocitadlo sekund, t30 - POCITADLO po 30 s
ct=0;
ct30=0;
cb=0;
cb30=0;
ch=0;
ch30=0;
t=0;
t30=0;
yt=zeros(5760,1); % 48h x 60m x 2(30s) = 5760 polminutovych udajov
yb=zeros(5760,1);
yh=zeros(5760,1);
i=1;
n=length(xt)
46
% PREDLZI VEKTOR X O 1, KVOLI SPRAVNEMU UKONCENIU SLUCKY WHILE
xt(n+1,1) = 0;
xb(n+1,1) = 0;
xh(n+1,1) = 0;
% INICIALIZACIA POMOCNYCH PREMENNYCH OPERUJUCICH S CASOVYMI UDAJMI 
sS = xt(1,3);
aS = xt(1,3);
sM = xt(1,2);
aM = xt(1,2);
sH = xt(1,1);
aH = xt(1,1);
t = sS;
% SLUCKA 1 WHILE BUDE BEZAT NAD CELOU DLZKOU VEKTORA CASOVYCH UDAJOV
while (i <= n)
    while (t <= 29)
%     PODMIENKA 'HODIN' MA ZARUCIT STABILITU FUNKCIE V PRIPADE, SKAKANIA
%     CASOVYCH UDAJOV, NAPRIKLAD AK ZA CASOVYM UDAJOM 1:11:1 NASLEDUJE 
UDAJ
%     1:12:1, KDE SA UDAJ O SEKUNDE ROVNA. FUNKCIA SA TAK ZISTI, ZE SA 
JEDNA
%     O SEKUNDU NASLEDUJUCEJ MINUTY A NEBUDE POKRACOVAT V POCITANI.
        while (sS == aS)&&(sM == aM)&&(sH == aH)
  
    ct=ct+1;
    
    cb=cb+xb(i,1);
    ch=ch+xh(i,1);
    i=i+1;
   
    aS=xt(i,3);
    aM=xt(i,2);
    aH=xt(i,1);
    
        end
% "DIGITALNE HODINY FUNKCIE", STARAJU SA O SPRAVNY ITERACNY CYKLUS 
% HODIN, MINUT A SEKUND. RESPEKTIVE OBMEDZUJU MAXIMALNU HODNOTU MINUT
% A SEKUND NA 59, PO HODNOTE ...59 NASLEDUJE OPAKOVANIE 0,1,...
    if sS<59
        sS=sS+1;
    else sS=0;
        if sM<59
            sM=sM+1;
         else sM=0;
             if sH<23
                 sH=sH+1;
             else sH=0;
             end
        end
    end
    
    t=t+1; % pocitadlo +1s
    ct30=ct30+ct; %pocitadlo poziadaviek po 30 sekundach, + pocet za 1s
    ct=0; % nulovanie pocitadla poziadaviek 1s
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    cb30=cb30+cb;
    cb=0;
    ch30=ch30+ch;
    ch=0;
    
    end
    
    t=0; % nulovanie pocitadla t, zacne sa pocitanie novych 30
    t30=t30+1; %pocitadlo casu po 30 s, +1x30 interval
    yt(t30,1)=ct30; % vlozenie poctu za interval 30 s do vektora yt
    yb(t30,1)=cb30;
    yh(t30,1)=ch30; 
    ct30=0; %nulovanie
    cb30=0;
    ch30=0;
end
% ULOZENIE VYSTUPNYCH TS DO MATLAB SUBOROV
save yt yt
save yb yb
save yh yh
% MOZNOST EXPORTU UDAJOV PRIAMO DO EXCEL SUBORU .XLS
% POZOR! EXCEL NEPRIJME VACSI POCET RIADKOV AKO 2^16=65536
xlswrite('ts.xls',yt(:,1),1); % 1. harok pocty poziadaviek
xlswrite('ts.xls',yb(:,1),2); % 2. harok pocet bytov
xlswrite('ts.xls',yh(:,1),3); % 3. harok pocet home page
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Zdrojový kód skriptu arima_garch 
%%%%%%%%%%%%%%%%%%%%JAN PAUKEJE, VUT BRNO, 2012.%%%%%%%%%%%%%%%%%%%
% Skript realizujúci konštrukciu ARIMA/GARCH modelu. Využíva funkcie
% obsiahnuté v Ekonometrickej a Štatistickej sade nástrojov prostredia
% MATLAB (R2009b).
%% istka
%Zmazanie príkazového riadku.Zatvorenie všetkých okien. Odstránenie
%premenných z pracovného priestoru. 
clc;
clear all;
close all;
%% Naítanie dát
% Naítanie stpcového vektora obsahujúceho asové rady v poradí:
% 1. prichádzajúce požiadavky na server yt.mat
% 2. vekos vyžiadaného súboru v bytoch yt.mat
% 3. prístupy k domovskej stránke yh.mat
% Všetky 3 asové rady sú vytvorené s intervalom pozorovania 30s.
structy = load('yt.mat'); % prichádzajúce požiadavky na server,
y = getfield(structy,'yt');
% structy = load('yb.mat'); % vyžiadaná vekos dát v bytoch
% y = getfield(structy,'yb')
% 
% structy = load('yh.mat'); % prístupy k domovskej stránke.
% y = getfield(structy,'yh');
trainSeries = y(1:5701,1); % orezanie spoívajúce vo vynechaní 
posledných
                           % 60 hodnôt kvôli testovaniu s predikovanými
                           % hodnotami
                           
fullSeries = y;            % celý vektor asového radu
%% Výpoet ACF a PACF a diferenciácia, výpoet strednej hodnoty 
lag = 10; % oneskorenie udáva poet koeficientov, ktoré majú by
výstupom 
          %korelaných funkcií
acf = autocorr(trainSeries, lag); % výpoet koeficientov ACF
pacf = parcorr(trainSeries, lag); % výpoet koeficientov PACF
trainSeries = diff(trainSeries);
dacf = autocorr(trainSeries, lag); % výpoet koeficientov ACF po 
diferenciacii
dpacf = parcorr(trainSeries, lag); % výpoet koeficientov PACF
%% Špecifikácia modelu
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% Táto funkcia vytvorí štruktúru, ktorá bude obsahova odhad budúceho
% modelu, respektíve základnú špecifikáciu, ktorej by mala predchádza
% identifikácia modelu. Jej výstup Spec je v nasledujúcom riadku kódu
% použitý ako vstup funkcie garchfit().
% Jednotlivé znaky, za ktorými nasleduje íselná špecifikujú rád
% iastkových procesov AR, MA, GARCH,ARCH, prípadne priamo hodnoty
% koeficientov modelu. Vi. dokumentácia funkcie.
Spec = garchset('R',1,'M',1,'C',0,'K',0.0001,'P',1,'Q',1);
%% Stanovenie parametrov modelu ARMAX/GARCH
%Funkcia garchfit() - jej vstupom je naítaný asový rad a štruktúra 
Spec
%popísaná vyššie. Výstupom funkcie,ktorý nás obzvláš zaujíma je 
štruktúra
%Coeff obsahujúca základné informácie o stanovenom modeli spolu s
%odhadnutými parametrami modelu. Štuktúra Errors, ako napovedá jej 
názov,
%obsahuje štandardné chyby odhadnutých parametrov. 
% Táto funkcia vykoná prispôsobenie modelu asovému radu pomocou výpotu
% neznámych parametrov, prípadne prepoet parametrov stanovených v
% predchádzajúcom kroku v štruktúre Spec.
[Coeff,Errors,LLF,Innovations,Sigmas,Summary] = 
garchfit(Spec,trainSeries);
%% Simulácia
% Nasledujúca funkcia pomocou stanoveného modelu (popísaného v štruktúre
% Coeff) simuluje nový kvazi-náhodný asový rad. Volielná vstupná 
premenná
% NumSamples definuje poet hodnôt, ktoré majú by simulované.
NumSamples = 5760;
[simInnovations, simSigmas, simSeries] = garchsim(Coeff, NumSamples);
%% Predikcia
% Funkcia garchpred() na základe vypoítaných parametrov modelu 
uložených v
% štruktúre Coeff, predikuje nové nastávajúce hodnoty asového radu.
% Premenná NumPeriods špecifikuje poet predikovaných hodnôt.
NumPeriods = 60;
[SigmaForecast, MeanForecast,...
    SigmaTotal, MeanRMSE] = garchpred(Coeff, trainSeries, NumPeriods)
%% Vykreslenie dát
figure(1)
subplot(2,1,1), bar(acf);
% Create xlabel
xlabel('{\itposunutie } (-)  \rightarrow','FontName','MS Reference Sans 
Serif');
% Create ylabel
ylabel('ACF koeficienty (-)  \rightarrow',...
    'FontName','MS Reference Sans Serif');
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% Create title
title('ACF {\it} ',...
    'FontName','MS Reference Sans Serif');
subplot(2,1,2), bar(pacf);
% Create xlabel
xlabel('{\itlag } (-)  \rightarrow','FontName','MS Reference Sans 
Serif');
% Create ylabel
ylabel('PACF koeficienty (-)  \rightarrow',...
    'FontName','MS Reference Sans Serif');
% Create title
title('PACF {\it} ',...
    'FontName','MS Reference Sans Serif');
figure(2)
subplot(2,1,1), bar(dacf);
% Create xlabel
xlabel('{\itposunutie } (-)  \rightarrow','FontName','MS Reference Sans 
Serif');
% Create ylabel
ylabel('ACF koeficienty(-)  \rightarrow',...
    'FontName','MS Reference Sans Serif');
% Create title
title('ACF po 1. diferenciácii R {\it} ',...
    'FontName','MS Reference Sans Serif');
subplot(2,1,2), bar(dpacf);
% Create xlabel
xlabel('{\itlag } (-)  \rightarrow','FontName','MS Reference Sans 
Serif');
% Create ylabel
ylabel('PACF koeficienty (-)  \rightarrow',...
    'FontName','MS Reference Sans Serif');
% Create title
title('PACF po 1. diferenciácii R {\it} ',...
    'FontName','MS Reference Sans Serif');
figure(3)
subplot(2,1,1), stem(trainSeries,'k','Marker','none','LineWidth',2);
% Create xlabel
xlabel('{\itt } (30 s)  \rightarrow','FontName','MS Reference Sans 
Serif');
% Create ylabel
ylabel('HTTP požiadavky (-)  \rightarrow',...
    'FontName','MS Reference Sans Serif');
% Create title
title('Pôvodný asový po 1. diferenciácii {\it} ',...
    'FontName','MS Reference Sans Serif');
subplot(2,1,2), stem(simSeries ,'r','Marker','none','LineWidth',2);
% Create xlabel
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xlabel('{\itt } (30 s)  \rightarrow','FontName','MS Reference Sans 
Serif');
% Create ylabel
ylabel('HTTP požiadavky (-)  \rightarrow',...
    'FontName','MS Reference Sans Serif');
% Create title
title('Simulovaný asový rad poda modelu {\it} ',...
    'FontName','MS Reference Sans Serif');
figure(4)
subplot(2,1,1), stem(fullSeries(5701:5760,1),'k','Marker','none',...
    'LineWidth',2);
% Create xlabel
xlabel('{\itt } (30 s)  \rightarrow','FontName','MS Reference Sans 
Serif');
% Create ylabel
ylabel('HTTP požiadavky (-)  \rightarrow',...
    'FontName','MS Reference Sans Serif');
% Create title
title('Vynechané hodnoty pôvodného R{\it} ',...
    'FontName','MS Reference Sans Serif');
subplot(2,1,2), stem((SigmaForecast + 
MeanForecast),'r','Marker','none',...
    'LineWidth',2);
% Create xlabel
xlabel('{\itt } (30 s)  \rightarrow','FontName','MS Reference Sans 
Serif');
% Create ylabel
ylabel('HTTP požiadavky (-)  \rightarrow',...
    'FontName','MS Reference Sans Serif');
% Create title
title('Predikované hodnoty {\it} ',...
    'FontName','MS Reference Sans Serif');
