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3. Summary and further comments. 
The situation of interest may briefly be described as follows. We are 
given the positive integers m and n and, further, for i, k = 1, ... , m and 
j, r= 1, ... , n, the nonnegative numbers /tik and giJr· It is assumed that 
(3.1) 
fori= 1, ... , m; j = 1, ... , n. Next, r is a given subset of the set of (m+ 1) 
(n+ 1) pairs of integers (i, j) with O<;i<;m, O<;j <;n, such that (0, 0) E F. 
Finally, c is a given number with O<c<; l. 
As explained in Section 2, we are concerned with the collection IIc of 
all nonnegative systems {PtJ} satisfying (2.14)-(2.17) and 
(3.2) Pt1=0 if (i, j) E r; 
(often we would be more concerned about the smaller set consisting of 
those {PtJ} in IIc which satisfy (2.6) orfand (2.7)). Equivalently, we shall 
be interested in the (possibly empty) collection IIc of all nonnegative 
systems {Pii; i=O, 1, ... , m; j=O, 1, ... , n} which satisfy (3.2) and, 
moreover, 
(3.3) 
(3.4) 
and 
(3.5) 
Here, 
Further, 
m n 
L L (/tjk- Cbtk) Pii = 0, 
i-0 i-0 
m n L L (giJk- cbir) Pii = 0, 
i-0 i-0 
m n 
L L PtJ=C. 
i-1 i-1 
btk= 1 if i=k, 
= 0 if i =I= k. 
(k= 1, ... , m), 
(r= 1, ... , n). 
/tik=O and giJr=O if either i=O or j=U. 
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We usually put 
(3.6) 
(k= 1, ... , rn; r= 1, ... , n). If {Ptj} E llc, then (p, q) is a pair of type distri-
butions which is stable under at least one method of mating which satisfies 
(3.2) and leaves precisely a fraction 1 -- c of the individuals unmated. 
And conversely every such pair derives as in (3.6) from some {ptj} E llc. 
By Theorem 2.1, llc is certainly non-empty when r consists of (0, 0) 
only. However, if c= 1 then pw=poj=O hold automatically (see (2.17)); 
in this case we may and will add the pairs (i, 0) and (0, j) to r. We ca,n 
now say that llc is certainly non-empty if r is trivial, that is, if r contains 
no non-trivial pairs (if c< 1 then (0, 0) is trivially in r, if c= 1 then all 
pairs (i, 0) ar.d (0, j) are trivially in F). 
Let fl denote the number of pairs IX= (i, j) not in r, (0 < i .;;;;rn; 0 .;;;;j < n); 
let these pairs be ordered as lXI, •.• , IXw In view of (3.2), a member {Pd 
of llc may be regarded as an ordered set of numbers y=(yl, ... , y,J; we 
shall put 
(3. 7) 
Vice versa, given a point y = (y1, ... , y '") E R'", a correSl)Onding {Ptj} is 
defined by (3.2) and (3.7). We further introduce, for h= 1, ... , ft, 
(3.8) ~ 
? am+r,h= ~ gijr-Ojr if 1 .;;;;r.;;;;n. 
Here, O.;;;;i.;;;;rn and O.;;;;j.;;;;n are such that (i, j)=iXh. The conditions (3.3), 
(3.4) on y E llc may now be rewritten as 
'" (3.9) .L aghYh~ 0, (g= 1, ... , rn+n). 
h-1 
Or Ay=O, where A=(agh) is a matrix, depending on c, having rn+1, 
rows and fl columns. 
It will be convenient to introduce the convex cone 
(3.10) 
Clearly, 
(3.11) 
where {ptj} corresponds toy as in (3.7). Thus, it suffices to determine llc*· 
m n 
Given y E llc* one always has .L L Ptj> 0 (compare (2.14)) so that 
i-1 i-1 
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the ray {.xy: .x>O} spanned by y contains precisely one point of lie. 
If this point happens to be an extreme point of lie, we call the ray an 
extreme ray of II.*. Equivalently, the ray {.xy: .x>O} in II.* is an extreme 
ray in II.* if y = <XlYl + .x2y2 with <Xi> 0 and Yi E II.* is only possible when 
each Yi is a positive multiple of y. Equivalently, the ray {.xy: .x>O} 
is an extreme ray of II.* if y E II.* and further y is minimal in the sense 
that Yl .;;;,y, Yl E II.* can only happen when Y1 is a multiple of y. From 
the corresponding remarks on lie (compare (2.19)), we know that II.* 
has only finitely many extreme rays. If these are of the form { .xy<A>: .x > 0 }, 
then each y E II.* has a representation as y = I <X.aY<J.> with <Xk > 0. Thus, 
it is important to determine these extreme rays. For some results on the 
maximal number of extreme rays, see [2] and [6] p. 719. 
In the following lemmas, A is a given r xI' real matrix; (in the case 
on hand, r=m+n). Further, II.* denotes the convex cone in RJ.< defined 
by (3.10). Moreover, J={h1, ... , hk+l} denotes a non-empty subset (k:;;;.O) 
of the index set {1, 2, ... , ft}. Finally, AJ denotes the r x (k+ 1) matrix 
formed by the columns 
of A for which h E J. 
LEMMA 3.1. Given J, the following three properties are equivalent. 
(i) There exists a y E II.* such that Yn = 0 for each h ¢:. J. 
(ii) There exists an extreme ray {.xy: .x>O} in II.* such that Yn=O for 
each h fj:.J. 
(iii) There does not exist any set of real numbers (~~, ... , ~r) such that 
for each hE J. 
Proof. That (i) and (iii) are equivalent is well-known, compare [8] 
p. 9. Clearly, (ii) implies (i). Conversely, assuming (i), we have that 
AJ = {y E II.*: Yn = 0 for h ¢:. J}, 
is non-empty. Observe that AJ is a closed convex cone spanned by its 
extreme rays. In particular, AJ has at least one extreme ray. But each 
extreme ray of AJ is also an extreme ray of II.*, proving (ii). 
LEMMA 3.2. Let y E II.* and let J = {h1, ... , hk+l} denote the set of indices 
h= 1, ... , I' with y11 >0. We assert that the ray spanned by y is an extreme 
ray of II.* if and only if the matrix AJ is of rank k. 
This result is known, see [4], p. 100. One proof would be as follows. 
Given I y11ak = 0 where Yn > 0 (when h E J), the matrix AJ is of rank < k. 
hEJ 
Suppose AJ is of rank < k. Then there exists a relation I Unak = 0 between 
hEJ 
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the k + 1 columns ah of AJ such that uh/Yh is non-constant on J. For 
e > 0 sufficiently small, y/: = Yh ± euh (when h E J, y/: = 0 otherwise) define 
elements y± in II"* but not in the ray through y. Moreover, y=i(y++y-), 
hence, the ray spanned by y is not an extreme ray of II"*. 
Conversely, if AJ is of rank k, then the above cone AJ is one-dimensional. 
Hence, the ray spanned by y is an extreme ray of AJ and, thus, an extreme 
ray of II.*. 
Lemma 3.2 can be reformulated as follows. 
LEMMA 3.3. Let J = {h1, ... , hk+I} be given. There exists at most one 
extreme ray { <XY: <X> 0} in II.* such that 
{h: Yh> O}=J. 
In order that there be at least one, the following two conditions are necessary 
and sufficient: 
(i) AJ is of rank k. 
(ii) Take any fixed set of k linearly independent rows of AJ and let di 
denote the determinant of the k x k matrix obtained from these rows by deleting 
the j-th column, (j = 1, ... , k+ 1). 
Then the d1 are all non-zero. Moreover, the k + 1 numbers (- 1 )i d1 (j = 1, ... , 
k + 1) are all of the same sign. 
If so, then the required unique extreme ray is given by 
(3.12) j=1, ... ,k+1, 
(yh=O if h ¢:J). 
Proof. That AJ must be of rank k follows from Lemma 3.2. Suppose 
this is the case. The required vector y must satisfy 
(3.13) ! aghYh=O for g=1, ... , r, 
hEJ 
and further Yh > 0 for h E J, Yh = 0 for h ¢: J (if so, then y spans an extreme 
ray). Lemma 3.3 now follows from the fact that the general solution 
of (3.13) is given by 
Yhi = (- 1 )iydJ, 
Here, y denotes a constant. 
j=1, ... ,k+l. 
REMARK. As is easily seen, if AJ has rank k then property (ii) for 
one set of k linearly independent rows implies (ii) for any such set. 
If k = 0, then AJ consists of a single column (with index h1) all whose 
elements are equal to 0, a so-called zero column. In that case, we may 
take 
Yh1 = 1, Yh = 0 otherwise. 
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Let us now return to our original problem, where r=m+n and where 
A is given by (3.8). The rank of A will be denoted by a, a.;;;;m+n. If 
c= l, then, by (3.1) and (3.8), 
m+n 
(3.14) I akh=O, 
k~m+l 
for each h = 1, ... , fl; hence a< m + n- 2 if c = l. 
If {Pti} is an extreme point of fie, there can be at most a+ 1 pairs (i, j) 
with Pii > 0. For, if there are k + 1 such pairs (i, j) then the k + 1 corre-
sponding columns of A must form a matrix of rank k <a. As an illustration, 
ifm=n=5 and c=1 then a<m+n-2=8. Hence, Pti=O for at least 16 
of the 25 pairs (i, j) if {Pti} is to be extreme. 
The non-empty sets J C {1, ... , f.l} having the properties (i), (ii) of 
Lemma 3.3 could be called the "good" index sets. The good sets of size 
a+ 1 (if any) can be found from a mere knowledge of the signs of all 
the a x a subdeterminants which can be formed from a fixed set of a 
linearly independent rows. 
By Lemma 3.3, there is a 1 : 1 correspondence between good index 
sets J on the one hand and extreme rays of fie* on the other. Hence, 
there is also a 1 : 1 correspondence between good index sets J and extreme 
points YJ of fie. 
Note that a proper inclusion h C J 2 is impossible for good index sets. 
For, otherwise, the corresponding Yi E fie would satisfy A Y1<Y2 for some 
A> 0. But Y2 is minimal, hence, Yl would be a positive multiple of y2, 
thus, J1 =J2. 
Whether or not a given index set J is good depends only on the value 
agh with hE J. More precisely, suppose J is good so that it corresponds 
to a unique point YJ of fie. Now, change some or all of those coefficients 
ftik and giik such that h ¢:. J where h is such that IXh = (i, j). Afterwards, 
J will still be good, the point YJ has not changed at all, while YJ is still 
an extreme point of the new set fie. On the other hand, a slight change 
of only one or two coefficients ftik or giik with (i, j) E J might have such 
a large effect that the new set fie has no extreme point at all at or near 
the original point YJ· Namely, such a change may increase the rank of AJ 
from k to k + 1 (provided k is not maximal) so that J is no longer a good set. 
The matrix A defined by (3.8) plays also an important role in the non-
stationary case. Let again the ftjk, gtjr, c and r be given. Consider a 
large population consisting of N males and N females. A fraction Pt of 
the males is of type i, (i = 1, ... , m), a fraction qi of the females is of type 
j, (j=1, ... ,n). Here, IPt= Iqi=l. 
Suppose they mate in such a way that there are N Pii couples of type 
(i, j), Npto unmated males of type i, Npoj unmated females of type j. 
Suppose further that 
m n 
(3.15) I I Ptj=C, 
i~l i~l 
thus, 
m. 
(3.16) I pw= 1-c , 
i-1 
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n 
I Po;= 1-c. 
i-1 
Finally suppose that the Pt; satisfy the taboo conditions (3.2). Now, 
consider the first generation offspring. It is easily seen that here a fraction 
(3.17) 
of the males is of type k, (k= 1, ... , m; IP:= 1 because of (3.1) and 
(3.15)). Similarly, a fraction 
(3.18) 
of the female offspring is of type r, ( r = 1, ... , n). 
Let the agh be defined as in (3.8). Then (3.17) and (3.18) can be re-
written as 
(3.19) 
and 
(3.20) 
f.l 
p:-pk= I akhYh, 
h-1 
f.l 
q;-qr= I am+r,hYh, 
h-1 
(k= 1, ... , m), 
(r= 1, ... , n), 
respectively. Here, y1, ... , yf.l denote the numbers Pt; with (i, j) ¢'. r, re-
ordered as in (3. 7). In principle, YI. ... , y f.l could be any set of nonnegative 
numbers satisfying (3.15) and (3.16) (where c is given). It is also clear 
that the Yh satisfy (3.9) precisely when we have an equilibrium ia the 
sense that p; = pk, q; = q, for all k and r. 
A linear combination 
m n 
(3.21) I ~kPk+ I ~m+rqr 
k-1 r-1 
will be called an invariant (relative to c and F) if the following is true. 
Consider any nonnegative {Pt;} satisfying (3.2), (3.15) and (3.16); let the 
Pk and qr be as in (3.6) and let the p; and q; correspond to the first 
generation offspring. Then one always has 
m n m n 
(3.22) I ~kP:+ I ~m+rq;= I ~kPk+ I ~m+rqr. 
k-1 r-1 k-1 r-1 
Equivalently, by (3.19) and (3.20), the ~u are such that 
m+n f.l 
I ~u I auhYh=O 
g-1 h-1 
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whenever y corresponds to a nonnegative {pu} satisfying (3.2), (3.15) 
and (3.16). Hence, a sufficient condition for (3.21) to be invariant would be 
m+n 
(3.23) ! ~gay11,=0 for h= 1, ... , p,. 
g-1 
If a denotes the rank of the matrix A and -,; = m + n- a, then the system 
(3.23) has precisely -,; linearly independent solutions, so that there are 
at least -,; linearly independent invariants. If C= 1 then -r;;;.2 by (3.14). 
If C= 1, then for any fixed 1 <.ho<p, it is possible to take Yh= 1 if h=ho, 
y11,=0 if h=l=ho. Consequently, if C= 1 then (3.23) is also a necessary con-
dition so that there are precisely -,; linearly independent invariants. 
m ,. 
One always has the trivial invariants ! Pi and ! qi. There exist exactly 
1 1 
-,;- 2 linearly independent non-trivial invariants if C= 1, at least -,;- 2 if 
C< 1. 
Let ~ be such that (3.21) is an invariant (relative to c and F). Let 
the Pt and qi refer to the present population and let p:, q; refer to some 
future generation. We further assume that all generations use the same c 
and F; the precise choices of the p~>, t=O, 1, 2, ... , is immaterial. It 
follows by induction that the p:, q; will always satisfy (3.22). In particular, 
if C= 1 then through (p1, ... , pm, q~, ... , qn) there passes a flat (=translate 
of a linear manifold) of dimension a=m+n--r such that for all subse-
quent generations (p:, ... , q:) lies in this flat, (as long as their mating 
habits involve the same c and F). 
4. Some illustrations. 
Let us first consider the simple case m = 2, n = 2. Thus, there are two 
types of males and two types of females, but the definition of type 1 
might be quite different for the two sexes. Let us further assume that 
no taboos are present and that all individuals get mated, that is, c = 1. 
The problem is to determine the nonnegative solutions {Pti} of (3.3)-
(3.5), where m=n=2, Pio=Poi=O, c=l. Given (3.1) and (3.5), the two 
equations (3.3) are clearly equivalent and similarly for (3.4). Hence, the 
problem is to determine the sets of nonnegative numbers (pu, P12, P21, P22) 
which satisfy ! Pti = 1 and 
(4.1) ! Uu-~t.t)Pti=O, ! (Yti-~J.t)Pti=O. 
Here, i = 1, 2 and j = 1, 2. Further 
(4.2) 
denotes the expected number of male offspring of type 1 and the expected 
number of female offspring of type 1, respectively, for a couple of type 
(i, j). The fu and gu are given numbers which only need to satisfy 
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The matrix on hand is essentially of the form 
( /u- 1 /12- 1 /21 A1= gu - 1 g12 g21 - 1 /22)' g22 
provided we take Y1=pu, y2=P12, ys=p21, Y4=P22· Note that A1 is pre-
cisely the matrix A defined by (3.8} with two redundant rows deleted. 
Assume for convenience that the first two rows of A1 are linearly inde-
pendent; (a sufficient condition would be that both /21>0 and g22>0). 
Thus 0'=2. Since our problem does have a solution (Theorem 2.1), the 
vector(1, 1, 1, l)islinearly independent of the row vectors in A1; (this is 
also easily seen from the signs of the elements of A1). Hence, As has 
rank 3 where As is obtained from A1 by adding a row of ones. For defi-
niteness, suppose that the last three columns of As are linearly inde-
pendent. Then the Pii can be expressed linearly in terms of pu. One obtains 
(4.3) (i, j= 1, 2), 
where the B1.1 and 01.1 are known numbers satisfying Bu = 1, On= 0, 
,l Bu=O, ,l Ot,j=l. Next, imposing the conditions Pu>O, we find 
•• 1 •• ; 
that necessarily 
(4.4) (O..;;;A.' ..;;;A."..;;; 1}, 
where 
A.'= max { -Oii/Bii: Bii> 0}, 
A."= min {-Oii/Bii: Bii<O}. 
Conversely, if pu is any number satisfying (4.4) then (4.3) defines a 
solution {Pti}· Afterwards, a corresponding feasible pair of type distri-
butions p = (p1, p2), q = (q1, q2) is obtained from 
P1 = Pn + P12, 
and p2 = 1 - p~, q2 = 1-q1. Here, Pi stands for the proportion of males 
which is of type i, (i= 1, 2), similarly qi for females. 
Clearly, there will be only one feasible pair of type distributions p, 
q precisely when either A.'= A." or both B12 = - 1 and B21 = - 1. The latter 
turns out to be equivalent to 
/u + /22 = /12 + /21. 
As a numerical example, suppose 
(.8 .6) Uti)= . 2 . 4 , (.8 .2) (gij) = . 2 . 8 . 
One finds that in this case 
12 19 P12 = 29-29 pu, 10 11 P21 = 29-29 pu, P22 = i9 + -l9 Pn 
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(whenever there is an equilibrium from generation to generation). Hence, 
pn can take any value in [0, H-J and no others. Moreover, 
P1=H+Hpu, 10 18 q1 = 29+ 29 pu, 
thus, q1 =} (9pl- 2). In particular, Pl can take any value between H = .414 
and H-= .632, while q1 can take any value between H= .345 and H= .737. 
The special case pu =-!yields a "random" solution Pii = Piqi with Pi= qi = t, 
Pii =-! for all i, j. 
The next simplest case would be m = 2, n = 3, c = 1. Here, the system 
(3.9) (with _Lyn= 1 added) would in general be of rank 4 allowing us to 
express the six Pii in terms of pu, p22 (say). Imposing the conditions 
Pi{> 0, the collection lie of all feasible {Pii} would be some region of 
dimension ,;;;; 2, similarly, the collection Pc of all feasible pairs p, q of 
type distributions. 
However, in the following important special case the rank e of the 
above system is equal to 3. Namely, suppose that the type of an individual 
is determined by a gene ( W or w) located on the X -chromosome. Males 
have only one X chromosome and thus can be only of two types W or w 
(1 or 2). Females have two X-chromosomes and thus can have the three 
types WW, Ww or ww (1, 2 or 3). Under the usual assumptions, one has 
that /m=gm=1, g2n=O, /i12=t, etc. The matrix A defined by (3.8) is 
now as follows. 
Yl Y2 Y3 Y4 Y5 Y6 
Pn P12 Pl3 P21 P22 P23 
Llpl 0 1 -1 1 t 0 -2 
Llp2 0 t 1 -1 _1_ 0 2 
Llql 0 t 0 -1 0 0 
Llq2 0 _1_ 1 1 _1_ 0 2 2 
Llq3 0 0 -I 0 t 0 
The way the six quantities Pii have been ordered is indicated by the Pii 
in the top margin. The Llpi and Llqi in the left margin serve as a reminder 
that changes in the Pi and qi are to be computed as in (3.19) and (3.20). 
Clearly' a= 2, hence T = 3 and e = 3. In fact, 
Thus, {Pii} (with Pi{> 0, ,L Pii = 1) gives rise to a stationary situation 
(Llpi = Llqj = 0) if and only if y2 = 2y4 and Y5 = 2y3, that is, P12 = 2p21 and 
p 22 = 2p13. Hence, the stationary solutions {Pii} correspond to the points 
of a 3-dimensional region. Note that 
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Therefore, we must have that q2.;;; i- and this is the only condition on 
the equilibrium distribution q for females. In other words, in the (q~, q3)-
plane, the feasible distributions correspond to the points of the trapezoid 
q1;;;. 0, q3;;;. 0, l.;;; q1 + q3.;;; 1. Given q there is a unique associated distri-
bution p for males (making p, q into a feasible pair), namely, p2= 1-pl 
and 
Here, Pl can assume any value in [0, l]. 
The uniqueness of p (given q) implies that P = P1 is essentially a 
trapezoid. In particular, P has 4 extreme points, therefore, II=II1 must 
have at least 4 extreme points. Using Lemma 3.2, and the comments 
following it, one easily sees that II has actually precisely 4 extreme points, 
obtained from the index sets J={1} (with pn=1), J={6} (with p23=1), 
J={2, 4} (with P12=j, P21=l) and J={3, 5} (with P13=l, P22=i-). In 
particular, II is a 3-dimensional tetrahedron whose "projection" on the 
(q1, q3)-plane happens to be a trapezoid. 
Since •=3 there must be precisely one non-trivial invariant (relative 
to c = 1). In fact, one has au+ 2a3h + a4h = 0 (k = 1, ... , 6) as a "non-trivial" 
relation between the rows of A. Hence (see (3.21)), P1 + 2q1 +q2 must be 
an invariant (when all individuals get mated). The reader will recognize 
this invariant as the S;)-called gene ratio. More precisely, of all N + 2N = 3N 
genes ( w or W) in the po:tmbtion a proportion l (p1 + 2q1 + q2) is of type W. 
As a final remark, when one looks for pairs p, q of type distribution 
which are stable under a random type mating Pii = piqi (compare the 
assertion (2.24)) one finds that necessarily 
thus, q2.;;; t. In the (q~, q3)-plane these speGial feasible distributions corre-
spond to the different points on the curve Vq1 + Vq3 = 1. The latter equation 
is equivalent to 
ql +q3 = 1. + (ql- q3)2 
2 4 2 ' 
showing that the curve is actually a parabola going through the points 
(1, 0), (!, !) and '(o, l). 
5. The symmetric case. 
From now on, we shall restrict ourselves to the further special case 
that 
(5.1) liik =gijk· 
Thus, we assume that m=n and that (5.1) holds for all i, j, k= 1, ... , n. 
For any couple, the males and females in the offspring of this couple 
272 
have thus the same chance to be of type k, (k= 1, ... , n). In particular, 
by (3.17) and (3.18), the offspring of a large population satisfies PZ=q~ 
for all k, to the effect that a pair p, q of type distributions can be stable 
only if 
(5.2) Pk=qk, for all k= 1, ... , n. 
Given (5.2), the conditions (2.14) and (2.15) are equivalent, so that in 
the present case our problem can be reformulated as follows. 
Be given the positive integer n and nonnegative numbers ftJk (i, j, 
k= 1, ... , n) satisfying 
(5.3) (i,j=1, ... ,n). 
Further, we are given a number O<c.;;;; 1 and a set r of pairs (i, j) with 
i, j=O, 1, ... , n, such that (0, 0) E r. If c= 1, then all pairs (i, 0) and (0, j) 
are to be in r. 
We are interested in the collection lie of all systems {Pti: i, j = 0, 1, ... , n} 
of numbers Pti;;;. 0 such that 
(5.4) Pt1=0 if (i, j) E r, 
.. .. 
(5.5) 1 1 Ptj=C, 
i=l i=l 
.. .. 
(5.6) 1 Pkr= 1 Prk, (k= 1, ... , n), 
r-0 r=O 
and 
.. .. .. 
(5.7) 1 1 Pti/iik-c 1 Pkr=O, (k= 1, ... , n). 
i=l i=l r=O 
Given {PtJ} E lie and putting 
(5.8) (k= 1, ... , n), 
one obtains a type distribution which is stable under at least one method 
of mating satisfying (5.4) and (5.5), and conversely. Let Pe denote the 
set of all type distributions p obtained from (5.8) by letting {Pii} run 
through lie. If c = 1, we often write li and P instead of li1 and P1. 
In many applications, one would be more interested in the special set 
consisting of those {Pti} in lie which satisfy 
(5.9) (i, j) ¢ r~ Pto=O or Po1=0. 
Sometimes, one even may want to require that 
(5.10) 
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compare the discussion following (2. 7). The set of all {p11} in lie satisfying 
(5.9) will be denoted by lie'; (here, lie' is closed but not necessarily 
convex). Let lie" denote the set of all {p11 } in lie satisfying both (5.9) 
and (5.10); (lie" need not even be closed). The corresponding subsets of 
Pe will be denoted as Pc' and Pc". If c= 1 then condition (5.9) is trivially 
satisfied (thus, Il1' =II~, P1' =P1), but condition (5.10) is not. Even when 
one is mainly interested in lie' or lie'', it may be good to start off with 
an investigation of lie. 
Let us return to lie. By (5.1), the system (5.6), (5.7) is actually equiva-
lent to the system (2.14), (2.15), and hence equivalent to the system 
(3.3), (3.4). Thus, the discussion of lie in Section 3 carries over to the 
present situation. If desired, one may replace in this discussion the 
matrix A, defined by (3.8), by an equivalent matrix which more directly 
describes the conditions (5.4)-(5.7). 
A considerable simplification is often possible in the special case 
(5.11) ftJk = /itk for all i, j, k. 
Here, a couple of type (i, j) has on the average the same sort of offspring 
as a couple of type (j, i). The further applications we have in mind all 
have this property. Therefore, we assume (5.11) from now on. Until 
further notice, we shall also assume that 
(5.12) (i, j) E r iff (j, i) E r, 
(for all i, j=O, 1, ... , n). Thus the set r of all taboos treats males and 
females on an equal basis. 
Consider any member {PtJ} of lie. Using (5.11) and (5.12), it is easily 
seen that Pti =Pit defines a further member {'Pu} of lie. But lie is convex. 
Consequently, 1tiJ=(Pii+Pii)/2 satisfies 1ttj=1tji and {nii} Elle. Observe 
that, by (5.6), formula (5.8) associates to {Pii} and {nii} one and the same 
type distribution p. Therefore, we may as well investigate instead of lie 
the smaller collection Ilc, 8 consisting of all symmetric members {ntJ} of lie. 
Given {n11} E Ile, 8 , it is easy to describe the collection of all {Pu} E lie 
such that (Pti+Pit)/2=nti, for all i and j. Namely, these {Pii} are given by 
( 5.13) 
where Ll11 is arbitrary, except for the conditions 
n 
(5.14) ILltJI<nti , Llji=-Llii , L Lltr=O, 
r=O 
(for all i, j = 0, 1, ... , n). The proof is easy and will be left to the reader. 
REMARK. If one is interested in lie' or lie", then the above reduction 
to the symmetric case will not work anymore. For, it is easy to construct 
an example where some {Pti} E lie satisfies (5.9), while the corresponding 
symmetric member {nii} E lie fails to satisfy (5.9). 
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Let us now investigate the compact and convex set Ilc,s consisting of 
all symmetric members of lie. We shall also consider the somewhat larger 
collection II.~. of all non-zero nonnegative symmetric systems {:rrt1, i, j = 0, 
1, ... , n} satisfying 
(5.15) 
(for k = 1, ... , n) and further :TriJ = 0 for each ( i, j) E r. Clearly, II.~ • is a 
convex cone. 
Given {::rri1}, the ray through {::rri1} is defined as the collection of all 
systems {lX::rrtJ}; here, lX runs thr.:mgh all positive constants. If {::rri1} E II.~., 
then the above ray is entirely in II.~., while a unique element of the ray 
is in Ilc,s· In this way, we have a 1 : 1 correspondence between the 
elements of Ilc,s and the rays in Il0~8 • Thus, it suffices to determine the 
structure of II.~., in particular, the extreme rays of Il0~8 • 
Let p,' denote the number vf pairs of integers 0.;;;; i.;;;; j.;;;; n not in r. 
Let these pairs be ordered as lXI. lX2, . . . . For definiteness, take first the 
pairs (0, j) not in F if any (none if C= 1}, then the pairs (i, i) not in F, 
and finally the pairs (i, j) not in r with 1 .;;;;i<j. If lXa= (i, j), we put 
i =i(h) and j =j(h), (h= 1, ... , p,'); always i(h) .;;;;j(h). 
Each symmetric system {::rrtJ, i, j~O, 1, ... , n} satisfying :rrt1=0 when-
ever (i, j) E r will be represented by an ordered system of numbers 
Z1, z2, ... , z,.., as follows: 
Za = ::rroJ if lXa = (0, j}, 
( 5.16) =::rru iflXa=(i,i}, 
=2:rrii if lXa=(i, j) with 1o;;;;i<j. 
In view of the extra factor 2 when 1o;;;;i<j, we have that {::rrt1} satisfies 
::rrn + ::rr12 + ... + :rrnn = c precisely when the corresponding vector z satisfies 
( 5.17) 
Next, define 
(5.18) 
I'' ! Za=C. 
h=l 
i(lt);;;.l 
~ bka = ~ /iik- ibtk- ibik 
( = -bjk 
if lXa=(i,j),i;;;.1; 
if lXa = (0, j). 
Here, k= 1, ... , n; h= 1, ... , f.l'· Let B denote the corresJJonding matrix 
having n rows and f.l 1 columns. By (5.16}, the conditions (5.15) may be 
rewritten as 
(5.19} 
1-'' ! bkaZa=O, 
h=l 
k=1, ... ,n. 
Equivalently, Bz=O. Further, II0~8 may be regarded as a collection of 
f.l'-dimensional vectors z, namely, 
(5.20) Il0~8 ={z: Bz=O, z;;;.O, z~O}. 
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This formula enables us to apply Lemma 3.3 (with A replaced by B) 
so as to obtain the extreme rays of II*. Most of the comments following 
c. s 
Lemma 3.3 carry over verbatim to the present case. In particular, (3.19) 
becomes 
I•' (5.21) PZ-Pk= .L bkhZh, (k= 1, ... , n). 
h~l 
More precisely, given a population with type distribution p which forms 
a fraction Pii of couples uf type (i, j) (subject to (5.4), (5.5), (5.6) and 
(5.8)) the ty:tJe distribution p* of the offspring is given by (5.21). Here, 
z is given by (5.16) and nij=(Pii+Pii)/2. Analogous to (3.22), every 
solution 6, ... , ~k of the system 
( 5.22) (h= 1, ... , p'), 
would correspond to an invariant of the form ~1P1 + ... + ~nPn· 
Assuming IIc,s is non-empty, what can be said about its "size"? In 
the very special case fiik = 15~ (for all i, j, k) Pc clearly contains only one 
element p=(l, 0, ... , 0), while IIc,s consists of the single clement {nii} 
with nu = c, n01 = n10 = 1- c, (nii = 0 otherwise). 
In general one would expect IIc,s to be much larger. Let the dimension 
of IIc~s be denoted by 15. That is, the dimension of the smallest flat con-
taining IIc~s is equal to 15. Clearly, IIc~s must have at least /j extreme 
rays. Also note that IIc, s itself will have its dimension equal to a- l. Let 
the rank ofBbedenotedbya'.From (5.20), o<.p'-a'. In fact, we have 
(5.23) o=p' -a', 
provided IIc~ s contains at least one element z such that zh > 0 for all 
h = 1, ... , p'. The latter is equivalent to the requirement that, for each 
r= 1, ... , p', IIc~s contains an element z=z(r) satisfying Zr> 0; (for, after-
wards, take z= (1/p,') .L z(r>). The following result is sometimes helpful in 
proving the existence of such an clement z(r). 
LEMMA 5.1. Let 1 <.r<.p' be fixed. Then the following are equivalent: 
(i) 
(ii) 
(iii) 
(5.24) 
There exists a z E II* such that Zr > 0. 
C,S 
There exists an extreme ray {1Xz: 1X > 0} of II* such that Zr > 0. 
c. s 
There does not exist any set of numbers ~b .•. , ~n such that 
n 
f3h= .L ~kbkh 
k~l 
satisfies f3h>0 (h=1, ... ,p') and f3r>0. 
Proof. That (i) ~ (ii) and that (i) =?(iii) is rather obvious. That 
(iii)=? (i) is a special case of a result in (8] p. 14. 
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CoROLLARY 5.2. Let J be a given non-empty subset of {1, 2, ... , ,u'}. 
Then the following are equivalent. 
(i) For each z E Ilc,s we have Zn=O for each h EJ. 
(ii) There exist numbers ;1, ... ,;n such that f3n>0 for all h, f3n>0 
for all hE J. Here, f3n is as in (5.24). 
" (iii) In R11' there exists a closed halfspace ! ;kuk;;. 0, containing all 
k-l 
points bn=(bin, ... , b11,h)', such that the bn with h EJ are contained in the 
corresponding open half space ! ;kuk > 0. 
As a further application, let 1 .;;; k, l.;;; n be fixed and such that Pkl = 0 
for each {Pci} in lie. Thus, a population cannot possibly reproduce its 
type distribution (in its offspring) unless it forms no couple of type (k, l). 
Now consider an infinite sequence of generations, each mating in an 
arbitrary way, consistent with the taboos and the mating ratio c pre-
scribed. Let {p~l} and {p~l} denote the mating behavior and type distri-
bution, respectively, of the k-th generation. We assert that p~/4- 0 
as t 4- oo. 
Proof. Let r be such that !Xr= (k, l). By Lemma 5.1, one can find 
numbers ;1, ... , ;n such that the f3n defined by (5.24) satisfy f3n>0 
(h= 1, ... , ,u') and f3r> 0. By (5.21), 
here, the z~l are defined by (5.16) but with 2nci replaced by (P!;l+P:!l). 
Multiplying by ;k and summing we have that Xt = ! ;kp~tl satisfies 
p' 
Xt+I-Xt= ! f3nz~l>f3rz~ll;;.O. 
h-l 
Further, Xt.;;; max ;t, hence { Xt} tends to a finite limit, thus, P~i .;;; z;'l.;;; 
<; (Xt+I-Xt)/{Jr 4- 0. 
REMARK. The assertion p~j 4- 0 does not necessarily imply that either 
p~l 4- 0 or p:'l 4- 0 (in which case either type k or type l would become 
extinct). The latter would be true, for instance, if the subsequent gener-
ations would consciously try to form as many pairs of type (k, l) as 
possible. 
(To be continued) 
