| INTRODUCTION
When assessing the performance of a hydrological model, a question that can be raised is, how good is really good? Despite several calls to use benchmarks (Pappenberger, Ramos, Cloke, & Fredrik, 2014; Schaefli & Gupta, 2007; Seibert, 2001) , model performance in the scientific literature, conference presentations, and discussions among hydrological modellers is still often solely judged based on the value of some performancemeasure.Forinstance,amodelisratedaswell-performingbecause model efficiency (Nash & Sutcliffe, 1970) values are above 0.7. Some authors (e.g., Moriasi et al., 2007; Ritter & Muñoz-Carpena, 2013 ) even suggest performance classes based on model efficiency values. Based on our experiences with the application of hydrological models for catchments with largely varying characteristics, we argue that such judgments on model performance can only be made if model performances are related to benchmarks that representwhat could and should be expected.
The idea of using benchmarks is by no means new and actually the most commonly used performance measure in hydrological modelling, the model efficiency or Nash-Sutcliffe efficiency (Nash & Sutcliffe, 1970) , can be interpreted as the comparison of model simulations with a constant streamflow equal to the observed mean streamflow (lower benchmark) and a perfect fit (upper benchmark). Obviously, this lower benchmark is not too hard to beat, whereas this upper benchmark is hardly achievable in practice. To better evaluate how good model simulations are, more informative lower benchmarks have been suggested (Garrick, Cunnane, & Nash, 1978; Schaefli & Gupta, 2007; Seibert, 2001 ). However, the use of benchmarks that are taking into account what is possible with the data, that is, what could and should be expected, is still not common practice in hydrological modelling.
In hydrological modelling, it is never possible to obtain a perfect model fit. This is partly due to the complexity of processes in nature but also due to errors in observations of the driving data and streamflow. Therefore, the upper benchmark should not be an unrealistic perfect simulation but take potential errors in the data into account. On the other hand, there is usually also a lower limit on how bad a model can be, simply because the driving data ensure that the simulated streamflow cannot be totally off as long as the model respects the basic water balance. We, therefore, argue that we should Here, we make a case for the use of upper and lower benchmarks and suggest possibilities for concrete benchmarks based on simulations using a simple hydrological model which implicitly take observation uncertainties in both input and output time series into account.
We evaluated how much the upper and lower benchmarks vary for catchments in the United Kingdom (UK) and the United States (US), and demonstrate the potential use of upper and lower benchmarks to evaluate model performance based on the example of the uncalibrated application of the SHETRAN (Système Hydrologique Européen-TRANsport) model to 306 catchments in the UK.
| BENCHMARKS DERIVED FROM A SIMPLE BUCKET TYPE MODEL
The basic idea of the proposed upper and lower benchmarks is to allow comparison of simulated streamflow time series from any model with those obtained using a simple bucket-type modelling approach. The HBV model (Bergström, 1976; Lindström, Johansson, Persson, Gardelin, & Bergström, 1997; Seibert, 1999) with its 10-15 model parameters is a suitable model for this, but other simple bucket type models with a limited number of parameters could be used as well.
We used the HBV model in the version HBV light (Seibert & Vis, 2012 ). The HBV model simulates streamflow based on time series of temperature and precipitation, as well as estimates of long-term evaporation using routines that represent snow accumulation and melt, soil moisture and groundwater storage and release, and streamflow routing. Model parameters for specific catchments are not measurable as they represent effective values at the catchment scale and are usually found by calibration or regionalization.
For the upper benchmark, we suggest the best possible streamflow simulation that can be achieved with a simple model. For this, the HBV model is calibrated using an optimization approach; we used a genetic algorithm implemented in the HBV light software (Seibert, 2000) . Although better model performances might be possible with another model, differences in model performance among calibrated models are usually small (e.g., Refsgaard & Knudsen, 1996) .
For the lower benchmark, we suggest two alternatives. In the fully uninformed case, one might run the simple model with random parameters within feasible ranges. For the HBV model, such ranges have been suggested on the basis of previous model applications in many catchments worldwide (Bergström, 1990; Lindström et al., 1997; Seibert, 1999) . Because single random parameter sets might result in varying model performances, an ensemble approach should be used. This means that a large number of random parameter sets is generated (here 1,000 sets), and the model is run for each of them individually. The streamflow time series for the lower benchmark is then obtained by computing the mean streamflow from the 1,000 simulated streamflow time series for each time step. If there are calibrated parameter sets for other (similar or nearby) catchments available, then these can be used as an alternative lower benchmark.
Similar to the use of random parameter sets, no information from the catchment in question is used at all, but, in this case, the ensemble is compiled from calibrated parameter sets from other catchments. Again, the benchmark time series is computed as the ensemble mean. 
If the model efficiency (Nash & Sutcliffe, 1970 ) is used as performance measure, R relative equals the relative differences in the sums of squared errors S Ɛ (Equation 2). Note also that this equation represents the Nash Sutcliffe efficiency exactly in case the mean observed discharge is used as the lower benchmark and the observed discharge as upper benchmark (i.e., S Ɛ = 0).
3 | DATA SETS The other data set includes 306 catchments in the UK (National River Flow Archive, 2014) and has also been used in several studies recently (Coxon et al., 2015; Crooks, Kay, Davies, & Bell, 2014; Deckers, Booij, Rientjes, & Krol, 2010; Lewis, Birkinshaw, Kilsby, & Fowler, 2018a , 2018b ).
The HBV model was calibrated for each catchment individually to obtain the upper benchmark. For the lower benchmarks, mean streamflow time series were derived from two ensembles: (a) random parameter sets and (b) regional parameter sets. The latter were the calibrated parameters for the other catchments in the data set. To consider parameter uncertainty, we used 10 different optimized parameter sets from each of the other catchments in the US and UK data sets, respectively.
The benchmarks for the UK data set were further used to evaluate the model performance of an uncalibrated SHETRAN model (Ewen, Parkin, & O'Connell, 2000) with regard to streamflow. The SHETRAN model has been applied for 306 catchments in the UK without using any calibration or tuning against observed discharge and using only national data sets (including a national DEM and maps of hydrogeology, soils, and land cover) to derive parameter values (Lewis et al., 2018a (Lewis et al., , 2018b . Potential evapotranspiration was calcu- [1990] [1991] . These catchments cover a broad range of the hydrological regimes in the UK and contain varying levels of human influence on streamflow. This model setup is known to perform poorly for groundwater dominated catchments as nationally available data do not appropriately parameterize or capture the heterogeneity of UK aquifers (Lewis et al., 2018b) .
| RESULTS
The benchmarks varied considerably for the different catchments in the US and the UK. For the upper benchmarks (i.e., when using calibrated parameters), model efficiency values were typically in the range of 0.5-0.9 (Figures 1a and 2a ; Table 1 ). The variability among the catchments was larger for the lower benchmarks (i.e., no catchment-specific calibration) with typical model efficiency values ranging from below 0 to above 0.8 (Figures 1b and 2c ; Comparison of the uncalibrated SHETRAN model simulations to the benchmarks showed that model performance was better on average than the lower benchmark using random parameters but somewhat poorer than the lower benchmark based on regional UK parameter sets (Figure 3 ; Table 1 ).
| DISCUSSION
The results clearly show that the lower and upper benchmarks differ among catchments and highlight why model simulations should not be compared with a fixed benchmark, such as the mean streamflow FIGURE 1 Upper (a) and lower (b) benchmarks for US catchments. The latter was based on random parameters. Patterns were similar when regional parameters were used to obtain the lower benchmark but model efficiency values were generally higher (Table 1) FIGURE 2 Upper (a) and lower (c) benchmarks for UK catchments, as well as performance of the uncalibrated SHETRAN model (b). The lower benchmark was based on random parameters. Patterns were similar when regional parameters were used to obtain the lower benchmark but model efficiency values were generally higher (Table 1) is that whilst they might provide poorer streamflow simulations, they do so by better representing internal variables and fluxes. It also should be emphasized that there are of course reasons to use models beyond streamflow simulations, and, for other variables, the SHETRAN simulations still could be superior to simple models. For instance, simple models usually do not provide information on spatial variations in soil moisture, groundwater levels, or streamflow.
For the lower benchmark, we suggested two different approaches.
The difference between them is that in the first case parameter values are used that have been found acceptable in previous studies, whereas FIGURE 3 Relative model performances of the SHETRAN model. For the lower benchmark two different ensembles were used, which were based on regional (a) and random (b) parameter sets in the second case entire parameter sets are transferred and a parameter set is used if it performed well in at least one other catchment. 
| CONCLUSIONS
The examples from the US and UK clearly demonstrate a huge variation in terms of both how well streamflow can be simulated when a simple model is calibrated and how well the simple model performs with uncalibrated parameters. This clearly highlights the need for benchmarks as a complement for any goodness-of-fit measure; without any comparison, it is not possible to fully judge how well a model performs. In the commonly used model efficiency (Nash & Sutcliffe, 1970) , the mean observed streamflow is used as a lower benchmark, but this benchmark is not challenging enough to be really informative. Similarly, the upper benchmark of a perfect fit is also not useful for comparing the results of different models because a perfect fit may not be possible due to data quality issues. Therefore, it would be useful for the hydrological modelling community to agree on benchmarks to be used for the comparison of model performance.
We suggest using a simple bucket-type model with few model parameters to determine both the lower and the upper benchmarks and argue that the use of an upper and lower benchmark is a valuable way to assess model performance.
It might be difficult to agree on specific benchmarks as there are many choices, such as which simple model to use or how to define the lower benchmark. However, we argue that regardless of the specific choices, the use of lower and upper benchmarks defined in some reasonable way is better than using simplistic rules of a thumb, such as the performance of a model with a model efficiency value above 0.7 being good without any comparison to what is possible and can be expected. As illustrated by the evaluation of the SHETRAN model simulations for a large number of catchments in the UK, the use of benchmarks is needed to assess model performance. We encourage the hydrological modelling community to further discuss and explore the use of lower and upper benchmarks. Hopefully, this will lead to generally accepted benchmarks in the future, similar to the common use of the model efficiency in the past decades.
