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We study fermionic excitations in a hot and dense strongly interacting medium consisting of quarks
and (pseudo-)scalar mesons. In particular, we use the two-flavor quark-meson model in combination
with the Functional Renormalization Group approach, which allows to take into account the effects
from thermal and quantum fluctuations. The resulting fermionic excitation spectrum is investigated
by calculating the quark spectral function at finite temperature, quark chemical potential, and
spatial momentum. This involves an analytic continuation from imaginary to real energies by
extending the previously introduced analytically-continued FRG (aFRG) method to the present
case. We identify three different collective excitations in the medium: the ordinary thermal quark,
the plasmino mode, and an ultra-soft “phonino” mode. The dispersion relations of these modes
are extracted from the quark spectral function. When compared to corresponding results from an
FRG-improved one-loop calculation remarkable agreement is found.
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I. INTRODUCTION
The spectrum of fermionic excitations in a hot rela-
tivistic plasma composed of quarks, antiquarks, and glu-
ons (or electrons, positrons, and photons) exhibits inter-
esting collective modes that have been studied for sev-
eral decades by now [1–24]. Various methods have been
developed to study these systems, based on perturba-
tion theory, i.e., the hard thermal loop (HTL) or hard
dense loop (HDL) approximation [3, 8, 9, 13], as well
as kinetic theory [25–27]. One generally finds the emer-
gence of collective phenomena on a “soft” momentum
scale p ∼ gT or p ∼ gµ, where g is the coupling con-
stant, T the temperature, and µ the fermion chemical
potential. Already standard HTL calculations show the
existence of two branches, namely the ordinary fermionic
quasi-particle branch and the “plasmino” or hole mode,
i.e., a collective excitation termed in analogy to the plas-
mon oscillation. Beyond-HTL calculations at finite tem-
perature also reveal another collective excitation in the
region of ultra-soft momenta, p ∼ g2T, g2µ, which we will
refer to as a “phonino” [7, 16–18, 21–24, 28–35].
In this work we investigate the existence and the prop-
erties of these fermionic excitations at finite tempera-
ture and density in the presence of fluctuations, thus
going beyond the usual HTL and one-loop calculations.
In order to include the effects from quantum and ther-
mal fluctuations, we use the Functional Renormalization
Group (FRG) approach and apply it to the quark-meson
model as a low-energy model for the chiral aspects of
two-flavor Quantum Chromodynamics (QCD). The re-
sulting fermionic excitation spectrum is investigated by
calculating the quark spectral function at finite temper-
ature, quark chemical potential, and spatial momentum.
This involves overcoming the analytic-continuation prob-
lem, i.e., the difficulty to extract real-time quantities
such as spectral functions from a Euclidean (imaginary-
time) framework like the FRG, in its usual formulation.
We deal with this problem by using the analytically-
continued FRG (aFRG) method, which was proposed in
Refs. [36–38]. The aFRG method avoids the need for
numerical reconstruction schemes, see for example Refs.
[39–47], and exhibits a number of particular advantages:
it preserves the underlying symmetry structures and their
breaking patterns, and it is thermodynamically consis-
tent in that the thermodynamic potential and the spec-
tral functions are calculated on the same footing. The
aFRG method has been successfully applied in different
situations, for example to calculate mesonic in-medium
spectral functions in Refs. [37, 38, 48], vector- and axial-
vector meson spectral functions in Refs. [49], and quark
spectral functions at T = 0 and µ = 0 in Ref. [50]. The
present work therefore is an extension of Ref. [50] to fi-
nite temperature and chemical potential as well as finite
spatial momentum relative to the heat bath.
The paper is organized as follows. In Sec. II we briefly
introduce the FRG framework and its application to the
quark-meson model, and then apply the aFRG method to
derive the flow equation for the real-time quark two-point
function, from which the quark spectral functions are ob-
tained. In Sec. III we discuss an FRG-improved one-loop
calculation, which is used for comparison to the FRG
computation. In Sec. IV our results for the quark spec-
tral functions at finite temperature, finite quark-chemical
potential, and finite spatial momentum as well as for the
dispersion relations of the identified fermionic excitations
are presented. We close with a summary and outlook in
Sec. V. Further details are deferred to several appendices.
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2II. QUARK SPECTRAL FUNCTION WITH THE
FRG
A. FRG approach to the quark-meson model
The FRG is a powerful non-perturbative approach
with a wide range of applications, see e.g. Refs. [51–
58] for reviews. It is usually formulated in (continuous)
Euclidean space-time and combines Wilson’s idea of the
renormalization group in momentum space [59, 60] with
functional methods in quantum field theory.
In the following we will use the formulation pioneered
by Wetterich [61], which aims at calculating the effective
average action Γk, where k is the renormalization-group
scale. After choosing a suitable ansatz for the effective
average action at the ultraviolet (UV) scale k = Λ, the
effects of quantum and thermal fluctuations are gradu-
ally included until the full effective action Γ = Γk=0 is
obtained in the limit k → 0. The scale dependence of Γk
is given by the following flow equation,
∂kΓk[φ, ψ, ψ¯] =
1
2
STr
[
∂kRk
(
Γ
(2)
k [φ, ψ, ψ¯] +Rk
)−1]
,
(1)
where Rk is a regulator function that suppresses momen-
tum modes with momenta smaller than k, Γ
(2)
k is the sec-
ond functional derivative with respect to the fields, and
the supertrace runs over field space, all internal indices,
and also includes an integration over internal momenta.
Our ansatz for the effective average action is based on
the quark-meson model as a low-energy effective theory
for the chiral aspects of QCD with two flavors [62, 63]
and reads
Γk[φ, ψ, ψ¯] =
∫
d4x
{
ψ¯
(
γµ∂
µ + h(σ + i~τ · ~piγ5)− µγ0
)
ψ
+
1
2
(∂µφ)
2 + Uk(φ
2)− cσ
}
, (2)
with φ2 = σ2 + ~pi2, an effective potential Uk(φ
2), the
quark chemical potential µ, and cσ an explicit chiral
symmetry breaking term which plays the role of the
(up/down) current quark mass in QCD. This ansatz
represents the leading order in a derivative expansion,
also called local potential approximation (LPA) [64, 65].
When inserting this ansatz into the Wetterich equation,
one obtains the flow equation for the effective potential,
∂kUk =
k3
6pi2
(
1
2
Ik,σ +
3
2
Ik,pi − 2NcNfIk,ψ
)
, (3)
where explicit expressions for the threshold functions Ik
are given in App. A. At the UV scale Λ we choose the
effective potential to be symmetric,
UΛ(φ
2) =
1
2
m2Λφ
2 +
1
4
λΛ(φ
2)2, (4)
and then solve the corresponding flow equation numer-
ically using the so-called “grid method”, see for exam-
ple Ref. [63]. This method is based on a finite-difference
scheme to solve the FRG flow equation. In case of discon-
tinuities, such schemes do not always converge to the cor-
rect solution, and one should rather use finite-element or
finite-volume methods, see Ref. [66]. However, as shown
in Ref. [66], such discontinuities typically do not influence
the minimum of the effective potential (i.e., the physical
point), so that for the investigations presented in this pa-
per the grid method is still expected to produce reliable
results. In fact, we also checked explicitly that our re-
sults do not depend on the particular numerical method
used by comparing them to results obtained from the
so-called KT method [67], i.e., a finite-volume method.
The numerical values for the parameters are chosen as in
Ref. [50], which yields the following physical values for
the pion decay constant and the particle masses in the
IR: fpi = 93.5 MeV, mpi = 138 MeV, mσ = 509 MeV,
and mψ = 299 MeV. The UV cutoff is chosen to be
Λ = 1 GeV. The solution for the scale-dependent effec-
tive potential is then used as input for the calculation
of the quark two-point function and the quark spectral
function.
B. Quark two-point function and analytic
continuation
In order to obtain the flow equation for the quark two-
point function we will follow the approach presented in
Ref. [50], but extend it to finite spatial momentum, finite
temperature, and quark chemical potential. First, we
take two functional derivatives of the Wetterich equation,
Eq. (1), with respect to the fermionic fields, which yields
∂kΓ
(2),E
k,ψ (p) =
1
2
Tr
(
∂kRB(~q − ~p)Dφφ(q − p)
× Γ(3)
ψ¯ψφ
Dψ¯ψ(q)Γ
(3)
ψ¯ψφ
Dφφ(q − p)
+ ∂kRF (~q + ~p)Dψ¯ψ(q + p)
× Γ(3)
ψ¯ψφ
Dφφ(q)Γ
(3)
ψ¯ψφ
Dψ¯ψ(q + p)
)
, (5)
see Fig. 1 for a diagrammatic representation. Therein,
q = (q0, ~q) is the internal and p = (p0, ~p) the external
momentum, D = (Γ
(2)
k +Rk)
−1 is the full regulated prop-
agator, the vertex functions Γ
(3)
ψ¯ψφ
are obtained from the
ansatz in Eq. (2), and the remaining trace represents a
summation over all internal indices as well as an integra-
tion over the internal momentum, see App. A for explicit
expressions. As in the original studies [36–38, 50], we use
three-dimensional regulator functions, which only regu-
late spatial momenta but not the energy components, at
the expense of slightly breaking the Euclidean O(4) sym-
metry [36]. While in principle also four-dimensional regu-
lator functions can be used [68, 69], the three-dimensional
regulators allow to analytically perform the integration
over the internal energy component, or the corresponding
Matsubara sum at finite temperature, which significantly
simplifies the analytic-continuation procedure discussed
in the following.
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FIG. 1: Diagrammatic representation of the flow equation for the quark two-point function (top), cf. Eq. (5), and of the one-
loop expression for the quark self-energy (bottom), cf. Eq. (20). Solid lines represent quark propagators, dashed lines meson
propagators. The crosses represent regulator insertions ∂kRk and the red circles the appropriate vertex functions.
In order to obtain the flow equation for the real-time
quark two-point function, we have to perform an analytic
continuation from imaginary to real energies. This an-
alytic continuation is performed on the level of the flow
equations and is achieved by the following two-step pro-
cedure, see also Refs. [37, 38]. First, the periodicity of
the bosonic and fermionic occupation numbers, which ap-
pear in the flow equation upon evaluating the Matsubara
summation analytically, with respect to the Euclidean
Matsubara frequencies p0 = i 2pinT is exploited,
nB,F (E + ip0)→ nB,F (E). (6)
In a second step, p0 is replaced by a continuous real en-
ergy ω,
∂kΓ
(2),R
k,ψ (ω, ~p) = − lim→0 ∂kΓ
(2),E
k,ψ (p0 = −i(ω + i), ~p).
(7)
One should note that the limit → 0 can be taken analy-
tically for the imaginary part of the two-point function,
while for the real part we use a small numerical value
 = 1 MeV. This analytic-continuation procedure obeys
the physical Baym-Mermin boundary conditions [70, 71],
and the resulting retarded propagator is analytic in the
upper half of the complex-energy plane, as expected.
We now make the following ansatz for the scale-
dependent quark two-point function,
Γ
(2)
k,ψ(ω, ~p) = γ0Ck(ω, ~p) + i~γ · pˆ Ak(ω, ~p)−Bk(ω, ~p) ,
(8)
with pˆ ≡ ~p/|~p| and where the UV initial conditions for
the dressing functions are given by
AΛ(ω, ~p) = |~p| , (9)
BΛ(ω, ~p) = hσ , (10)
CΛ(ω, ~p) = ω + µ , (11)
see also Ref. [50]. The flow equation for the quark two-
point function,
∂kΓ
(2)
k,ψ(ω, ~p) =γ0∂kCk(ω, ~p) + i~γ · ~ˆp ∂kAk(ω, ~p)
− ∂kBk(ω, ~p) , (12)
then leads to flow equations for the individual dressing
functions, which are discussed in the appendix. In partic-
ular, the analyticity of the flow of these dressing functions
in the upper half of the complex-energy plane is evident
from these expressions, cf. Eqs. (D1)-(D6), and guaran-
tees that the correct analytic behavior of the retarded
propagator is maintained in the flow.
C. Quark spectral function
The quark spectral function is then given by
ρk,ψ(ω, ~p) = − 1
pi
ImGk,ψ(ω, ~p) , (13)
where the propagator is defined as the inverse of the two-
point function. The quark spectral function therefore has
the same Dirac structure as the two-point function,
ρk,ψ(ω, ~p) = γ0ρ
(C)
k,ψ(ω, ~p) + i~γ · pˆ ρ(A)k,ψ(ω, ~p) + ρ(B)k,ψ(ω, ~p) ,
(14)
where the individual components can be obtained as
ρ
(X)
k,ψ (ω, ~p) = −
1
pi
ImG
(X)
k,ψ (ω, ~p) , (15)
with X ∈ {A,B,C}. For a discussion of the properties of
these spectral functions and the corresponding sum rules
we refer to Ref. [50].
In the following, we will focus on particle and anti-
particle spectral functions, i.e., states associated with
positive and negative energies, which can be extracted
from the quark spectral function ρk,ψ(ω, ~p) by applying
suitable projection operators. A general form of such a
projection operator is given by
Λ± =
1
2p
[p ± (γ0~γ · ~p+mγ0)] , (16)
with p =
√
~p 2 +m2, see for example Refs. [12, 15].
This projection operator, however, depends on the quark
mass, which introduces a certain ambiguity when deal-
ing with resonance states as encountered in the following.
4We will therefore focus on two special cases where the de-
pendence on the quark mass drops out: the case of zero
momentum and that of zero quark mass. For ~p = 0, the
quark spectral function can be decomposed as
ρk,ψ(ω, 0) = ρ
+
k,L(ω)L+γ0 + ρ
−
k,L(ω)L−γ0, (17)
with L± = (1± γ0)/2, while for mψ = hσ0 = 0, we have
ρk,ψ(ω, ~p) = ρ
+
k,P (ω, ~p)P+γ0 + ρ
−
k,P (ω, ~p)P−γ0, (18)
with P± = (1± γ0 ~γ · pˆ)/2. For further details and prop-
erties of these spectral functions we refer to App. A.
III. FRG-IMPROVED ONE-LOOP
CALCULATION
It will be instructive to compare the results obtained
with the FRG setup to those from a one-loop calcula-
tion. In order to arrive at a meaningful comparison, we
will use the same parameters and masses in the one-loop
calculation as in the FRG calculation. This in particular
entails making the meson masses in the one-loop calcula-
tion momentum-dependent, where the momentum scale
is identified with the FRG scale, as discussed in the fol-
lowing, see also Ref. [72].
We first write the retarded quark propagator as
GRψ (ω, ~p) =
[
(ω + i+ µ)γ0 −mψ + i~p~γ − ΣR(ω, ~p)
]−1
,
= [γ0C(ω, ~p) + i~γpˆ A(ω, ~p)−B(ω, ~p)]−1 ,
(19)
where ΣR(ω, ~p) is the quark self-energy. The real-time
quark self-energy can be obtained from its Euclidean
counterpart ΣE(iωn, ~p) by analytic continuation iωn →
ω + i, where ωn = (2n + 1)piT are the fermionic Mat-
subara frequencies. In the imaginary-time formalism we
can write the quark self-energy as
2 ΣE(iωn, ~p)
= −h2T
∑
m
∫
d3q
(2pi)3
[
Gσ(iωm − iωn, ~q − ~p)Gψ(iωm, ~q)
+Gσ(iνm, ~q)Gψ(iνm + iωn, ~q + ~p)
+3Gpi(iωm − iωn, ~q − ~p)iγ5Gψ(iωm, ~q)iγ5
+3Gpi(iνm, ~q)iγ5Gψ(iνm + iωn, ~q + ~p)iγ5
]
,
(20)
where h is the Yukawa coupling and νm = 2mpiT are the
bosonic Matsubara frequencies. We note that, in order to
facilitate a comparison, the momentum routing is chosen
to be the same as in the FRG case, see also Fig. 1. This
also gives rise to the overall factor 2 in Eq. (20), since
we are using four instead of the usual two diagrams. The
right-hand side of Eq. (20) contains the free quark and
meson propagators, which are given by
Gψ(iωn, ~p) = [(iωn + µ)γ0 + i~p · ~γ −mψ]−1 , (21)
Gα(iνn, ~p) =
[
(iνn)
2 − ~p 2 −m2α(|~p|)
]−1
, (22)
with α ∈ {σ, pi} and where the meson masses are taken to
be momentum-dependent. The momentum dependence
is here identified with the scale dependence from the FRG
calculation, i.e., mα(|~p|) ≡ mα(k). The other param-
eters, such as the quark mass mψ = hσ, the Yukawa
coupling h, the UV cutoff Λ, and the initial values for
the propagator at the cutoff scale are also taken to be
the same as in the FRG calculation, in order to facilitate
a comparison.
With this “FRG-improved” one-loop setup we can ob-
tain the quark spectral function from the same expres-
sions as discussed for the FRG case, but with the coeffi-
cients X ∈ {A,B,C} replaced by X(ω, ~p) = XΛ(ω, ~p) +
∆X(ω, ~p) with
∆X(ω, ~p) = L(X)σψ (ω, ~p) + L(X)ψσ (ω, ~p)
+ 3L(X)piψ (ω, ~p) + 3L(X)ψpi (ω, ~p) , (23)
where explicit expressions for the loop functions L(X)
are given in App. B. As shown in the appendix, there
is a striking similarity between the one-loop equations
for these loop functions and the corresponding FRG loop
functions. In fact, the FRG equations can be obtained
by taking a derivative of the one-loop equations, at least
for zero momentum, where it can also be shown that the
final result for the coefficients X ∈ {B,C} only differs by
a boundary term, see App. C for a detailed discussion.
IV. RESULTS
A. Decay channels and quasi-particle energies
The structure of the quark spectral functions as ob-
tained from the FRG (or the FRG-improved one-loop
setup) depends to a large part on the behavior of the
scale-dependent quasi-particle energies, since they deter-
mine scale-dependent thresholds ωck for continuum contri-
butions to imaginary parts and hence the spectral func-
tions, which are accumulated during the flow. In Fig. 2
we show, as an illustrative example, the scale dependence
of certain combinations of these energies at a temperature
of T = 100 MeV. The energies themselves are obtained
by solving the flow equation for the effective potential,
Eq. (3), and monitoring the scale-dependent energies, as
defined in Eqs. (A5)-(A6), at the IR minimum σ0.
In particular, we show the following combinations
of energies, connected with scale-dependent continuum
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FIG. 2: Combinations of the quasi-particle energies are shown
vs. the RG scale k at T = 100 MeV, µ = 0 and |~p| = 0. Circles
indicate the locations of van Hove-like points while continuum
regions are indicated by colored bars, see text for details.
thresholds ωck, as summarized here for |~p| = 0:
ψ∗ ↔ ψ + α, ωck = Ek,ψ + Ek,α, (24)
ψ∗ + ψ¯ ↔ α, ωck = Ek,α − Ek,ψ, (25)
ψ∗ + α↔ ψ, ωck = Ek,ψ − Ek,α, (26)
ψ∗ + ψ¯ + α↔ 0, ωck = −Ek,ψ − Ek,α, (27)
with α ∈ {σ, pi}. The first type of process, ψ∗ ↔ ψ + α,
describes the decay of an off-shell quark state ψ∗ with
energy ω into an on-shell quark and meson with energies
Ek,ψ and Ek,α, as well as its inverse process. The second
and third line describe thermal processes that can only
occur in a medium, while the other two processes can
also occur in the vacuum. The continuum regions con-
nected to these processes are indicated by colored bars in
Fig. 2. We note that the thermal processes can also give
rise to van Hove-like singularities in the spectral func-
tions, which occur when the derivatives of the energy
differences with respect to the scale k vanish, see also
Ref. [49]. This effect can in principle occur several times
during the flow, see also Fig. 2 where in fact several such
van Hove-like singularities can be identified at different
scales k. We also note that the UV and IR values of the
energy combinations discussed above determine the loca-
tion of thresholds in the spectral functions, as discussed
below.
B. Quark spectral function at finite temperature
We now turn to the quark spectral function at finite
temperature but zero chemical potential and zero spatial
momentum. This case was also studied in Ref. [72] using
the same setup as presented here. In Fig. 3 we show the
quark spectral function ρ+L(ω) as obtained from the FRG
as well as the FRG-improved one-loop setup at T = 0,
100, 170, and 300 MeV.1 We note that the underlying
quark-meson model exhibits a chiral crossover transition
at zero chemical potential and finite temperature. This
crossover temperature was found to be Tc ≈ 170 MeV
for the parameters and the setup chosen in this work, see
also Ref. [37].
We observe an overall good agreement between both
frameworks, with quantitative differences arising mostly
in the thermal continuum regime at smaller energies.
This thermal regime exhibits a complicated structure
which is largely due to the effects discussed above, i.e.,
van Hove-like peaks as wells as IR and UV thresh-
olds. In the vacuum, the quark pole mass is found to
be mpψ ≈ 320 MeV and then slightly decreases, being
mpψ ≈ 300 MeV at T = 100 MeV. With increasing tem-
perature we also observe that the thresholds associated to
the processes ψ∗ ↔ ψ+σ and ψ∗ ↔ ψ+pi approach each
other. This is expected due to the progressing restora-
tion of the spontaneously broken chiral symmetry which
entails that the masses of the chiral partners, i.e., of the
sigma meson and the pion, become degenerate at high
temperatures, see also Ref. [37].
At T ≈ 170 MeV we observe that the delta peak asso-
ciated with the quark quasi-particle enters the thermal
continuum regime, giving rise to a prominent peak with
a finite width. At this temperature, i.e., at the chiral
crossover temperature Tc of the model, we also observe
the formation of a massless mode at ω = 0 MeV. This so-
called “phonino” mode acquires a small mass at T > Tc,
with mphonino ≈ 15 MeV at T = 300 MeV, while the ther-
mal quasi-particle peak inside the continuum monotoni-
cally moves to higher energies with increasing tempera-
ture, being mpψ ≈ 345 MeV at T = 300 MeV, cf. Fig. 3.
We find that the spectral weight of the phonino mode is
about 50% of the total weight of the spectral function,
see also Ref. [50].
C. Quark spectral function at finite density
We now turn to the case of finite temperature and fi-
nite quark chemical potential but, for now, still zero spa-
tial momentum. In Fig. 4 we show the quark spectral
function ρ+L(ω) as obtained from the FRG as well as the
FRG-improved one-loop setup at T = 9 MeV and differ-
ent chemical potentials. This temperature corresponds to
the critical endpoint of the model, which was determined
to be located at TCEP ≈ 9 MeV and µCEP ≈ 292 MeV
for the parameters chosen here [48].
1 We note that at high temperatures, T > 170 MeV, the FRG
results sometimes show additional delta peaks with a very small
spectral weight, i.e., at least ten times smaller compared to the
main delta-peak contribution, which are treated as truncation
artifacts by comparison with the one-loop results and are not
shown in the figures.
6-1000 -500 0 500 1000
10-6
10-5
10-4
0.001
0.010
T = 0 MeV
ρ L+ [Me
V-
1 ]
ω [MeV]
FRG
1-Loop
-1000 -500 0 500 1000
10-6
10-5
10-4
0.001
0.010
T = 100 MeV
ρ L+ [Me
V-
1 ]
ω [MeV]
FRG
1-Loop
-1000 -500 0 500 1000
10-6
10-5
10-4
0.001
0.010
T = 170 MeV
ρ L+ [Me
V-
1 ]
ω [MeV]
FRG
1-Loop
-1000 -500 0 500 1000
10-6
10-5
10-4
0.001
0.010
T = 300 MeV
ρ L+ [Me
V-
1 ]
ω [MeV]
FRG
1-Loop
FIG. 3: The quark spectral function ρ+L(ω) as obtained from the FRG (solid) in comparison to the FRG-improved one-loop
result (dashed) at µ = 0 and different temperatures: T = 0, 100, 170, and 300 MeV, see text for details.
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FIG. 4: The quark spectral function ρ+L(ω) as obtained from the FRG (solid) in comparison to the FRG-improved one-loop
calculation (dashed) at T = 9 MeV and different chemical potentials: µ = 270 MeV (left) and µ = 291.9 MeV (right), see text
for details.
The left panel of Fig. 4 shows the quark spectral func-
tion at µ = 270 MeV. When comparing this with the vac-
uum spectral function in Fig. 3, we note that the chemi-
cal potential simply acts as an overall shift in the energy.
This shift originates from the UV initial conditions for
the dressing functions, cf. Eq. (11), and from the struc-
ture of the flow equations, as presented in the appendix,
where the energy ω always appears in combination with
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FIG. 5: The quark pole mass mpψ as obtained from the
FRG (solid) in comparison to the FRG-improved one-loop
calculation (dashed), and the quark mass obtained from the
minimum of the effective potential, mψ = hσ0, (dotted) at
T = 9 MeV vs. chemical potential. In addition, we show the
corresponding results for T = 1 MeV where the masses exhibit
a discontinuity at the first-order phase transition. The value
of the quark mass at the discontinuity can be interpreted as
the binding energy.
the chemical potential. The energy ω is therefore mea-
sured relative to the chemical potential and is interpreted
as the additional energy needed to create a quark-like ex-
citation, e.g. given by the location of the delta peak in the
spectral function. Apart from this shift, the quark spec-
tral function remains almost unchanged over this wide
range of chemical potentials because the temperature is
so low, demonstrating that in our calculations there is no
substantial Silver-Blaze problem [73].
When approaching the CEP, however, non-trivial
medium modifications due to the chemical potential have
to become relevant, as shown in the right panel of
Fig. 4, i.e., at µ = 291.9 MeV. Apart from the thermal-
continuum structure, which is now shifted to negative
energies and arises due to the high quark density rather
than the temperature, we observe that location and
structure of the decay thresholds change when approach-
ing the CEP. This particularly concerns the threshold
connected with the process ψ∗ ↔ ψ + σ, since the sigma
mass rapidly decreases near the CEP and in fact vanishes
at this second-order phase transition. The sigma-quark
threshold therefore moves to smaller energies close to the
CEP, cf. Fig. 4. We note that the study of the quark
spectral function at chemical potentials beyond the CEP
is deferred to future work since this region is hampered by
the appearance of negative-entropy regimes within cur-
rent FRG calculations, see also Ref. [74].
We also find that close to the CEP, the quark pole
mass decreases rapidly, see Fig. 5, where we show the
dependence of the quark pole mass on the chemical po-
tential for the FRG and the one-loop case. A deviation
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FIG. 6: The quark spectral function ρ+L(ω) as obtained from
the FRG (solid) as well as from the FRG-improved one-loop
calculation (dashed) is shown at T = 0 MeV (left) and T =
300 MeV (right) for µ = 0 and c = 0, i.e., in the chiral limit,
see text for details.
from the linear behavior only occurs very close to the
CEP, where the quark pole mass as well as the Euclidean
quark mass parameter obtained from the minimum of the
effective potential (here plotted relative to the chemical
potential) both rapidly drop and eventually vanish at the
CEP. For comparison, we also show the corresponding re-
sults at T = 1 MeV in Fig. 5. At this low temperature,
the phase diagram exhibits a first-order phase transition,
where the quark mass changes discontinuously, while at
T = 9 MeV the masses are continuous, see e.g. Ref. [37].
The height of the discontinuity determines the binding
energy per quark of the self-bound quark matter that
arises at this transition.
D. Quark spectral function at finite temperature
and finite momentum in the chiral limit
In the following we will study the quark spectral func-
tion in the chiral limit of vanishing explicit quark masses,
8FIG. 7: The quark spectral function ρ+P (ω, |~p|) as obtained from the FRG-improved one-loop calculation (dashed) is shown
vs. the external energy ω and the external spatial momentum |~p| at T = 180 MeV (top) and T = 300 MeV (bottom) in the
chiral limit, i.e., c = 0, and for µ = 0, see text for details.
i.e., at c = 0. In this limit, the chiral crossover turns into
a second-order phase transition where chiral symmetry
becomes fully restored and the constituent quark mass
vanishes continuously, cf. e.g. Ref. [63]. On the other
hand, in the chirally broken phase, i.e., for T < Tc at
µ = 0, the constituent quark mass is finite but the pions
are massless.
This can also be seen from Fig. 6 where we show
the quark spectral function ρ+L(ω) as obtained from the
FRG as well as the FRG-improved one-loop setup at
T = 0 MeV (left) and T = 300 MeV (right) for µ = 0
and c = 0. We observe that, at T = 0 MeV, the quark
delta peak is now directly attached to the continuum gen-
erated by the process ψ∗ ↔ ψ + pi, since the pions are
massless in this regime. At T = 300 MeV, the quark
spectral function is almost identical to the case with ex-
plicitly broken chiral symmetry, c > 0, cf. Fig. 3, and
the quark quasi-particle peak has again merged with the
thermal continuum. On the other hand, the phonino re-
mains exactly massless for T > Tc in the chiral limit.
We now turn to the case of finite external spatial mo-
mentum, |~p| > 0, in the chiral limit at high temperatures.
The particular advantage of this is that we can then use
the definition of ρ+P (ω, |~p|) from Eq. (18), since the quark
mass is zero in the chirally restored phase at T > Tc.
In Fig. 7, we show the quark spectral function ρ+P (ω, |~p|)
vs. the external energy ω and the external spatial mo-
mentum |~p| at T = 180 MeV and T = 300 MeV as ob-
tained from the FRG-improved one-loop calculation. As
a general observation we find that the particle peaks and
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FIG. 8: The dispersion relations of the identified fermionic excitations as obtained from the FRG-improved 1-loop calculation
(left) and the FRG calculation (right) are shown at T = 180 MeV (top) and at T = 300 MeV (bottom) in the chiral limit, i.e.,
c = 0, at µ = 0, see text for details.
thresholds are Lorentz-boosted to higher energies as the
spatial momentum increases, as expected. Apart from
the thermal quasi-particle peak at positive energies ω we
can now also clearly identify the anti-plasmino mode at
negative energies. At |~p| = 0 these two modes are degen-
erate and located at the same value of |ω|. We note that
the actual plasmino mode does not show up in Fig. 7 since
we project on particle-like excitations by using ρ+P (ω, |~p|).
The plasmino, as well as the thermal anti-quark, however,
carry the quantum numbers of an anti-particle. These
modes can be obtained from ρ+P (ω, |~p|) by reflecting it at
ω = 0, cf. Eq. (A32).
We also observe the formation of the phonino mode
at T > Tc. In fact, the delta peak at ω ≈ 0 MeV in
Fig. 7 should rather be referred to as the anti-phonino
mode, since the term phonino usually refers to a collec-
tive anti-particle-like excitation while Fig. 7 only shows
particle-like excitations. The phonino itself can again be
obtained by reflecting ρ+P (ω, |~p|) at ω = 0. We observe
that at T = 180 MeV the anti-phonino is boosted towards
negative energies with increasing spatial momentum, as
expected from other studies, see e.g. Ref. [22], while at
T = 300 MeV it is moving towards positive energies, until
it merges with the thermal continuum in both cases.
E. Fermionic excitations and dispersion relations
We now turn to the dispersion relations of the
fermionic excitations identified in the preceding section.
We note that we use the peak positions in the spectral
functions to define the corresponding dispersion relations
ω(|~p|). In Fig. 8 we show the dispersion relations of the
thermal quark, the plasmino, the phonino, and the anti-
phonino at high temperatures in the chiral limit. The
particle or anti-particle-like character of these excitations
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is indicated as ψ or ψ¯ in the figure.
At T = 180 MeV we find that the dispersion relation of
the thermal quark monotonically increases while the en-
ergy of the plasmino decreases at first and reaches a min-
imum at |~p| ≈ 50 MeV, from where on it increases again
and eventually approaches the thermal quark branch
from below. This behavior is expected from standard
HTL calculations where the slopes of these two branches
are obtained from
ω = M ± |~p|
3
+
|~p|2
3M
+ . . . , (28)
where M is the mass of the thermal quark, see for exam-
ple Ref. [14]. The phonino mode also shows an approxi-
mately linear dispersion relation at small momenta, until
it merges with the thermal continuum at |~p| ≈ 100 MeV
for T = 180 MeV, and it is therefore only plotted up to
this value. We also note that the thermal quark mass at
zero momentum monotonically increases with tempera-
ture and that the splitting between the thermal quark
mode and the plasmino mode decreases. The small kinks
visible in the dispersion relations usually appear when
the corresponding mode enters a continuum regime or
passes a decay threshold in the spectral function.
As for the phonino mode, we first note its space-like
character, with an energy always smaller than its spatial
momentum, ω < |~p|, which is evident from the light-cone
indicated as long-dashed line at ω = |~p| in Fig. 8. We
also observe that the phonino branch continuously moves
to smaller energies with increasing temperature until it
switches roles with the anti-phonino mode at about T =
210 MeV. At T = 300 MeV we therefore only see the
anti-phonino mode in Fig. 8 while the phonino mode is
given by its reflection to negative energies. For the slope
of the phonino branch we find
∂ωphonino
∂|~p|
∣∣∣
|~p|=0,T=300 MeV
≈
{
1/
√
3 FRG
1/3 1-loop
, (29)
at T = 300 MeV. We note that a value of 1/3 is ex-
pected from analytical beyond-HTL calculations at high
temperatures, see e.g. Ref. [22], while a value of 1/
√
3
was for example found numerically in Ref. [24]. We also
note that the sound velocity in an ideal fluid of massless
particles is given by cs = 1/
√
3, owing to the well-known
relation between energy density and pressure,  = 3p.
One might therefore expect that a value of 1/
√
3 should
be approached at high temperatures, which appears to
be the case in the FRG calculation already at about 300
MeV.
In general, however, we find that the slope of the
phonino mode rather strongly depends on the temper-
ature, cf. e.g. the bottom and top panel of Fig. 8, and
that at higher temperatures, around T = 300 MeV, it is
not the phonino mode but the anti-phonino mode that
is present at positive energies. This effect may be due to
the non-trivial structure of the overall spectral function
and its dependence on the temperature. In particular
the close proximity to the thermal-continuum threshold
seems to have a strong influence on the phonino and the
anti-phonino branches.
V. SUMMARY AND OUTLOOK
In this work we have studied quark spectral functions
at finite temperature, finite chemical potential, and finite
spatial momentum, in order to identify fermionic excita-
tions in a hot and dense strongly interacting medium.
As an effective model for the chiral aspects of QCD we
have used the two-flavor quark-meson model. In order
to include fluctuations we have employed the Functional
Renormalization Group approach in the local potential
approximation (LPA). The analytic continuation from
imaginary to real energies was performed using the aFRG
method, which allows to obtain analytically continued
FRG flow equations for retarded two-point functions.
The particular truncation scheme is thermodynamically
consistent and preserves chiral symmetry and its explicit
versus dynamical breaking patterns. As a simpler al-
ternative scheme to calculate quark spectral functions
we have also assessed an FRG-improved one-loop setup,
which uses momentum-dependent quasi-particle masses
extracted from the FRG calculation. A detailed com-
parison between the full FRG treatment and the FRG-
improved one-loop setup shows quite remarkable agree-
ment, revealing that the main effect of the fluctuations
included in the FRG calculation can be reproduced by
a suitably modified one-loop calculation. This offers a
simple physical interpretation of the results and paves
the way for systematic improvements in terms of a loop
expansion.
We find that the quark spectral functions exhibit non-
trivial in-medium modifications due to the influence of
various decay and scattering channels. In particular,
we were able to identify three different fermionic ex-
citations: the thermal quark, the plasmino, and the
phonino. We presented results on the dispersion rela-
tions of these collective excitations at finite temperature
in the chiral limit. The thermal quark and the plasmino
mode behave as expected from standard HTL calcula-
tions. The phonino, on the other hand, shows a strongly
temperature-dependent dispersion relation, which even-
tually leads to a switching of the phonino and the anti-
phonino mode at high temperatures.
The results presented in this work open up possibili-
ties for several future applications. A direct application
of the momentum-dependent in-medium spectral func-
tions is to use them as input for the calculation of other
real-time quantities such as transport coefficients. An-
other interesting possibility is given by improving the
current truncation towards a self-consistent solution of
the spectral function, which couples back to the effective
potential, or to include higher orders in the derivative ex-
pansion of the effective action. Also, replacing the quarks
by nucleon fields and their parity partners would allow
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to study the corresponding baryonic spectral functions in
the parity-doublet model with fluctuations beyond mean-
field as in Ref. [75], in order to describe the liquid-gas
transition of nuclear matter as well as the chiral transi-
tion at high baryon density in a unified framework. This
can then furthermore be extended to include vector and
axial-vector mesons along the lines of Ref. [49] and study
their spectral changes in dense nuclear matter.
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Appendix A: Details of the FRG setup
The three-dimensional bosonic and fermionic regulator
functions are given by
RBk (~q) = (k
2 − ~q 2)θ(k2 − ~q 2) , (A1)
RFk (~q) = i/~q(
√
k2/~q 2 − 1)θ(k2 − ~q 2) . (A2)
While the FRG flow for the effective average action
explicitly contains the regulator Rk, physics at k → 0
should not depend on a particular choice. For an up-to-
date discussion of how to devise optimized regulators in a
particular truncation where this can be quite non-trivial,
see Ref. [76].
The threshold functions appearing in Eq. (3) are given
by
Ik,α =
k
Ek,α
[1 + 2nB(Ek,α)] , (A3)
Ik,ψ =
k
Ek,ψ
[1− nF (Ek,ψ − µ)− nF (Ek,ψ + µ)] , (A4)
with the effective energies
Ek,α =
√
k2 +m2k,α, α ∈ {pi, σ, ψ} , (A5)
and the masses
m2k,pi = 2U
′
k, m
2
k,σ = 2U
′
k + 4U
′′
k φ
2, m2k,ψ = h
2φ2 .
(A6)
The three-point vertex functions appearing in Eq. (5) are
given by
Γ
(3)
ψ¯ψφi
= h
{
1 for i = 0
iγ5τ i for i = 1, 2, 3
. (A7)
The dressing functions defined in Eq. (8) can be ob-
tained from the full two-point function as follows,
Ak(ω, ~p) = −1
4
tr
(
i~γpˆ Γ
(2)
k,ψ(ω, ~p)
)
, (A8)
Bk(ω, ~p) = −1
4
tr
(
Γ
(2)
k,ψ(ω, ~p)
)
, (A9)
Ck(ω, ~p) =
1
4
tr
(
γ0Γ
(2)
k,ψ(ω, ~p)
)
. (A10)
The flow equations for the individual dressing functions
are then given by
∂kXk(ω, ~p) = J (X)k,σψ(ω, ~p) + J (X)k,ψσ(ω, ~p)
+ 3J (X)k,piψ(ω, ~p) + 3J (X)k,ψpi(ω, ~p) , (A11)
with X ∈ {A,B,C} and the generalized loop functions
J (X)k,αβ(ω, ~p) =
∫
|~q±~p|≤k
d3q
(2pi)3
J
(X)
k,αβ(ω, ~p, ~q), (A12)
with α, β ∈ {σ, pi, ψ}, X ∈ {A,B,C} and
± =
{
+ for β = ψ
− for α = ψ . (A13)
The momentum integration therein is most conveniently
performed using spherical coordinates,∫
d3q
(2pi)3
=
1
(2pi)3
∫
dqr q
2
r
∫
dθ sin θ
∫
dφ, (A14)
where the φ-integration is trivial and the θ-integration
can be performed analytically.
In App. D we provide explicit expressions for the loop
functions J
(X)
k,αβ(ω, ~p, ~q), where we use the following nota-
tion. The function F (θ) is given by
F (θ) =
{
pz+qr cos θ√
p2z+q
2
r+2pzqr cos θ
for |~q| > k
cos θ for |~q| ≤ k
. (A15)
The non-regulated energies E˜α are given by
E˜α =
√
q2r +m
2
α, α ∈ {pi, σ, ψ} , (A16)
where qr is substituted by k for |~q| ≤ k, also in the ex-
pressions for the loop functions. Moreover, we use the
following short-hand notation,
ω = ω + i+ µ, (A17)
nB = nB(Eα), (A18)
n˜B = nB(E˜α), (A19)
n±F = nF (Eψ ± µ), (A20)
n˜±F = nF (E˜ψ ± µ), (A21)
and
s =
{
+ for α = σ
− for α = pi . (A22)
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We also note that the limit  → 0, which is implied im-
plicitly, can be performed analytically for the flow equa-
tion of the imaginary part of the two-point functions.
This can be seen by rewriting the imaginary part of the
loop functions by using the Dirac-Sokhotsky identities,
lim
→0
Im
1
ω + i± Eα ± Eβ → −piδ(ω ± Eα ± Eβ),
(A23)
lim
→0
Im
1
(ω + i± Eα ± Eβ)2 → piδ
′(ω ± Eα ± Eβ).
(A24)
The flow equation for the imaginary part of the retarded
two-point function then reduces to a sum over a few val-
ues k0 that correspond to the scales where one of the
arguments of the delta function becomes zero, see Ref.
[49] for details.
Based on the solution of the flow equations of the quark
two-point function, the quark and anti-quark spectral
function at zero momentum are then given by
ρ±k,L(ω) =
1
pi
ImCk ∓ ImBk
(ReCk ∓ ReBk)2 + (ImCk ∓ ImBk)2 .
(A25)
Similarly, the quark and anti-quark spectral functions at
zero quark mass are given by
ρ±k,P (ω, ~p) =
1
pi
ImCk ∓ ImAk
(ReCk ∓ ReAk)2 + (ImCk ∓ ImAk)2 .
(A26)
These expressions can be obtained by applying the corre-
sponding projection operators to the quark spectral func-
tion,
ρ±k,L(ω) =
1
2
Tr[ρk,ψ(ω, 0)γ0L
±] (A27)
= ρ
(C)
k,ψ(ω)± ρ(B)k,ψ(ω), (A28)
and
ρ±k,P (ω, ~p) =
1
2
Tr[ρk,ψ(ω, ~p)γ0P
±] (A29)
= ρ
(C)
k,ψ(ω, ~p)± ρ(A)k,ψ(ω, ~p). (A30)
We note that in general ρ±k,L(ω) and ρ
±
k,P (ω, ~p) are nei-
ther even nor odd functions. Instead, charge-conjugation
symmetry requires
ρ±k,L(ω) = ρ
∓
k,L(−ω), (A31)
ρ±k,P (ω, ~p) = ρ
∓
k,P (−ω, ~p), (A32)
see for example [19, 20].
Appendix B: Details of the 1-loop setup
The loop functions introduced in Eq. (23) are defined
as
L(X)αβ (ω, ~p) =
∫
d3q
(2pi)3
L
(X)
αβ (ω, ~p, ~q), (B1)
with α, β ∈ {σ, pi, ψ} and X ∈ {A,B,C}. The momen-
tum integration is again performed using spherical coor-
dinates,∫
d3q
(2pi)3
=
1
(2pi)3
∫ Λ
0
dqr q
2
r
∫ pi
0
dθ sin θ
∫ 2pi
0
dφ, (B2)
where Λ = 1 GeV is used as UV-cutoff, as for the FRG
calculation.
In App. D, we provide explicit expressions for the loop
functions L
(X)
αβ (ω, ~p, ~q), where we use the following nota-
tion. The energies are defined as
Eα =
√
m2α + q
2
r , (B3)
Eψ =
√
m2ψ + q
2
r , (B4)
E˜α =
√
m2α + q
2
r + p
2
z − 2qrpz cos θ, (B5)
E˜ψ =
√
m2ψ + q
2
r + p
2
z + 2qrpz cos θ (B6)
with α ∈ {pi, σ}, mψ = hσ0, and the momentum-
dependent meson masses are taken to be the scale-
dependent masses from the FRG calculation, m2α(qr) =
m2α(k).
Appendix C: Relation between FRG and 1-loop
setup
We note that the one-loop expressions for ∆X(ω, ~p),
as defined in Sec. III, are closely connected to the corre-
sponding FRG expressions. To see this, we first define
∆X1-loop(ω) =
1
2pi2
∫ Λ
0
dk k2
∑
αβ
L
(X)
αβ (ω), (C1)
∆XFRG(ω) =
1
2pi2
∫ Λ
0
dk
k3
3
∑
αβ
J
(X)
αβ (ω), (C2)
where ~p = 0, X ∈ {B,C}, qr was replaced by k in the
1-loop expression, and the sum is over all loop functions.
Noting that the loop functions for X ∈ {B,C} are related
by ∑
∂kL
(X)(ω) = −
∑
J (X)(ω), (C3)
we find, by using integration by parts, that the two ex-
pressions for ∆X only differ by a boundary term,
∆X1-loop(ω) = ∆XFRG(ω) +
1
2pi2
k3
3
∑
L(X)(ω)
∣∣∣Λ
0
.
(C4)
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A similar relation can be obtained for the effective
potential. Following the standard derivation for the
thermodynamic potential of a non-interacting system of
bosons and fermions in thermal field theory, see for ex-
ample Ref. [14], we find
U1-loop =
∫ Λ
0
dk
4pi2
k2 (Kk,σ + 3Kk,pi − 4NcNfKk,ψ) ,
(C5)
where we defined
Kk,α = Ek,α + 2T log [1− exp(−Ek,α/T )] , (C6)
Kk,ψ = Ek,ψ + T log {1 + exp [−(Ek,ψ − µ)/T ]}
+ T log {1 + exp [−(Ek,ψ + µ)/T ]} ,
(C7)
with α ∈ {σ, pi}, see also Ref. [77]. This expression needs
to be compared to the infrared value of the effective po-
tential as obtained from the FRG setup,
UFRGIR = U
FRG
UV −∆UFRG, (C8)
where we will set UFRGUV = 0 for ease of comparison. We
then have
UFRGIR = −
∫ Λ
0
dk
4pi2
k3
3
(Ik,σ + 3Ik,pi − 4NcNfIk,ψ) ,
(C9)
cf. Eq. (3). We note that the loop functionsK and I fulfill
a similar relation as L and J for the two-point function,
namely
Ik,α = ∂kKk,α (C10)
for α ∈ {σ, pi, ψ}. We then find, by using integration
by parts again, that the two expressions for the effective
potential only differ by a boundary term,
U1-loop = UFRGIR +
1
4pi2
k3
3
∑
α
Kk,α
∣∣∣Λ
0
. (C11)
We will now normalize the potential to its value at T = 0
and compare the results for the pressure as a function of
temperature,
−p = U(T )− U(T = 0). (C12)
In Fig. 9 we compare the pressure as obtained from the
FRG setup to the one from the one-loop calculation, for
a massless system of non-interacting bosons, normalized
to the Stefan-Boltzmann value of
pSB =
pi2T 4
90
, (C13)
which corresponds to Λ→∞.
We find that the agreement between the FRG and the
one-loop result is very good at low temperatures, while
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FIG. 9: Comparison of the pressure as obtained from the FRG
setup to the one from the one-loop calculation, for a massless
system of non-interacting bosons and a UV cutoff of Λ =
1 GeV, normalized to the corresponding Stefan-Boltzmann
value pSB = pi
2T 4/90, which corresponds to Λ →∞.
at higher temperatures the finite UV cutoff leads to dis-
crepancies between the two frameworks and to an overall
reduction of the pressure as compared to the exact result.
For Λ → ∞ the boundary term in Eq. (C11) vanishes,
after subtracting the vacuum contribution, and we have
pFRGΛ→∞ = p
1-loop
Λ→∞. (C14)
We note here that if the temperature becomes
too large compared to the UV cutoff scale, in our
case of Tmax ≈ Λ/2pi ≈ 170 MeV, the assumption of
a temperature-independent effective action in the UV
breaks down. If one wants to extend the accessible tem-
perature range for a fixed UV cutoff, the results have to
be supplemented by perturbative input [78–80].
Appendix D: Loop functions
In this appendix we give explicit expressions for the
various loop functions.
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J
(A)
k,αψ(ω, ~p, ~q) =
+
1
(ω + Eα + E˜ψ)
−kqrh2 cos θ
4E3αE˜ψ
(
1 + nB − n˜+F − Eαn′B
)
+
1
(ω + Eα + E˜ψ)2
−kqrh2 cos θ
4E2αE˜ψ
(
1 + nB − n˜+F
)
+
1
(ω − Eα − E˜ψ)
kqrh
2 cos θ
4E3αE˜ψ
(
1 + nB − n˜−F − Eαn′B
)
+
1
(ω − Eα − E˜ψ)2
−kqrh2 cos θ
4E2αE˜ψ
(
1 + nB − n˜−F
)
+
1
(ω + Eα − E˜ψ)
kqrh
2 cos θ
4E3αE˜ψ
(
nB + n˜
−
F − Eαn′B
)
+
1
(ω + Eα − E˜ψ)2
kqrh
2 cos θ
4E2αE˜ψ
(
nB + n˜
−
F
)
+
1
(ω − Eα + E˜ψ)
−kqrh2 cos θ
4E3αE˜ψ
(
nB + n˜
+
F − Eαn′B
)
+
1
(ω − Eα + E˜ψ)2
kqrh
2 cos θ
4E2αE˜ψ
(
nB + n˜
+
F
)
(D1)
J
(B)
k,αψ(ω, ~p, ~q) =
+
1
(ω + Eα + E˜ψ)
skh2mψ
4E3αE˜ψ
(
1 + nB − n˜+F − Eαn′B
)
+
1
(ω + Eα + E˜ψ)2
skh2mψ
4E2αE˜ψ
(
1 + nB − n˜+F
)
+
1
(ω − Eα − E˜ψ)
−skh2mψ
4E3αE˜ψ
(
1 + nB − n˜−F − Eαn′B
)
+
1
(ω − Eα − E˜ψ)2
skh2mψ
4E2αE˜ψ
(
1 + nB − n˜−F
)
+
1
(ω + Eα − E˜ψ)
−skh2mψ
4E3αE˜ψ
(
nB + n˜
−
F − Eαn′B
)
+
1
(ω + Eα − E˜ψ)2
−skh2mψ
4E2αE˜ψ
(
nB + n˜
−
F
)
+
1
(ω − Eα + E˜ψ)
skh2mψ
4E3αE˜ψ
(
nB + n˜
+
F − Eαn′B
)
+
1
(ω − Eα + E˜ψ)2
−skh2mψ
4E2αE˜ψ
(
nB + n˜
+
F
)
(D2)
J
(C)
k,αψ(ω, ~p, ~q) =
+
1
(ω + Eα + E˜ψ + µ)
kh2
4E3α
(
1 + nB − n˜+F − Eαn′B
)
+
1
(ω + Eα + E˜ψ + µ)2
kh2
4E2α
(
1 + nB − n˜+F
)
+
1
(ω − Eα − E˜ψ + µ)
kh2
4E3α
(
1 + nB − n˜−F − Eαn′B
)
+
1
(ω − Eα − E˜ψ + µ)2
−kh2
4E2α
(
1 + nB − n˜−F
)
+
1
(ω + Eα − E˜ψ + µ)
kh2
4E3α
(
nB + n˜
−
F − Eαn′B
)
+
1
(ω + Eα − E˜ψ + µ)2
kh2
4E2α
(
nB + n˜
−
F
)
+
1
(ω − Eα + E˜ψ + µ)
kh2
4E3α
(
nB + n˜
+
F − Eαn′B
)
+
1
(ω − Eα + E˜ψ + µ)2
−kh2
4E2α
(
nB + n˜
+
F
)
(D3)
J
(A)
k,ψα(ω, ~p, ~q) =
+
1
(ω + Eψ + E˜α)
h2m2ψF (θ)
4E3ψE˜α
(
1 + n˜B − n+F −
Eψk
2
m2ψ
n′+F
)
+
1
(ω + Eψ + E˜α)2
−k2h2F (θ)
4E2ψE˜α
(
1 + n˜B − n+F
)
+
1
(ω − Eψ − E˜α)
−h2m2ψF (θ)
4E3ψE˜α
(
1 + n˜B − n−F −
Eψk
2
m2ψ
n′−F
)
+
1
(ω − Eψ − E˜α)2
−k2h2F (θ)
4E2ψE˜α
(
1 + n˜B − n−F
)
+
1
(ω + Eψ − E˜α)
h2m2ψF (θ)
4E3ψE˜α
(
n+F + n˜B +
Eψk
2
m2ψ
n′+F
)
+
1
(ω + Eψ − E˜α)2
−k2h2F (θ)
4E2ψE˜α
(
n+F + n˜B
)
+
1
(ω − Eψ + E˜α)
−h2m2ψF (θ)
4E3ψE˜α
(
n−F + n˜B +
Eψk
2
m2ψ
n′−F
)
+
1
(ω − Eψ + E˜α)2
−k2h2F (θ)
4E2ψE˜α
(
n−F + n˜B
)
(D4)
15
J
(B)
k,ψα(ω, ~p, ~q) =
+
1
(ω + Eψ + E˜α)
skh2mψ
4E3ψE˜α
(
1 + n˜B − n+F + Eψn′+F
)
+
1
(ω + Eψ + E˜α)2
skh2mψ
4E2ψE˜α
(
1 + n˜B − n+F
)
+
1
(ω − Eψ − E˜α)
−skh2mψ
4E3ψE˜α
(
1 + n˜B − n−F + Eψn′−F
)
+
1
(ω − Eψ − E˜α)2
skh2mψ
4E2ψE˜α
(
1 + n˜B − n−F
)
+
1
(ω + Eψ − E˜α)
skh2mψ
4E3ψE˜α
(
n+F + n˜B − Eψn′+F
)
+
1
(ω + Eψ − E˜α)2
skh2mψ
4E2ψE˜α
(
n+F + n˜B
)
+
1
(ω − Eψ + E˜α)
−skh2mψ
4E3ψE˜α
(
n−F + n˜B − Eψn′−F
)
+
1
(ω − Eψ + E˜α)2
skh2mψ
4E2ψE˜α
(
n−F + n˜B
)
(D5)
J
(C)
k,ψα(ω, ~p, ~q) =
+
1
(ω + Eψ + E˜α)
kh2
4EψE˜α
(
n′+F
)
+
1
(ω + Eψ + E˜α)2
kh2
4EψE˜α
(
1 + n˜B − n+F
)
+
1
(ω − Eψ − E˜α)
kh2
4EψE˜α
(
n′−F
)
+
1
(ω − Eψ − E˜α)2
−kh2
4EψE˜α
(
1 + n˜B − n−F
)
+
1
(ω + Eψ − E˜α)
−kh2
4EψE˜α
(
n′+F
)
+
1
(ω + Eψ − E˜α)2
kh2
4EψE˜α
(
n+F + n˜B
)
+
1
(ω − Eψ + E˜α)
−kh2
4EψE˜α
(
n′−F
)
+
1
(ω − Eψ + E˜α)2
−kh2
4EψE˜α
(
n−F + n˜B
)
(D6)
L
(A)
αψ (ω, ~p, ~q) =
+
1
(ω + Eα + E˜ψ)
−h2(pz + qr cos θ)
8EαE˜ψ
(
1 + nB − n˜+F
)
+
1
(ω − Eα − E˜ψ)
h2(pz + qr cos θ)
8EαE˜ψ
(
1 + nB − n˜−F
)
+
1
(ω + Eα − E˜ψ)
h2(pz + qr cos θ)
8EαE˜ψ
(
nB + n˜
−
F
)
+
1
(ω − Eα + E˜ψ)
−h2(pz + qr cos θ)
8EαE˜ψ
(
nB + n˜
+
F
)
(D7)
L
(B)
αψ (ω, ~p, ~q) =
+
1
(ω + Eα + E˜ψ)
sh2mψ
8EαE˜ψ
(
1 + nB − n˜+F
)
+
1
(ω − Eα − E˜ψ)
−sh2mψ
8EαE˜ψ
(
1 + nB − n˜−F
)
+
1
(ω + Eα − E˜ψ)
−sh2mψ
8EαE˜ψ
(
nB + n˜
−
F
)
+
1
(ω − Eα + E˜ψ)
sh2mψ
8EαE˜ψ
(
nB + n˜
+
F
)
(D8)
L
(C)
αψ (ω, ~p, ~q) =
+
1
(ω + Eα + E˜ψ)
h2
8Eα
(
1 + nB − n˜+F
)
+
1
(ω − Eα − E˜ψ)
h2
8Eα
(
1 + nB − n˜−F
)
+
1
(ω + Eα − E˜ψ)
h2
8Eα
(
nB + n˜
−
F
)
+
1
(ω − Eα + E˜ψ)
h2
8Eα
(
nB + n˜
+
F
)
(D9)
L
(A)
ψα (ω, ~p, ~q) =
+
1
(ω + Eψ + E˜α)
−h2qr cos θ
8E˜αEψ
(
1 + n˜B − n+F
)
+
1
(ω − Eψ − E˜α)
h2qr cos θ
8E˜αEψ
(
1 + n˜B − n−F
)
+
1
(ω + Eψ − E˜α)
−h2qr cos θ
8E˜αEψ
(
n˜B + n
+
F
)
+
1
(ω − Eψ + E˜α)
h2qr cos θ
8E˜αEψ
(
n˜B + n
−
F
)
(D10)
16
L
(B)
ψα (ω, ~p, ~q) =
+
1
(ω + Eψ + E˜α)
sh2mψ
8EψE˜α
(
1 + n˜B − n+F
)
+
1
(ω − Eψ − E˜α)
−sh2mψ
8EψE˜α
(
1 + n˜B − n−F
)
+
1
(ω + Eψ − E˜α)
sh2mψ
8EψE˜α
(
n˜B + n
+
F
)
+
1
(ω − Eψ + E˜α)
−sh2mψ
8EψE˜α
(
n˜B + n
−
F
)
(D11)
L
(C)
ψα (ω, ~p, ~q) =
+
1
(ω + Eψ + E˜α)
h2
8E˜α
(
1 + n˜B − n+F
)
+
1
(ω − Eψ − E˜α)
h2
8E˜α
(
1 + n˜B − n−F
)
+
1
(ω + Eψ − E˜α)
h2
8E˜α
(
n˜B + n
+
F
)
+
1
(ω − Eψ + E˜α)
h2
8E˜α
(
n˜B + n
−
F
)
(D12)
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