Abstract: In this paper, the nonlinear scheduled anti-windup approach of is revisited in light of a new sector condition which allows for more general results. The main contribution of the paper is to transform the hysteresis switching design into a Lipschitz (continuous) nonlinear control law which allows to guarantee global results with non exponentially unstable plants (this is a necessary condition for global results) and regional results with large stability regions with exponentially unstable plants. The main tool exploited here is a continuously parameterized Lyapunov function that leads to a nonlinear antiwindup compensator. The effectiveness of the approach is illustrated on simulation examples where it is compared to the switching approach.
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where x ∈ R n is the plant state, u ∈ R nu is the control input, w ∈ R nw is the exogenous input (possibly containing disturbances, references and measurement noise), y ∈ R ny is the measurement output and z ∈ R nz is the performance output. We say that P is exponentially stable if all eigenvalues of A have negative real part; P is exponentially unstable if at least one eigenvalue of 1 Research supported in part by ASI, Research supported in part by AFOSR grant number F49620-03-1-0203, NSF under Grants ECS-9988813 and ECS-0324679. 3 Due to space constraints, no introduction is provided in this paper; for an introduction to the anti-windup problem, a discussion on the scheduled/switched approaches and related references, see Galeani et al. (July 2007) or .
A has positive real part; otherwise, P is marginally stable if all Jordan blocks associated to the eigenvalues of A with zero real part have dimension 1, and marginally unstable in all the other cases.
Assume that a linear controller has been designed to induce desirable performance when interconnected to the plant without saturation:
where x c ∈ R nc is the controller state and y c ∈ R nu is the controller output.
In the case without input saturation, we call unconstrained closed-loop system the direct feedback interconnection between the controller (2) and the plant (1) via the equations
Throughout the paper, we will assume that the unconstrained closed-loop system (1), (2), (3) is well posed and internally stable.
The so-called saturated closed-loop system corresponds to the interconnection between (1), (2) and
where each element of m indicates the saturation level of the corresponding input channel.
The L 2 anti-windup compensation scheme first proposed in Teel and Kapoor (1997) and later reprised in Zaccarian and Teel (2002) corresponds to inserting the following anti-windup filter in the closed-loop:
with x aw (0) = 0 and where v 1 is a signal to be designed. The interconnection of (5) to the closed loop system (1), (2) via the anti-windup interconnection
yields the so called anti-windup closed-loop system, shown in Fig. 1 . In Teel and Kapoor (1997) ; Zaccarian and Teel (2002) the anti-windup design goals were formally stated as follows. Denote by u l , z l the linear controller output and the plant performance output of the unconstrained closed-loop system and by u a , z a the corresponding signals of the antiwindup closed-loop system. Let δ := εm and
where ε ∈ (0, 1) is a given arbitrarily small constant, so that sat η corresponds to a restricted saturation with respect to sat m . Then the signal v 1 should be selected in such a way that the following two properties hold: 1) if u l never exceeds the saturation bounds m then z a coincides with z l (shortly,
, the portion of the control input in the linear closed loop exceeding the restricted saturation bounds 4 η) is an L 2 signal then the difference between z a and z l is an L 2 signal (shortly,
In recent years, several papers have been written describing different selections for the signal v 1 inducing various levels of stability and performance on the anti-windup closed-loop. In particular, the first technique proposed in Teel and Kapoor (1997) corresponded to selecting v 1 = k(x aw ) as a static nonlinear function of the anti-windup compensator state. In the special case where the plant wasn't unstable, this selection was linear and corresponded to v 1 = Kx aw with K selected based on suitable passivity properties to ensure stability. Later on, in Zaccarian and Teel (2002) , which dealt with exponentially stable plants, for performance improvement this selection was chosen as v 1 = Kx aw + L(sat m (y c + v 1 ) − y c ), thus introducing a nonlinear algebraic loop in the scheme, and determining L so that this loop was well posed. Nonlinear selections of the signal v 1 within the L 2 anti-windup framework were also proposed later. In particular, in Bemporad et al. (2004) , v 1 was a sampled data signal chosen as a piecewise affine function of the state x aw by relying on explicit solutions to the discrete-time Receding Horizon Control (RHC) strategy. In Teel (1999) and Galeani et al. (2006, preliminarly accepted) , a nonlinear function also involving measurements of some plant states was used to achieve large operating regions in the presence of exponentially unstable modes in the plant dynamics. Finally, in , a hystheresis switching approach was proposed to enforce improved transients when the plant is exponentially stable. This last switching approach has been revisited in our recent paper Galeani et al. (July 2007) , where we used improved conditions for the selection of the scheduled gains, so that it was possible to deal with any type of plant, including exponentially unstable ones. This paper deals with a different approach to combine together different values of gains enforcing desirable stability and performance properties in nested subsets of the state space. This approach is inspired by the standard ways to perform gain scheduling, well known in the literature (see, e.g., Rugh and Shamma (2000) and references therein). The desirable closed-loop properties arising from this approach can be appreciated both in terms of stability and performance of the closed-loop. However, we limit our attention in this paper to the correct characterization of the stability properties of the arising schemes, regarding the characterization of the performance properties as future work.
The following lemma shows that the stability properties of the anti-windup closed-loop are equivalent to the stability properties of a simpler, input saturated system. Lemma 1. Given η as in (7), if the systeṁ
with the (nonlinear and implicit) selection
is well posed, has a globally Lipschitz right hand side and is globally (respectively, regionally) asymptotically stable, then the anti-windup closed-loop system (5), (1), (2), (6) is well-posed and globally (respectively, regionally) asymptotically stable.
Proof. The proof is similar to the proofs in Teel and Kapoor (1997) and Zaccarian and Teel (2002) , and is based on the fact that rewriting the antiwindup closed-loop system dynamics (5), (1), (2), (6) in the coordinates (x − x aw , x c , x aw ), a cascade structure is revealed where a first subsystem (with state (x − x aw , x c )) reproducing the linear unconstrained closed-loop system drives the anti-windup compensator dynamics (5), (9), via the controller output y c . This second subsystem (which may be nonlinear due to the nonlinear nature of v 1 in (9)) can be written as in (8) with a disturbance signal whose norm can be bounded by a constant times dz η (y c ) (see Teel and Kapoor (1997) for details). Global (respectively, regional) stability of the cascaded system then follows from the forward completeness of each subsystem which, in turns, derives from the global Lipschitz property of the right hand side.
•
LIPSCHITZ NONLINEAR COMPENSATION
The nonlinear selection of v 1 proposed here corresponds to a generalization of the hystheresis switching approach first proposed in and recently revised and improved in Galeani et al. (July 2007) . We state next a result which is directly derives from the main result of Galeani et al. (July 2007) .
Proposition 2. Consider the dynamical system (8), a vector η as in (7), ρ > 0 and the following set of LMIs in the variables {Q, X 1 , X 2 , U, Y }:
Then given any solution to (10), the implicit se-
, guarantees well-posedness of the closed-loop, regional exponential stability in the set E(Q −1 , ρ) := {x ′ aw Q −1 x aw ≤ ρ} and forward invariance of the set E(Q −1 , ρ). Moreover, the following can be proven about the feasibility of (10) Proposition 2 is a tool that has been proposed in Galeani et al. (July 2007) for the design of a family of nested ellipsoidal subsets of the state-space of (8) and an associated family of gains, each guaranteeing forward invariance of the corresponding ellipsoid. The reason for designing several gains in nested sets is that the closer the trajectory is to the origin, the higher gain can be used with stability guarantees, thereby improving the small and medium signal performance of the antiwindup scheme. The solid level sets in Figure 2 represent an example of three of these ellipsoids corresponding to three selections of the gains. These ellipsoids are then used in Galeani et al. (July 2007) to implement a switching law (with a hysteresis fix to rule out the problem of existence of solutions at the border of each ellipsoid) which adopts the most aggressive gain (among the ones available in the designed family) at each time instant, i.e. the gain associated to the smallest ellipsoid containing the current value of x aw . In this paper, we use a different strategy which doesn't require any switching (thus avoiding discontinuities in the control input) but is based on interpolating the control law in a similar fashion to what has been proposed in Kose and Jabbari (2003) ; Lin and Saberi (1997) by way of a scheduling parameter α ∈ R ≥0 . The core idea behind our approach is based on the fact that if two solutions {Q 0 , X 10 , X 20 , U 0 , Y 0 }, and {Q 1 , X 11 , X 21 , U 1 , Y 1 } to the LMIs (10) are available for which ρ 0 Q 0 < ρ 1 Q 1 (take as an example the two smallest solid ellipsoids in Figure 2 ), then for each α ∈ [0, 1], the following variables:
with ⌊α⌋ = 0 and ⌈α⌉ = 1, are a feasible solution of (10) for ρ(α) = (⌈α⌉−α)
because they are a convex combination of two solutions (as an example, for α = 0.3, 0.6 the corresponding forward invariant sets correspond to the smallest dashed ellipsoids of Figure 2 ). Generalizing the above construction for an arbitrary number of nested ellipsoids, given N + 1 solutions
..,N to (10) such that the respective forward invariant sets are nested, (11) can be used to construct any interpolated solution for α ∈ [0, N ] as long as:
⌊α⌋ := max{0, floor(α)}, (12a) ⌈α⌉ := min{N, ceil(α)},
denote, respectively, the largest integer smaller than α but not smaller than zero, and the smallest integer greater than α but not greater than N . Let
(13) If x aw is in the region between the smaller ellipsoid E(Q −1 0 , ρ 0 ) and the larger ellipsoid E(Q −1 N , ρ N ), the equationṼ (x aw , α) = 1 admits a unique solution α = f α (x aw ) ∈ [0, N ]. Hence, letting
v 1 can be chosen as the nonlinear control law:
where α is chosen as a function of x aw so that
The above choice implies that whenever x aw is in the region between the smaller ellipsoid E(Q −1 0 , ρ 0 ) and the larger ellipsoid E(Q −1 N , ρ N ), the value of α is determined so that x aw lays exactly on the boundary of the forward invariant set characterized by the interpolated solution (11).
Since the algebraic solution of the equatioñ V (x aw , α) = 1 (namely, the function f α (x aw )) doesn't appear to be easy to find, 6 an alternative, novel approach is proposed in this paper, corresponding to a dynamic selection for α which integrates the system dynamics to figure out the correct value of α. In fact, as long as the equatioñ V (x aw , α) = 1 holds, the following must hold too:
from which it is possible to computeα and write a dynamic equation governing α. Defining
with α(0) = 0 (since x aw (0) = 0) and ℓ > 0, which involves a correction term injecting the error 1 − V (x aw , α) in order to deal with possible numerical errors or uncertainties. 6 Several solutions have been proposed to determine α by on line search methods and other computationally intensive approaches; see e.g. Megretski (1996) ; Kose and Jabbari (2003) and references therein. 7 In (16), the denominator of the upper term is − ∂Ṽ ∂α , which can be computed from (13) by noticing that P (α)P −1 (α) = 1, so that
Note that the arising compensation, given by the dynamic selection (15) with (16) and (11), (12) will guarantee different stability properties on the closed-loop, depending on how the family of solutions to (10) were determined. In particular, for exponentially stable plants it will be possible to choose the N -th solution in such a way that the corresponding gains are globally exponentially stabilizing, so that GES will hold for the compensated scheme. Alternatively, for marginally stable/unstable plants it will be possible to achieve semi-global exponential stability by choosing the largest invariant set (corresponding to the N -th solution) arbitrarily large. Finally, for exponentially unstable plants, it will only be possible to achieve regional exponential stability by maximizing the size of the largest invariant set: indeed, it is well known that exponentially unstable plants with bounded control input have a bounded null controllability regions, so that they cannot be globally nor semiglobally stabilized. These results are formalized in the next theorem which is the first result of this paper.
..,N be a family of N + 1 solutions to the LMIs (10) such that the nesting conditions Q i ρ i < Q i+1 ρ i+1 are satisfied for all i = 0, . . . , N − 1. Then the dynamic selection (15) with gains as in (14), (11) and (12) is a globally Lipschitz control law which exponentially stabilizes the origin of (8) with region of attraction containing the set (14) globally exponentially stabilizes the origin of (8).
Sketch of the proof. Exponential stability of (8), (15), (16) is proven by the Lyapunov function
which is always decreasing along the closed-loop trajectories. Note that the decrease is given by the first termṼ whenever α is constant (namely inside the inner ellipsoid and outside the outer one), while it is given by the second term whenever V is constant (namely in the rest of the state space where the scheduling is performed).
• 2.1 An example: exponentially stable plant.
We consider the same exponentially stable example used in Galeani et al. (July 2007) , i.e. a massspring system whose equations of motion arė
where x = (q,q) are the position and speed of the body of mass m = 1, and the elastic and damping coefficients are k = 1 and f = 0.005. The a priori given unconstrained controller in Zaccarian and Teel (2002) 
For this example, we design an L 2 anti-windup compensator and compare the switched selection obtained by applying the approach of Galeani et al. (July 2007) to the scheduled selection obtained by applying Theorem 1. To this aim, we define N = 7 gains and apply the same construction as in Galeani et al. (July 2007) to define the N +1 solutions required in Theorem 1. Figure 3 reports the arising responses. The scheduled construction of Theorem 1 (bold lines) significantly overperforms the switching strategy of Galeani et al. (July 2007 ) (dash-dotted). Moreover, from the middle plot it can be appreciated that the scheduled strategy removes the unpleasant discontinuities at the plant input which characterize the switching technique. The lower plot compares the switching signal corresponding to the dash-dotted trajectory to the scheduling signal α corresponding to the bold solid trajectory.
ACHIEVING GAS FOR MARGINALLY STABLE/UNSTABLE PLANTS (SISO CASE)
Theorem 1 provides a useful design tool when wanting to enforce exponential stability on the anti-windup dynamics (8). However, in the case of marginally stable/unstable plants, much more could be achieved by relaxing the exponential stability goal into an asymptotic stability goal. Indeed, global exponential stabilization of linear plants by bounded inputs is well known to be a property only achievable on exponentially stable plants, so that Theorem 1 already achieves the maximum achievable exponential properties on a plant with poles on the imaginary axis: semiglobal exponential stability.
In this section, the problem of global asymptotic stabilization for marginally stable/unstable plants is addressed by relying on the same scheduling ideas used in the previous section, but significantly modifying the behavior of the control signal v 1 for large values of x aw , namely outside the outer (N -th) ellipsoid. Indeed, it is well known that a triple integrator (and a marginally unstable linear plant in general) cannot be globally asymptotically stabilized by a linear control system, so that the large signal behavior of v 1 must necessarily be nonlinear. Our selection is once again inspired to the existing literature, in particular to Lin and Saberi (1997) ; however, we use here a novel property of the solution which allows to write in an explicit form the scheduled quadratic Lyapunov function characterizing the forward invariant sets corresponding to the scheduled control law, thereby being able to blend together the approach of Theorem 1, which we retain for the small and medium signal behavior, and the globally asymptotically stabilizing scheduled law which is necessary to ensure GAS on the marginally stable/unstable plant.
For brevity, and in order to describe the core idea meanwhile avoiding technicalities, we focus on SISO plants with all the eigenvalues of A on the imaginary axis and in controllability form:
however, the results presented can be extended quite easily also to the case of a MIMO plant with extra eigenvalues in the negative half plane and the (A, B) pair not in controllability form.
By following the low gain approach of Lin and Saberi (1997), we construct a family of low gain state feedback laws parameterized by the low gain parameter N α , α ∈ [N, +∞) in the following way:
is a suitable vector such that the closed loop polynomial for α = N , namely s n + k n−1 s n−1 + . . . + k 1 s + k 0 , is Hurwitz.
is characterized by a parametrized characteristic polynomial p Acl (s, α) = s n + a n−1 (α)s n−1 + . . . + a 1 (α)s + a 0 (α) and it can be shown following the results in Anderson (1972) and references therein that for each α ∈ [N, +∞) the closed-loop dynamics is exponentially stable. Moreover, the matrix P g (α) = {p ij } i,j=1,...n whose coefficients are defined as
k+1 a n−k+1 (α)a n−i+j+k (α),
satisfies the equality
, where R(α) is a suitable positive semidefinite matrix.
Based on the above result, Q N := P g (α)
−1 will be used to construct the outer ellipsoid so that the corresponding gains K N := K g (N ), L N = 0 can be suitably scheduled by values of α greater than N to achieve global asymptotic stability. More specifically, when the state x aw exits the outer ellipsoid characterized by a suitable level set of x ′ aw P g (N )x aw , the low gain control law v 1 = K g (α)x aw starts acting as α increases. Regarding such an ellipsoid, it is necessary to select ρ N sufficiently large and U N sufficiently small to impose that both the nesting condition Q N −1 ρ N −1 < Q N ρ N and the following conditions hold:
so that the gains K N = K(N ), L N = 0 are compatible with the gains K N −1 , L N −1 (obtained by (14) from the solution of (10)) to perform the convex combination (11) for α ∈ [N − 1, N ].
Given the above low gain global stabilizer, the gains (14) should be used in the scheduled law (15) when α ≤ N , while the new scheduled gains
should be used for α ≥ N . Moreover, the function P (α) should be defined as in (13) can be computed explicitly from the explicit form of P g (α) whose coefficients are given in equation (17) . Based on the above approach, it is possible to formalize the following theorem which is reported without proof due to space constraints. Theorem 2. Let {Q i , X 1i , X 2i , U i , Y i } i=0,...,N −1 be a family of N solutions to the LMIs (10), and let (19) be a global stabilizer such that the nesting condition Q i ρ i < Q i+1 ρ i+1 is satisfied for all i = 0, . . . , N − 1 and the compliance conditions (18) hold. Then the selection (15) for v 1 with gains (14) for α ≤ N and (19) for α ≥ N and where the state α follows the modified dynamics (16), (20), globally asymptotically stabilizes the origin of (8).
3.1 An example: marginally unstable plant.
In this section we apply the procedure described in Section 3 to build the anti-windup gains on the triple integrator plant in controllable form with The different closed-loop responses are reported in Figure 4 from which the advantages of the scheduled law as compared to the saturated response without anti-windup can be evidently appreciated.
