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Cet te thèse reconsidère les problèmes de programmation linéaire de grande 
taille munis de la structure duale angulaire par blocs. Ceux-ci peuvent être trans- 
formés, par projection sur les variables liantes, en un problème équivalent d'opti- 
misation convexe non-différentiable consistant en la minimisation d'une somme de 
fonctions polyédriques convexes sur son domaine. Malheureusement. les méthodes 
classiques de décomposition ne traitent que minimalement la non-différentiabilité de 
ce problème équivalent, cherchant davantage à l'éviter qu'à l'attaquer de front. 
Le point de vue adopté dans cette thèse est qu'en reconnaissant pleinement 
que l'on cherche à résoudre un problème équivalent d'optimisation non-différentiable, 
des améliorations peuvent être obtenues en exploitant les idées et algorithmes de ce 
domaine relat ivernent nouveau, notamment les méthodes de faisceaux. Celles-ci 
possèdent la plupart des ingrédients des méthodes qu'elles remplacent. Elles com- 
portent en plus des mécanismes particuliers destinés à déjouer les pièges de la non- 
différentiabili té. 
Etonnamment , bien que la décomposition de problèmes de programmat ion 
rnathémat ique soit probablement la principale source de problèmes d'optimisation 
non-différentiable, il n'existe que très peu de publications traitant de l'application 
des méthodes de faisceaux à ces problèmes. Nous avons cherché, dans cette thèse. 
à suppléer à ce manque de connaissances en utilisant une méthode de faisceaux 
dans le cadre d'une approche primale de décomposition appliquée à nos problèmes. 
Ceci nous a amené à concevoir une nouvelle variante des méthodes de faisceaux. 
Bien que la majorité des résultats de convergence soient valides pour le problème 
vii 
plus général de la minimisation de la somme d'un nombre fini de fonctions convexes 
fermées sur un domaine convexe fermé quelconque (non défini explicitement par des 
fonctions), i1 faudrait modifier l'algorithme pour le rendre capable de résoudre tous 
les problèmes de cette classe. Ce domaine peut être complexe et n'est pas traité 
implicitement par l'algorithme comme dans les cas habituels où il s'agit d'ensembles 
simples tels ceux découlant de la non-négativité des variables. Nous avons sup- 
posé l'existence d'oracles qui engendrent des hyperplans de séparation lorsque la 
solution du problème de recherche d'une direction d'amélioration est à l'extérieur 
du domaine du problème. Contrairement à l'hypothèse habituelle des méthodes 
de faisceaux, nous n'avons pas supposé que les fonctions considérées sont à valeurs 
finies dans Rn, ce qui restreint davantage le domaine de l'optimisation. Nous avons 
traité ce problème en considérant explicitement une formulation équivalente de ce 
dernier dans laquelle les contraintes ensemblis t es sont remplacées par un terme de 
pénalisation qui n'est rien d'autre que la fonction indicatrice du domaine. Malgré 
que cet te équivalence soit bien connue, aucune méthode de faisceaux ne l'exploite. 
Ceci peut être expliqué par le fait que les fonctions convexes n'ont pas de sous- 
différentiel à l'extérieur de leur domaine. Or, les méthodes de faisceaux supposent 
l'existence d'un oracle produisant un sous-gradient à chaque point déterminé par 
la solution du problème de recherche d'une direction d'amélioration. Ces sous- 
gradients servent à afiner la représentation approchée des fonctions. Ce sont aussi 
des i-sous-gradients de la fonction économique au meilleur point trouvé et c'est 
cette observation qui est utilisée par les méthodes de faisceaux. En constatant que 
les hyperplans de séparation produits par les oracles de notre méthode permettent de 
définir des E-sous-gradients de la fonction économique du problème équivalent, nous 
pouvons adapter les méthodes existantes de manière à traiter ce cas. Enfin, le terme 
de pénalisation du problème de recherche d'une direction n'est plus nécessairement 
quadratique et la norme utilisée n'est pas forcément euclidienne (ni quadratique). 
Ceci nous a conduit à déterminer la formulation duale, plus pratique, du problème 
de recherche d'une direction. Ce problème, faisant intervenir une norme dite duale, 
est une généralisation du problème obtenu avec les méthodes classiques. 
Préalablement à l'obtention de l'algorithme, nous avons considéré deux ap- 
proches différentes, mais non indépendantes, de détermination de directions d'arné- 
lioration. Ces deux approches, soit celles des régions de confiance et des pénalisations. 
utilisent la fonction norme afin de restreindre l'optimisation à une région de l'espace 
où nous espérons que les modèles des fonctions ont de meilleures chances d'être de 
bonne qualité. Nous avons considéré des normes quelconques et constaté que les 
normes qui semblent les plus avantageuses pour une approche ne le sont pas pour 
l'autre. 
L'algorithme que nous avons conçu est basé sur l'approche des pénalisations. 
Toutefois, les tests numériques ont été faits à l'aide de l'approche des régions de con- 
fiance obtenue en adaptant l'algorithme. Des tests préliminaires effectués sur des 
problèmes de programmation linéaire réels issus de la modélisation énergétique ont 
permis une première cali brat ion de I'algori thme et de comparer di verses stratégies 
et options disponibles. Les normes tl et t ,  ont été testées, et les résultats obtenus 
sont encourageants. Ils démontrent une très nette supériorité de la méthode sur 
celle de Benders. Ils montrent aussi que la méthode fonctionne mieux avec la norme 
el. Bien que la méthode soit beaucoup plus stable et rapide que celle de Benders, 
elle présente tout de même le comportement asymptotique des méthodes de plans 
coupants. 
ABSTRACT 
In this thesis, we reconsider the ctass of linear programming problems ex- 
hibiting the dual block angular structure. Using a projection over the coupling 
variables, we can transform any problern of t his class into an equivalent convex, but 
nondifferentiable, optimization problem where the surn of a finite number of poly- 
hedral convex functions is minimized over i ts domain. Unfort unately, the classical 
decomposi tion met hods of mat hematical programming do not fully exploit the non- 
different iability of t his equivdent problem. 
We firmly believe that the classical approaches can be improved by using the 
ideas and methods from the field of nondifferentiable optimization. and from the 
philosophy of the bundle methods in particular. These methods have the basic in- 
gredients of the decomposi tion algorithms but they are also characterized by special 
mechanisms to counteract the nondifferentiability 's pitfdls. 
It is surprising that despite being the main source of nondifferentiable opti- 
mization problems, there are only a few reported applications of bundle methods to 
any kind of decomposition. A goal of this thesis is to fil1 in the gaps in this area for 
the case of a prima1 decornposition approach. In order to do this, it was necessary 
to develop a new bundle method. Although most of the convergence results remain 
valid for the more general problem of the minimization of the sum of a finite number 
of closed convex extended functioos over an arbitrary convex set (i.e. not explicitly 
defined by functions), the method cannot handle this class of problems unless we 
do some modification to the algorithm. Unlike the usual assumptions in mathe- 
matical programming, this set may be complex and cannot be handled implicitly. 
and the functions defining the problem were not assurned to take only finite values. 
We assumed the existence of oracles that generate separating hyperplanes when the 
solution of the direction finding problem is not feasible for the original problem. 
Instead of rninimizing the equivalent nondifferentiable optimization problern, 
the algorit hm minimizes anot her equivalent problem obt ained by removing the set 
constraint and replacing it by a penalty term in its objective function. The penalty 
term is the indicator function of the set. No known bundle method is based on this 
well known equivalence. This can probably be explained by the fact that bundle 
methods assume the existence of an oracle generating a subgradient a t  each point 
found by the direction finding problem. Indicator functions have empty subdifferen- 
tials outside the feasible set. However, each subgradient is also an c-subgradient to 
the best feasible solution found so far and this is what is really needed by a bundle 
rnethod. Since the separating hyperplanes generated by our oracles might be used to 
define E-subgradients of the objective function, i t  becomes possible to adapt many 
existing bundle met hods to t his case. 
We also consider more generai stabilizing terms in the direction finding prob- 
lem of our method. It is not necessorily a quadratic expression of the euclidean 
norm. This lead us to determine the more practical dual form of the direction find- 
ing problem, expressed in terms of the so called dual norm. 
Prior to the definition of the new algorithm, we have considered two different 
but related approaches to the problem of determining an improvement direction. 
Both the approaches, trust region and penalization, are based on a norm function 
whose aim is to restrict the optimization to a region of the space where, hopefully, 
the approximate descriptions of the funct ions are reasonably accurate. Arbitrary 
norms were considered. However, we found that norms which are attractive for one 
approach are usually not for the other. 
Our algorithm is based on the penalization viewpoint, but Our numerical tests 
were done using a trust region adaptation of the method. They allowed us to cali- 
brate the algorithm's parameters and to compare various strategies and options. In 
particular, the el and 8, norms were compared and the preliminary results are very 
promising. It was found that our implementation usually performs better with the 
el norm. The results also show a very clear superiority of the method over the Ben- 
ders' one. Finally, inspite of an improved stability behaviour and better empirical 
convergence, the method retained the asymptotical convergence properties of the 
cut t ing plane methods. 
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CHAPITRE 1 
Introduction 
Le besoin d'optimiser le fonctionnement de systèmes complexes a conduit à 
la naissance de la recherche opérationnelle et, en particulier, de la programmation 
mathématique. Lorsque I'on utilise ces outils, on est amené à construire un ou 
plusieurs modèles mathématiques dans le but de décrire le système étudié ainsi que 
les actions que l'on peut poser pour le modifier. Ces modèles sont habituellement 
constitués de plusieurs contraintes reflétant des considérat ions technologiques, fi- 
nancières, organisationnelles, environnement ales, de mise en marché, et autres, du 
système en question. Celles-ci relient les variables sur lesquelles on peut agir. Une 
ou plusieurs fonctions économiques que I'on cherche à optimiser permettent alors de 
déterminer une ou plusieurs solutions, ou manières d'affecter les ressources limitées 
du système, aux activités qui compétit ionnent entre elles. 
L'évolution de la technologie informatique et des méthodes de la recherche 
opérationnelle a permis, au fil des années, d'élargir le domaine d'application de la 
programmation mat hématique en permet tant, entre autres, de traiter des problèmes 
de plus en plus gros et complexes. Cependant, malgré ces progrès constants, le 
chercheur opérationnel s'est toujours buté à l'obstacle que constitue la grande taille 
de plusieurs problèmes. Celle-ci constitue souvent un obstacle à leur résolution par 
les méthodes générales, particulièrement s'il y a des non-linéarités. Heureusement, 
la plupart des problèmes de grande taille possèdent des structures particulières dont 
on peut tirer profit. Celles-ci permettent la décomposition des problèmes en un 
ensemble de plus petits problèmes pouvant être résolus isolément, mais de manière 
coordonnée. C'est le domaine de la décomposition en programmation mathématique. 
Cette branche de la programmation mathématiqueest née au début des années 
60 avec la publication des méthodes, toujours populaires aujourd'hui, de décompo- 
sition de Dantzig et Wolfe (1960, 1961)' puis de Benders (1962). Ces méthodes et 
leurs variantes doivent une bonne partie de leur popularité au fait qu'elles permet- 
tent de traiter des problèmes d'une très grande importance pratique et économique 
tels ceux qui se posent à une entreprise possédant plusieurs divisions autonomes 
soumises à des contraintes budgétaires globdes (c'est-à-dire devant partager cer- 
taines ressources communes) ou encore lorsque ces divisions doivent utiliser une 
partie de leurs ressources propres pour la réalisation d'activités communes. Les 
mêmes problèmes se posent à un pays divisé en régions possédant une certaine au- 
tonomie. 
La décennie des années 60 est sans doute la période la plus fertile de la jeune 
histoire des méthodes de décomposition. Les méthodes conçues à cette époque, 
ainsi que la plupart de celles qui ont suivies, ne traitent que des problèmes définis 
à l'aide de fonctions différentiables. Bien que l'on n'en soit pas toujours conscient. 
ces méthodes introduisent des fonctions possédant des dérivées discontinues. Elles 
nous amènent à traiter des problèmes équivalents d'optimisation non-différentiable. 
Ceux-ci sont plus complexes et possèdent de moins bonnes propriétés analytiques 
que les problèmes de programmation mathématique différentiable. 
Les méthodes classiques de décomposition, même lorsqu'elles ont été obtenues 
en transformant le problème original en un problème équivalent d'optimisation 
non-différentiable, n'ont pas été conçues comme des méthodes d'optimisation non- 
différentiable. Elles ne traitent que minimalement la non-différentiabilité, cherchant 
davantage à l'éviter qu'à l'attaquer de front. 
Le point de vue adopté dons cette thèse est qu'en reconnaissant pleinement que 
l'on cherche à résoudre un problème équivalent d'optimisation non-digérentiable? des 
améliorations peuvent être obtenues en exploitant les idées de ce domaine relative- 
ment nouveau, apparu durant les années 60 mais ayant vraiment pris son essor du- 
rant les années 70 avec la publication des premières méthodes de faisceaux. Celles-ci, 
lorsqu'appliquées aux problèmes non-différent iables équivalents traités par certaines 
approches de décomposition résultent en des algorithmes plus généraux possédant la 
plupart des ingrédients des méthodes qu'elles remplacent. Les différences provien- 
nent du fait que les méthodes de faisceaux comportent des mécanismes particuliers 
destinés à déjouer les pièges de la non-différentiabilité. La fonction économique de 
leurs problèmes de recherche d'une direction d'amélioration, le problème maître des 
méthodes de décomposition, possède un terme stabilisateur, habituellement le carré 
de la norme euclidienne du déplacement. 
E tonnamment, bien que la décomposition de problèmes de programmat ion 
mathématique soit probablement la principale source de problèmes d'optimisation 
non-différentiable, il n'existe que très peu de publications traitant de l'application 
des méthodes de faisceaux à ces problèmes. La seule étude venue à notre connais- 
sance est celle de Medhi (1987) qui a utilisé une méthode de faisceaux connue dans 
le cadre d'une approche duale de décomposition appliquée à des problèmes de pro- 
grammation linéaire exhibant la structure angulaire par blocs. Ses tests ont montré 
une nette amélioration par rapport aux performances de l'algorithme de Dantzig et 
Wolfe. 
Nous avons cherché, dans cette thèse, a suppléer à ce manque de connais- 
sances en utilisant une méthode de faisceaux dans le cadre d'une approche pri- 
male de décomposition appliquée à des problèmes de programmation linéaire mu- 
nis de la structure duale angulaire par blocs typique des problèmes traités par la 
méthode de Benders. Contrairement à Medhi, nous avons dû concevoir une nouvelle 
méthode de faisceaux pour parvenir à nos fins. Celle-ci est une généralisation de 
la méthode proximale de faisceaux de Kiwiei (1990). Elle minimise la somme d'un 
nombre fini de fonctions polyédriques convexes sur un domaine polyédrique convexe. 
Etant donné que la majorité des résultats nécessaires à l'établissement de la conver- 
gence de la méthode sont valides pour le cas plus général de la minimisation de la 
somme d'un nombre fini de fonctions convexes fermées sur un domaine convexe fermé 
quelconque (non défini explicitement par des fonctions), nous avons écrit la thèse 
comme si c'était ce problème que nous voulions résoudre. Le domaine réalisable 
peut être complexe et n'est pas traité implicitement par l'algorithme comme dans 
les cas habituels où il s'agit d'ensembles simples tels ceux découlant de la non- 
négativité des variables. Nous avons supposé l'existence d'oracles qui engendrent 
des hyperplans de séparation lorsque La solution du problème de recherche d'une 
direction d'amélioration est à l'extérieur du domaine du problème. Contrairement 
à l'hypothèse habituelle des méthodes de faisceaux, nous n'avons pas supposé que 
les fonctions considérées sont à valeurs finies dans Rn. Ceci restreint davantage 
le domaine de l'optimisation car elle ne peut être faite que Ià où les fonctions sont 
définies. Nous avons traité ce problème en considérant explicitement une formulation 
équivalente de ce dernier dans laquelle les contraintes ensemblistes sont remplacées 
par un terme de pénalisation qui n'est rien d'autre que la fonction indicatrice du 
domaine. Malgré que cette équivalence soit bien connue, aucune méthode de fais- 
ceaux ne l'exploite. Ceci peut être expliqué par le fait que les fonctions convexes 
n'ont pas de sous-différentiel à l'extérieur de leur domaine. Or, les méthodes de fais- 
ceaux supposent l'existence d'un oracle produisant un sous-gradient à chaque point 
déterminé par la solution du problème de recherche d'une direction d'amélioration. 
Ces sous-gradients servent à affiner la représentation approchée des fonctions. Ce 
sont aussi des r-sous-gradients de la fonction économique au meilleur point trouvé 
et c'est cette observation qui est utilisée par les méthodes de faisceaux. En con- 
statant que les hyperplans de séparation produits par les oracles de notre méthode 
permettent de définir des E-sous-gradients de la fonction économique du problème 
équivalent nous pouvons adapter les méthodes existantes de manière à traiter ce 
cas. Enfin, le terme de pénalisation du problème de recherche d'une direction n'est 
plus nécessairement quadratique et la norme utilisée n'est pas forcément euclidienne 
(ni quadratique). Ceci nous a conduit à déterminer la formulation duale, plus pra- 
tique, du problème de recherche d'une direction. Ce problème, faisant intervenir 
une norme dite duale, est une généralisation du problème obtenu avec les méthodes 
classiques. 
La mise en oeuvre de la méthode a nécessité l'écriture d'un programme C 
utilisant le code commercial de programmation linéaire Cplex (1992). Des tests 
préliminaires effectués sur des problèmes de programmation linéaire réels issus de 
la modélisation énergétique ont permis une première calibrat ion de 17algori t hme et 
de comparer diverses stratégies et options disponibles. Ils ont aussi montré que la 
méthode est efficace et beaucoup plus performante que la méthode de Benders pour 
ces problèmes. 
L'organisation de la thèse est la suivante. Le prochain chapitre présente les 
problèmes de programmatin linéaire desquels on tire, par projection, un problème 
équivalent d'optimisation convexe non-différentiable qui consiste à minimiser une 
fonction polyédrique convexe sur son domaine. On constate que plusieurs problèmes 
pratiques se posant en modélisation énergétique et environnementale sont des cas 
particuliers de ce problème. Un problème d'optimisation convexe non-différentiable 
semblable est aussi obtenu lorsque l'on applique une approche de décomposition par 
les ressources à un problème de programmation convexe séparable avec contraintes 
couplantes. 
Le chapitre 3 est un survol de la littérature des principales méthodes de 
décomposition en programmation mat hématique et des méthodes d'optimisation 
non-dirérentiable pouvant éventuellement être utilisées pour résoudre les problèmes 
d'optimisation convexe non-différentiable équivalents. Pour ces dernières, l'accent a 
été mis sur les méthodes de faisceaux. 
Les formulations non-différentiable équivalentes se prêtent assez naturellement 
à une résolution à l'aide de méthodes de plans coupants. Le chapitre 1 présente 
les faiblesses de ces méthodes ainsi que des façons de les stabiliser. Ceci nous per- 
met d'introduire certains concepts importants des méthodes de faisceaux (pas de 
descente, pas nul, centre de stabilité). On y discute aussi de certaines manières de 
traiter les cont rointes. Celles-ci étant souvent implicites (i.e. non définies par des 
fonctions connues explicitement ), nous proposons de les éliminer en incluant la fonc- 
tion indicatrice de l'ensemble réalisable dans la fonction économique du problème 
équivalent. Cette approche est exploitée dans les deux chapitres suivants qui con- 
stituent Io partie la plus importante de la thèse. Ceux-ci traitent le problème de la 
minimisation d'une somme de fonctions convexes, pouvant prendre la valeur +CO à 
certains points, dans un ensemble convexe fermé. 
Le chapitre 5 est consacré à l'étude du de la recherche de  directions 
d'amélioration. Nous obtenons les formulations primaie et duale de ce problème 
sous l'approche des régions de confiance puis sous celle des pénalisations. Ces 
formulations sont plus générales que celles utilisées dans les méthodes connues de 
faisceaux. Le reste du chapitre montre comment on peut utiliser ces formulations 
sous les stratégies d'accumulation, d'accumulation/épuration, puis d'agrégation de 
l'information. 
Le chapitre 6 présente et démontre la convergence d'un algorithme de faisceaux 
basé sur l'approche des pénalisations sous l'hypothèse de polyédralité des fonctions 
et ensembles considérés. Une variante de celui-ci a été testée sur des problèmes 
réels. Le chapitre 7 décrit cette variante et les problèmes testés, puis fait l'analyse 
des résultats numériques. 
La thèse se termine au chapitre 8 avec la conclusion et des suggestions pour 
des améliorations possibles et des travaux ultérieurs. 
Le document comporte aussi 4 annexes. Les deux premières résument des 
résultats et définitions connus utilisés surtout dans les chapitres 5 et 6. L'annexe 
C présente la preuve d'un résultat du chapitre 5 tandis que l'annexe D contient les 
tableaux des résultats analysés au chapitre 7. 
La plupart des notations utilisées dans cette thèse sont ou bien d'usage courant 
ou bien définies à l'annexe B. Remarquons cependant que la notation II II est utilisée 
pour désigner une norme quelconque et que la fonction (-, 0 )  : Rn x R" + R sera 
utilisée pour désigner le produit scalaire euclidien, i.e. (a,  b) = aTb, Va, b E W. 
CHAPITRE 2 
Le problème: définition et quelques cas 
particuliers 
Nous présentons dans ce chapitre le problème de programmation linéaire qui 
est à l'origine des travaux faisant l'objet de cette thèse. Nous montrons com- 
ment on peut le reformuler en un problème équivalent d'optimisation convexe non- 
différentiable consistant à minimiser une somme de fonctions non-différentiables sur 
un ensemble convexe. Nous discutons ensuite de son application à des problèmes 
pratiques à caractère économique issus, entre autres, de la modélisation énergétique 
et environnementale. Nous terminons en montrant que des problèmes plus généraux 
de programmation non-linéaire convexe peuvent aussi être reformulés comme un 
problème de minimisation d'une somme de fonctions convexes non-différentiables 
sur un ensemble convexe. La méthode proposée dans cette thèse pourra être ap- 
pliquée à tous Les problèmes de programmation linéaire considérés dans ce chapitre. 
2.1 Le  problème 
Le problème global se formule comme suit: 
minimiser 1 (ci, xi) + (c, y )  
"*Y i=l 
sous les contraintes 
cou 2 60 
Aixi + C i y  2 bi, V i  {I, . . . , r }  
Bisi > di, V ~ E  (1 ,  ..., 1-1 
xi 2 0, V i  E {I, . . . . r }  
Y 2 O, 
ci est de dimension ni x 1, V i  E {1, ..., r }  
c est de dimension no x 1, 
Ai est de dimension mi x ni, V i  E (1, ..., r )  
Biestdedimensionpjxni,  V i € { l ,  ..., r }  
Ci est de dimension mi x no, V i  E {O, 1, ..., r }  
b; est de dimension m; x 1, V i  {O, 1, --., r} 
di est de dimension p; x 1. 
Les vecteurs xi sont de dimension ni x 1, i E (1. .... r } ,  tandis que le vecteur y 
est de dimension no x 1. 
Ce problème exhibe la structure angulaire par blocs étudiée par Dantzig et 
Wolfe (1960, 1961) et on peut le résoudre en appliquant leur algori thme de décompo- 
sition par les prix, les contraintes Aixi + Ciy 2 bi, V i  E 1, ..., r,  constituant les con- 
traintes liantes ou couplantes. L'approche est intéressante, lorsque ces contraintes 
sont relativement peu nombreuses, mais souffre de deux inconvénients majeurs: 
0 Il n'est pas possible de tirer profit de la structure particulière de la sous-matrice 
constituée des matrices Ci, i E {l,  ..., r} (qui apparaît dans le problème maître); 
et 
Chaque sous-problème ne sert qu'à engendrer des propositions (colonnes) trans- 
mises au problème maître. C'est ce dernier qui détermine la pondération 
des propositions produisant une solution optimale, les solutions optimales des 
sous-problèmes ne constituant généralement pas une solution réalisable pour 
le problème original, même lorsqu'elles sont obtenues avec le vecteur des prix 
optimaux. 
Le problème (2 .1 )  possède également la structure du problème étudié par Ben- 
ders (1962) dans le cas particulier d'un problème de programmation linéaire à va- 
riables continues où la matrice associée aux variables t = (xt, ..., r,) possède une 
structure angulaire par blocs. 
On reformule légèrement le problème en créant de nouvelles variables si e t  en 
ce qui nous permet d'obtenir la formulation équivalente ci-dessous: 
minimiser 1 (q, x i )  + (c,  y) 
 YI^ i=L 
sous les contraintes 
COY 1 bo 
Aixi - si 2 bi7 V i  € {l l . . . l r }  
Btxt 3 di, V i €  {l l . . . , r }  
si + C i y  = O, V i  E {I ,..., r }  
xi L 0, VZ E {I,  ..., r }  
Y 2 0. 
ables Le problème devenant décomposable 1 orsque la valeur des vari 
est fixée, cette dernière formulation est équivalente à la suivante: 
r 
A minimiser v(s) = v o ( s )  + u i ( s i )  
s=(s, ,...,sr) i= 1 
A vo(s)  = minimiser (c, y) 
Y 
sous les contraintes 
COY L bo 
Ciy = -si,  V ~ E  {1. .... r }  
Y 1 O, 
4 
v i (s i )  = minimiser (ci, x i )  
=a 
sous les contraintes 
Aïxi 2 bi + si, 
B i x i  2 di ,  
xi 3 0, 
Pour que le problème (2.4) soit bien défini, if faut travailler avec des fonctions 
convexes "étendues", c'est-à-dire prenant leurs valeurs dans [-oo, +ml (bornes com- 
prises) puisque l'une des fonctions valeurs v i ( * )  peut prendre la valeur +CG lorsque s 
n'est pas réalisable pour l'un des problèmes (2.5) ou (2 .6)  la définissant. Les valeurs 
des fonctions vo(-j  et ui ( . )  seront prises égaies à -a, lorsque les problèmes (2.5) ou 
(2.6) les définissant ne sont pas bornés inférieurement. 
Le formulation (2.4) correspond à une projection (Geoffrion, 1970b) sur les 
variables liantes. Bien qu'ayant procédé un peu différemment, c'est l'approche qu'ont 
trouvée Ho et Loute (1975). Remarquons qu'elle n'est pas affublée des deux tares 
mentionnées précédemment à propos de la décomposition par les prix de Dantzig et 
Wolfe. En effet, le sous-problème (2.5) permet d'exploiter la structure de la sous- 
matrice constituée des mat rices Ci, i E { 1, . . . , r ), contrairement à l'approche de 
Dantzig et Wolfe où elle se trouve dans le problème maître en compagnie d'autres 
colonnes (nous verrons à la prochaine section que le problème (2.5) est souvent un 
problème de flot à coût minimum). De plus, il n'est plus nécessaire de faire des 
pondérations de propositions afin de récupérer une solution réalisable (et optimale) 
lorsque I'algorithrne s'arrête: l'union des solutions des sous-problèmes de la dernière 
itération constitue une solution pour le problème complet. Enfin, la décomposition 
par les quantités est une approche primale, ce qui veut dire que, contrairement à 
une approche duale comme la décomposition par les prix, on peut interrompre les 
calculs en tout temps et  se satisfaire de la dernière solution obtenue puisqu'elle est 
réalisable. 
2.2 Cas particuliers 
Notre intérêt pour le problème (2.1) découle de la généralité des matrices Ci. 
En considérant des matrices Ci particulières, il est possible d'engendrer une grande 
classe de problèmes, dont le suivant qui est à l'origine de notre étude. 
minimiser (ci, zi )  + 2 2 (pi,, su) 
G ~ $ 8 ,  .vi,j i=l i=l 1=i 
sous les contraintes 
Remarque: Les variables x; et s, sont vectorielles. 
Le problème (2.7) est celui qui se pose lorsque r régions ou agents économiques 
peuvent s'échanger une partie de leur production afin de satisfaire leurs demandes 
respectives à moindre coYt. Les contraintes techniques de chacun des agents sont 
A représentées par les polytopes Li = {xi : Bixi 2 di, xi 2 O}, i E (1.. . . , r } ,  et ils 
doivent chacun satisfaire à une demande bi, i E { I l  . . . , r}. De plus. chaque agent 
peut expédier une partie de sa production à un (ou plusieurs autres) agent(s). Le 
vecteur d'échange si, représente alors les quantités reçues de chaque bien par l'agent 
j en provenance de I'agent i. Cependant, des pertes peuvent survenir durant le 
transport, de sorte que l'on associera une matrice diagonale E,, représentant les 
efficacités de transport, au vecteur si,. S'ils choisissent de coopérer, ces r agents 
doivent alors résoudre le problème de programmation linéaire (2.7). 
Les variables d'échange s, remplacent la variable y du problème (2.1) tandis 
que les matrices Ci sont des assemblages de sous-matrices Ei;' et de matrices identité 
I. Remarquons que le problème (2.7) ne possède pas I'équivaient des contraintes 
Coy 2 bo du problème (2.1). 
Dans ce cas particulier, le sous-problème (2.5) a la structure d'un problème de 
flot (avec gain ou, plutôt, perte) à coût minimum: 
r r 
Q ( S )  minimiser C (pij, s i j )  
V I  i=l 1=i 
Le problème (2.7) s'applique à un grand nombre de problèmes réels dont 
plusieurs se présentent en modélisation énergétique et/ou environnementale. Toute- 
fois, il peut arriver que cette structure particulière ne soit pas suffisamment générale. 
C'est le cas notamment lorsque le modèle comporte une description du secteur de 
production d'électricité. En effet, les quantités d'électricité échangées n'interviennent 
pas seulement dans les contraintes de bilan, ou contraintes de conservation de flot. 
selon la terminologie des réseaux, mais aussi dans des contraintes de pointe (ou 
de réserve) assurant une capacité excédentaire de production afin de faire face aux 
pannes aléatoires des équipements de production ainsi qu'aux aléas de la demande. 
C'est le cas du modèle MARKAL (Fishbone et Abilock, 1981: Fishbone et al.. 
1983). De plus, même lorsqu'il n'y a pas de contrainte de pointe, certaines va- 
riables d'échange peuvent intervenir dans plus d'une contrainte. Ainsi, lorsque deux 
producteurs d'électricité s'échangent de l'énergie selon un contrat de puissance, la 
variable d'échange correspondante intervient dans les contraintes de bilan de cha- 
cune des t ranches horaires. 
Le problème global a alors la structure ci-dessous: 
minimiser C (s, xi) + C C (piil 5,) 
r, *siJ ,Vi.j i=1 i=l ?=l. 
l # ~  
sous les contraintes 
- - 
V i e  {1, ..., r }  
V i e  {1, ..., r }  
V & j €  { l , - . , r } , i #  j , 
et l'on définit les variables multi-dimensionnelles si par 
S! = C E~T's~ ,  -Csjîl Vi € {l,. 7r}, 
En introduisant ces vecteurs s i  et leurs définitions dans le problème (2.9), on 
obtient un problème décomposable lorsque s = (si,. . . ,sr) est fixé. Le problème 
équivaut à résoudre 
A minimiser v(s)  = vo(s )  + v i ( s i )  
s=(s, ,...,sr) i=l 
r r 
uo(s )  minimiser C (pij, s i j )  
a v , W  i=i ,=t 
sous les contraintes 
sous les contraintes 
Afxi 2 bf + s:, 
A;xi 2 6: + s?, 
Bisi 2 di, 
xi 2 O. 
Remarques: Les contraintes Afxi 2 bl + s? des problèmes (2.12), i E {l, . . . , r ) ,  
r r 
sont habituellement peu nombreuses. De même, les contraintes - C Fijsij+ Gjisji = 
1=1. 1= 1- 
l # ~  lf 
-sZl i E {l , .  . . , r )  du problème (2.11) sont elles aussi peu nombreuses. 
L'algorithme que nous allons présenter pourra résoudre le problème (2.1) ainsi 
que les variantes (2.7) et (2.9) de celui-ci. 
Dans un modèle technico-économique global non régionalisé, on peut habituelle- 
ment distinguer plusieurs secteurs. Ainsi, les indices i E (1, . . . , r ) ,  peuvent, dans 
un modèle énergétique comme MARKAL, être associés aux secteurs représentés tels 
la production d'électricité, le raffinage du pétrole, la production des autres produits 
énergétiques, et divers segments des secteurs industriel, résidentiel, commercial e t  
institutionnel, et des trmsports. Le modèle n'étant pas régionalisé, il n'y a pas de 
structure de réseau semblable à celle des problèmes (2.7) et (2.9). Le modèle a é té  
conçu autour du concept de "pot communn: tout se passe comme si les quantités 
produites de chaque bien énergétique, par Les diverses technologies incluses dans 
le modèle, sont acheminées vers un point central (le pot commun) d'où elles sont 
ensuite allouées à chacun des usages. Dans ce cas, et en tenant compte des rernar- 
ques précédentes sur la présence de contraintes spéciales (comme les contraintes de 
pointe), Le problème est le suivant: 
sous les contraintes 
Vi E {l , .  .. , r} 
i 1 . , r} (2.13) 
Vi E { I l . .  . , r }  
Remarque: Les variables vectorielles expi et reci sont associées aux expéditions et 
aux réceptions par I'agent i de chaque forme énergétique. Plus précisément, expi est 
la quantité reçue, par le pot commun, des diverses quantités d'énergie expédiées par 
l'agent i. Puisqu'il peut y avoir pertes durant le transport, alors EZ"expi représente 
les expéditions de l'agent i vers le pot commun. 
Tout comme on l'a fait pour le problème (2.9), en définissant les vecteurs si 
on constate que le problème devient décomposable lorsque s = (sl, . . . , sr) est fixé: 
f 
A minimiser v ( s )  = üo(s) + C vi(si) 
s = ( s ~  ,---,sr) i= 1 
A r r 
u&) = minimiser 1 ( p i ,  expi)  + C (qi, r e a )  
erP, ,rec, ,Vi i=1 i=l 
sous les contraintes 
A v ~ ( s ~ )  = minimiser ( c i , x i )  
ri 
sous les contraintes 
A;xi > bf + si', 
Afxi > b: + s:, 
B;x; 2 di,  
xi 2 o.  
Les problèmes (2.13) et (2.15) possèdent ici le bloc de contraintes Goy 2 bo 
du problème (2.1). L'algorithme que nous présenterons au chapitre 5 pourra aussi 
résoudre cet te variante du problème (2.1). 
2.3 Cas plus général 
Bien que les travaux effectués dans le cadre de cette recherche aient été motivés 
par le problème ( 2 4 ,  il est important de préciser que les diverses variantes de 
l'algorithme général proposé au chapitre 6 permettent de résoudre des problèmes 
plus généraux. 
Le problème équivalent (2.4) a été obtenu en appliquant la stratégie de pro- 
jection à une reforrnulation du problème (2.1). Un problème équivalent un peu 
plus général peut être obtenu en appliquant une approche de  décomposition par 
les ressources à un problème de programmation convexe séparable avec contraintes 
couplant es. 
Considérons Le problème de programmation convexe 
A l- 
minimiser f (x) = x f i ( x i )  
sous les contraintes 
où les fonctions f i  : IRn' + IR et gi : Wg + IRm, i E (1,. . . , r } ,  ainsi que les 
sous-ensembles X i  C IRnt, i E {1, . . . , r}?  sont convexes. 
C'est le problème de la gestion d'un système formé de r sous-systèmes inter- 
connectés dans lequel le vecteur 6 E IRm est la quantité de ressources disponibles. 
Pour chaque sous-système i, la fonction g i ( x i )  mesure la quantité de ressources con- 
sommées par celui-ci lorsque le vecteur de  ses niveaux d'activités est xi7 et f i ( t i )  en 
est le coût de fonctionnement. 
Sous l'approche de  la décomposition par les ressources, on cherche à décomposer 
le vecteur 6 en vecteurs bi, i E (1, . . . , r } affectés à chacun des r sous-systèmes. Plus 
précisément, si 
alors résoudre le problème (2.17) équivaut à résoudre le problème de programmat ion 
convexe suivant: 
r 
A minimiser v(b l , .   . , 6,) = C vi(bi) 
(b l  ,-..&)ES i=l 
Dans sa forme actuelle, l'algorithme général proposé au chapitre 6 ne peut être 
utilisé pour le résoudre. 
CHAPITRE 3 
Travaux apparentés 
Le besoin de résoudre des problèmes réels importants amène très souvent le 
chercheur opérationnel à construire des problèmes de programmat ion mat hématique 
de très grande taille. La grande taille d'un problème constitue souvent un obstacle 
à sa résolution par les méthodes générales de la programmation mathématique, 
particulièrement s'il comporte des non-linéarités. Heureusement, la plupart de ces 
problèmes possèdent des structures particulières dont on peut tirer profit. C'est ce 
qui a motivé les chercheurs à imaginer des méthodes permettant de remplacer la 
résolution de gros problèmes par la résolution coordonnée de plus petits problèmes, 
obtenus en les brisant. C'est le domaine de la décomposition en programmation 
mathématique. On peut aussi vouloir faire appel à des méthodes de décomposition 
dans le but d'améliorer les temps de résolution de certains problèmes. Ceci découle 
de l'observation que les temps de calcul des problèmes croissent plus vite que leurs 
tailles. En les brisant en plus petits problèmes. on peut alors espérer freiner cette 
croissance du temps de calcul à condition que le mécanisme de coordination ne 
soit pas trop coûteux. Malheureusemewnt, ce deuxième objectif n'est pas toujours 
atteint. 
Les méthodes de décomposition de Benders (1962) et de Dantzig et Wolfe 
(1960 et 1961) sont probablement les deux premières à voir été conçues. Bien que 
plusieurs autres algorithmes aient été proposés depuis, elles sont encore très popu- 
laires aujourd'hui. La  décennie 60 a été très fertile dans ce domaine et on trouve une 
bonne synthèse de la production de cette période dans l'excellent ouvrage de Lasdon 
(1970) qui est encore pertinent. Minoux (1983) présente un traitement plus moder- 
ne d'un nombre plus limité de méthodes. Ceoffrion (1970b et 1970~) a effectué 
une classification de ces techniques qui permet de mieux en saisir les différences 
fondament ales. 
Bien que l'on n'en soit pas toujours conscient, les méthodes de décomposition 
introduisent des fonctions possédant des dérivées discontinues (Lemaréchal, 1989). 
Elles nous amènent à traiter des problèmes d'optimisation non-différentiable. Ceux- 
ci sont plus complexes et possèdent de moins bonnes propriétés analytiques que les 
problèmes de programmation mathématique différentiable. 
Nous nous limiterons dans cette discussion aux méthodes de décomposition 
adaptées aux problèmes de programmat ion mathématique convexe. Plusieurs d'entre 
elles, dont les méthodes de projection et de décomposition par les p ~ x  ou par les 
ressources, nous amènent à résoudre un problème semblable au suivant: 
minimiser f (s) 2 C Ji(=) 
x€V i= 1 
où les fonctions f i  sont convexes et non-différentiables, et V est un ensemble convexe 
(pouvant être IRn). On remarque que les problèmes (2.4) et (2.18) sont de ce genre. 
Les approches duales, ou de décomposition par les prix, maximisent la fonction 
duale qui est concave. C'est le problème (3.1) lorsque le problème est complètement 
décomposable (ou, en anglais, "separable"). La méthode de Dantzig et Wolfe (1960 
et 196 1 ), pour le problème de programmation linéaire avec structure angulaire par 
blocs, est de ce genre. Bien qu'ayant été justifiée différemment par ses auteurs, Mi- 
noux (1983) montre qu'on la retrouve si l'on tente de maximiser lo fonction duale à 
l'aide d'une méthode de plans coupants. La méthode a été généralisée par Dantzig 
(1963) au problème de programmation convexe complètement décomposable. Las- 
don (1968) a proposé de résoudre le problème (3.1) à l'aide d'une méthode de plus 
forte pente. Pour le cas linéaire, G h o l d  (1972), après avoir établi une équivalence 
entre la méthode de plus forte pente appliquée au problème (3.1) et la méthode 
primale-duale du simplexe appliquée à une reformulation du problème original, a 
obtenu une méthode duale généralisant l'algorithme de Balas ( 1966). Les méthodes 
d'Abadie et Williams (1963) et de Bell (1965) sont aussi des décompositions par les 
prix. 
Les approches primales, ou de décomposition par les ressources, remplacent 
le problème original par un problème équivalent où les fonctions fi  du problème 
(3.1) sont les fonctions valeur (on dit encore fonctions de perturbation) associées à 
chacun des sous-systèmes du problème global supposé complètement décomposable. 
Nous avons vu à la section 2.3 comment obtenir ce problème équivalent. Les fonc- 
tions fi peuvent prendre la valeur +cm si elles sont évaluées à l'extérieur de leur 
domaine. Le problème (3.1) possède alors des contraintes de partage du mem- 
bre de droite des ressources communes entre les différents sous-sys tèmes. Celles-ci 
définissent le sous-ensemble V de IRn. Elles ont comme avantage de produire des 
solutions intermédiaires réalisables, ce qui rend possible l'interruption prématurée 
des calculs. Zschau (l966), pour le problème de programmation linéaire avec struc- 
ture angulaire par blocs, résoud le problème (3.1) avec une méthode complexe qui 
est une adaptation des méthodes de plus forte pente. Silverman (1972a et 1972b) 
a généralisé les travaux de Zschau au cas convexe complètement décomposable. 
Geoffrion (1970a) a proposé trois méthodes pour résoudre le problème convexe 
complètement décomposable: une méthode de plans coupants, une méthode de plus 
forte pente, et une méthode de partitionnement de l'espace. Enfin, Grinold (1972) 
a obtenu une méthode de plus forte pente beaucoup simple que celle de Zschau. 
L'approche de projection est utile lorsque le problème comporte des variables 
liantes. Elle consiste à fixer les valeurs de celles-ci afin de rendre le problème 
décomposable. C'est ce que nous avons fait au chapitre 2 avec les variables si 
du problème (2.3). C'est une approche très pratique pour le cas où des variables 
couplantes lient tous les sous-systèmes du  problème. Les variables du problème (3.1 ) 
sont alors les variables couplantes et on dit que l'on projette le problème sur ces vari- 
ables. L'algorithme de Benders (1962) procède ainsi. Le problème du chapitre 2 en 
était un de programmation linéaire, mais la méthode de Benders permet de traiter 
des problèmes mixtes dans lesquels la partie facile est linéaire continue. l'autre par- 
tie faisant intervenir des variables couplantes à valeurs discrètes et/ou incluses dans 
des termes non-linéaires. Une fois la projection faite, Benders résoud le problème 
(3.1) avec une méthode de plans coupants. 
On constate, de ce rapide survol, que deux approches sont fréquemment utilisées 
pour résoudre le problème équivalent (3.1): les méthodes de plans coupants et les 
méthodes de plus forte pente. Ceci correspond à deux points de vue différents. Le 
premier est global en ce sens que les hyperplans produits sont, par la convexité des 
fonctions, toujours situés sous l'épigraphe de la fonction approchée. Le second est 
local: on exploite la convexité des fonctions pour déterminer une direction de plus 
forte descente en minimisant la valeur de la dérivée directionnelle en un point x 
donné. Celle-ci existe alors pour toutes les directions d E IRn lorsque le point x est 
dans l'intérieur relatif du domaine de la fonction. Elle vaut alors 
et elle prend toujours une valeur finie lorsque x est dans l'intérieur du domaine de 
f (Rockafellar, 1970: théorème 23.4). Sous cette dernière approche, la direction de 
déplacement d est obtenue en résolvant le problème de minimax 
Le point de vue global produit des méthodes généralement plus simples et 
élégantes que celles associées au point de vue local. Les méthodes de plus forte 
pente sont en effet réputées pour leurs mauvaises propriétés de convergence, e t  ce, 
même lorsqu'eltes sont appliquées à des problèmes d'optimisation différentiable (voir 
l'analyse de Zangwill ( 1969) ) . 
Les méthodes classiques de décomposition, même lorsqu'elles manipulent des 
fonctions non-différentiables, n'ont pas été conçues comme des méthodes d'optimi- 
sat ion non-différentiable. Elles ne traitent que minimalement la non-différent iabili té 
du problème, cherchant davantage à l'éviter qu'à l'attaquer de front. 
Le point de vue adopté dans cet te thèse est qu'en reconnaissant pleinement que 
l'on cherche à résoudre un problème équivalent d'optimisation non-différentiable, des 
améliorations peuvent être obtenues en exploitant les idées de ce domaine relative- 
ment nouveau. 
Les deux points de vue dégagés précédemment sont présents également en 
optimisation non-différentiable. Les deux premières méthodes connues en sont des 
exemples. Bien que proposée pour le cas différentiable, la méthode des plans sécants 
de Kelley (1960) et de Cheney-Goldstein (1959) fonctionne même si les fonctions ne 
sont pas différentiables. Elle consiste à approcher les fonctions par des linéarisations 
tangentielles affinées itérativement. Elle est réputée pour sa faible vitesse de con- 
vergence. Celle-ci peut être attribuée au fait que les déplacements proposés tendent 
à produire des solutions assez éloignées de la région de l'espace où les linéarisations 
ont été obtenues et où les approximations peuvent être considérées fiables. 
Les méthodes de sous-gradients, développées en ex Union-Soviét ique ( Polyak, 
1967 et 1969; Ermoliev, 1966)' sont probablement les premiers représentants de 
l'approche locale. Elles généralisent les méthodes de gradient en prenant comme 
direction de déplacement à chaque itération un sous-gradient (plutôt que le gra- 
dient) au point courant. De plus, les pas de déplacement sont déterminés, a priori, 
exogènement. Leur très grande simplicité constitue certainement leur principal at- 
trait. Leur convergence est toutefois excessivement lente, de sorte que plusieurs 
autres mécanismes de choix des paramètres de déplacement ont été proposés (Shor, 
1968; Goffin, 1977; Held, Wolfe e t  Crowder, 1974) dans le but d'en accélérer la con- 
vergence. Shor (1970) a aussi décrit une variante à métrique variable de la méthode. 
Minoux (1983) présente un survol de ces méthodes. Outre leurs mauvaises propriétés 
de convergence, elles n'ont pas de critère fiable d'arrêt. Contrairement à ce qui se 
passe avec des fonctions différentiables, il n'est pas possible d'utiliser La norme des 
sous-gradients dans un test d'arrêt. En effet, il se peut que tout en ayant atteint 
la solution op tirnale, l'algorithme soit incapable de trouver un sous-gradient nul ou 
suffisamment petit. 
Mahey (1982 et 1986) a utilisé l'algorithme du sous-gradient dans plusieurs 
méthodes de décomposition par les prix et/ou par les ressources a h  de résoudre le 
problème de programmation linéaire avec structure angulaire par blocs. Il a aussi 
imaginé des algori thmes composites alternant entre des itérations de l'algorithme 
du sous-gradient et des itérations d'un algorithme de plans coupants. Le but visé 
était d'exploiter les oscillations de la méthode du sous-gradient autour de l'optimum 
pour identifier Les points extrêmes actifs de la solution optimale du problème. 
Outre leurs problèmes de convergence, les méthodes de sous-gradients et de 
plans sécants ont aussi en commun de ne pas être des méthodes de descente dans 
lesquelles les solutions produites à chaque itération sont réalisables et font décroître 
Ia valeur de la fonction économique. Remarquons cependant que pour des pas suffi- 
samment petits la méthode de sous-gradients produit des solutions qui font décroître 
la distance qui les sépare de l'ensemble des solutions optimales (Lemaréchal. 1989: 
lemme 5.1). 
Les années 70 ont vu naître une classe de méthodes destinées à résoudre des 
problèmes d'optimisation non-différentiable tout en préservant la propriété de  des- 
cente. On les désigne souvent sous le vocable de méthodes de fazsceaw bien que ce 
terme soit approprié pour une partie seulement d'entre elles. Les premières méthodes 
proposées (Lemaréchal, 1975; Wolfe, 1975; Mifflin, 1977a), aussi appelées méthodes 
de sous-gradients conjugués, sont de nature locale et traitent surtout le problème non 
contraint. Elles construisent des approximations, améliorées itérativement, du sous- 
différentiel de la fonction économique au point courant. Ces approximations sont 
affinées tant et aussi longtemps qu'elles ne permettent pas d'obtenir une direction 
de descente (pas nécessairement de plus forte pente) assurant une décroissance "suf- 
fisante" de la valeur de la fonction économique. On obtient celle-ci en recherchant 
le sous-gradient de  pius faible norme (euclidienne) de l'approximation courante du 
sous-différentiel. Ceci est fait en résolvant un problème de programmation quadra- 
tique de structure particulière. La direction est alors l'opposé de ce sous-gradient. 
Dans ces méthodes, les sous-gradients accumulés sont considérés comme des sous- 
gradients au point courant, même si ce n'est pas le cas. Pour cette raison, elles 
comportent des mécanismes d'élimination de vieux sous-gradients. Elles sont assez 
sensibles à ces mécanismes car une élimination trop rapide ou radicale de ceux-ci 
peut entraver leur convergence. Polak, Mayne et Wardi (1983) ont aussi présenté 
un algorithme ayant des caractéristiques générales similaires. Lemaréchal (1975) 
et Wolfe (1975) ont proposé des modifications de leurs méthodes dans le but de 
préserver la convergence tout en ne conservant qu'un nombre fini de sous-gradients. 
Ils y parviennent en effect umt une agrégat ion des sous-gradient s accumulés avant 
de procéder à une épuration de ceux-ci. Le %eus-gradient agrégé" est ajouté à 
la liste des sous-gradients restants suite à l'épuration. La direction trouvée sert à 
effectuer une optimisation unidimensionnelle. Chacun des algorithmes mentionnés 
possède sa propre procédure de recherche linéaire. Elles ont en commun de ne pas 
rechercher un pas "optimaln car cette stratégie est non convergente en optimisation 
non différentiable. Lemaréchal (1981) fait une discussion des techniques de recherche 
linéaire en optimisation non-différentiable. 
Les méthodes précédentes sont basées sur l'hypothèse que les sous-gradients 
engendrés en des points différents sont des sous-gradients au point courant, ce qui 
n'est pas le cas. Par contre, chacun de ces sous-gradients est un E-sous-gradient de 
la fonction en tout point x où son sous-différentiel n'est pas vide, à condition que la 
valeur de la constante E soit suffisamment élevée. On la détermine par différence en- 
tre la valeur de la fonction en ce point et la valeur, au même point, de ia linéarisation 
construite avec le sous-gradient (engendré ailleurs). Des méthodes exploitant cet te 
idée ont été proposées (Lemaréchal, 1978a; Lemaréchal, Strodiot et Bihain, 1981; 
Strodiot, Nguyen et Heukemes, 1983). On les qualifie de méthodes d'e-plus-forte 
descente ( "e-steepest descentn ). A chaque itération, elles construisent une approxi- 
mation interne de l'e-sous-différentiel de la fonction au point courant et y recherchent 
I'E-sous-gradient de plus faible norme (euclidienne). Les problèmes quadratiques 
à résoudre comportent une contrainte additionnelle garantissant que la solution 
trouvée est bien un E-sous-gradient. Celle-ci remplace le mécanisme d'épuration 
des méthodes précédentes. Si la valeur optimale de la fonction économique de ce 
problème quadratique est nulle, alors la solution courante zk est E-optimale. Le prin- 
cipal inconvénient de l'approche vient de la difficulté qu'il y a à définir des règles 
d'ajustement de la valeur ek du paramètre E à l'itération k qui garantissent la con- 
vergence vers une solut ion optimale (plutôt quk-opt imale) . Lemaréchal, S t rodiot et 
Bihain (1981) ont proposé une procédure d'agrégation des sous-gradients permettant 
d'exploiter leur méthode sans devoir accumuler toute l'information engendrée. 
Une troisième classe de méthodes de descente, basée cette fois-ci sur le point 
de vue global, est issue d'une méthode proposée par Lemaréchal (19'7813) pour le 
cas non contraint. 11 s'agit d'ajouter un terme quadratique, le carré de la norme 
du déplacement, à la fonction économique du problème de programmation linéaire 
des méthodes de plans sécants de Kelley-Cheney-Goldstein. Ce terme agit comme 
une pénalisation qui empêche l'algorithme de proposer des solutions trop éloignées 
de la. région où l'approximation polyédrique de la fonction est la meilleure. La 
recherche linéaire est ici très simple. On accepte le nouveau point proposé s'il 
produit une décroissance "suffisante" de la fonction économique. Sinon, la solut ion 
courante ne change pas et  on engendre un sous-gradient, e t  une coupe, au point 
proposé. Le dual du problème de recherche d'une direction d'amélioration est un 
problème de programmation quadratique oh l'on minimise une fonction formée de 
deux termes: l'un correspondant au carré de la norme d'une combinaison convexe 
des E-sous-gradients et l'autre à la combinaison convexe correspondante des erreurs 
de linéarisation au point courant. La méthode a été généralisée au cas contraint 
par Mifflin (1982). Kiwie1 (1983, 1984 et  1985) a par la suite modifié ces méthodes 
en proposant des procédures d'agrégation et d'épuration des sous-gradients afin de 
préserver la convergence tout en ne requérant qu'une capacité finie de stockage de 
l'information. 
L'ouvrage de Kiwiel (1985) contient une analyse détaillée de toutes les méthodes 
discutées ici. Plusieurs autres extensions de ces méthodes sont discutées par Kiwiel 
(1989a). Parmi, celles-ci, mentionnons la version proximale de l'algorithme du sous- 
gradient agrégé dans laquelle le poids associé au terme quadratique de la fonction 
économique du problème de recherche d'une direction de descente n'est plus fixé à 1. 
mais peut varier à chaque itération. Cet te méthode (Kiwiel, 1990) est net tement plus 
rapide que celle du sous-gradient agrégé (Kiwiel, 1983). Schramrn et Zowe (1992) 
ont aussi proposé une méthode semblable. Hiriart-Urruty et Lemaréchal (1993b) 
présentent une analyse plus générale de ces méthodes "proximales". Lemaréchal 
(1992) observe qu'elles peuvent être utilisées dans une approche duale de décompo- 
sition. Il met en évidence les liens qui existent entre celles-ci et l'algorithme de 
proximité, proposé par Martinet (1970) puis popularisé par Rockafellar (1976), et 
la méthode du lagrangien augmenté ( Hestenes, 1969; Powell. 1969). 
La plupart des méthodes précédentes n'exploitent pas la structure du problème 
lorsqu'on les applique à la résolution du problème (3.1). Kiwiel (1987) a proposé 
une méthode, inspirée de sa méthode de sous-gradients agrégés, pour résoudre le 
problème (3.1) lorsque toutes les fonctions sont à valeurs finies. Elle généralise 
une méthode de décomposition proposée par Nurminsky et Balabanov (1983) pour 
résoudre des problèmes de programmation linéaire de grande taille issus de la modé- 
lisation énergétique. Elle ne semble pas très efficace car la détermination d'une direc- 
tion se fait en résolvant non pas un, mais r problèmes de programmation quadratique 
(i.e. un pour chacune des r fonctions f i  du problème (3.1)). 
Enfin, Lernaréchal, Nurminskii et Nesterov (1995) ont récemment proposé une 
quatrième classe de méthodes de faisceaux basées sur le point de vue global. Ces 
méthodes travaillent sur les ensembles niveaux ( "level sets" ) . Elles minimisent la 
longueur du déplacement sous la contrainte que la fonction polyédrique approchant 
la fonction convexe à minimiser prenne une valeur inférieure à un certain seuil ajusté 
itérativement par l'algorithme. Cet ajustement peut être fait très simplement. du 
fait de la relative 'stabilitén des ensembles niveaux. Il s'agit des premières méthodes 
de faisceaux pour lesquelles des estimés de complexité ont été proposés. 
S'inspirant des travaux de Clarke (1975) qui a généralisé et/ou adapté de nom- 
breux résultats d'analyse convexe au cas des fonctions localement lipschitziennes 
(définies à l'annexe B), quelques auteurs (Feuer, 1974; Mifflin, 1977a et 1977b; Bi- 
hain, 1984) ont proposé des méthodes de faisceaux pour des problèmes de minimi- 
sation formulés à l'aide de fonctions appartenant à des sous-ensembles de l'ensemble 
des fonctions localement lipschitziennes. Ces classes de fonctions incluent les fonc- 
tions convexes. Plusieurs des méthodes mentionnées précédemment peuvent être 
adaptées à certains de ces sous-ensembles. 
Bien que la décomposition de problèmes de programmation mathématique soit 
probablement la principale source de problèmes d'optimisation non-différentiable, il 
n'existe que très peu de publications traitant de l'application des méthodes de fais- 
ceaux à ces problèmes. Robinson (1986) a considéré un cas particulier du problème 
(3.1) oii l'ensemble V est remplacé par des contraintes linéaires de partage des 
ressources. Le problème de programmation linéaire avec structure angulaire par 
blocs peut être reformulé comme un tel problème. La formulation duale de celui- 
ci possède la strucure du problème (3.1), où V = IRn. Il a proposé d'utiliser une 
méthode dk-plus-forte descente pour le résoudre et fait remarquer que la connais- 
sance d'une solution duale optimale ne garantit pas la découverte d'une solution 
primale optimale. Medhi (1987 et 1994), en utilisant l'approche de Robinson, a 
déterminé, a posteriori, des estimés de l'erreur sur 1a valeur optimale de la fonction 
économique ainsi que de l'écart entre les objectifs des fonctions primale et duale 
évalués aux solutions primale et duale approximatives. II a testé l'approche sur des 
problèmes de programmation linéaire ayant la structure angulaire par blocs. Son 
algorithme a mieux fait que le mise en oeuvre avancée de l'algorithme de Dantzig et 
Wolfe par Ho et Loute (1981 et 1983). Enfin, Robinson (1989) a déterminé des con- 
ditions devant être satisfaites par le problème pour que l'algorithme d'i-plus-forte 
pente converge. 
Loulou, Savard et Lavigne (1992) ont aussi présenté une méthode de décompo- 
sition, pour le moment heuristique, destinée à résoudre des problèmes de program- 
mation linéaire correspondants à des modèles où il peut y avoir échanges entre les 
différents sous-systèmes. La méthode a été conçue pour résoudre le problème (2.7). 
Elle a des points communs avec celle de Nurminsky et Balabanov (1983) mais elle 
en differe par ses approximations non polyédriques, inspirées de la méthodologie 
PIES (Hogan, 1975). Ces méthodes. ainsi que celles de Mahey (1982 et 1986), sont 
primales-duales. 
Les méthodes que nous allons concevoir sont des ex tensions de l'algorithme 
de Kiwiel (1990) au problème de la minimisation d'une somme de fonctions con- 
vexes, pouvant prendre la valeur infinie, sur un ensemble convexe général (non 
défini explicitement par des fonctions). Le terme de pénalisation du problème de 
recherche d'une direction ne sera pas nécessairement quadratique et la norme utilisée 
ne sera pas forcément euclidienne. La méthode classique de décomposition la plus 
rapprochée est peut-être la technique d'approximations tangentielles de Geoffrion 
(19COa). 
On peut montrer (Hiriart-Urruty et Lemaréchal, 1993b) que la direction pro- 
posée par le problème maître des méthodes de faisceaux issues des travaux de 
Lemaréchal (1978 b) peut aussi être obtenue en résolvant un problème équivalent 
obtenu en éliminant le terme quadratique de la fonction économique et en l'utilisant 
pour construire une contrainte délimitant une région de confiance. Les solutions 
proposées par ces méthodes ne sont que les points qui minimisent l'approximation 
polyédrique (externe) du problème dans cette région de confiance. C'est en ces en- 
droits que sont engendrées les coupes (les sous-gradients) qui améliorent les approxi- 
mations. Goffin et Vial (1990), puis Goffin, Haurie et Vial (1992) ont proposé plutôt 
de déterminer les prochains points en minimisant le volume d'un ensemble (com- 
pact) de localisation défini comme étant la partie de l'épigraphe de  l'approximation 
de la fonction économique située sous la meilleure valeur trouvée de la fonction 
économique. Cet ensemble contient toujours les solutions optimales du problème. Le 
but de la méthode est de produire les coupes les plus profondes possible afin d'obtenir 
de grandes réductions du volume de l'ensemble de localisation. Pour y parvenir, ils 
suggèrent de les engendrer aux points déterminés par le centre analytique, un concept 
introduit par Sonnevend (1985), de l'ensemble de localisation. Celui-ci est déterminé 
par résolution d'un problème de programmation non-linéaire (différentiable) résolu à 
l'aide d'un algorithme projectif (de Ghellinck et Vial, 1986) qui est une variante de la 
méthode de points intérieurs de Karmarkar (1984). Cette méthode a été utilisée pour 
la décomposition de problèmes de programmation linéaire (Goffin, Haurie, Vial et 
Zhu, 1993), pour la résolution de problèmes de programmation géométrique (Bahn, 
Goffin, Vial et Du Merle, 1994)' de programmation stochastique (Bahn, Du Merle, 
Goffin et Vial, 1994), et de multiflots non-linéaires (Goffin, Gondzio, Sarkissian et 
Vial, 1994). Remarquons qu'une méthode de plans sécants proposée par Elzinga 
et Moore (1975) est du même esprit. Le centre de l'ensemble de localisation est 
évalué plus simplement. Il ne jouit cependant pas de la propriété d'unicité du 
centre analytique. La méthode s'inspire d'idées de Nemhauser et Widhelm (1971) 
qui ont remarqué que l'utilisation de coupes non-normalisées a quelquefo' 1s comme 
inconvénient de rendre actives des coupes superflues, forçant alors l'algorithme à 
effectuer des itérations additionnelles afin de les rendre inactives. Ils attribuent ce 
comportement au fait que des coupes non-normalisées ne permettent pas d'aller très 
profondément à l'intérieur de la région de l'espace qu'elles délimitent. On vient à 
bout du problème en nomalisant les coupes. Les résultats préliminaires de O'Neill 
et Widhelm (1975) ne sont toutefois pas très concluants. 
Cette thèse n'est pas basée sur les idées du paragraphe précédent. 
CHAPITRE 4 
Accélération et stabilisation des algorithmes de 
plans sécants en programmation 
mat hématique convexe 
L a  formulation équivalente (2.4)-(2.6) du problème de programmation linéaire 
(3.1) se prête naturellement à une résolution par un algorithme de plans sécants. 
Ce chapitre contient une brève analyse critique de cette méthodologie. Il présente 
des concepts proposés dans le cadre des méthodes de faisceaux afin de stabiliser les 
méthodes de plans coupants et d'en faire des méthodes de descente. Ces concepts 
sont utilisés dans trois méthodes schématiques destinées à résoudre autant de classes 
de problèmes, la dernière méthode étant originale et représentative des problèmes qui 
nous intéressent. Les deux prochains chapitres consisteront en une mise-en-oeuvre, 
à l'aide d'approximations polyédriques, de cette troisième méthode. L'application 
des méthodes obtenues au problème de programmation linéaire (2.1) du chapitre 2 
ne sera possible que si l'on sait exploiter les particdarités des fonctions vi(.) définies 
en (2.5)-(2.6). Pour cette raison, le chapitre se termine par une étude de certaines 
propriétés de  ces fonctions. 
4.1 Méthodes de plans sécants: description et lacunes 
Nous avons vu que le problème de programmation linéaire de grande dimension 
qui nous intéresse possède une formulation équivalente qui consiste à minimiser une 
fonction convexe linéaire par morceaux, et donc, non différentiable. Comme il est 
possible de considérer des variations du problème comportant aussi des contraintes 
dans la formulation équivalente, nous nous intéresserons au problème suivant: 
minimiser f (x) 
Z 
sous les contraintes (4-1 
g j ( x )  5 0, j € { 1 7 - - - 7 m } 7  
où les fonctions f : IRn -, IR et gj : IR" -t IR, j = 1, . . . , rn, sont convexes (non 
nécessairement différentiables). Nous désignerons par g : IRn -* IRm la fonction 
vectorielle associée aux m contraintes du problème. 
Les algorithmes de décomposition s'appliquant aux problèmes de program- 
mation linéaire de grandes dimensions étant pour la plupart des méthodes où l'on 
engendre systématiquement des colonnes ou des contraintes, dites coupeso nous nous 
intéresserons plus particulièrement aux méthodes de plans sécants ('cutting plane 
met hodsn ). 
Ces méthodes, bien que proposées initialement pour résoudre des problèmes de 
programmation mathématiqueconvexe où les fonctions sont différentiables, furent en 
fait les premières à pouvoir résoudre une grande classe de problèmes en optimisation 
non-différentiable. Elles datent des années 1959-60. 
Puisque le problème (4.1) équivaut à 
alors les méthodes de plans sécants destinées à le résoudre sont conçues pour résoudre 
le problème un peu plus général qui suit: 
minizmiser (cl r )  
sous les contraintes 
q j ( x ) < o l  j E { l , . . . l m } ,  
x E S, 
où S est un sous-ensemble convexe compact et non-vide de Rn. Le plus souvent, 
S est un polytope défini par S A {z E IRn : Ax 5 b ) .  Nous supposerons que le 
problème est réalisable. 
Le problème (4.3) peut être traité par un algorithme proposé simultanément, et 
indépendemrnent , par Kelley ( 1960) et Cheney- Goldst ein ( 19%). C'est l'algorithme 
KCG présenté ci-dessous: 
ALGORITHME KCG 
(Méthode des plans sécants 
de Kelley et de Cheney-Goldstein) 
(O) (INITIALISATION) Poser k = 1. 
Résoudre le problème de programmation linéaire ci-dessous: 
minimiser (c,  x) 
f 
sous les contraintes 
(a t ,+)  5 P. e~ { I , . - - , ~ - I } ,  
x E S. 
et désigner par zk la solution optimale trouvée. 
Remarque: Le premier groupe de contraintes n'existe pas lorsque k = 1. 
(2) (TEST D'ARRÊT) 
Si g(xk) 5 O, dors rk est une solution optimale du problème original (4.3) et 
on arrête. 
(3)  (AMÉLIORATION DE LA REPRÉSENTATION APPROCHÉE DE L'ENSEMBLE DES 
SOLUTIONS RÉALISABLES) 
Soit r E {l, . . . , rn} l'indice de la (ou d'une) contrainte la plus violée. Former 
le problème (4.4) de l'itération k + 1 en ajoutant la contrainte suivante au 
problème courant: 
g r ( x k )  + ( ~ r ( ~ ~ ) y + - l ~ )  5 0, 
c'est-à-dire 
Faire k + k + l et retourner à l'étape 1. 
Remarque: Le sous-gradient s , (xk)  définissant la contrainte à ajouter ne peut 
être nul car si tel était le cas, x k  minimiserait g r ( . )  et le problème original serait 
impossible, ce qui est contraire à notre hypothèse. 
Dans ce qui suit, nous supposerons que les fonctions sont convexes à valeurs 
finies. Remarquons que, par la première partie du théorème 8.5 (de l'annexe B), 
l'étape 3 de l'algorithme KCG est bien définie. 
Supposons que le critère d'arrêt de l'étape 2 ne soit jamais satisfait. L'algo- 
rithme engendre dors une suite {xk}}h, dans un ensemble compact S, et on peut 
en extraire au moins une sous-suite convergente. Le résultat suivant énonce la 
convergence de la méthode. 
Théorème 4.1.1 Supposons que les fonctions convexes gj, j E {l, . . . , m } ,  du pro- 
blème (4.3) soient a valeurs h i e s  et supposons que l'algorithme KCG engendre une 
suite de points {xk}. Alors tout point d hccurnulation de cette suite est une solution 
optimale du problème (4.3). 
Démonstration: Luenberger (1984) et Zangwill (1969). H 
Cet algorithme, comme toutes les autres méthodes de plans sécants a besoin 
pour converger d'une hypothèse de compacité. C'est ce qui garantit l'existence de 
points d'accumulation de la suite {xk} produite, de même que l'existence de solutions 
finies pour les sous-problèmes (4.4). 
Les méthodes de plans sécants ont pour particularité d'être instables. Cette 
instabilité se manifeste d'au moins deux façons: ( i l  un comportement "erratique' 
caractérisé par des changements brutaux de direction entre deux itérations suc- 
cessives, comportement très apparent lors des premières itérations alors que les 
solutions obtenues par résolution des sous-problèmes (1.4) sont presque toujours 
systématiquement collées à la frontière de l'ensemble S; et (ii) une absence de mono- 
tonicité des valeurs de la fonction économique et/ou de la distance du point courant 
à l'ensemble des solut ions optimales. 
Cette instabilité n'est qu'exacerbée lorsqu'on élimine l'hypothèse de  compacité 
du sous-ensemble S. En effet, l'application de l'algorithme KCG au problème ainsi 
obtenu devient problématique du fait de la possibilité de l'inexistence de solutions 
optimales finies aux sous-problèmes (4.4)' particulièrement pour de faibles valeurs 
de k, et ce, même si le problème original possède une solution optimale finie. 
La plupart des auteurs ne se sont pas préoccupés de cette difficulté: ils la 
contournent en affirmant que les problèmes réels prennent des valeurs finies que 
l'on peut encadrer a priori par des bornes, les solutions non bornées étant le plus 
souvent le fait d'une erreur de modélisation. Ils définissent alors l'ensemble compact 
S à l'aide de ces bornes et appliquent l'algorithme KCG ou une autre méthode de 
plans sécants. 
Bien que ceci soit la plupart du temps vrai, il n'est pas toujours évident de 
fixer les bornes de chacune des variables à des valeurs qui ne soient pas exagérément 
éloignées. Nous aimerions pouvoir résoudre le problème (4.3) et lui trouver une 
solution optimale finie s'il en possède une, ou dire qu'il n'en possède pas sans devoir 
recourir à la compacité de l'ensemble S. 
4.2 Stabilisation des méthodes de plans sécants: cas non 
contraint 
Hiriart-Umty et Lemaréchal (1993b) ont fait un survol plus approfondi des 
problèmes d'instabilité des algorithmes de plans sécants. Ils ont aussi présenté les 
ingrédients de base d'un algorithme stabilisé dans lequel on retrouve les concepts 
de région de confiance ("trust region") et de descente. Ayant constaté que les 
suites de points provoquont une décroissance monotone de la fonction économique 
exhibent habituellement un comportement plus 'réguliern, ils proposent de limiter 
l'optimisation à une région réduite de l'espace tant qu'une décroissance raisonnable 
n'a pas été réalisée. De cette façon, ils parviennent à traiter des problèmes (non 
contraints) sans devoir recourir à l'artifice de la compacité de l'ensemble S. 
Le problème qu'ils traitent est le suivant: 
minimiser j (x  ) 
XE IR" 
où: comme dans le problème (U), f : Rn lR est une fonction convexe non 
nécessairement différentiable. A chaque itération, que l'on désignera par la lettre k. 
les méthodes proposées sont caractérisées par: 
0 un modèle convexe P', habituellement une fonction linéaire par morceaux, de 
la fonction économique f ;  
a un centre de stabilité xk, notre meilleur candidat au titre de solution optimale. 
dans un voisinage duquel on espère que le modèle pk de la fonction f est 
adéquat; 
une norme I I  I l k  qui peut changer avec les itérations; et 
un candidat yk+' obtenu en recherchant un compromis entre réduire la valeur 
du modèle vk de la fonction économique f, Le. tel que 
et ne pas s'éloigner trop du centre de stabilité xk, Le. tel que 
I I  yk+' - xk 11 k  
est petit. 
Le point yk+' deviendra notre prochain centre de stabilité, Le. xk+l = yk+l, 
lorsque la diminution (ak (xk )  -ipk( yk+' ) prédite par le modèle n'est pas trop différente 
de la diminution réelle f(zk) - f(Yk+l) de la fonction économique. Plus spécifi- 
quement, on exigera que la diminution réelle soit au moins égale à une fraction 
a > O de la diminution prédite. Si tel est le cas, le modèle yk est considéré comme 
suffisamment adéquat dans un voisinage de xk et yk+' deviendra notre prochain 
centre de stabilité. Sinon, on améliore le modèle qui deviendra ipk+' et on ne change 
pas le centre de stabilité, i.e. xk" = zk. Ces considérations sont résumées dans 
l'algorithme suivant: 
ALGORITHME SCHEMATIQUE STABILISE 1 
(Problème non contraint) 
(O) (INITIALISATION) Choisir une solution initiale x' E IRn, un coefficient de des- 
cente a E]O, 1[ et un seuil d'arrêt 4 2 O. Poser k = 1. 
(2) (OBTENTION D'UNE NOUVELLE SOLUTION CANDIDATE) Résoudre le problème 
associé au modèle stabilisé afin d'obtenir une solution pas trop éloignée 
du centre de stabilité xk. Evaiuer 6k = i?k(xk) - yk(yk+ ') > 0. 
Si 6' 5 6, on arrête. 
poser xkfl = ykf'; sinon poser zk+' = xk. Remplacer k par k + 1 et retourner 
à 1 'étape 1 . 
Remarque: En pratique, les modèles pk seront des approximations polyédriques 
obtenues en ajoutant au modèle précédent vk-l une pièce linéaire engendrée au 
k k  point et on aura y (x ) = f(xk) et pk(yj) = ~ ( Y J ) , v ~  5 k. 
Remarque: Le paramètre a doit être fixé à une valeur comprise entre O et 1. Il 
semble que des valeurs élevées soient préférables lorsque la fonction est différentiable 
et que de faibles valeurs doivent être privilégiées lorsque la fonction ne l'est pas. 
Mifflin (1982), pour son algorithme, recommande de choisir a < 112 lorsque 
la fonction économique est continuement différentiable. Lemaréchal (1981) recom- 
mande cr = 0,7 lorsque f est continuement différentiable et a = 0'2 sinon. Madsen 
(1975) optimise une fonction non-différentiable et prend a = 0,Ol. Schramm et 
Zowe (1992) dans leurs tests avec des fonctions non-différentiables ont choisi des 
valeurs comprises entre 0,01 et 0'1. 
Définition. Nous dirons que l'algorithme effectue un pas de descente lorsque le 
centre de stabilité est changé. Lorsque ce n'est pas le cas, l'algorithme effectue un 
pas nul. 
11 semble que la stabilisation de l'algorithme des plans sécants passe par l'uti- 
lisation combinée des concepts de descente et de région de confiance. En effet, 
la descente seule n'est pas suffisante pour garantir Ia convergence d'un algorithme 
de descente. Il existe plusieurs exemples en optimisation non-différentiable où des 
extensions de la méthode de plus forte pente. initialement proposée par Cauchy 
(1847), convergent vers un point qui n'est pas une solution optimale du problème. 
Ainsi, Lemaréchal (1989) en présente un dans le cas nonlinéaire convexe. 11 n'est 
pas nécessaire que la fonction économique soit partout nonlinéaire pour que ce 
phénomène se produise. L'exemple de Wolfe (1974) avec une fonction &ne par 
morceaux le prouve. Les méthodes de plus forte pente ne sont pas les seules à souffrir 
de ce problème. Ainsi, Fletcher (1972) présente l'exemple d'une fonction polynomia- 
le continue traitée avec la méthode de Newton: la suite convergente { f ( x k ) }  décroît 
strictement d'une itération à l'autre sans toutefois que la suite {xk} converge. Cet te 
suite possède deux points d'accumulation qui ne sont pas des solutions optimales, 
mêmes locales, du problème. 
L'utilisation du concept de région de confiance sans se préoccuper de des- 
cente est possible si l'on conserve l'hypothèse de compacité du sous-ensemble S 
(Fukushima, 1983 et 1984). La cornpaci té de S sert 'a empêcher des variations trop 
extrêmes de la suite déjà erratique des ce qui tend à prouver que les méthodes 
résultantes ne sont pas stables. 
4.3 Stabilisation des méthodes de plans sécants: cas des 
contraint es explicites 
En définissant la fonction convexe G : Rn + IR par 
on ramène le problème (4.1) à un problème à une seule contrainte: 
minimiser f (x)  
r 
sous la contrainte 
G ( x )  5 0. 
Résoudre ce problème équivaut à résoudre le problème ci-dessous: 
minimiser h(x) 
z~ IRn 
et f* est la valeur optimale de la fonction économique du problème (4.5). 
L a  valeur minimale de la fonction convexe h : IRn -r IR est zéro. On ne peut 
cependant pas résoudre le problème (4.6) car, sauf pour de très rares exceptions, on 
ne connait pas a priori la valeur de f *. 
On peut toutefois, Vx, y E IRn, définir la fonction H : IR." x IRn -, IR par 
H(y;  4 m 4 f  (Y) - f (4, G(Y) } .  
Remarquons que H ( x ;  x)  = O lorsque x est réaiisable. Si tel est le cas, alors 
H ( y : x )  < H ( x ;  x)  = O implique que f(y) < f(x) et G(y )  < O, ce qui signifie que y 
est une solution réalisable de plus faible coût que x .  Pour cette raison, on qualifie 
H de fonction d'amélioration. 
Kiwiel (1985) a démontré, sous l'hypothèse que la condition de Slater est 
vérifiée (i.e. 35 E Et" tel que G(Z)  < O ) ,  que Z E IRn est une solution optimale du 
problème (4.5) si et seulement si 
c'est-à-dire si et seulement si 
o E d H ( q  T), 
où H ( -; t) est une fonction convexe de IR" vers IR, étant fixé. 
On peut alors adapter l'algorithme de la section précédente en substituant un 
modèle qk de la fonction H(.; xk) au modèle pk utilisé pour le cas non contraint. A 
l'itération k, on posera 
où r k  : IRn -, IR est le modèle de la fonction G à la kème itération. L'algorithme 
général est le suivant: 
ALGORITHME SCHEMATIQUE STABILISE II 
(Problème avec contraintes explicites) 
( O )  (IYITIALISATION) Choisir une solution initiale réalisable x' E IRn. un coeffi- 
cient de descente cr €]O,l[ et un seuil d'arrêt 6 2 O. Poser k = 1. 
(1) (CONSTRUCTION DU MODÈLE rk'* ET CHOIX D'UNE NORME II I l k )  Obtenir 
les modèles pk  et -yk en améliorant les modèles pk--' et avec l'information 
additionnelle récoltée au point y k .  Poser 
(2) (OBTENTION D'UNE NOUVELLE SOLUTION CANDIDATE) Résoudre le problème 
associé au modèle stabilisé afin d'obtenir une solution yk+' pas trop éloignée 
du centre de stabilité zk.  
(3)  (TEST D'ARRÊT) Evaluer hk = Q k ( x k )  - ~ * ( y ~ + * )  2 O .  
Si bk 3 6, on arrête. 
k poser xk+' = yk+', sinon poser zk++' = x . 
(5) (MISE-À-JOUR DU COMPTEUR D'ITÉRATIONS) Remplacer k par k + 1 et re- 
tourner à l'étape 1. 
4.4 Stabilisation des méthodes de plans sécants: cas des 
contraint es ensemblist es 
Considérons un problème semblable aux problèmes (4.1) et/ou (4.5) où l'en- 
semble des solutions réalisables n'est plus défini à l'aide de fonctions convexes. mais 
avec un ensemble (convexe). Plus précisément, soit le problème 
minimiser f (x) 
z f  C 
où f : IRn + R u {+m} est convexe étendue et C est un ensemble convexe fermé 
quelconque. 
L'hypothèse selon laquelle C est quelconque est importante. Elle differe du 
cas usuel en programmation mathématique où des contraintes du type x E C 
sont utilisées pour décrire des ensembles simples comme ceux découlant de la non- 
négativité des variables ou de l'imposition de bornes à certaines variables. Dans ce 
cas, plusieurs algorithmes traitent implicitement ces contraintes. 
Les ensembles C considérés ici sont plus complexes et a priori inconnus. II 
pourrait s'agir par exemple du domaine d'une fonction valeur comme celles con- 
sidérées au chapitre 2. Ce domaine est défini par un trés grand nombre de contraintes 
Iinéaires a priori inconnues. 
On peut, en utilisant la proposition B.13 de L'annexe B remplacer le problème 
(4.10) par le problème non contraint 
4 minirniserx(x) = f (x) - f' + I D ( x )  
=€IRn 
où X : IRn 4 R U  {+CG) est une fonction convexe étendue telle que ~ ( x )  = +clo si 
x D (C n dom f). Tout comme dans la section précédente, la valeur minimale 
de la fonction convexe à minimiser est nulle. On ne peut cependant pas résoudre le 
problème (4.11) car, sauf pour de très rares exceptions, on ne connait pas a priori 
la valeur de f *. 
Ce problème non contraint ne peut être traité par l'algorithme schématique I 
à moins de choisir. à l'étape d'initidisation, un x1 E D, car sinon le test de l'étape 
3 est indéfini lorsque y2 @ D (en effet, l'expression +oo - w n'est pas définie en 
arithmétique étendue). De plus, L'amélioration du modèle de la fonction économique 
devient problématique lorsque ce modèle est une approximation polyédrique obtenue 
par linéarisation à l'aide de sous-gradients, aux points k 2 1. En effet, la 
fonction x(- )  n'a pas de sous-différentiel aux points y $ D (théorème B.5(d)). 
L'approche de la section précédente, basée sur la minimisation de la fonction 
d'amélioration n'est pas valable dans ce cas ci, car 
L'algorithme schématique II s'arrêterait dès qu'une solution réalisable aurait 
été trouvée car la condition de Slater n'est pas vérifiée par la fonction indicatrice 
Io De plus, il faudrait aussi exiger que y* E D pour que les expressions et le test 
de l'étape 4 soient définis. 
Nous proposons de modifier l'algorithme schématique 1 de façon à obtenir 
une méthode de directions réalisables dans laquelle tous les centres de stabilité xk 
sont réalisables. Pour celà, nous supposerons l'existence d'un oracle qui permet 
d'améliorer l'approximation rk-' : Rn -+ IR de la fonction indicatrice ID lorsque 
yk D et qui améliore l'approximation mk-' de la fonction économique f lorsque 
yk E D. L'algorithme tente de résoudre le problème (4.11) en substituant à la 
fonction étendue x le modèle y k  : Rn + IR défini par 
L'algorithme est le suivant: 
ALGORITHME SCHEMASIQUE STABILISE III 
(Problème avec contraintes ensemblistes) 
(O) (INITIALISATION ) Choisir une solution ini t iak réalisable x1 E D (Cndom f ) , 
un coefficient de descente cr €]0,1[ et un seuil d'arrêt 4 > O. Poser k = 1. 
Si yk E D alors poser Fk = I'" et obtenir le modèle qik en améliorant le 
modèle dk-' avec l'information additionnelle récoltée a u  point yk; 
sinon (i.e. y k  6 D), poser 4k = et obtenir le modèle Tk en améliorant le 
modèle rk-' avec l'information additionnelle récoltée au point yk. 
Poser 
k k  xk(x) = + k ( x )  - b (X ) + rk (x ) ,  vx E IR". 
(2) (OBTENTION D ' U N E  NOUVELLE SOLUTION CANDIDATE) Résoudre le problème 
associé au modèle stabilisé afin d'obtenir une solution yk+' pas trop éloignée 
du centre de stabilité xk. 
aller à l'étape 4. 
Sinon aller à l'étape 6. 
Si bk 5 6, on arrête. 
(5)  (EVALUATION DE LA QUALITÉ DU MODÈLE D E  LA F O N C T I O N  ÉCONOMIQUE) 
Si 
x ( x k )  - x ( y k f 1 )  = f ( x k )  - f (yk+l  ) 2 a b k ,  
poser xkC1 = yk+l et aller à l'étape 7. 
(6) (INADÉQUATION D E  L'UN DES MODÈLES) Poser sk+' = xk. 
(7) (MISE-.k-JOUR DU C O M P T E U R  D'ITÉRATIONS) Remplacer k par k + 1 et re- 
tourner à l'étape 1. 
Remarque: II est nécessaire d'utiliser une procédure de Phase 1 afin de déterminer 
une solution initiale x 1  D. 
Remarque: Il est important, pour que la méthode fonctionne, qu'elle puisse dé- 
terminer un point réalisable en un nombre fini d'itérations à toutes les fois qu'elle 
produit un point y '+' non-réalisable. Si ïk-' est une approximation polyédrique ex- 
terne? il peut être nécessaire de multiplier cette fonction par une constante supérieure 
à 1 afin d'obtenir ï k  à 17étape (1) de l'algorithme. 
Les prochains chapitres présenteront et analyseront la convergence d'un algo- 
rithme de ce genre. 
4.5 La méthode BOXSTEP 
Marsten, Hogan et  Blankenship (1975) ont présenté une méthode. connue sous 
le nom de méthode BOXSTEP, présentant certaines similitudes avec les algorithmes 
schématiques stabilisés 1 et III. Le problème traité est 
minimiser f (2) 
rEC  
(4.13) 
où f : C + I R U  {+m} est convexe et C est un sous-ensemble convexe compact de 
IR". 
Sous sa forme la plus simple, la méthode n'utilise pas de modèle de la fonction 
économique f et de l'ensemble C. Elle est basée sur l'hypothèse que, fi E C et 
7 > O, la restriction du problème (4.13) à l'ensemble C n { x  :II x - + 1,s -y} est 
beaucoup plus facile à résoudre que le problème original. 
Méthode BOXSTEP 
(O)  (INITIALISATION) Choisir une solution initiale t1 E C, une taille y > O de la 
région de confiance, et un seuil d'arrêt E > O. Poser k = 1. 
(1) (DÉTERMINATION DU PROCHAIN CENTRE DE STABILITÉ) Déterminer une 
solution E-optimale xkf l du problème ci-dessous: 
minimiser f ( 2 )  
r 
sous les contraintes 
- Il - x Ilcm 5 7, 
x E C. 
on arrête. 
Sinon, remplacer k par k + 1 e t  retourner à l'étape 1. 
Le résultat suivant énonce la convergence de l'algorithme. 
Théorème 4.5.1 Si la fonction f est fermée dans C,  alors l'algorithme s 'arrête 
avec une solution a-optimale après un nombre fini d'itérations, 06 
Le fait d'utiliser directement f et C dans Le sous-problème (4.14) rend inutile 
le recours à des modèles de f et de C, ainsi que les étapes d'évaluation des modèles 
que comportent les algorithmes schématiques stabilisés. La nouvelle solution pro- 
duite par le problème (4.14) est la meilleure que l'on puisse obtenir, ce qui, avec 
les méthodes schématiques, peut nécessiter plusieurs itérations où l'on améliore les 
modèles. Ceci nous assure d'une descente si la solution n'est pas k/X-optimale et 
nous autonse à déplacer la région de confiance si le test d'arrêt de l'étape 2 n'est 
pas satisfait. 
En pratique, Marsten, Hogan et Blankenship (1975) utilisent des approxima- 
tions polyédriques de f et de C dms une méthode conventionnelle de plans sécants 
(de type KCG) utilisée à l'étape 1 de l'algorithme. Leurs résultats expérimentaux 
pour des problèmes de décomposition en programmation linéaire montrent que 
l'algorithme ainsi obtenu est très efficace. Bien qu'ils ne fassent pas varier la taille 
de la région de confiance (i.e. la valeur du paramètre y)  d'une itération à l'autre, 
leurs résultats montrent très clairement que des valeurs de y trop faibles (amenant 
l'algorithme à simuler le comportement des méthodes de plus forte pente) ou trop 
grandes (cas des méthodes de plans coupants classiques) sont associées à une con- 
vergence trés lente, ce qui milite en faveur de l'utilisation de procédures ajustant la 
valeur du paramètre 7k d'une itération à l'autre. Ces résultats très encourageants 
nous incitent à croire que la mise-en-oeuvre des algorithmes schématiques stabilisés 
présentés dans ce chapitre peut résulter en des méthodes efficaces de résolution de 
problèmes de programmation mathématique de grandes dimensions, tels ceux décrits 
au chapitre 2. 
4.6 Propriétés des fonctions v i ( - )  du chapitre 2 
L'application de méthodes de plans sécants, stabilisés ou non, au problème de 
programmation linéaire du chapitre 2 requiert l'exploitation des particularités des 
fonctions valeur qui y ont été définies. Nous étudions ici quelques propriétés des 
fonctions vi définies à la section 2.1. Nous verrons qu'elles sont convexes et affines 
par morceaux dans leurs domaines respectifs et que l'on sait évaluer leurs dérivées 
directionnelles ainsi que certains de leurs sous-gradients. 
Pour chaque indice i E (1, . . . , r )  définissons comme suit un ensemble Si: 
A Si = {si : le problème (2.6) est réalisable} = {si : vi(s i )  < foo). 
De plus, définissons l'ensemble So par 
A 
So  = {SO = (SI, . . . , sr) : le problème (2.5) est réalisable} 
= {so = (SI, - ' S I )  : v&o) < fa}. 
Lemme 4.6.1 Chacune des fonctions v i ( . )  est convexe et a f ine  par morceaux dans 
son domaine S i ,  i € {O, 1,. . . , r } .  
Démonstration: La convexité découle du lemme 2.3 de Shapiro (1979) tandis que 
la dernière partie du résultat découle de l'application répétée du théorème 19.4 de 
Rockafellar (1970). 
Proposition 4.6.2 La fonction économique v( 0 )  du problème équivalent (2.4) est 
polyédrique convexe lorsque le problème (2.1) est réalisable. 
Démonstration: La proposition découle du corollaire A8 et de la proposition A9 
de Wets (1966). = 
Proposition 4.6.3 Il existe si E Si tel que vi(si) = -00 si et seulement si vi(si) 
-CO, Vsi E Si. 
Démonstration: Wets (1966), lemme Al.  
Considérons maintenant les formulations duales (4.15) et (4.16), des sous- 
problèmes (2.5) et (2.6): 
r 
maximiser b,Tlro - sTai 
rt~ 4 i= 1 
sous les contraintes 
maximiser (bi + si)= ni + dfvi 
Xi ,Mi 
sous les contraintes 
T T A ~  + v?Bi 5 cT i 
Ri 2 0, V; 2 0. 
Les dérivées directionnelles des fonctions v i ( - )  dépendent des solutions opti- 
males des problèmes duaux (4.16), i E {1, . . . , r). Il est facile de démontrer le 
résultat suivant en utilisant le théorème A.1. 
Lemme 4.6.4 Supposons que uo(s) ou que vi(si), i E {l? .. . , r ) ,  prenne une valeur 
finie. 
O Si w = (wl,. .  Gr) # O est une direction réalisable de vo en s, alors Vuo(s  : w )  
existe et est donnée par 
Vvo(s : w )  = r n a ~ { - ~ = w  : (m, p )  est une solution 
optimale du problème dual (4.15) }. 
Si wi # O est une direction réalisable de vi en si, i E { 1 ,  . . . , r } ,  alors Vvi(s i  : wi) 
ezzste et sa valeur est donnée par 
A Vvi(si : wi) = Vvi((s i ,  di) : (wi,  O ) )  
= ma~{a:wi : (ni ,  vi) est une solution 
optimale du problème dual (4.16)}. 
En fait, les solutions duales optimales des problèmes (2.5) et (2.6) servent à 
définir des SOUS-gradients des fonctions vi(*) en des points si E Si, i E {O, 1 , .  . . , r} .  
On démontre facilement la proposition suivante en constatant que l'inégalité du 
sous-gradient est vérifiée. 
Proposition 4.6.5 Les deux énoncés suivants sont vrais: 
0 Si (a+;) est un vecteur de valeurs duales optimales associé au problème de  
programmation linéaire (2.6) définissant vi(si) ,  si E Si, i # O ,  alors a; est un 
sous-gradient de v i ( * )  en si. 
0 Si (R; ,  p.), où p* = (&, . . . , p ; ) ,  est un vecteur de valeurs duales optimales 
associé au problème de programmation linéaire (2.5) définissant vo(so), so E SO, 
alors -pœ est un sous-gradient de v o ( a )  en so. 
Enfin, il découle du théorème B.8, que 
si le problème (2.1) est réalisable. 
En supposant que le problème (2.1) possède une solution optimale finie, on a 
v ( s )  > -w,Vs, par la proposition 4.6.3, de sorte que les fonctions vo(s)  et v i ( s i )  
sont elles aussi bornées inférieurement. Cependant, certaines valeurs de s peuvent 
rendre non-réalisable l'un des problèmes (2.5) ou (2.6), ce qui a pour effet de rendre 
l'une des fonctions ui, i E {O, 1,. . . , r}, et du coup u ,  égale à +m. 
On ne peut donc choisir n'importe comment les variables s = (sl , .  . . , sr). 
Il faut restreindre l'optimisation au domaine de v ,  c'est-à-dire à dom v  {s E 
IRn : v ( s )  < +oc}. Pour celà, il faut au moins que les problèmes (2.5) et ( 2 . 6 ) ,  
i E {, 1,. . . , r}, aient tous un ensemble de solutions non vide et que l'intersection 
de ces ensembles soit non vide. Les deux propositions suivantes donnent des condi- 
tions nécessaires et suffisantes d'existence d'une solution réalisabilisable pour cha- 
cun de ces problèmes pour des valeurs de s fixées. Elles découlent directement de 
l'application du lemme de Farkas et Minkowski (présenté à l'annexe A). 
Proposition 4.6.6 Le problème de programmation linéaire (2.5) définissant vo(s) 
est réalisable si et  seulement si 
pour tout 
Proposition 4.6.7 Soit i E {1, . . . , r }  . Le problème de programmation linéaire 
(2.6) définissant v i ( s i )  est réalisable si et seulement si 
Les ensembles %i, i E {O, 1,. . . , r}, sont des cônes polyédriques. Ils ont chacun 
un nombre fini de générateurs: 
Les conditions de la proposition 4.6.6 sont vérifiées si et seulement si 
alors que celles de la proposition 4.6.7 le sont si et seulement si 
Or, les générateurs des cônes polyédriques Qi, i E {O' 1,. . . , r } ,  sont précisément 
les rayons extrémaux des polytopes définis par les contraintes des problèmes 
duaux (4.15) et (4.16). 
Le problème qui se pose alors est celui de la détermination du rayon extrême 
approprié lorsqu'un problème (2.5) ou (2.6) est irréalisable. 
Proposition 4.6.8 Si, pour s = 3, le problème de programmation linéaire (2.5) 
définissant la fonction vo(-) n'est pas réalisable, i.e. si vo@) = +m, alors le vecteur 
. . .,Ti,) de valeurs duales optimales du problème de  phase 1 est un rayon 
extrême de Vo tel que 
r 
Proposition 4.6.9 Si, pour i E {l ,  . . . , r )  et si = Si, le problème de programmation 
linéaire (2.6) définissant la fonction v i ( * )  nést pas réalisable, i.é. si ui(Sj)  = +CQ, 
alors le vecteur (%,Fi) de valeurs dvales optimales du problème de phase I est un 
rayon extrême de 1i: tel que 
Ce sont les inégalités de ces deux dernières propositions qui serviront à en- 
gendrer les coupes requises par notre algorithme lorsqu'un sous-problème n'est pas 
réalisable. 
La méthode utilisée pour résoudre le problème équivalent modifie i térat ivement 
le vecteur s, de sorte que les sous-problèmes (2.5) et (2.6), i E {l,. . . , r } !  ne 
changent que dans leurs seconds membres. Ceci signifie que la solution duale opti- 
male d'un sous-problème à l'itération k est réalisable à l'itération k + 1. 11 semble 
alors souhaitable d'utiliser Io méthode dude du simplexe pour réoptimiser les sous- 
problèmes? ce qui nous incite à rechercher une autre manière d'engendrer un rayon 
extrême lorsqu'un sous-problème est impossible. 
Désignons par B la base courante d'un sous-problème au moment où l'algo- 
rithme dual du simplexe détecte l'incompatibilité des contraintes. Soit ut la tèm" 
ligne de l'inverse B-' de cette base, t! étant I'indice de la ligne sur laquelle l'algorithme 
dual essaie de pivoter. II est facile de montrer que -ut est un rayon extrême du 
polyèdre V des contraintes du problème dual (voir Luenberger [1984], page 98) as- 
socié à ce sous-problème. On a alors le résultat ci-dessous. 
Proposition 4.6.10 Supposons que l'on résolue les sous-problèmes (2.5) et (2.6) a 
l'aide de la mithode diale du simplexe. Si, pour s = 5. 
r le problème de programmation linéaire (2.5) ou (2.6) définissant la fonction 
~ ~ ( 0 )  n'est pas réalisable, i E {l, . . . , r } ,  et 
r deest la eème ligne de l'inverse de la base courante, t étant l'indice de la ligne 
sur laquelle la méthode duale essaie de pivoter lorsqu'elle détecte l'incompati- 
bilité des contraintes, 
alors 
(a) -ut = (riy P:, . . . , P f )  est un rayon extrême de KI,, si i = O, tel que 
(b) -ut = (r(, vf) est un rayon extrême de x, si i > O. tel que 
(ai + si, s,<) + (di pi') > 0. 
CHAPITRE 5 
Construction et mise-à-jour des problèmes de 
recherche d'une direction d'amélioration pour 
le problème de la minimisation d'une somme 
de fonctions convexes 
5.1 Introduction 
Nous avons vu au chapitre 2 comment un problème de programmation linéaire 
possédant la structure du problème (2.1) peut être reformulé comme un problème 
équivalent de programmation convexe non-différentiable. Ce problème équivalent. le 
problème (2.4), consiste à minimiser une somme de fonctions valeurs dans le domaine 
de la fonction résultante qui, par les résultats du chapitre 4, est polyédrique convexe. 
Nous nous attaquerons dans ce chapitre, et au suivant, à la résolution de ce 
probième en considérant le problème de programmation convexe un peu plus général 
suivant: 
minimiser f (r) C f i ( z )  
tecn dom j i= 1 
où chaque fonction f i  : IRn -r IR U {+CO}, i E 11, . . . , r ), est convexe propre et 
fermée (c'est -à-dire semi-continue inférieure), et C est un ensemble convexe fermé 
A quelconque. Nous supposerons que D = C n dom f possède un intérieur non-vide. 
L'hypothèse selon laquelle les fonctions f i  sont fermées nous assure que les 
ensembles dom fi sont (convexes) fermés. L'ensemble D l'est donc lui aussi. 
Dans ce chapitre, nous cherchons à opérationnaliser les concepts du chapitre 4. 
et plus particulièrement ceux de la section 4.4, dans le but de préciser l'étape 2 
de l'algorithme schématique III, c'est-à-dire de déterminer un nouveau candidat au 
titre de centre de stabilité. 
Il est important de remarquer que le problème (5.1) est plus général que celui 
traité par la plupart des méthodes d'optimisation convexe non-différentiable. En 
effet, la vaste majorité de ces méthodes suppose que D = Rn ou que dom f = Rn 
tandis que C est défini explicitement avec des fonctions convexes à valeurs finies 
comme dans les problèmes (4.1) et (4.5). Lorsque C n'est pas défini explicitement. 
on suppose habituellement qu'il ne crée pas de complications additionnelles et on 
l'inclut dans la définition du problème de recherche d'une direction d'amélioration, 
le problème maître. C'est ce que font, par exemple, Hiriart-Urruty e t  Lemaréchal 
(1993b) avec leur généralisation de l'algorithme de Kiwiel (1992). 
Comme au chapitre 4, le problème de la recherche d'une direction d'amélioration 
est construit à l'aide de modèles des fonctions e t  ensembles du problème. Les modèles 
que nous utiliserons sont des approximations polyédriques. Deux approches seront 
utilisées pour définir ce problème. Sous l'approche des régions de confiance. un 
sous-ensemble de IRn est délimité explici tement autour du centre de stabilité courant 
afin de restreindre l'optimisation à une région de Rn où les modèles sont suscep- 
tibles d'être bons. Ceci est fait à l'aide d'une contrainte additionnelle construite 
avec la fonction norme. Sous l'approche des pénalisations, on ajoute un terme à la 
fonction économique du problème maître qui agira comme un ressort afin de limiter 
le déplacement. Ce terme est lui aussi construit avec la fonction norme. 
Ces deux approches ne sont pas nouvelles (on en trouvera une bonne discussion 
dans l'ouvrage d'Hiriart-Urruty et Lemaxéchal (1993b)); ce qui l'est, par contre, 
c'est la généralité des normes considérées. En effet, contrairement aux méthodes de 
faisceaux qui utilisent majoritairement les normes euclidienne et quadratique, nous 
considérons des normes quelconques. Nous verrons que certaines normes sont mieux 
adaptées que d'autres à une approche particulière. 
On se démarque également des approches habituelles en programmation mat hé- 
matique en ce sens que l'on préfère transformer le problème (5.1) en un problème 
d'optimisation sans contrainte où les ensembles sont remplacés par des fonctions 
indicatrices. 
Le chapitre s'inspire largement, en les généralisant, de certaines parties de  
l'ouvrage de Kiwiel (1985). Il se termine en montrant comment des problèmes 
maîtres équivalents peuvent être obtenus et mis-à-jour sous les stratégies d'accumu- 
Iation/épuration et d'agrégation de l'information de Kiwiel (1985), pour le cas de  
l'approche des pénalisations. 
5.2 Linéarisation des ensembles et fonctions convexes 
définissant le problème 
L'algorithme que nous voulons construire doit , à chaque itération, déterminer 
un nouveau candidat au titre de centre de stabilité. Ce candidat est obtenu en 
résolvant un problème maître construit avec l'information accumulée au cours du 
déroulement de l'algorithme. 
L'information utilisée lors de la kCme itération est segmentée e t  indicée à l'aide 
des ensembles Jji, JO:, i E {1, . . . , r }  et JC. Désignons par xk le centre de stabilité 
et par yk+' la solution du problème maître de l'itération k. 
Si y k f l  E dom fi,  l'algorithme évalue f!" fi(yk+l) et détermine un sous- 
gradient gf+l € a f i ( y k f  '). L'ensemble JFj C {j < k : E dom f i }  est un 
sous-ensemble des indices des précédents candidats qui faisaient partie du domaine 
de la fonction fi. 
Si y k+l $! dom ,fi, alors i'algorithme doit engendrer (a;'', bf+' ) E IR" x IR tel 
que 
A Ci = dom fi {X E IRn : (a:", X) 5 bff '} 3 y k + l .  
L'ensemble JO: C { j  5 k : y j  @ dom f i }  est un sous-ensemble des indices des 
candidats précédents pour lesquels un hyperplan séparateur a dû être engendré. 
Enfin, si y'+' jZ C, i'algorithme engendre aussi un vecteur (ak+', bk+') E IRn x 
IR tel que 
C E  {XE IR": (ak+',+) 5 bk+ ' }  9 
L'ensemble J: 5 {j 5 k : 9 C} est Le sous-ensemble des indices des candidats ne 
faisant pas partie de C utilisé par le problème maître de l'itération k. 
Il n'est pas nécessaire, pour le moment, de savoir comment les coupes sont 
obtenues. Des précisions seront apportées au prochain chapitre. 
Remarquons que 
~ j ~ n  JO- = 0, V i  E { l , - . - , r }  
et que 
J ~ U  J: c {i ,..., k}, v i ~  {i ,..., r } .  
La dernière relation indique qu'il est possible que 
l'information déjà trouvée. 
De plus, nous exigeons que 
J$ # II, V i  E {l,...,r}T 
car nous désirons établir une méthode primale. 
l'on ait détruit une partie de 
v k 
Les quanti tés 
) j~ JFi, &{l, . . . ' r }  
. . 
(a!,Y), j ~ J 2 ,  i € { I T  .-. ,  r }  
servent à définir des approximations polyédriques des fonctions et ensembles défi- 
nissant le problème. 
Pour chaque fonction fi : IR" + IR U {+m} définissons les linéarisations 
f .(-IV') : IRn 4 IR, j E Jfi, par 
-1 
7c ainsi que son approximation polyédrique f i  par 
L'approximation polyédrique de la fonction économique f est donné par 
t; A H 
O .- . 'r, ... u 
V E .. . r( 
" E 2 








Nous ferons l'hypothèse que chacune des fonctions f i  est sous-différentiable en tout 
point de son domaine, ce qui nous permet d'exploiter la convexité de fi et d'obtenir 
la représentation équivalente suivante: 
qui constitue la linéarisation externe de f i .  
5.3 Détermination d'une direct ion d'amélioration: 
approche des régions de confiance 
Puisque nous ne connaissons pas a priori les sous-différentiels complets des 
fonctions fi en chaque point y E dom fi, i E (1,. . . , r}, ni les ensembles de tous les 
demi-espaces fermés contenant C et dom fi. i E {1, . . . , r}, l'algorithme que nous 
construirons ne travaillera qu'avec des versions approchées du problème à l'aide 
d'une stratégie de relaxation (Geoffrion: 19'iOa). Ceci nous suggère de résoudre le 
problème suivant à l'itération k: 
minimiser p(s) = C t ( r )  
IE Dk i= 1 
c'est-i-dire 
r 
minimiser C vi 
z," iSf 
sous les contraintes 
fi' + ( S ; ' , X - ~ ~ )  IV,- ,  j E  JFi, i €  { l , - . - , r }  (5.10b) 
( a  ) , j E JO:, i € {l, . . , r }  
( a , )  , j e  Jf. 
Cette app roch eut sembler intéressante, mais elle souffre d'un grave problème. 
Si la solution optimale yk+' (en supposant qu'il en existe une) du problème (5.10a) 
n'est pas dans D, il se peut qu'il faille effectuer une infinité d'itérations rien que 
pour atteindre Dy c'est-à-dire engendrer une suite infinie {y')ok telle que 
lim y' = y E D (en fait fr D, la frontière de D). 
C-00 
Cette situation est désagréable car l'algorithme ne fait alors qu'enrichir les 
ensembles JC et/ou J;, i E (1, . . . , r ) ,  et n'améliore pas le modèle de la fonction 
économique f. Une telle méthode n'est donc pâs généralement convergente. Il 
serait intéressant de pouvoir engendrer une solution réalisable en un nombre fini 
d'itérations lorsque la méthode nous fait quitter D. Pour celà, il semble raisonnable 
de résoudre le problème suivant à l'itération k, si l'ensemble convexe D possède un 
point intérieur: 
Cette idée consiste à remplacer la résolution du problème 
A minimiser wk(x) = f(x) - f(xk) + I&) 
dFtn 
présenté au chapitre 4 par celle du problème suivant: 
minimiser +k(z) 4 P ( I )  - f (xk) + ÎbO(5) (5.13) 
où Îh est une approximation polyédrique de la fonction indicatrice ID  telle que  
&) > O, V 2 E IRn (ceci découle de la non-négativité de la variable oD ). 
Remarquons qu'en tout point réalisable x E D, on a ID(+) = O. De plus, si 
pk(x) < O, alors x E D et f (x) < f (xk), ce qui signifie que x est un point réalisable 
de coût inférieur à xk. 
On remarque aussi que le problème (5.13) est équivalent au problème suivant: 
minimiser ?'(xk + d) (5.14) 
lorsque l'on effectue le changement de variable x = xk + d. 
Les problèmes (5.13) et (5.14), tout comme les autres formulations, reposent 
sur des approximations polyédriques enrichies d'itération en itération selon une 
méthode de plans coupants. Or, comme nous l'avons vu au chapitre précédent. 
les méthodes de plans sécants sont réputées pour leur instabilité. De plus, bien que 
toujours réalisables, il n'est pas certain que les problèmes (5.14) engendrés à chaque 
itération aient toujours une solution optimale finie. Pour ces raisons, nous stabili- 
serons le comportement de l'algorithme en limitant le domaine d'optimisation à une 
région (compacte) de confiance qui ne sera déplacée que lorsque l'on aura déterminé 
un nouveau centre de stabilité exhibant un coût "raisonnablementn inférieur à celui 
du centre de stabilité courant xk. 
Remarque: 11 est probablement préférable, pour le cas de fonctions et ensembles 
convexes non-polyédriques, de multiplier la fonction Î'(s) du problème (5.13) par 
une constante c' > O suffisamment grande si l'on doit retrouver un point réalisable 
en un nombre fini d'étapes à chaque fois qu'un algorithme utilisant ce problème 
détermine une solution non-réalisable pour le problème (5.1 ). 
Pour celà, nous remplaçons le problème (5.14) par le suivant: 
c'est-à-dire 
sous les contraintes 
minimiser +k(xk + d) 
d € R n  
sous la contrainte 
lldll 5 T k  
où 
II II : IRn + IR+ est une norme quelconque, 
r k  > O est la taille de la région de confiance 
f t d  fi" + ( s ; ' , ~ ~ - ~ j ) ,  j~ JFi, i E { l  ,... , r} 
Remarquons que, par la convexité des fonctions f i ,  on a 
fk 4 f i ( x k ) ,  v j E JFi, i € {l. . . -, r }  
tandis que 
b: 2 O, V j  E J;, i E { I  ,..., r }  
et 
b : 2 0 ,  V ~ E J ~  
puisque le centre de stabilité xk est réalisable. 
Remuquons aussi que l'on aurait pu remplacer la contrainte [IdIl 5 r k  des 
problèmes (5.15) et (5.16) par h(lldl1) < yk où h : IR+ + IR+ est une fonction 
bijective croissante telle que h(0)  = O. Ceci équivaut à poser la contrainte lldll 5 
h-' ( r k )  qui n'est pas plus générale que celle des problèmes (5.15) et (5.16). 
On constate, enfin. que la valeur optimale 
de la fonction économique du problème (5.16) est toujours inférieure ou égale à zéro 
(il suffit d'observer que d = O E Rn, 01 = o~ = O, et vi = max{ f$ : j E J f i } ,  V 2 ,  
en est une solution réalisable). 
Le problème (5.16) a le défaut de posséder un nombre pouvant être élevé de 
contraintes linéaires. II est donc intéressant d'en connaître le dual. 
5.4 Détermination du problème dual: approche des régions 
de confiance 
La formulation duale du problème (5.16) s'obtient en  procédant de la manière 
habituelle. En associant les multiplicateurs de Lagrange 
2 O à la contrainte (5.16b) 
nij 2 O aux contraintes ( 5 . 1 6 ~ )  
pi, > O aux contraintes (5.16d) 
wj 2 O aux contraintes (5.16e) 
p 2 O à la contrainte (5.16f) 
et u 2 O à la contrainte (5.16g), 
on construit le lagrangien du problème (5.16). La minimisation de celui-ci sur 
les variables primales nous permet d'obtenir la fonction duale. En appliquant les 
résultats de l'annexe B sur les normes duales et en maximisant la fonction duale, 
on obtient le problème dual ci-dessous, où II 11' désigne la fonction norme duale 
associée à la norme II 11. 
maximiser 2 C K i j  [f$ - f i ( t k ) ]  - 5 - ~ j b ;  
X+.W i = i   je^:, i=l je ~ , k ,  
j e  J,k 
(5.20a) 
-"YkIl k ( rijd + Pija!) + u j a j l l *  
i= l  j c ~ f ,  j  E J,", J$ 
sous les contraintes 
Les calculs intermédiaires permettant d'aboutir à ce résultat ont été omis car 
ils seront faits un peu plus loin dans le cas d'un problème un peu plus difficile. 
Proposition 5.4.1 Le problémes (5.16) et (5.20) sont duaux. 
Les quantités f i ( x k )  - f$ 2 O? j E J;iii sont les erreurs de linéarisation en xk des 
1 J;J hyperplans d'appui à l'épigraphe de la fonction fi, i E { 1, . . . , r ) .  Les quanti tés 
bk- ' I  Y j E J:, sont les erreurs de Iinéarisation en xk des 1 J z  1 hyperplans situés sous 
l'épigraphe de la fonction indicatrice I&, i E {l, . . . , r ) ,  tandis que les constantes 
6: 2 0: j E JC, sont les erreurs de linéarisation en xk des 1 J,*I hyperplans si tués sous 
I'épigraphe de I,. Enfin, le dernier terme de la fonction économique (5.20s) est la 
norme duale de la combinaison convexe des E-sous-gradients en xk des fonctions Ji 
et I,, i E {l, . . . , r}, et 1, engendrés jusqu'ici (nous verrons au chapitre 6 que les 
. . 
9;', ai et aj sont des 3-sous-gradients de ces fonctions). 
Par conséquent, le problème dual (5.20) minimise la somme des erreurs de 
linéarisation des fonctions et de la norme d'un "sous-gradient agrégé". Ces quanti tés 
étant toutes positives, le mieux que l'on puisse espérer est d'annuler la valeur de la 
fonction économique. Ceci se produit lorsque O E IRn fait partie de l'enveloppe con- 
vexe des E-sous-gradients (il s'agit plutôt d'une relaxation du concept d'enveloppe 
convexe, à cause de la présence de l'inégalité à la contrainte (5.20~)) et que les poids 
de l'une des combinaisons "convexesn permettant d'obtenir le vecteur nul permettent 
aussi d'annuler la somme des erreurs de linéarisation. 
5.5 Déterrninat ion d'une direct ion d'amélioration: 
approche des pénalisations 
Si la norme utilisée dans le problème (5.16) est la norme (ou P,) alors la 
norme t', (ou el )  apparaît dans la fonction économique (5.20a) du problème dual, 
en vertu de la proposition B.22. Ces deux problèmes sont donc des problèmes de 
programmat ion linéaire que L'on sait résoudre. 
Par contre, si le problème primal (5.16) est formulé avec une norme quadra- 
tique, il en est aussi de même (par le corollaire B.25) du problème dual. En pratique, 
ce dernier n'est pas simple à résoudre. Si l'on pouvait faire apparaître la norme au 
carré dans le problème dual, celui-ci deviendrait un problème de programmation 
quadratique (avec une structure particulière de contraintes) pour lequel il existe des 
algorithmes très efficaces (Kiwiel, 1989b et 1994; Ruszczynski, 1986; Stoer, 1971; 
Frangîoni, 1996). 
II est donc intéressant de considérer des formulations alternatives du problème 
primal. L'une d'elles consiste à ajouter un terme de pénalisation à la fonction 
économique. On pourrait, par exemple, résoudre le problème suivant: 
minimiser +k(xk  + d) + Q&(lldll) 
G IRn 
c'est-à-dire 
sous les contraintes 
où @ k  > O et h : IR+ + IR+ est une fonction convexe croissante dérivable telle que 
h(0)  = hf(0)  = O et dont la dérivée est bijective (exemple: h(x) = xq, V q > 1). 
Remarquons que la convexité de la fonction économique est préservée puisque la 
fonction norme est croissante. 
On peut, à la manière dlHiriart-Urruty et Lemaréchal (1993b), établir l'équiva- 
lence des formulations (5.15) et (5.21) et obtenir un résultat similaire à leur propo- 
sition XV.2.2.3. Cette équivalence est basée sur le fait que ces deux problèmes 
produisent les mêmes solutions optimales lorsque les constantes yk et Q k  sont bien 
choisies. 
Proposition 5.5.2 Substituons la contrainte h(lldl1) 5 n à la contrainte lldll 5 rk 
du problème (5.15). Alors 
(a) Pour tout yk > O ,  il existe iYr 2 O tel que toute solution optimale du problème 
(5.15) soit aussi une solution optimale du problème (5.21). 
(21) Pour tout Ot 2 O tel que le problème (5.21) possède une solution optimale 
finie, il eriste rk 2 0 tel que cette solution soit aussi une solution optimale du 
problème (5.15). 
Remarquons que, bien que le problème (5.15) possède toujours une solution 
optimale finie, il n'est est pas nécessairement ainsi du problème (5.21). Pour ce 
dernier, l'existence d'une solution optimale finie dépend du choix de la fonction h et 
de la constante ak. Ainsi, si h ( z )  = z, Vz E IR+, il se peut qd i l  existe (8, ü , Z j , Z D )  
réalisable pour le problème (5.22s)-(5.22f) telle que 
et telle que chacun des membres de gauche des contraintes de ce problème soit 
négatif ou nul. 
Par contre, avec h(x) = xq, le problème (5.21) a une solution optimale finie 
pour toute valeur de @ k  > O lorsque q > 1. 
5.6 Détermination du problème dual: approche des 
pénalisations 
Le problème (5.22a)-(5.22f) peut posséder un grand nombre de contraintes. Il 
est intéressant d'en connaître le dual. En associant les multiplicateurs de Lagrange 
7 2 O à la contrainte (5.22b) 
Tij 1 0 aux contraintes ( 5 . 2 2 ~ )  
p, 2 0 aux contraintes (5.22d) 
wj 2 0 aux contraintes (5.22e) 
et p 2 O à la contrainte (5.22f), 
nous obtenons le lagmngien 
+k (v - r i j ) v i  
i=l  j€ Jf, 
+(e ( r i j d  + p,a:) + uja'. d)  + Q * ~ ( I I ~ I I  
i=l Jf, j € J,", je J$ 
avec lequel on défini la fonction duale 
maximiser D(7, n, pl w, p )  
Les variables q, o~ et vi, i E (1,. . . , r }  étant libres, on aura D(r), r ,  p,w, p )  = 
-CS lorsque l'une des trois conditions suivantes n'est pas vérifiée: 
Sous ces conditions, on a 
et la fonction dude  devient 
Considérons le problème d'optimisation 
Si p = O, alors d' = O est ['unique solution optimale du problème (5.27). Supposons 
que p # O. Dans ce cas, cf en est une solution optimale (finie) si et seulement si 
0 E p +  q t w l  * IW) par le théorème 8.19 
= P f Qth'(lld'wll w )  par le théorème B.9. 
Ceci est vrai si et seulement si il existe y E 31 ll(d*) tel que 
Mais p # O implique que ht(lld' 11) = O (d'où d' # O) et y # O, de sorte que 




de sorte que 
et 
Le problème dual est alors 
maximiser 2 rij[f,: - f i ( x k ) ]  - 5 pij&: - C ujb: 
i=i je J;, g = l  j€J:, je J,k 
sous les contraintes 
rij 1 0 ,  j E  J:i, i € {l, ..., r }  
pij 1 0 ,  j E JQ., i € { l , .  . . , F }  
wj 2 O, j E J f .  
Remarques: 
( i )  Bien que les calculs ayant conduit à cette formulation supposaient que p # O, 
il est facile de vérifier qu'elle est valide pour p = O (d'où d' = O, h(lld'll) = 
h t ( l I 4 l )  = 0)- 
(i i)  Afin de simplifier l'écriture de la fonction économique, nous avons préféré ne 
pas remplacer p par l'expression (5.26). En pratique, on élimine la contrainte 
en p en faisant la substitution dans la fonction écnomique. 
Bref, nous avons démontré le résultat suivant. 
Proposition 5.6.1 Les problèmes (5.22a)-(5.22j) e t  (5.34) sont duaux. 
Remarquons que, exception faite des termes mettant en jeu la norme duale, 
les problèmes (5.34) et (5.20) sont semblables. La fonction économique du problème 
(5.34) peut être simplifiée si la fonction h : Et+ + IR+ possède des propriétés 
addit iomelles. 
Supposons par exemple que h( r )  = rq, V r  2 O ,  avec q 2 1 (cas d'une fonction 
positivement homogène de degré q). Le cas où q = 1 est à éviter car la fonction h 
n'a alors pas de dérivée bijective. Si q > 1, l'expression (5.33) devient 
et la fonction économique du problème (5.34) est alors 
r r 
Si la norme utilisée est la norme t!, alors la norme duale est, par la proposition B.23, 
la norme t!, où 
de sorte que l'expression (5.35) est une expression polynomiale de degré S .  
En optimisation non-différentiable convexe, on utilise la plupart du temps la 
norme euclidienne. Il est, dans ce cas, judicieux de choisir h ( r )  = r2. On a alors 
q = 2 et l'expression (5.35) devient 
Les normes el et e, sont aussi quelquefois utilisées, le plus souvent pour des 
problèmes particuliers (Bartels, Conn et Charalambous. 1978; Bartels, Conn et 
Sinclair, 1978; Streit, 1986). Il est intéressant dans ce cas de poser h(r)  = r car le 
problème (5.22a)-(5.22f) en est alors un de programmation linéaire. Le problème 
dual n'est plus le problème (5.34) car q = 1 et h' n'est pas bijective. 
11 se peut alors, si la constante ik'k > O n'est pas suffisamment grande, que le 
problème (5.22a)-(5.22f) n'aie pas d'optimum fini. Supposons que ce ne soit pas le 
cas. On a alors, en utilisant l'expression (5.28)' 
de sorte que la fonction duale (5.25) se simplifie pour devenir 
De plus, l'expression (5.29) devient 
En utilisant (5.37), (5.38) et les contraintes (5.23), on obtient le problème dual 
suivant: 
maximiser r i j  [f; - f '(xk)] - f: pijbk - E ujb: 
R,IL,W i=L ~ E J ; ~  i=I ~ E J ; ,  je J,k 
sous les contraintes 
Ce problème en est un de programmation linéaire lorsque l'on utilise l'une des 
normes el ou P,. Il a été obtenu en faisant l'hypothèse que le problème primal 
(5.22a)-(5.22f) possède une solution optimale finie. Si ce n'est pas le cas, alors la 
fonction économique du problème prima1 n'est pas bornée inférieurement dans la 
région de l'espace correspondant aux solutions réalisables. Le problème dual n'est 
alors pas réalisable et la constante Br est trop petite. Il faut alors l'augmenter 
et résoudre à nouveau le problème (5.39). On répète le procédé jusqu'à ce que ce 
problème devienne rédisable. Il est probablement plus avantageux, lorsque h(r)  = r 
et que l'on utilise l'une des normes el ou e,, de recourir aux formulations (5.16) et 
(5.20) de l'approche des régions de confiance. 
Le prochain résultat est une adaptation du lemme 5.2.3 de Kiwiel (198.5). 11 est 
valable sous les hypothèses initiales à propos de La fonction h et  nous en omettons 
la preuve. 
Lemme 5.6.4 
(a)  n existe toujours une valeur & > 0 telle que le problème (5.22a)-(5.22f) 
possède une solution optimale finie, V Q k  > qk. 
k k k  (b)  ( d  v O )  est une solution optimale du problème (5.2%)-(5.2If) si et 
seulement si il existe des multiplicateurs de Lagrange R & , ~ & , w ~  et des vecteurs 





(c) Les multiplicateurs ne, et wf vénJant les ezpressions (5.40) si et seulement 
si (nk, pk7 wk) constitue une solution optimale du problème 15-34). 
Remarque: Lorsque h(r)  = r2 et que la norme euclidienne est utilisée, les expres- 
sions (5.401), (5.40m) et (5 .40~)  deviennent, en vertu du corollaire B.25, 
-pk pk = -2i11kdk, c'est-à-dire dk =  
2\kk 
En posant tI'k = $, C = IRn (d'où JE = 0) et r = 1 ,  on obtient les résultats de 
Remarque: Dans le cas plus général où h ( r )  = rq, q E {2 ,3 ,4 , .  . .}, et que la 
norme eq est utilisée, les expressions (5.401), (5.40m) et (5.40~) deviennent 
pk = - q @ k ~ k  où P E Rn tel que 6; = Idflq-' sgn (d: )  
+l s i r  20 
et sgn(r) = { 
-1 sinon 
Le reste de ce chapitre est consacré à l'étude de trois stratégies de gestion 
de l'information accumulée dans le cadre de l'approche des pénalisations. Nous 
présentons la stratégie classique d'accumulation, la stratégie d'accumulation/épura- 
tion et, enfin, la stratégie d'agrégation de l'information. 
5.7 La stratégie d'accumulation 
La formulation du problème (5.22a)-(5.22f) repose sur l'utilisation des linéa- 
risations -t f . ( . l v J ) ,  I$) et ri(-) définies en (5.2) et en (5.6). À partir de maintenant, 
nous travaillerons plutôt avec les déplacements d. En posant x = x' + d et en se 
rappelant que fi' 5 fi(yj), on défini les Iinéarisations suivantes: 
.fijil(d) 4 4 f -(xk + d ( ~ ! ' )  
= $  + (&d),  j € J Î i ,  & { 1 ,  ..., P} 
par (5.2) et (5.17a) 
I i jk (d )  f (a' t 9 zk + d )  - $ 
= ( a { , d )  - bk,  j € &  i € { l ,  ..., r }  
par (5.17b) 
IGk(d) 2 (aJ,  xk + d) - 
= ( a J , d )  - 6:, j EJC 
par (5. lk).  
On a alors 
3 c k  
fi (Z + d) = max{lijk(d) : j E J:}, i € {l, . - Y r }  (-5.42a) 
-k k Io(x + d )  = max{Iijk(d) : j E JC;},  i E {1,  . . . , r }  (5.4'2b) 
On obtient la stratégie d'accumulation de l'information (plus précisément des 
-sous-gradients) lorsque les ensembles Jfi ,  J: et J: sont de taille maximale. C'est 
la stratégie utilisée par la méthode de plans coupants de Kelley (1960) et Cheney- 
Goldstein (1959) ainsi que par plusieurs algorithmes de décomposition inspirés de 
cette méthode. Leurs preuves de convergence sont simples et exploitent Itaccumuia- 
tion de l'information. 
La direction dk obtenue par résolution du problème (5.22a)-(5.22f), ou par ap- 
plication de la condition (5.40m) après résolution du problème dual (5.34), détermine 
un point zk + dk qui deviendra, s'il est usuffisarnment bonn, le prochain cen- 
tre de stabilité rk+'. On posera xk+' = ykf' et bk = 1 si ykf l E D & provoque 
une décroissance "suffisante" de la valeur de la fonction économique (se référer au 
chapitre 4). On posera xk+' = xk et bk = O, si ce n'est pas le cas. On aura donc 
où bk E {O. 1). 
Le problème (5.22a)-(5.22f) de l'itération k + 1 est obtenu en ajoutant r ou 
r + i coupes additionnelles (selon que yk+' est dans C ou pas) et en mettant à jour 
les linéarisations (5.41) qui le définissent. 
Pour chaque indice i E (1, . . . , r }, on distingue deux cas selon que y k+ ' E 
dom fi ou pas. 
Premier cas: yk++' E dom fi 
L'approximation polyédrique $ de fi est améliorée par l'ajout de la coupe 
k+l (gFf'ïd) - vi < .fi,,+, 
où g"+L E a f i ( y k + l ) ,  fF+' = fi(?Jk+') 
et f*.k+l k+ i  = f f + l  - /jk (gl+l Y dk). 
On pose JF' = J;, U {k + 1 ) e t  les scalaires fi, j E deviennent 
fF1 = fk + bk (dl dk)  par (5.17a) et (5.43). 
On pose J$+' = JO. et les scalaires b & , j  E JO-, sont changés pour 
byl = bk  - /jk ( ( a l d k )  par (5.17b) et (5.43). 
Deuxième cas: yk+' dom f i  
On a sk = O et rk+' = zk. On pose JF' = J$ u {k + 1) et l'approximation 
polyédrique de In est améliorée en ajoutant la coupe 
(a i ,  d)  - CQ 5 bz; *:, 
où k+l bi,k+l = bf+I - kt I r + * : , ,  2k+l) = bf+l - (a:+1, -J k) 
et (a;+', bf") E IRn x IR sont à définir un demi-espace fermé contenant 
dom fi mais pas yk+'. 
On pose b F 1  = b;, V j E Ji, J;:' = J; et f4+' = f;, V j E Ji;. 
Il faut aussi s'occuper des coupes associées à l'ensemble C. Ici aussi il faut 
distinguer deux cas selon que E C ou pas. La mise-à-jour de l'ensemble J$ et 
des coupes définies par les ( a i ,  &) E IRn x IR se fait de la même manière que dans 
le cas des J: et (a:, g). Enfin, la contrainte (5.22b) est révisée en remplaçant son 
second membre f ( x k )  par f (2"'). 
Remarque: Les formules de mise-à-jour des 
f ,  j E JÎi, i E {17.. . , r }  
b:, j E J:, i E {l,..  . J }  
et k bjl ~ E J C  
rendent inutile le stockage des solutions intermédiaires produites par l'algorithme. 
L'accumulation systématique de toutes les informations produites par l'algo- 
rithme constitue un grave problème. Théoriquement, une méthode basée sur cette 
stratégie requiert une capacité infinie de stockage. De plus, le problème (5.22a)- 
(5.22f) devient de plus en plus difficile et long à résoudre. L a  méthode est, pour ces 
raisons, peu attrayante. Dans ce qui suit, nous présentons deux stratégies conduisant 
à des méthodes qui ne sont pas affublées de ces tares. 
5.8 La stratégie d'accumulat ion/épurat ion 
Lorsque le nombre de coupes, ou de colonnes du problème dual, est trop 
élevé, il est pratique courante d'en éliminer. Cette élimination est très souvent faite 
selon des règles heuristiques qui peuvent, par malchance, nuire à la convergence 
de l'algorithme. Le résultat suivant, peut être utilisé pour contrôler la taille du 
problème (5.22a)-(5.22f). Il s'agit d'une simple adaptation des deux dernières pârties 
du lemme 5.2.3 de Kiwiel (1985) et nous n'en donnons pas la démonstration. 
Lemme 5.8.5 Il existe une solution optimale (rk, p k ,  wk)  du problème dual (5.34) 
telle que les ensembles 
Une telle solution peut être obtenue par résolution du problème de prograrnma- 
tion linéaire suivant ti l'aide de la méthode du simplexe: 
maximiser r i j  - f i ( Z k ) ]  - 2 1 pijb5 - 1 uj b: 
n*p*U k l  je ~ f ,  i=1 j ~ ~ t ~  je J,k 
sous les contraintes 
où pk est défini en (5.40m). 
De plus, les solutions ( d k ,  vk ,  or, oh) du problème prima1 (5.22a)-(5.22f) sont 
aussi des solutions optimales du problème réduit ci-dessous: 
minimiser of + + likh(lldll) 
d.v,b j ,ff D 
sous les contraintes 
A 
( g )  - v - j E J& i E  {l ..... r }  
Observons que si le vecteur pk obtenu en (5.40m) est unique, les problèmes 
(5.34) et (5.46) ont les mêmes solutions optimales. 
Ce lemme est d'un grand intérêt car il pave la voie à la conception d'algorithmes 
nécessitant de l'espace mémoire pour stocker pas plus de n + r + 2 contraintes pour 
le problème (5.22a)-(5.22f) ou pas plus de n + r + 1 variables pour le problème dud  
(5.34). Si l'algorithme de résolution du problème (5.34) produisait une solution 
optimale ayant plus de n + r + 1 variables non nulles, il suffirait d'évaluer $ avec 
celle-ci puis de résoudre le problème (5.46) à l'aide de la méthode du simplexe afin 
de récupérer une solution vérifiant la condition (5.45). 
La stratégie d'accurnulation/épuration fonctionne comme suit. A l'itération k, 
on résoud le problème (5.22a)-(5.22f) et on obtient une solution optimale (dk, uk, of, 
0;) ainsi que des multiplicateurs de Lagrange optimaux ( rk ,  wk) pour le problème 
(5.34). Le lemme 5.8.5 nous assure que (dk, vk, ,a;, 05) est aussi une solut ion optimale 
du problème réduit (5.47) dont la structure est celle du problème (5.22a)-(5.22f). 
S'il est nécessaire d'effectuer une autre itération, on remplace d'abord les ensem- 
bles J k ,  J i  et J: par les ensembles définis en (5.44). Ceci revient à remplacer le 
problème (5.22a)-(5.2-f) par le problème réduit (5.47). Le problème (5.22a)-(5.22f) 
de l'itération k + 1 est alors obtenu, comme dans la stratégie d'accumulation, en lui 
ajoutant r ou r + 1 coupes additionnelles et en mettant à jour les coefficients des 
linéarisations qui le définissent. 
Les ensembles j!i, j: et permettent de définir les approximations polyédri- 
ques courantes fC et Î;, de f et de ID: 
Îk,(zk + d )  = max Î;=(xk + d) ,  Î:l,(xk + d l ,  . . . , ÎLe(xk + d) ,  O 
-k k Ceci permet d'obtenir l'approximation polyédrique courante y,(x + d) de la 
fonction y ( x k  + d )  définie en (5 .12) :  
-k k 3 c k  v , ( x  + d )  = f, (x + d )  - f ( lk)  + Î;e(xk + d) .  
Le problème (5.47) est alors 
minimiser y: (xk  + d )  + likh(lldll) 
d~ IRn 
et ses solutions optimales ( d k ,  vk ,  or ,  O;) sont telles que 
5.9 La stratégie d'agrégation 
Si le nombre de vaxiables est très élevé, les problèmes (5.47) de la stratégie 
d'accumulation/épuration peuvent encore être trop gros. On peut alors préférer 
la stratégie d'agrégation de l'information. Celle-ci construit un problème réduit en 
agrégeant les contraintes du problème (5.22a)-(5.22f) à l'aide de leurs multiplicateurs 
de Lagrange après une étape préalable de mise en échelle. 
Soit (7rk, / l k l  wk) une solution optimale du problème (5.34) et définissons les 
quantités suivantes: 
Des contraintes du problème (5.34), on trouve 
Les quantités définies en (5.51) servent à obtenir les quantités jik et Z k  par 
mise en échelle des et wk. Il faut que 
k - k - k  uj - uCwj ,  j E J: 
Si v,k # O et v: # O, V i  E (1,. . . , r}, les conditions (5.534 et (5.53b) suffisent. 
Si uf = O, alors 4 = O, V j E J:, et les expressions (5.53b) sont vérifiées par tout 
vecteur zk vérifiant (5.53d) et (5.53f). La même remorque s'applique au calcul des 
- & lorsque u: = O. 
On remarque que les valeurs duales nk sont déjà normalisées (on peut supposer 
que f k  = zk). Les vecteurs nk, pk et Ok étant normalisés, on peut dors définir des 
coupes agrégées. 
Définition: On appelle coupes agrégées les couples (pFi, c), 8ii), i E (1. . . . , r } :  
et Z i )  définis par 
Lemme 5.9.6 Les coupes agrégées définies par les expressions (5.54) sont telles que 
Démonstration: L'expression (5.55) décode de (5.40i), (5.40j)' (5.40k)' des ex- 
pressions (5.53a) et (5.53b), et des définitions (5.54). 
Les expressions (5.56) et (5.57) découlent de (5.40~)' des expressions (5.53a) 
et (5.53b), des définitions (5.54) et (5.40b). 8 
Remarque: Dans le cas de l'approche des régions de confiance, l'expression (5.56) 
est remplacée par 
-k ak = -r&P~~' - a . 
Le résultat suivant présente le sous-problème agrégé qui justifie La stratégie 
d'agrégation. Il s'agit d'une adaption du lemme 5.2.4 de Kiwiel (1985) et nous 
omet tons sa démonstration. 
Lemme 5.9.7 Les solutions optimales du problème (5.22a)-(5.22f) sont des solu- 
tions optimales du problème agrégé ci-dessous: 
ou les sous-ensembles 
J:;. c J:,, i € {l, . . . , r }  
-k 
J, c J:, i E {I , . . . , r }  
peuvent être vides. 
Lorsque la fonction économique du problème (5.22a)-(-5.22f) est strictement 
convexe, celui-ci possède une unique solution optimale. Il en est également ainsi du 
problème (5.58). Ces deux problèmes étant munis de la même fonction économique, 
ils doivent alors, par le lemme précédent, posséder la même solution optimale. Si 
leur fonction économique n'est pas strictement convexe, il faut alors montrer que 
les solutions optimales ((d, v̂', Zr, 3;) du problème (5.58) sont aussi des solut ions 
optimales du problème (5.22a)-(5.22f) avant de conclure que les deux problèmes ont 
les mêmes ensembles de solut ions optimales. 
Le résultat suivant, dont la démonstration se trouve à l'annexe C, complète le 
lemme 5.9.7, 
Lemme 5.9.8 Les solutions optimales du problème (5.58) sont aussi des solutions 
optimales du problème (5.22~)-(5.22f). 
En combinant les deux derniers lemmes, on obtient le résultat suivant: 
Proposition 5.9.9 Les problèmes (5.22~)-(5.22f) et (5.58) sont équivalents (c'est- 
à-dire qu 'ils ont les mêmes solutions optimales). 
Les contraintes agrégées du pro blème (5 -58) utilisent les linéarisations agrégées 
suivantes: 
Lemme 5.9.10 Les linéarisations agrégées (5.59) sont des combinaisons convexes 
des iinéarisations f i j k (x  - xk), Iijk(3 - x k )  et & - k ( x  - x k )  déjnies en (5.41). De 
plus, 
Démonstration: 
V i e  {1, ..., r } ,  on a 
par (5.59,) et (5.54a) 
par (5.4la) 
par (5.52a) et (5.51a). 
De même, on démontre les inégalités (5.60b) et (5.60~). L'inégalité (5.60d) 
découle directement des trois précédentes. 
La stratégie d'agrégation fonctionne comme suit. À l'itération P ,  on résoud 
le problème (5.22a)-(5.22f) et on obtient une solution optimale (dk, vkT O!, oh) ainsi 
que des multiplicateurs de Lagrange optimaux (rk, p k ,  w k )  pour le problème (5.34). 
Le lemme 5.9.7 nous assure que (dk ,  uk, O$, O:) est aussi une solution optimale du 
problème agrégé (5.58) dont la structure est celle du problème (5.22a)-(5.Y2f). S'il 
est nécessaire d'effectuer une autre itération, on forme d'abord le problème agrégé 
(5.58) que l'on substitue au problème (5.22a)-(5.22f). Le problème (5.22a)-(5.22f) 
de l'itération k + 1 est alors obtenu, comme dans la stratégie d'accumulation, en 
lui ajoutant r ou r + 1 coupes additionnelles et en mettant à jour les coefficients 
des linéarisations désignées par les sous-ensembles I j i ,  12, i E {1, . . . , r}, et 2 du 
lemme 5.9.7. 
Remarquons que les linéarisations agrégées (5.59) peuvent aussi s'écrire comme 
suit : 
En utilisant les expressions (5.61)' on obtient alors la formulation du problème 
(5.22a)-(5.22f) de l'itération k + 1: 
o ù , V i ~  {l, ..., r},on a 
Par conséquent, le problème de détermination d'une direction d'amélioration 
de l'itération k de la stratégie d'agrégation est: 
minimiser of + o~ + Ikh(lldl1) 
d . u . ~  j PD 
sous les contraintes 
Le problème étant de même structure que le problème (5.22a)-(5.22f), on peut 
lui appliquer le procédé de mise-en-échelle (5.5 1)-(5.53) afin d'obtenir, à l'aide des 
définitions (5.54) les nouvelles contraintes agrégées, où rPi, &, i E (1,. . . , r ) ,  et wi 
sont leurs multiplicateurs de Lagrange: 
La proposition 5.9.9 affirme que le problème (5.22a)-(5.22f) équivaut au sui- 
vant: 
minimiser &zk + d )  + a&( lldll) (5.66a) 
deRn 
Lemme 5.9.11 Si (dk, vk, O:, 0;) est une soht ion optimale du problème (5.64), 
alors 
Démonstration: Si ( r l k ,  r k ,  p k ,  uk, 6*) > O est le vecteur des valeurs duales opti- 
males associées aux contraintes du problème (5.64), alors 
et on peut écrire les 
i= 1 
conditions de complémentarité en utilisant les expressions 
En additionnant entre elles les expressions (5.69). puis les expressions ( j . i O ) ,  
puis enfin les expressions (5.71), et en utilisant les formules de mise-à-jour (5.65) et 
les propriétés (5.52a), (5.53~) et (5.53f), on obtient: 
Additionnant ces trois derniers groupes d'équations aux expressions (*5.68), on 
trouve en utilisant l'expression (5.55) du lemme 5.9.6: 
La stratégie d'agrégation ne requiert que les 2r + 1 contraintes agrégées du 
problème (5.64) ainsi qu'au moins une des r ou r + 1 nouvelles contraintes ajoutées 
à l'itération courante au point Il ne faut toutefois pas s'attendre à une con- 
vergence rapide si on fait celà. 
Il est recommandé de conserver le plus grand nombre possible de contraintes 
non-agrégées aiin de profiter des bénéfices d'une bonne approximation du problème. 
La stratégie d'agrégation est attribuée à Kiwiel ( 1983) qui l'a d'abord proposée 
pour le cas non contraint. Il l'a par la suite adaptée au cas contraint (Kiwiel, 
1985a, 1985b) et utilisé sous plusieurs approches de résolution de problèmes de 
programmation convexe et non-convexe. Schramm et Zowe (1992) ont combiné 
l'agrégation à l'approche des pénalisations pour obtenir une méthode performante 
de minimisation sans contrainte de fonctions convexes. 
Nous verrons au prochain chapitre comment les idées de ce chapitre peuvent 
être utilisées dans un algorithme de plans sécants stabilisés utilisant l'approche des 
pénalisations dans le but de résoudre le problème (5.1). 
CHAPITRE 6 
Un algorithme de descente pour la 
minimisation d'une somme de fonctions 
convexes 
6.1 Introduction 
Nous présentons dans ce chapitre une méthode de descente pour résoudre le 
problème suivant: 
minimiser f (x) = C fi(x) 
r ~ ~ n  dom j i=l 
où chaque fonction fi : IRn -t IR U {fa), i E (1,. . . , r}, est polyédrique convexe, 
dom f 2 {x E IR" : f(x) < +a) = n:=, dom fi, et C est un ensemble polyédrique 
A convexe. Nous supposerons que l'ensemble convexe fermé D = C n dom f possède 
un intérieur non vide. Afin de pouvoir éventuellement réutiliser une partie des 
résultats de ce chapitre, nous traiterons le problème (6.1) comme si chaque fonction 
fi, i E {1, . . . , r } ,  était convexe propre et fermée (i.e. semi-continue inférieure), 
dom fi est fermé V i E (1,. . . , r}, et C est un ensemble convexe fermé. Il faudra 
aussi supposer que les fonctions fi, i E {l, . . . , r ) ,  possèdent un sous-différentiel non 
vide en tout point de leur domaine. 
Il est courant, en optimisation non-différentiable, de faire les hypothèses sui- 
vantes: 
(i) les fonctions sont à valeurs finies dans IRn, et 
(ii) il existe un oracle, ou une boite noire, acceptant en entrée un point x E IR* et  
produisant à sa sortie la valeur de la fonction en ce point et un sous-gradient 
quelconque de la fonction en ce point. 
L'existence de cet oracle est fondamentale. Cette hypothèse est basée sur 
1'0 bservation que l'on obtient souvent comme sous-produit de l'évduat ion d'une 
fonction en un point un sous-gradient de celle-ci en ce même point. Les méthodes 
de faisceaux sont conçues pour exploiter cette hypothèse: elles engendrent des hy- 
perplans d'appui à la fonction à l'aide de l'inégalité du sous-gradient et des sous- 
gradients obtenus. 
Ces hypothèses ne sont toutefois pas adaptées à notre problème. En effet, les 
fonctions fil i E {1, . . . , r}, ne sont pas définies partout dans IRn (elles prennent 
donc la valeur +a à l'extérieur de leur domaine) et leurs sous-différentiels sont 
vides à l'extérieur de leurs domaines (théorème B.5). De  plus, contrairement à 
l'hypothèse habituelle, nous travaillons avec un ensemble convexe C général. Le. 
non nécess~rement défini avec des fonctions. 
Comment, dans ces conditions, engendrer des plans sécants permettant de 
séparer un point non réalisable de C ou du domaine d'une fonction f i? 
11 faudra supposer l'existence d'oracles plus complexes qui, lorsqu'ils essaient 
d'évaluer une fonction fi en un point x E IRn, produisent un hyperplan de séparation 
entre x et dom fi lorsque x 6 dom fi, ou un hyperplan d'appui à l'épigraphe de la 
fonction fi lorsque x E dom f i .  Il faudra aussi un oracle produisant un hyperplan 
de séparation entre x et C lorsque x C. 
En fait, nous exigerons des oracles qu'ils ne produisent pas des hyperplans 
quelconques mais plutôt des 0-hyperplans à l'aide de 0-demi-espaces fermés. 
Définition. Soit un ensemble convexe F C R", x E Rn\F et a 3 O. On dit que 
( a ,  6) E R" x R, défini un o-demi-espace f e n é  séparant x de F si 
Nous verrons un peu plus loin que tout hyperplan de séparation peut être défini 
à l'aide d'un a-demi-espace fermé. 
Nous remplacerons donc les hypothèses habituelles de l'optimisation non-diffé- 
rentiable convexe par celle de l'existence des r + 1 oracles suivants: 
0 Pour chaque fonction f i ,  i E { 1, . . . , r } ,  il  existe un oracle qui. en essayant 
d'évaluer la fonction en un point x E IRn, produit aussi 
un hyperplan d'appui à l'épigraphe de la fonction si x E dom f i ,  
un a-hyperplan de séparation entre x et dom fi si x 6 dom fi. 
Il existe un oracle qui produit un a-hyperplan de séparation entre x et C 
lorsque x +! C. 
Contrairement au chapitre précédent où nous avons construit des sous-problè- 
mes de recherche de direction en utilisant une fonction h : IR+ -, IR+ générale, 
nous nous restreindrons dans ce chapitre au cas où elle est positivement homogène 
d'ordre q > 1, i.e. 
h(x) = asq, V x  E IR+ 
De plus, puisque cette fonction apparaît dans l'expression de la fonction écono- 
mique du sous-problème multipliée par une constante V k  > O, nous supposons que 
la constante a est incluse dans la constante Qn. et  nous ne considérerons plus que la 
fonction suivante: 
Pour une raison dont la justification sera donnée plus loin, nous exigerons 
que le problème de recherche d'une direction d'amélioration comporte toujours les 
contraintes engendrées au plus récent point réalisable. Ainsi. à l'itération k. on 
aura 
ki E J:, Vi E { l , . . . ~ )  
tel que 
k' 5 k 
yk' E 
Nous commencerons par l'étude d'un algorithme basé sur la stratégie d'agré- 
gation. Nous verrons plus loin comment le modifier afin d'utiliser la stratégie 
d'accumulation/épuration (i.e. de sélection). 
6.2 L'algorithme avec la stratégie d'agrégat ion 
ALGORITHME 
(O) (INITIALISATION) 
Choisir une solution initiale réalisable r1 E D % C n dom f ,  un poids initial 
iV1 > 0, une borne inférieure 9, > O pour les poids, une constante d'arrêt 
5, 2 0 et un coefficient de descente rn E (0, l ) .  Poser y' = x' et 
Fixer la valeur de l'estimé de la variation de la fonction économique à +w7 
1 i-e. eV = +m. 
Poser k = k' = I et K = 0. 
(1) (RECHERCHE D'UNE DIRECTION) 
Évaluer les multiplicateurs (7rk, pk, wk) solution du problème dual (6.3) ci- 
dessous: 
sous les contraintes 
P - t=1 C ( r p &  ' +  1 aijd) 
ié Jf, 
W P  L 0 
r i j  > O, j E J h ,  i E { l , .  . . , r }  
pij 2 O, j E JQ., i E { l , .  . . , r }  
wj 2 O, j E J,k. 
Évaluer des multiplicateurs v:, i E { l ,  . . . , r}, vr et (jik, zk) vérifiant les ex- 
pressions (5.5la)-(5.51~) et (5.534-(5.53f). Évaluer les quantités 
avec les expressions (5.65a)-(5.65~). 
Évaluer pk, ok et iik avec les expressions (5.55)-(5.57) et utiliser (5.401) pour 
obtenir dk, i.e. 
(2) (TEST D'ARRÊT) 
Poser 
Si -wk 5 c,, on arrête. 
(3) (RECHERCHE LINÉAIRE: PAS N U L )  
Poser 
Y k+L = zk  + dk. 
Si $ D, poser bk = O (pas nul), u ( x k ,  = +oo et aller à l'étape 6. 
(4) (ÉVALUATION DE LA QUALITÉ DU MODÈLE DE LA FONCTION ÉCONOMIQUE) 
Si l'inégalité 
k+l < f ( ~  1 - f b k ) + m u k  ( 6 . 5 )  
n'est pas vérifiée, alors poser 
dk = O (pas nul), 
cr(xkl yk+l) 4 / ( x k )  - - f ( x k l y k + l )  > O 
d'+' E afi(i(yk+'), i E {I, .  . . , r } ,  
puis aller à l'étape 6. 
Poser bk = 1 (pas de descente) et K + Ii u {k}. 
Choisir 
J;+= ç J,". 
Faire kt + k + 1 si E D. 
Poser 
Pour tout i E {1, . . . , r}, 
k k d k  f,?' = $i + 6 (pt;, ) 
-k k k d k  bpi+' = bpi - 6 (po,  ) 
si p l  @ dom fi 
Poser bt+' = b4- 81 ' V j E J:+' 
et f = f ,  V j E J;:' 
Poser JO:+' + ~Cif' u {k + 1) et trouver (al+' ,  bf+') E IRn x IR, 
à l'aide de l'oracle, afin de définir un ui-demi-espace fermé 
séparant yk+l de dom f i .  
Poser bz: ,  = bf+' - tk) ). 
Poser b;+l = ii - bk@f, dk) 
Si y'+' E C 
poser bjk+' = b; -bk(aJ,dk), V j  E J,C+l, 
sinon 
poser bFC1 = b:l V j  E J:+~ 
poser J:+' t J:+' u {k + 1) 
Trouver (akc1, bk+') E IRn x IR, à l'aide de l'oracle, afin de 
définir un 06-demi-espace fermé contenant Cl mais pas 
Poser biz: = bk+' - (ak+l, tk). 
(8) (MISE-.k-JOUR DES POIDS) 
Si 6' = 1 (pas de descente), alors choisir K€'k+l E [Qmini Qk] et poser eyfl = ek 
Sinon, i.e. si bk = O (pas nul), poser 
Si JI'+' E D, 
poser Bk+l = Q, ou choisir QkCl 2 Qk si 
Si (ykf1 D), poser = ab. 
(9) (BOUCLE) Poser k +- k + 1 et retourner à l'étape 1. 
6.3 Remarques sur l'algorithme 
6.3.1 L'idée générale de la procédure de mise-à-jour des poids de l'étape 8 de 
l'algorithme est de permettre un accroissement de la taille de la "région de confiancen 
autour du centre de stabilité (en réduisant la valeur du poids) lorsque l'algorithme 
effectue des pas de descente. Inversement, on réduit la taille de la "région de con- 
fiance" (en accroissant la valeur du poids) lorsque des pas nuls réalisables sont 
effectués. Lorsque cette dernière situation se produit et que le candidat est 
réalisable, deux cas se présentent: 
( i )  L'erreur en rk (donnée par a(zk, y+')) de la plus récente linéarisation, en 
IJ~+', de la fonction d'amélioration n'est pas très grande et on ne change pas 
la valeur du poids. 
(ii) L'erreur en zk de la plus récente linéarisation est trop grande et  on permet une 
réduction de la taille de la "région de confiancen par accroissement du poids. 
C'est le paramètre &yf' qui sert à déterminer si l'erreur de linéarisation est 
tolérable ou non. Sa mise-à-jour, lorsqu'il y a pas nul, i.e. 
permettra de démontrer que la méthode est convergente lorsque l'algorithme effectue 
un nombre fini de pas de descente suivis d'une infinité de pas nuls dont on peut 
extraire une infinité de candidats ykf' réalisables. Le test (6.7) servira à s'assurer 
que les poids Qk n'augmentent pas trop rapidement. 
On ne change pas la valeur du poids IL si un pas nul non-réalisable vient 
d'être effectué car dans le cas de fonctions et ensembles polyédriques, l'algorithme 
finira par nous ramener dans le domaine réalisable en un nombre fini d'étapes. Un 
traitement plus élaboré est cependant nécessaire pour le cas non-polyédrique. Nous 
en reparlerons plus loin. 
6.3.2 (Pertinence de la variation des poids) L'algorithme ici présenté permet la 
variation des poids Qk d'une itération à une autre. Ceci est dû au fait que la stratégie 
consistant à les garder constants est dangereuse. En effet, les poids risquent d'être 
souvent trop élevés ou trop faibles. 
Lorsque le poids Q k  prend une valeur très grande. le sous-problème (5.64) 
(ou le problème équivalent (5.66a)) produit des solutions (ok, d k )  où 10" et lldkll 
prennent de faibles valeurs. Les pas de descente sont alors nombreux et très courts, 
et la convergence est lente. L'algorithme tend alors à se comporter comme une 
méthode de plus forte pente, approche réputée pour sa  convergence problématique. 
même en optimisation convexe différentiable (Zangwill, 1969). 
Plusieurs exemples démontrant la non-convergence de la méthode de plus forte 
pente en optimisation convexe non-différentiable ont été proposés, dont ceux de 
Feuer (1974), Dem'yanov et Malozemov (1974), Wolfe (1974. 1975), Zowe (1985) et 
Lemaréchal ( 1989). 
Pour cette raison, l'algorithme peut faire décroître la valeur du poids lorsqu'un 
pas de descente vient d'être effectué: on suppose alors que la qualité du modèle est 
bonne, ce qui justifie un accroissement de la taille de la %égion de confiance" par 
l'intermédiaire d'une réduction du poids qk. 
D'autre part, une faible valeur du poids qk provoque la production de solutions 
(ok, d k )  où lokl et lldkll prennent des valeurs élevées. L'algorithme aura tendance à 
faire succéder chaque pas de descente par plusieurs pas nuls. Un pas nul étant une 
indication de la faible qualité du modèle associé au problème, l'algori t hme autorise 
une réduction de la taille de la "région de confiance" dans un tel cas. Ceci se fait 
par accroissement de la valeur du paramètre !Pk. 
Nous avons volontairement omis de donner des règles précises concernant la 
façon de mettre les poids à jour car c'est encore un domaine ouvert de recherche. 
On ne sait que fort peu de choses à ce sujet et il reste encore beaucoup de travaux 
empiriques et théoriques à effectuer avant d'être plus catégoriques. 
Kiwiel (1990) ainsi que Schramm et Zowe (1992) ont conçu des procédures plus 
précises et détaillées que la nôtre à ce sujet. Hiriart-Urruty et Lemaréchal (1993b) 
ont proposés des conditions générales originales pour assurer la convergence d'un 
algorithme inspiré de celui de Kiwiel (1990). Ils présentent aussi une discussion plus 
étoffée des inconvénients occasionnés par des valeurs extrêmes des poids. 
6.3.3 L'exigence de production, à l'étape 7, de 0;-demi-espaces fermés par les 
oracles. n'en est pas vraiment une. En fait, tout hyperplan séparant de C ou 
de dom fi peut servir à produire un oh-demi-espace fermé. En effet, si IJ~+' C et 
si ( a k + ' .  bk+') sépare yk+' de C1 alors 
(,k+l,yk+') - > bk+' 
alors (ak+', bk+') défini un 0;-demi-espace fermé. Par contre, si 
k < bk+l (ak+l ,  yk+') - OD - 
alors 
r7(ak+1,yk+') - ok > V q > M ,  
où 
M = u ~ / ( ( a k + ' , y k f ' )  - bk+') > O 
et q+zk+',  bk+') défini un 06-demi-espace-fermé. On procède de la même manière 
avec les ensembles dom fi. 
6.3.4 L'erreur en xk de la plus récente linéarisation, en IJ~+', de la fonction d'amé- 
lioration, désignée par a ( x k ,  y k f ' ) ,  ne prend une valeur finie que s'il y a pas de 
descente à l'itération k (i .e.  k E K ) .  On pourrait définir a' (xk ,  ZJ~+' )  en généralisant 
la définition de a ( x k ,  ykk+') de manière à ce que cette quantité prenne une valeur 
finie à toutes les itérations: 
O si E dom fi 
bf+' - (a!+', xk) sinon 
O si yk+' E C 
,,xk. yk+') = { 
bk+' - (ak+', x k )  sinon. 
Remarquons que nous obtenons l'expression de l'étape 4 lorsque k E K .  La 
démonstration de la convergence de la méthode n'a été faite qu'avec la définition 
originale des étapes 3 et  4 de l'algorithme. 
6.4 Résultats préliminaires 
Lemme 6.4.1 Supposons que l'algorithme ne se soit pas arrêté avant la kème itération. 
A lors 
De plus, si k > 1 
f i )  conv { ( , ) : J ~ u  . U J } , { ~ ,  . } (6.9a) 
( ~ k ~ ' , b ; ~ )  E conv { ( a i , b k ) :  j E JAu ... u JO:-'} 
si J:-' # 0,i  E { l , . .  . , r }  (6.9b) 
(P:-', 6;) E conv { ( a j ,  b t )  : j E J,' U . . . U ~ ,k - ' }  si J!-' # 0. (6.9~) 
Démonstration: 
Nous procéderons par induction. Soit 
l'ensemble des numéros d'itérations, parmi les k premières, où un sous-gradient 
E a fi( j j )  a été engendré. Remarquons que 
et que 
Soit une solution duale optimale ( x k ,  pk, wk) associée au problème (6.3) de 
l'itération k. Nous procéderons en complétant le vecteur ( r k ,  jik, , i jk )  défini en 
(5.51a)-(5.51~) et (5.53a)-(5.53f) puis en construisant un vecteur de poids (iik, $, d) 
à l'aide de ( rk ,  pk, w~). Ces poids seront des combinaisons convexes qui rendent vrais 
les énoncés du lemme. Posons 
r;i( ~ y i  t fii) + ah (9: 7 fi: ) par (5.65a) 
rii(g!' fi1)+ril(g!, fil) par(6*2a) 
(d7 fi3 par (5.51a) et (-5.52a) 
on (6.Sa) est vraie. De plus 
fPifl = f;i = ti + (pii7 z2 - I I )  par (5.62a) 
= fil + ( g ~ , x 2 - x 1 )  par (6 .$a) 
= f$ par (5.17a) et (5.43) 
ce qui vérifie l'expression (6.9a) pour k = 2. 
Supposons maintenant que l'expression (6.9a) soit vérifié pour un k > 2. Mon 
- .pi C e 7 l ( d 7  f;)+ C r 5 ( d 7  .f;) par (6.9a) 
je J,"-' j€J," 
sinon 
De plus. lorsque k E J f ,  on a 
par (6.9a) 
= 1 par (5.5la) et (5.52a) 
Ce dernier résultat est encore vrai lorsque k $ J / ,  de sorte que l'on a vérifié la 
relation (6.8a) pour k. Enfin, on a 
= ci + x k f l  - xk) par (5.62a) 
-k k = F~ fi + ( 1 r i j g i  xk+l - xk) par (6.8a) 
je J f  je J: 
par (5. l ï a )  et (5.43) . 
ce qui vérifie l'expression (6.9a) pour k + 1 et qui termine un cycle d'induction. 
Les autres expressions se démontrent de la même manière. II faut toutefois 
s'assurer que les ensembles JO: et Jf ne sont pas vides (ils sont vides au début des 
calculs). rn 
L'analyse qui suit est basée sur le fait que les sous-gradients E a f i ( y j )  sont 
des esous-gradients de f i  au centre d e  stabilité courant x k .  
Supposons que l'algorithme ne se soit pas arrêté avant l'itération k et définissons 
les erreurs de Iinéarisation. 
= f i ( x k )  - fi, i E { l ,  - r }  CLji.p 
Le résultat suivant est une adpatation du lemme 5.4.2 de Kiwiei (1985). 
Lemme 6.4.2 A la kème itération de l'algorithme, on a 
k E & fi(tk), où E = a f i j  2 O? j E J!~,  i E {l,. . . ,rXG.lla) 
k 
k- l  E acfi(zk), où E = Cl f ivp  P j i  2 O, i E {l ,  ..., r }  (6.11 b )  
P : i ~ d c f i ( ~ k ) ,  où E = ~ ~ ~ , ~ > O ~ &  { l i * * * , r }  (6.1 Ic) 
Le prochain résultat affirme que les hyperplms de séparation entre un point 
x 6f F et un ensemble convexe fermé F permettent de définir des E-sous-gradients de 
la fonction indicatrice IF en des points xk E F. Il fait appel au concept d'ensemble 
c-normal présenté à l'annexe B. 11 rend possible l'extension du lemme 6.4.1. 
Proposition 6.4.3 Si, à ['itération k 
( i )  Z 'oracle associé à 1 'ensemble convexe fermé C engendre une paire (ak+', bk+' ) E 
lP x LR, alors 
ak+' E & r,(zk) = N&; zk) (6.1-a) 
(ii) l'oracle associé à l'une des fonctions fi ,  i E {l, . . . , r } ,  engendre une paire 
(a"', 6;' ) E Rn x R, alors 
Démonstration: 
Nous ne ferons la démonstration que pour la première affirmation. la seconde 
se démontrant de la même manière. A la kème itération, le centre de stabilité est 
zk E E = C Cn dom f et l'algorithme engendre un point Le couple (ak+', bkf ) 
n'est engendré que si 6 C. Dans ce cas, on a . 
Remarquons que bk+* n'est pas l'unique valeur qui fasse l'affaire. On a aussi 
où oc : IRn + IR u {+m} est la fonction d'appui de l'ensemble C définie à l'annexe 
B. 
Par conséquent, 
(ak+' , zk)  5 aC(ak+') 5 bk+' < ( a k + l , y k + l )  
de sorte que 
k+l ) < - bk+' = (&+', l k )  + (bk+' - (ak+l, zk) ) 
= (ak+', zk)  + E 
avec E = bk+' - (ak+', xk) ) O ,  d'où ak+' E &l,(xk) ,  par le corollaire B.18. De plust 
E = bk+l - ( a k + l ,  zk) 
- bk+' - (ak+',xk+') car xk+' = xk puisque IJ~+' $ C 
= b::: par (5.17~) 
5 0  car xk+' E C. 
Remarque: Si (ak++', bk++' ) défini un hyperplan séparant de C, alors rl(ak+l, bkf ') 
défini le même hyperplan, quel que soit la valeur du paramètre I ]  > O. Par conséquent. 
ak+' E &Ic(xk)  = arIc(tk+'), V 7 > O 
En faisant tendre 77 vers O, on a 
O E a L ( x k ) ,  
ce qui est toujours vrai. 
En faisant varier le paramètre r ) ,  on peut obtenir des c et des E-sous-gradients 
aussi grands ou petits que l'on veut. Afin de rendre l'algorithme moins sensible à 
la "taille" des (akf1, bk+l)  E IRn x IR produits par l'oracle, on peut normaliser ces 
quantités en choisissant M > O et 
Lemme 6.4.4 A la khe itération de l'algorithme, on a 
a i  E & I ~ ~ ~ ~ ~ ( x ~ ) ,  06 ~=6: > O  ~j E JO:, ~i E (1, ..., r }  (6.14a) 
aJ E &lC(xk)), où E = b: 2 0, V j  E J:, V i  E {l ,..., r} (6.14b) 
- PL- E &Id , ,  , ( x k ) ,  OÙ E = bii 2 O ,  V i  E {1, ..., r }  (6 .  14c) 
- 
Pf E &Ic(xk), où E = b: 2 O (6.14d) 
k-1 
Pci E &l do, ,(xk), où E = bii 2 O ,  V i E {1, . . . ; r }  (6.14e) 
Démonstration: 
Nous savons, par la proposition 6.4.3, que 
Par conséquent, V x  E Rn, on a 
car xj E C 
= ( Q J , X - x k )  - & + ( ~ J , z J )  + (aj ,xk-zj)  
= (ai, x - xk! - [6J - (a', rk)] 
= Ic(xk) + (ai, x - xk) - b: par (.5.17c) et 
parce que xk E C, 
et l'énoncé (6.14b) est vérifié. Utilisant cet énoncé et les poids G! de l'énoncé ( 5 . 8 ~ ) '  
on obtient, en posant J: J: u ... u JC, V I  E IRn 
En posant + = xk, on obtient 8: > 0 et l'énoncé (6.14d) est démontré. 
De même, en utilisant l'énoncé (6.14b) et les poids q-' de l'énoncé (6.9c), on 
démontre l'énoncé (6.14f). 
Les énoncés (6.14a), (6.14~) et (6.14e) se démontrent de la même manière que 
les énoncés (6.14b), (6.14d) et (6.14f) et nous ne répéterons pas la démonstration. 
L'énoncé (6.14g) se démontre en constatant que 
Utilisant les énoncés (6.14~) et (6.14d), on obtient 
L'énoncé (6.14h) se démontre de la même façon en utilisant les énoncés (6. l-le) 
et (6.14f). 
- - - 
Les quantités b&, b:, bpi, bp, bpi, b:, biD et sont les erreurs de linéarisation 
associées aux fonctions indicatrices. 
Lemme 6-4.5 Si 
alors 
Démonstration: 
Les définitions (6.10) et les lemmes 6.1.2 et 6.4.4 nous permettent d'écrire 
Soient les constantes Y:, i E (1, . . . , r }, Y: et les multiplicateurs normalisés 
( rk :,pk: 2') obtenus par l'algorithme à l'étape 1. Multipiions chacune des inégalités 
ci-dessus par le multiplicateur correspondant. Ces multiplicateurs étant positifs, les 
inégalités ne changent pas de sens et on obtient, en les additionnant et en utilisant 
les expressions (5.53a)-(5.53f) et (5.65a)-(5.65~): 
En multipliant ces dernières inégalités par les constantes Y:,- (valant 1 ), u:, i E 
{l, . . . , r ) ,  et ut  appropriées, et en additionnant le tout, on trouve 
par (5-55) et (6.15) 
De plus, V x E IRn. on a 
Par conséquent, 
k k  
'pk(x) 2 y (x ) + ( p k ,  x - z k )  - 61r, Q x  E IRn 
k k  car p (x ) = O. En posant x = zk, on obtient tik 2 O. 
Remarquons que 
de sorte que 
&'p(x) = &9k(x), V x  E IRn, V E  2 0. 
Le problème (6.3) qui doit être résolu à l'étape 1 de l'algorithme est le dual du 
problème (5.66a) qui consiste à déterminer 
Or, le théorème B.19 nous apprend que dk est une solution optimale du problème 
non contraint (5.66a) si et seulement si 
i.e.. par le théorème B.7, si et seulement si 
ou encore, par le théorème B.9, si et seulement si 
Ceci signifie que 
-k k &,(x + d k )  n [-*kq(ldkllq-lall . l l (dk) ]  # 0 .  
Or, nous savons par le lemme 5.6.4 que 
pk € --9kq[[dk1[q-'al( - 1l(dk). 
Le prochain résultat nous apprend que 
-k k 
pk &,(x + d k ) ,  
de sorte que pk fait partie de l'intersection. 
Lemme 6.4.6 Le vecteur $ vérifie 
$ E a+!(rk + d k ) .  
De plus, si +& désigne la fonction résultant, a postehori, de l'agrégation du problème 
(5.64) associé à la fonction alors 
Démonstration: 
Puisque dk est une solution du pro blèrne (5.66a), il existe aussi vk E IR', 03 E IR 
et ch E R tels que (dk, vk, O!? O;)  soit une solution optimale du problème (5.64). 
Par conséquent, 
par (5.65a)-(5.65~) 
par (5.51b), (5.51~) et (3.53b) 
-k k 
= ( p k 1 d )  +p,(x + d k )  - ( p k l d k )  par (5.67) 
On a donc 
d'où 
La fonction +tP est associée au problème (5.58). Par le lemme 5.9.7. on a 
où dk fait à la fois partie d'une solution optimale du problème (5.64) et d'une solution 
optimale du problème (5.58). De plus. on peut choisir & = 0, V i  E {l, . . . , r). Par 
conséquent. on a 
- + m.x{(~:l, d) - bil, - 7  (PL, d)  - Jir, (PC,  d )  - b;) 
( p k ,  d )  + &xk + d k )  - ( p k ,  dk)  par le raisonnement précédent 
= &(xk + dk) + ( p k ?  d - d k )  par (6 .  l'ib) 
Puisque 
De plus, le lemme 6.4.6 ainsi que la discussion qui le précède, nous disent que 
$ est un sous-gradient des membres de gauche et de droite de l'inégalité (6.18a). 
La résolution du problème (5.66a) équivaut à faire croître wk le plus possible, c'est- 
à-dire jusqu'à ce que le graphe de la fonction wk - Q k  11 dllq s'appuie sur le graphe de 
&xk + d). La figure ci-dessous illustre cette idée. 
La ligne hachurée, tangente aux deux courbes, a pk comme sous gradient. Elle 
iilustre le processus d'agrégation où la fonction +g(xk + - )  est remplacée par une 
fonction affine produisant la (les) même(s) solution(s) optimale(s). 
Lemme 6.4.7 À la kème itération de Z'algonlhme, on a 
w-9i(1dk11q 
Figure 6.1 Représentation géométrique du procédé d'agrégation 
Démonstration: 
L'expression (6.19a) découle de (5.56) et de la définition (6.15) de tik. L'expres- 
sion (6.19b) est obtenue en appliquant l'égalité (5.40k) à (6.19a). 
La première des inégalités (6.20) découle de (6.4) et du fait que lklldllq 2 
O, V d E Rn. La  seconde provient de (6.4), (6.19b) et de la non-négativité de 6': 
Enfin, la dernière inégalité provient de la non-négativité des deux termes 
définissant uk dans les expressions (6.19a) et (6.19b). 
Pas le lemme 6.4.7, on a 
et 
d'où 
Grâce au lemme 6.4.5, on peut écrire 
k k  p k ( x )  2 9 ( x  ) + (pk,x - x k )  - gk, V x E IRn 
( p k , x  - x k )  +ok par (6.21a) 
k k  et parce que 9 (x ) = O 
2 -Ilpkllk I l l -xk l l  +ok  Par (B8) 
- ( q ~ , ) ! ( - o k ) y l l z  - rkll + ok par (6.22) 
de l'inégalité (6.23) est un indicateur d'optimalité du centre de stabilité courant. 
Le premier terme du membre de droite est une fonction croissante de I I P k l l '  
qui devient nulle lorsque pk = O E IRn. Sa valeur indique donc jusqu'à quel point pk 
difere du vecteur nul. De plus, le lemme 6.4.5 nous apprend que le second terme 
Zik mesure la distance de pk à a V k ( x k ) .  
Or, on sait que est optimal si et seulement si jj = O E (théorème B. 19). 
Par conséquent, -wk est un indicateur composite dont la première partie "mesure" 
la distance entre pk et O E IRn tandis que la seconde "mesuren la distance entre pk 
et a V k ( x k ) .  En minimisant - w k ,  I'dgorithme cherche à déterminer un xk tel que 
pk = O E a p ( x k )  et w k  se trouve à mesurer I'optirnalité de xk .  
6.5 Convergence de l'algorithme utilisant la stratégie 
d'agrégat ion 
. 
A moins d'indication contraire, nous supposons tout au long de cette section 
que E, = 0. 
Lemme 6.5.1 Si l'algorithme s'arrête à la kème itération, alors xk est une solution 
optimale du problème (6.1). 
Démonstration: 
Le critère d'arrêt étant 
on doit, par le lemme 6.4.7, avoir w k  = 0, c'est-à-dire en utilisant l'égalité (6.24) 
G~ = O et I I P k l l '  = O 
OU encore 
Par conséquent, 
O E aV(tk)  (lemme 6.4.5) 
et xk est une solution optimaie (théorème B.19). 
Nous supposerons à partir de maintenant que I'algorithme effectue une infinité 
d'itérations. L'analyse que nous en ferons examinera deux situations, soit celle où 
l'algorithme effectue une infinité de pas de descente et celle où il n'effectue qu'un 
nombre fini de pas de descente. 
Lemme 6.5.2 ( I h i e l ,  1990: lemme Y. 1)  
S'il existe 5 E D te l  que 
f (xk) )r f ( . ) ,  V k  
alors 
et {crkIA + O si K est de  taille infinie, Le.  s i  l'algorithme effectue une  infinité de 
pas de descente. 
Démonstration: 
I 1 si pas de descente à l'itération k dk = 
( O si pas nul à l'itération k 
Crk 5 0 .  
Par conséquent, 
En additionnant ces inégalités, V k E {l, 2, . . .), et en utilisant l'inégalité (6.25)' on 
obtient 
d'où 
Remarque: L'inégalité (6.26) nous permet de conclure que la suite {ok}  con- 
verge vers zéro plus rapidement que la suite { l / k }  si l'algorithme n'effectue que 
des pas de descente. La même conclusion s'applique à la suite {wk) , en vertu des 
inégalités (6.20) du lemme 6.4.7. On ne sait toutefois rien dire de la convergence de 
la suite {xk}. 
Proposition 6.5.3 Si la fonction économique f du problème (6.1) est inf-compacte, 
i .e .  si 
{ Î  E Rn : f (x) 5 A }  
est compact pour toute valeur de X E LR, et si l'algorithme effectue une injinité de pas 
de descente, alors tous les points d'accumulation de la suite {xk} sont des solutions 





Par I'inf-compacité de f, S est compact et la suite {xk} est bornée: elle possède 
donc au moins une valeur d'adhérence. Il doit également en être ainsi de la sous-suite 
{xk}h.. 
Soit T E S une valeur d'adhérence arbitraire de la suite { x ~ } ~ .  Alors 
t E S C D C C (par la fermeture de D)  
et il existe une sous-suite { x ~ } ~ . ,  IC' C IX-: telle que 
lim xk = T. 
k-00 
kEK' 
Par le lemme 6.5.2, -+ O, d'où (ok}Kt + O. Puisque 
\kk 2 @min, V k 
le lemme 6.4.7 implique alors que 
{ l l d k l l } ~  0, { I I P ~ I I I ' } K  - 0' { c k } ~  - 0 et  { w k } K  + O, 
d'où 
Mais pk E &apiv(xk), par le lemme 6.4.5. Par conséquent 
car h" C A', de sorte que O E & ~ Y ( I )  = &(T) par la proposition B.16. Le théorème 
B.19 nous dit alors que est une solution optimale du problème (6.1). 
Remarque: L'hypothèse d'inf-compacité ne permet pas d'affirmer que la suite { x k }  
est convergente. En fait, c'est une question ouverte (Kiwiel, 1990). Cet te hypothèse 
n'est habituellement pas utilisée lorsque la norme choisie est euclidienne (ou plus 
généralement quadratique) et que h( r )  = r'. Nous avons vu que les expressions 
(5.4Om) deviennent alors 
$ = -2ikkdk et dk = -pk/2@k. 
Puisque le lemme 6.4.5 permet d'écrire 
f(x) > 1 ( x k )  + ( p k ,  x - x k )  - &k, V x  E D, 
on peut substituer -%qkdk à pk et  écrire 
f (z) 2 f ( r k )  - 2 ~ k ( d ~ ,  z - s k )  - gk, V x E D. 
Si le problème possède une solution optimale finie, il existe alors 2 E D tel que 
f ( Z )  4 f ( x k ) ,  v k. 
On peut alors écrire 
?ik 
- 2 ,  - ) - V k. 
q k  
De plus, 
par (6.19b) 
Puisque Q k  2 Y,. > O, 'd k, dors pour tout n > k, on a 
la dernière inégalité découlant du !emme 6.5.2. Ceci montre que la suite {xk} est 
bornée. Elle possède donc au moins un point d'accumulation. L'inégalité (6.28) 
est encore utilisée pour démontrer que la suite complète est convergente (voir par 
exemple la démonstration du lemme 3.1 de Kiwiel (1990) ou du théorème XV.3.2.2 
d9Hiriart-Urruty et Lemaréchal ( l993b)). 
L'hypothèse d'inf-compacité de la fonction économique a été utilisée par Auslen- 
der (1978, 1987). Elle permet une preuve plus simple ne nécessitant pas le recours 
à la borne inférieure !Pd, > O de la suite {Vt). Elle ne permet malheureusement 
pas, jusqu'à présent, de prouver que la suite {xk} est convergente. 
Dans le cas général, il ne semble pas possible d'utiliser les expressions (5.40rn) 
et le lemme 6.4.5 pour obtenir une inégalité semblable à (6.27). 11 faut vraisemblable- 
ment exiger que la fonction lldllq soit fortement convexe (ce qui est le cas lorsqu'une 
norme quadratique est choisie et que q 2 2) pour obtenir de tels résultats. 
Il semble donc y avoir un arbitrage à faire entre les propriétés de la fonction 
économique f et celles du terme de pénalisation. La minimisation de fonctions con- 
vexes générales requiert l'imposition de propriétés fortes (comme la forte convexité) 
au terme de pénalisation. Par contre, l'amoindrissement des exigences relatives à ce 
dernier entraîne l'imposition de propriétés plus fortes (comme l'inf-compacité) à la 
fonction f .  
Il est toutefois peut-être possible de démontrer la proposition 6.5.3, sans changer 
les propriétés du terme de pénalisation, en remplaçant l'hypothèse d'inf-compacité 
de f par une hypothèse plus faible permettant de considérer une plus vaste classe 
de fonctions comme l'ont fait Auslender et Crouzeix (1989). 
Il reste maintenant à analyser le cas où l'algorithme n'effectue qu'un nombre 
fini de pas de descente. Il existe alors un indice ko tel que 
et l'algorithme effectue une infinité de pas nuls consécutifs après le dernier pas de 
descente. 
Il n'est pas possible dans ce cas d'utiliser l'inégalité (6.26) pour démontrer que 
ck -r O. Remarquons que la suite {xk} est convergente car 
Lemme 6.5.4 Si kll k2 E K, kl < k2 (on pose k2 = +oo si kl est 1 'indice du dernier 
pas de descente), sont les indices de deux pas de descente successifs, alors pour k et 
e tels que 
Démonstration: 
Si k = P, arors on a trivialement 
O < -w' - - W .  k 
et les deux première inégalités du résultat sont vérifiées. 
Si k < l, dors k est un indice de pas nul et Q k  5 8 ~ .  La valeur optimale 
de la fonction économique du problème (5.64) de l'itération k étant wk, alors la 
proposition 5.9.9 et la discussion suivant le lemme 5.9.10 nous disent qu'en rem- 
plaçant les contraintes du problème (5.64) par celles résultant de l'agrégation de ces 
dernières ainsi que, possiblement, un sous-ensemble quelconque de ces contraintes. 
on ne modifie pas la valeur optimale de la fonction économique du problème ainsi 
modifié ni, d'ailleurs, son ensemble de solutions optimales. 
w k  est donc la valeur optimale de la fonction économique du problème (5.64) 
modifié, i.e. agrégé. Le problème de l'itération k + 1 est obtenu en ajoutant des 
contraintes (correspondant, entre autres, aux hyperplans de séparation associés à 
et en changeant la constante Q k  pour Qtcl 2 G k  lorsque yk+L @ D. Par 
conséquent, le problème (5.64) de l'itération k+ 1 ne peut prendre de valeur optimale 
inférieure à wk, et l'on a 
wk+l > wk. 
Les deux premières inégalités du résultat sont donc toujours vraies. Supposons que 
k = kl + 1. k est alors le plus faible indice d'une itération où xkl+' est un centre de 
stabilité. On a 
tk E D 
et on peut écrire 
e t  parce que k E J h  
par (5.41a) et (5.17a) 
puisque kl E h' 
où d' est tel que 
l'égalité résultant de l'application du théorème B.9. Il existe donc v' E a(l Il (d ' )  tel 
d'où 
De plus, par la proposition B.26, on a 
Par conséquent, 
par (0.401) 
Lemme 6.5.5 Si kl, k2 E K ,  kl < k2 (on pose k2 = +cm si kl est 1 'indice du dernier 
pas de descente), sont les indices de deux pas de descente successifs dans K .  alors 
pour k tel que 
kl < k 5 k2 
où gkl+l est défini en (6.30). 
Démonstration: 
Par le lemme 6.4.7 et l'expression (6.4), on a 
w k  = crk + ~ ~ ~ l l d ~ l l q  
-k = - (q - ~ ) ~ ~ l l d ~ l i ~  - 
- - ) k k q ,  v 6- 
alors, par le lemme 6.5.4, on a 
d'où 
Remarque: Le fonctionnement du super-oracle qui peut engendrer plus d'un hy- 
perpian de séparation à chaque itération k où @ D correspond à la modification 
de I'algmit hme de Kelley (1960) et Cheney-Goldstein (1959) proposée par Wolfe 
(1961) dans le but d'en accélérer la convergence. Wolfe, en plus d'engendrer une 
contrainte associée au point yk+l , permet que l'on engendre des contraintes linéaires 
associées i des points arbitraires additionnels. C'est en fait ce que fait notre algo- 
ri thme. En effet, si les t, t E { 1, . . . , r + 1}, hyperplans de séparation produits par 
l'algorithme sont différents, on peut toujours prétendre que chacun d'eux est associé 
à un point tkj, j E ( 1 , .  . . , t } ,  différent. Celà est possible parce que l'on exploite la 
structure de la fonction économique. 
Il est facile de démontrer le résultat suivant. 
Lemme 6.5.6 A chaque fois qu'un point yk+L n'est pas réalisable, il ne faut qu'un 
nombre fini d'itérations pour retrouver un point yk'r+l E D,kM > k si lénsernble 
D est polyédn'que et  si les hyperplans de séparation sont construits avec les pièces 
linéaires définissant la frontière de D. 
Remarque: C'est ce qui se passe avec la méthode de Benders. 
Remarque: Le problème de la détermination d'une solution intermédiaire ZJ~"+' 
réalisable en un nombre fini d'itérations après avoir quitté le domaine réalisable est 
difficile. Sous sa forme actuelle l'algorithme ne peut pas le faire lorsque l'hypothèse 
de polyédralité est relâchée. 11 faut probablement modifier la dernière partie de 
l'étape 8 pour y parvenir. Un tel changement pourrait utiliser la formulation alter- 
native a'(xk, de l'erreur de linéarisation proposée à la remarque 6.3.4 et un test 
semblable à (6.7) pour déterminer s'il faut accroître ou non un facteur multiplicatif 
ck 2 1 associé à la variable o~ dans la fonction économique du problème prima1 
sous les contraintes 
qui généralise le problème (5.22a)-(5.22f). On obtient ce dernier en posant ck = 
1, Vk. Kiwiel (1991) a utilisé un procédé semblable pour un problème plus simple 
comportant des contraintes explicites définies avec des fonctions à valeurs finies. 
On peut également, lorsque y'+' = xk + dk 6 D, considérer le point Fk+' = 
Z + B ( ~ " + ' - Z ) ,  9 E ( O ,  1)' où i est un point connu de int D. On trouvera alors yk"+' E 
D, kt' > k, en un nombre fini d'étapes si les oracles produisent leurs hyperplans de 
séparation à l'aide d'une multi-application fermée (Berge, 1959: Zangwill, 1969; 
Topkis, 1970) et si l'on empêche Qk de croître indéfiniment lorsque y k f l  # D. En 
effet, on peut alors aisément vérifier, si yk+' 6 D, V k  > ko, que la suite {yk+'}k>ko 
possède des points d'accumulation et que ceux-ci sont situés sur la frontière de D. Ce 
procédé invalide cependant la plupart des démonstrations des prochains résultats. 
Enfin, on peut aussi considérer l'emploi de méthodes de centre analytique (Gof- 
fin et al., 1994). Ceci constitue cependant un changement majeur à la philosophie 
de l'algorithme. 
Lemme 6.5.7 Si Ih'l < +m et si ko est l'indice du dernier pas de descente, alors 
il existe une constante R < +m telle que 
où 
f ( ~ ; y ~ + ~ ) ~ f ( ~ ~ + ~ ) + ( ~ ~ + ~ , y - y ~ + ~ ) ,  V y E W i  - 
est la linéarisation de  f en y k + l ,  
Démonstration: 
Soit ko l'indice du dernier pas de descente. Soit L C {ko + 1, ko + 2 , .  . .} 
l'ensemble des pas nuls tels que 
Comme il n'y a rien à montrer si L = 0, alors nous avons 1 L 1 > O .  Pour tout k E L,  
on a xk = xk+' et 
k + l  k f l  O 5 a(sk, y k + l )  = Q(X , y  ) 
= f ( + + l )  - j ( + + l ;  y k + l )  - 
= ~ ( & + i )  - ( f ( l J k + f )  + ( g k + l , t k a + l  - y k + l ) )  
= f ( zk+')  - /(&+' + d k )  + ( g k f  l  , d k )  
,a, = zko+l + dk 
i I f  (xk"+') - f ( z k f l  + dk)l + Ilgk+ll lr  lldkll 
par (B8). 
L'ensemble L pouvant être de taille finie, nous supposerons dans ce cas, afin 
de simplifier la démonstration, que son dernier élément est répété une infinité de 
fois: ceci nous permettra de travailler avec des ensembles infinis. 
La suite { i I r k j L  étant croissante, l'inégalité (6.31) du lemme 6.3.5 nous dit 
que la suite {IIdkII}~ est bornée, ce qui signifie que les suites { d k } L  et Iyk++'  = 
xkO+' + dk}LeL C D sont elles aussi bornées. Il existe alors. par le théorème B.4, une 
constante de Lipschitz Ri 1 0, valide sur un sous-ensemble convexe compact de D 
contenant la suite k+' )kcs, telle que 
La multi-application a f étant localement bornée (proposition B.6), la suite 
{IJgkilJJ*)L doit être bornée. Soit Rz > O une constante positive bornant supérieu- 
rement cette suite. On a alors 
Proposition 6.5.8 Si xk = xbfl = T, V k  > ko E K, alors { w k }  / O et {ok}  -t O .  
Démonstration: 
Par les règles d'ajustement des poids lk et des estimés cy, on a 
@k+l 2 Qk, V k 2 ko + l 
De plus, par le lemme 6.5.4, on a aussi 
Si Q k  /I +CO, alors I)$II -+ 0, par le lemme 6.5.5, d'où dk + O E Rn. Nous savons, 
par (5.401)' que 
1 1 ~ ~ 1 1 '  = * ~ ~ l l d ~ l l ~ - ~ ,  V k 
mais nous ne pouvons rien dire de lim I I P k l l *  sans savoir si !Pr varie plus ou moins 
rapidement que (Idk (1. 
Comme dans la démonstration du lemme 6.5.7, définissons L C {ko + 1. ko + 
2,. . .} comme étant l'ensemble des indices des pas nuis réalisables, après le ktm' et 
dernier pas de descente, Le. 
A k E L a ykC1 E D = C n  dom f. 
11 découle du lemme 6.5.6 que 1 L 1 = +m. 
Puisque { Q k }  -t +oo7 alors nous obtenons du lemme 6.5.7 
k k+l  Iim a(x , y  ) = 0, 
k-œ 
k € L  
de sorte que les règles de mise-à-jour de l'étape 8 de l'algorithme impliquent que la 
suite monotone {et) est convergente et a zéro pour limite: 
lim it = 0. 
k-uo 
Il faut, par conséquent, que 
l i p  inf {II$II* + ?ik} = 0, par (6.6) 
-00 
ce qui signifie que 
lim inf {ok} = 0, par (6.19a) 
k-a0 
et que { ~ ' } k > ~ , ,  /" O ,  par (6.20) et 1a propriété de monotonicité découlant de (6.29). 
Supposons maintenant que {Ik}k,k,,  E (O, +m). 
La suite { ~ ~ } k > ~ ~  est, par le lemme 6.5.4, bornée et croissante. Elle est donc 
convergente (Rudin, 1976: théorème 3.14j. Désignons sa limite par w < O. On doit 
aussi avoir 
où L est tel que défini ci-haut. 
Les inégalités (6.20) nous disent que la sous-suite {okIr. est bornée. Elle 
possède donc au moins une valeur d'adhérence que nous désignerons par 5 0. 
11 existe donc une sous-suite { o ~ } ~ , ,  Li L, telle que {oklL, + q. De plus, on a 
Puisque 
alors 
- 1 w - a  P 
1 d k  = ( )  E (O, ml. 
k-a0 
k E L l  
La suite { [ Idk est bornée (Rudin, 1976: théorème 3.2c), ce qui implique que la 
suite {d'ILI est eile aussi bornée. Elle possède donc un point d'accumulation d et il 
existe L2 C Li tel que 
Par conséquent, 
lim = ~ + d  car yk+l = I+ dh, V k > ko. 
EZG 
La sous-suite étant convergente, elle est bornée, elle est une suite 
de Cauchy, et on doit avoir 
où k ( l )  désigne le tème élément de la liste L2. 
Définissons ~ ' ( ' 1 ,  l E {l, 2,3, .  . .}, par 
et gk(')+l avec la définition (6.30). 
Par conséquent, 
On a alors 
- 
lim \Ilk = Q 
k-oo 
et par (6.32) et la proposition B.6 qui nous dit que les sous-gradients sont localement 
bornés. Le test (6.5) n'étant jamais satisfait, V!, on doit avoir 
Puisque 
r 
et que rn E (O, 1 ), alors 
Mais, par (6.20), ceci entraine que 
d'où, par la monotonicité de {wk}, 
Par conséquent, que la suite {Qk} diverge à l'infini ou ait E (O. cm) pour 
limite, on a {wk} /" 0. a 
Remarque: Si les poids étaient tels que {Qk} /1 +m lorsque l'algorithme ef- 
fectue une infinité de pas nuls consécutifs, il ne serait pas nécessaire, à l'étape 6 de 
l'algorithme. d'imposer la condition 
k'E  J:;", v i  € {1, ..., 7-1. 
Le problème prima1 (5.64) est alors de plus petite dimension. 
Les propositions 6.5.3 et 6.5.8 prouvent la convergence de l'algorithme lorsque 
la fonction économique est inf-compacte. 
Théorème 6.5.9 Si la fonction économique est inf-compacte, alors lu suite {xk) 
possède au moins un point d'accumulation et chacun de ceux-ci est une solution 
optimale du problème (6.1). 
Remarque: L'inf-compacité n'intervient que lorsque l'algorithme effectue une in- 
finité de pas de descente. 
Nous avons vu à la proposition 6.5.8 que {wk} } O et crk 4 O lorsque le nombre 
de pas de descente est fini. Xous avons aussi vu au lemme 6.5.2 que -+ O 
lorsqu'il y a une infinité de pas de descente. Dans ce cas, la démonstration de la 
proposition 6.5.3 nous a appris que ( w ~ } ~  -r O. Il serait intéressant, dans ce dernier 
cas, de pouvoir en dire un peu plus de la suite {wk}, c'est-à-dire d'affirmer que la 
sui te complète est convergente. 
Le lemme 6.5.4 nous a aussi appris que 
O 2 w' 2 w k  
V !, k tels que kl < k 5 l 5 k2, où k1 et k2 sont les indices de deux pas de 
descente consécutifs. Malheureusement, ces résultats ne nous disent pas ce qui se 
passe immédiatement après un pas de descente. Si nous pouvions montrer que 
lim wk+' = O, ceci prouverait aussi que la suite {wk} est convergente et a zéro pour 
k-00 
k ~ h '  
limite. 
Lemme 6.5.10 Si l'algorithme effectue une infinité de pas de descente, alors {wk) -+ 
o. 
Démonstration: 
L e  résultat est évident si l'algorithme n'effectue aucun pas nul. Supposons 
donc qu'il existe k E 1 -  tel que k + 1 6 Ii'. 
Le lemme 6.4.6 nous permet de définir la linéarisation +: de 3; et de ip̂ tp en 
car xk+' = Yk+l & zk + dk puisque k E K. On peut alors écrire 
avec égalité lorsque x = xk+' . 
De plus, on doit avoir 
car +:+' est obtenu en ajoutant les linéarisations engendrées en xk+' à celles définissant 
Par conséquent, si k E K ,  on a 
et on peut écrire 
tuk+' = rnin{cpt+' ( x )  + Qk+l IIx - xk+'(lq : z E Rn} par (5.66a) 
> min{&+) + g k + l l l ~  - xk+'llq : x E IR*} par (6.34) 
= r n i n ~ t ( x ~ + ~ )  + I - xk+l)  + qkfl  llx - xk+lllq : x E IRn) 
par (6.33) 
-k k f l  = ( X  ) f x - xk+') + Vk+' 111. - xk+' I l q  
où x' E IRn est tel que 
11 existe v* E dllx' - zkf ' 1 1  tel que 
d'où 




3,k(rk) = - o ~  par (6.33), (5.61) et (6.15) 
par (6.19a) . 
de sorte que 
O 2 wk+l ( p k ,  d k )  - ak + + ak 
= 2ok +ak  par le lemme 5.9.1 1 
2 2ok car 6" O. 
On a donc 
O 2 lim wk+' 2 2 lim ak = 0, 
k-00 k-oa 
~ E K  k ~ h '  
ce qui prouve que { w k }  -+ O. 
Ce dernier résultat, ainsi que la discussion qui le précède, démontrent que, quel 
que soit le nombre de pas de descente, la suite {wk} est convergente et a zéro pour 
limite. Ceci nous assure également que le test d'arrêt de l'étape 2 est vérifié après 
un nombre fini d'itérations lorsque ES > 0. 
Proposition 6.5.11 La suite {wk} a zéro pour limite et l'algorithme s 'arrête après 
un nombre fini d'itérations lorsque ES > 0 .  
6.6 L'algorithme pour les stratégies d'accumulation et 
d'accumulat ion/épurat ion 
On peut, dans l'algorithme de la section 6.2, remplacer la stratégie d'agrégation 
par la stratégie d'accumulation ou la stratégie d'accumulation/épuration. Pour celà, 
il suffit de remplacer les étapes 1 et 6 par: 
(1') (RECHERCHE D 'UNE DIRECTION) Évaluer des multiplicateurs (nk, pk, 2) so- 
lution optimale du problème (5.34): 
sous les contraintes 
i E {l, .... r }  
i=l jcJF, je J,k 
rij 2 O, j E J:~, i E { l ,  ..., r }  
Déterminer les ensembles jfil j:, i E (1, . . . , r } , et 2 de valeurs duales stricte- 
ment positives définis par les expressions (5.44~~)-(5.44~). Évaluer les con- 
stantes &, i E (1, . . . , r ) ,  et vt ainsi que des multiplicateurs normalisés ($', zk )
vérifiant les expressions (5.51a)-(5.5 1c) et (5.53a)-(5.53f). Évaluer les quan- 
tités 
avec les expressions (5.54a)-(5.54~). 
Évaluer pk, ok et 6' à l'aide des expressions (5.55)-(5.57) et utiliser (5.401) 
pour obtenir dk, i.e. 
(6') (GESTION DU FAISCEAU) Choisir J;:', J:+', i E {l, . . . , r}, et J:+' de façon 
à ce que 
Remarque: Le vecteur pk évalué à l'étape 1' avec l'expression (5.53) est la valeur 
optimale de la variable vectorielle p du problème (5.34). 
Remarque: Si, à l'étape 6', on choisit 
J;:' = .$u {k'), V i  1 , .  } 
J:+' = Jo, -k V { r }  V k  
J:" = j:, V k  
on a alors la stratégie d'accumulat ionlépurat ion. 
Par contre, on obtient la stratégie d'accumulation lorsque l'on a 
L'algorithme permet toutes les stratégies intermédiaires possibles. 
Les énoncés de tous les résultats de ce chapitre, à l'exception du lemme 6.4.6 qui 
a besoin d'être modifié, demeurent vrais sans aucun changement pour les stratégies 
d'accumulation et d7accumulation/épuration. Il est toutefois nécessaire de modi- 
fier trivialement certaines démonstrations. Nous effectuerons ci-dessous une très 
rapide revue des principaux changements à apporter aux résultats et  démonstra- 
tions précédent S. 
Le lemme 6.4.1 découle directement des définitions (5.54a)-(5.54~) lorsque l'on 
définit le vecteur de poids (e, pk7 SC) par, 
- - [ Pij si j E J: 
- O si j E  JA U.. .U J~-'\J:~ i €  {1, ... ' r }  
On peut remplacer le lemme 6.4.6 par le 
Lemme 6.6.1 Le vecteur pk vérifie 
-k k 
Pk E 39, (x + d k )  
De plus, si  +Cp désigne la fonction associée au problème (( 
(6.35a) 
5.47), i.e. résultant de 
l'épuration a posteriori (s'il y en a)  du problème (5.22a)-(5.22f) associé à la fonction 
+:, alors 
-k k 
$Cp(xk + d k )  = ip,(z + d k )  (6.35b) 
et 
pk E Eqfp(zk + d k ) .  ( 6 . 3 5 ~ )  
Démonstration: 
Semblable à celle du lemme 6.4.6. Il faut remplacer les mentions aux problèmes 
(5.66a) et (5.64) par des mentions aux problèmes (5.50) et (5.22a)-(5.22f). 
Remarquons aussi qu'étant donné que les problèmes (5.64) et (5.22a)-(5.22f) 
ont la même structure, l'expression (5.67) est toujours vraie si l'on substitue 
+f(xk + d k )  à &xk + d k ) .  Ceci permet alors de conclure que pk E 3$(zk + d k ) .  
L'égalité (6.35b) découle de la dernière partie du lemme 5.8.5 tandis que ( 6 . 3 5 ~ )  
découle de (6.35a) en remarquant que le problème équivalent (5.47) contient toutes 
les contraintes du problème (5.22a)-(5.22f) ayant un multiplicateur de Lagrange non 
nul. rn 
Par conséquent, les commentaires immédiatement avant et après le lemme 6.4.6 
demeurent volides si l'on remplace F: par 9:. 
Il faut modifier trivialement la démonstration du lemme 6.5.4 en remplaçant 
les mentions à des résultats de la section 5.9 par des mentions aux résultats corres- 
-k 3r pondants de la section 5.8. Il faut évidemment changer les fonctions p,' fia et fha 
Ak 3 par p, 7 fi. et f - - 2 -  
Enfin, il faut modifier la démonstration du lemme 6.5.10 comme suit. Il faut 
d'abord remplacer la définition (6.33) de la fonction +: par 
A -k k+l ( x )  = (x ) + (pk, x - zkfl). 
En utilisant l'argumentation du début de la démonstration, on prouve que 
ce qui permet de remplacer les inégalités (6.34) par (6.37). II suffit, par la suite, de 




Nous avons présenté au chapitre 2 un problème de programmation linéaire de 
grande taille que nous avons reforrnulé comme un problème équivalent de program- 
mation convexe non-différentiable consistant a minimiser une somme de fonctions 
polyédriques convexes sur son domaine. Ceci nous a amené à nous intéresser au 
problème plus général de la minimisation d'une somme de fonctions convexes (non 
nécessairement polyédriques) sur un sous-ensemble convexe du domaine de la fonc- 
tion résultante que l'on est assez naturellement porté à résoudre à l'aide de méthodes 
de coupes. Les chapitres qui ont suivi ont présenté les concepts de stabilisation des 
algorithmes de plans sécants e t  leur mise en oeuvre dans le cadre de nouveaux al- 
gorithmes de la famille des méthodes de faisceaux. 
Le présent chapitre est une étude préliminaire du comportement numérique 
de ces algorithmes appliqués à la résolution du problème de programmation linéaire 
(2.1) du chapitre 2. Pour ce faire, il a fallu concevoir le programme CMinSfpc et 
engendrer une série de problèmes tests. Celui-ci utilise les résultats de la section 4.6 
pour produire les sous-gradients et coupes requises par l'algorithme. Remarquons 
dès maintenant que le problème équivalent (2.4) ne comporte pas d'ensemble C 
restreignant le domaine de l'optimisation, d'oii l'inutilité de l'oracle qui y est associé. 
Contrairement à d'autres études (dont celle de Medhi (1987)) nous avons choisi de 
ne traiter que des problèmes réels. 
Les sections 7.2 et  7.3 décrivent brièvement le programme CMinSfpc et les 
problèmes tests tandis que les suivantes décrivent et interprètent les résultats de nos 
tests numériques. 
Le programme CMinSfpc 
Le programme CMinSfpc est un programme C, exploitant la modularité de 
l'op timiseur de programmat ion linéaire Cplex ( 1992)' résolvant le problème (2.1 ) à 
l'aide d'une variante de l'algorithme du chapitre 6 appliquée au problème équivalent 
(2.4). 11 minimise donc une somme de fonctions polyédriques convexes, d'où son 
nom. 
Nous avons vu au chapitre 5 deux approches qui s'offraient à nous pour résoudre 
le problème (5.1)' soit l'approche des régions de confiance et celle des pénalisations. 
L'approche des régions de confiance est bien adaptée au cas des normes el et e,  
puisque les problèmes de recherche d'une direction d'amélioration en sont alors de 
programmation linéaire. Par contre, l'approche est difficile à mettre en oeuvre 
lorsque l'on utilise d'autres normes car on obtient alors une contrainte non linéaire 
que I'on est tenté de dualiser par passage à la fonction économique. Mieux vaut, dans 
ce cas, recourir à la seconde approche, soit l'approche des pénalisations que nous 
avons développée au chapitre 6. C'est celle qui permet de traiter plus facilement le 
plus grand nombre de normes. 
Cependant, dans la pratique, on est le plus souvent intéressé par un nombre 
restreint de normes, soit les normes l,, el et l2 (ou plus généralement par des normes 
quadratiques). Ceci semble favoriser l'utilisation de l'approche des régions de con- 
fiance puisque deux de ces trois normes peuvent être facilement utilisées sous cette 
approche. A celà, s'ajoute la rareté de codes robustes et performants d'optimisation 
quadratique adaptés au traitement d'un petit nombre de contraintes de convexité 
(Kiwiel, 1989b et 1994) qui ne sont malheureusement pas disponibles. 
Pour ces raisons et pour des contraintes de temps, il a été décidé de re- 
porter à plus tard l'utilisation des normes quadratiques. Le programme CMinSfpc 
est donc basé sur l'utilisation de régions de confiance. Il recherche une direction 
d'amélioration à l'aide du problème (5.16a)-(5.16g), ou de son dual (5.20a)-(5.20f). 
L'algorithme mis en oeuvre est une adaptation de l'algorithme du chapitre 6 ex- 
ploitant l'équivalence des deux approches mise en évidence par la proposition 5.5.2. 
(En fait, Ià où l'algorithme du chapitre 6 décide d'augmenter la valeur du paramètre 
de pénalisation, CMinSfpc fait décroître le "rayonn de la région de confiance, et 
vice-versa). C'est ce qui était entendu par l'expression "variante de l'algorithme du 
chapitre 6" du début de cette section. 
Outre le choix entre les normes bl et !, dans le problème primd de recherche 
d'une direction, le programme CMinSfpc offre le choix entre les stratégies d'accumu- 
lation et d'accumulation/épuration de l'information. Des paramètres permettent de 
contrôler la manière dont les poids (ou plutôt les "rayonsn des régions de confiance) 
varient, et l'usager peut choisir entre une approche de "pénalisationsn dans laquelle 
des variables sont ajoutées aux cont rôintes liantes de chacun des sous-problèmes 
afm de ne manipuler que des fonctions à valeurs finies (voir Minoux (1983), section 
8.3), et L'approche des plans coupants du chapitre 6 où des plans sont engendrés 
afin de ramener les solutions du problème maître dans le domaine des fonctions. 
11 faudra comprendre, dans la suite de ce chapitre, que l'expression "approche des 
pénalisationsn sera utilisée dans ce sens plutôt que dans celui des chapitres 5 et 6. 
Deux procédures d'enrichissement local des modèles des fonctions sont possibles. De 
plus. le programme offre à l'usager la possibilité de résoudre son problème à l'aide 
de la méthode de Benders (1962) classique. Ces diverses options seront comparées 
dans les prochaines sections. 
7.3 Les problèmes tests 
Nous avons décidé de ne tester l'algorithme qu'avec des problèmes réels. Le 
modèle d'échanges d'électricité entre le Québec et l'état de New-York de Berger, 
Dubois, Lessard, Haurie et Loulou (1990) a servi à construire les problèmes utilisés 
pour les tests. Il s'agit d'un modèle de programmation linéaire de long terme pouvant 
compter 9 périodes de 5 ans qui a servi à étudier les gains résultants de la coopération 
entre les deux régions sous divers scénarios d'interconnexion entre leurs réseaux 
électriques. Ce modèle est engendré avec la version canadienne (Berger et  al., 1992) 
du logiciel MARKAL (Fishbone et Abilock, 1981; Fishbone et al., 1983)' un outil 
d'analyse à long terme de systèmes énergétiques et environnementaux régionaux, né 
d'un projet de l'Agence Internationale de l'énergie. 
La flexibilité de MARKAL permet d'engendrer facilement des problèmes corn- 
portant de 1 à 9 périodes. Cette flexibilité a été mise à profit pour engendrer les 
problèmes QCNY 1 à QC NY9 dont quelques caractéristiques apparaissent au tableau 
7.1. La  dernière colonne de ce tableau présente les temps d'optimisation par Cplex 










































































Chacun de ces 9 problèmes peut être décomposé d'au moins trois manières. 
On peut d'abord considérer la décomposition proposée au chapitre 2 pour laquelle 
il y a un sous-problème pour chacune des deux régions et un pour coordonner les 
échanges. Puisque, pour ces problèmes, le sous-problème des échanges est de petite 
taille, on peut le fusionner à l'un ou l'autre des deux sous-problèmes régionaux. ce 
qui fournit les deux autres décompositions. 
Nous avons par conséquent identifié trois problèmes équivalents d'optimisation 
convexe non-différentiable pour chacun des 9 problèmes de programmation linéaire 
du tableau 7.1. Nous désignerons par DQCNYi Le problème équivalent au problème 
QCNYI, i E { 1, ..., 9}, où le modèle des échanges constitue un sous-problème dis- 
tinct, et par DQCNYLQC et DQCNYiNY ceux où le problème des échanges est 
fusionné au problème du Québec ou à celui de l'état de New-York. 
Ceci fournit donc 27 problèmes de programmat ion convexe pouvant être traités 
par CMinSfpc. En pratique, nous ne les avons pas tous testés. A mesure que 
des problèmes de plus grande taille étaient considérés, il était décidé de pour- 
suivre ou non les tests avec certaines formulations, de sorte que seuls les problèmes 
DQCNYi-QC ont tous été traités. Le tableau 7.2 indique, pour chacune des for- 
mulations, la taille (c'est-à-dire le nombre de vaxiabies si) du problème équivalent 
(non-différentiable). 
Tableau 7.2 Nombre de variables des problèmes équivalents 
Le reste de ce chapitre est consacré aux tests effectués avec CMinSfpc. Ce 
programme fait appel à la version 2.1 de Cplex et tous les tests ont été effectués 
sur une station de travail Sun-Spaxc-Station 10130 disposant de 32 méga-octets de 
mémoire vive et d'une puissance de calcul de 86 Mips. Les temps UCT (unité 
centrale de traitement) d'optimisation qui seront donnés excluent les opérations de 
lecture et de chargement en mémoire des problèmes traités. 









La plupart des tests ont été effectués en fixant la constante d'arrêt r s  de 
l'algorithme à 0,025, ce qui, en la comparant aux valeurs optimales du  tableau 7.1, 
correspond à des erreurs relatives comprises entre 0,003024% et 0,000097%. Ceci 
permet d'étudier le comportement asymptotique des algorithmes testés. Remar- 
quons qu'il est très rare d'exiger de telles précisions d'algorithmes de décomposition. 











7.4 L'approche des fonctions à valeurs finies 
Lorsque l'utilisateur le désire, le programme CMinSfpc ajoute une variable 
de surplus et une variable de déficit à chacune des contraintes Liantes de chacun 
des sous-problèmes. De cette façon, ils sont toujours réalisables, les fonctions v i ( . )  
définies par les problèmes (2.5) et (2.6) sont à valeurs finies et la contrainte (5.20~) 
du dual du problème de recherche d'une direction est alors supedue. Cette option a 
été utilisée dans cet te section et le coût unitaire de chacune des variables artificielles 
ajoutées a été pris égal à 10000. A moins d'indication contraire, c'est la stratégie 
d'accumulation des contraintes qui est utilisée. 
7.4.1 Rayons invariants 
Nous avons commencé p a r  étudier le comportement de l'algorithme lorsque le 
"rayon" 7 de la région de confiance est fixé à une valeur qui ne change pas. 
Le tableau D. 1 présente les résultats de deux groupes d'optimisations faites 
sur le problème (à trois périodes) DQCNY3: l'un où la norme e,  est utilisée dans 
la fonction économique (5.20a) et l'autre où c'est la norme el qui est utilisée. Dans 
les deux cas, nous avons effectué 18 optimisations avec des valeurs différentes du 
paramètre y. 
On remarque, comme prévu, que pour chacune des normes, les performances 
(i.e. nombre d'itérations, colonnes engendrées, ou temps d'optimisation) de l'algo- 
rithme se dégradent lorsque la valeur de 7 est trop petite ou trop grande. En fait, 
pour chaque norme, il existe un intervalle de valeurs de 7 produisant les meilleures 
performances. Cet intervalle est beaucoup plus étroit dans le cas de la norme du 
maximum (i.e. e,). 
Nous avons refait cet exercice pour des formulations correspondant à des 
problèmes comportant d e  1 à 5 périodes et ce comportement a toujours été ob- 
servé. Marsten, Hogan e t  Blankenship (1975) l'ont aussi remarqué dans le cadre de 
tests effectués avec la méthode BOXSTEP, qui utilise la norme t,, sur un problème 
de multiflots de petite taille. 
Des valeurs inférieures à celles de l'intervalle "optimaln se traduisent par un 
accroissement du nombre d'itérations et du temps d'optimisation. On remarque 
toutefois que le nombre de  colonnes engendrées ne croit pas aussi rapidement. Ceci 
est dû au fait que les bases optimales des sous-problèmes ne changent pas à toutes les 
itérations de l'algorithme, d'où l'inutilité de réengendrer des colonnes déjà exist antes. 
Dans ce cas, plusieurs itérations peuvent être effectuées avant que l'algorithme quitte 
la région de validité de la base optimale d'un sous-problème et qu'une nouvelle 
colonne soit introduite dans le problème maître, i.e. de recherche d'une direction 
d'amélioration. Le ratio des pas de descente par itération est alors élevé (70% et 
plus). 
Des valeurs supérieures à celles de l'intervalle "optimal" provoquent un ac- 
croissement graduel, mais en apparence borné, du nombre d'itérations et de colonnes 
engendrées. Les temps d'exécution croissent égaiement. Pour les petits problèmes, 
ils plafonnent mais pour des problèmes de plus grande taille (comme les problèmes 
DQCNY5 et DQCNYLQC associés au problème initial QCNY5), ils explosent. Ceci 
est dîi au fait que Cplex a besoin de plus en plus d'itérations pour réoptimiser les 
sous-problèmes car les changements des seconds membres sont très importants. De 
plus, le problème maître semble devenir mal conditionné car il est de plus en plus 
difficile et long à résoudre (nous reparlerons plus loin de ce problème). Le ratio des 
pas de descente par itération prend de faibles valeurs (10% et moins). 
En général, pour un nombre d'itérations identique, une valeur élevée de 7 
produira un plus grand nombre de colonnes et un temps d'optimisation plus long. 
C'est parce que l'on explore une plus grande région de l'espace et  que les bases 
optimales des sous-problèmes varient davaatage entre deux itérations successives de 
l'algorithme. 
Des problèmes d'instabilité numérique ont été fréquemment observés pour des 
valeurs extrêmes de y. De plus, des valeurs trop petites peuvent occasionner un 
arrêt prématuré du programme. En effet, il se peut que la petite taille de la région 
de confiance interdise une décroissance supérieure à ES, la constante d'arrêt, de la 
valeur de la fonction économique. Le programme doit comporter un test vérifiant. 
lorsque ce cas se présente, si le déplacement proposé correspond à un point situé 
sur la frontière de la région de confiance et un mécanisme forçant la poursuite des 
itérations jusqu'à ce que la solution optimale du problème maître soit à l'intérieur 
de la région de confiance. 
Bien que le meilleur temps d'optimisation affiché dans le tableau D.1 ait été 
obtenu avec la norme t ,  (pour 7 = O, 75), celui-ci peut, selon le problème, être at- 
teint avec l'une ou l'autre des deux normes. Cependant, la norme El semble la plus 
sûre. En effet. sauf pour de très faibles valeurs de 7 où l'algorithme semble se com- 
porter aussi mal avec les deux normes, les critères de performance que sont le nombre 
d'itérations, de colonnes engendrées et le temps d'optimisation sont généralement 
meilleurs avec la norme el.  Celle-ci semble nettement plus efficace pour de fortes 
valeurs de y. 
Les tests faits sur les problèmes DQCNYi, DQCNYi-QC et DQCNYiNY, 
i 2 5, ont montré que les meilleures valeurs de 7 sont d'environ 0?9 pour la norme 
e, et 6,75 pour la norme el.  De plus, malgré l'imprécision de l'affirmation qui 
suit, les performances de l'algorithme ne sont généralement pas "mauvaisesn pour 
y E [OJ, 51 dans le cas de la norme tm et pour 7 E [1, 501 dans le cas de la norme 
41. 
L'algorithme n'ayant pas été testé sur une grande variété de problèmes, il 
serait téméraire et prématuré d'affirmer qu'une valeur particulière, ou qu'un in- 
tervalle particulier de valeurs, de 7 soit idéal pour la majorité des problèmes. 
Par conséquent, pour chaque nouveau problème, nous devrions supposer inconnu 
l'intervalle des meilleures valeurs de ce paramètre. Ceci, et la dégradation observée 
des performances lorsque 7 prend des valeurs extrêmes, milite grandement en faveur 
de l'utilisation de procédures dynamiques d'ajustement du "rayonn de la région de 
confiance. 
7.4.2 Ajustement dynamique du paramètre y 
Lorsque les règles de l'étape 8 de I'algorithrne le permettent, CMinSfpc modifie 
comme suit la valeur du "rayonn 7 de la région de confiance: 
-yk+l + &yk s'il y a pas de descente, 
où @ est une constante supérieure à 1 choisie par l'utilisateur du  programme. De 
plus, afin d'empêcher un changement trop rapide de 7, l'utilisateur doit choisir un 
entier supérieur ou égal à 1, que l'on appelle facteur d 'inertie. 
L'algorithme ne modifiera le paramètre y que si un nombre minimal, égal au 
facteur d'inertie, d'itérations consécutives justifiant un même changement a eu lieu. 
Ainsi, si le facteur d'inertie vaut N ,  le paramètre y ne sera augmenté qu'après N pas 
de descente consécutifs. De même, y ne sera réduit qu'après pas nuls consécutifs 
(vérifiant le test (6.7)). L'utilisation de ce facteur d'inertie a été suggérée par Kiwiel 
(1990) qui a adopté la valeur 4. 
Afin d'éliminer les problèmes d'instabilité numérique résultant de  valeurs ex- 
trêmes de 7, l'utilisateur doit en définir un intervalle de valeurs admissibles en fixant 
une borne inférieure Y I H F  et une borne supérieure ?sup. 11 détermine aussi la valeur 
initiale 7.0 de 7 .  
Le tableau D.2 présente quelques statistiques sur les performances de CMinSfpc 
pour les 15 problèmes tests correspondants à des problèmes comportant de  1 à 5 
périodes. Pour tous ces tests, nous avons posé B = 1,33 et  fixé à 4 la valeur du 
facteur d'inertie. On avait = O,l, 7 s ~ ~  = 5 et = O, 9 pour la norme b,, et 
Y I N F  = 1, ~ s u p  = 50 et 70 = 6'75 pour la norme el. 
Dans la majorité des cas, l'utilisation de la norme el dans la formulation pri- 
male du problème maître a produit les meilleurs temps d'optimisation. Le nombre 
d'itérations semble être à peu près identique pour les deux normes. On remarque que 
Les formulations DQCNYLQC produisent constamment de meilleurs résultats que 
les formulations DQCNYI. Les fomulat ions DQCNYiNY sont moins intéressantes: 
bien que supérieures aux formulations DQCNYi, elles produisent presque toujours 
de moins bons temps de calcul que les formulations DQCNYi-QC. Pour cet te  raison, 
nous ne les considérerons plus par la suite. On remarquera aussi que pour la totalité 
des cas concernant la formulation DQCNYLQC, c'est !a norme el qui a produit les 
meilleurs temps d'exécution. 
En comparant les résultats du problème DQCNY3 à ceux du tableau D.1, 
on constate que l'utilisation du mécanisme d'ajustement dynamique de 7 produit 
des résultats de très bonne qualité. Il ne parvient cependant pas à faire mieux 
que les meilleurs résultats du tableau D.1. Dans le cas de la norme P,. on con- 
verge en moins de temps et en engendrant moins de colonnes que pour n'importe 
lequel des 18 cas du tableau D.1. Le nombre d'itérations n'est battu (de justesse) 
que par l'un de ces 18 cas. Les résultats sont moins spectaculaires pour la norme 
(1. Néanmoins, ils sont intéressants. Des tests supplémentaires effectués avec les 
problèmes DQCNY1, DQCNY3-QC, DQCNY3-!Y, DQCNY5 et DQCNYJ-QC ont 
révélé que cette procédure dynamique produit de très bonnes valeurs des indicateurs 
de performance sans nécessairement faire mieux à tout coup que la méthode où 7 
est constant et fixé à la meilleure valeur trouvée. Nous croyons cependant que (1) 
l'intérêt d'une procédure d'ajustement dynamique résulte de l'ignorance: a priori, de 
la meilleure valeur de -y, et (2) qu'il est probablement possible de faire mieux en fi- 
xant plus judicieusement les valeurs du facteur d'inertie, des constantes 0, Y I N F ,  y s u ~  
et 70, ou en considérant d'autres mécanismes d'ajustement de y. 
Des tests effectués en utilisant plusieurs valeurs de O indiquent que la valeur 
1,33 est excellente. Par contre, nous ne sommes pas arrivés à la même conclusion 
avec le facteur d'inertie. Nous avons, dans le cas du problème DQCNYI, testé des 
valeurs du facteur d'inertie comprises entre 1 et 7 pour diverses valeurs de y et 
quelques variantes de la procédure d'ajustement de y sans arriver à des résultats 
concluants quant à la supériorité d'une valeur particulière du facteur d'inertie. Des 
tests supplémentaires devraient être entrepris. Pour cette raison, nous avons choisi 
de le garder fixé à 4. Il serait peut-être intéressant de le rendre lui aussi ajustable 
dy namiquement. 
Tout comme pour les méthodes de coupes classiques (c'est-à-dire non sta- 
bilisées), nous avons observé une amélioration rapide de la valeur de  la fonction 
économique au cours des premières itérations et une décroissance lente par la suite. 
Le phénomène est d'autant plus apparent que le problème de programmation linéaire 
sous-jacent est gros. Diverses variantes du mécanisme d'ajustement de y ont été 
étudiées dans le but de contrer ce problème mais puisqu'aucune d'elles n'a été sig- 
nificativernent supérieure au mécanisme du programme, il a semblé préférable de n e  
pas le modifier tant que des tests plus exhaustifs n'auront pas été conduits. Ces 
variantes étaient toutes basées sur I'observation que, lorsque la valeur de la fonc- 
tion économique est assez près de sa valeur optimale, des séquences de plusieurs 
(dizaines de) pas nuls consécutifs sont fréquentes. Ceci a pour effet d'entrainer as- 
sez rapidement la valeur de -y à sa borne inférieure. Les pas de descente consécutifs 
devenant alors rares, la valeur de 7 n'augmente plus, ou presque, et la méthode 
devient alors une méthode où y est fixé à une faible valeur, d'où une mauvaise 
convergence (comme en font foi les premières lignes du tableau D.l). II a semblé 
intéressant de faire augmenter plus rapidement et davantage la valeur de y suite à 
un pas de descente, une fois que 7 a atteint sa valeur minimale. 
Enfin, on remarque en examinant les valeurs du ratio "TempsPM/TempsSPn 
du temps total d'optimisation du problème maître sur le temps total d'optimisation 
des sous-problèmes que l'algorithme se comporte très bien lorsque la valeur de ce 
ratio est faible (i.e. inférieure à i) et plutôt bien lorsque ce ratio n'excède pas 
1,O. C'est le cas de toutes les formulations à 3 périodes ou moins. Par contre, les 
formulations DQCNY4 et DQCNY5 exhibent des ratios variant entre 2,66 et 7.13 et 
les indicateurs de performance se dégradent fortement. Il est intéressant de constater 
que la formulation alternative DQCNYI-QC est caractérisée par de faibles valeurs 
de ce ratio, pour toutes valeurs de i 5 5. 
La faiblesse des formulations DQCNYi tient au fait que, en ne considérant 
pas les variables artificielles ajoutées par le programme, les modèles de production 
d'électricité des deux régions peuvent s'accommoder d'importantes fluctuations de 
la demande et fournir des solutions optimales (réalisables), alors que ce n'est pas le 
cas du modèle d'échanges correspondant au problème (2.5) du chapitre 2. En effet. 
on peut, en simplifiant les choses, voir les valeurs des variables du problème non- 
différentiable comme les capacités des sources et les demandes des puits d'une espèce 
de problème de transport (comme le problème (2.8)). Or, la solution du problème 
maître vérifie rarement les conditions nécessaires pour qu'un problème de transport 
soit bien défini (comme la somme des capacités des sources est égale à la somme 
des demandes des puits). 11 est donc nécessaire de faire beaucoup d'itérations pour 
arriver à un tel résultat. 
Les formulations alternatives sont supérieures car, en intégrant le sous-modèle 
des échanges au modèle de l'une des régions, on augmente significativement la pro- 
portion des itérations où tous les sous-problèmes sont réalisables et l'information 
transmise au problème maître est alors de meilleure qualité. Cette remorque pren- 
dra tout son sens dans la prochaine section, où nous n'utiliserons plus de variables 
artificielles. 
Des ratios "TempsPM/TempsSPn élevés suggèrent l'utilisation de la stratégie 
d'accumulation/épuration. En effet, les problèmes maîtres étant de plus petites 
tailles, ils seront plus faciles à résoudre et la valeur du ratio devrait s'améliorer. Par 
contre, les solutions seront moins bonnes et le nombre d'itérations pourra augmenter. 
7.4.3 La stratégie d'accumulation/épuration 
Le programme CMinSfpc met en oeuvre une stratégie d'accumulation/épura- 
tion. A chaque itération, il détruit les colonnes du problème maître dual (5.20a)- 
(5.20f) dont les variables sont nulles et les coûts réduits strictement positifs. 
Les résultats de l'optimisation des problèmes DQCNYi et DQCNYi-QC: i 5 5: 
apparaissent au tableau D.3. On remarque, en les comparant à ceux du tableau D.2, 
que, comme nous nous y attendions, le nombre d'itérations a augmenté pour chaque 
problème. Cette augmentation est modeste ou nulle pour les plus petits problèmes 
( i  5 2), mais devient importante pour les plus gros. L'augmentation du nombre de 
colonnes engendrées est proportionnelle à celle du nombre d'itérations. L a  stratégie 
s'est aussi avérée plus coûteuse en terme de temps de calcul: pour la plupart des 
problèmes, l'augmentation du temps de calcul est plus ou moins proportionnelle à 
celle du nombre d'itérations. 
Le phénomène des longues séquences de pas nuls consécutifs observé près de 
l'optimum sous la stratégie d'accumulation est encore plus évident avec la stratégie 
d'accumulation/épuration et il devient nécessaire, afin d'aboutir rapidement à la 
précision recherchée, de trouver un mécanisme d'accélération. 
Ici aussi, et encore plus que dans le cas de la stratégie d'accumulation, la norme 
el s'est avérée supérieure à la norme e,. 
Suite aux résultats jusqu'ici obtenus, il a été décidé de ne résoudre les problèmes 
de plus de 5 périodes qu'avec la formulation DQCNYLQC (en fait, avec une variante 
de celle-ci). 
7.4.4 La convergence asymptotique 
Le tableau D.4 illustre le comportement asymptotique de I'algorit hme. Il 
contient le nombre d'itérations et le temps calcul requis pour résoudre le problème 
DQCNYB-QC avec une erreur absolue de 0.025 et quatre niveaux d'erreur relative 
(i.e. 0,196, O,5%, 1,0% et 2,5%). L'algorithme a été utilisé avec chacune des deux 
normes 8, et el et chacune des deux stratégies de gestion de l'information (la lettre 
"A" correspond à la stratégie d'accumulation tandis que la lettre "En est associée à 
celle d'accumuIation/épuration) . 
Pour chacune des 4 combinaisons considérées, on constate que la recherche 
d'une précision élevée se traduit par un nombre élevé d'itérations et de longs temps 
de calcul. Ainsi, si l'on se satisfait d'une erreur relative de 0,596, on réduit sub- 
stantiellement le nombre d'itérations (de 45 à 48% dans le cas de la stratégie 
d'accumulation et de 61 à 79% dans le cas de la stratégie d'accumulation/épuration) 
et le temps de calcul (d'approximativement sous la stratégie d'accumulation. e t  
de % sous la stratégie d'accumulation/épuration). 
On constate aussi que la stratégie d'accumulation/épuration requiert approxi- 
mativement le même nombre d'itérations que la stratégie d'accumulation pour des 
erreurs relatives comprises entre 1,0% et 2,5%. Le temps de calcul est alors inférieur 
(de 13% sous la norme e ,  et de 6-7% sous la norme P l ) .  La stratégie d'accumulation 
est supérieure pour des erreurs relatives inférieures à 0'1%. 
Le comportement ainsi mis en évidence s'observe pour tous les gros problèmes 
traités. Plus le problème est de grande taille et plus il est apparent. Il suggère 
que l'utilisation de la nonne el et  de la stratégie d'accumulation/épuration avec une 
erreur relative qui n'est pas inférieure à 1% produit les meilleurs temps de calcul. 
Malheureusement, les solutions obtenues ne sont généralement pas réalisables et il 
est souhaitable, si l'on veut procéder ainsi, de ne plus recourir à l'approche des 
pénalisations. 
7.4.5 Deux procédures d'enrichissement 
Le programme CMinSfpc comporte deux options d'enrichissement des modèles 
des fonctions dans un voisinage de la solution proposée par le problème maître. Sous 
l'enrichissement sélectif, après la résolution d'un sous-problème, le programme ef- 
fectue des analyses de sensibilité pour chacun des éléments de son second membre 
correspondant à une contrainte liante. Utilisant les valeurs duaies et les Zni va- 
riations trouvées (2 pour chacune des ni contraintes liantes du sous-problème i), il 
détermine la contrainte et le sens de la variation de son second membre produisant 
la plus forte décroissance de la valeur de la fonction économique du sous-problème. 
Il réévalue alors la fonction valeur vi(*) à ce nouveau point (en fait, à une petite dis- 
tance s > O à l'extérieur de l'intervalle) afin d'engendrer un nouveau sous-gradient. 
Par conséquent, sous l'enrichissement sélectif, deux sous-gradients peuvent être en- 
gendrés à chaque itération par chacun des sous-problèmes. 
Sous la procédure d'enn'citissement massif, l'algorithme réévalue la fonction 
vi(*) à chacun des 2ni nouveaux points déterminés par les analyses de sensibilité. 
Jusqu'à 2ni + 1 sous-gradients peuvent ainsi être engendrés par le sous-problème i 
à chaque itération. 
Les problèmes DQCNY1-QC, DQCNY2QC et DQCNY3-QC ont été résolus 
en utilisant ces deux procédures d'enrichissement. Le tableau D.5 présente quelques 
résultats de ces tests (les lettres Y", "Sn et "M" correspondent respectivement à un 
enrichissement inactif, sélectif et massif des modèles). 11 révèle, sans surprise, que 
le nombre d'itérations diminue à mesure que l'on accroit le niveau d'enrichissement 
et que la proportion des pas de descente s'accroît. Par contre, cette réduction 
du nombre d'itérations ne suffit pas à compenser pour l'augmentation du temps 
calcul résultant de l'enrichissement. Le temps de calcul se détériore à mesure que 
le niveau d'enrichissement augmente. Cette dégradation du temps de calcul semble 
attribuable au coût fixe élevé de l'appel à la procédure d'optimisation de Cplex (des 
tests ont montré que le temps de calcul de Cplex peut être représenté par le modèle 
linéaire ,û + Q iter où p z 70, "iter" est le nombre d'itérations du simplexe et n est 
le temps de calcul pour une itération). 
Les mauvaises performances des procédures d'enrichissement peuvent aussi être 
expliquées par le fait qu'il est inutile d'enrichir les modèles des fonctions lorsque 
l'on est loin de l'optimum: les sous-gradients engendrés aux points proposés par 
le problème maître s a s e n t  à éliminer ces points et leurs voisinages. Il semble 
préférable de réserver I'enrichissement aux dernières itérations lorsque la solution 
courante n'est plus très éloignée de l'ensemble des solutions optimales. On pourrait 
espérer ainsi réduire suffisamment les longues séquences de pas nuls consécutifs ob- 
servés sous des erreurs relatives minimes dans le but de réduire les temps d'exécution. 
7.5 L'approche des plans coupants 
Même s'il est possible de transformer artificiellement, comme nous l'avons 
fait à la section précédente, le problème de manière à ce que les fonctions soient 
toutes à valeurs finies, notre problème en est d'abord un de minimisation d'une 
somme de fonctions convexes à valeurs dans IR U {+m}. Le traitement des valeurs 
infinies. i.e. des incompatibilités des sous-problèmes, consiste à engendrer des plans 
coupants destinés à forcer le problème maître à produire des solutions faisant partie 
du domaine de l'optimisation. C'est cette approche qui a été explorée dans les 
précédents chapitres. L'un de ses intérêts réside dans les faiblesses de l'approche des 
pénalisations. 
D'abord, il n'est pas toujours évident de déterminer a priori une valeur raison- 
nable du coût unitaire de pénalisation associé aux variables artificielles. Une valeur 
trop faible mène à une solution non-op t imale (et généralement non-réalisable) pour 
le problème original tandis qu'une valeur trop élevée conduit à de sérieux problèmes 
d'instabilité numérique pouvant empêcher l'optimisation. 
Ensuite, comme nous l'avons déjà remarqué, l'approche des pénalisations force 
l'utilisation d'une précision très élevée si l'on doit trouver une solution finale réali- 
sable. 
Avec l'approche des plans coupants, ces problèmes disparaissent. Celle-ci 
nécessite cependant une double utilisation de l'algorithme dans laquelle on détermine. 
dans une première étape (la Phase I), une solution réalisable, puis dans une seconde 
étape (la Phase II) une solution E-optimale. Cette procédure en deux phases peut 
augmenter le nombre d'itérations et le temps calcul (par rapport à l'approche des 
pénalisations). Par contre, une fois Ia Phase 1 terminée, on peut en tout temps 
interrompre les calculs et disposer d'une solution réalisable. Cette approche semble 
donc toute désignée lorsque l'on désire une solution réalisable &-optimale, avec une 
valeur de E pas trop petite. 
7.5.1 Rayons invariants et méthode de Benders 
L'étude du comportement de l'algorithme lorsque le paramètre y est fixé ayant 
été faite sous l'approche des pénalisations, nous nous intéresserons davantage à une 
méthode bien connue qu'il est possible d'obtenir en apportant des modifications 
mineures à la codification de la méthode de faisceaux, soit la méthode de Benders. 
Celle-ci est disponible comme une option du programme CMinSfpc. 
Contrairement aux méthodes de faisceaux, la méthode de Benders (1962), 
comme toutes les méthodes classiques de plans sécants, travaille avec une &région 
de confiance" de taille infinie. De plus, elle ignore les concepts de pas nul et de pas 
de descente: il y a un déplacement à chaque itération. 
Il est donc possible, en ignorant le test des pas de descente et en posant 7 = 
+m, de transformer l'algorithme de manière à obtenir la méthode de Benders. Ceci 
a été fait dôns le cas de la norme P, en posant 7 égal à 10000, une valeur très 
largement supérieure à la norme des solutions de chacun de nos problèmes tests. 
Le tableau D.6 permet, pour trois problèmes, une comparaison des perfor- 
mances de la méthode de Benders à celles des méthodes de faisceaux avec paramètre 
y constant fixé à 0,9 (sous la norme b,). Le tableau permet aussi la comparaison 
des deux approches de la méthode de faisceaux. Ainsi, le sigle "FP" dans la colonne 
"Méthoden désigne l'approche des pénalisations tandis que le code "FCn est associé 
à l'approche des plans coupants. La  lettre "B" désigne la méthode de Benders. Les 
valeurs entre parenthèses de la colonne 'Itérationsn sont les nombres d'itérations de 
Phase 1 de la méthode de faisceaux avec plans coupants. La dernière colonne du 
tableau donne le nombre total d9itérations du simplexe ayant été nécessaires pour 
l'optimisation initiale et les réoptimisations subséquentes des sous-problèmes et du 
problème maître. Les chiffres entre parenthèses ne concernent que les itérations du 
problème maître. 
Comme il fallait s'y attendre, la méthode de faisceaux avec plans coupants est 
moins intéressante que celle avec pénalisations. Cependant, pour les trois problèmes 
tests, les deux méthodes de faisceaux surpassent la méthode de Benders, tant pour 
le nombre d'itérations, que pour le nombre de colonnes engendrées, que le temps 
d'optimisation ou que le nombre total d'itérations du simplexe. Ceci provient 
du fait que le problème maître de la méthode de Benders permet de très grands 
déplacements, ce qui augmente le nombre d'itérations du simplexe nécessaires a la 
réoptimisation des sous-problèmes et, de ce fait, le temps de calcul. 
Les résultats concernant le problème DQCNY3 sont des plus intéressants. On 
remarque que le temps de calcul et le nombre total d'itérations du simplexe sont 
respectivement 51,6 et 37,3 fois supérieurs à ceux de la méthode de faisceaux avec 
pénalisations et de 18,2 et 21,8 fois supérieurs à ceux de la méthode de faisceaux 
avec plans coupants. Cette dégradation, qui ne s'observe pas aussi nettement sur les 
deux problèmes de plus petites tailles, est essentiellement due au problème maître, 
comme en fait foi la dernière colonne du tableau D.6. La très grande valeur du 
paramètre y semble provoquer de l'instabilité numérique qui, à certaines itérations 
de l'algorithme, force l'optimiseur à faire un très grand nombre d'itérations, comme 
si sa base initiale était très mauvaise ou inexistante. La norme (du maximum) 
de la solution optimale du problème étant approximativement égale à 26,ï. nous 
avons cherché à confirmer l'interprétation précédente en refaisant l'optimisation en 
fixant la valeur du paramètre 7 à 35. La dernière ligne du tableau D.6 montre une 
amélioration de tous les indicateurs de performance: modeste dans le cas du nombre 
d'itérations de l'algorithme et du nombre de colonnes engendrées, mais spectaculaire 
dans le cas du temps calcul et du nombre total d'itérations du simplexe. La méthode 
est tout de même 10,5 fois plus lente que celle de faisceaux avec pénalisations et 3,'i 
fois plus lente que celle de faisceaux avec plans coupants. Enfin, un autre essai, fait 
en fixant à 100, s'est révélé aussi mauvais que celui où 7 = 10000. 
La méthode de Benders semble donc se comporter "raisonnablementn bien 
lorsque l'on peut borner a priori de façon serrée l'intervalle de variation de chacune 
des composantes de la variable à optimiser, chose difficile à faire. De plus, on ne 
peut garantir l'obtention d'une solution réalisable avant la dernière itération de 
l'algorithme. Il a été observé, pour les problèmes traités, que la borne supérieure, 
égale à la valeur de la meilleure solution réalisable trouvée, vaut +m pour la presque 
totalité des itérations. Ceci signifie que la première solut ion réalisable n'est trouvée 
que vers la fin (dans les 3 ou 5 dernières itérations) des calculs. II est dans ce cas 
impossible de faire cesser rapidement les calculs en fixant un erreur élevée car le 
test d'arrêt ne sera vérifié, à quelques itérations près, qu'après le même nombre 
d'itérations que pour une petite valeur de l'erreur permise. De plus, l'instabilité 
numérique observée lors de la résolution du problème maître, ne disparaît que vers 
la fin des calculs. Impossible non plus d'espérer en éviter une bonne partie en ne 
demandant qu'une faible précision. 
On ne peut cependant pas généraliser ces observations à tous les problèmes. 11 
semble en effet que les méthodes classiques de plans coupants sont particulièrement 
efficaces pour résoudre les problèmes pouvant être décomposés en beaucoup de sous- 
problèmes. C'est le cas notamment des problèmes de rnultiflot et  des problèmes de 
programmation stochastique (du Merle, Goffin et Vial, 1996). Nos problèmes ne sont 
pas de ce genre et les résultats avec les trois plus petits d'entre eux sont suffisamment 
éloquents pour décider de ne pas poursuivre davantage les tests avec la méthode de 
Benders. 
7.5.2 Ajustement dynamique du paramètre 7 
Etant donné que la méthode comporte deux phases, la question se pose quant 
à savoir s'il est préférable de démarrer la phase II en utilisant la valeur finale de 
phase I du paramètre y ou une autre valeur. Le programme CMinSfpc offre deux 
choix: la valeur initiale de phase II du paramètre y est ou bien la valeur finale de 
phase 1 ou bien la valeur initiale y0 de phase 1. 
Ces deux possibilités ont été testées sur tous les problèmes DQCNYi et 
DQCNYI-QC de moins de 6 périodes en utilisant les deux normes et les deux 
stratégies et  il a été trouvé que, pour la plupart d'entre eux. celà ne changeait 
pas grand chose. Cependant, il nous est arrivé d'observer sur quelques problèmes 
une amélioration significative du temps de calcul en refixant 7 à 70 en début de 
phase II et ,  pour cette raison, nous avons choisi de ne présenter que des résultats 
relatifs à ce choix. 
Les tableaux D.7 et D.8 présentent les résultats des tests effectués sur ces 
problèmes en utilisant respectivement les stratégies d'accumulation et d'accumula- 
tion/épuration de l'information. Dans ces deux tableaux, les valeurs entre paren- 
thèses des colonnes "Itérationsn correspondent au nombre d'itérations nécessaires 
pour trouver une solution réalisable. 
On observe tout d'abord, en comparant le tableau D.7 a u  tableau D.2, que 
la méthode de  faisceaux avec plans coupants n'est pas nécessairement plus lente 
que la méthode de faisceaux avec pénalisations. La variante avec pénalisations 
semble plus rapide pour les petits problèmes (i 5 3) tandis que les deux variantes 
ont à peu près les mêmes temps d'exécution pour les plus gros problèmes (comme 
DQCNY4-QC et DQCNYS-QC). Ceci s'explique par le fait que l'évaluation d'un 
sous-problème non réalisable est habituellement plus rapide lorsqu'il n'y a pas de 
variables artificielles. En effet, l'optimiseur stoppe les calculs dès qu'il détecte une 
impossibilité. Avec l'approche des pénalisations, il peut sortir du domaine de la 
fonction (en encourant des pénalités) et foire plusieurs itérations avant de déterminer 
une solution optimale (mais non réalisable pour le problème sans variable artificielle). 
De plus, ce sous-gradient provenant d'un point assez éloigné de la  région réalisable, 
la coupe qui y correspond élimine probablement moins de solutions non-réalisables 
que celle résultant de la méthode des plans sécants. 
On constate aussi que la phase I est courte. La plupart des itérations servent à 
améliorer la valeur de la fonction économique et il est alors possible de faire arrêter 
très rapidement l'algorithme avec une solution réalisable. 
Dans le cas de la stratégie d'accumulation/épuration, les résultats sont, comme 
les tableaux D.8 et D.3 le montrent, plus mitigés. La norme el semble produire de 
meilleurs résultats avec l'approche des plans coupants pour les plus gros problèmes. 
Ce n'est pas le cas avec la norme du maximum. Il faudrait conduire d'autres tests 
afin d'être plus ferme dans nos conclusions. 
La comparaison des tableaux D.7 et D.8 montre, sans surprise, que le nombre 
moyen de pas de descente par itération se dégrade avec le recours à la stratégie 
d'accumulation/épuration. On constate aussi que les temps de calcul sous cette 
stratégie se dégradent moins dans le cas de la norme el. Enfin, la phase 1 ne requiert 
que peu d'itérations pour chacune des 4 combinaisons de stratégies d'accumulation 
et de normes. En fait, le recours à la stratégie d'accumulation/épuration n'accroit. 
dans la majorité des cas, que très peu le nombre d'itérations de la phase 1. Utilisant 
ces faits et le plus faible temps d'optimisation du problème maître, on pourrait 
probablement obtenir une solution réalisable s-optimale avec de faibles temps de 
calcul si on était prêt à choisir des e correspondants à des erreurs relatives pas trop 
faibles. Nous reviendons plus loin sur ce point. 
Une autre façon d'améliorer les temps de calcul consisterait à modifier la 
stratégie d'accumulation/épuration de manière à ne pas trop éliminer d'information. 
Ainsi, l'épuration pourrait être faite en ne détruisant que les colonnes du problème 
(5.20a)-(5.20f) dont les variables sont nulles et les coûts réduits supérieurs à un seuil 
strictement positif. Actuellement, ce seuil est fixé à zéro. On pourrait aussi ne pas 
déclencher l'épuration à chaque itération. En combinant ces deux idées, on peut 
penser obtenir une stratégie d7accumulation/épuration plus rapide que la stratégie 
d'accumulation. 
7.5.3 La convergence asymptotique 
Le tableau D.9 illustre, pour le problème DQCNYS-QC et la norme tif le com- 
portement asymptotique de I'dgorit hme pour les stratégies d'accumulation ( "-4" ) 
et d'accumulation/épuration ('En). On y constate à peu près les mêmes comporte- 
ments que ceux observés au tableau D.4 sous l'approche des pénalisations. Mais 
cette fois-ci, on peut interrompre en tout temps l'optimisation (après la phase 1) et 
disposer d'une solution réalisable. 
La stratégie d'accumulation produit les meilleurs temps de calcul pour de 
faibles valeurs des erreurs relatives ( 5  0'5%) tandis que les deux stratégies ont 
sensiblement les mêmes temps d'exécution pour de plus grandes erreurs relatives. 
La dernière ligne pour chacune des stratégies caractérise la solution initide de phase 
II. Il est intéressant de constater qu'elle n'est que 2,72% plus coûteuse qu'une solu- 
tion optimale. Des précisions initiales d'environ 2% ne sont pas rares. 
La qualité des solutions initiales a cependant plus à voir avec le problème traité 
qu'avec la méthode. Des tests additionnels sur d'autres classes de problèmes sont 
donc à faire. 
7.6 Les derniers problèmes 
En substituant les contraintes 
aux contraintes 
du problème (2.5) défini au chapitre 2, on obtient un nouveau problème équivalent 
(2.4) dans lequel la fonction vo(-) est remplacée par la fonction va(*) associée au 
sous-problème (2.5') ainsi défini. 
En procédant ainsi, on peut tirer 27 autres problèmes équivalents (que nous 
désignerons DQCNYi', DQCNYi-QC' et DQCNYiNY ') des 27 problèmes du tableau 
7.2. Des tests préliminaires effectués avec ces nouvelles formulations montrent une 
amélioration des performances de CMinSfpc pour les plus gros problèmes. Par 
contre, pour les petits problèmes (de moins de 5 périodes), les indicateurs de per- 
formance peuvent de détériorer. 
Le plus grand intérêt des formulations DQCNYL', DQCNYLQC' et 
DQCNYiNY' obtenues en utilisant le sous-problème (2.5') provient du fait que 
les contraintes de ce sous-problème sont plus faciles à satisfaire et que la phase 1 de 
l'approche des plans coupants est plus courte. On est alors en mesure d'interrompre 
plus rapidement l'algorithme et de tout de même disposer d'une solution réalisable. 
Ces formulations ont été utilisées pour résoudre les plus gros problèmes. Le 
tableau D. 10 contient des statistiques relatives à la résolution des problèmes 
DQCNYi-QC', i E {6,7,8,9} en utilisant la norme &. Chaque problème a été résolu 
de trois manières différentes, en retenant trois des quatre combinaisons des deux ap- 
proches (UC" pour plans coupants et uP" pour pénalisations) aux deux stratégies 
( "A" pour accumulation et uE" pour accumulation/épurat ion). Les valeurs entre 
parenthèses indiquent soit le nombre d'itérations de phase 1 de l'approche des plans 
coupants, ou soit le nombre de colonnes détruites sous la stratégie d'accumulation/- 
épuration. 
On remarque d'abord le faible nombre (8) d'itérations de phase 1 de l'approche 
des plans coupants pour chacune des stratégies et chacun des problèmes. Ceci 
confirme notre remarque précédente et permet une interruption très rapide de l'al- 
gorit hme avec une solution réalisable. 
On constate ensuite que, contrairement à ce qui avait été observé pour les 
plus petits problèmes, l'approche des plans coupants, avec ou sans épuration de 
l'information, est supérieure à celle des pénalisations. Cet avantage va en augmen- 
tant à mesure que croît la taille du problème. Ainsi, alors que les temps de cal- 
cul sont pratiquement les mêmes pour le problème DQCNYG-QC' sous la stratégie 
d'accumulation, ils sont très nettement en faveur de l'approche des plans coupants 
(avec moins de la moitié de celui de I'approche des pénalisations) pour le problème 
DQCNY9-QC'. 
Enfin, il est rassurant de constater le faible nombre d'itérations requises pour 
atteindre la précision demandée (i.e. 0,025)' dans le cas de I'approche des plans 
coupants sous la stratégie d'accumulation. Notons qu'elle correspond à des er- 
reurs relatives inférieures à 0,000029%. Ceci laisse entrevoir un énorme potentiel 
de réduction du temps calcul si on est prêt à augmenter l'erreur relative. Le tableau 
D.11, semblable au tableau D.9, le confirme. 
La plupart des paramètres utilisés pour conduire l'algorithme (comme O, -[o, 
yxnn., ysup et le facteur d'inertie) ayant été déterminés en résolvant les plus petits 
problèmes, il est permis de croire que leurs valeurs ne sont pas les plus appropriées 
pour les plus gros problèmes (et peut-être même pour les plus petits). De plus, 
bien d'autres procédures d'ajustement peuvent être imaginées pour faire varier le 
paramètre 7. Il faut donc voir les résultats de ce chapitre, et particulièrement ceux 
du tableau D.10, comme préliminaires. Il existe sans doute un important potentiel 
d'amélioration qui reste à être exploité et de bien meilleurs temps calcul peuvent 
être espérés. 
7.7 Conclusion 
En résumé, il ressort des tests précédents qu'à moins de très bien connaître le 
comportement de CMinS fpc pour un problème donné, il est préférable de recourir 
à l'option d'ajustement dynamique du rayon de la région de confiance. De plus, les 
meilleures performances du programme sont habituellement obtenues en utilisant 
la n o m e  el sous la stratégie d'accumulation. L'approche des plans coupants s'est 
avérée supérieure à celle des pénalisations pour les problèmes de plus grande taille. 
i.e. ceux pour lesquels on peut penser recourir à des méthodes de décomposition. 
Bien que plus stables et rapides que la méthode de Benders, les méthodes mises 
en oeuvre dans CMinSfpc n'ont pas réussi à éliminer le caractère asymptotique des 
méthodes de plans sécants. De très bons temps calcul sont obtenus si le critère 
d'arrêt correspond à une erreur relative de 1% ou plus. Dans ce cas, la stratégie 
d'accumuiat ionlépurat ion fait aussi bien que la stratégie d'accumulation. Plusieurs 
suggestions ont été émises dans le but d'améliorer les performances du programme. 
Nous avons réussi à améliorer significativement les temps de résolution des 
problèmes en f u s i o ~ a n t  le problème (2.5) de coordination des échanges à l'un ou 
l'autre des deux problèmes régionaux. Il faut toutefois s'attendre à rencontrer de 
nouveau les difficultés mentionnées à la fin de la sous-section 7.4.2 s'il y a plus de 
deux régions, comme c'est le cas, par exemple, du modèle d'échanges d'électricité 
à quatre régions de Berger et al. (1990). En effet, pour plus de deux régions, 
l'harmonisation des échanges entre les régions 2 à r sera longue à établir si le modèle 
de coordination des échanges est fusionné à celui de la première région. Par contre, 
cette dernière aura peu de difficulté à établir des échanges réalisables avec les autres 
régions. Ceci suggère l'idée de construire une méthode stabilisée de décomposition 
emboîtée ('nested decomposition") où le modèle de chaque région joue à la fois les 
rôles de problème maître et de sous-problème. Pour ce faire, on pourrait chercher 
à stabiliser l'algorithme de Kallio et Porteus (1977)' conçu pour les problèmes de 
programmation linéaire avec structure arborescente, en utilisant les idées de notre 
méthode. 
On remarquera que les temps de calcul de CMinSfpc sont supérieurs à ceux du 
tableau 7.1 où Cplex avait été utilisé pour résoudre les problèmes non-décomposés. 
Ce n'est pas surprenant, vue la petite taille des problèmes traités. De plus, malgré 
tous les efforts consacrés à sa codification, il n'en demeure pas moins qu'il s'agit là 
d'une première mise en oeuvre de la méthode et que des arnéloriations importantes 
sont à espérer. 11 faut donc accorder plus d'importance à l'étude du comportement 
de la méthode qu'aux temps de calcul. 
Bien que, comme expliqué au paragraphe 7.2, l'on se soit d'abord restreint 
à l'utilisation des normes t ,  et el, il existe des raisons de croire que la norme 
euclidienne, ou plus généralement une norme quadratique, conduise à de meilleures 
performances, du moins en termes d'itérations. 
Celles-ci tournent autour du théorème 11.2.2.4 de Hiriart-Urruty et Lemaréchal 
(1993a) (il s'agit en fait d'un résultat de Polak (1971)) et de leur discussion sur 
htilisation de normes générales dans une méthode de plus forte pente appliquée à 
la minimisation de fonctions deux fois continuement différentiab te. 
Utilisant ce résultat et faisant quelques approximations, ils comparent les 
normes el et e2 et trouvent que le taux de convergence se détériore lorsque, dans 
le cas de la norme el, le nombre de variables augmente, ce qui n'est pas le cas 
avec la norme euclidienne. De plus, celui-ci est toujours à !'avantage de la norme 
euclidienne. 
Bien entendu, nous ne cherchons pas à minimiser des fonctions deux fois con- 
tinuement différentiable et les directions déterminées par notre méthode n'en sont 
pas toutes de plus forte pente. Néanmoins, ces résultats sont suffisamment éloquents 
pour justifier des tests ultérieurs avec la norme euclidienne. 
CHAPITRE 8 
Conclusions et travaux futurs 
Nous avons, dans cette thèse, reconsidéré les problèmes de programmation 
linéaire de grande taille munis de la structure duale angulaire par blocs de Ben- 
ders (1962). Chaque problème de cette classe peut être transformé, par projection 
sur les variables liantes, en un problème équivalent d'optimisation convexe non- 
différent iable consistant en la minimisation d'une somme de fonctions polyédriques 
convexes sur son domaine que nous avons résolu à l'aide d'une méthode de plans 
coupants stabilisée. 
Plus précisément, nous avons proposé une nouvelle méthode de faisceaux adap- 
tée à ce problème. La méthode pourrait éventuellement être modifiée pour traiter 
le problème plus général de la minimisation d'une somme de fonctions convexes 
étendues (non nécessairement polyédriques) sur un ensemble convexe fermé quel- 
conque. La méthode est basée sur la transformation du problème contraint en un 
problème non contraint obtenu en ajoutant un terme de pénalisation, la fonction 
indicatrice du domaine de l'optimisation, à la fonction économique originale. Elle 
exploite le fait que les hyperplans produits par les oracles utilisés permettent de 
définir des E-sous-gradients de la fonction indicatrice du domaine de l'optimisation 
au centre de stabilité courant. 
Avant d'obtenir l'algorithme, nous avons considéré deux approches différentes, 
mais non indépendantes, de détermination de directions d'amélioration. Ces deux 
approches, soient ceiles des régions de confiance et des pénalisations. utilisent la 
fonction norme afin de restreindre l'optimisation à une région de l'espace où nous 
espérons que les modèles des fonctions ont de meilleures chances d'être de bonne 
qualité. Nous avons considéré des normes quelconques et constaté que les normes 
qui semblent les plus avantageuses pour une approche ne le sont pas pour l'autre. 
Ainsi, les normes el et e,  sont appropriées pour l'approche des régions de confi- 
ance car le problème de détermination d'une direction d'amélioration en est alors 
un de programmation linéaire facile à résoudre. Par contre, ces fonctions ne sont 
pas intéressantes pour l'approche des pénalisations. Une norme "ronde" comme la 
norme euclidienne menant à un terme de pénalisation strictement convexe est alors 
avantageuse. 
L'algorithme que nous avons conçu est basé sur l'approche des pénalisations. 
Cependant, les tests numériques du chapitre 7 ont été faits à l'aide de l'approche 
des régions de confiance obtenue en adaptant l'algorithme. Nous avons testé les 
normes ei et t,, et les résultats obtenus sont encourageants. Ils démontrent une 
très nette supériorité de la méthode sur celle de Benders. Ils montrent aussi que la 
méthode fonctionne mieux avec la norme el .  Bien que la méthode soit beaucoup plus 
stable et rapide que celle de Benders, elle présente tout de même le comportement 
asymptotique des méthodes de plans coupants. 
Les tests ont permis de faire une première calibration des principaux paramètres 
de la méthode sur une classe de problèmes réels. Beaucoup de travail reste cepen- 
dant à faire afin de mieux les calibrer. 11 est possible aussi que des améliorations 
importantes de performances puissent être obtenues en dynamisant certains de ces 
paramètres. Il faudrait aussi tester l'approche des pénalisations en utilisant la norme 
euclidienne afin de déterminer s'il y a effectivement des avantages à utiliser cette 
norme qui nous force à résoudre des problèmes de programmation quadratique par- 
t iculiers pour obtenir des directions. 
Les tests numériques ont mis en évidence la supériorité de certaines formu- 
lations du problème non-différentiable équivalent. Il est probable que la méthode 
ne soit pas suffisamment bien adaptée au problème des échanges entre r agents 
économiques de la section 2.2 lorsque r > 2, comme par exemple pour le problème 
d'échanges d'électricité de Berger, Dubois, Haurie et Loulou (1990) où l'on a r = 4. 
Des gains de performance sont à espérer d'une méthode de décomposition emboîtée 
stabilisée dans laquelle, par exemple, le sous-problème de l'agent i sert à construire 
une approximation polyédrique f! qui sera amalgamée à la représentation exacte 
fi+l de l'agent i + 1. L'optimisation de fi+l + fi" permettra de déterminer une ap- 
proximation fi:, envoyée à l'agent i + 2, et ainsi de suite. Avec une telle approche, 
chaque agent a un problème jouant les rôles de problème rnaitre pour le précédent 
et de sous-problème pour le suivant. Plusieurs mécanismes de ce genre peuvent 
être imaginés. Quelques méthodes non stabilisées ont déjà été proposées pour des 
problèmes de programmation linéaire (Ho et Manne, 1974; Ament et ai., 1981; Kallio 
et Porteus, 1977). La méthode de Kiwiel (1987) présente des ressemblances avec une 
telle approche. Il serait peut-être possible de s'en inspirer en l'améliorant. 
Enfin, et surtout, l'algorithme pourrait être amélioré en le modifiant de manière 
à ce qu'il puisse résoudre le problème générd de la minimisation d'une somme de 
fonctions convexes étendues et fermées sur un ensemble convexe fermé. Ceci pourrait 
possiblement être fait en utilisant la remarque 6.3.4, les remarques suivants le lemme 
6.5.6, et une approche de pénalisation exacte. Ceci permettrait de généraliser les 
résultats de Kiwiel (1991). Un inconvénient important de notre méthode vient du 
fait que la fonction indicatrice du domaine D ne fournit que peu d'informations. 
On pourrait chercher à la remplacer par une fonction continue à valeurs réelles dans 
une méthode inspirée de la discussion de la section 4.3. Le meilleur candidat semble 
être la fonction jauge (Rockafellar, 1970; Hiriart-Urruty et Lemaréchal, 1993a) qui 
est cependant difficile à évaluer. Il est toutefois possible de l'approcher en évaluant 
plutôt la fonction jauge de l'approximation externe Dk du domaine. On obtient ainsi 
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Annexe A Rappels d'algèbre linéaire 
et de programmation linéaire 
Lemme de F a r h  et Minkowski 
Quels que soient la matnce A et le vecteur d, le système d'équations linéaires 
a une solution 3; 
si et seulement si 
uTd 5 O pour tout ù vérifiant Ü=A 5 0. 
Démonstration: Voir, entre autres, Mangosarian (1969) ou Simonnard (1972). i 
Le prochain résultat nous permet d'évaluer la dérivée directionnelle de la fonc- 
tion valeur (ou de perturbation) associée à un problème de programmation linéaire. 
Théorème A. 1 Supposons que la fonction v(*) définie par 
A T v(b) = minc x 
1: 
sous les contraintes 
dont la formulation duale est 
(Dl  
sous les contraintes 
prenne une valeur finie en b et que d # O soit une direction réalisable de v en 
6, c'est-à-dire une direction telle que v(b + Bd) prenne des  valeurs finies pour tout 
9 E [Oo 0'1 avec O* > O .  Alors fa dérivée directionnelle V v ( b  : d )  de v en b dans la 
direction d existe et sa valeur est donnée par 
V v ( b  : d)  = rnax {pTd : p est une solution optimale du problème dual D) .  
Démonstration: Shapiro (l979), théorème 2.2. 
Note: On notera la similitude existant entre ce résultat et la dernière partie du 
théorème B.5. 
Annexe B Rappels d'analyse convexe 
Afin de rendre le texte plus simple à lire, nous avons réduit le nombre de ren- 
vois à des définitions e t  résultats d'analyse convexe qui ne sont peut-être pas connus 
de tous en en regroupant quelques-uns dans cette annexe. Celle-ci comporte deux 
parties: la première est consacrée à des concepts et résultats plus généraux tandis 
que la seconde est dédiée à l'étude des fonctions norme. 
B.l  Résultats généraux 
Théorème B. 1 Lin ensemble convere fermé est égal à l'intersection de tous les 
demi-espaces fermés qui le contiennent. 
Démonstration: Hiriart-Urruty et  Lemaréchal (1993a), théorème 111.4.2.4. ou 
Rockafellar (1970). théorème 11.5. 
Définition. Une fonction convexe f : Rn -+ IR U {+a) est dite propre si son 
épigraphe n'est pas vide et ne contient pas de ligne verticale, i.e. si 
(i) 3s € 1R" tel que f(x) < +m; et  
(ii) j ( x )  > -oc, V x E IRn. 
Conséquence: Une fonction convexe f est propre si et seulement si l'ensemble 
convexe 
dom f {z E IRn : f ( z )  < +a}, 
appelé domaine de f, est non-vide et la restriction de f à son domaine ne prend que 
des valeurs hies ,  
Définition. Une fonction f : IRn + IR U {+cm) est dite inf-compacte si 
{x E IRn : f(x) 5 A }  
est compact pour toute valeur de X E IR. 
Définition. Une fonction convexe f : IRn 4 IR. U {foo) est dite f e n é e  si elle est 
partout semi-continue inférieure, i.e. si 
ou si son épigraphe est un ensemble fermé. 
Proposition B.2 (Hiriart- U m t y  et Lemaréchal, 1993a: proposition IV.2.1.2) Si 
{ f j } j E J  est une famille de Jonctions convexes (fermées) de Rn vers ll? et s'il existe 
xo E iRn tel que sup{ fj(xo) : j E J }  < +a, alors la jonction f définie par 
est conuexe (fermée) dans P. 
Théorème B.3 (Hi* art- U m t y  et Lemaréchal, 1993a 
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: théorème IV.3.1.5) Si les 
fonctions convezes fj : Di? -, LR convergent vers f : W + LR, i.e. si 
Iim f ,(x)= f ( x ) ,  V I E  F, 
1"- 
alors la fonction f est convere et la convergence est uniforme sur tout sous-ensemble 
compact S de W. 
Définition. Une fonction f : IRn 4 IR est dite lipschitzienne ou fonction de 
Lipschitz s'il existe une constante L < m, dite constante de Lipschitz, telle que 
lf(~)-f(Y)lILll~-~ll7 Vx7yEIRn* 
Elle est dite localement lipschitzienne si, pour tout sous-ensemble borné B de IRn, 
il existe une constante de Lipschitz L = L(B)  < +oo telle que 
If (4 - f ( ~ ) l  5 Lllx - !Ill, tfx, Y E 
Par conséquent, les fonctions lipschitziennes et localement lipschitziennes sont con- 
t inues. 
Théorème 8 . 4  (Hiriart- U m t y  et Lemaréchal, 1993~:  théorème IV.3.1.2) Si 
f : lF -r RU {+a>) est une fonction convexe et si S est un sous-ensemble con- 
ueze compact de ri dom f (Le. l'intérieur relatif du domaine de f), alors il existe 
L = L(S)  2 O tel que 
If ( 4  - Y 5 I l  - I l  V X ~ Y  E S. 
Par conséquent, f est continue et localement lipschi tzienne dans l'intérieur relatif 
de son domaine. 
Définition. Étant donné une fonction convexe f : IRn -+ IR U {foo), on appelle 
sous-différentiel de f en r,  lorsqu'il existe, l'ensemble a f (x)  défini par 
et ses déments sont les sous-gradients de f en x. 
Théorème B.5 Soit une fonction convexe f : R -t IR U {+m} 
(a) Si f est à valeurs h i e s  dans El alors 8 f ( x )  est compact et non-vide, V x E 
IR". 
(b)  Si f est convexe propre ( i .e .  à valeurs finies dans son domaine), alors 3 f (x)  
est compact et non-vide si et seulement si x E int ( dom f). 
(c) Si f est convexe propre, alors a f (3) # 0, V x E ri ( dom f ), i .e.  V x faisant 
partie de Z fntérieur relatif de dom f. 
(d )  Si f est convexe propre, alon d f ( x )  = 0, V x # dom f .  
( e )  Si x E ri ( dom f ) ,  alors la dérivée directionnelle V f (x : d) de la fonction f 
en x dans la direction d est donnée par 
Démonstration: Rockafellar (1970), théorème 23.4. 
Remarque: La dernière partie du résultat peut être comparée au théorème A.1. 
Proposition B.6 (Hiriart-LTmrty et Lemaréchal, 1993a: théorème VI. 6.2.2 voir 
aussi Lemaréchal, 1986) Si f : Rn + IR U {+m} est une jonction convexe, alors 
la rnulti-application 8 f est localement bornée dans l'intérieur de dom f. Ceci veut 
dire que l'image f (B) de tout sous-ensemble borné B C int ( dom f) est un sous- 
ensemble borné de Rn. 
Théorème B.7 (Hiriart- Urruty et Lemaréchal, 1993~:  théorème V1.4.1.1) Si fi 
et f2 sont deus fonctions convexes de Rn uers R, alors 
Théorème B.8 (Rockafellar, 1970: théorème 23.8) Si fi, .  . . , f' sont des fonctions 
A convezes propres de LI?? uers IR U {+ml et .si f = f i  + . . . + f,, on a alors 
Si les ensembles convexes ri ( dom f i ) ,  i = 1, . . . , m, ont un point en commun, 
alors 
a j ( ~ )  = a f i ( ~ )  + . . . + ~J,,(z), v z  E m. 
Si les fonctions f i ,  i = 1 , .  . . , m, sont polyédriques, il sufit que les ensembles 
dom fi  aient un point en commun pour que l'égalité ci-dessus soit vérifiée. 
Théorème B.9 (Hiriart- U m t y  et Lemaréchal, 1993~ :  théorème V1.4.9.1) Si 
f : Ri? + lR est une fonction convexe et si g : LR + lR est une fonction con- 
ueze croissante d'une seule variable, alors 
Définition. (Hiriart- Urruty et Lemaréchal, 1993a) Étant docné un sous-ensemble 
non-vide S de Rn, on appelle fonction d'appui de S la fonction as : IRn 4 RU {+ml 
définie par 
Proposition B.  10 Les fonctions d 'appui sont convexes. 
Proposition B.  11 (Hin'art- Urruty et Lemaréchal, 1993a: proposition V.2.1.3) La 
fonction d'appui d'un ensemble S prend partout des valeurs finies si e t  seulement si 
S est borné. 
Construction dans Rn. Étant donné S C IRn e t  d # O, d E Rn, considérons pour 
chaque r E IR le demi-espace fermé ci-dessous: 
A H G  = {Z E IRn : ( z , d )  5 r } .  
Supposons que nous puissions trouver r suffisamment grand tel que S C HG. La 
valeur as(d) est le plus petit des r tels que S C Hzr. II s'agit donc d'appuyer sur S 
l'hyperplan 
A 
Hd,r = {Z E Rn : (zqd) = r } .  
Figure B . l  Interprétation géométrique de la fonction d'appui 
Remarque: os(d)  = +oo si S n'est pas borné dans la direction d. 
Remarque: Lorsque os(d) < +m, Hd,cs(d) est un hyperplan d'appui de S tandis 
que pour r > as(d), on a 
S c HG. 
De plus, d est normal à H d , r ,  b' r. 
Définition. Etmt donné un sous-ensemble non-vide S de IRn, on appelle fonction 
indicatrice de S la fonction Is : IRn 4 IR U {+CO! définie par 
I +oo sinon. 
Proposition B.12 Soit un sous-cnsemble non-vide S de m. La fonction indica- 
trice Is est convexe si  et seulement si S est convexe. 
Proposition B.13 Soit une fonction convete f : æ" -, i R U  {+cm} et un ensemble 
convexe non-vide C C P. Si 
alors la fonction 9 : R' + lR U {+cm} définie par 
+oc sinon 
est convexe. 
De plus, <p = f + Ic. 
Définition. (Hiriart-Urruty et Lemaréchal, 1993b) On appelle conjuguée d'une 
fonction convexe f : IRn 4 R U  {foo) (f $ +oc), la fonction f - : IRn + RU {+m} 
définie par 
f * ( s )  =sup { ( s , x )  - f(x): x E dom f}! V s  E Rn. 
Remarque: Le concept de conjuguée s'applique aussi à des fonctions qui ne sont 
pas convexes. Dans ce cas, il faut que la fonction soit minorée dans ilt" par une 
fonction &ne. 
Proposition B.14 Soit 1' la fonction indicatrice d'un ensemble convexe non-vide 
C C m. On a alors 
(W(4 = sup {(s, x) - k(41 
rE dom IC 
= sup (s, x )  
r€C 
Définition. Étant donné un ensemble convexe fermé non-vide C C IRn et un 
point x E C, on appelle cône normal de C en x, l'ensemble Nc(x) défini par 
Les directions s E N c ( x )  sont dites normales à C en x E C: ce sont les directions qui 
ne font pas d'angle aigu avec chacun des segments de droite originant de r contenus 
dans C. 
Il existe une relation entre la fonction indicatrice d'un ensemble convexe C et 
son cône normal en chaque point x E C. 
Proposition B. 15 (Rocka fellar, l97U: pages 21 5-21 6) Si C est un sous-ensemble 
convexe fermé non-vide de Rn, alors 
Ce dernier résultat peut être généralisé. Pour celà, nous aurons besoin de deux 
nouvelles définit ions. 
Définition. Soit r 2 O et une fonction convexe f : IRn -+ IRU {+a). On appelle 
i-sous-différentiel de f en x ,  l'ensemble a, f (x) défini par 
et ses éléments sont les e-sous-gradients de f en x. 
Remarque: Un analogue du théorème B.5 existe pour la multi-application a, f 
(Lemaréchal, 1986). 
Proposition B.16 (Hiriart-Umty et Lemaréchal, 19936: proposition XI.4.1.1)  Si 
f : Rn + LR u {fm} est une fonction conueze fermée et  si la suite {(E~, xk, sk)} a 
( E , z , s )  E LI2 x LRn x Rn pour limite, où sk E a,r f ( x L ) ,  alors s E & f ( x ) .  
Définition. (Hiriart-Urruty, 1982; Strodiot, Nguyen et Heukemes, 1983) Étant 
donné un ensemble convexe fermé non-vide C C IRn, un point x E C et une constante 
c > O, on appelle ensemble E-normal de C en x ,  l'ensemble N,(C; x) défini par 
N,(C;t) {z E IRn : ( s , y  - 2 )  5 6, V y  E C). 
Les directions s E N,(C; x) sont dites e-normales à C en x E C. 
Remarque: Lorsque 2 = O, la définition précédente est celle du cône normal de 
C en x, i.e. 
No(C; x) = Nc(x), V x E C. 
De plus, on a Nc(x) C NJC;  x ) ,  V i 2 O. 
Remarque: Contrairement à Nc(x), Nc(C; x) n'est pas un cône. Il s'agit toutefois 
d'un ensemble convexe fermé contenant lVc ( x ) .  
Proposition B.17 (Strodiot, Nguyen et Heukernes, 1983) Si C est un sous-ensem- 
ble convexe fermé non-vide de F et E 2 O ,  alors 
Combinant les propositions B.14 et B.17 on obtient le résultat suivant. 
Corollaire B.18 Sous les hypothèses de  la proposition B. 17, on a 
N,(C; x) = aCIc(z) = { S  E Rn : oc(s )  5 ( s , x )  + E } ,  V x  E C, 
où oc désigne la fonction d'appui à C.  
Théorème B.19 (Hiriart-Umty et Lemaréchal, 1993a: théroème V1.22. i )  Si f : 
Rn -r lR est une fonction convexe, alors les trois propriétés suivantes sont équiva- 
lent es: 
(i)  x E LP minimise f ,  i.e. f (y) 2 f (x), V y E &?; 
(iii) Vf(x : d)  1 O ,  V d E OP, où V f (x : d )  désigne la dérivée directionnelle de  / 
au point x dans la direction d .  
Théorème B. 20 (RockafeiZar, 1970: théorème 27.4) Considérons le problème d 'opti- 
misation conveze 
inf {f(x) : x E C} 
où C C lRN est un ensemble conuexe fermé non-vide, f : IR" + RU {+cm} est une 
fonction convexe propre, et  ri ( dom f )  n ri ( C )  # 0. 
dors  Z E C minimise f sur C si et seulement si 
O E a j ( q  + - ~ r c ( q ,  
i.e. si et seulement si 
Remarque: La condition ri ( dom f) n ri (C) # 0 peut être remplacée par 
ri ( dom f )  n C # 0 lorsque C est un ensemble polyédrique. 
Remarque: Contrairement à a f ,  on a toujours O E al&), Vx E C. Ceci découle 
du fait que &(x) = Nc(x) 3 0, par la proposition B.15. 
B.2 Normes et normes duales 
Définition. Une n o m e  dans IRn est une fonction II II : IR" 4 IR.+ = [O, +CG] 
munie des trois propriétés suivantes: 
Les prochaines définitions présentent certaines familles de normes. 
Définition. S o i t p E [ l , m ) .  LafonctionII.IIp:IRn+ni,définiepar 
est dite n o m e  l,. 
Définition. La fonction II 1, : IRn --+ IR,+ définie par 
I I x I I ~ = , ~ ~ ~  I+iI, Q x E  Rn 
est dite norme t,. 
Remarque: La norme e,  est obtenue comme cas limite des normes e,. 
Définition. Si Q est une matrice symétrique définie positive, alors la fonction 
11 . : IRn + IR+ définie par 
est dite nonne quadratique. 
Remarques: 
(a) Ortega (1972) qualifie la fonction I I  . IlQ de n o m e  elliptique. 
(b) La  norme ez, ou euclidienne, est une norme quadratique particulière obtenue 
en posant Q = 1. 
Les normes el, t2, P, et quadratiques sont, de très loin, les normes les plus 
utilisées. 
Soit II II : IRn + IR+ une norme quelconque. 
Proposition B. 21 (Hiriart- U m t y  e t  Lemaréchal, 1993a: proposition V.  3-21, page 
221) La fonction II . 11' : Rn -t & définie par 
est une norme dans m. 
De plus, 
Définition. La fonction II 11' : Rn -+ IR+ définie par (B4a)-(B4b) est dite n o m e  
duale associée à la norme II 11. 
Pour toute norme 11 . 11 : IRn * IR+, on a une inégalité semblable à celle de 
Cauchy: 
( 3 : ~ )  5 I l )  5 = , v ( 3 7 4  E Rn X Et.". (B8) 
Cette relation est une égalité pour tout (s, x) E Rn x IRn, s # O et x # O, tel que 
ou que 
Les deux résultats suivants se démontrent aisément. 
Proposition B.22 Si le produit scalaire utilisé est le produit scalaire euclidien. 
alors les nomes el et 8, sont duales l'une par rapport à l'autre. 
Proposition B.23 Si le produit scalaire utilisé est /e produit scalaire euclidien, 
alors la norme duale associée à la norme 4,  p > 1 ,  est la norme 4 ,  où 
Proposition B. 24 (Hiriart- Urrut y et Lemaréchal, 1993a: exemple V.3.2.3, pages 
222-223) Si Q est une matrice symétrique définie positive, alors 
En résumé, on peut toujours, à partir d'une norme, définir une autre norme: 
sa norme duale. De plus, le dual d'une norme duale est la norme elle-même. 
Corollaire B. 25 La norme euclidienne est auto-duale, i.e. 
( 1 1  112)' = 11 112. 
Le prochain résultat nous permet de caractériser le sous-différentiel de la fonc- 
tion norme. 
Proposition B. 26 (Hiriart- Urmty  et Lemaréchal, 1993a: exemple VL3.1, pages 
258-259) Si II II : Rn + lR+ est une norme quelconque, alors 
où B' est l'ensemble défini par (B7). 
Annexe C Démonstration du lemme 5.9.8 
Nous présentons ici la démonstration du lemme 5.9.8 qui avait été omise dans 
le but de faciliter la lecture de la dernière partie du chapitre 5. 
Lemme 5.9.8 Les solutions optimales du problème (5.58) sont aussi des solutions 
optimales du problème (5.22a)-(5.22f). 
Démonstration. 
Soit (?rk, pk, wk) la solution optimale du problème (5.34) ayant servi à obtenir 
les quantités ( jik, Ljk) pax les expressions (5.53a)-(5.53f). Le vecteur (ak, pk, G') a 
servi à construire les coupes agrégées du problème (5.58). 
Soit également une solution (dl, Gk, ô;, 5;) du problème (5.58).  Nous mon- 
trerons que cette solution est optimale pour le problème (5.22a)-(5.22f) en procédant 
comme suit: nous prendrons d'abord une solution optimale quelconque (Rk, f i k ,  Gk ) 
du dual du problème (5.58). d l'aide des solutions (iik, jik,i3') et ( r k ,  pk,Gk) nous 
construirons une solution optimale (iik, $, d) pour le problème dual complet (5.34). 
Celle-ci détermine une solution optimale (8, ûk, T:, F$) du problème (5.22a)-(5.Zf). 
Nous montrerons enfin que 
ce qui prouvera le lemme. 
Tout d'abord, remarquons que 
SRC SRA 
où SRC et SRA sont les ensembles des solutions réalisables des problèmes complet 
(5.22a)-(5.22f) et agrégé (5.58). En effet, les contraintes du problème (5.58) sont ou 
bien des contraintes du problème (5.22a)-(5.22f), ou bien des combinaisons convexes 
de contraintes de ce problème. 
Les fonctions économiques des deux problèmes étant identiques, il s'ensuit que 
la valeur optimale de l'objectif du problème (5.22a)-(5.22f) ne peut ê t re  inférieure à 
celle du problème (5.58). 
Les problèmes (5.22a)-(5.22f) et  (5.58) étant de même structure, on peut alors 
appliquer le lemme 5.6.4 au problème agrégé. Il existe donc, par la partie (ii) du 
lemme *5.6.4, des multiplicateurs de Lagrange (âk,  pk, ,Wk)), qui, avec (a, Û k o  ô;, ô;), 
vérifient les conditions (5.4Oa)-(5.4Os). Ces multiplicateurs sont, par la dernière 
partie du lemme 5.6.4, une solution optimale du problème dual associé au problème 
Nous construirons, à l'aide des multiplicateurs ( i ik ,  pk, 2) et des multiplica- 
teurs (ak, pk, w ~ )  ayant servi à construire les coupes agrégées, des multiplicateurs 
(irk, $, zk) réalisables pour le problème dual complet (5.34). 
Pour i E il, . . . , r ), définissons 
Défini ons aussi 
-k -k ppi p i j  + ;$ si j E 
-k -k 
Ppi Pij si j E JO\.& 
On a alors (?i*,~k,$) 2 0. De plus, en utilisant les définitions (Cl )  à (C3), 
puis les expressions (5.52a), (5.51a)' (5.53e) et (5.534 puis enfin les expressions 
(5.40b) et (5.40c), on trouve que 
Ceci montre que (f, pk ,zk )  est réalisable pour le problème (5.34) complet. 
On remarque aussi, en utilisant les définitions ( C l )  à (C3) et (5.54a)-(5.54c), 
' p k  
où est le vecteur défini par I'expression (5.40k) associée à la solution optimale 
(2, Ûk. Û;, SB) du  problème agrégé (5.58). 
De plus, on trouve en utilisant les expressions ( C l )  à (C4) que la valeur de la 
fonction économique du problème dual complet (5.34) en (iik, jïkl d )  est égale à la 
valeur optimale de la fonction économique du problème dual agrégé en (Zk7 pk, Wk). 
Ceci démontre l'optimalité de (+ , $, d ) pour le problème (5.34) complet. 
Cet te solution optimale permet, par l'expression (5.40m) du lemme 5.6.4, 
d'obtenir une solution optimale dk du problème (5.21). On obtient une solution 
optimale du problème (5.22a)-(5.22f) en déterminant iil et  à l'aide des expres- 
sions (5.40n) et (5.400), puis en déterminant Vk comme suit: 
Puisque 
dk € zéro {qkht(lldll)all - ll(d) + $1 par (5.40111) et  (C4) 
et que 8 est déterminé de la même manière, on peut poser 
s'=(p. 
Les expressions (C5) et (C6) montrent que vk = âk. 
Les scalaires 8: et Z F ~  ayant été obtenus à l'aide des expressions (5.40m) et 
(5.400)~ on trouve en utilisant les définitions (Cl )  à (C4), les définitions (5.54a)- 
( 5 . 5 4 ~ )  et les égalités (5.52a) que 
En résumé, nous avons montré que (dk, i jk,  $, EL)  = (2, ûk7 ô;, ôh) est une 
solution réalisable et optimale du problème complet (5.22a)-(5.2%). rn 
Remarque: La construction de la solution (iik, p,w?C) par les expressions ( C l )  
à (C3) utilise un procédé que Zipkin (1980) appelle désagrégation par les poids 
( "fixed-weight disaggregationn ). 
Tableau D.l: Comportement de l'algorithme appliqué au problème DQCNYJ 
pour des rayons constants sous la stratégie d'accumulation 
Norme C, 
-- - 




















































































Tableau D.4: Comportement asymptotique de l'algorithme 































































Tableau D.5: Performances de CMinSfpc en présence d'enrichissement 
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Tableau D.6: Comparaison de la méthode des faisceaux avec -1 constant 
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Tableau D.9: Comportement asymptotique de l'algorithme appliqué 





Tableau D. 10: Performances de I'algorithme avec ajustement dynamique de -y 


























































































(Norme ( 1 .  0 = 1.33. I u t e u r  d'inertie t 4; 0 = 8 , 5 5 ,  7 1 ~ ~  = 1, t ~ l ~ p  = 50 .  7 = 70 au dfbut der deux p h u e r )  
Tableau D. l l :  Comportement asymptotique de l'algorithme appliqué 









































( 0  = 1.33. facteur d'inertie = 4; 70 = 6.75,  -NF = 1. 7 ~ u p  = 50. 
i = 70 au dCbuc dei deux p h u e i )  
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