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Abstract 
Small-angle X-ray scattering (SAXS) has emerged as a key complementary technique in structural 
biology. The data can be used to calculate average structural properties such as particle size and 
molecular weight, generate low-resolution models, test high resolution structures and be used as 
input for complex, structure-based modelling. Importantly, however, the data is the product of an 
average across all orientations and populations of the particle of interest, leading to an enormous loss 
of information. Thus, analysis of SAXS data usually involves an attempt to solve an ill-posed inverse 
problem. Meaningful interpretation, free of over-fitting, can be extremely challenging. Indeed, the 
inexperienced practitioner can easily arrive at a conclusion that is only weakly supported by the 
experiment. In this thesis, we suggest that in order to maximize its reliability, SAXS data is best 
interpreted in terms of clear hypotheses based on previous data, which can be queried against the 
scattering in a predictable fashion. This conservative approach minimizes the impact of the inverse 
problem inherent in modelling from averaged data.  
In Chapter 1, we outline this principle in a published review, “Small-angle X-ray scattering for the 
discerning macromolecular crystallographer”, originally written for the community of structural 
biologists who may be seeking to use SAXS in support of their own experiments and published in 
The Australian Journal of Chemistry. We supplement this with a discussion of the theoretical basis 
of analysis and the assumptions inherent in the process, in Chapter 2. We then proceed in the main 
body of the thesis to demonstrate this principle across a series of case studies addressing both 
technically and biologically relevant questions, together covering the modelling of flexibility, the 
verification of high-resolution structures and the analysis of self-association, in plant, animal and 
bacterial systems.  
In Chapter 3, we first examine one of the most demanding modelling applications: a flexible system 
being described as an ensemble. We introduce methodology to test the robustness of molecular-
dynamics (MD)-SAXS solutions with respect to changes in the conformational pool, and find that for 
our test system, yeast importin-β, a range of different and sometimes mutually exclusive ensembles 
are able to reproduce the data equally well. We note that the extendedness and gross shape of the 
protein can be reasonably extracted, and that particular distributions can be ruled out with 
confidence. However, we show that it is not possible to infer the presence of any specific individual 
conformation or group of conformations.   
In Chapter 4, we address a technical issue relevant to all following chapters. The recent development 
of size-exclusion coupled SAXS (SEC-SAXS) has led to significant improvements in data quality 
and better control of problematic interparticle effects. However, the highly dilute and high-
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throughput nature of these data requires protocols and data processing decisions which have not yet 
been standardised. In this chapter, we review and test existing methodologies for the calculation of 
molecular weight across SEC-SAXS peaks, and develop methodology for repeatable evaluation of 
frames for averaging.  
We proceed in Chapters 5 and 6 to a series of cases relevant to plant innate immunity and fungal 
pathogenesis. This is an area dominated by transiently interacting systems highly amenable to study 
by SAXS.  We identify two interfaces in plant TIR domains relevant to self-association and 
signaling, and show that the virulent effector protein, avrM, differs from its avirulent analogue AvrM 
by exhibiting reduced self-association and increased flexibility. Chapter five comprises an article 
published in Proc. Natl. Acad. Sci. U.S.A., presenting a multidisciplinary analysis of the signaling 
domains of several plant receptors involved in detection of fungal virulence factors.   
In Chapter 7, we move from host immunity to bacterial pathogenesis. We evaluate the behavior of a 
self-association disrupting mutant of S. flexneri WzzBSF, compare the crystal structure of Group A 
Streptococcus SEN to its solution state and characterize an unusual tetrameric mutant of the ADI 
enzyme from the same organism. We also conduct an extensive study of the solution structures of S. 
pneumonia AcdA and its component domains upon zinc binding, and finally analyse the self-
association of Brucella TcpB as well as the behaviour of regions missing from its crystal structure.    
Finally, in Chapter 8, we draw together these cases to suggest principles and frameworks for 
conservative interpretation of scattering data alongside other, independent observations, as well as 
highlight challenges for the field moving forward. This work also highlights the importance of 
supporting crystallographic studies with solution biophysical techniques, especially in systems with 
transient self-association, and finally advances our understanding of several significant questions in 
protein systems involved in infection and immunity.  
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Chapter 1: Introduction 
Overview 
Small-angle X-ray scattering is a powerful technique, but one that presents challenges to unfamiliar 
users. Interpretation is sometimes uncertain, and the low information content of the data raises the 
possibility of overfitting, and of unsupported conclusions being drawn. Given the large number of 
variable parameters in most systems in structural biology, this is of particular concern for such 
applications.   
This chapter comprises a published review, originally written with the intention of highlighting these 
challenges to the structural biological community. The principles it outlines, focusing on a 
conservative interpretation of data, inform the analysis throughout the thesis. The chapter is 
accompanied by an extended appendix outlying the scattering theory, and highlighting the basis of 
assumptions and possible pitfalls.  
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Introduction 
Over the last decade, small-angle X-ray scattering (SAXS) has emerged as a major technique to 
complement high resolution structure determination. SAXS is one of very few techniques that can be 
used to directly interrogate an ensemble of macromolecular structures in solution, regardless of their 
size. As such, it can be used to perform a preliminary analysis of shape and oligomerization state, to 
explore the effect of environment on the morphology of a particle, to test models of solution behavior 
and determine if high-resolution structures obtained crystallographically are representative of that 
found in solution. Many excellent reviews have described the emergence and applications of this 
technique and it is not our intention to retread this well-covered ground (1-5). Instead, we will 
address a conceptually simple challenge: how might a macromolecular crystallographer extract 
information from this versatile technique with high confidence? In particular, a small number of 
recent examples will be used to illustrate a framework in which SAXS may be used to address 
specific questions pertaining to biomacromolecules in solution, while avoiding the perils of over-
interpretation.  
In the simplest terms, a SAXS experiment may be thought of as the reduction of the complex 
diffraction patterns from macromolecular crystallography (MX) to simple one-dimensional curves. 
Where crystal diffraction results from ordered molecules with precise symmetry relationships, SAXS 
measures the scattering from disordered molecules in solution. As a result, the phase factor of the 
scattering function is  averaged over all possible orientations, which leads to a great loss of 
information (6). The measured scattering function is also a sum over all conformations that are 
present in solution.  In some respects, the scattering measurement contains both vastly more and 
vastly less information than a diffraction pattern. The full distribution of equilibrium states is 
represented, but is reduced by orientational- and population-averaging to a rotationally symmetric 
pattern, leading to a single line of data points including contributions from both the solute and 
solvent. The challenge is that while it is always possible to reduce a distribution to an average, 
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modelling the behaviour of a protein in solution from scattering data attempts to do the reverse. This 
is a daunting task with a high risk of over-interpretation.  
In fact, data of this nature contains many traps for the naïve practitioner. In crystallography, the 
majority of sample problems and methodological errors will simply lead to a failure to observe 
diffraction, to identify the space-group symmetry or to determine phases. Scattering experiments, 
however, are dangerously forgiving (7). It is possible to process – and, indeed, to model – the 
scattering of an insoluble aggregate or the difference between two buffer blanks. Factors such as 
radiation damage, concentration dependence, particle-particle interactions and failure to correctly 
subtract the contribution from the buffer may all lead to systematic errors which affect the reliability 
of the data. The detection and avoidance of these problems is an essential pre-requisite for analysis, 
and has been the subject of several practical reviews (8, 9).  
Assuming an experienced practitioner working with high quality SAXS data, over-refinement is an 
even greater pitfall. Every fitting parameter introduced, every model tried and discarded, increases 
the likelihood that any eventual fit is a false positive. This is particularly problematic for ab initio 
approaches (10), and the need to verify the uniqueness or at least the repeatability of these solutions 
is well recognized (11). Even in cases where a high-resolution structure is available that is consistent 
with a given dataset, it is likely that multiple alternative models would satisfy that data equally well. 
In fact, studies aimed at validation of various prediction tools have also shown that competing 
models with root mean squared positional deviations (RMSDs) of as much as 5 Å from the correct 
structure can yield equal or better fits to the data (12, 13). This problem is only compounded if one 
considers an ensemble of models, as would be appropriate for a flexible protein in solution (14). 
Given this propensity to provide the answer that the practitioner is seeking, one may be justified in 
questioning the value of the technique. We would suggest that the value is considerable, but only 
when care is taken and the researcher is aware and mindful of the assumptions that are implicit in the 
analysis. Indeed, we suggest that SAXS is often undervalued, and that there is a corresponding onus 
on the readers and reviewers of SAXS studies to fairly but critically evaluate the results.  
When dealing with a situation in which multiple models can fit to the data equally well, the 
reliability of the results depends greatly on the strength of these assumptions and the extent to which 
complementary knowledge, such as atomic structures, biochemical data and physics-based 
modelling, are combined to guide refinement. A key advantage of SAXS, however, is that one can 
have high confidence in negative results. Thus, while it may be difficult to demonstrate that a model 
based on SAXS data is correct without a great deal of external information, the same data can readily 
be used to determine whether a proposed model is, or is not, possible. In fact, one could argue that 
SAXS is at its most powerful, not when used to build structural models, but when used to test the 
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validity of prior models and assumptions as part of a hypothesis driven scientific process. In short, if 
SAXS is used to ask a clear question compatible with available data, a clear answer will be given in 
return.  
From structures to scattering 
To a macromolecular crystallographer, perhaps the most straightforward application of scattering is 
to determine whether a structure solved in a crystalline environment may be representative of that 
found in solution. Scattering measurements performed on free, native particles in solution are 
unaffected by the effects of crystal packing forces or by modified constructs needed to achieve 
crystallization. Given a high resolution structure, it is possible to predict the scattering that would 
result from that particle in solution (15, 16). This can be compared to a profile obtained 
experimentally, bearing in mind the treatment of factors such as solvent contribution and interparticle 
effects. This analysis has been used to verify that a number of recent, high-impact structures, such as 
those of human plasminogen (17), the NONO/PSCP1 heterodimer (18) and the JAK2-SOCS3-gp130 
complex (19), are plausible under physiological conditions.  
The importance of performing such comparisons is well illustrated by the case of the unliganded 
form of the classical nuclear transport receptor, importin-β (Impβ) from S. cerevisiae (20). The apo-
structure of the protein, shown in Figure 1.1 A, was found to have crystallized in a compact form 
with a radius of gyration (Rg) of 33 Å. This was considerably smaller than its bound state (21). The 
obvious question was whether the protein was truly compact in solution, or whether the structure 
solved was an artifact of the crystallization conditions. It was immediately clear from SAXS data that 
the average Rg in solution was, in fact, 39 Å, and that the scattering predicted from the crystal 
structure was inconsistent with the experimental data shown in Figure 1.1 B. This demonstrated that 
crystallization had selected for a state that was not representative of the predominant conformation in 
solution, and prompted a detailed analysis of the protein’s flexibility using simulation (22).   
In some cases, the comparison can be less straightforward. In order to crystallize and solve the 
structure of the Arabidopsis RPS4/RRS1 TIR domain heterodimer, for example, it was necessary to 
combine the two proteins into a single construct (23). The question in this case was whether the 
structure solved from the modified construct remained consistent with the wild-type dimer. Figure 
1.1 C shows that ab initio volumes derived from the scattering of the wild-type complex compared 
well with the crystal structure, and the experimentally derived Rg was also consistent with that 
calculated from the structure.  However, both the volume envelope and the Rg are derived quantities, 
not the primary data and while the Rg, as derived from SAXS data may be precisely defined, it 
reduces the scattering curve to a single number with only limited ability to differentiate competing 
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models. When the predicted and experimental scattering curves were compared directly, shown as 
the blue line and black points in Figure 1.1 D, respectively, it was clear that the profiles diverged for 
q-values greater than 0.15 Å-1. In this case, the differences are most likely due to 15 residues at the 
N- and C- termini of the protein, which were not observed in the crystal structure. Even the presence 
of a histidine tag can significantly affect comparisons between calculated and measured scattering 
profiles (24). Indeed, the agreement between the calculated and observed scattering profiles 
improved markedly when these residues were incorporated into the model. This is represented by the 
red beads in Figure 1.1 A and the corresponding red line in Figure 1.1 B. Furthermore, the dimer 
interface observed in the crystal was confirmed by extensive mutagenesis and in vivo assays.  
Another useful application of scattering is to distinguish between alternative states by comparing 
known conformations. In a protein engineering study of the 3-deoxy-D-arabino-heptulosonate-7-
phosphate synthase from P. furiosus (PfuDAH7PS),(25) the regulatory domain of a homologous, 
allosterically regulated protein was attached to the PfuDAH7PS catalytic domain. This created a 
chimeric protein that displayed allosteric control analogous to the original homologue. It was 
therefore important to examine the structural changes associated with allosteric control in the 
chimera. In an elegant comparison illustrated in Figures 1.1 C and 1.1 D, the authors showed via 
SAXS that the scattering from the inhibited chimeric protein matched that predicted from the crystal 
structure of the original homologue bound to the allosteric inhibitor. Moreover, the SAXS data 
revealed a similar agreement between the uninhibited state of the chimera and the unbound state of 
the homologue. This showed that the inhibited and uninhibited forms were distinct and demonstrated 
that the regulatory domain underwent the same structural changes in the chimera as in the original 
protein.  
Of course, agreement between predicted and experimental scattering does not rule out the existence 
of other structures that might fit the SAXS data equally well (12, 26). However, if one is dealing with 
high-quality, well-validated data on a monodisperse system, and applies minor – if any – corrections 
to experimentally observed structures, agreement between predicted and experimental scattering 
provides strong evidence that the structure observed in the crystal is also representative of that 
present in solution. Here, the scattering is approached on the reliability and relevance of independent 
observations, in this case the reference structure from crystallography.  
It is also important to note that a crystal will usually capture only a single state from the ensemble in 
solution.  It is neither necessary nor even likely for this state to perfectly match the ensemble average 
observed by scattering. It will, however, be clear if the structure lies far from the mean of the 
ensemble, and this is an excellent question to ask of SAXS. In the case of apo-Imp, the state 
captured was clearly such an outlier. For the RPS4/RRS1 TIR-domain heterodimer, it is highly likely 
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that the state solved is within the distribution of structures that occur commonly in solution. Finally, 
in the case of the DAH7PS chimera, SAXS data suggested that the crystallographic structure 
corresponded closely to the average of the population in solution.  
 
Figure 1.1. Comparison of X-ray crystal structures to scattering data. A) Crystal structure of apo 
importin-β, shown in ribbon representation B) Scattering predicted from the apo crystal structure 
(green) compared to experimental data (black circles). Produced from data originally published in 
Forwood et al. (2010)(20) C) Crystal structure of the RPS4/RRS1 TIR-domain heterodimer (shown 
in ribbon representation) docked into ab initio envelopes. Manually added termini are shown as red 
spheres. D) Scattering predicted from atomic structures (coloured lines) compared to experimental 
data (black points). Reproduced from Williams et al. (2014)(23). E-F) SAXS profiles of chimeric 
DAH7PS measured in the absence (E) and presence (F) of inhibitor, compared to crystal structures 
of the original T. maritima DAH7PS with (dashed line, purple structure, PDBID: 3PG9) and without 
(solid line, green structure, PDBID: 1RZM) inhibitor. Data reproduced from Cross et al. (2013)(25). 
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From scattering to average structural properties 
A number of parameters can be derived with high confidence from the scattering data (6, 27). 
Among these are the aforementioned radius of gyration, Rg; the forward scattering, I(0); the Porod 
invariant, Q, and Porod volume, VP; and the recently-developed volume of correlation, Vc (26). These 
parameters give information on the size, mass, density and volume, as well as the distribution of 
mass within the particle. Using indirect Fourier transformation, it is also possible to calculate a 
distance distribution function, P(r), from the scattering profile. This provides information on the 
shape of the particle. These metrics are well-defined and incorporate very few fitting parameters in 
their calculation. Straightforward re-expressions of the data are also informative. Kratky (28) and 
Porod-Debye (29) plots can be used to infer flexibility, and the Guinier plot can be used to test 
assumptions regarding the monodispersity of the system, as well as being important for the 
calculation of  I(0) and Rg (6).  
Experimental questions framed in these terms provide a highly efficient and reliable means of 
extracting information from SAXS data, as they involve less fitting parameters and assumptions than 
ab initio and atomic modelling. For example, gross structural changes are immediately evident from 
shifts in the Rg and the distribution of distances within the particle. These metrics can reveal relative 
domain motions, as observed in Pseudoalteromonas exo-1,3/1,4-β-glucanase (30). Likewise, shifts in 
I(0) can mark changes in oligomerization, as was the case for N. alata  NaD1 (31). Often, the derived 
metrics can be sufficient to infer the nature of the associated structural changes without a need to 
construct detailed structural models. In the case of the synaptic SNARE protein Syntaxin1a (Sx1a) 
and its binding partner Munc18-1, these directly derived parameters were sufficient to infer subtle 
differences in the binding modes (32).  Sx1a had been crystallized with Munc18-1 in a compact 
conformation, while both compact and extended binding modes had been observed when the protein 
was bound to other partners. The question here was which binding mode Sx1a adopted in solution, as 
this is relevant to its function. In Fig. 2A, the authors compared the scattering from wild-type Sx1a in 
complex with Munc18-1 with that from a deletion mutant (Sx1aΔN) also bound to Munc18-1. The 
low-q regions of the data (Figure 1.2 B) and the derived distance distributions (Figure 1.2 C) clearly 
demonstrated that the complexes differed in their extendedness. Unexpectedly, it was the wild-type 
complex which was more extended. Indeed, the compact binding mode observed in the crystal 
compared poorly with the scattering profile obtained from the wild-type complex. In contrast, it 
compared well with that from the complex containing Sx1aΔN. The predicted scattering from the 
structure is shown as a black line against each dataset in Figure 1.2 A.  
In each of these cases, basic quantities derived from scattering measurements were used to provide 
fundamental insights into key biological questions, prior to structural refinement or modelling. 
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Where it is possible to frame an experiment in similar terms, the findings can be treated with a high 
degree of confidence.  
 
Figure 1.2. Scattering analysis of Munc18-1:Sx1a and Munc18-1:Sx1aΔN complexes. A) 
Scattering data (coloured error-bars), with predicted scattering to the closed crystal structure as black 
lines fitted to each curve. The Munc18-1:Sx1aΔN data (green) yields a fit score of χ2 = 0.6, and for 
Munc18-1:Sx1a (grey) the fit score is χ2 = 3.5. Inset shows linearity in the Guinier regions. B) Low-q 
regions showing deviation indicating differences in size and extendedness. C) Distance distributions 
further demonstrating these differences. Reproduced from Christie et al. (2012)(32). 
 
From scattering to structures 
In principle, much more can be extracted from SAXS data than simple distance distributions and 
comparisons to existing structures (1). Over the last two decades, packages such as the ATSAS suite 
(33) have been developed to perform a wide range of analyses, from the calculation of derived 
parameters through to rigid-body modeling. These methods have been complemented by increasingly 
sophisticated approaches to refinement and ensemble analysis (34-36). These tools have led to a 
large body of well-supported work on highly challenging systems (37-40). The key to success is to 
remain mindful of the fact that no model is ever an exact representation of a physical system. 
Averaged data such as that from SAXS is unable to define an atomic structure. Thus, it is essential to 
ensure that any structural or mechanistic model proposed based on SAXS data is well supported. In 
fact, just as SAXS can be used to demonstrate that a crystal structure is also plausible in solution, 
SAXS-based structures are best verified by the use of additional, complementary data.   
In the case of the Munc18-1:Sx1a complex described above (32), the SAXS data was combined with 
small-angle neutron scattering (SANS), as well as chemical crosslinking experiments. While SANS 
suffers from the same loss of information due to averaging inherent in SAXS, it has the advantage 
that the scattering contributions of components within an assembly can be modulated through 
deuteration and contrast-variation (41). Using distance distributions derived from SANS data 
36 
 
(Figure 1.3 A), the authors showed that the expansion of the complex observed via SAXS was due to 
changes in the Sx1a component. The complex was then modelled against the complete set of wild-
type SAXS, SANS and crosslinking data, and consistent fits were indeed observed from highly 
extended conformations of Sx1a. The resulting models are shown in Fig. 3B. It should be noted that 
the analysis does not demonstrate that these specific models exist in solution. Instead, the datasets 
and the derived quantities and distributions – in this case, the P(r) functions from both SAXS and 
SANS – immediately show that, on average, Sx1a is more extended in solution than in the wild-type 
crystal structure. In turn, the modelling demonstrates that this extended structure is compatible with 
restraints inferred from crosslinking studies, and that calculations from atomic structures reach the 
same conclusion. In this way, the structural models derived from the scattering experiments are a 
means to visualize and summarize the data, rather than defining new outcomes themselves.  
In some cases, however, models can yield predictions which are not apparent from the derived 
parameters alone. One such example is histidine kinase A (KinA) and its binding to the kinase 
inhibitor protein (KipI). The proteins homodimerise, and also form a 2:2 complex, but the binding 
sites and orientations were not known. These are challenging questions to ask of averaged data. 
Initial comparisons of the X-ray scattering of the homodimers to SANS data of the complex 
suggested that both proteins underwent structural changes upon forming the hetero-complex (42). 
Figure 1.3 C shows the distance distributions derived from the SANS data. The bimodal nature of 
the KipI distribution, shown in red, suggested that the two monomers were no longer bound to each 
other, and were physically separated in the hetero-complex. Rigid body models, shown in Figure1. 3 
D, reproduced this. However, these models also suggested an arrangement in which only the C-
terminal domains of KipI were in contact with KinA; a prediction not obvious from the distance 
distributions themselves. Mutagenesis studies based on these models were able to implicate specific 
residues in the C-domain of KipI and the DHp domain of KinA in binding (43). A subsequent crystal 
structure of the bound state of a related histidine kinase, KinB, revealed a similar mode of binding 
(44). This is a clear case in which atomic modelling from scattering data revealed novel information. 
It is important to note, however, that this finding relied on a combination of both X-ray and neutron 
data, and it was necessary to verify the findings with additional experiments.  
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Figure 1.3. Combination of SAXS and SANS analysis. (a) Distance distribution functions for Sx1a 
bound to Munc18-1, calculated from SAXS data (gray) and neutron contrast variation data for 40% 
D2O (red) and 100% D2O (blue), showing that extension is attributable to Sx1a (red curve), and not 
Munc18-1 (blue). (b) The best five models (shown in ribbon representation) of Munc18-1 (cyan) 
bound to Sx1a (salmon), aligned with fit scores (χ2) to each dataset shown in inset table. Reproduced 
from Christie et al. (2012)(32). (c) Distance distributions for KinA  bound to KipI, calculated from 
component scattering functions from neutron contrast variation, showing distributions of KinA 
(blue), KipI (red) and the distance vectors between them (green). (d) Rigid body models against the 
neutron scattering data, shown as cartoons within surface representations of KinA (blue) and KipI 
(red). Reproduced from Jacques et al. (2008)(42).    
 
Perspective 
Moving forward, the interpretation of SAXS experiments will remain challenging due to the inherent 
ambiguity of the data, especially when scattering is used to propose structural models.  Nonetheless, 
recent theoretical advances offer improved means to detect and correct over-refinement (26) and 
compare datasets (45), and continued improvements in instrumentation and synchrotron sources (24, 
46, 47) have led to faster collection of high quality datasets over larger q-ranges, steadily increasing 
the amount of information available.  There is also an ongoing and timely development of 
publication standards for data (7, 48) and structures (11)  derived from scattering data, which will in 
time enable minimum standards for interpretation to be established. Finally, structural biology is 
increasingly an integrated science in which many complementary approaches are being combined 
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(49). SAXS is ideally placed within these developments. It can be used to test models, and its 
interpretative power can be increased greatly through the incorporation of complementary data (50). 
At one level, SAXS remains burdened by the gap between the interpretations that it invites and the 
simplicity of the data these are based upon. Nonetheless, the curves do contain information on all the 
potential variations that constitute a thermodynamic ensemble, and although the unambiguous 
reconstruction of an entire ensemble is not possible, it is also clear that simple definitions of 
resolution, familiar to a crystallographer, undervalue SAXS data (1). We would argue that SAXS can 
be used to draw parsimonious conclusions with high confidence, provided the interpretation 
minimizes dependence upon model and fitting parameters.  
This is not to say that complex models cannot be proposed based on scattering data. We simply 
suggest that the more complex the model and the more degrees of freedom it contains, the more 
stringent one must be in seeking additional confirmation. Conversely, if a problem can be framed in 
terms of clear questions with clear expected outcomes related to the basic quantities outlined above, 
it is possible to easily extract reliable findings of great value to the discerning macromolecular 
crystallographer.  
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Chapter 2: Small-angle X-ray scattering theory and assumptions  
Overview 
It may be helpful at this point to revisit the scattering theory, as this informs both the strengths and 
weaknesses of the techniques as discussed in this thesis.  The fundamentals of the technique were 
developed throughout the first half of the 20th century, most prominently in the seminal work of Peter 
Debye and André Guinier (1-5). More recently, a wealth of excellent theoretical treatments have 
updated this basis for modern applications (6-8). In light of this existing literature, we will revisit 
only the core aspects here, with an emphasis on the ways that the theory informs the assumptions and 
possible sources of error in analysis. 
Firstly, the ideal scattering function, F(q), from a group of N atoms can be described by:  
ܨሺܙሻ ൌ 	෍ ௝݂ሺݍሻ	expሾ	݅ܙ ⋅ ܚ	ሿ
ே
௝ୀଵ
 
(2.1) 
Here, q is the reciprocal-space scattering vector as the difference between the incident and scattered 
radiation, r is the real-space vector between atom j and an arbitrary centre of scattering, and ௝݂ሺݍሻ is 
the atomic form factor of atom j as a function of the momentum transfer ݍ ൌ ሺ4ߨ. sin ߠሻ/ߣ, where λ 
is the wavelength of the incident radiation and θ is half the scattering angle. 
In small-angle scattering (SAS), there are two major experimental constraints which affect the ability 
to measure F(q). The first of these constraints stems from the fact that X-ray detectors are unable to 
directly record F(q), and instead measure only the intensity, I(q), as the square of the amplitudes of 
the incident radiation:  
ܫሺܙሻ ൌ |ܨሺܙሻ|ଶ ൌ ܨሺܙሻ ∗ ܨሺെܙሻ ൌ 	෍෍ ௝݂ሺݍሻ ௞݂ሺݍሻ	expൣ	݅ܙ ⋅ ൫ܚ௝ െ ܚ௞൯	൧
ே
௞ୀଵ
ே
௝ୀଵ
 
(2.2) 
The intensity contains relative information on the spacing between pairs of atoms, but does not retain 
the atomic phases. This issue is common to other X-ray techniques, and is the root of the phase 
problem in X-ray crystallography.  
A second and major experimental constraint which is peculiar to SAS is the fact that the particles in 
solution are free to move, rotate and diffuse during the measurement timescale. This leads to 
rotational averaging of the exponent by: 
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〈	expൣ	ܙ ⋅ ൫ܚ௝ െ ܚ௞൯݅	൧	〉 ൌ sin	൫ݍݎ௝௞൯ݍݎ௝௞  
(1.3) 
The final scattering expression thus incorporates both self-convolution (Equation 2.2) and rotational 
averaging (Equation 2.3), and takes the form (1):  
ܫሺݍሻ ൌ 	෍෍ ௝݂ሺݍሻ ௞݂ሺݍሻ	sin	൫ݍݎ௝௞൯ݍݎ௝௞
ே
௞ୀଵ
ே
௝ୀଵ
 
(2.4) 
Herein lies the loss of information which is the root of the challenges described earlier in the chapter. 
The scattering function is self-convoluted, and information regarding the directions of the vectors q 
and rjk is lost. In real space, this translates to a loss of knowledge of the positions of atoms, with only 
the distance between each pair being retained as the magnitude rjk. 
Furthermore, real particles in solution are not only free to move in space, but also to undergo thermal 
motion. As the atomic coordinates of a particle change in solution, its scattering changes as well. 
Consequently, the scattering pattern contains contributions from the entire thermodynamic ensemble 
exposed to the beam.  
This presents an immediate challenge, as the vast majority of analysis procedures rely upon an 
assumption of monodispersity; that there is a single species in the beam. It is, of course, essential to 
take all possible care in sample preparation so as to minimise impurities and interparticle effects (9). 
However, even a perfectly pure sample will be polydisperse at some resolution due to 
thermodynamic motion alone. The common descriptor, “monodisperse”, then effectively denotes a 
sample in which the differences between its states are not apparent at the resolution of a SAXS 
experiment.  
Whether polydispersity arises from thermodynamic motion, interparticle interaction, impurities or 
any other source, the result is the same. The scattering of a mixture of particles is simply the simple 
number-weighted sum of the intensities of the individual components in Equation 2.4 (6), by: 
ܫ௧௢௧௔௟ሺݍሻ ൌ 	෍݌௡ܫ௡ሺݍሻ
ே
௡ୀଵ
 
(2.5) 
Here, ܫ௡ሺݍሻ is the scattering of component n at momentum transfer q, and ݌௡is the proportion of that 
component, over the total number of components, N. In many cases the difference between the 
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various components may be slight, but in other cases, such as those involving large conformational 
changes or self-association, the differences will be significant.  
The final intensity is a product of the scattering of each conformation of each particle in each 
orientation. This corresponds to an enormous loss of information, which is unavoidable in solution 
SAS, and constitutes a major challenge for modelling from scattering data. In particular, it poses 
problems for the generation of three-dimensional models, as the missing directional information must 
be inferred while attempting to reproduce a thermodynamic ensemble using a limited number of 
states.   
 
Properties and transformations 
Distance distributions  
It is first helpful to convert the intensity in Equation 2.4 from an atomic representation to a 
continuum representation. That is, instead of iterating through a series of discrete points of scattering 
– as is useful when dealing with atomic models – we integrate over an internal distance vector, r. The 
intensity then becomes:   
ܫሺݍሻ ൌ 4ߨන ܲሺݎሻ sin ݍݎݍݎ
ஶ
଴
. dݎ 
(2.6) 
Here, the function P(r) is the spherically averaged distribution of distances, r, within the particle, 
weighted by the excess density distribution. In effect, it is the histogram of inter-electron distances 
within the molecule. The Fourier transformation relating I(q) and P(r) is as follows (4, 6): 
ܲሺݎሻ ൌ ݎ
ଶ
2ߨݎන ݍ
ଶܫሺݍሻ sin ݍݎݍݎ
ஶ
଴
. dݍ 
(2.7) 
It is notable that this transformation requires an integral over an infinite q-range, which is 
experimentally inaccessible. In practice, the forward transformation is achieved by fitting a series of 
indirect, inverse transformations using Equation 2.6, over the range 0 < r < Dmax, where Dmax is the 
longest distance in the particle (10).  
This is itself an under-determined inverse problem, and the most widely used methods for addressing 
it, such as GNOM (11), employ perceptual criteria including goodness-of-fit and smoothness to 
identify a “best” solution, and treat Dmax as a fitted parameter. In cases where signal-to-noise is poor 
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or Dmax is indeterminate due to factors such as flexibility, the result of this transformation can be 
unstable. This is significant, as the P(r) is often treated as a property directly derived from the data 
when in fact it too is subject to fitting and assumptions.   
Also related to the P(r) function is the radius of gyration, which describes the distribution of mass 
around the centre of mass of a particle, and is defined as:   
ܴ௚ଶ ൌ 12
׬ ݎଶܲሺݎሻ. ݀ݎ
׬ܲሺݎሻ. ݀ݎ  
(2.8) 
The characteristic function 
Although the P(r) is the most commonly used real-space representation, the direct real-space 
counterpart of I(q) is actually a function known as the characteristic function, γ0(r) (5, 7). This is 
related to the P(r) by ܲሺݎሻ ൌ ݎଶ	ߛ଴ሺݎሻ, and is the spherically averaged autocorrelation function of 
the particle density. It is important to address as it provides the basis for several key calculated 
properties.  
Consider a volume, V, which is displaced from itself by some distance vector r. The overlap between 
the original volume and the displaced volume, orientationally averaged, is 〈ܸሺ࢘ሻ〉. The self-
correlation, or characteristic function, γ0(r), is then given by: 
ߛ଴ሺݎሻ ൌ 〈ܸሺ࢘ሻ〉ܸ  
(2.9) 
When the magnitude of the displacement, r, is greater than the maximum distance in the particle, 
there is no overlap. Therefore, V(r) and consequently γ0(r) are zero. Conversely, when r is 0, the 
overlap is the entire volume, and γ0(r) = 1. Finally, γ0(r) also has the property (4): 	
න 4ߨݎଶߛ଴ሺݎሻ. dݎ
஽೘ೌೣ
଴
ൌ ܸ 
(2.10) 
The characteristic function is related to I(q) via: 
ܫሺݍሻ ൌ ܸܰሺ∆ߩሻଶ න 4ߨݎଶߛ଴ሺݎሻ sin ݍݎݍݎ . dݎ
஽೘ೌೣ
଴
	 
(2.11) 
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Where N is the number of particles per unit volume, V is the volume of the particle, and ∆ρ is the 
electron density difference between the particle and the bulk solvent.  
Accordingly, γ0(r) can be obtained from I(q) by inverse Fourier transformation of Equation 2.11: 
ܰሺ∆ߩሻଶܸ	ߛ଴ሺݎሻ ൌ 12ߨଶ න ݍ
ଶܫሺݍሻ sin ݍݎݍݎ . dݍ
ஶ
଴
 
(2.12) 
 
Invariant properties and the particle volume 
These representations, Equations 2.11 and 2.12, form the basis of the derivation of two properties 
with the specific attribute of being independent of the particle shape (6).  
The first such is the zero-angle scattering, I(0). When q = 0 (that is, when considering the scattering 
parallel to the beam) the shape term sin ݍݎ ݍݎ⁄  in Equation 2.11 goes to 1. All electrons in the 
particle scatter in phase in the forward direction. As a result, the relationship simplifies to: 
ܫሺݍሻ ൌ ܸܰሺ∆ߩሻଶ න 4ߨݎଶߛ଴ሺݎሻ. dݎ
஽೘ೌೣ
଴
 
(2.13) 
Incorporating Equation 1.10 as well, we arrive at: 
ܫሺ0ሻ ൌ 	ܰሺΔߩሻଶܸଶ 
(2.14) 
Consequently, the scattering at zero-angle comes simply from the number of particles in the beam, 
the scattering length density of the particle, and its volume.  
The same shape-invariant properties are apparent at q = 0 when applied to Equation 2.6 yielding: 
ܫሺ0ሻ ൌ 4ߨන ܲሺݎሻ
ஶ
଴
. dݎ 
(2.15) 
This is the more commonly seen representation, which is used to calculate I(0) from experimentally 
derived P(r) functions, as well as in the Guinier approximation below.  
A concurrently invariant property can be derived from Equation 2.12 (4, 5). Here, the shape term 
sin ݍݎ ݍݎ⁄  is instead 1 when r = 0, yielding: 
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ܸܰߛሺ0ሻ ൌ 12ߨଶ න ݍ
ଶܫሺݍሻ. dݍ
ஶ
଴
 
(2.16) 
We see that the integral over the intensity in reciprocal space at r = 0 is also independent of the 
particle shape. It is convenient to define this integral as a function known as the Porod invariant, Q.  
ܳ ൌ න ݍଶܫሺݍሻ. dݍ
ஶ
଴
 
(2.17) 
This has the property (7): 
	ܳ ൌ 	2ߨଶܰሺΔߩሻଶܸ 
(2.18) 
Combining the two invariant properties in Equations 2.14 and 2.18, we arrive at: 
ܸ ൌ 	2ߨଶ ܫሺ0ሻܳ  
(2.19) 
This relates the particle volume to properties that can be directly derived from the scattering, and 
which are – in principle – independent of the particle shape.  
These properties, I(0) allowing access to the number of electrons in the beam, and Q allowing access 
to the particle volume, are of particular interest in the calculation of molecular mass. This is 
discussed in detail in Chapter 4, and will not be addressed here except to note that the process 
requires either an accurate, independent measurement of the concentration in solution, or the 
assumption of uniform density throughout the average particle volume.   
Guinier approximation 
Despite the value of both I(0) and Q, there are experimental challenges in the determination of both. 
I(0) cannot be directly measured, as the scattering parallel to the beam is blocked by the beamstop. It 
must instead be extrapolated from the low angle data via a method known as Guinier approximation 
(2), in which the measured intensity in Equation 2.6 is simplified to an expression comprising the 
first two terms of a Taylor series expansion of sin(qr).  
The full Taylor series expansion is as follows:  
ܫሺݍሻ ൌ 4ߨන ܲሺݎሻ
ௗ೘ೌೣ	
଴
1
ݍݎ . ൤ݍݎ െ
1
3! ݍ
ଷݎଷ െ 15! ݍ
ହݎହ ൅	… ൨ . dݎ 
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(2.20) 
At sufficiently low q, the contribution of powers higher than q3 is negligible (for example, at q = 0.01 
Å-1, q3 = 10-10), so for data near the beamstop the terms at q5 and above can be discarded, and the 
remainder simplified and rearranged to yield: 
ܫሺݍሻ ൌ 4ߨන ܲሺݎሻ. dݎ
ௗ೘ೌೣ	
଴
൭1 െ ݍ
ଶ
3! .
׬ ݎଶܲሺݎሻ. dݎௗ೘ೌೣ଴
׬ ܲሺݎሻ. dݎௗ೘ೌೣ଴
൱ 
(2.21) 
This representation is of particular interest, as it contains both Equations 2.8 and 2.15, conveniently 
expressing the low-angle scattering in terms of Rg2 and I(0): 
ܫሺݍሻ ൌ ܫሺ0ሻ. ቆ1 െ ݍ
ଶܴ௚ଶ
3 ቇ 
(2.22) 
The bracketed term itself comprises the first two terms of a second Taylor series expansion for ex, 
where x = -ݍଶܴ௚ଶ 3⁄ . Substituting that series and again assuming that terms containing powers of q 
higher than q3 are negligible, we arrive finally at an expression known as the Guinier law (4): 
ܫሺݍሻ ൌ ܫሺ0ሻ. ݁ି	
௤మோ೒మ
ଷ  
(2.23) 
This expression states that for monodisperse systems at sufficiently low-q, the scattering is 
dependently only upon the zero-angle scattering and the particle’s radius of gyration. These 
properties can be determined from the low-angle scattering if the approximation is linearised, thus: 
ln ܫሺݍሻ ൌ ln ܫሺ0ሻ െ ܴ௚
ଶ
3 ݍ
ଶ 
(2.24) 
This final expression permits the calculation of I(0) and Rg from the intercept and gradient, 
respectively, of a linear, low-q region in the experimental data when plotted as ln I(q) vs q2: 
It is important to note that the Guinier approximation is only valid for the region of the scattering 
where the two approximated Taylor series expansions, Equations 2.20  and 2.24, are themselves 
valid. By convention, this is assumed to be the region where q.Rg < 1.3, but the precise range of 
points will vary based on the morphology of the particle (6). Guinier himself noted that isodiametric 
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particles were well-approximated, but that deviation was expected for highly elongated shapes, thin 
discs and thin cylinders (4).   
If interparticle effects are present, a region obeying the Guinier law may not exist at all, or may lie 
beyond the experimentally measureable data range. In such cases, the plot of ln I(q) vs q2 will no 
longer be linear, and the approximation is rendered invalid. This behaviour is useful for detecting 
interparticle effects, but its absence is not definitive in all cases (9). In particular, strict reporting of 
the upper and lower q.Rg bounds are important, as manual selection of narrow ranges for analysis can 
lead to bias and under-reporting of problems (12). 
Rg and I(0), when calculated in this way, are precisely defined and unique for a single dataset. 
However, the determination is dependent on only a small region of the experimental data, and that 
region is the most susceptible to artefacts arising from interparticle interaction. For this reason, it is 
common to compare the properties calculated from the Guinier approximation to those calculated 
from the P(r), which uses the entire dataset and is subject to a different set of assumptions.  
Measures of flexibility 
The Porod invariant, Q, has its own associated challenges. In this case, calculation of the integral in 
Equation 2.17 requires an infinite q-range, and such a range is not experimentally measurable.  
To examine the effect of this limitation, it is useful to consider the scattering of two possible 
extremes. The Porod-Debye law approximates the scattering of a globular particle with a well-
defined surface area, S, and consequently a well-defined solvent-solute boundary (3). This can be 
considered to correspond to a fully-folded, stable, globular protein.  
ܫሺݍሻ ൌ ሺ∆ߩሻଶ 2ߨݍସ ܵ 
(2.25) 
The Debye law, in contrast, approximates the scattering of a Gaussian chain (13), which is a useful 
model for an unfolded protein: 
ܫሺݍሻ
ܫሺ0ሻ ൌ
2
ሺݍ. ܴ௚ሻସ ቀ൫ݍ. ܴ௚൯
ଶ െ 1 ൅ ݁൫௤.ோ೒൯మቁ 
(2.26) 
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Similar to the Guinier law given in Equation 2.23, both are valid only over a defined range of 
scattering angles. The Debye law is valid for q.Rg < 3, and the Porod-Debye law for higher angles.  
The Porod-Debye law stipulates that the scattering of a globular particle with a well-defined, solvent 
accessible surface will decay as q-4 towards higher scattering angles (13). With respect to the integral 
in Equation 2.17, q vs q2.I(q) will in such cases correspond roughly to a bell-shaped function, 
capturing a defined area within experimentally measurable q-ranges. This results in an integral that 
behaves asymptotically as q → ∞, consequently minimising the effect of truncations in q. For such 
proteins, Q and thus V can be approximated from experimental data with reasonable confidence. 
Again, specific methods for doing so are outlined in Chapter 4.  
For particles obeying the Debye law in Equation 2.26, however, the intensity decays as q-2, and a 
plot of q vs q2.I(q) will instead form a plateau. Therefore, the integral is no longer defined, instead 
increasing steadily with increasing q and introducing large truncation artefacts.   
Although problematic for the determination of Q, this behaviour of the plot of q vs q2.I(q), also 
known as the Kratky plot, is useful for analysing the flexibility of a particle from its scattering. This 
analysis depends on the high angle data, which has the poorest signal to noise and is susceptible to 
several systematic errors. In particular, incorrect buffer subtraction can greatly affect the behaviour 
of a Kratky plot.  
Recently, related measures have been proposed which build upon this approach (14). Noting the q-4 
decay predicted by the Porod-Debye law, a plateau is expected for globular particles if one plots q vs 
q4.I(q) instead as q2. More empirically, the transformation q vs q3.I(q) displays a plateau for proteins 
with intermediate flexibility, between unfolded and globular states. An example of such behaviour is 
a protein consisting of well-folded domains separated by flexible linkers. Evaluating the scattering 
using all three transformations – q2, q3 and q4 – permits discrimination between three different 
putative classes: unfolded, intermediately-flexible and globular. This has the advantage of being less-
dependent on the high-q data than Kratky analysis alone.  
A further development is the normalised or dimensionless Kratky plot (15), combining many of the 
advantages of conventional Kratky plots with those of Porod-Debye law analysis. In this 
transformation, q is multiplied by Rg, while I(q) is divided by I(0) as follows:  
ݍ. ܴ௚		vs.		 ܴ௚
ଶ. ݍଶ. ܫሺݍሻ
ܫሺ0ሻ 	 
(2.27) 
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This renders both the angular scale and the intensity independent of the particle size, producing a 
version of the Kratky plot in which scattering patterns from multiple samples can be compared 
directly. This has further useful properties when viewed in light of the Guinier law, Equation 2.23.  
Again, the scattering of a particle obeying the Guinier law is well described by its I(0) and its Rg, 
with the higher-order terms of the Taylor series expansion being relatively independent of shape. 
When the transformations generating the Kratky plot are applied to the Guinier law, we see that: 
ܴ௚ଶ	. ݍଶ. ܫሺݍሻ ܫሺ0ሻ⁄ ൌ ܴ௚ଶ	. ݍଶ. ݁ି	
௤మ.ோ೒మ
ଷ  
(2.28) 
The first maximum of this function can be found by substituting u = q.Rg , and setting the derivative 
with respect to u, f ’(u) to 0. Omitting the details, when this is done, it is found that an ideal particle 
obeying the Guinier law will have a maximum at q.Rg = √3.  
The location of the first maximum in a dimensionless Kratky plot thus provides information on the 
extent to which the particle satisfies the Guinier approximation. This is dependent on the particle’s 
flexibility, but also its symmetry. A particle obeying the Debye law for a Gaussian chain will exhibit 
no clear peak at all, while particles with intermediate flexibility will exhibit progressively later peaks 
(13, 15, 16). The normalised Kratky plot thus provides a direct method to compare the flexibility of 
multiple scattering curves at once. Here, the behaviour at high-q is available for assessment as in a 
conventional Kratky plot. At the same time, the analysis of the first maximum is performed on a 
region of the data with good statistics and minimal buffer dependence. This also permits a somewhat 
qualitative assessment of flexibility in measuring its deviation from q.Rg = √3. It should be noted, 
however, that a non-flexible but highly asymmetric particle may appear flexible using this analysis.     
 
Atomic models 
General considerations 
One of the most obvious applications of SAXS data is the comparison of an experimental profile to a 
profile derived from the scattering of one or more atomic models. Given that an atomic model 
contains the identity and coordinates of every atom in the particle, it is in principle trivial to predict 
the scattering from such a model via the application of the Debye equation, Equation 2.4, restated 
here: 
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ܫሺݍሻ ൌ 	෍෍ ௝݂ሺݍሻ ௞݂ሺݍሻ	sin	൫ݍݎ௝௞൯ݍݎ௝௞
ே
௞ୀଵ
ே
௝ୀଵ
 
(2.4) 
This relates the scattered intensity to the scattering vector, q, the form factor of each atom, f(q), and 
the interatomic distance vectors rjk. f(q) is dependent on atom type, and therefore all of this 
information is apparent from an atomic structure.  
The first challenge is that the cost of applying Equation 2.4 directly to an atomic structure scales 
exponentially with increasing N, and most implementations introduce approximations to improve 
computational efficiency (17-19). The full calculation is, however, highly parallelisable, and such 
approximations are becoming less important as computational power increases.   
The more important consideration is the treatment of solvent effects. The buffer-subtracted scattering 
of a particle in solution is dependent on three terms: the scattering of the particle, the scattering of the 
bulk solvent displaced by the particle, and the scattering due to any bound solvent, such as water 
molecules, which differ from the bulk (8). These terms can be described by: 
ܫሺݍሻ ൌ 	 〈	ܣ௩ሺݍሻ െ ߩ௘ܣ௘ሺݍሻ ൅	ߜߩ௦ܣ௦ሺݍሻ	〉ஐ 
(2.29) 
Where Av(q) is the scattering amplitude of the particle in a vacuum, Ae(q) and ρe are the amplitude 
and density of the bulk solvent in the excluded volume, respectively, and As(q) and δρs  the amplitude 
and the difference in density of the solvent shell. These solvation effects cannot be directly measured 
but will vary between proteins, and are consequently often used as fitting parameters.  
Finally, the scoring function used is also significant. It has become standard to refine a function 
referred to as χ2: 
߯ଶ ൌ 1ܯ෍ቈ
ܫ௘௫௣ሺݍ௜ሻ െ 	ܿܫ௣௥௘ௗሺݍ௜ሻ
ߪሺݍ௜ሻ 	቉
ଶெ
௜ୀଵ
	 
(2.30) 
Here,  ܫ௘௫௣ሺݍ௜ሻ is the experimental intensity at point i; M is the number of experimental points,  ߪ is 
the standard error of the measured profile, ܫ௣௥௘ௗሺݍ௜ሻ is the predicted scattering and c is a scaling 
factor. 
χ2 is almost universally employed, but has significant flaws. The most pressing is that the score is 
divided by the errors from the counting statistics, σ, and therefore high errors lead directly to better 
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scoring fits. For this reason, χ2 is in principle not used to compare models against different datasets, 
but only to compare competing models against a single dataset (8).  
Although many methods for calculating scattering from structures exist (20-22), we will focus on the 
two most common, implemented in the programs CRYSOL (17) and FoXS (18). Despite their 
differences, the two methods perform similarly (19). For a full discussion of the differences between 
both these two methods and the others available, we direct the reader to reviews by Schniedman-
Duhovny et al. and Putnam et al. (19, 23).  
 
Spherical harmonics  
The most widely used program for the prediction of scattering profiles from atomic structures is 
CRYSOL (17). This projects the scattering amplitudes in Equation 2.1 using spherical harmonics, 
as: 
ܣ௔ሺݍሻ ൌ 	෍ ෍ ܣ௟௠ሺݍሻ ௟ܻ௠ሺΩሻ	
௟
௠ୀି௟
௅
௟ୀ଴
 
(2.31) 
Where Ylm are the spherical harmonics at the solid angles Ω, such that ܙ ൌ ሺݍ, ߗሻ to the maximum 
number of harmonics, L, and where Alm are the partial amplitudes: 
ܣ௟௠ሺݍሻ ൌ 	4ߨ݅௟෍ ௝݂ሺݍሻ
ே
௝ୀଵ
ܬ௟൫ܙܚ௝൯ܻ∗ሺ ௝߱ሻ 
(2.32) 
Where ௝݂ሺݍሻ is the form factor of atom j up to the number of atoms, N , ௝߱is the solid angle in real 
space such that ࢘࢐ ൌ ሺݎ௝, ௝߱ሻ, and ܬ௟  are spherical Bessel functions.  
These amplitudes, Alm, thus contain the model information as the atomic form factors, real space 
solid angles, and vectors. This spherical harmonic representation appears to be a reasonable 
approximation of Equation 2.4 at the resolutions common for SAXS (19), but is significantly 
cheaper to compute.  
CRYSOL models the solvation effects via Equation 2.29, using a spherical-harmonic representation 
of a series of dummy atoms, one placed at the position of each atom in the atomic structure. The 
border layer is represented by an angular function, F(Ω), which maps an envelope surrounding the 
particle based on the furthest atom from the centre of mass of the particle in each angular direction, 
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Ω. The border layer thickness, ∆, is assumed to be 0.3 Å to represent the first hydration shell. The 
border solvent is then the region between F(Ω) and F(Ω)+∆ in each direction.  
One limitation of this approach is that if there are multiple solvent-solute boundaries along an 
angular direction from the centre of mass, for example in the case of a hollow or ring-shaped protein, 
only the furthest boundary is considered.   
At the time of writing, CRYSOL uses three fitting parameters. These are the radius of the dummy 
atoms used to model the excluded solvent, the density of the excluded solvent, ߩ௘in Equation 2.29, 
and the density difference between the hydration layer and the bulk, δρs. These are allowed to vary 
within a set of defined limits in order to minimise the discrepancy in Equation 2.30 (17). 
Approximate Debye representation 
A second widely used method is the FoXS web-server and application (18). This approximates the 
atomic form factors, f(q), in Equation 2.4 by assuming that the form factors for different atoms vary 
by a uniform shape function, E(q), and differ only in their zero-angle amplitudes, fi(0), from their 
number of electrons (24): 
௜݂ሺݍሻ ൌ 	 ௜݂ሺ0ሻ. ܧሺݍሻ 
(2.33) 
This assumption allows the scattering to be evaluated directly from a P(r) function similar to 
Equation 2.6, as: 
ܫሺݍሻ ൌ ܧଶሺݍሻන ܲሺݎሻ sin ݍݎݍݎ
ஶ
଴
. dݎ 
(2.34) 
The P(r) function itself comes from the zero-angle form factors as: 
ܲሺݎሻ ൌ 	෍ ௜݂ሺ0ሻ ௝݂ሺ0ሻߜሺݎ െ ݀௜௝ሻ
௜,௝
 
(2.35) 
Where ߜሺݎ െ ݀௜௝ሻ is the Dirac-Delta function representing an idealized point of density, and fi(0) and  
fj(0) are the zero-angle form factors of atoms i and j, respectively.  
According to the authors, this approximation allows a speedup of a factor of 100 while producing 
results within 10-3 of the full calculation (24).   
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FoXS also uses the atomic form factors to model the solvent effects. Similar to the method used in 
CRYSOL, the excluded solvent is modelled with dummy atoms at the position of each atom in the 
structure. Distinct from CRYSOL, however, is the use of a solvent-accessible area term, si, which 
modulates the border layer and is computed from the structure. The full form factor for each atom, 
related to Equation 2.29, is:  
௜݂ሺݍሻ ൌ 	 ௩݂ሺݍሻ െ ܿଵ ௘݂ሺݍሻ ൅	ܿଶݏ௜ ௦݂ሺݍሻ 
(2.36) 
Where fv is the form factor of the atom in vacuo, approximated by Equation 2.33, fe is the form 
factor of the excluded volume dummy atom, and fs is the form factor of the solvent layer. c1 and c2 
are fitting parameters, which vary the weight of the two solvent terms and are refined globally. FoXS 
minimises χ, as the square root of the function in Equation 2.30.  
Information content  
Finally, we will touch briefly on information theory and the information content of SAXS data (6). 
The information content of a dataset can be thought of in terms of the number of independent 
parameters that can be refined against it. Shannon’s sampling theorem is one measure of this, which, 
when applied to scattering data, takes the form (25): 
ݍܫሺݍሻ ൌ ෍ݍ௞ܫሺݍ௞ሻ
ஶ
௞ୀଵ
	ቆsinሺܦ௠௔௫ሺݍ െ ݍ௞ሻሻ	ܦ௠௔௫ሺݍ െ ݍ௞ሻ െ	
sinሺܦ௠௔௫ሺݍ ൅ ݍ௞ሻሻ	
ܦ௠௔௫ሺݍ ൅ ݍ௞ሻ 	ቇ 
(2.37) 
This represents the continuous function, I(q), using a discrete set of points, k, known as Shannon 
channels. Each Shannon channel occurs at a value of the continuous dependent variable, qk: 
ݍ௞ ൌ ݇ߨ/ܦ௠௔௫ 
(2.38) 
Rearranging, it can be seen that for any interval of this variable, from qmin to qmax, the number of 
discrete points or Shannon channels, Ns, contained within that range is given by: 
௦ܰ ൌ 	ܦ௠௔௫ሺݍ௠௔௫ െ ݍ௠௜௡ሻ/ߨ	 
(2.39) 
This allows computation of the number of Shannon channels, and thus the number of supported 
fitting parameters for a given range of experimentally collected SAXS data. As Ns is dependent upon 
Dmax, the information content varies from sample to sample, but would rarely exceed 10-15 Shannon 
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channels for a standard SAXS measurement. It is, however, clear that these points are vastly 
oversampled. Upwards of 500 datapoints are common in an experimental SAXS dataset covering, for 
example, a q-range from 0.01 to 0.5 Å-1. It has been suggested that such oversampling permits, in 
principle, super-resolution effects extending the range and content of the data (6, 26).  
Nonetheless, an application such as ab initio shape determination involve hundreds if not thousands 
of parameters, and such a refinement remains a greatly ill-posed problem. Simpler applications such 
as the calculation of basic parameters and the P(r), and possibly crystal structure fitting, lie more 
within the information content of the data, although are subject to other limitations already outlined.  
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Chapter 3. The inverse problem in ensemble modelling from small-angle X-ray scattering data 
Introduction 
Given the low information content of SAXS data and the challenges outlined in the preceding 
Chapters 1 and 2, we are interested in the robustness of the conclusions that can be drawn from such 
data. We begin immediately with one of the most demanding and potentially fraught applications of 
SAXS in biological systems: analysis of a flexible system.  
It is increasingly recognised that proteins are flexible dynamic molecules, and that in solution they 
can be represented as an ensemble of structures in dynamic equilibrium  (1). The conformations 
derived from high-resolution methods such as crystallography correspond to a single model fitted to 
a set of time and ensemble averaged data, and represent just a snapshot of the conformational space 
accessible to the system. Intermediate states not captured by techniques such as crystallography can 
be essential for the biological function of a molecule, but they are also challenging to study.  
As structural biology moves towards an increased awareness of the importance of transient states in 
dynamic systems, SAXS is increasingly employed in the study of flexibility, and of conformational 
populations (1-3). Scattering permits access, in principle, to the entire thermodynamic ensemble, as 
the data contains contributions from all conformations of all species exposed to the X-ray beam. 
However, the nature of the data poses fundamental challenges for reconstruction.  
While the thermodynamic ensemble exists as a distribution of states in solution, the scattering of 
such an ensemble is the result of Equations 2.1 through 2.5, already described previously. Very 
briefly, the true scattering function from a particle (Equation 2.1) is reduced by time- and 
orientational- averaging to the Debye equation (Equation 2.4), reproduced here: 
ܨሺܙሻ ൌ 	෍ ௝݂ሺݍሻ	expሾ	݅ܙ ⋅ ܚ	ሿ
ே
௝ୀଵ
 
(2.1) 
: 
ܫሺݍሻ ൌ 	෍෍ ௝݂ሺݍሻ ௞݂ሺݍሻ	sin	൫ݍݎ௝௞൯ݍݎ௝௞
ே
௞ୀଵ
ே
௝ୀଵ
 
(2.4) 
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It is important to reiterate that the vectors q and r in Equation 2.1 have become magnitudes, q and r 
in Equation 2.4. All directional and phase information has been lost through self-convolution and 
orientational averaging, leaving only the momentum transfer in reciprocal space and the distances 
between each pair of atoms in real space.  
This is true even for a single, rigid, ideal species. When conformational dynamics are considered, 
further averaging occurs, as the time- and ensemble-average of a combination of states is the product 
of Equation 2.4 iterated over every conformation in the thermodynamic ensemble of every species 
in solution, via: 
ܫ௧௢௧௔௟ሺݍሻ ൌ 	෍݌௡ܫ௡ሺݍሻ
ே
௡ୀଵ
 
(2.5) 
This includes contributions from any impurities, and is also affected by experimental factors such as 
buffer subtraction. This forward process, from a scattering function for each species to the averaged 
scattering curve for the entire solution, would be repeatable with full knowledge of the system; a 
distribution can always be reduced to an average. However, reconstructing models from scattering 
data must necessarily attempt the reverse: the recovery of a distribution from an average.  
Such a process attempts to solve what is known as an ill-posed inverse problem, of the kind also 
observed in nuclear magnetic resonance (NMR) spectroscopy of biomolecules (4). It is not given that 
the solutions will be fully constrained by the data. In fact, it may be possible to generate an infinite 
series of solutions which all fit the same data. This is particularly likely when the number of required 
parameters is high compared to the information content of the data, such as in SAXS, and especially 
in the area of ensemble modelling (1, 5, 6).  
Nonetheless, ensemble modelling from SAXS is a growing field. Typically, a set of candidate 
structures are identified or generated in some manner, and ensembles comprising these candidates 
are then compared to and selected against the scattering data. Generation of candidate structures can 
be performed via Monte-Carlo sampling of rigid bodies (7), from amplified collective motions (8) or 
normal modes, or from a variety of molecular dynamics approaches (9), including all-atom (10), 
coarse-grained (11) and enhanced sampling simulations (8, 12). Appropriate sampling, often 
incorporating independent experimental restraints, can reduce overfitting at the selection step by 
limiting unphysical or incompatible states from the conformational space.  
The selection of states against the data is the crucial step, as it is here that reconstruction is truly 
attempted. Established methodology typically approaches the inverse problem by attempting to 
minimise the degrees of freedom. This can involve searching for the smallest possible range of states, 
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as in the minimal ensemble search (MES) method (12), pre-clustering of similar states as in BSS-
SAXS (11), or fitting of entire simulated distributions as in EROS (13). The widely-used EOM 
method (7) selects a range of varying ensembles and uses these to construct a distribution along a 
coordinate such as Rg, but can also be used to reconstruct specific ensembles. However, even with 
these concessions, the range of parameters far exceeds the number of experimental constraints, and 
the authors stress that the selected conformations describe probable components, but do not represent 
a complete ensemble. In this respect, care must be taken in asserting the proportion or even presence 
of any one conformation.  
In particular, the uniqueness of any solution is critical to examine. Uniqueness is a well-established 
concept in SAXS and its evaluation is standard practice in the production of ab initio and rigid-body 
models (14, 15). The robust treatment of Bertini et al. (16) expanded on this in an atomic context to 
identify the maximum possible occurrence of a given conformation, and implicitly demonstrated that 
a large range of conformations could be fitted by adjusting the other structures in the ensemble. 
Despite this, exploration of alternative states is rarely applied to ensemble modelling.  
Here, we explore an alternative paradigm for validation of ensemble models based on this concept. 
We set out to test not just the uniqueness of the best solution, but the ability of the data to constrain 
the range of possible solutions. We use as our test-case the classical nuclear import receptor in yeast, 
importin-beta (yImpβ). This protein possesses a solenoid architecture composed of tandem HEAT 
repeats, which allows a high degree of flexibility while, crucially, retaining a consistent tertiary 
structure.  
High-resolution structures of yImpβ and its homologues have revealed a large, versatile binding 
surface able to expand and contract to accept multiple different modes and partners (17-19). The apo 
protein has been crystallised in a highly compact form (20), while extended states have been 
observed in simulation (21, 22) and are supported by previous scattering studies (23). Recently, 
evidence has emerged that the protein’s extendedness may be affected by the hydrophobicity of its 
environment (24, 25).  
The protein’s wide range of structural variation along a defined coordinate, along with its stable 
secondary structure, makes it an ideal candidate for our evaluation. We employ all-atom molecular 
dynamics simulations to generate physically accessible states, and exploit yImpβ’s unusual 
architecture to examine the extent to which ensemble-fitting to SAXS data is able to differentiate 
between competing models in this system.  
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Methods 
Expression and purification.  
Recombinant yeast importin β (yImpβ) was expressed by autoinduction and purified as a GST-fusion 
protein per a previously described protocol (26). yImpβ was cloned into the pGEX2T vector and 
transformed into the competent Escherichia coli strain BL21. 10 mL of Luria-Bertani (LB) media 
containing 100 µg/mL ampicillin was inoculated with a single colony, and incubated for 18 h at 310 
K and 250 rpm. This culture was used to inoculate 2 L of ampicillin-containing  ZYM-5052 
autoinduction media (27), which was incubated for 24 h at 310 K and 250 rpm. Cells were harvested, 
and then lysed in 20 mL of 125 mM NaCl, 20 mM Tris (pH 7.8) per 1 L of culture. Lysis was 
performed by cycling between 193 K and 300 K at 1.5 h intervals, and the lysate was centrifuged at 
20,000 g for 30 minutes at 277 K.  
GST-tagged yImpβ was separated from clarified lysate using affinity chromatography (Glutathione-
Sepharose 4B column, GE Healthcare). Affinity tags were cleaved via incubation with 1 U/µL 
thrombin protease for 18 h at 277 K. Following cleavage, the mixture was further purified using size-
exclusion chromatography (HiLoad 16/600 Superdex 200 column, GE Healthcare), collecting in 50 
mM NaCl 20 mM Tris (pH 7.8) 1 mM DTT. Fractions containing purified yImpβ were again 
subjected to GST-affinity chromatography to remove residual fusion protein, and the flow-through 
was concentrated to 5.0 mg/mL, as calculated by UV absorbance (NanoDrop 2000, Thermo 
Scientific) using an Abs1% of 0.898, calculated from sequence using the Expasy ProtParam tool 
(28). Samples were stored at 193 K in 50 mM NaCl 20 mM Tris (pH 7.8).  
Data collection and processing 
Prior to data collection, purified yImpβ was dialysed for 18 h into 50 mM NaCl 20 mM Tris (pH 7.8) 
1 mM DTT, and a dilution series was prepared over the concentration range 5.0 to 1.25 mg/mL. Data 
collection was performed at the SAXS/WAXS beamline of the Australian Synchrotron (Melbourne, 
Victoria), on a PILATUS 1M detector at a distance of 1.2 m, a wavelength of 1.0332 Å and an 
energy of 12 keV, yielding a range of momentum transfer 0.0121 < q < 0.5989 Å-1, where ݍ ൌ
4ߨ. sin ߠ /ߣ. A 40 µL sample volume was exposed to the beam while flowing through a 1.5 mm 
diameter quartz capillary at a rate of 2 µL/s, at 298 K. Successive 1 s, 2 s, 5 s and final 1 s exposures 
were collected at each sample concentration, including dialysis buffer.  
Data reduction was performed using the SAXS15ID software in use at the beamline prior to 2012. 
Images were normalised to transmitted intensity, converted to absolute scale using a water standard 
and the scattering cross-section of water, and then buffer-subtracted. Successive exposures were 
compared for radiation damage, and the long 5 s exposures at each concentration over the range 
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0.0153 < q < 0.4026 Å-1 were used for analysis. The 1.25 mg/mL dataset was further cut to q < 
0.2295 Å-1 due to poor signal-to-noise at higher q.  
The PRIMUS program from the ATSAS 2.5 package was used in the calculation of the invariants 
and the distance distribution (29-31). Samples were examined for concentration dependence and 
linearity in the Guinier region using the plot of ln ܫሺݍሻ	vs. ݍଶ for q.Rg < 1.3. Distance distributions 
were obtained by indirect transformation in GNOM. These were used to calculate radii of gyration as 
the second moments of the P(r) curves, and also to estimate molecular weights using SAXSMoW 
(32).  Particle flexibility was analysed using the plot of ݍଶ. ܫሺݍሻ	vs. ݍଶ, and also via comparison of 
the first peak in the Kratky plot with those instead transformed as q3 and q4  (33). 
Molecular dynamics simulations 
Simulations were performed using the GROMACS 4.5.1 package and the GROMOS 54a7 force field 
(34, 35). Solvent water was described using the simple point charge (SPC) model (36).  
Simulations were carried out in the NPT ensemble at 298 K and 1 bar. The temperature was 
maintained using stochastic velocity rescaling (37) with a coupling constant of 0.1 ps, and the 
pressure was maintained via isotropic coupling using the Berendsen barostat (38) with a time 
constant of 1 ps and  compressibility of 4.6 x 10-5 bar-1. Protein bond lengths were constrained using 
the LINCS algorithm (39), and the water geometry was restrained by SETTLE (40).  
The starting configurations were apo  yImpβ (20) (PDB id: 3ND2), RanGTP-bound yImpβ (19) 
(PDB id: 2BKU) and the extended final configuration of a previous simulation (22). RanGTP was 
removed from 2BKU prior to simulation. Titratable groups were protonated as appropriate for the 
experimental pH of 7.8. Each protein was solvated in an octahedral box chosen such that the 
minimum distance between the protein and the boundary was greater than 2.0 nm. Sodium and 
chloride ions were added to a concentration of 150 mM, with Cl- ions removed to maintain neutrality 
of the system. Prior to simulation, each system was minimized for 10,000 steps by steepest descent, 
followed by 500 ps of dynamics at 298 K with the positions of the protein heavy atoms harmonically 
restrained using a force constant of 1000 kJ·mol-1·nm-1. 
To extend the timescales of the simulation, explicit hydrogens in the protein were converted to 
dummy atoms, which were updated every step based on the positions of the nearby heavy atoms. For 
groups with internal rotational freedom (eg. hydroxyl or amine groups), the mass of the hydrogen 
atom was instead increased to 4 a.m.u by transfer of mass from the bonded atom. These 
modifications permit longer timesteps to be used without significantly affecting the thermodynamic 
properties of the system (41).   
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Unrestrained simulations were conducted in triplicate from all starting configurations using particle-
mesh Ewald summation (PME) for calculation of the long-range electrostatics (42), with a real-space 
cutoff of 0.9 nm,  a Fourier grid spacing of 0.12 nm, a fourth-order cubic interpolation and a relative 
accuracy of 1.0 x 10-5. These simulations used a timestep of 5 fs, updating the pair list every 2 steps.  
Additional simulations were conducted from 3ND2 and 2BKU evaluating the long-range interactions 
via a twin-range method. A timestep of 2 fs was used. Here, interactions within the short-range cutoff 
of 0.9 nm were evaluated every step, while interactions within the long-range cutoff (Rc) were 
evaluated every 5 steps together with the pair list. A reaction-field correction was applied beyond the 
long-range cutoff using a relative dielectric permittivity of 78 (43). Separate simulations were 
conducted for values of Rc varying between 1.4 and 2.4 nm.  
Images were prepared using PyMOL (http://www.pymol.org).  
Calculation of theoretical scattering from atomic coordinates 
Theoretical scattering was calculated from crystal structures and simulation snapshots using the 
program CRYSOL (44). CRYSOL projects the scattering amplitudes using the mechanics of 
spherical harmonics, according to the theory described in Chapter 2. CRYSOL accounts for 
solvation effects using parameters for the density of the excluded volume, the size of the dummy 
atoms representing the volume, and the density of the protein solvation shell. These are permitted to 
adjust for each individual structure to minimize the fit score ߯ଶ. 
Scattering was calculated from the three starting structures, as well as from the full pool of protein 
conformations sampled during the MD simulations, which was comprised of coordinates written 
from the simulation trajectories every 50 ps.  
RanGTP was removed from the RanGTP-bound starting structure prior to calculation. Also included 
were two previously published trajectories, using coordinates written every 50 ps for the trajectory of 
Zachariae and Grubmüller (22), and every 300 ps for that of Kappel et al. (21). The single best-fitting 
conformation was identified on the basis of its ߯ଶ score. 
Fitting of multi-conformation ensembles 
The minimal ensemble search (MES) method (12) was used to generate and select multi-
conformation ensembles. MES implements a genetic algorithm to search for the best-fitting ensemble 
of size N from the entire pool of simulation snapshots, varying both the structures chosen and their 
weighting, ݌௡. The scattering intensities for the pool were given as predicted scattering curves 
produced by CRYSOL. The square-root of the scoring function in (7) is used to evaluate the 
goodness-of-fit of each ensemble.  
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Ensembles were selected from the complete pool of MD conformations. A single best ensemble for 
each N was selected, and ensembles were evaluated for values of N from 1 to 7.  
Sampling of alternative ensembles 
To identify alternative ensembles, structures were excluded from the search on the basis of their radii 
of gyration. Rgs were calculated from the simulation trajectories using the tool g_gyrate in the 
GROMACS 4.5.1 package (34). 
Conformations with Rg values smaller than a cutoff, C were removed from the pool passed to MES. 
C was iterated from 30 Å to 42 Å, and for the pool of conformations resulting from each value of C, 
a full set of MES runs using values of N from 1 to 7 was performed. This procedure was then 
repeated while removing conformations with Rgs larger than C, instead. 
Additionally, ranges with a two-step cutoff were evaluated. Conformations were excluded when their 
Rgs were between two cutoffs, and then excluded if their Rgs were below or above the same cutoffs. 
These cutoffs were centered on Rg = 36 Å, and were iterated by ± c, where c ≤ 6, to yield 
inclusion/exclusion ranges from 35-37 Å Rg, 34-38 Å Rg ሾ… ሿ 30-42 Å Rg.    
Results 
Structural parameters 
Before proceeding with a complex process such as ensemble modelling, it is essential to determine 
both that the data is of high quality, and also that such modelling is necessary. First, the protein must 
be of high purity and a single species (45). Figure 3.1 shows the results of purification via size-
exclusion chromatography, and assessment via SDS-PAGE. A single peak is apparent, with no 
shoulders or other species, and a single band on the gel indicates high purity.  
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Figure 3.1. Purification of yImpβ. The absorbance trace of elution from a preparative Superdex 200 
column is shown in blue, with the results of SDS-PAGE shown inset, including ladder. The expected 
size of the protein is 95 kDa.   
 
From this purified sample, data for recombinant yImpβ was collected in static format at the 
SAXS/WAXS beamline of the Australian Synchrotron, from a dilution series of three concentrations, 
ranging from 1.25 to 5 mg/mL. The results of initial analysis and calculation of physical properties 
are shown in Figure 3.2. The experimental datasets and P(r) distributions were highly consistent 
across all concentrations, and Guinier analysis demonstrated linearity over ln[I(q)] vs q2 for q.Rg < 
1.3.  
Real-space Rgs from the P(r) functions agreed well, showing less than 2% variation across a fourfold 
concentration range. Molecular weights were calculated from the P(r) functions using SAXSMoW 
(32), and these likewise indicated limited (<3%) variation, and were within 10% of the theoretical 
molecular weight for yImpβ (Figure 3.2 D). On the basis of this, the highest concentration dataset 
was used for subsequent analyses, so as to test the best possible signal-to-noise ratio in 
discrimination of models.  
This 5 mg/mL dataset yields an average radius of gyration (Rg) of 38.3 Å, which is consistent with 
previously reported scattering data on yImpβ (20). Earlier SAXS data on the mouse protein reported 
an extended Rg of 44 Å (23), which suggests that there may be large differences between yeast and 
mammalian Impβ.  The distance distribution displays a slight tail towards high r that is not 
concentration-dependent. This is consistent with a sub-population of extended, non-aggregate states 
due to inherent flexibility.   
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Figure 3.2. SAXS data quality analysis. A) Experimental scattering from a concentration series of 
yImpβ on absolute, logarithmic scale.  Data is plotted in black, with 1σ error-bars shown in grey. Fits 
from the respective P(r) functions are overlaid as colored lines. The 1.25mg/mL data has been cut to 
q = 0.23 Å-1. B) Pairwise distance distributions, P(r), derived from the scattering curves via indirect 
transformation in GNOM. Maximum distance vectors were 121.2, 123.7 and 124.6 Å for the 1.25, 
2.5 and 5.0 mg/mL data, respectively. C) Guinier plots of the data transformed as q2 vs. ln[I(q)], in 
the range q.Rg < 1.3. Points not used in Guinier calculation are shown in grey. D) Variation observed 
in radius of gyration (Rg) and molecular weight (mw) across concentrations. The predicted molecular 
weight of yImpβ, 95 kDa, is shown as a dotted blue line. E) SAXS data on an ovalbumin standard 
(grey) transformed as q4 vs I(q).q4 for the region up to the first Kratky peak (in q2 vs I(q).q2, not 
shown). A plateau is visible from q4 > 1.5 x10-5. F) The same plot for yImpβ at 5.0 mg/mL (blue), 
showing that no such plateau is present. Inset is the yImpB data transformed as q3 vs I(q).q3, showing 
that a plateau emerges which corresponds approximately to I(q) decaying with q3. 
67 
 
The Porod-Debye law was used to evaluate particle flexibility (33). For a stable, globular protein, the 
scattering intensity will be expected to decay as q-4 at low q, apparent as a plateau on a plot of q4 vs 
I(q).q4. The scattering of an ovalbumin standard is included as a control in Figure 3.2 E, 
demonstrating this plateau.  Transformations of the yImpβ are shown in Figure 3.2 F, demonstrating 
that the plateau is absent at I(q)4, but becomes apparent when the data is transformed by I(q).q3. This 
intermediate decay of q-3 indicates that the particle is flexible, but also that more order is present than 
would be expected for an intrinsically disordered protein.  
Such intermediate flexibility is consistent with the range of bound states observed in crystal 
structures of importin-β. Before proceeding with ensemble modelling, it is also necessary to establish 
that none of these existing structure adequately reproduce the data. The existing models for yImpβ 
are: the RanGTP-bound crystal structure, with radius of gyration of 36 Å; a large-scale extension of 
this structure, to 46 Å Rg, previously observed in silico upon removal of RanGTP (22); and the 
highly compact apo crystal structure of yImpβ with an Rg of 32 Å. (20).  
Figure 3.3 shows the fits of these three existing structures against the experimental data, calculated 
via CRYSOL (44). The yImpβ component of the yImpβ:RanGTP crystal structure is the closest, but 
none are able to adequately reproduce the experimental data.  
Altogether, this suggests that the protein is a suitable test-case for our ensemble evaluation, 
exhibiting evidence of flexibility and differences to existing single structures. The lack of 
concentration dependence in the data, together with the close-to-expected molecular weight and 
linear Guinier regions, indicate that the dataset is of high quality and is suitable for our analyses. 
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Figure 3.3. Fitting of published structures against 5mg/mL dataset for yImpβ. A) I(q) vs. q plot 
of scattering data on single-log scale showing fits with published structures. Experimental data is 
shown in black with error-bars in grey. Fits of the three structures are overlaid as coloured lines. The 
apo structure fits to χ2 = 421.2, the in silico structure to χ2 = 501, and the RanGTP-bound structure to 
χ2 = 55.6. B) Plot of residuals compared to experimental error for each structure over the q-range 
collected. The y-axis plots the difference between experimental and predicted values as a proportion 
of the experimental error at that q, for each structure. The final χ2 value is the sum-of-squares of the 
plotted values.  
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Conformational sampling via molecular dynamics simulation 
Having established that the solenoid architecture of yImpβ is likely to permit large-scale flexibility, 
we proceeded to expand the conformational space available for comparison to the scattering data. We 
employed fine-grained simulations in explicit water to obtain a wide but physically accessible range 
of states. Such simulations can be expected to return a more constrained, but more physical range of 
states than alternatives such as Monte-Carlo simulation from rigid bodies.    
Simulations were performed in the GROMACS package, starting from each of the three structures 
previously described.  We observed that the protein was sensitive to the method used for calculation 
of the long-range electrostatic forces, and chose to exploit this sensitivity to explore a broader range 
of conformational space. Simulations were performed in triplicate from each starting conformation 
using PME electrostatics, and these were supplemented by simulations from the apo and RanGTP-
bound conformations using reaction-field electrostatics with a series of different long-range cutoffs, 
Rc.   
Figure 3.4 shows the time-evolution of the radius of gyration of yImpβ during various simulations. It 
can be seen that the simulations sampled conformations ranging from 29 to 55 Å Rg, and that large-
scale changes were observed under both methods for treatment of electrostatics, including both 
expansion and contraction events. Also included are the two previously published trajectories, which 
were generated using the OPLSaa force field, evaluating the long-range interactions via PME. In 
total, over 12,000 conformations were generated for comparison against the SAXS data, sampling Rg 
ranges intermediate to previously tested conformations, as well as highly extended and compact 
states.   
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Figure 3.4. Time-evolution of Rg for simulations of yImpβ. The radius of gyration of yImpβ is 
plotted as a function of time for each simulation, separated by starting conformation and simulation 
parameters. Simulations starting from the apo crystal structure (A-B), the Ran-bound crystal 
structure with Ran removed (C-D) and the final conformation of previously published simulations 
(E-F) are shown, further separated into those using reaction-field electrostatics (A, C) and particle-
mesh Ewald summation (B, E, F). Individual runs are shown in different colours, and simulations 
under reaction-field are listed by the long-range cutoffs (Rc) used.  Also included are the two 
previously published trajectories, as grey lines in D & E.  
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Ensemble modelling 
In light of the flexibility observed both in the scattering data itself as well as in simulation, as well as 
the fact that no single structure was able to adequately reproduce the data, yImpβ emerges as a clear 
candidate for ensemble modelling and valid test case. Initially, we perform the analysis that would be 
typically employed using a methodology such as MES or its successor, MultiFoXS (12, 46). This 
involves the selection of a minimal, representative ensemble from the conformational pool, as a 
description of the range of compatible states.  
First, the conformations from simulation were individually compared against the scattering data 
using CRYSOL (44) . We found that no single conformation was able to reproduce the data to better 
than a χ2 of 4. Figure 3.5 A-B (red lines) show the fit of the best single conformation to the 
scattering data, and the structure is shown in ribbon representation in Figure 3.5 D. This is of a 
similar size to the RanGTP-bound state, having an Rg of 36.3 Å. Alternative conformations with fits 
near 4 were clustered around 36 Å Rg, and no model with an Rg greater than 37 Å or less than 35 Å 
fit to a χ2 better than 10. For the purposes of this analysis, we will consider χ2 values below 2.0 to 
represent “acceptable” fits, but any such cutoff is arbitrary. 
Proceeding to ensemble modelling, the results of selection using the MES genetic algorithm on the 
full pool of simulated states are shown in Figure 3.5. Fits better than χ2 = 2.0 could be obtained from 
ensembles of four members or more, with χ2 improving to 1.63 in ensembles of seven. Figure 3.5 C 
shows the improvement in χ2 achieved by considering increasingly large ensembles, up to seven 
members in size. 
The fit of the largest, seven-member ensemble is shown as a blue line in Figure 3.5 A-B; it is clear 
that the model is approaching the noise limit of the data, with a small deviation of approximately 5 σ 
at low q. The structures in the ensemble are overlaid in ribbon representation in Figure 3.5 E. The 
ensemble is primarily comprised of structures around 36 Å Rg in size, and in fact includes a 
conformation differing from the RanGTP-bound crystal structure by less than 1.9 Å RMSD. The 
smallest structure selected has an Rg of 34.7 Å, and larger structures at 38.5 Å Rg and 48.5 Å Rg are 
also included.  
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Figure 3.5. Fitting of simulation states to experimental data. A) I(q) vs. q plot of scattering data 
on single-log scale, showing fits of the best single conformation from simulation, and the best 7-
member ensemble identified by MES. Experimental data collected at 5 mg/mL is shown in black 
with error-bars in grey. Model fits are overlaid as coloured lines. The single conformation fits to χ2 = 
4.02, and the 7-member ensemble fits to χ2 = 1.63. B) Plot of residuals compared to experimental 
error for each structure over the q-range collected. The y-axis plots the difference between 
experimental and predicted values as a proportion of the experimental error at that q, for each 
structure. The final χ2 value is the sum-of-squares of the plotted values. Dotted lines indicate the 
threshold where the discrepancy is within 1 σ. C) Evolution of the fit-score with increasing ensemble 
size. The fit score at N =1 is the fit of the best single conformation, as expected. Dotted lines indicate 
thresholds at χ2 = 2.0 and χ2 = 1.5. D) Atomic structures of the best fitting conformation (red) and the 
members of the best ensemble (light blue) are shown in ribbon representation.  
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Restricted conformational space leads to alternate, equally consistent ensembles 
At this point, we have generated a putative, representative ensemble from data on a protein with 
good evidence of flexibility. However, as previously outlined, the low information content and 
rotational- and population- averaging inherent to SAXS leads to a risk of over-interpretation when 
constructing ensemble models. Finally, we begin to force the selection process towards specific 
ranges of states, in order to examine the extent to which it is able to compensate for missing 
conformations.  
yImpβ’s solenoid architecture affords an opportunity to explore these effects in a controlled manner. 
The protein’s spring-like flexibility displays variation which is well defined along a linear 
coordinate, Rg., and it is both possible and informative to restrict the regions of pool of structures 
available to MES via simple Rg cutoffs. A total of 39 different conformational pools were evaluated 
for varying Rg ranges, and for each pool, MES calculations were performed for ensemble sizes 
ranging from one and seven.  
Figure 3.6 shows the properties of the best-fitting ensemble from each pool; in most cases, this is the 
seven-member ensemble. Each horizontal set of points represents an ensemble from a specific pool, 
ranked and coloured according to goodness-of-fit. Each individual point is the Rg of a single 
conformation in an ensemble, and horizontal lines mark the range of Rg values permitted in the input 
pool for that ensemble. The pools are ordered by goodness-of-fit; for example, pool 1 generated the 
best-fitting ensemble, while pool 3 yielded the 3rd-best-fitting ensemble. A dotted line indicates the 
point where the ensembles begin to exceed χ2 = 2.0.  
It is apparent that the best fitting ensembles comprise broad Rg ranges clustered around 36 Å. The 
unrestricted ensemble is actually the 6th-best-fitting (χ2 = 1.63 compared to the best at χ2 = 1.58), 
indicating that there is some uncertainty in the selection procedure for very well-fitting ensembles. 
Conformations smaller than 34 Å Rg are rarely selected, and can be excluded with minimal effect on 
χ2 . Conformations above 45 Å are sparsely but consistently selected in the best fits, but can also be 
excluded while still yielding χ2 < 2.0, provided the region from 34 Å Rg to approximately 42 Å Rg is 
available.  
It is important to recognise the breadth of variation permitted within this region. The 41 Å Rg 
structure selected in pool 1 deviates by 27.4 Å Cα RMSD when compared to the 34.9 Å  
conformation also selected. Structures within even this core Rg range remain highly divergent, and 
significant variation is observed across different ensembles.  
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Figure 3.6. Radii of gyration of members of alternate ensembles with respect to goodness-of-fit.  
Each point represents the radius of gyration of a single conformation chosen within a best-fitting 
ensemble, up to N = 7, for a given region of Rg space. Each horizontal group of points represents a 
full N-member ensemble, and horizontal lines represent the regions of Rg-space which were sampled 
by that MES run. Points and lines are coloured according to the goodness-of-fit of the final 
ensemble, with blue representing good fits (χ2 < 2.0) and shading through green and yellow, 
representing intermediate fits (2 < χ2 < 10), to red representing poor (χ2 > 10) and very poor (χ2 >> 
10) fits. Ensembles are arbitrarily spaced along y for ease of visualisation, and are ordered by χ2. A 
dotted line denotes the rankings above and below the χ2 = 2.0 level.  
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Pools with poor fits are those that are restricted to highly extended and highly compact states.  
However, pools 10 and 19 (χ2 = 1.71 and χ2 = 1.93, respectively) demonstrate that despite the 
prevalence of conformations surrounding 36 Å Rg, it is possible to construct consistent ensembles 
which exclude such sizes, provided that the excluded range is 4 Å or less. Of particular note is the 
comparison between pools 18 and 19 . These sample mutually exclusive regions of conformational 
space inside and outside Rg limits of 34 Å and 38 Å, but yield identical scores fitting to below χ2 = 2.  
This experiment shows that the fitting procedure, in this case MES, is able to absorb large changes to 
the ensemble with minimal changes to the fit scores. Consequently, the SAXS-derived ensembles for 
this system are not well constrained by the data, and it is impossible to assert the presence or absence 
of any specific conformation, nor even the presence of conformations within Rg ranges smaller than 
4-6 Å. 
 
Discussion 
The challenges presented by low informational content and averaging are well-established for SAXS, 
and it is clear that ensemble modelling presents a particularly difficult case. Here, we have identified 
a system with well-defined flexibility and demonstrated that high quality data on this system meets 
criteria for ensemble modelling (47). We have conducted ensemble modelling via the established 
MES protocol, from a stringent pool of structures generated by MD simulation, identifying a putative 
ensemble consistent with data. We then proceeded to test the robustness of such a solution by 
excluding conformations from the selection procedure, examining the ability of the data to 
discriminate between alternative models.   
Our results indicate that even for a comparatively well-structured system such as yImpβ, ensemble 
models derived from scattering data are highly non-unique. No single conformation or even range of 
related conformations is essential for consistent fits, and mutually exclusive pools were identified 
which both produced acceptable χ2 scores. Although such behaviour is expected due to the 
information content of the data (1, 2, 47), the range of compatible states has not been examined 
explicitly. In this case, the extent of the effect is surprising considering the well-defined nature of the 
system. It is to be assumed that a system with even more degrees of freedom, such as a multidomain 
protein with flexible linkers, would exhibit an even wider range of compatible states.  
This result indicates that any ensemble representation of a system should be taken with great caution. 
However, this analysis procedure also provides a powerful validation step. If it can be demonstrated 
by varying the ensemble pool that the data is only compatible with a narrow range of defined 
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conformations, such as open and closed forms of a protein, such a result provides strong evidence for 
the presence of those states.  
It is important to note that selecting a threshold for agreement between the data and the model is non-
trivial. As mentioned in Chapter 2, χ2 is unsuitable for comparison between datasets due to its 
dependence on the noise level of the data, but can be effective for evaluating multiple models against 
the same dataset, as here. A perfect match between the model and the available data would yield a χ2 
value of 1.00, but with high quality data with good signal-to-noise, this can be almost unobtainable. 
In this study, we have considered χ2 values below 2.0 to represent “acceptable” fits, but such a cutoff 
is somewhat arbitrary.  
Regardless, the problems regarding uniqueness of ensembles are reduced by methods of analysis 
which report properties of the selected ensemble, rather than yielding a set of structures. The 
longstanding EOM method (7), recently updated (6), uses rapid Monte-Carlo methods to generate a 
wide range of structures. The process repeatedly selects large ensembles from this pool, but where 
possible reports only properties such as the Rg distribution of the selected structures. In this way, the 
impression of a well-defined ensemble is averted, and useful but quantitative data is extracted that is 
more consistent with the ability of the data to discriminate between models. Very recently, structure-
free methods of analysis have been developed which dispense with atomic modelling altogether (5), 
and these may prove particularly promising. 
With this in mind, it is clear that with respect to yImpβ itself, well-supported conclusions can be 
drawn from the data. The data strongly suggests that the protein is flexible, that a significant 
population between 34 Å and 40 Å is required for acceptable fits, and that neither highly extended 
nor highly compact states are present as dominant populations. The primary ensemble, as a cluster of 
conformations within 34-37 Å Rg with limited populations of more extended states, is a plausible 
model mirrored by the majority of well-scoring alternatives.  However, it is impossible to assert the 
presence of any individual conformation, and large-scale variation in states and proportions is 
permitted by the data.  
In light of the report of the wwPDB SAXS task-force (14), which focused primarily on single-
conformation models, it is clear that there is an increasing need for methods to both verify and 
faithfully present the results of SAXS analysis. One promising and highly successful approach 
involves the incorporation of data from additional complementary techniques (48), such as NMR 
(49) and single-molecule FRET (50).  
We show that an exploration of the variance that will be tolerated by a given system and dataset is an 
important check for ensemble fitting studies that aim to report a specific ensemble. Our analysis 
demonstrates that large changes to even an ensemble can be corrected for by the fitting procedure 
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without being reflected in the fit scores, even for cases with well-defined flexibility. This propensity 
must be addressed in cases where such analysis is presented. This also has broader implications, in 
that it indicates a high risk of over-interpretation for descriptions of ensembles from SAXS. We 
suggest that quantitative measures of flexibility derived from atomic ensembles or structure-free 
modelling may be a more reliable means of analysis.  
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Chapter 4. Automated processing and molecular mass determination based on SEC-SAXS 
images 
Overview 
Size-exclusion chromatography-coupled SAXS (SEC-SAXS) has emerged as an effective technique 
to meet the high standard of sample purity, homogeneity and stability necessary in SAXS. Inline 
HPLC purification removes aggregates and precipitates introduced in transport and freeze-thawing, 
and may even separate multiple states of an interchanging system.  
However, processing of SEC-SAXS datasets is more complex than for static measurements. Signal-
to-noise is lower and successive images vary in intensity and even composition over the course of the 
elution. Frequently, it is necessary to select images from the elution peak for averaging into high 
signal-to-noise datasets for modelling. No general protocol for this selection and averaging procedure 
has been published, much less agreed upon. Protocols vary by lab and beamline and are not widely 
available, with much site-to-site variation and dependence upon local software implementations.  
The simplest approach involves the use of a small number of images at the very centre of the peak, 
discarding all data collected from elsewhere in the elution. Alternately, the entire peak may be 
averaged. While these approaches minimise human input, both discard useful information which may 
be gleaned from changes in properties across the elution, and also risk including contributions from 
polydispersity. There is no guarantee that complete separation has been achieved at the peak centres, 
for example. More complex approaches involving Gaussian fitting have been developed to recover 
component curves (1), but these remain under development and have not yet seen wide uptake. 
Emerging best-practice is to plot the evolution of several calculated properties across the peak, so as 
to examine their dependence upon elution time, and then use this to inform image selection.  
However, even the calculation of some of these properties can be non-trivial due to the high number 
of images and poor signal-to-noise common in SEC-SAXS datasets. This necessitates automated 
processing of large numbers of highly dilute scattering profiles, which presents a number of 
difficulties. Guinier analysis is ideal as it remains straightforward even at high dilution, requires 
little-to-no human input, and gel-filtration minimises the presence of problematic higher species. 
Thus, the Guinier-derived I(0) and Rg can be calculated with high reliability, and are used frequently 
in this capacity. Plots of I(0) versus elution volume are analogous to the  conventional UV trace from 
HPLC purification, and the evolution of Rg is highly informative and can reveal oligomeric or 
conformational changes during elution. However, the use of Rg alone can conflate these two 
behaviours. Molecular mass is a metric better able to separate conformational change from 
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oligomeric shifts, and a variety of methods for its calculation from SAXS data exist. These include: 
determination from I(0) by comparison to some known standard; estimation from the Porod volume 
calculated via indirect transformation in GNOM; and  estimation from the volume of correlation (Vc) 
(2).  
In this chapter I will review the general theory underpinning each of these methods, including 
strengths and weaknesses, present an automated pipeline for the calculation of these properties across 
the elution, and then use this pipeline to examine their performance in the evaluation of protein 
behaviour via SEC-SAXS elution. 
General theory 
Determination from I(0) 
The detailed scattering theory has been outlined in Chapter 2, and will be reiterated only briefly 
here, where relevant to the specifics of molecular mass determination.  
The most straightforward determination of molecular mass involves comparison of a relative I(0) 
calculated from the sample to the scattering of some secondary standard under the same conditions. 
This standard can be either pure water, or a well-characterised protein of known molecular mass, 
such as glucose isomerase (3, 4). Briefly, we reiterate that at q = 0, the scattered intensity, I(q) is 
independent of shape, and can be given in terms of the distance distribution function, P(r): 
ܫሺ0ሻ ൌ 4ߨන ܲሺݎሻ
஽೘ೌೣ
଴
. dݎ 
(4.1) 
Although I(0) cannot be measured directly, as it lies parallel to the incident beam, the zero-angle 
scattering can be extrapolated from either the Guinier region or the P(r) itself.  I(0) depends only on 
the number of electrons in the particle, which is an extremely useful property. For proteins in 
solution, where the number of electrons per mass of dry protein and volume of solvent is predictable, 
I(0) can be related directly to the mass of the particle in the beam.  
When calibrating against water, the data are placed on an absolute scale by dividing the observed 
intensities of the sample by the observed intensity of a sample of pure water, and then multiplying by 
the known absolute scattering of water, 1.623 cm-1 at 288 K (5). Once this calibration has been 
performed, the molecular mass from zero-angle scattering, MMI(0), can calculated via:  
ܯܯூሺ଴ሻ ൌ ஺ܰ	ܫሺ0ሻ/ܿ
ቀ൫ߩ௣ െ	ߩ௦̅ݒ൯ݎ଴ቁ
ଶ 
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(4.2) 
Where NA= 6.023 x1023 mol-1 is Avogadro’s number, ρp = 3.22 x1023 e g-1 is the number of electrons 
per dry mass of protein, ρs = 3.34 x1023 e g-1 is the number of electrons per volume of solvent, r0 = 
2.8179 x10-13 cm-1 is the classical electron radius, ̅ݒ = 0.7425 cm3 g-1 is the partial specific volume 
and c is the concentration of the protein used in the measurement (4).  
When a protein standard is used instead, the molecular mass relationship is simply: 
ܯܯூሺ଴ሻ ൌ ܫ
ሺ0ሻୱୟ୫୮୪ୣ
ܿୱୟ୫୮୪ୣ .
ܯܯୱ୲ୢ
ܫሺ0ሻୱ୲ୢ ܿୱ୲ୢ⁄  
(4.3) 
Where MMI(0), I(0)sample and csample are the molecular mass, the extrapolated zero-angle intensity and 
the concentration, respectively, of the protein of interest, and MMstd, I(0)std and cstd are the 
corresponding values for the standard protein. Comparison to a standard avoids the need for absolute 
calibration and for assumption of the constants in Equation 4.3, but instead assumes that these 
values are unchanged between the protein of interest and the standard. Often, a calibration curve is 
constructed from measurements of the standard protein at multiple concentrations.  
These principles also underpin the technique of multi-angle light scattering (MALS), which is a 
common alternative means of determining molecular weight. In MALS, the incident radiation is at 
visible wavelengths, permitting the technique’s wide update in laboratory benchtop instruments. The 
key difference is that at visible wavelengths, most proteins behave as point scatterers due to their size 
(6). I(0) is thus directly measureable at a range of angles surrounding the sample, and does not need 
to be estimated from the Guinier region as in SAXS. In other respects, determination of MMI(0) from 
MALS and SAXS relies on the same theory and assumptions.  
Determination from Porod Volume in ATSAS 
The scattering of a particle can also be used to estimate its volume, which provides an alternative 
method of calculating molecular mass. Given that the density of most globular proteins fall within a 
narrow range (7-9), it is reasonable in many cases to estimate a mass from a volume by assuming 
constant density throughout the particle. 
The estimate of the volume uses the fact that the characteristic function of the buffer-subtracted 
scattering of a particle, γ0(r), is invariant with respect to shape when r=0, just as the intensity of the 
particle at zero-angle, I(0), is also invariant with respect to shape. The properties of this function 
have previously been outlined in Chapter 2. Concurrent with Equation 4.1, the characteristic 
function at r=0 is related to the intensity via:	
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(4.4) 
Where V is the hydrated particle volume and N is the number of particles per unit volume. The 
integral over the intensity in reciprocal space at r = 0 is thus independent of the particle shape.  
Substituting the Porod invariant, Q, also described in Chapter 2, for the integral and converting from 
γ(0) to I(0), this can now be rendered in terms of the hydrated particle volume, Vp:   
௣ܸ ൌ 	2ߨଶ ܫሺ0ሻܳ  
(4.5) 
It is important to note that the calculation of Q, required for Vp, is non-trivial. The integral in 
Equation 4.4 requires an infinite q-range, which is experimentally impossible to obtain. For well-
behaved, globular proteins, the integral should behave asymptotically as q → ∞, so a plot of q vs 
q2.I(q), known as a Kratky plot, will capture a defined area within a measurable q-range. This 
property minimises errors in the integral due to artificial truncation of the range, provided the 
asymptotic region of the data begins well within the measured range.  
However, for particles with inherent flexibility, q vs q2.I(q) will exhibit an increasing baseline at 
high-q due to partially-occupied volume regions with a lower apparent density. The integral of such a 
function will vary depending on the maximum q value taken for evaluation, leading to truncation 
artefacts. Therefore, although the full integral is indeed independent of shape for globular proteins, 
the integral truncated over the measurement range can display shape effects.  
Two primary methods for overcoming this challenge are in use. The most widely used is that 
implemented in the well-known ATSAS package, and detailed in Petoukhov, et al. (10). This adds a 
fitting constant, A, to the combined Equations 3.4 and 3.5 in order to enforce the q-4 decay at higher 
scattering angles predicted by the Porod law. This results in: 
	 ௣ܸ ൌ 2ߨ
ଶܫሺ0ሻ
׬ ݍଶሾܫሺݍሻ െ ܣሿ. dݍஶ଴൘
 
(4.6) 
The constant guarantees asymptotic behaviour of the integral, allowing determination of Q on a 
truncated data range. However, this correction can be very large for proteins exhibiting flexibility, 
which would not otherwise obey the Porod law. The final calculation of Vp is performed via 
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Equation 4.6 on a regularised curve extrapolated to infinite angle, usually generated by the program 
GNOM during calculation of the P(r).  
Given a so-called Porod volume, then, it is straightforward to calculate a molecular mass using a 
constant particle density, ρm: 
ܯܯ୔୭୰୭ୢ ൌ ௣ܸ	ߩ௠ 
(4.7) 
Petoukhov and coworkers use an empirical factor of ρm = 0.625, specific to this application and 
determined by analysis of simulated datasets from 53 structures selected from the protein data bank 
(PDB). This is distinct from the canonical protein density of 1.37 g cm-3 , or ρm = 0.83 Da Å-3 (7, 8, 
11).  
The authors report an average mass error of 20% for this method of estimation. The inclusion of this 
implementation in the popular ATSAS package has led to its wide dissemination.  
Determination from Porod Volume via SAXSMoW 
An alternative to the ATSAS determination has been put forward by Fischer et al. (11). This is 
implemented in an online tool known as SAXSMoW. The method is based on the same principles as 
that of Petoukhov, et al. (10), in that it uses the Porod volume calculated via a modified form of 
Equation 4.5. However, Fischer and co-workers do not enforce a q-4 decay or use extrapolation to 
infinite q. Instead, a qmax-dependent correction is applied to an apparent, truncated Q that the authors 
term Q ’.  This implementation involves direct calculation of Q from the experimentally available 
range of data, leading to the truncated invariant: 
ܳ′ ൌ න ݍଶܫሺݍሻ. dݍ
௤೘ೌೣ		
଴
 
(4.8) 
Q ’ is then used to calculate a correspondingly truncated apparent volume, V ’, via Equation 4.5 
above.  
The truncation effects are addressed using a simple linear approximation using a table of pre-
determined constants, A and B, calculated from the scattering of a set of PDB structures for various 
truncations at qmax values between 0.1 and 1.0 Å-1. The resulting relationship converts V ’ to an 
estimated “true” volume, Vs:  
ୱܸ ൌ ܣ	ܸ′	 ൅ 	ܤ 
(4.9)  
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Finally, this estimated volume is related to molecular mass via Equation 4.7, this time assuming the 
canonical protein density factor ρm = 0.83 Da Å-3. Fischer and co-workers report a mass accuracy of 
5-10% for their method, from a test set of 21 experimental datasets.  
Determination using Volume of Correlation 
A third method for the determination of molecular mass involves the recently developed volume of 
correlation (Vc) proposed by Rambo and Tainer (2). This approach makes use of a novel invariant 
property, Vc, devised to address the problems posed by protein flexibility upon estimates based on 
the Porod volume.    
The authors observe that unlike the Kratky plot of q vs . q2.I(q), the transformation q vs . q.I(q) leads 
to a well-defined integral over measurable q-ranges even when flexibility is present in the system. 
The authors postulate that the ratio of I(0) to this integral should reduce to a concentration-
independent property, broadly analogous to the calculation of Vp from Q.   
This new property is termed the volume of correlation, Vc, and is defined as: 
௖ܸ ൌ ܫሺ0ሻ׬ ݍ	ܫሺݍሻ. dݍஶ	଴
	 
 
(4.10) 
This metric is distinct from the particle volume, Vp. It is instead the volume per self-correlation 
length, or ௣ܸ 2ߨ݈௖⁄ , where lc is the correlation length of the particle. It cannot be directly related to 
the molecular mass. However, the stability of the integral and its presumed concentration 
independence are useful properties, and Rambo and co-workers proceeded to develop an empirical 
power-law relationship linking Vc to molecular mass. 
The authors conducted a survey of 9,446 simulated datasets from PDB structures, showing that the 
ratio of the square of Vc to Rg was linear with molecular mass on a log-log plot. For convenience, this 
ratio is separately defined as QR:  
ܳୖ ൌ ୡܸ
ଶ
ܴ୥  
(4.11) 
Two constants, ec and k, were empirically determined from the slope and intercept of the log-log 
linear regression, allowing Vc to be related to molecular mass, MMVc, via: 
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(4.12) 
For simulated protein datasets, the values of the constants were reported as ec = 0.1231 and k = 1.0. 
This calculation subsequently achieved an average mass error of  9.7% in a test set of 23 novel 
experimental datasets (2).  
Implementation and methods 
Sample preparation 
All samples analysed contained soluble proteins recombinantly expressed in E. coli. Proteins had 
been purified to homogeneity as determined by SDS-PAGE, and frozen in aliquots at -80°C. The full 
list of samples is reported in Table 4.1. These aliquots were transported to the Australian 
Synchrotron on dry ice and thawed immediately prior to data collection. Samples were centrifuged at 
4°C at an RCF of 6800 x g for 5 minutes to remove any large insoluble particles. The concentration 
of protein was determined from absorbance at 280 nm, measured using a nanodrop UV 
spectrophotometer. Stored gel-filtration buffer from the purification was used for any necessary 
adjustments in concentration. 100 μL of each sample were then loaded into a 96-well plate. The 
loaded plate was centrifuged at 1200 RPM for a further 4 minutes before being degassed for 5 
minutes. Prepared plates were covered, placed in the HPLC auto-loader and maintained at 16°C.  
Data collection 
SEC-SAXS data was collected over multiple shifts at the SAXS/WAXS beamline of the Australian 
Synchrotron, at a beam diameter of 120 μm and a wavelength of 1.033 Å, using a Pilatus 1M 
detector. Inline SEC-SAXS was performed at 16°C, using a Prominence modular HPLC system 
(Shimadzu Scientific Instruments) located upstream of a 1 mm quartz capillary mounted in the 
SAXS beam. SAXS images were collected constantly during the course of each elution, with 0.05 s 
intervals between each image. The arrangement of the HPLC components and connecting lines is 
shown in schematic representation in Figure 4.1. The extended, temperature-controlled line 
connecting the UV spectrometer to the capillary is of note. This setup was standard at the beamline 
with only minor changes over the duration of candidature. Other HPLC and beamline parameters as 
well as columns, buffers and concentrations were varied based on the specific requirements of the 
sample and shift. The values for all samples included in the analysis in this chapter are detailed in 
Table 4.1. Details of columns and elution buffers are given in Tables 4.2 and 4.3. Individual cases 
are also discussed in detail in Chapters 5, 6 and 7 of this thesis.  
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Table 4.1. Experimental parameters for SEC-SAXS samples	
Sample	 Column	
(Refer	
Table	4.2)		
Buffer	
	(Refer	
Table	4.3)	
Injected	
volume	
(mL)	
Flow	rate	
(mL/min)	
	
Exposure	
time	(s)	
q‐min		
(Å‐1)*	
q‐max	
(Å‐1)*	
GI	†	 B	 B	 50	 0.25	 2	 6.44x10‐3	 0.361	
L6TIR	wt		 C+D	 A	 95	 0.5	 5	 9.44x10‐3	 0.477	
L6	TIR	F79A	 C+D	 A	 95	 0.5	 5	 9.44x10‐3	 0.477	
L6	TIR	F/D	 C+D	 A	 95	 0.5	 5	 9.44x10‐3	 0.477	
L6	TIR	F/R	 C+D	 A	 95	 0.5	 5	 9.44x10‐3	 0.477	
L6	TIR	R164A	 C+D	 A	 95	 0.5	 5	 9.44x10‐3	 0.477	
L6	TIR	K200E	 C+D	 A	 95	 0.5	 5	 9.44x10‐3	 0.477	
L6	LRR	†		 A	 A	 95	 0.5	 2	 1.04x10‐2	 0.614	
Sr336‐120	 C+D	 A	 95	 0.25	 5 9.44x10‐3	 0.477	
MLA105‐120	 C	 A	 95	 0.5	 2	 1.04x10‐2	 0.614	
Rx1‐122	 C	 A	 95	 0.5	 2	 1.04x10‐2	 0.614	
AvrM	wt	 B	 B	 50	 0.25	 2	 6.44x10‐3	 0.361	
avrM	 B	 B	 50	 0.25	 2	 6.44x10‐3	 0.361	
AvrM	I‐PL	†	 B	 B	 50	 0.25	 2	 6.44x10‐3	 0.361	
AvrM	A3	†	 B	 B	 50	 0.25	 2	 6.44x10‐3	 0.361	
AvrM	K253	†	 B	 B	 50	 0.25	 2	 6.44x10‐3	 0.361	
AvrM	EA2	†	 B	 B	 50	 0.25	 2	 6.44x10‐3	 0.361	
AvrM	R316A	†	 B	 B	 50	 0.25	 2	 6.44x10‐3	 0.361	
AvSr22	apo	†	 B	 B	 50	 0.25	 2	 6.44x10‐3	 0.361	
RPV1TIR	wt	 B	 B	 50	 0.25	 2	 6.44x10‐3	 0.361	
RPV1TIR	H42A	 B	 B	 50	 0.25	 2	 6.44x10‐3	 0.361	
RPP1TIR	NDA	†	 B	 B	 50	 0.25	 2	 6.44x10‐3	 0.361	
RPP1TIR	WSB	†	 B	 B	 50	 0.25	 2	 6.44x10‐3	 0.361	
mSAM	†	 B	 B	 50	 0.25	 2	 6.44x10‐3	 0.361	
hSAM	†	 B	 B	 50	 0.25	 2	 6.44x10‐3	 0.361	
dSAM	†	 B	 B	 50	 0.25	 2	 6.44x10‐3	 0.361	
cSAM	†	 A	 A	 95	 0.5	 2	 1.04x10‐2	 0.614	
mDHO	†	 B	 B	 50	 0.25	 2	 6.44x10‐3	 0.361	
yDHO	†	 B	 B	 50	 0.25	 2	 6.44x10‐3	 0.361	
ZinT	Zn2+	 C+D	 A	 95	 0.5	 5	 9.44x10‐3	 0.477	
ZnuA	Zn2+	 C+D	 A	 95	 0.5	 5	 9.44x10‐3	 0.477	
AdcA	apo	 C	 A	 95	 0.5	 2	 1.04x10‐2	 0.614	
AdcA	Zn2+	 C	 A	 95	 0.5	 2	 1.04x10‐2	 0.614	
WzzSB	wt	†	 C+D	 A	 95	 0.5	 5	 9.44x10‐3	 0.477	
WzzSB	I	†	 C+D	 A	 95	 0.5	 5	 9.44x10‐3	 0.477	
 
* q-min and q-max report the limits of the instrument range using q = 4π.sin(θ)/λ). These are 
dependent on beamline parameters such as camera length, offset, wavelength and size of the 
beamstop mask. The range suitable for analysis may be more restricted and is noted in-text when 
different.  
† Dataset not reported elsewhere in thesis. 
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Table 4.2. HPLC Columns for size-exclusion chromatography 
ID. Column name Manufacturer Volume 
(mL) 
Notes 
A Superdex 200 100/300 GL  GE Healthcare 24.0   
B Superdex 200 Increase 5/150 
GL  
GE Healthcare 3.0  
C WTC-030S5  Wyatt Technology 13.0   
D WTC-030S5G   Wyatt Technology 2.0 Pre-column, used with 
WTC-030S5 
 
 
Table 4.3. Elution buffers for size-exclusion chromatography 
ID. Composition 
A 100 mM NaCl, 10 mM HEPES, pH 7.5, 1 mM DTT 
B 150 mM NaCl, 50 mM HEPES, pH 7.5, 1 mM DTT 
 
 
 
 
Figure 4.1. Schematic representation of SEC-SAXS system, as installed at the SAXS/WAXS 
beamline of the Australian Synchrotron from 2013-2016. Major components are drawn in black, 
fluid-carrying tubing is drawn in blue and the X-ray beam is drawn in red. Components and tubing 
are not to scale. The approximate lengths of the tubing connecting each component are noted where 
possible. 
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Manual processing 
Primary data processing was performed in scatterBrain 
(http://www.synchrotron.org.au/index.php/aussyncbeamlines/saxswaxs/software-saxswaxs). Datasets 
are normalised for exposure time and converted to an absolute scale using a measurement of the 
scattering of pure water. For each SEC-SAXS dataset, 30 to 100 consecutive images preceding the 
first elution peak were selected and averaged as a buffer blank. This buffer blank was then subtracted 
from each individual image across the elution profile to produce a set of subtracted data files each 
corresponding to a short (eg. 2 s) fraction of elution. These steps were not automated as they are 
dependent on the software and data formats produced by the beamline.  
Analysis pipeline 
The analysis pipeline was written in the Linux shell scripting language, Bash, and makes use of 
programs from version 2.6 of the ATSAS suite (10, 12). Plots are generated using GNUPLOT 
(http://www.gnuplot.org).   
Each subtracted data file is subjected to AUTORG to calculate Guinier I(0) and Rg, and 
AUTOGNOM to identify a dmax, generate a P(r) function, and calculate an alternate I(0) and Rg from 
the P(r). DATPOROD is used to calculate a Porod volume, and from this, a “Porod” molecular mass 
(MMPorod) is calculated via Equation 4.10 using ρm = 0.625.  
Vc and MMVc are calculated using Equations 3.13 and 3.15 above, using a local implementation of 
the method of Rambo and Tainer (2). The data is first extended to q = 0 Å-1 using the Guinier 
approximation, with I(0) and Rg calculated using AUTORG. The integral in 3.13 is calculated from 
this extended dataset using a trapezoidal approximation, up to a qmax of 0.3 Å-1.  Rambo and Tainer 
(2) tested this calculation on simulated data for qmax-values of 0.3 Å-1 and 0.5 Å-1. As not all datasets 
collected at the Australian Synchrotron extend to 0.5 Å-1, the lower cutoff of q ≤ 0.3 Å-1 is used to 
maintain consistency. Averages of 10 images in a sliding window were also generated across the 
elution profile to assist with datasets exhibiting poor signal to noise. The automated analysis was also 
performed on these averaged files.  
SAXS image indexes were converted to elution volumes (Ve) using exposure time, exposure interval 
and flowrate, using: 
ܸୣ ൌ ݎ60 ൬݂ݐ ൅ ݂ݓ െ
ݐ
2൰ ൅ ܿ 
(4.13) 
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where r is the flow rate in mL/min, f is the image index number from the beginning of SAXS data 
collection, t is the exposure time per image in seconds and w is the interval between images (usually 
0.05 s). An offset factor, c, is necessary due to variations in the timing of the start of data collection, 
as well as excess line volume between the UV and SAXS measurements. It is obtained by aligning 
the centres of the largest peaks in the Guinier I(0) and A280 traces for each sample. This produces 
volumes relative to the beginning of HPLC sample injection.  
UV measurements were converted to concentration using the Beer-Lambert law, ܣ ൌ 	ߝ	݈	ܿ, where A 
is the absorbance measurement at 280 nm, l  is the path-length in the UV detector (here, 1 cm), c is 
the concentration, and ε is the molar absorption coefficient at 280 nm, calculated from sequence 
using Expasy’s ProtParam tool (13). A molecular mass is then calculated from each image using the 
Guinier I(0), and the average UV concentration over the corresponding elution volume, via Equation 
3.3 above.  
Estimation of mean and standard deviation of calculated properties  
In order to perform averaging of properties and analyse the variance of this property in an unbiased 
manner, a simple, automated method for peak detection and image selection was used.  
The highest I(0) value was defined as its peak centre, and contiguous images were included provided 
that their I(0) was at least half the peak maximum. This produced a single, unbroken region 
approximating the centre region of the major peak in each dataset. Minor peaks were not included in 
the analysis. 
For the region thus defined, the image-by-image properties previously calculated by the pipeline 
were averaged to produce a single mean MMPorod and MMVc for each dataset corresponding to the 
highest-intensity region of the major peak. The standard deviation of each property within this region 
was then calculated using:  
ߪ ൌ ඩ1ܰ෍ሺݔ௜ െ 	ߤሻଶ
ே
௜ୀଵ
 
(4.14) 
 Where σ is the standard deviation, N is the number of images, xi is the property calculated from the 
current image, and μ is the mean of the property as calculated above. These were converted to 
relative standard deviations (RSD) as percentages by dividing by the means, and multiplying the 
resulting ratio by 100.   
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Testing of standard datasets from SASBDB 
 Exemplar datasets were downloaded from the SASBDB, selecting only those in the “standard 
proteins” subset. The datasets and their properties as reported in SASBDB are detailed in Table 3.4. 
Where SASBDB contains multiple standard measurements on the same protein, the most recent was 
used. SASDAL2, ovalbumin, was also discarded as its predicted MM differed by more than 50% 
from its listed MMI(0), suggesting some discrepancy in the measurement.   
These datasets were first converted from nm-1 to Å-1, and then each truncated at a series of qmax 
values between 0.15 Å-1 and 0.5 Å-1 at increments of 0.05 Å-1. The resulting series was subjected to 
the same automated analysis as the individual SEC-SAXS images, detailed previously.   
Percentage differences were calculated by subtracting MMVc and MMPorod from the predicted MM 
listed on each SASBDB entry, and dividing this result by the predicted MM/100.  
 
 
  
Table 4.4. Details of standard datasets from SASBDB	
Sample	 SASBDB	
ID	
Monomer	
MM	(kDa)	
Pred.	
Nmer	
Pred.	MM	
(kDa)	
MMI(0)	 Notes	
BSA	 SASDA32	 69.3	 1	 69	 64	 	
Alcohol	
dehydrogenase	
SASDA52	 36.9	 4	 147	 79	 	
β‐Amylase		 SASDA62	 56.1	 4	 224	 162	 	
Apoferritin	 SASDA82	 20.0	 24	 479	 369	 	
Catalase	 SASDA92	 59.9	 4	 240	 254	 	
Conalbumin	 SASDAA2	 77.8	 1	 78	 68	 	
Cytochrome‐C	 SASDAB2	 11.7	 1	 12	 7	 	
Lysozyme	 SASDAC2	 16.2	 1	 14	 11	 Excluded;	duplicate	
Lysozyme	 SASDAG2	 16.2	 1	 14	 11	 	
Myoglobin	 SASDAH2	 17.1	 1	 17	 11	 Excluded;	duplicate	
Myoglobin	 SASDAK2	 17.1	 1	 17	 11	 	
Glucose	
isomerase	
SASDAK6	 43.2	 4	 172	 184	 	
Ovalbumin	 SASDAL2	 42.9	 2	 86	 36	 Excluded;		
MMI(0)	<		MMpred/2	
RNAse	 SASDAN2	 16.5	 1	 16	 14.5	 Excluded;	duplicate	
Ubiquitin	 SASDAQ2	 14.7	 1	 15	 8	 	
RNAse	 SASDAR2	 16.5	 1	 16	 14	 	
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Features and examples 
The analysis pipeline has been tested and applied to 36 individual protein samples in the course of 
multiple projects within our laboratory. The full sample list is presented in Table 4.1, and individual 
samples are further discussed in Chapters 5-7. These proteins range in size from 12-100 kDa and 
include oligomeric complexes up to approximately 500 kDa. The pipeline takes a set of buffer-
subtracted images from a HPLC-SAXS experiment as input. Each image is treated as a single 
exposure over a known duration, and corresponds to an elution volume at a known flow rate. 
Calculation of SAXS invariants 
To illustrate the utility of the automated analysis, three samples have been selected as examples of 
different separation behaviour. The pipeline produces two plots, one of the evolution of Rg and one 
of the evolution of MM. Each plot, shown in Figure 4.2 shows the results of two different methods 
of calculation. In the left column, the Rg is calculated from the Guinier region via AUTORG (red) 
and from the P(r) determined by AUTOGNOM (blue). In the right column are molecular masses 
calculated from the Porod volume by DATPOROD (blue), and from the volume of correlation 
(orange). Coloured diamonds indicate the values determined from each individual image, while 
coloured lines indicate the values from 10-image rolling averages.  
The first SEC-SAXS example is the ZinT domain of AdcA from S. pneumoniae, an example of a 
single-component, non-interacting system that elutes in a single peak (Figure 4.2 A-B). The values 
of all calculated properties are stable across the whole peak, as expected in the absence of interaction 
and concentration effects. The two Rg calculations agree.  The two molecular mass calculations differ 
by an average of 3 kDa. The MMPorod calculation exhibits high image-to-image variation, but its 
average is closer to the expected molecular mass of 20.3 kDa.  
The L6TIR protein, shown in Figure 4.2 C-D, is an example of an interacting system in rapid 
equilibrium relative to the timescales of the chromatography. The expected molecular mass of the 
monomer is 23.4 kDa. Both calculated properties vary systematically over the elution profile, with 
apparent molecular mass varying from approximately 1.4x the predicted monomer to below 1x. Very 
low molecular masses are apparent at the tail of the peak. These are likely due to the poor signal-to-
noise of the highly dilute sample at these points in the elution. The increase towards the leading edge 
of the peak suggests transient self-association was occurring during the elution.   
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Figure 4.2. Output of the automated SEC-SAXS analysis pipeline, for: A-B) AdcA ZinT domain, 
C-D) L6 TIR domain, E-F) yeast CAD DHO-like domain. Black lines indicate the absolute I(0) for 
each image, plotted against the left-hand axis. Plots A, C and E show radii of gyration while plots B, 
D and F report molecular masses. Coloured diamonds indicate properties calculated from the 
individual images, while coloured lines indicate properties calculated from a rolling 10-image 
average of the SAXS data, both plotted against the right-hand axes. The two methods of calculation 
for each property are detailed in the chapter methods and introduction; MMPorod is plotted in blue, and 
MMVc is plotted in orange. Indices denote the SAXS image numbers, which can be related to HPLC 
elution volume by Equation 5.16 above. The expected monomeric molecular masses for the AdcA 
ZinT domain, L6TIR and CAD DHO-like domain are 20.3 kDa, 23.4 kDa and 66 kDa (dimer), 
respectively. 
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Finally, Figure 4.2 E-F shows an example of an interacting system in which the states have been 
separated by chromatography. This sample is the DHO-like domain of yeast CAD, which has a 
predicted monomeric mass of 33 kDa, and therefore a predicted dimeric mass of 66 kDa. Molecular 
masses and radii of gyration are stable across the major peak at a size corresponding to the dimeric 
mass. The earlier, minor peak has a molecular mass approximately corresponding to an octamer. The 
slope in this peak may be due to variation in oligomeric sizes within the peak, to dissociation upon 
dilution during the elution, or to incomplete separation with the major peak.  
This analysis pipeline is used throughout the thesis when SEC-SAXS analysis is employed, and these 
examples demonstrate its performance under varying conditions.  
Calculation of molecular mass from zero-angle scattering 
In addition to MMPorod and MMVc, a method for the determination of mass from the zero-angle 
scattering, MMI(0), was also implemented. This I(0)-based method requires an independent 
measurement of the protein concentration, and also accurate conversion to absolute scale. In 
principle, instantaneous concentrations can be calculated from an inline UV detector, standard in 
most HPLC systems. Datasets are routinely converted to absolute scale using a measurement of the 
scattering of pure water. Consequently, we incorporated the calculation of MMI(0) from the Guinier-
derived absolute I(0), the inline UV measurement, and the protein’s predicted extinction coefficient.  
This calculation was tested on glucose isomerase (GI), a well-characterised and highly stable protein 
commonly used as a reference in SAXS applications (3). This protein forms a stable homotetramer, 
with an expected molecular mass of 172 kDa. The results of the MMI(0) calculation are shown in 
Figure 4.3 A. It is clear that the molecular mass from the calculation is not stable across the peak, 
varying from 100 kDa to greater than 300 kDa. MMI(0) varies in a parabolic manner with its minimum 
at the peak centres. The scaled and overlaid UV and I(0) traces show that significant peak broadening 
has occurred between the UV and SAXS measurements, with the SAXS peak being flatter and wider 
with a more pronounced tail. The peak broadening follows the variation in MMI(0).  
The output of the regular pipeline, shown in Figure 4.3 B-C, demonstrates that MMPorod, MMVc and 
Rg are stable over the peak and do not vary in the parabolic manner observed in the MMI(0) 
calculation. Both MMPorod and MMVc are below the predicted MM, but this difference is consistent 
with previous reports for this protein, including the dataset deposited in SASBDB (ID: SASDAK6). 
Analysis of SASDAK6 using the methodology described here yields MMPorod =  149 kDa and MMVc 
= 141 kDa, consistent with our dataset.  
As a result, we conclude that mass determination via MMI(0) and A280 is negatively affected by peak 
broadening, which restricts subsequent analysis to the concentration-independent MMPorod and MMVc.  
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Figure 4.3. Calculation of MMI(0) from glucose isomerase, using SEC-UV and SEC-SAXS. A) 
The inline UV A280 values are plotted as a black line against the left-hand axis, here scaled by x8 for 
ease of comparison. The I(0) values calculated from Guinier approximation of each image in the 
SEC-SAXS elution is plotted as a light grey line, also against the left-hand axis. The molecular 
masses calculated from these values are plotted as dark grey diamonds against the right-hand axis. 
The predicted molecular mass of the glucose isomerase tetramer is 173 kDa, marked as a dotted line 
against the right-hand axis. B-C) The output of the regular pipeline calculating Rg and MM from the 
same dataset. Variation in MM by the volume-based methods is far less than that observed in MMI(0). 
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Analysis of calculated properties 
The completed pipeline and the availability of data from a range of protein samples within the 
laboratory permits some analysis of the behaviour of the calculated properties themselves.  
Samples 
SEC-SAXS datasets from 37 samples have been collected and processed as part of other biological 
projects within the laboratory. The parameters of each SAXS experiment are shown in Table 4.2. 
These datasets were not intended as a standardised test set and include related sequences and simple 
point mutations to others within the set. In addition, many samples are associating systems, and their 
calculated properties and masses are dependent on concentration, separation and experimental setup. 
Thus, it is difficult to compare directly to data from eg. MALS. Nonetheless, these represent a large 
amount of data collected under consistent conditions on proteins from 10-200 kDa in size, including 
flexible, globular and self-associating systems.  
Comparison of property means 
Although it is difficult to determine reference values for many samples in the set, a first, reference-
independent check is to compare MMPorod and MMVc directly against each other for each dataset. In 
order to do this in an unbiased manner, the range for analysis was selected automatically by taking a 
contiguous region of the major peak in each dataset where the Guinier I(0) values remained greater 
than half the peak’s maximum I(0). The previously calculated MMPorod and MMVc values were then 
averaged over this range to give mean values, noted as ܯܯതതതതത௉௢௥௢ௗ and ܯܯതതതതത௏௖. 
These are plotted against each other in Figure 4.4 A, and  percentage difference relative to ܯܯതതതതത௉௢௥௢ௗ 
is given in Figure 4.4 B. The mean percentage difference was 9% of ܯܯതതതതത௉௢௥௢ௗ, an absolute mean 
difference of 5.6 kDa. The largest percentage difference was 22% of ܯܯതതതതത௉௢௥௢ௗ, for wild-type avrM.  
ܯܯതതതതത௉௢௥௢ௗwas larger in 16 cases, while ܯܯതതതതത௏௖was larger in 20 cases. No clear trend with increasing 
MM is apparent in the percentage differences.      
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Figure 4.4. Direct comparison of MMPorod and MMVc. A) The means of the two calculated 
properties are plotted against each other for an automatically selected region of each sample’s peak. 
Each red dot represents a single SEC-SAXS sample. The dotted line marks MMPorod = MMVc. Log 
scale is used to more clearly display the MM range covered. B) The difference between MMPorod and 
MMVc is plotted as a percentage of MMPorod. The dotted line again marks MMPorod = MMVc, or a 
difference of 0.   
 
Stability of properties across elution 
The stability of the calculated properties is also of interest at the high dilutions common in SEC-
SAXS. The simplest measure of this is the relative standard deviation of each property across each 
SEC-SAXS dataset. This was calculated for each dataset using the image ranges and means 
determined above.   
The resulting relative standard deviation (RSD) as a percent of that property’s mean is shown in 
Figure 4.5. Each dataset corresponds to two points, one for each property, showing the RSD% at the 
calculated mean MM from that property. It can be seen that, in general, MMPorod appears to yield 
higher RSD% values than does MMVc. The RSD% from MMPorod was greater than for MMVc in all but 
two datasets. The highest RSD% was 18.01% for MMPorod and 11.99% for MMVc, from RPV1 and 
mouse DHO, respectively. The largest difference between the two properties for the one sample was 
16.4 RSD%, also for RPV1, which had an MMVc RSD% of only 1.87%. Averaging across all 
datasets, the mean RSD%s for each calculation were 6.30% for MMPorod and 2.69% for MMVc. This 
suggests that MMVc may be the more reliable estimate for SEC-SAXS applications. 
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Figure 4.5. Relative standard deviation of MMPorod and MMVc, across each SEC-SAXS dataset 
peak centre. RSD% values are plotted as coloured diamonds by the mean of the MM. Each dataset 
produces two points, one for each property. The mean of each MM calculation is plotted in x, against 
its RSD%. Log scale is used for the means for clearer visualisation of the ranges studied.  
 
Effects of truncation on accuracy of molecular mass determination using SASBDB standards 
The absolute accuracy of these calculations is, of course, of interest. The effect of truncation of the 
measurement range upon the result is also of interest, as both MMVc and MMPorod make use of the 
high q data while MMI(0) does not.   
Unfortunately, the set of data collected locally is poorly suited to answering these questions, as most 
proteins included are newly characterised and many are in concentration-dependent equilibria, 
meaning their expected MM values are in many cases unknown, and dependent on concentration.  
The online repository, SASBDB (14), includes datasets from a number of “standard proteins” with 
well-known solution behaviour, and also reports a concentration-derived MMI(0) value for each 
measurement. These were used as reference samples for comparing the absolute performance of the 
two calculations, MMVc and MMPorod.  
In all, 12 datasets were included in the analysis, collected from samples in which the proteins ranged 
in predicted size from 12 kDa to 500 kDa (detailed in Table 4.4). The proteins are predominantly 
stable, compact and globular. Each dataset was also truncated at a range of qmax values from 0.15 Å-1 
to 0.5 Å-1, producing 96 individual curves in all.  
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The accuracy of the calculated MMs varied, and in many cases was quite poor. Across all 12 datasets 
at the longest truncation, q < 0.5 Å-1, the average discrepancy as percent of predicted MM was 25.6% 
for MMPorod and 31.9% for MMVc. MMI(0) values reported alongside the datasets averaged a 22.8% 
discrepancy.  
However, the calculated MMs varied strongly by qmax, and in many cases the calculations were more 
accurate on truncated ranges. Figure 4.6 A shows the average percent discrepancy for each method 
at each truncation. The dotted line marks the discrepancy for the reported MMI(0) values. The lowest 
discrepancy was for MMPorod at q < 0.15 Å-1, at 12%. The next lowest was MMVc at 14.6%.  
Above qmax = 0.15, MMPorod was stable with truncation at between 22-25% discrepancy. MMVc was 
strongly influenced by truncation at all ranges and its discrepancy increased from 14.6% at q < 0.2 Å-
1 to 31.9% at q < 0.5 Å-1. The discrepancy also increased at q < 0.15 Å-1, to 20.1%.  Based on this, 
both methods are negatively affected by the inclusion of large data ranges and MMVc may also 
deteriorate again at very short data ranges. MMPorod is most accurate at q < 0.15 Å-1, while MMVc is 
most accurate at q < 0.2 Å-1, and performs at least as well as MMI(0) up to q < 0.35 Å-1. It is not 
possible to verify the MMI(0) values by re-calculation, as the measurement concentrations are not 
reported in these entries. 
The correlation between the predicted and derived MMs of the individual datasets is shown in Figure 
4.6 B-C, ordered by predicted ܯܯതതതതത, and the direct MM comparison is shown in Figure 4.6 D-E. MM 
discrepancies of more than 40% were observed in several datasets, mostly at longer truncations. 
MMPorod appears to under-estimate MM more often than over-estimating, and does not display a clear 
directional trend with respect to truncation. In comparison MMVc consistently decreases as qmax is 
increased, and consequently also tends to under-estimate MM.  
No clear trends in discrepancy with absolute molecular weight are apparent, consistent with the local 
dataset analysis in Figure 4.4. It is also clear that molecular masses around 10-20 kDa are over-
represented in these datasets, while masses between 20 and 60 kDa are absent.   
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Figure 4.6. Effect of truncation of qmax on MMPorod and MMVc, for standard datasets in the 
SASBDB. A) Mean percentage differences across all reference datasets are shown for each  qmax. 
The dotted line denotes the mean percentage difference for MMI(0) from all samples. B-C) Predicted 
MM plotted against calculated MM for both methods, from 13 exemplar datasets at qmax truncations 
from 0.15 to 0.5. Each point represents one calculation from a truncated dataset, coloured by qmax. 
Open circles report the MMI(0) deposited with each dataset, for comparison. D-E) Differences 
between predicted and calculated MM as percentages of MMpred, by dataset. Datasets are ordered left-
to-right by increasing MMpred, for ease of comparison to A and B. Open circles now show the 
percentage difference for MMI(0).  
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Discussion and evaluation 
Pipeline 
We have been successful in developing an automated pipeline for processing and analysis of SEC-
SAXS data. The pipeline quickly calculates I(0), Guinier and P(r)-derived Rgs, as well as MMPorod 
and MMVc from SEC-SAXS data using individual images and rolling averages. This allows for rapid 
evaluation of SEC-SAXS datasets and assists in the identification of monodisperse ranges of elution 
for averaging. Regions where the Rg and MM calculations are constant – ideally across a large 
section of the peak – suggests monodispersity over that range and indicates that averaging is feasible. 
Furthermore, these properties can help to identify and exclude the tail of an incompletely separated 
peak, as in the case of pDHO. Increases or decreases in these properties across peaks suggest 
polydispersity and association.  
During development, a program with similar functionality was published (15). This program, 
DATASW, is also capable of generating plots of I(0), Guinier and P(r)-derived Rgs, as well as 
MMPorod and MMVc across the elution. The two pieces of software are similar. DATASW performs 
more advanced peak detection but does not convert to elution volume, and does not incorporate UV 
data. DATASW also calculates MMVc across the entire available data range, which our preliminary 
testing suggests may be detrimental to accuracy. The local pipeline currently truncates at q=0.3, and 
can be easily modified to alter this range. Although the programs are similar, it remains valuable to 
retain a local, customisable process, particularly as this can be more easily expanded to include 
functionality such as analysis of truncation effects and determination of MMI(0). 
Calculation of MMI(0) from SEC-SAXS 
A method for determination of MMI(0) from SEC-SAXS and inline UV measurements was also 
incorporated into the pipeline. However, it was immediately apparent that peak broadening between 
the two detection points confounded the molecular mass determination. These issues may be 
exacerbated if the extinction coefficient is poorly estimated by ProtParam, but this alone would not 
lead to parabolic variation. 
Peak broadening and skew has long been recognised as an issue in protein chromatography (16) and 
molecular mass determination by MALS (17). It is caused by both diffusion in connector tubing and 
mixing in measurement chambers such as that of the UV detector. Methods for ameliorating these 
effects by fitting the light scattering trace as a skewed Gaussian function are now regularly employed 
in MALS determination (18).  
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However, the excess tubing at the AS SAXS/WAXS beamline is over 1 m in length, far exceeding 
the small line volume in benchtop MALS instruments. Consequently, the fitting adjustment may be 
prohibitively large, especially for self-associating samples where the change in equilibrium would 
further affect their distribution.   
Changes to the experimental setup at the beamline would improve this. Successful determination 
from I(0) in inline SEC-SAXS has been reported at other beamlines at discrete points across an 
elution (19, 20), without accounting for peak broadening, although details of the experimental setup 
were not reported.  A reduction in line volume could be achieved by moving the HPLC closer to the 
beam position, and a reduction in mixing volume could be achieved by removing redundant 
components such as unneeded detectors and even the sample autoloader. We did not proceed with 
the determination of MMI(0) due to these issues, but the functionality remains in place if changes can 
be made to the beamline to reduce the mixing volume. If successfully implemented, such a system 
would be very similar in principle to determination via MALS, and would be expected to closely 
match the results of a benchtop SEC-MALS instrument.  
Consistency of calculated MMs 
The set of SEC-SAXS datasets together with the automated analysis software presents an opportunity 
to test aspects of the calculation metrics themselves. For comparison, the accuracy of these 
calculations has been reported as less than 10% for  MMI(0) (4), 20% for MMPorod (10) and 10% for 
MMVc (2) from test sets unique to each study. We found that MMVc and MMPorod yielded similar 
results. No correlation was observed between the size of the particle and the result of either method. 
The two methods differed by 9% of MMPorod on average for the local datasets, consistent with the 
previously reported accuracy of the calculations.  
Interestingly, we found that MMVc exhibited lower image-to-image variation compared with MMPorod; 
2.7% to 6.3% on average, respectively. MMPorod is calculated from regularised curves output by 
GNOM while MMVc is calculated directly from the data. In this process, GNOM uses perceptual 
criteria to select an optimal dmax value, and this selection influences the particle volume and thus 
MMPorod. We hypothesise that the increased variation in MMPorod is caused by instability in this 
selection step, due to the poor signal to noise of the SEC-SAXS images. Regardless of the cause, 
MMVc appears more stable and may be better suited to image-by-image evaluation across the peaks. 
Truncation effects and accuracy 
Using a small number of exemplar datasets downloaded from the SASBDB, we also evaluated the 
effects of truncation and the absolute accuracy of the two methods. We observed large truncation 
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effects on MMVc, with calculated values consistently decreasing as qmax was increased.  MMPorod was 
much less correlated with qmax, except at very low values of qmax where it was also seen to decrease.  
This finding is striking, as MMVc appears to have been developed in part due to the perceived 
stability of the integral of q vs qI(q) at high q. Its strong dependence on qmax suggests that the integral 
may not be as stable as assumed, or that the data ranges over which it is stable exceed the 
conventional q-ranges for measurement of proteins. Its linear dependence is similar to that observed 
by Fischer et al. (11) when using Q’ to estimate MMPorod in an alternative manner. Their solution, to 
scale by a set of pre-determined values based on qmax, may warrant consideration.  
For MMPorod, the lack of dependence on qmax above a threshold is consistent with the effects of the 
aforementioned GNOM regularisation, which extrapolates the curve to infinite q regardless of the 
range given. At large truncations, this extrapolation may become unstable, causing the change at qmax 
= 0.15 Å-1.  
Importantly, however, we also observed that larger data ranges did not improve the accuracy of the 
calculations compared to predicted MM. In fact, the two methods were most accurate at relatively 
severe truncations, qmax = 0.15 Å-1 for MMPorod and qmax  = 0.2 Å-1 for MMVc. At these truncations, 
the two methods recorded percentage mass errors of 12% and 14%, respectively, which compare 
favourably to the previously reported accuracies for MM determination from SAXS (2, 4, 10). Using 
the widest data range at qmax  = 0.5 Å-1, these mass errors increased to 26% and 32% for MMPorod and 
MMVc, respectively. Also of note is that the MMI(0) values reported in SASBDB average an error of 
22.8%, well above the 10% estimated by Mylonas and Svergun (4).  
This behaviour is troubling, especially for proteins which are ostensibly globular and well-behaved. 
Some issues may be attributed to problems or biases in the datasets themselves; the set is small and 
proteins in the 10-20 kDa range are over-represented. It is also possible that high q regions can be 
more reliably extrapolated from truncated data for stable, globular proteins, thus biasing the MMPorod 
results towards more aggressive truncations for this dataset. The near linear dependence of MMVc on 
truncation range means that qmax can act almost as a fitting parameter, and any selection must 
proceed cautiously.  
Above all, it is clear that a systematic analysis of the performance of these calculations is needed in 
future. Calls have been made for a standardised, reference dataset of experimental profiles against 
which future methodologies can be benchmarked (21, 22), and such a dataset would be ideal for the 
testing of these properties as well.  
Such benchmarking would benefit from the inclusion of data from other biophysical techniques, 
especially those that offer complementary determinations of molecular mass, such as SEC-MALS 
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and analytical ultracentrifugation (AUC). Although very similar to MMI(0), determination via SEC-
MALS is distinct from MMPorod and MMVc, which analyse regions of the scattering not accessible at 
visible wavelengths. AUC is a third technique of interest in this regard, which, like SAXS, has seen a 
resurgence in recent years. Sedimentation equilibrium experiments via AUC permit direct access to 
the molecular mass distribution, and are extremely powerful (23). These experiments can be 
challenging to perform, however, and are plagued by non-ideality arising from concentration effects 
and instability. Moreover, equilibrium runs often require several days of measurement to obtain 
separation and, critically, samples must maintain high levels of solubility over that period. This is 
challenging to achieve for many proteins. Sedimentation velocity experiments are faster, on the order 
of hours, but yield information that must be indirectly related to related to molecular mass via several 
assumptions, as in SAXS and MALS. Accuracies of approximately 10% have been suggested for this 
process (24), similar to values previously given for MMI(0) (4).  
Conclusions and outlook 
This pipeline is an effective, automated tool for the analysis of SEC-SAXS data, linking pre-existing 
programs in a flexible fashion to permit the rapid assessment of entire SEC-SAXS elutions. The 
evolution of various calculated properties across the elution is informative for the behaviour of the 
protein as well as the selection of images for later averaging. We proceed to apply and analyse the 
results of the pipeline to a variety of problems of biological significance throughout the remainder of 
the thesis.  
With respect to the accuracy of molecular mass determination from SAXS, this brief survey has 
revealed several troubling behaviours. Firstly, analysis of a set of apparently well-characterised, 
well-behaved standard proteins yielded errors well in excess of approximate accuracies reported in 
the literature (eg. 22.8% versus a suggested 10% for MMI(0)) (2, 4, 10). Secondly, large variations 
were observed with truncations of the measurements range, most notably in MMVc, but also in 
MMPorod, suggesting that current methods for addressing these artifacts may not be sufficient. It is 
worth noting, that although absolute accuracy of mass determination is clearly challenging, relative 
changes between similar proteins may be much more sensitive, as a major source of error – variation 
in the assumed properties, such as density and flexibility – would often be reduced between such 
samples.  
Ultimately, the determination of solution molecular mass is difficult, and all currently available 
methods have limitations. Determination from SAXS via MMI(0) is sensitive to aggregation and 
variation in assumed properties, while determination via MMPorod and MMVc is affected by buffer 
subtraction errors, flexibility and truncation effects. Among complementary techniques, MALS is 
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subject to the same limitations as MMI(0), while AUC must contend with non-ideality effects and 
significant practical challenges. Therefore, it remains the responsibility of the researcher to 
determine the technique best-suited to the problem at hand. 
With respect to the following projects within the thesis, we proceed conservatively so as not to over-
interpret the small number of test cases, continuing with current best-practice but reporting multiple 
metrics wherever possible. MMVc at the original qmax of 0.3 Å-1 will be used for initial image-by-
image evaluation and plotting of peaks, due to its demonstrated stability even at very poor signal to 
noise. To address potential variation, both MMPorod and MMVc will be calculated and reported for the 
final, averaged datasets, and cases where the two differ by more than 10% will be noted.  
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Chapter 5: Plant resistance proteins and pathogen effector molecules 
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Introduction 
Having developed and outlined a consistent methodology for processing and selection of SEC-SAXS 
datasets, we proceeded to apply this technique to a series of problems of biological significance. The 
first is in the area of plant disease resistance, discussed both here and in the publication comprising 
Chapter 6.  
The plant innate immune system is an essential line of defence against invading pathogens, and its 
study is of great economic and social importance, both to the crop industry and with respect to global 
food security. Plants recognise invading pathogens by detecting specific effector molecules via plant 
resistance proteins, or R-proteins. Successful recognition induces effector-triggered immunity (ETI), 
which often results in localised cell-death leading to protection of the whole plant (1). Due to the 
severity of the ETI response, the process of detection and signal transduction must be controlled and 
specific. Recognition and signal transduction are generally considered to occur by direct association 
between effectors and R-proteins, triggering further association events between the R-proteins 
themselves (2). Plant pathogens are continually developing new means of evading detection, and 
SAXS is well-suited to the study of the intermolecular interactions involved in this arms race.  
Plant NLR proteins 
The predominant class of R-proteins are known as NOD-like receptors, or NLRs (1). These are large 
proteins comprising three domains: a C-terminal leucine-rich repeat (LRR) domain, a central 
nucleotide binding (NB) domain, and an N-terminal signalling domain. Variation in the signalling 
domain delineates two sub-families; those with a Toll/interleukin-1 receptor (TIR) domain, and those 
with a coiled-coil (CC) domain.  
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Signal transduction upon effector recognition has long been linked to association of the R-proteins. 
In related and extensively studied mammalian systems, large, ring-shaped oligomeric assemblies 
have been observed and linked to activation (3). Less is known of the mechanisms in plant systems, 
but self-association of full-length R-proteins has been observed both constitutively (4, 5), and in 
response to pathogen effector recognition (6, 7) . In particular, self-association of the N-terminal 
signalling domains has been implicated in signal transduction. These domains have been seen to self-
associate (5, 8)}, and in many cases are necessary and sufficient for response when introduced in 
planta (8-11). It has been proposed that autoinhibition by association of the N-terminal and NB 
domains may regulate signalling via otherwise autoactive N-terminal domains (12). Recognition and 
binding of pathogen effectors is thought to release the N-terminal domains in order to induce 
downstream signalling.  
Structural information on CC/TIR-NB-LRR R-proteins is so far limited to the N-terminal domains, 
with two structures each of plant CC and TIR domains available prior to the commencement of this 
work. The two plant CC domain structures differ markedly, one adopting a rod-like coiled-coil dimer 
(5), and the other a compact 4-helical bundle monomer (13). These will be discussed in detail in 
Chapter 6. The two published plant TIR domain structures, from Arabidopsis AtTIR and flax L6 (8, 
14), are similar to the distantly related mammalian TIR domain structures, adopting a five-stranded 
parallel β-sheet surrounded by α-helices (15).  
The structural basis of interaction and signalling is a subject of significant interest. Two potential 
interfaces were observed in the crystal structure of the L6 TIR domain (8). This domain is known to 
homodimerise and to induce cell death in vivo. Mutation of residues in one of these interfaces was 
seen to reduce self-association in vitro. The generality of this interface is unknown, as are the 
molecular details of autoinhibition via binding to the NB domain of the protein.  
Pathogen effector proteins  
The pathogen effector proteins detected by plant NLRs are a diverse class of small proteins. Plant 
NLRs detect effectors from many invading organisms, including bacteria, oomycetes and fungi (16, 
17). We will focus here on the fungal effectors. These proteins are secreted by pathogens in the 
course of infection, and although their specific functions are not well understood (18), they are 
expected to be important drivers of the infection process with functions necessary to the pathogen’s 
success. As such, they are ideal targets for recognition by the plant immune system. Resistance is 
conventionally described as a gene-for-gene process in which each effector is recognised by a 
specific R-protein (1, 19).  
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Fungal effectors are extremely diverse, and frequently have no homology to known proteins or other 
effectors (20). The mechanism of recognition and interaction with resistance proteins is thus 
challenging to infer. Structure-function studies of recognition have been carried out for three R-
protein-effector pair systems, the flax rust effectors AvrL567A and D, recognised by Flax L6/L5 
(21); Hyaloperonospora arabidopsidis ATR1, recognised by Arabidopsis RPP1 (22), and the further 
flax rust effector AvrM, which is recognised by the M-protein in flax (23).  
All effectors were found to adopt novel folds, with the AvrL567-A and -D forming compact β-
sandwich structures, while ATR1 assumed an unusual, two-domain elongated structure comprised 
entirely of α-helices. The two AvrM variants both crystallised as L-shaped α-helical dimers. For both 
the AvrL567A/D and ATR1 effectors, recognition appears to be determined by surface residue 
specificity at multiple sites, with multiple amino-acid substitutions being required to disrupt 
recognition (21, 22). Mutation of polymorphic residues in the AvrM system did not lead to a change 
in recognition, suggesting that multiple recognition sites are also present, but the details of this are 
so-far undetermined.   
Systems under study 
Systems with such a dependence on intermolecular association, including weak and transient 
intermolecular association, are ideal for study via biophysical solution techniques. SAXS is among 
these, and in this chapter we present several cases in which it has been employed in structural and 
biophysical analysis of plant resistance and effector recognition. The systems reported here are: the 
TIR domains of the plant NLRs RPS4, RRS1, SNC1, L6, RPV1 and RPP1, and the flax rust effector 
variants AvrM-A and avrM. 
 
Methods 
Static format SAXS data collection and processing 
Data for the RPS4TIR/RRS1TIR heterodimer, linked RPS4TIR/RRS1TIR, wild-type SNC1TIR and 
SNC1TIR H30A mutant were collected in static format. For these experiments, purified proteins were 
thawed and subjected to SEC in a buffer containing 10 mM HEPES (pH 7.50), 150 mM NaCl and 1 
mM DTT, at 4 °C. Concentrations were obtained by UV absorbance at 280 nm. A fourfold dilution 
series was prepared using the post-peak gel-filtration buffer, starting at 10 mg/mL for 
RPS4TIR/RRS1TIR heterodimer, 7 mg/mL for linked RPS4TIR/RRS1TIR, 5 mg/mL for wild-type 
SNC1TIR, 3 mg/mL for SNC1TIR H30A.  
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Data was collected in static format at the SAXS/WAXS beamline of the Australian Synchrotron, on a 
Pilatus 1M detector at a sample-to-detector distance of 1.6 m and a wavelength of 1.12713 Å, 
yielding a range of momentum transfer 0.011 < q < 0.500 Å-1, where q = 4π sin(θ)/λ. For each 
dilution, 90 μL was injected through a 1.5-mm-diameter quartz capillary at 298 K, at a rate of 1 μL/s 
and capturing images every 1 s.  
Data reduction and subtraction was performed using scatterBrain 
(http://www.synchrotron.org.au/index.php/aussyncbeamlines/saxswaxs/software- saxswaxs). 
Consistent, successive exposures were normalized to transmitted intensity, reduced, scaled to 
absolute intensity using pure water, averaged and buffer-subtracted.  
The ATSAS 2.5 software package was used for subsequent analyses (24). Guinier analysis was 
performed for q.Rg <1.3 using AUTORG in PRIMUS (25), and datasets were examined for 
concentration dependence and linearity. P(r) distributions were obtained for all constructs by indirect 
transformation in GNOM (26), informed by AUTOGNOM. Molecular weights were estimated from 
the P(r) distributions using SAXSMoW (27). The highest concentration dataset for the heterodimer 
was used in comparison and modelling. 
For the RPS4TIR/RRS1TIR system, ab initio models were generated from 16 DAMMIF (28) runs 
without symmetry restraints. These were clustered and averaged in DAMAVER (29). Theoretical 
scattering was calculated from atomic models using FoXS (30). Missing termini were added to the 
protein using the loop-building routines in MODELLER (31) independently from the SAXS data.  
Inline SEC-SAXS data collection and processing 
Data was collected in inline SEC-SAXS format for all L6TIR mutants, wild-type RPV1TIR and 
RPV1TIR H42A mutant, and AvrM and avrM. Data collection, processing and calculation of 
properties was performed as described in Chapter 4, making use of the automated pipeline outlined 
there. Details of the beamline configuration for each sample are reported in Table 4.1. For the plant 
TIR domains, averaged datasets from SEC-SAXS were produced in the unbiased manner described 
in Chapter 4, taking contiguous frames where I(0) > I(0)max/2. For AvrM-A and avrM, frames were 
manually selected to avoid regions with large changes in MMVc while still capturing the approximate 
centre of the peak.   
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Heterodimeric association of TIR domains in Arabidopsis RPS4/RRS1 
Overview 
Two plant NLRs, RPS4 and RRS1, are together required for protection against a number of 
pathogens, suggesting they have a complementary function. We were able to demonstrate that the 
TIR domains of the two proteins associate as a stable heterodimer, and that this association is 
necessary for response in the full-length proteins. It was also found that both RPS4TIR and RRS1TIR 
weakly self-associate, and that the stronger hetero-interaction abolishes this association. Crystal 
structures were solved for both homodimers as well as the heterodimer, which suggested that these 
associations occur at a common interface. Association of the full-length heterodimer was required for 
recognition of effector, while RPS4 alone was found to be necessary and sufficient to induce a 
response in vivo. Disruption of the RPS4 homodimeric interface via mutation abolished the receptor-
independent response, suggesting that the homo-interaction is involved in signalling and that the 
hetero-interaction suppresses signalling by out-competing the weaker interface. The two proteins 
therefore have different but complementary functions in recognition. This work has been published 
as Williams et al. (32).  
My own component of the work involved the verification of the heterodimeric crystal structure in 
solution. Despite the strong heterodimeric interaction, that complex proved difficult to capture in a 
crystal by simple stoichiometric mixing. It proved necessary to combine both domains in a single 
construct connected by a linker in order to obtain crystals revealing the interface between RPS4TIR 
and RRS1TIR.  
Consequently, it was important to verify that the linked construct did not distort the structure in the 
crystal. We used SAXS to compare the unlinked heterodimer in solution to the crystal structure and 
observed good agreement, indicating that a major distortion due to the linker was unlikely. We also 
compared the linked construct to the unlinked heterodimer, and found evidence of a small amount of 
domain swap “tetramer” or dimer of linked dimers. The two samples compared well otherwise.  
Results  
All concentrations of the heterodimer compared well, with no concentration dependence observed in 
Rg or MM (Figure 5.1 A-B). Molecular masses agreed well with the theoretical dimeric weight of 37 
kDa. The linked construct was found to have larger average values in all metrics, as well as an 
extension in dmax in the P(r) (Figure 5.1 D). Although only one concentration could be collected due 
to instrument malfunction, linearity in the Guinier region suggests this extension is not due to 
aggregation (Figure 5.1 C). An increased MM was also observed by MALS. 
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These changes are consistent with the formation of a domain swap dimer-of-dimers, in which the 
domains of one linked construct interact with their partners in another construct. The distance 
distributions of the linked and unlinked constructs suggest proteins have similar shapes, with a 
population of higher oligomer in the linked construct.  
Furthermore, the crystal structure obtained from the linked construct is in agreement with the data 
from the unlinked heterodimer (Figure 5.1 E-F). Ab initio envelopes overlay well with the crystal 
structure, and the theoretical scattering calculated from the crystal structure is similar to that 
observed experimentally (χ = 29.11). Termini missing from the crystal structure were built as random 
chains in an automated procedure independent of the data, and their inclusion further improved 
agreement with the scattering (χ = 7.11). 
 
Figure 5.1. SAXS analysis of the RPS4TIR/RRS1TIR heterodimer and linked RPS4TIR/RRS1TIR. 
A) The experimental scattering curves are shown in black, with error-bars at 1 σ in grey. Coloured 
lines indicate the restored curves from P(r) distributions for each dataset. The linked construct is 
arbitrarily offset in y for ease of visualisation. B) Rg and MM are plotted against concentration. The 
predicted molecular weight of the heterodimer is shown as a purple dotted line. Points for the linked 
construct are shown in green. C) Guinier analysis, showing data transformed as q2 vs. ln I(q), 
demonstrating linearity for q.Rg < 1.3 and indicating that all datasets are free from aggregation. D) 
Normalised P(r) distribution for each concentration. E) Theoretical scattering curves calculated from 
atomic structures (coloured lines) are shown against the experimental scattering from the highest 
concentration of the heterodimeric complex (black line). F) Ab initio envelopes are shown in purple, 
in surface representation. A representative ab initio envelope is shown within the total space sampled 
by all reconstructions. The dimeric crystal structure is shown in cartoon representation (blue), 
manually superimposed onto the envelopes. The backbone atoms of the reconstructed termini are 
shown as red spheres. Reproduced from (32).  
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Homodimeric interfaces in plant TIR domains 
Overview 
The common interface between the RPS4TIR/RRS1TIR heterodimer and the RPS4TIR and RRS1TIR 
homodimers prompted an expanded study of the association of related TIR domains. Crystal 
structures were obtained from the additional plant NLR TIR domains SNC1TIR and RPP1TIR from 
Arabidopsis, and RPV1TIR from grape. The crystal structure of SNC1TIR contained crystal contacts 
corresponding to two interaction surfaces, here referred to as the AE- and DE- interfaces because 
they involve the αA/αE and αD/αE helices, respectively. These interfaces are shown in Figure 5.2 A.  
Re-evaluation of the previously published structures with respect to these interfaces revealed that the 
AE-interface matched the interface common to the RPS4TIR and RRS1TIR homodimers, and also the 
interface in the crystal structure of the distantly related AtTIR (14). The interface in the L6TIR crystal 
structure corresponded to the DE-interface in SNC1TIR, albeit with a slight rotation. Alignments of 
these structures are shown in Figure 5.2 B-C. Both interfaces were also observed in the crystal 
structure of RPP1TIR. Of the additional structures, the RPP1TIR crystal contains both AE- and DE- 
interfaces, while the AE-interface alone is observed in the RPV1TIR crystal (Figure 5.2 D-E).  
RPV1TIR is of particular interest as it represents the first example of such an interface in a crop 
organism.  
L6TIR is known to self-associate in a concentration dependent manner (Bernoux 2011), and similar 
behaviour was observed by MALS for SNC1TIR, suggesting the presence of a self-association 
interface in vitro. In contrast, MALS did not conclusively show self-association for RPV1TIR. We 
proceeded to conduct a thorough mutational analysis of all three proteins, disrupting residues 
involved in both the AE- and DE- interfaces in L6TIR and SNC1TIR, and in the AE- interface in 
RPV1TIR.   
The effects of these mutations on self-association were tested in vitro by MALS, and the effects on 
activation of signalling were tested by transient expression in planta. Both static format SAXS and 
inline SEC-SAXS were used to corroborate the MALS results.  
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Figure 5.2. Comparison of plant TIR domain crystal structure interfaces. A) The novel crystal 
structure of SNC1TIR contains two putative interfaces, the AE- and DE-interfaces. The protein is 
shown in ribbon representation, coloured by chain.  B) Superposition of SNC1TIR (green) and L6TIR 
(teal) crystal structures, showing the similar DE-interface. The second chain of L6TIR is rotated by 
approximately 20 degrees compared to SNC1TIR. C) The common AE-interface in an alignment of 
SNC1TIR (green), RPS4TIR (orange) and AtTIR (pink) crystal structures. D) The novel RPP1TIR 
crystal structure contains both AE- and DE- interfaces. All chains are here coloured blue. E) The 
AE-interface in the novel RPV1TIR crystal structure is shown in ribbon representation within a 
transparent surface representation, coloured by chain.  
  
AE‐interface 
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SNC1TIR  
Amino-acid substitutions were introduced in both the AE- and DE-interfaces of SNC1TIR. Mutations 
in the DE- interface did not affect the MM as determined by MALS, but three mutations in the AE- 
interface resulted in a reduction in MM to near the theoretical monomeric mass of 20.5 kDa (Figure 
5.3 A).  
 
 
Figure 5.3. Solution properties of SNC1TIR mutations analysed by SEC-MALS. Peaks indicate 
the trace from the refractive index detector during size exclusion chromatography of SNC1TIR. The 
lines under the peaks correspond to the average molecular mass distributions across the peak 
(equivalent coloring). (A) Mutations in the AE interface resulted in reduced average molecular mass 
in SNC1 TIR. (B) Solution properties of SNC1TIR H30A mutant at different protein concentrations. 
 
The MALS-derived MM of one of these mutations, SNC1TIR H30A, was stable with increasing 
concentration, suggesting self-association was completely abolished (Figure 5.3 B).  Static-format 
SAXS data was collected for this mutant in order to examine the disruptive effect in more detail. 
Figure 5.4 A-B report the changes in calculated Rg and MM with concentration for wild type 
SNC1TIR compared to the H30A mutant. The wild-type protein was observed at a concentration-
dependent MM intermediate between monomer and dimer, consistent with the MALS results. A large 
change in both Rg and MM was apparent for SNC1TIR H30A compared to the wild-type protein at the 
same concentrations, with the mutant’s MM at or slightly below the predicted monomeric molecular 
weight. Some concentration-dependence of MM was present for the mutant, unlike in the MALS 
results. The theoretical scattering predicted from a single chain of the crystal structure was also 
compared to the highest concentration dataset of the monomer. The fit diverged beyond q = 0.1 Å-1, 
suggesting some differences to the crystal structure (χ = 3.05). However, it is clear that the mutation 
does not render the protein unstructured.   
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Figure 5.4. Properties calculated from SNC1TIR SAXS data at discrete concentrations. A) 
Guinier Rg values at protein concentrations between 5 and 0.25 mg/mL are plotted as coloured 
diamonds for wild-type SNC1TIR and the H30A mutant. The radius of gyration calculated from the 
SNC1TIR crystal structure is shown as a dotted line, for reference. B) Molecular masses calculated by 
SAXSMoW are again plotted by concentration. Dotted lines indicate the predicted monomeric and 
dimeric molecular masses. C) Comparison between the highest concentration dataset for SNC1TIR 
H30A and the monomeric crystal structure. Data is shown as coloured lines with 1σ error bars in 
lighter colour. The fit of the crystal structure is shown as a solid black line.  
  
L6TIR  
Mutations were also introduced in the AE- and DE- interfaces in L6TIR. Wild-type L6TIR was found 
to have a MALS-derived MM of 26.9 kDa, slightly above the predicted monomeric MM of 23.4 
kDa. The substitution F79A in the AE-interface was observed to reduce the MALS MM to 24.5 kDa, 
suggesting an incomplete abolishment of self-association. Other substitutions did not affect self-
association in vitro but did disrupt self-association in yeast-2-hybrid (Y2H) assays. Single 
substitutions in the DE-interface also failed to affect MALS-derived MM. Double mutants disrupting 
both interfaces at once were then generated, including F79A/R164A, F79A/K200E and 
F79A/D208A, which yielded MALS-derived MMs extremely close to that of a theoretical monomer.  
As these absolute differences are small, three single mutants and two double mutants were also 
analysed by SEC-SAXS in order to confirm the effect. Figure 5.5 shows SEC-SAXS traces for wild-
type L6TIR together with the five mutants, and Table 5.1 reports calculated properties in detail for 
datasets averaged from each whole peak. Wild-type L6TIR had the highest MM, as expected, while 
the three single mutants were lower but remained above the monomeric MM. Both double mutants 
again yielded molecular masses close to the predicted monomeric mass. Together with the MALS 
results, this suggests that both interfaces are involved in self-association of L6TIR. As with SNC1TIR, 
the theoretical scattering predicted from the monomeric crystal structure was not consistent with the 
averaged SAXS data from the double mutant F79A/R164A (χ = 8.85).  
A B C
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Figure 5.5. SEC-SAXS analysis of L6TIR interaction. A) Molecular masses from SEC-SAXS of 
L6TIR mutants. Coloured lines show the absolute Guinier I(0) trace for each sample across the SEC-
SAXS elution. Matching coloured lines above each peak report the calculated molecular mass 
against the right-hand axis, calculated by the MMVc method. The predicted monomeric mass is shown 
as a dotted line.  B) Agreement between the L6TIR F79A/R164A averaged dataset and the monomeric 
crystal structure (PDB ID: 3OZI). Data is shown as a coloured line with 1σ error bars in lighter 
colour. The fit of the crystal structure is shown as a solid black line.  
 
 
Table 5.1. Properties calculated from averaged L6TIR mutant datasets  
Protein	 I(0)	Guin		(x10‐2	cm‐1)	
I(0)P(r)		
(x10‐2	cm‐1)	
Rg	Guin		
(Å)	
Rg	P(r)	
(Å)	
MMVc		
(kDa)	
MMPorod	
(kDa)	
Wild‐type	 1.43	 1.45	 25.12	 26.16	 29.1	 33.2	
F79A	 2.27	 2.29	 23.92	 25.06	 26.4	 33.0	
R164A	 1.94	 1.95	 24.23	 24.04	 28.1	 32.5	
K200E	 2.49	 2.51	 24.78	 25.89	 27.5	 33.0	
F79A/D208A	 2.156	 2.17	 22.85	 23.82	 23.8	 30.1	
F79A/R164A	 2.11	 2.12	 22.40	 23.13	 23.6	 31.1	
	 	 	 	 	 	 	
 
RPV1TIR  
We also expanded our analysis to the grape NLR TIR domain, RPV1TIR. In contrast to the 
Arabidopsis TIR domains, no self-association was observed for this domain by Y2H assay. By SEC-
MALS, the molecular mass of RPV1TIR was 22.3 kDa, slightly greater than the predicted monomeric 
mass of 20.7 kDa. We proceeded to disrupt the putative AE-interface observed in the crystal 
structure, and this mutation, H42A, yielded a MALS-derived molecular mass of 20.4 kDa (Figure 
5.6 A). SEC-SAXS produced similar results, yielding 19.6 kDa for the wild type protein and 18.7 
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kDa for the H42A mutant (Figure 5.6 B). Small, corresponding shifts in elution time were also 
observed on both columns. While the change in MM is small relative to the accuracy of the 
techniques, the difference is repeatable across both experimental methods and consistent with the 
crystal structure.     
 
 
 
Figure 5.6. Solution properties of RPV1TIR. A) SEC-MALS analysis of RPV1TIR (purple) and 
RPV1TIRH42A (sky blue). Purified proteins were separated over an inline Superdex 200 10/300 GL 
column with inline MALS detection. Coloured lines under the peaks correspond to the averaged 
molecular mass (y axis) distributions across that peak, while grey lines indicate the normalized 
refractive index trace (nominal units, scaled to y-axis for visualisation). A dotted black line denotes 
the expected monomeric molecular mass of RPV1TIR in both plots. B) SEC-SAXS analysis of 
RPV1TIR and RPV1TIR H42A. Purified proteins were separated over an inline Superdex Increase 200 
5/150 GL SEC column. MM is calculated via MMVc. Coloured lines under the peak correspond to the 
molecular weight (y axis) across the peak. Grey lines indicate the zero angle scattering, I(0), again 
arbitrarily scaled onto the MM for visualisation. 
 
Table 5.2. Properties calculated from averaged RPV1TIR datasets 
Protein I(0) Guin  
(x10-2 cm-1) 
I(0)P(r)  
(x10-2 cm-1) 
Rg Guin  
(Å) 
Rg P(r)  
(Å) 
MMVc 
(kDa) 
MMPorod 
(kDa) 
Wild-type 3.04 3.05 18.23 18.42 18.97 23.25 
H42A 3.33 3.33 17.85 17.93 19.58 24.87 
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Allelic variation in flax rust effector recognition 
Overview 
The flax rust effector AvrM presents an opportunity to study the molecular basis of recognition for 
these proteins. Although most variants of AvrM are recognised by the flax NLR, M, one variant is 
known which evades recognition. This virulent allelic variant is referred to as avrM. Crystal 
structures exist for both the nonvirulent AvrM-A and for avrM. However, the crystal structures of the 
two proteins are remarkably similar, and mutation of single polymorphic residues between the two 
did not lead to a change in recognition in any case (23, 33). The structures of the two variants are 
shown in Figure 5.7. Consequently, the manner in which avrM evades recognition was unknown. 
This is of significant interest, however, as the manner of evasion would reveal important structural 
determinants of recognition in this and potentially other effector systems.  
Figure 5.7. Crystal structures of the AvrM-A and avrM allelic variants. A) Single chains of 
AvrM-A (salmon) and avrM (green) are superimposed in ribbon representation. B) Crystallographic 
dimer of AvrM-A, coloured by chain. The C-terminal helices of each molecule interact to form a 
four-helical bundle. Figure reproduced from Ve et al. (23).   
 
Building upon the previous work, we subjected both variants of AvrM to solution biophysical 
techniques, and in fact observed striking differences between the two. AvrM-A was dimeric in 
solution by both MALS and SAXS, while the virulent avrM was closer to monomeric size. The 
virulent protein also displayed an increased radius of gyration, and appeared to be more flexible. This 
indicates that despite their similar crystal structures, the quaternary structures of AvrM-A and avrM 
A 
B 
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are very different in solution, and suggests that avrM may utilise a disruption of this quaternary 
structure to evade recognition.  
Results 
Purified AvrM-A and avrM were subjected to MALS after elution from a Superdex 200 10/300 GL 
SEC column (Figure 5.8 A). The theoretical monomeric mass of both variants is 27.4 kDa, resulting 
in a dimer of 54.8 kDa. The averaged MM of AvrM-A across the peak was 54.4 kDa, while the mass 
for avrM was 30.8 kDa. Despite this, the two peaks co-elute. Data for AvrM-A could be collected 
only from an injection concentration of 4 mg/mL of protein, but the MM was nonetheless almost 
twice that of avrM injected at 10 mg/mL. Similar behaviour was observed via SEC-SAXS (Figure 
5.8 B). MMVc for AvrM-A was consistent with the dimeric molecular mass, while avrM appeared 
intermediate between monomer and dimer. Both varied across the course of the elution, suggesting 
both were in self-associating equilibria with avrM shifted towards the monomer.   
High signal-to-noise datasets were generated by averaging frames across each peak. The elution 
ranges used and the properties calculated from these datasets are detailed in Table 4.3. The scattering 
data and distance distributions suggested very different shapes for the two proteins (Figure 5.8 C-D), 
with AvrM-A adopting a compact shape while avrM appeared elongated both by P(r) and Guinier 
Rg. Theoretical scattering from the dimeric crystal structure of AvrM-A (PDB ID: 4BJM) is 
consistent with the data for AvrM-A to approximately q=0.2 Å-1, although some divergence is 
observed beyond this point (χ = 2.68). Neither the crystallographic monomer nor dimer agree with 
the data for avrM (χ = 9.83 and χ = 4.64, respectively). Figure 5.8 E shows the normalised Kratky 
plots for both datasets. For AvrM-A, the peak maximum at close to q.Rg = √3 and the asymptotic 
drop with increasing q.Rg suggests the particle is compact, with little flexibility. Comparatively, the 
later peak maximum and increase at high q.Rg suggests that avrM exhibits some flexibility, but not to 
the extent of being unfolded. Complete unfolding would abolish the first maximum entirely and 
result in a constant increase with increasing q.Rg. This flexibility may be the reason that MMVc and 
MMPorod diverge by 32% for this sample, as the accuracy of both methods is negatively affected by 
flexibility. The MALS molecular mass is not affected by flexibility and shows a clear difference 
between the two proteins, suggesting that MMVc may be more reliable in this case. 
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Figure 5.8. Biophysical analysis of AvrM allelic variants. A) SEC-MALS analysis of AvrM-A 
(red) and avrM (green). Dotted lines under the peaks correspond to the averaged molecular mass (y 
axis) across that peak, while solid lines indicate the normalized refractive index trace (nominal units, 
scaled to y-axis for visualisation). Dotted black lines denote the expected molecular masses for 
monomeric and dimeric AvrM-A in both plots. B) SEC-SAXS analysis of AvrM-A and avrM. 
Thin, coloured lines indicate the extrapolated zero-angle intensity for each frame, while thicker lines 
indicate the molecular weight calculated from the volume-of-correlation (MMVc). C) Summed and 
averaged SAXS curves from each peak, with 1 σ error bars shown in lighter colour. Datasets have 
been scaled to overlay for visual comparison. The theoretical scattering of the crystal structures is 
shown as black lines. D) Distance distributions, P(r), calculated from each averaged curve. E) 
Dimensionless Kratky plots.  
 
Table 5.3. Properties calculated from averaged AvrM variant datasets. 
Protein I(0) Guin  
(x10-2 cm-1) 
I(0)P(r) 
(x10-2 cm-1) 
Rg Guin  
(Å) 
Rg P(r)  
(Å) 
MMVc 
(kDa) 
MMPorod 
(kDa) 
AvrM-A 3.03 3.04  30.97 31.21 57.0 52.4 
avrM 1.97 2.02 36.72 39.22 42.4* 56.3* 
 
* values differ by more than 20% 
 
A B 
C D E 
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Discussion 
Intermolecular interaction has long been thought to be a key driver of effector recognition and 
signalling via plant NLRs. Our work builds upon this to demonstrate that self-association in plant 
signalling domains is repeatedly linked to their function, and that even the association state of 
pathogen effector molecules may affect recognition. Two interfaces, which we have designated AE- 
and DE-, are conserved in multiple crystal structures of plant TIR domains.  The AE-interface 
appears in the crystal contacts of AtTIR, SNC1TIR, RPS4TIR, RRS1TIR, RPS4TIR /RRS1TIR, RPP1TIR 
and RPV1TIR. The DE- interface appears in the crystal contacts of SNC1TIR, RPP1TIR and L6TIR. 
Importantly, however, the mere presence of an interface in a crystal contact does not demonstrate a 
biological function for that interface. For this reason, we have complemented our crystallographic 
studies with extensive mutational and biophysical analysis.  
SAXS data on unmodified and linked constructs of the RPS4TIR/RRS1TIR heterodimer showed that 
the crystal structure was consistent with the behaviour of the unmodified particle in solution, despite 
being solved from an artificially linked construct. MALS and SAXS data indicated that the two 
proteins formed a stable heterodimer, and MALS on the individual proteins alone suggested weak 
self-association. The crystal structures all contained the same interface, and mutants disrupting this 
interface were able to abolish interaction by MALS. This indicates that the heterodimeric interaction 
competes with and negatively regulates the weaker homomeric interactions, and that recognition and 
signalling is likely to disrupt the heteromeric association in some way.  
In other TIR domains, MALS and SAXS data revealed that self-association in SNC1TIR could be 
reduced and seemingly abolished by disruption of the AE- interface, and comparison of the SAXS 
data to the crystal structure further demonstrated that this mutation did not achieve its effect by 
misfolding. MALS also showed that mutations in the DE-interface did not affect the degree of self-
association. In contrast, SEC-SAXS data for L6TIR showed that single mutations in both interfaces 
were able to reduce self-association, and that double mutants disrupting both interfaces at once 
appeared to completely abolish it. Again, shape analysis from the SAXS data indicated that these 
double mutants remained folded, although differing somewhat from the monomeric crystal structure. 
MALS and SAXS data on RPV1TIR indicated the protein is predominantly monomeric by absolute 
molecular mass, with limited evidence of self-association. However, a mutant disrupting the AE- 
interface introduced a slight but reproducible shift in MM by both techniques, suggesting that a small 
degree of self-association may be occurring in the wild-type. Together, our data suggests that L6TIR 
is able to self-associate via both interfaces, despite only the DE-interface being present in the crystal, 
while SNC1TIR may not interact via the DE- interface at all despite both being present in its crystal. 
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RPV1TIR may self-associate very weakly via the AE-interface, but evidence for this is limited and it 
is possible that the domain does not self-associate at all.  
Analysis of the flax-rust effector AvrM indicates that effector recognition is also affected by 
intermolecular association, in addition to its role in receptor signalling. SEC-MALS and SEC-SAXS 
analyses indicated that the non-virulent allelic variant AvrM-A forms a stable dimer, consistent with 
the previously-solved crystal structure (23). However, the virulent variant avrM appears closer to 
monomeric molecular mass, suggesting that an altered quaternary structure may permit it to evade 
recognition. Shape analysis from averaged SAXS datasets also indicates that avrM is more extended 
and flexible than the dimeric form, and is not consistent with either the monomeric or dimeric 
conformations captured in the avrM crystal structure.  
It is worth noting that in some cases, the molecular mass differences presented here are small 
compared to the absolute accuracy of both MALS and SAXS determination, both as reported in the 
literature and as evaluated in Chapter 4 (34-36). However, for cases such as point mutants of a 
single protein (such as for L6TIR), it is reasonable to assume that the particles under study will have 
similar properties, such as their shape and density, regularising many possible sources of error. As 
such, while the absolute differences are small, the relative differences may be meaningful, especially 
when consistent behaviour is observed between estimates of mass from both MALS I(0) and SAXS 
particle volumes, and also in shifts of the SEC peaks themselves.  
Altogether, we have demonstrated the importance of interaction states in plant effector recognition 
and signalling, and advanced our understanding of the molecular mechanisms driving plant innate 
immunity via NLRs.  More than this, however, we have shown that solution analysis by MALS and, 
in particular, SAXS, is a critical complementary analysis to X-ray crystallography on interacting 
systems. We have reported several cases in which the interpretation of a crystal structure in isolation 
would have been vastly different to the outcome informed by mutagenesis and biophysical analysis. 
Conversely, however, we have also endeavoured to avoid over-interpretation of the scattering data, 
and to limit our analysis to clear questions posed by accompanying data.     
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Chapter 6. Solution studies of the coiled-coil domains of plant NLRs 
Overview 
Our study of plant NLRs was extended to the second class of N-terminal domains, the coiled-coils. 
Existing structural information suggested that unlike the TIR domains, these domains may be 
structurally and perhaps mechanistically diverse. Of the two available crystal structures, one, of 
MLA10, is an extended coiled-coil dimer, while the other, Rx, adopts a compact 4-helical bundle 
fold. The CC-NLR Sr33 confers resistance to a virulent strain of wheat rust, and is related to 
MLA10.  
We conducted SEC-SAXS analysis on the CC domains of Sr33, MLA10 and Rx, demonstrating that 
all three proteins were monomeric in solution, and adopted compact, globular shapes consistent with 
Rx-like 4-helix bundles. This work precipitated and informed an extended study of these domains 
using NMR, MALS and in planta functional assays, and is published together with the NMR 
structure of Sr33 and an in vitro and in planta analysis of extended constructs of these domains.    
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Abstract 
Plants utilize intracellular immunity receptors, known as NLRs (nucleotide-binding oligomerization 
domain-like receptors) to recognize specific pathogen effector proteins and induce immune 
responses. These proteins provide resistance to many of the world’s most destructive plant 
pathogens, yet we have a limited understanding of the molecular mechanisms that lead to defense 
signaling. We examined the wheat NLR protein Sr33, which is responsible for strain-specific 
resistance to the wheat stem-rust pathogen, Puccinia graminis f. sp. tritici. We present the solution 
structure of a coiled-coil fragment from Sr33, which adopts a four-helix bundle conformation. 
Unexpectedly, this structure differs from the published dimeric crystal structure of the equivalent 
region from the orthologous barley powdery mildew resistance protein, MLA10, but is similar to the 
structure of the distantly related potato NLR protein, Rx. We demonstrate that these regions are in 
fact largely monomeric and adopt similar folds in solution in all three proteins, suggesting that the 
CC domains from plant NLRs adopt a conserved fold. However, larger C-terminal fragments of Sr33 
and MLA10 can self-associate both in vitro and in planta and this self-association correlates with 
their cell death signaling activity. The minimal region of the CC domain required for both cell death 
signaling and self-association extends to amino acid 142, thus including 22 residues absent from 
previous biochemical and structural protein studies. These data suggest that self-association of the 
minimal CC domain is necessary for signaling but that this is likely to involve a different structural 
basis than previously suggested by the MLA10 crystallographic dimer. 
Significance statement 
Plants and animals use intracellular immunity receptors, known as NLRs (nucleotide-binding 
oligomerization domain-like receptors), to defend themselves against invading microbes. In this 
study, we report the solution structure of the N-terminal coiled-coil (CC) domain from the wheat 
stem-rust resistance protein Sr33. Remarkably, this structure differs substantially from the published 
crystal structure of the equivalent region from the orthologous barley powdery mildew resistance 
protein, MLA10. Using a structurally, biophysically and functionally approach we compare Sr33 CC 
domain to other structurally defined NLR CC domains. Collectively, this work redefines our current 
understanding of the structure and function of plant NLR CC domains, which has significant 
implications for future studies into this important class of defense receptors.  
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Introduction 
Plant diseases constitute a major economic and social burden worldwide, and the appearance of new 
or more virulent pathogens can pose significant challenges. Plants rely on their innate immunity 
systems to combat pathogens, an important component of which is the recognition of pathogen 
effector molecules by resistance (R) proteins, a process commonly referred to as effector-triggered 
immunity. R protein activation triggers a process known as the hypersensitive response (HR), that 
often culminates in localized cell death at the site of infection, leading to general immunity of the 
whole plant (1). 
One such resistance protein is encoded by the recently discovered wheat gene Sr33 (2). Sr33 confers 
resistance to the virulent Ug99 strain of wheat stem rust, Puccinia graminis f. sp. tritici (Pgt), a 
pathogen recognized for its potential threat to global food security. Sr33 is orthologous to the barley 
MLA and Rye Sr50 genes (3, 4) and encodes a member of the canonical class of plant R proteins, 
consisting of a central nucleotide-binding (NB) domain, a C-terminal leucine-rich repeat (LRR) 
domain and an N-terminal coiled-coil (CC) domain (2). Such proteins have a similar domain 
arrangement and function to the nucleotide-binding oligomerization domain (NOD)-like receptors 
(NLRs) from mammals, and are commonly referred to as plant NLRs (5).  
While the molecular details of plant NLR activation and signaling are not fully understood, targeted 
studies have helped define the roles of their different domains. The central NB domain appears to 
control the activation of the protein through nucleotide binding and exchange (6-8). The LRR 
domain plays a role in effector recognition specificity for a number of plant NLRs, and in some cases 
is implicated in effector binding (9-11). The LRR domain also appears to have a general 
autoinhibitory role, and structural and biochemical studies of the human NLR proteins NAIP and 
NLRC4 support this conclusion (12). In plant NLRs, the N-terminal domain generally consists of 
either a CC (coiled-coil) domain, as in Sr33, or a TIR (Toll/interleukin-1 receptor/resistance protein) 
domain. Both CC and TIR domains are implicated in downstream signaling, and have been shown to 
be necessary and sufficient for cell death responses in a number of systems (6, 13-18). 
Oligomerization is key to animal NLR activation and signaling, as demonstrated by the structural 
characterization of the NAIP2/NLRC4 inflammasome NLR pair (19-21). Our understanding of these 
processes in plant NLRs is more limited. To date, effector-induced self-association of a full-length 
plant NLR has been demonstrated for only the TIR-NLRs, including the tobacco mosaic virus 
resistance protein, N (22) and the Arabidopsis protein RPP1 (RECOGNITION OF PERONOSPORA 
PARASITICA1) (23). Self-association in the absence of effector proteins has been observed in CC-
NLR proteins from Arabidopsis (RPS5; (24), barley (MLA10; (14)), maize (Rp1-D; (18)) and wheat 
(Sr33 and Sr50; (25). However, MLA10, Sr33 and Sr50 also display autoactivity when over-
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expressed (16, 25), suggesting auto-association may mimic the activated state. 
To date, structure-guided studies of plant NLRs have been restricted to the N-terminal TIR or CC 
domains (6, 14, 17, 26), with the exception of the non-canonical integrated-sensor HMA domain 
from the rice NLR Pik (27). While the plant NLR TIR domains have a conserved fold (6, 17), the 
structures of the two known CC domain fragments from barley MLA10 and potato Rx are strikingly 
different. The N-terminal amino-acids 5-120 of MLA10 (designated MLA105-120) crystallized as an 
antiparallel homodimer adopting a helix-loop-helix fold. However, the equivalent region from Rx 
(Rx1-122) adopted a compact four-helical bundle when crystallized in a 1:1 hetero-association with the 
WPP domain from its co-factor protein RanGAP2 (26). MLA105-120 was also reported to dimerize in 
vitro, while Rx1-122 was monomeric in vitro in the absence of cofactors. A larger CC-containing 
fragment of MLA10 (MLA101-160) was capable of inducing cell death in planta, (14), while studies 
of Rx found no cell death induction by CC domain fragments (28). Although the CC domains from 
Rx and MLA10 share low sequence identity in this region (<20%), both contain the EDVID motif 
and are classified within the CCEDVID domain class from plant NLRs (29). These studies suggested 
that significant structural and mechanistic variation exists in the CCEDVID domains of plant NLRs. 
Recently, Cesari et al. (25) found that the CC-containing fragments of MLA10, Sr33 and Sr50 
corresponding to MLA10 residues 1-160 induced cell death and self-associated in planta, while the 
smaller 1-120 fragments (equivalent to the MLA10 structure) did not. Thus, to better understand the 
role of the CC domains in NLR protein signaling, we undertook a structural and functional study of 
the CC region of the wheat stem-rust NLR protein Sr33. Here, we present the solution three-
dimensional (3D) structure of the Sr33 CC domain (residues 6-120; Sr336-120), determined by nuclear 
magnetic resonance (NMR) spectroscopy. The structure more closely resembles the CC domain of 
Rx than of MLA10. Prompted by this, we carried out a detailed biophysical comparison of the CC 
domains of Sr33, MLA10 and Rx, which suggest that these CC-NLRs all adopt a common fold and 
are monomeric in solution. We also find that the minimal functional regions for MLA10, Sr33 and 
Sr50 CC domain self-association and cell death signaling exceed the boundaries used in in vitro and 
structural studies to date.  
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Results  
The NMR structure of Sr336-120 reveals a compact four-helix bundle.  
Previous structural studies of the Sr33 ortholog MLA10 encompassed residues 5-120 of the CC 
domain (MLA105-120). For our investigation, we initially focused on an equivalent region within the 
Sr33 CC domain. Soluble Sr33 CC domain protein was produced by recombinant expression of a 
construct comprising residues 6-120 (designated Sr336-120) in Escherichia coli and the atomic 
structure was determined by NMR spectroscopy. 
Sr336-120 appears to be monomeric under the conditions used for the NMR structural studies. This is 
evidenced by the sharp line-widths of the resonances. In addition, the average T2 relaxation rates of 
the backbone amides yield an overall rotational correlation time of the protein of ~8.7 ns. This 
corresponds to a spherical protein with a molecular mass of ~13 kDa, compared to the theoretical 
monomeric molecular mass of 13.1 kDa (30) (Table 6.S1). Analysis of the assigned chemical shifts 
(31) revealed four distinctive α-helical regions (α1, residues 7–19; α2, 28–51; α3, 60–87; and α4; 99–
115). Other than the termini, two small regions (comprising residues 22–23 and 88–91) were found 
to have near random-coil chemical shifts, indicating that these regions are highly dynamic. The 
residues corresponding to 88–91 in the MLA105-120 crystal structure which were also poorly 
defined; however, the residues corresponding to 22–23 in MLA105-120 appear in an ordered helical 
region. Dihedral angles derived from the chemical shift analysis were used, together with distance 
restraints from 15N and 13C-edited NOESY experiments, to calculate the 3D structure of the protein. 
The structure shows that the protein is folded into a four-helix bundle (Figure 6.1 A, Figure 6.S1). 
The average RMSD (root-mean-square-distance) for the amide backbone atoms (N, Cα, and C’) of 
residues 6–89 and 98–110 in the ensemble of 20 lowest energy structures is 0.93 Å (Table 6.S1). 
The EDVID motif is conserved within this class of CC domains and is important in mediating 
intramolecular domain interactions in full-length CC-NLR proteins (26, 28). In Sr336-120, the 
equivalent motif (residues 77–81) encodes residues EDAVD, which reside in the α3 helix, with 
residues E77, D78, V80 and D81 all surface-exposed (Figure 6.1 A). Despite the high sequence 
similarity between Sr336-120 and MLA105-120, these structures differ significantly and the solution 
structure of Sr336-120 resembles the structure of Rx1-122 more closely (Figure 6.1 B-E). 
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Figure. 6.1. The solution structure of Sr33 reveals a four-helix bundle fold. A) NMR structure of 
Sr336-120 in cartoon representation, with the individual helices and N- and C-termini labelled. The 
conserved EDVID motif (EDAVD in Sr33), is shown in stick representation, (colored green in B and 
D). B) Superposition of the Sr336-120 structure (blue) and the crystal structure of MLA105-120 (yellow) 
in cartoon representation. Missing residues in MLA105-120 structure (amino acids 91-95) are shown 
by a dotted line. The crystallographic dimer observed for MLA105-120 is shown as a black-and-white 
outline. C) Superposition, as shown in B, rotated 90° around the y-axis. D) Superposition of the 
Sr336-120 structure (blue) and the crystal structure of Rx1-122 (red) in cartoon representation. Missing 
residues in the Rx1-122 structure (amino acids 40-50) are shown by a dotted line. E) Superposition, as 
shown in D, rotated 90° around the y-axis. 
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Biophysical characterization shows that Sr336-120, MLA105-120 and Rx1-122 are predominantly 
monomeric, and adopt compact, globular conformations.  
The NMR results suggested that Sr336-120 is monomeric in solution. This differed from our 
expectations based on the crystal structure of MLA105-120. We investigated this further using in vitro 
biophysical techniques and also included the MLA105-120 and Rx1-122 constructs used in previous 
structure determination studies (14, 26), as well as Sr505-120, a rye ortholog of Sr33 (4), in our 
analysis. Size-exclusion chromatography (SEC)-coupled multi-angle light scattering (SEC-MALS) 
experiments on these four proteins found average molecular mass in solution very close to the 
predicted monomer sizes, indicating that they were all predominantly monomeric in solution, even at 
loading concentrations of 30 mg/mL (Figure 6.2 A-D). This was corroborated by SEC-coupled 
small-angle X-ray scattering (SEC-SAXS) for Sr336-120, MLA105-120 and Rx1-122 (Figure 6.S2 A-C 
and Table 6.S2), which yielded molecular masses between 12 and 14 kDa for Sr336-120 and 12 and 
16 kDa for MLA105-120 and Rx1-122, varying with concentration across the elution. Averaged data-
sets from different fractions reflect this (Figure 6.S2 D-I), but, the data also suggested that the peak 
center fractions were suffering from some non-specific aggregation (Figure 6.S2 G-I), which is not 
present in the tail fractions. SAXS data also contains information about the shape of particles in 
solution. The scattering from the tail fractions of all three proteins is indistinguishable within 
experimental error (Figure 6.3 A), and their calculated properties (Table 6.S2) and real-space 
distributions also agree (Figure 6.3 B). Moreover, the experimental data is consistent with the 
predicted scattering of the four-helix bundle arrangement observed in the structures of Sr336-120 and 
Rx1-122. It is not consistent with the structures of either the dimer or individual protomers from the 
MLA105-120 crystal structure (Figure 6.3 C, Table 6.S3). The same conclusion can be drawn if one 
attempts to superimpose the ab initio reconstructions from the SAXS data onto the corresponding 
high-resolution structures (Figure 6.3 D). All three data-sets yield compact, globular shape 
envelopes, into which the NMR structure of Sr336-120 and the crystal structure of Rx1-122 can be 
docked within the proposed envelope. In contrast the envelopes are clearly smaller than the extended 
conformation seen in the MLA105-120 crystals. 
  
135 
 
 
 
Figure. 5.2. Molecular mass calculations based on SEC-MALS analysis for Sr336-120 (A), 
MLA105-120 (B) Rx1-122 (C) and Sr505-123 (D). For all proteins, solid black lines represent the 
normalized refractive index trace (arbitrary units, y-axis) for proteins eluted from an in-line Superdex 
200 10/300 column. Colored lines under the peaks correspond to the averaged molecular mass (MW; 
right-hand y-axis) distributions across the peak as determined by MALS. The average MALS-
derived molecular masses compared to predicted monomeric molecular mass are 13.7/13.1 kDa for 
Sr336-120, 13.3/13.4 kDa for MLA105-120, 13.3/14.3 kDa for Rx1-122 and 14.7/14.1 kDa for Sr505-123. 
 
Maekawa et al. (14) found that the MLA105-120 protein co-eluted from an analytical SEC column 
with a 25 kDa protein standard and also that treatment with the amine-to-amine crosslinker 
bis(sulfosuccinimidyl)suberate (BS3) resulted in covalent dimer formation. We repeated these 
experiments using our own purified MLA105-120 protein, and observed similar results. MLA105-120 
indeed elutes at a similar volume to the 25 kDa chymotrypsin marker during SEC (Figure 6.S3). 
However, this was also the case for Sr33, and for Rx, which was previously found to be monomeric 
(26). We also observed a similar magnitude of cross-linked dimer to that observed by Maekawa et al. 
(14) after incubation with BS3 (Figure 6.S3). In both experiments the majority of the MLA105-120 
protein remains monomeric even after 2 hours incubation with BS3. In contrast, the  flax-rust AvrM 
effector protein, which forms a stable dimer in solution (32), was immediately crosslinked as a dimer 
on the addition of BS3 (Figure 6.S3). Thus these data do not support the formation of a stable 
MLA105-120 dimer in solution. Collectively, biophysical analysis shows that the monomer is the 
predominant species in solution for Sr336-120, MLA105-120 and Rx1-122, and that this monomer is 
compact, globular and is consistent with four-helix bundle structures. 
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Figure. 5.3. SAXS data from monomeric fractions of Sr336-120, MLA105-120 and Rx1-122 are 
consistent with compact, globular particles. A) Data-sets from SEC-SAXS are shown as colored 
lines, with the MLA105-120 and Rx1-122 data scaled to overlay with the Sr336-120 data. B) 
Normalized distance distribution functions, P(r), are shown as colored lines matching the scattering 
curve from which they were calculated. All distributions have been scaled to the maxima of the 
highest peak. C) SEC-SAXS data-sets again plotted as colored lines, now arbitrarily offset in y for 
clarity. Experimental errors are displayed at 1σ in lighter colors. The theoretical scattering predicted 
from each 3D structural models is shown as a black line against the corresponding data-set. D) The 
first member of the Sr336-120 NMR ensemble (blue), the Rx1-122 crystal structure (red) and the 
dimeric MLA105-120 crystal structure (yellow) are shown in cartoon representation, docked into ab 
initio envelopes calculated from their respective scattering data-sets. Ab initio models are shown in 
transparent surface representation, with the average model from 16 independent runs shown in light 
grey and the filtered model in darker grey. 
 
Crystal structure of MLA105-120 
The crystal structure of MLA105-120 reported by Maekawa et al. (14) shows a helix-loop-helix 
structure that forms a dimer through a large interface. The published Mla105-120 structure was 
crystallized at low pH (4.6) and high salt (2.0 M sodium formate). To investigate whether dimer 
formation is dependent upon the crystallization conditions, we attempted crystallization of MLA105-
120 using alternative precipitants and neutral pH. We found that Mla105-120 crystallized readily in 25% 
polyethylene glycol 1500 at pH 7.0. These crystals diffracted X-rays to ~2.0 Å resolution, and the 
structure was solved using single-wavelength anomalous diffraction (Table S4). 
The resulting structure still resembles that described previously for MLA105-120 (14), having a Cα 
RMSD of 3.7 Å from 110 residues (Figure 6.S4) and forms a similar crystallographic dimer. We 
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observed electron density for all residues (5-120) in the best chain, including the previously 
undefined residues 91-95. However, there are notable differences between the two structures, 
particularly with respect to the interactions between the monomers forming the crystallographic 
dimer. In some regions, the interacting residues in the two protomers are offset by approximately one 
helical turn relative to the previously published crystallographic dimer (Figure 6.S4). Comparison of 
the dimeric interface using PISA (33) shows that the structure presented here includes a more 
extensive hydrogen-bonding network between complementary residues, suggesting that the 
conformational dynamics of MLA105-120 permit different structural rearrangements during 
crystallization. 
Extended CC domain fragments of Sr33 and MLA10 CC domains show an increased propensity to 
self-associate.  
Recent in planta results indicate that the residues between 120-160 are required for signaling and 
self- association of the Sr33, Sr50 and MLA10 N-terminal domains (25). Secondary-structure 
predictions (34), of these proteins predict a helix extending from residue 98 until 138 (Figure 6.S5), 
which would be truncated in the fragments used for structure determination. Using a modified 
purification buffer system (SI Methods) we expressed and purified Sr336-144, Sr336-160 and MLA105-
144 to homogeneity (Figure 6.S5 B-C). SEC-MALS revealed increased self-association in these 
longer CC domain fragments (Figure 6.4). An earlier peak with a molecular mass near that expected 
for the dimer was apparent for Sr336-144 and Sr336-160, while a larger peak at the position expected of 
the monomer was still present for both. MLA105-144 eluted in a single peak that was more extended 
and asymmetric than that of MLA105-120, with a molecular mass 40% higher than that expected for 
the monomer (Figure 6.4, Table 6.S5). These experiments show that the additional residues promote 
self-association in both Sr33 and MLA10. 
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Figure. 5.4. Solution studies of CC domains with extended sequences of Sr33 and MLA10. 
Molecular-mass calculations from SEC-MALS analysis for Sr336-120, Sr336-144 and Sr336-160 (A); and 
MLA105-120 and MLA105-144 (B). Solid-grey, dark-grey and black lines represent the refractive index 
for the three proteins, respectively, when eluted from an in-line Superdex 200 5/150 GL column, 
normalized to the height of the major peak for clarity. Dotted lines indicate the predicted molecular 
masses of both monomeric and dimeric species, and coloured lines show the experimental molecular-
mass distributions as determined by MALS (values in Table 6.S5). 
 
Defining the minimal CC-domain signaling unit in Sr33, MLA10 and Sr50.  
In order to identify the minimal N-terminal fragment necessary for the signaling function of these 
proteins, we generated six truncations of the MLA10, Sr33 and Sr50 N-terminal domains, at 
positions surrounding the predicted end of the α4 helix (Figure 6.5 A). These were transiently 
expressed in N. benthamiana under the control of the 35S promoter and fused to a C-terminal HA 
tag. Fragments truncated at, or beyond, the equivalent of MLA10 residue 142 induced cell death 
similarly to the auto-active 1-160 fragments (16, 25), while shorter fragments were inactive (Figure 
6.5 A). Immunoblotting showed that the proteins were stable and accumulated to similar levels 
(Figure 6.S6). These results identify the minimal N-terminal cell death signaling domains in 
MLA10, Sr33 and Sr50 extend to the amino-acid position equivalent to 142 in MLA10 (Figure 
6.S5). 
Autoactive fragments of MLA10, Sr33 and Sr50 self-associate in planta.  
To investigate if cell death induction was correlated with in planta self-association, we performed 
co-immunoprecipitation (co-IP) experiments using fragments of MLA10, Sr33 and Sr50 equivalent 
to MLA101-141, MLA101-142 and MLA101-144 fused to CFP or HA tags (Figure 6.5 B). The CFP-
fused CC fragments were all expressed (Figure 6.S6 B) and displayed equivalent cell-death activity 
as the corresponding HA-tagged fragments (Figure 6.S6 C). Expression of all proteins in the input 
was verified by immunoblotting using anti-GFP and anti-HA antibodies (Figure 6.5 B). CFP-fused 
proteins were enriched after immunoprecipitation with anti-GFP beads and HA-fused autoactive 
fragments of MLA10, Sr33 and Sr50 co-precipitated with their respective CFP-fused fragment. This 
binding was specific, since they did not co-precipitate, or to a much weaker extent, with a divergent 
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CC domain from the rice RGA4 protein (35) used as a negative control (Fig. 5B). In the case of the 
inactive CC domains (MLA101-141 and equivalents) these proteins showed much lower levels of self-
association. Therefore, these data indicate a clear correlation between self-association and in planta 
signaling activity. 
 
Figure. 5.5. Minimal autoactive domains of MLA10, Sr33 and Sr50 self-associate in planta. (A) 
The MLA10, Sr33 and Sr50 proteins fragments fused to HA or CFP were transiently expressed in N. 
benthamiana. The autoactive MLA101-160:CFP, Sr331-160:CFP and Sr501-163:CFP constructs were 
used as positive controls. Cell death was visualized five days after infiltration. Equivalent results 
were obtained in 3 independent experiments. (B). The indicated proteins, transiently expressed N. 
benthamiana leaves, were extracted 20 hours after infiltration and analyzed by immunoblotting with 
anti-HA (α-HA) and anti-GFP antibodies (α -GFP) (Input). Proteins were immunoprecipitated with 
anti-GFP beads (IP-GFP) and analyzed by immunoblotting with anti-GFP and anti-HA antibodies. 
RGA4(CC domain):CFP fusion was used as a control for specificity. Sr501-163 was used as a positive 
control (25). Ponceau staining of the RuBisCO large subunit shows equal protein loading. 
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Discussion 
Conservation of plant NLR CC domain structure.  
Prior to this study, the structures of two plant CC domain fragments had been reported. The structure 
of the CC domain from the potato NLR protein Rx, a four-helix bundle, is “strikingly different” (26) 
from the structure of the CC domain from the barley NLR protein MLA10, a helix-turn-helix dimer 
(14). Given the low sequence identity between MLA10 and Rx within the structured region (~18%) 
and the fact that Rx1-122 was crystallized with RanGAP2 WPP domain, it has been unclear whether 
these structural differences may represent divergent types of CC domains or different conformational 
states. Hao and coworkers (26) noted that the identification of any representative structure for the 
class would require characterization of further CCEDVID structures. Interestingly, such variation has 
not been observed between structures of TIR-domains, the other class of plant NLR N-terminal 
domains, which have a conserved fold despite low sequence identities (36). 
The NMR structure of the CC region in Sr336-120, solved here, reveals a compact four-helix bundle 
similar to the crystal structure of the Rx1-122 (26), rather than the dimeric arrangement in the crystal 
structure of MLA105-120 (14), despite the much lower sequence identity (18% versus 82%). 
Furthermore, biophysical characterization by SEC-MALS showed that these regions of Sr33, 
MLA10, Rx and Sr50 were predominantly monomeric in solution (Figure 6.2). Similarly, Sr336-120, 
MLA105-120 and Rx1-122 were indistinguishable by SEC-SAXS shape analysis and these data were 
consistent with the 4-helix bundle structures of the Sr336-120 NMR structure and Rx1-122 crystal 
structure, but not the dimeric MLA105-120 crystal structure (Figure 6.3). These results indicate that 
plant NLR CC domains likely have conserved structures, as is the case for TIR domains. 
Self-association and CC domain signaling.  
Our findings that neither Sr336-120 nor MLA105-120 self-associates in solution, are consistent with 
recent observations that constructs of Sr33, Sr50 and MLA10 comprising residues 1-120 (or 
equivalent) of the CC domain do not self-associate nor induce a cell-death phenotype when 
transiently expressed in tobacco (25). In contrast, longer constructs comprising residues 1-160 are 
capable of both in planta self-association (based on co-IP) and cell-death activity (25). Building upon 
these observations, we found that the minimal functional unit for cell-death signaling of these 
proteins extends to a position slightly C-terminal to the predicted end of the last α-helix within the 
CC domain (Figure 6.5). Co-IP experiments demonstrate that CC domain fragments that are capable 
of causing cell death can also self-associate when expressed in planta while inactive fragments 
displayed strongly impaired self-association. Solution studies using these longer active constructs 
showed that the inclusion of additional residues at the C-terminus (MLA105-144, Sr336-144 and Sr336-
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160) also facilitates self-association in vitro (Figure 6.4), corroborating the link between self-
association and signaling. It is, however, important to note that even for the longest constructs both 
monomer and dimer forms of these proteins are present. Collectively, these results establish a 
correlation between self-association and biological activity and suggest that CC-domain self-
association is the switch regulating cell-death induction. 
The coiled-coil dimer.  
Given these findings, it is important to address the tendency of MLA105-120 to crystallize in a dimeric 
conformation, as well as the previously presented evidence (14) for such a dimer in solution. In order 
to interrogate the behavior of this protein in solution, it is necessary to both confirm previous 
experiments and relate these to the biophysical results. In their study, Maekawa and colleagues 
suggested that MLA105-120 existed as a dimer in solution based on the crystal structure, the slow 
migration of the protein by SEC, the appearance of cross-linked bands following incubation with a 
chemical crosslinking agent, and that the recombinant protein was no longer soluble after the 
putative dimer interface was disrupted by mutations (14). 
We also observed that MLA105-120, Rx1-122 (reported monomer (26)) and Sr336-120 have similar SEC 
elution times and that these are consistent with the migration rate of a protein approximately double 
their monomeric molecular masses. Although migration by SEC is often used to estimate molecular 
masses by comparison to known protein standards, migration rates do not depend solely on 
molecular mass. The rate of migration is also influenced by particle shape, flexibility, composition 
and rates of association and disassociation (37). In contrast, scattering techniques such as MALS and 
SAXS directly relate signal to average mass. These approaches provide a more robust and 
quantitative means of molecular-mass measurement than migration by SEC (37, 38). In the case of 
MLA105-120, these methods show only a small degree of transient self-association at most. Consistent 
with these data, MLA105-120 remains predominantly monomeric even after extended incubation with 
a crosslinking agent while in contrast, the dimeric AvrM protein is rapidly and efficiently crosslinked 
(Figure 6.S3). Chemical crosslinking can be promoted by transient or even non-specific interactions, 
and we suggest that the observed behavior is more indicative of weak reversible self-association as 
opposed to an obligate dimer formation. 
The process of crystallization selects for states that promote a highly ordered arrangement in the 
crystal, not necessarily the most prevalent conformation in solution. The comparison of the structure 
of the MLA105-120 dimer observed in the crystals to the four-helix bundle structures suggests that the 
monomers have undergone a domain swap during crystallization. Figure 6.S7 shows that it is 
possible to superimpose two copies of the Sr336-120 four-helix bundle side-by-side onto the MLA10 
dimer. Repositioning α1 and α4 in Sr336-120 to from a continuous helix would regenerate the helix-
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loop-helix observed in the MLA105-120 dimer, while retaining the internal hydrophobic contacts. 
Importantly, this also explains the insolubility of the interface-disrupting mutants reported by 
Maekawa et al. (14) as the residues that form the dimeric interface in the crystal also form the 
hydrophobic core of the four-helix bundle monomer and mutation of these thus be expected to 
disrupt the protein fold (Figure 6.S8). 
Our results demonstrate that the region between residues 120 and 142 in both Sr33 and MLA10 are 
necessary for both self-association and signaling activity and suggest that the dimeric form is 
responsible for CC domain signaling. However, the structure and nature of this dimer remains 
unknown. It remains plausible that the MLA105-120 crystal structures capture some part of the 
activated signaling dimer. It is noteworthy that domain swapping is common among signaling 
proteins (39); however it is not trivial to reconcile this conformation with the importance of the 
additional C-terminal residues. The C-termini are at opposing ends of the rod-shaped dimer and an 
extension of the C-terminal helices would project in opposite directions. In the event that these 
regions folded back onto the body of the domain-swap CC domain, the C-terminal extensions would 
be unlikely to interact directly. However, it is possible that these regions may further stabilize a 
domain-swap CC domain dimer through interactions with other regions of the protein (Figure 6.S9). 
It is equally plausible that the MLA10 conformation observed in the crystal structures is a product of 
the crystallization process and is not biologically relevant. In this case, the additional C-terminal 
residues may promote a so-far uncharacterized self-association event between the monomers in the 
four-helix-bundle conformation. Ultimately, a full structural exploration of the longer, active 
constructs will be necessary to reveal the structural basis of the self-association and its role in CC-
domain signaling.  
Mechanism of signaling by NLR CC domains.  
It has been hypothesized that the self-association of the TIR domains post-activation is positively 
regulated via self-association of other domains from the full-length plant NLR (40). Structural 
studies demonstrate self-association of NB and LRR domains in animal NLRs (19-21), and this has 
been shown by co-IP experiments for the Arabidopsis CC-NLR RPS5 (24) and TIR-NLR RPP1 (23). 
We propose a similar model of signaling for the Sr33, Sr50 and MLA10 CC-NLRs, in which the 
transient self-association of the CC domain is stabilized by the full-length NLR in order to achieve 
the activated state. These associations would presumably facilitate the recruitment of downstream 
signaling molecules, as is the case in animal NLRs (19-21, 41) and Toll-like receptors (42), and 
resemble the mechanism proposed for TIR-NLRs (5, 8). 
We demonstrate that both closely and distantly related CC-NLR proteins have structurally similar 
CC domains, reconciling previously conflicting data and models of activation of this important 
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domain. We show that self-association of the CC domains correlates strongly with cell-death activity 
in the MLA10 and Sr33 CC-NLR proteins, and we define residues comprising the minimal 
functional unit for these proteins (both biophysically and in planta). Our data redefines the structural 
understanding of the CC domains from CC-NLR proteins. This work will provide a foundation for 
further structural studies of the more complete, signaling-competent NLR CC domain. 
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Supplementary methods 
Cloning, expression and purification. 
The cDNAs coding for the proteins under study were cloned into the pMCSG7 vector by ligation-
independent cloning (LIC) (1). Primers designed for LIC cloning consisted of gene-specific 
sequence, flanked by LIC overhangs to facilitate cloning into expression vector. Details of primers 
and constructs used in cloning and expression are given in Tables S5 and S6. For Rx1-122, a gBlock® 
of the codon optimised (E. coli expression) CC fragment with LIC sites was ordered from Integrated 
DNA Technologies (IDT) and cloned into expression vector pMCSG7. 
For biophysical studies, the proteins were expressed in Escherichia coli BL21 (DE3) at 20˚C, using 
the autoinduction method (2). Cells were lysed via sonication in the lysis buffer (consisting of 50 
mM HEPES pH 8.0, 300 mM NaCl, and 1 mM dithiothreitol [DTT]) for Sr336-120, MLA105-120 and 
Rx1-122. A similar lysis buffer was used for the longer CC domain fragments (corresponding to Sr336-
144, Sr336-160, MLA105-144 and MLA105-160); however, the pH was adjusted to 7.5 and 500 mM of 
NaCl was used. The proteins were separated from clarified cell lysate via immobilized metal affinity 
chromatography using HiTRAP IMAC resin (GE Healthcare), facilitated by N-terminal 6 x histidine 
tags. Proteins were eluted from the IMAC column using elution buffer (consisting of 50 mM HEPES 
pH 7.5 and 8 [protein-dependent], 250 mM NaCl, and 250 mM imidazole). Post elution, excess 
imidazole was removed via buffer exchange, and proteins were maintained in a buffer consisting of 
50 mM Tris-HCl pH 8.0, 250 mM NaCl and 1 mM DTT. Overnight treatment with TEV (tobacco 
etch virus) protease at 20˚C was used to remove the histidine tag, leaving a three-residue N-terminal 
overhang (Ser-Asp-Ala). SDS-PAGE analysis of proteins was used to follow the purification and 
removal of the histidine tag. The cleaved protein was re-applied to the nickel affinity 
chromatography column to remove the histidine tagged TEV protease and other contaminants. The 
proteins were further purified using a Superdex 75 HiLoad 26/60 size-exclusion chromatography 
(SEC) column (GE Healthcare) equilibrated with 10 mM HEPES pH 8.0, 150 mM NaCl and 1 mM 
DTT. Amicon® Ultra centrifugal filters (15 mL) (Merck Millipore) were used to concentrate proteins 
to appropriate concentrations for biophysical analysis, post-SEC. 
We experienced considerable difficulties with expression and purification of Sr506-123. After much 
effort and optimisation we were able to obtain quantities of Sr506-123 that facilitated SEC-MALS 
analysis. This was achieved when using lysis, wash and elution buffers consisting of 1 M NaCl and 
50 mM HEPES pH 8.5. Despite this we still observed significant protein loss during chromatography 
and concentration steps. These issues precluded Sr506-153 from further analysis using SEC-SAXS and 
structural studies. 
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Protein expression for NMR spectroscopy 
E. coli BL21 cells expressing the Sr336-120 protein (see above) were grown in M9 minimal media 
containing 13C-labelled glucose,  and 15N-labelled ammonium chloride. Protein expression was 
induced using 1 mM IPTG (isopropyl β-D-1-thiogalactopyranoside) at 20˚C for overnight protein 
expression. The 13C/15N-labelled Sr336-120 protein was purified using nickel affinity and size-
exclusion chromatography as described above.  
The correlation time of the protein was estimated based on transverse relaxation rates (T2), measured 
as described previously (3). The correlation time was converted to a molecular mass using the Stoke-
Einstein equations as described in (4), using a modified equation for estimation of protein volumes 
according to  (5) with the addition of 2 Å to account for the hydration shell.  
NMR data acquisition 
The 13C/15N-labelled Sr336-120 sample containing 5% D2O was filtered using a low-protein-binding 
Ultrafree-MC centrifugal filter (0.22 m pore size; Millipore, MA, USA), then 300 L was added to 
a susceptibility-matched 5 mm outer-diameter microtube (Shigemi Inc., Japan). 
NMR data were acquired at 25˚C using a 900 MHz AVANCE spectrometer (Bruker BioSpin, 
Germany) equipped with a cryogenically cooled probe. Data used for resonance assignment were 
acquired using non-uniform sampling (NUS); sampling schedules that approximated the rate of 
signal decay along the various indirect dimensions were generated using sched3D (6). The decay 
rates used were 1 Hz for all constant-time 15N dimensions, 30 Hz for all 13C dimensions, and 15 Hz 
for the semi-constant indirect 1H dimension. 13C- and 15N-edited HSQC-NOESY experiments were 
acquired using linear sampling. Separate experiments were acquired for the aliphatic and aromatic 
regions of the 13C dimension. 
NUS data were processed using the Rowland NMR toolkit (www.rowland.org/rnmrtk/toolkit.html); 
maximum entropy parameters were selected automatically as described previously (7, 8). NMR 
spectra were analyzed and assigned using the program CcpNmr (9). 1HN, 15N, 13C backbone 
resonance assignments were obtained from the analysis of amide-proton strips in 3D HNCACB, 
CBCA(CO)NH, and HNCO spectra. Sidechain 1H and 13C chemical shifts were obtained primarily 
from 3D H(CC)(CO)NH-TOCSY and (H)CC(CO)NH-TOCSY spectra, respectively. The remaining 
side-chain assignments were derived from 3D H(C)CH-TOCSY and 15N- and 13C-edited NOESY-
HSQC spectra 
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NMR structure determination 
Distance restraints for structure calculations were derived from 3D 13C- and 15N-edited NOESY-
HSQC spectra acquired with a mixing time of 120 ms. NOESY spectra were manually peak-picked 
and integrated using the box-sum method in CcpNMR (10). The peak lists were then assigned and an 
ensemble of structures calculated automatically using the torsion angle dynamics package CYANA 
(11, 12). The tolerances used in the structure calculations were 0.03 ppm in the indirect 1H 
dimension, 0.02 ppm in the direct 1H dimension, 0.2 ppm for the aromatic 13C and 15N dimensions, 
and 0.4 ppm for the aliphatic 13C data. 
Backbone dihedral-angle restraints (112 for both  and ) were derived from TALOS+ chemical 
shift analysis (13); the restraint range was set to twice the estimated standard deviation. All X-Pro 
peptide bonds were clearly identified as trans on the basis of characteristic NOEs and the C and Cγ 
chemical shifts for the Pro residues. 
CYANA was used to calculate 200 structures from random starting conformations, then the 20 
conformers with the lowest CYANA target function were chosen to represent the structural ensemble. 
During the automated NOESY assignment/structure calculation process CYANA assigned 94.4% of 
all NOESY crosspeaks (3186 out of 3372) for Sr33. 
Analytical size-exclusion chromatography (SEC) and cross-linking 
The purified MLA105-120, Sr336-120 and Rx1-122 protein (450 g) was separated on a Superdex 75 
10/300 GL SEC column with a mobile phase consisting of 10 mM HEPES pH 7.5 and 150 mM 
NaCl. Protein size markers chymotrypsin (25 kDa) and cytochrome c (15 kDa) were separated using 
the same conditions as for MLA105-120. Cross-linking experiments were performed as described in 
(14). In brief, 20 L of MLA105-120 (in the SEC buffer) at a concentration of 150 M was mixed with 
5 L of BS3 (bis(sulfosuccinimidyl)suberate) at a concentration of 20 mM. The reaction was 
incubated on ice and monitored at various time points from 0-120 minutes. The reaction was 
quenched with equal volumes of 1 M Tris pH 7.5, before the samples were separated using 13% 
SDS-PAGE. 
Size-exclusion chromatography (SEC)-coupled multi-angle light scattering (MALS) 
SEC-MALS was performed using an in-line Superdex 200 100/300 GL or Superdex 200 Increase 
5/150 GL SEC column (GE Healthcare) combined with a Dawn Heleos II 18-angle light-scattering 
detector coupled with an Optilab TrEX refractive index detector (Wyatt Technology, Santa Barbara, 
CA, USA). Purified proteins were separated at 0.5 mL/min (10/300) or 0.25 mL/min (5/150) in 10 
mM HEPES pH 8.0 and 150 mM NaCl. Molecular-mass calculations were performed using the 
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Astra6.1 software (Wyatt Technology). Input of the refractive increment (dn/dc values) was set at 
0.186 in the molecular-mass calculations, based on the premise that dn/dc is constant for unmodified 
proteins (Wen et al., 1996). The molecular mass was determined across the protein elution peak. 
Size-exclusion chromatography (SEC)-coupled small-angle X-ray scattering (SAXS) 
SEC-SAXS was performed during two shifts at the SAXS/WAXS beamline of the Australian 
Synchrotron on a Pilatus 1M detector, using an in-line WTC-030S5 SEC column and a 2 mL WTC-
030S5G pre-column (Wyatt Technology), together with a Prominence modular HPLC system 
(Shimadzu Scientific Instruments). All experiments were conducted at 16°C using 10 mM HEPES 
(pH 7.5), 150 mM NaCl buffer with 1 mM DTT. Eluate from the column was directed through a 1 
mm quartz capillary mounted in the beam. For all samples, the injected volume was 95 μL at 30 
mg/mL protein concentration, as determined by UV absorbance at 280 nm. High concentrations were 
used to maximize signal after dilution during gel-filtration, as the expected particle size is small.  
The data for Sr33 was collected in 5 s exposures at 0.05 s intervals with a flow rate of 0.25 mL/min. 
A Wyatt WTC-030S5G pre-column was used upstream of the WTC-030S5.  The sample-to-detector 
distance was 1.6 m, and a wavelength of 1.12713 Å yielded a range of momentum transfer (0.009 < q 
< 0.478 Å-1, where q = 4π.sin(θ)/λ). The data for MLA105-120 and Rx1-122 were collected during a 
different shift, in 2 s exposures at 0.05 s intervals, with a flow rate of 0.5 mL/min. The WTC-030S5 
without pre-column was used for these samples. A sample-to-detector distance of 1.4 m was used to 
obtain data over the range 0.010 < q < 0.614 Å-1.   
Data reduction, normalisation and subtraction was performed using scatterBrain 
(http://www.synchrotron.org.au/index.php/aussyncbeamlines/saxswaxs/software-saxswaxs). Unless 
noted otherwise, subsequent analyses were performed using the tools in version 2.6 of the ATSAS 
program suite (15).  
100 frames immediately preceding each peak were summed and normalized for exposure time to 
obtain buffer blanks. Initially, these buffers were subtracted from each individual image to generate a 
series of subtracted frames across the elution peak, from which I(0) and Rg were individually 
calculated using the Guinier approximation, as implemented in batch-mode AUTORG, for points 
such that q.Rg <1.3. Molecular masses were calculated using a local high-throughput implementation 
of the volume of correlation (Vc) method developed by Rambo and Tainer (16), for points up to q = 
0.3. 
These metrics were evaluated for variation across the peak. To obtain the final scattering curves for 
analysis, the original images from elution ranges corresponding to the peak centre and the peak tail, 
were summed and normalized in scatterBrain, and then subtracted from the corresponding blank.  
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Guinier analysis and the determination of I(0), Rg and MMVc were performed on the summed and 
averaged curves in the same manner as for individual frames (17). Data-points closer to the beamstop 
than the first Guinier point were discarded. Data points where q > 0.46 Å-1 were also discarded, due 
to poor signal-to-noise. Distance distributions, P(r), were obtained by indirect transformation in 
GNOM (18), informed by AUTOGNOM. In addition to MMVc, molecular masses were also 
estimated from the Porod volume calculated by GNOM, using the empirical ratio developed by 
Petoukhov and coworkers of MMPorod = VPorod*0.625 (15). 
Theoretical scattering was calculated from atomic models using FoXS (19). Short stretches of 
residues not visible in the electron density of the published MLA105-120 crystal structure were added 
to both chains using the loop-building routines in MODELLER (20, 21) independently from the 
SAXS data. 
Crystallization and crystal structure determination of MLA105-120 
Native and selenomethionine-labelled MLA105-120 protein at 10 mg/mL and 6 mg/mL, respectively, 
in 10 mM HEPES (pH 8.0), 100 mM NaCl, and 1 mM DTT were used in crystallization trials. 
Crystallization experiments were initially performed with native protein using hanging-drop vapour 
diffusion in 96-well plates. Several commercial screens were used, including Index, PEG/Ion and 
PEGRx  (Hampton Research) and Pact Premier and JCSG+ (Molecular Dimensions). 100 nl protein 
solution and 100 nl well solution were prepared on hanging-drop seals (TTP4150-5100 sourced from 
Millennium Science, Australia) using a Mosquito robot (TTP Lab-Tech, UK) and equilibrated 
against 75 ml reservoir solution. The drops were monitored and imaged using the Rock Imager 
system (Formulatrix, USA). Numerous promising hits were observed within 24 hours; however, the 
crystals grown in Pact Premier, condition B4 (MIB buffer pH 7.0 (22), 25% PEG 1500) were 
pursued for data collection. Crystals grown in larger 1:1 L (protein: well solution) drops were cryo-
protected using the well-solution containing 20% glycerol prior to flash-cooling in liquid nitrogen. 
X-ray diffraction data of the native crystals were collected from a single crystal at the Australian 
Synchrotron MX2 beamline to ~2.0 Å resolution using a wavelength of 0.9537 Å. The crystal-to-
detector distance was set to 200 mm and the oscillation range was 0.5°. Data collection was 
performed using Blu-Ice software (23), indexed and integrated using XDS (24) and scaled with 
AIMLESS within the CCP4 suite (25). With the native data-set molecular replacement was 
attempted using the published MLA105-120 structure (PDB ID 3QFL; (26)) in monomeric, dimeric 
and various truncated forms, as well as the structure of Rx1-122  (PDB ID 4M70; (27)); however, a 
solution could not be obtained. Subsequently, selenomethionine-labelled protein (confirmed by mass 
spectrometry) was crystallized as described for the native protein. X-ray diffraction data of 
selenomethionine-labelled crystals were collected from a single crystal at the Australian Synchrotron 
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MX2 beamline to ~2.1 Å resolution using a wavelength 0.9792 Å. The crystal-to-detector distance 
was set to 200 mm and the oscillation range was 0.5°. Data collection was performed using Blu-Ice 
software (23), indexed and integrated using XDS (24) and scaled with AIMLESS within the CCP4 
suite (25). 
The crystals of MLA105-120 appeared to have the symmetry of the space group P22121 and the 
structure was solved using single-wavelength anomalous diffraction (SAD) through the CRANK2 
pipeline (28-35). Model building and refinement was done through cycles of Coot (36) and 
refinement in BUSTER-TNT (37). Refinement, however, proved unstable with BUSTER-TNT, 
unable to converge on a stable anisotropy ratio. Furthermore, Rwork and Rfree would stall at ~28% and 
~30%, respectively. These factors could be improved by expanding the Rfree test set from P22121 to 
P1 space groups, and reprocessing the data in P1. In addition we combined direct interactive 
modeling using interactive molecular dynamics flexible fitting (iMDFF) in VMD (38-41) and 
Phenix.refine (42) to generate the final model. Statistics for the refined atomic model are presented in 
Table S3. 
Constructs for in planta analyses 
Details of primers and constructs used in this study are given in Table S5 and S6. For transient 
expression in N. benthamiana, molecular cloning was performed by a combination of Quikchange 
site-directed mutagenesis (Agilent Technologies) and Gateway recombination (Life Technologies) as 
detailed in Table S6. The MLA101-160, Sr331-160 and Sr501-163 constructs cloned in pDONR207 (29) 
were used as templates for site-directed deletion to generate the MLA101-130, MLA101-135, MLA101-
141, MLA101-142, MLA101-144, MLA101-148, Sr331-130, Sr331-135, Sr331-141, Sr331-142, Sr331-144, Sr331-
148, Sr501-133, Sr501-138, Sr501-144, Sr501-145, Sr501-147 and Sr501-151  ENTRY constructs. These 
constructs were then recombined by LR reaction in the binary vector pBIN19-35S::GTW:3HA or 
pBIN19-35S::GTW:CFP by LR coning to obtain expression vectors.  
Transient protein expression and cell death assays in N. benthamiana  
N. benthamiana plants were grown in a growth chamber at 23°C with a 16 hours light period. For N. 
benthamiana leaf transformations, pBIN19-derived vector constructs were transformed into 
Agrobacterium tumefaciens strain GV3101_pMP90. Bacterial strains were grown in Luria-Bertani 
liquid medium containing 50 mg/ml rifampicin, 15 mg/ml gentamycin and 25 mg/ml kanamycin at 
28°C for 24 hours. Bacteria were harvested by centrifugation, resuspended in infiltration medium (10 
mM MES pH 5.6, 10 mM MgCl2 and 150 µM acetosyringone) to an OD600nm ranging from 0.5 to 1, 
and incubated for 2 hours at room temperature before leaf infiltration. Three leaves from two plants 
were infiltrated for each combination of constructs and the experiment was repeated three times 
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independently. The infiltrated plants were incubated in growth chambers under controlled conditions 
for all following assays. For documentation of cell death, leaves were scanned five days after 
infiltration. 
Protein extraction western blot and co-immunoprecipitation 
Protein extraction from N. benthamiana leaves and co-IP experiments were performed as described 
(43). For immunoblotting analysis, proteins were separated by SDS-PAGE and transferred to a 
nitrocellulose membrane. Membranes were blocked in 5% skimmed milk and probed with anti-HA-
HRP antibodies (Roche) or anti-GFP antibodies (Roche) followed by goat anti-mouse antibodies 
conjugated with horseradish peroxidase (Pierce). Labeling was detected using the SuperSignal West 
Femto chemiluminescence kit (Pierce). Membranes were stained with Ponceau S to confirm equal 
loading.  
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Supplementary tables 
 
Table 6.S1 NMR structure statistics 
 
	
 
 
 
 
 
 
 
 
 
a 
aAll statistics are given as mean ± SD. 
bOnly structurally relevant restraints, as defined by CYANA, are included.  
cMean r.m.s. deviation calculated over the entire ensemble of 20 structures. 
dAs reported by CYANA (11, 12). 
	 	
Experimental restraintsb  
 Inter-proton distance restraints  
 Intra-residue  580 
 Sequential 186 
 Medium-range (i–j < 5) 293 
 Long-range (i–j > 5) 249  
 Dihedral-angle restraints 224 
 Total number of restraints per residue 13.32 
RMSD from mean coordinate structure (Å)c  
 Backbone atoms (residues 6–89 & 98–110) 0.93 ± 0.21 
 All heavy atoms (residues 6–89 & 98–110) 1.31 ± 0.19 
Stereochemical qualityd  
 Residues in most favoured Ramachandran region 
(%)  
93.1 
 Ramachandran outliers (%) 0 ± 0 
 Unfavourable side-chain rotamers (%) 0 ± 0 
 Clashscore, all atomsb 0 ± 0 
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Table 6.S2. Properties derived from averaged SAXS datasets 
	
Protein	 Fraction	 Elution	range	
(mL)	
I(0)	Guin	
(cm‐1)	
I(0)P(r)	
(cm‐1)	
Rg	Guin	
(Å)	
Rg	P(r)	
(Å)	
MMVc	
(kDa)	
MMPorod	
(kDa)	
Sr336‐120	 Centre	 11.77	–	12.31 4.12	e‐2	 4.14	e‐2	 18.84	 19.55*	 13.8	 14.4	
Tail	 12.35 – 12.69 1.28	e‐2	 1.28	e‐2	 17.08	 17.23	 13.5	 11.4	
MLA105‐120	 Centre	 9.29 – 10.04	 3.69	e‐2	 3.76	e‐2	 20.67	 23.02*	 16.0	 15.6	
Tail	 10.42 – 11.29	 0.46	e‐2	 0.46	e‐2	 17.72	 17.66	 13.7	 12.8	
Rx1‐122	 Centre	 9.48 – 10.07	 3.95	e‐2	 4.01	e‐2	 20.70	 23.29*	 16.3	 15.8	
Tail	 10.65 – 11.32	 0.31	e‐2	 0.31	e‐2	 17.10	 17.41	 13.8	 12.2	
 
*	Values	for	Rg	P(r)	that	differ	from	Rg	Guin	by	greater	than	5%	
The theoretical monomeric molecular masses of Sr336‐120,	MLA105‐120	and	Rx1‐122	are	13.1	kDa,	
13.4	kDa	and	14.3	kDa,	respectively.	
 
 
Table 6.S3. Goodness-of-fit (χ) scores for averaged SAXS datasets compared to structures 
	 	 Atomic	structure	(PDB	ID)	 	
Sample	 Fraction	
Sr336‐120	 Rx1‐122	 MLA105‐120	 	
NMR*	 4M70	 3QFL	monomer	
3QFL	
dimer	
MX*	
monomer	
MX*		
dimer	
	
Sr336‐120	 Tail	 0.67	 1.63	 12.03	 8.41	 11.54	 8.08	 	
MLA105‐120	 Tail	 0.51	 0.87	 3.99	 2.88	 3.85	 2.75	 	
Rx1‐122	 Tail	 0.48	 0.73	 3.44	 2.71	 3.41	 2.58	 	
	 	
*	Structure	presented	in	this	work.	
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Table 6.S4. Crystallographic table for MLA105-120  
Data processing  
Space group P 2 2121 P 1 
a, b, c (Å) 30.87, 87.56, 92.56 30.72, 87.14, 92.25 
, ,  (°) 90, 90, 90 89.93, 90.00, 89.98 
Resolution (Å) 46.28-2.1 (2.16-2.10) a 46.12-2.05 (2.10-2.05) 
Rmeas (%) b 11.0 (194.0) 6.8 (79.2) 
Rpim(%) c 3	.0	(51.0)	 4.8	(56.0)	
<I/(I)> 15.0 (1.8) 8.2 (1.4) 
CC1/2 d 0.99 (0.89) 0.99 (0.77) 
Completeness (%) 100 (100) 96.5 (92.9) 
Multiplicity 14.1 (14.4) 1.8 (1.8) 
Wilson plot B (Å2) 44.7 38.9 
Observations 216711 (18084) 107102	(7880)	
Unique reflections 15392 (1253) 58095	(4314)	
Anomalous completeness 100 (100) ‐	
Anomalous multiplicity 7.7 (7.7) ‐	
DelAnom correlation  
between half-sets 0.471 (-0.027) 
‐	
Mid-slope of anomalous normal 
probability 1.087 
‐	
Estimate of maximum resolution for significant anomalous signal = 3.59 Å, from CCanom > 0.15 
Refinement  
Rwork (%) 27.9 (31.1) 25.2 (37.7) 
Rfree (%) 30.1 (35.0) 27.9 (40.7) 
Average B-factor (Å2) 60.35 62.15 
R.m.s deviations  
Bond lengths (Å) 0.009 0.001 
Bond angles (°) 1.07 0.348 
Ramachandran plot (%) e  
Favoured 96.41 99.32 
Allowed 99.10 100.00 
Outliers 0.90 0.00 
a NB: Values within parentheses indicate the highest resolution bin. 
b Rmeas = ∑hkl(N(hkl)/[N(hkl)-1])1/2 ∑i|Ii(hkl)- <I(hkl)>|/ ∑hkl∑iIi(hkl), where Ii(hkl) is the intensity of the ith measurement 
of an equivalent reflection with indices hkl. 
c Rpim = ∑hkl(1/[N(hkl)-1])1/2 ∑i|Ii(hkl)- <I(hkl)>|/ ∑hkl∑iIi(hkl). 
d Calculated with the program Aimless (44). 
eAs calculated by MolProbity (45). 
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Table 6.S5. Primers used in this study for in-planta and in vitro studies 
Primer name Primer sequence 5'-3' 
oCS281  GACATCCAAGAGCAACTCGACCCAGCTTTCTTGTAC 
oCS282  GTACAAGAAAGCTGGGTCGAGTTGCTCTTGGATGTC 
oCS283  GCAACTCCAAAAGGTGGCTGATGACCCAGCTTTCTTGTAC 
oCS284  GTACAAGAAAGCTGGGTCATCAGCCACCTTTTGGAGTTGC 
oCS285  GATAGGCGTGACAGGAACAAGGACCCAGCTTTCTTGTAC 
oCS286  GTACAAGAAAGCTGGGTCCTTGTTCCTGTCACGCCTATC 
oCS287  TAGGCGTGACAGGAACAAGGTAGACCCAGCTTTCTTGTAC 
oCS288  GTACAAGAAAGCTGGGTCTACCTTGTTCCTGTCACGCCTA 
oCS289  CGTGACAGGAACAAGGTATTTGTTGACCCAGCTTTCTTGTAC 
oCS290  GTACAAGAAAGCTGGGTCAACAAATACCTTGTTCCTGTCACG 
oCS291  GGTATTTGTTCCTCATCCTACGGACCCAGCTTTCTTGTAC 
oCS292  GTACAAGAAAGCTGGGTCCGTAGGATGAGGAACAAATACC 
oCS293  GACATCAAGAAGGAACTCGACCCAGCTTTCTTGTAC 
oCS294  GTACAAGAAAGCTGGGTCGAGTTCCTTCTTGATGTC 
oCS295  CTCCAGGAGGTGGCTGCTGACCCAGCTTTCTTGTAC 
oCS296  GTACAAGAAAGCTGGGTCAGCAGCCACCTCCTGGAG 
oCS297  CTAGGCGTGACAGGAACAAGGACCCAGCTTTCTTGTAC 
oCS298  GTACAAGAAAGCTGGGTCCTTGTTCCTGTCACGCCTAG 
oCS299  CGTGACAGGAACAAGTTCGACCCAGCTTTCTTGTAC 
oCS300  GTACAAGAAAGCTGGGTCGAACTTGTTCCTGTCACG 
oCS301  AGGAACAAGTTCGATGGTGACCCAGCTTTCTTGTAC 
oCS302  GTACAAGAAAGCTGGGTCACCATCGAACTTGTTCCT 
oCS303  GAACAAGTTCGATGGTATTGCTTCTATTGACCCAGCTTTCTTGTAC 
oCS304  GTACAAGAAAGCTGGGTCAATAGAAGCAATACCATCGAACTTGTTC 
oCS305  GAAATCAAGGAGCAACTCGACCCAGCTTTCTTGTAC 
oCS306  GTACAAGAAAGCTGGGTCGAGTTGCTCCTTGATTTC 
oCS307  CTCCAGGAGGTGGCTGCTGACCCAGCTTTCTTGTAC 
oCS308  GTACAAGAAAGCTGGGTCAGCAGCCACCTCCTGGAG 
oCS309  GCTAGGCGTGACAGGAACAAGGACCCAGCTTTCTTGTAC 
oCS310  GTACAAGAAAGCTGGGTCCTTGTTCCTGTCACGCCTAGC 
oCS311  TAGGCGTGACAGGAACAAGGTAGACCCAGCTTTCTTGTAC 
oCS312  GTACAAGAAAGCTGGGTCTACCTTGTTCCTGTCACGCCTA 
oCS313  CGTGACAGGAACAAGGTAGCTGTTGACCCAGCTTTCTTGTAC 
oCS314  GTACAAGAAAGCTGGGTCAACAGCTACCTTGTTCCTGTCACG 
oCS315  GCTGTTCCTAATCCTATGGACCCAGCTTTCTTGTAC 
oCS316  GTACAAGAAAGCTGGGTCCATAGGATTAGGAACAGC 
MLA10_5_FW  TACTTCCAATCCAATGCGACCGGTGCCATTTCCAACCTGATTCC 
MLA10_120_RV  TATTCCACTTCCAATGTTAAGCTATCCCATGCTTATGCTTGACTTTCTTC 
MLA10_144_RV  TATTCCACTTCCAATGTTAAACAAATACCTTGTTCCTGTCACGCCTATC 
MLA10_160_RV  TATTCCACTTCCAATGTTACAAAGCTC 
Sr50_5_FW  TACTTCCAATCCAATGCGACGGGGGCCATGG 
Sr50_123_RV  TATTCCACTTCCAATGTTAAGCTATGCGATGGTGATTC 
Sr33_6_FW  TACTTCCAATCCAATGCGACGGGTGCCA 
Sr33_120_RV  TATTCCACTTCCAATGTTAAGCTATTC 
Sr33_144_RV  TATTCCACTTCCAATGTTAACCATCGAACTTGTTCCTGTCACGCC 
Sr33_160_RV  TATCCACTTCCAATGTTATAGAGCACGG 
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Table 6.S6. Constructs used in this study for in-planta and in vitro analysis 
Use  Construct  Plasmid name 
Insert or PCR 
product  Primers 
Templ
ate 
Plasmid 
backbone  Cloning method 
Refere
nce 
Entry clones for N. 
benthamiana assays 
MLA101‐160  pSC260  MLA101‐160 (without stop)  /  /  pDONR207 / 29 
Sr331‐160  pSC298  Sr331‐160 (without stop)  /  /  pDONR207 / 29 
Sr501‐163  pSC262  Sr501‐163 (without stop)  /  /  pDONR207 / 29 
MLA101‐130  pSC392  MLA101‐130 (without stop)  oCS281/282 
pSC26
0 pDONR207 
Quikchange lightning 
(Agilent)  / 
MLA101‐135  pSC393  MLA101‐135 (without stop) oCS283/284 
pSC26
0 pDONR207 
Quikchange lightning 
(Agilent)  / 
MLA101‐141  pSC394  MLA101‐141 (without stop) oCS285/286 
pSC26
0 pDONR207 
Quikchange lightning 
(Agilent)  / 
MLA101‐142  pSC395  MLA101‐142 (without stop) oCS287/288 
pSC26
0 pDONR207 
Quikchange lightning 
(Agilent)  / 
MLA101‐144  pSC396  MLA101‐144 (without stop) oCS289/290 
pSC26
0 pDONR207 
Quikchange lightning 
(Agilent)  / 
MLA101‐148  pSC397  MLA101‐148 (without stop) oCS291/292 
pSC26
0 pDONR207 
Quikchange lightning 
(Agilent)  / 
Sr331‐130  pSC398  Sr331‐130 (without stop)  oCS293/294 
pSC29
8 pDONR207 
Quikchange lightning 
(Agilent)  / 
Sr331‐135  pSC399  Sr331‐135 (without stop)  oCS295/296 
pSC29
8 pDONR207 
Quikchange lightning 
(Agilent)  / 
Sr331‐141  pSC400  Sr331‐141 (without stop)  oCS297/298 
pSC29
8 pDONR207 
Quikchange lightning 
(Agilent)  / 
Sr331‐142  pSC401  Sr331‐142 (without stop)  oCS299/300 
pSC29
8 pDONR207 
Quikchange lightning 
(Agilent)  / 
Sr331‐144  pSC402  Sr331‐144 (without stop)  oCS301/302 
pSC29
8 pDONR207 
Quikchange lightning 
(Agilent)  / 
Sr331‐148  pSC403  Sr331‐148 (without stop)  oCS303/304 
pSC29
8 pDONR207 
Quikchange lightning 
(Agilent)  / 
Sr501‐133  pSC404  Sr501‐133 (without stop)  oCS305/306 
pSC26
2 pDONR207 
Quikchange lightning 
(Agilent)  / 
Sr501‐138  pSC405  Sr501‐138 (without stop)  oCS307/308 
pSC26
2 pDONR207 
Quikchange lightning 
(Agilent)  / 
Sr501‐144  pSC406  Sr501‐144 (without stop)  oCS309/310 
pSC26
2 pDONR207 
Quikchange lightning 
(Agilent)  / 
Sr501‐145  pSC407  Sr501‐145 (without stop)  oCS311/312 
pSC26
2 pDONR207 
Quikchange lightning 
(Agilent)  / 
Sr501‐147  pSC408  Sr501‐147 (without stop)  oCS313/314 
pSC26
2 pDONR207 
Quikchange lightning 
(Agilent)  / 
Sr501‐151  pSC409  Sr501‐151 (without stop)  oCS315/316 
pSC26
2 pDONR207 
Quikchange lightning 
(Agilent)  / 
Cell death assays and co‐IPs 
in N. benthamiana 
RGA41‐
171:CFP  pSC167  RGA41‐171  /  / 
pBin19‐
35s::GTW:CFP /  17 
MLA101‐
160:CFP  pSC302  MLA101‐160  /  / 
pBin19‐
35s::GTW:CFP / 29 
Sr331‐
160:CFP  pSC301  Sr331‐160  /  / 
pBin19‐
35s::GTW:CFP / 29 
Sr501‐
163:HA  pSC280  Sr501‐163  /  / 
pBin19‐
35s::GTW:HA / 29 
Sr501‐
163:CFP  pSC303  Sr501‐163  /  / 
pBin19‐
35s::GTW:CFP / 29 
MLA101‐
130:HA  pSC410  MLA101‐130  / 
pSC39
2 
pBin19‐
35s::GTW:HA 
LR Gateway (Life 
Technologies)  / 
MLA101‐
135:HA  pSC411  MLA101‐135  / 
pSC39
3 
pBin19‐
35s::GTW:HA 
LR Gateway (Life 
Technologies)  / 
MLA101‐
141:HA  pSC412  MLA101‐141  / 
pSC39
4 
pBin19‐
35s::GTW:HA 
LR Gateway (Life 
Technologies)  / 
MLA101‐
142:HA  pSC413  MLA101‐142  / 
pSC39
5 
pBin19‐
35s::GTW:HA 
LR Gateway (Life 
Technologies)  / 
MLA101‐
144:HA  pSC414  MLA101‐144  / 
pSC39
6 
pBin19‐
35s::GTW:HA 
LR Gateway (Life 
Technologies)  / 
MLA101‐
148:HA  pSC415  MLA101‐148  / 
pSC39
7 
pBin19‐
35s::GTW:HA 
LR Gateway (Life 
Technologies)  / 
Sr331‐
130:HA  pSC416  Sr331‐130  / 
pSC39
8 
pBin19‐
35s::GTW:HA 
LR Gateway (Life 
Technologies)  / 
Sr331‐
135:HA  pSC417  Sr331‐135  / 
pSC39
9 
pBin19‐
35s::GTW:HA 
LR Gateway (Life 
Technologies)  / 
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Sr331‐
141:HA  pSC418  Sr331‐141  / 
pSC40
0 
pBin19‐
35s::GTW:HA 
LR Gateway (Life 
Technologies)  / 
Sr331‐
142:HA  pSC419  Sr331‐142  / 
pSC40
1 
pBin19‐
35s::GTW:HA 
LR Gateway (Life 
Technologies)  / 
Sr331‐
144:HA  pSC420  Sr331‐144  / 
pSC40
2 
pBin19‐
35s::GTW:HA 
LR Gateway (Life 
Technologies)  / 
Sr331‐
148:HA  pSC421  Sr331‐148  / 
pSC40
3 
pBin19‐
35s::GTW:HA 
LR Gateway (Life 
Technologies)  / 
Sr501‐
133:HA  pSC422  Sr501‐133  / 
pSC40
4 
pBin19‐
35s::GTW:HA 
LR Gateway (Life 
Technologies)  / 
Sr501‐
138:HA  pSC423  Sr501‐138  / 
pSC40
5 
pBin19‐
35s::GTW:HA 
LR Gateway (Life 
Technologies)  / 
Sr501‐
144:HA  pSC424  Sr501‐144  / 
pSC40
6 
pBin19‐
35s::GTW:HA 
LR Gateway (Life 
Technologies)  / 
Sr501‐
145:HA  pSC425  Sr501‐145  / 
pSC40
7 
pBin19‐
35s::GTW:HA 
LR Gateway (Life 
Technologies)  / 
Sr501‐
147:HA  pSC426  Sr501‐147  / 
pSC40
8 
pBin19‐
35s::GTW:HA 
LR Gateway (Life 
Technologies)  / 
Sr501‐
151:HA  pSC427  Sr501‐151  / 
pSC40
9 
pBin19‐
35s::GTW:HA 
LR Gateway (Life 
Technologies)  / 
MLA101‐
141:CFP  pSC428  MLA101‐141  / 
pSC39
4 
pBin19‐
35s::GTW:CFP 
LR Gateway (Life 
Technologies)  / 
MLA101‐
142:CFP  pSC429  MLA101‐142  / 
pSC39
5 
pBin19‐
35s::GTW:CFP 
LR Gateway (Life 
Technologies)  / 
MLA101‐
144:CFP  pSC430  MLA101‐144  / 
pSC39
6 
pBin19‐
35s::GTW:CFP 
LR Gateway (Life 
Technologies)  / 
Sr331‐
141:CFP  pSC431  Sr331‐141  / 
pSC40
0 
pBin19‐
35s::GTW:CFP 
LR Gateway (Life 
Technologies)  / 
Sr331‐
142:CFP  pSC432  Sr331‐142  / 
pSC40
1 
pBin19‐
35s::GTW:CFP 
LR Gateway (Life 
Technologies)  / 
Sr331‐
144:CFP  pSC433  Sr331‐144  / 
pSC40
2 
pBin19‐
35s::GTW:CFP 
LR Gateway (Life 
Technologies)  / 
Sr501‐
144:CFP  pSC434  Sr501‐144  / 
pSC40
6 
pBin19‐
35s::GTW:CFP 
LR Gateway (Life 
Technologies)  / 
Sr501‐
145:CFP  pSC435  Sr501‐145  / 
pSC40
7 
pBin19‐
35s::GTW:CFP 
LR Gateway (Life 
Technologies)  / 
Sr501‐
147:CFP  pSC436  Sr501‐147  / 
pSC40
8 
pBin19‐
35s::GTW:CFP 
LR Gateway (Life 
Technologies)  / 
Recombinant expression of 
proteins in E. coli. 
Mla10 5‐120  pMCSG7  Mla10 5‐120  MLA10_5_FW /  MLA10_120_RV  /  pMCSG7 
Ligation‐independent 
cloning  1 
Mla10 5‐144  pMCSG7  Mla10 5‐144  MLA10_5_FW /  MLA10_144_RV  /  pMCSG7 
Ligation‐independent 
cloning  1 
Mla10 5‐160  pMCSG7  Mla10 5‐160  MLA10_5_FW /  MLA10_160_RV  /  pMCSG7 
Ligation‐independent 
cloning  1 
Sr33 6‐120  pMCSG7  Sr33 6‐120  Sr33_6_FW /  Sr33_120_RV  /  pMCSG7 
Ligation‐independent 
cloning  1 
Sr33 6‐144  pMCSG7  Sr33 6‐144  Sr33_6_FW /  Sr33_144_RV  /  pMCSG7 
Ligation‐independent 
cloning  1 
Sr33 6‐160  pMCSG7  Sr33 6‐160  Sr33_6_FW /  Sr33_160_RV  /  pMCSG7 
Ligation‐independent 
cloning  1 
Sr50 5‐123  pMCSG7  Sr50 5‐123  Sr50_5_FW /  Sr33_123_RV  /  pMCSG7 
Ligation‐independent 
cloning  1 
Rx 1 ‐ 122  pMCSG7  Rx 1 ‐ 122  /    pMCSG7  Ligation‐independent cloning  1 
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Supplementary figures 
 
 
Figure 6.S1. Twenty superimposed lowest-energy structures of Sr336-120 (PDB ID 2NCG). 
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Figure 6.S2. Analysis of scattering curves averaged over the peak centre and dilute fractions 
from SEC-SAXS. A-C) Evolution of particle Guinier Rg and molecular mass during in-line SEC-
SAXS. For all proteins, the trace of zero-angle intensity, I(0), is plotted as a black line arbitrarily 
scaled against the y axis, while the properties Rg and MMVC are plotted as light and dark grey lines, 
respectively. The predicted monomeric molecular mass of each construct is shown as a black dotted 
line. Fractions averaged for analysis are marked by coloured shading. Note that the use of a 2 mL 
pre-column for Sr336-120 shifts that peak by the corresponding volume. D-F) Experimental data-sets 
plotted as coloured lines, with experimental errors displayed at 1σ in lighter colour. Solid black lines 
indicate the fit of the corresponding distance distribution. The data-sets are arbitrarily offset along 
the y-axis for ease of visualization. G-I) Normalized distance distribution functions, P(r), are shown 
as coloured lines matching the scattering curve from which they were calculated. P(r)s have been 
normalized to reciprocal-space zero-angle intensity. The Guinier regions of the data-sets are shown 
in the insets, transformed as q2 vs ln I(q). Individual data-points are plotted as coloured diamonds, 
and a linear regression fit to each is shown as a black line. The data-sets are again offset in y for 
visualization. The residuals of each linear fit are also shown as coloured lines, plotted against the 
right hand axis. Aggregation in the peak fractions is apparent as a “smiling” curvature in the 
residuals., while the tail fraction residuals are normally distributed.  
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Figure 6.S3. Purification and SEC analysis. A) Coomassie blue-stained SDS-PAGE of purified 
proteins (left-right) Mla105-120, Rx1-122 and Sr336-120 proteins. B) Mla105-120 (orange), Rx1-122 (red) 
and Sr336-120 (blue) were separated on a Superdex S75 10/300 size-exclusion chromatography 
column and compared with known standards chymotrypsin (25 kDa – black dashed line) and 
cytochrome c (12 kDa – grey dashed line). C) Chemical crosslinking of Mla105-120 and AvrM103-343. 
The protein was incubated with the cross-linker BS3 and sampled at time points 0, 10, 30, 60, 120 
min (- represents the protein with out BS3 added). The protein samples were separated by SDS-
PAGE and Coomassie blue-stained.  
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Figure 6.S4. Comparison of the MLA105-120 crystal structures solved in this study (PDB 5T1Y, 
shown in green) compared to that solved previously (46) (PDB ID 3QFL, shown in yellow). The 
rmsd for the monomer (A) and crystallographic dimer (B) is 3.6 Å and 3.7 Å, respectively . While 
overall the structures look similar there are differences between them with respect to the interactions 
between residues that coordinate the crystallographic dimer. (C) For example, in the structure solved 
here H26 and E22 from different protomers form a hydrogen bond (green, left), yet they do not 
interact in the 3QFL crystallographic dimer (yellow, right).  
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Figure 6.S5. Secondary structure prediction of Mla10, Sr33 and Sr50 CC domains from 
protein sequences using PSIPRED (47, 48). Construct boundaries are marked with dashed lines. 
The minimal functional unit for these constructs are indicated with an arrow.  
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Figure 6.S6. HA and CFP-tagged CC fragments of MLA10, Sr33 and Sr50 expressed in N. 
benthamiana. (A, B) The indicated proteins were extracted from transiently transformed N. 
benthamiana leaves 20 hours after infiltration and were analyzed by immunoblotting with anti-GFP 
or anti-HA antibodies. Ponceau staining of RuBisCO was used to verify equal protein loading. (C) 
The indicated constructs were transiently expressed in N. benthamiana. Cell death was visualized 
five days after infiltration.  
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Figure 6.S7. Comparison of the MLA105-120 crystal structure and the Sr336-120 solution 
structure, and the rationales for the dimer of MLA105-120 representing a crystallisation-induced 
domain-swap-dimer. (A) and (B) represent the NMR structure of Sr336-120 (PDB 2NCG) and the 
crystal structure of MLA105-120 (PDB 5T1Y), respectively. These are shown in cartoon and coloured 
using a rainbow spectrum (blue: N-terminus – red: C-terminus). Superposition of Sr336-120 onto 
MLA105-120 monomer (C) and dimer (D) (in (D) two Sr33 molecules were superimposed). 
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Figure 6.S8. Location of insoluble mutations. Maekawa et al. (12) reported that mutations in 
MLA105-120, including L11E, I33E, L36E, M43E, V69E, L72E, I76E, and L110E, could not be 
produced in a stable and soluble form when expressed in E. coli. Here the equivalent mutations are 
indicated in the Sr336-120 structure in stick representation, colored magenta and labelled. These 
residues form part of the four-helix bundle hydrophobic core in the Sr336-120 monomer. We suggest 
that glutamate mutations at these positions would have a destabilizing effect on the CC domain four-
helix bundle fold.  
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Figure 6.S9. Self-association and the contribution of the additional C-terminal residues. (A) In 
the MLA10 crystallographic domain-swap-dimer, the C-termini are ~70 Å apart, projecting in 
opposing directions. The residues 120-144 are predicted to be predominantly helical (see Fig. S5). 
(B) When modelled using UCSF Chimera (49), a helix comprising these residues extends ~35 Å. (C) 
If the helices were to continue without break, they would project away from the body of MLA10 
crystallographic domain-swap-dimer. In this situation, they would not support dimer formation in the 
context of the domain-swap dimer. (D) In an event that they folded towards each other as a modelled 
helix, they would not extend the distance to interact; however, it is plausible that these regions may 
provide additional contacts that could stabilize further the domain-swap structure.  
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Introduction 
A further area of biological significance in which SAXS has proven valuable is in bacterial 
pathogenicity and, in particular, the study of the virulence mechanisms by which bacteria are able to 
evade the components of the mammalian immune system. This work is complementary to our studies 
of plant innate immunity in several ways: biologically, from an infection and immunity standpoint; 
practically, as many of these mechanisms are promising drug or vaccine targets; and technically, 
through the continued application of SAXS to varied structural problems.   
The worldwide burden of bacterial infection needs no introduction, nor do the compounding 
problems of increasing antibiotic resistance, emerging new and re-emerging old pathogens, and 
ongoing lack of effective vaccination for many common infectious organisms. New treatments and 
treatment strategies are increasingly needed, and the development of such strategies requires a 
thorough understanding of the mechanisms underlying virulence, particularly the complex 
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interactions between the host immune system and the pathogen’s mechanisms for evasion and 
infection.  
Our laboratory has identified a number of protein systems that represent promising candidates for 
drug targeting or vaccine design, and also facilitate key interactions between pathogen and host 
affecting virulence. These proteins include molecules important in the virulence of Group A 
Streptococcus (GAS), Streptococcus pneumoniae, Brucella melitensis and Shigella flexneri, and 
function via a variety of mechanisms. A deeper structural understanding of their function is of value 
both in understanding bacterial pathogenicity and as a foundation for drug discovery. 
S. flexneri WzzBSF and GAS streptococcal surface enolase (SEN) contribute to each pathogen’s 
mechanisms for evasion of the host immune system. WzzBSF regulates the repeat length of an 
important surface antigen on the bacteria, and dysregulation of this process is known to compromise 
infection (1-3). SEN binds to host plasminogen, the recruitment of which facilitates migration and 
infiltration (4).    
A second GAS protein, arginine deiminase (ADI), is a cell-surface enzyme that our laboratory has 
previously shown to be a viable vaccine target in mice (5). Similarly, AdcA from S. pneumoniae, an 
ABC importer metal-specific substrate binding protein (SBP) that recruits Zn2+ during infection, is a 
promising drug target due to its role in growth and pathogenicity (6).  
Finally, while less promising for therapeutic applications, the Brucella TcpB protein interferes 
directly with the human immune system by mimicking host adapter proteins (7, 8). Consequently, a 
more thorough structural understanding of its mechanism of action will shed light on the organism’s 
pathogenicity as well as the structural changes at work in the mammalian immune system itself.  
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Methods 
Static format SAXS data collection 
Datasets for WzzBSF, SEN, ADI and TcpB were collected in static format at the SAXS/WAXS 
beamline of the Australian Synchrotron (Melbourne, Australia). For these experiments, purified 
proteins were thawed and buffer blanks obtained by dialysis (18 h) or gel-filtration, prior to transport. 
On-site, concentrations were determined from A280 measurement using a nanodrop 
spectrophotometer, and dilution series were prepared using pre-prepared buffer blank. Malfunction 
of the onsite nanodrop during the shift in which WzzBSF was collected meant that concentrations for 
these samples are approximate only, being measured prior to freeze-thaw and transport. The specifics 
of preparation for each protein are given in Table 7.1.  
In all cases, data was collected on a Pilatus 1M detector at a sample-to-detector distance of 1.6 m and 
wavelength of 1.12713 Å, which yielded a range of momentum transfer 0.011 < q < 0.500 Å-1. 
Sample volumes were exposed while flowing through a 1.5 mm diameter quartz capillary at 298 K, 
at a rate of 1 μL/s. Images were scrutinized for variation as well as radiation damage during 
collection, and consistent images were normalized to transmitted intensity, averaged, buffer-
subtracted and converted to absolute scale against the scattering cross-section of water using 
ScatterBrain (http://www.synchrotron.org.au/index.php/aussyncbeamlines/saxswaxs/software-
saxswaxs).  
SEC-SAXS data collection 
Data on AdcA and its ZinT domain was collected in inline SEC-SAXS format. Data collection, 
processing and calculation of properties were performed as described in Chapter 4, making use of 
the automated pipeline outlined there. Details of the beamline configuration for each sample were 
previously reported in Table 4.1.  
Data for the ZnuA domain was collected using the co-flow cell under development at the 
SAXS/WAXS beamline, as of July 2016 (9). The system is similar to conventional SEC-SAXS 
except that the post-column elution enters the capillary in the centre of a laminar flow of elution 
buffer, intended to separate the protein-containing solution from the capillary walls in order to reduce 
radiation damage. The co-flow setup also places the column immediately prior to the beam, 
abolishing the excess line volume previously described in Figure 4.1. Flow is controlled by in-house 
pumps and not a commercial FPLC.  
For this experiment, a sample-to-detector distance of 1.5 m was used, offset to yield a range of 
momentum transfer 0.011 < q < 0.634 Å-1. Data was collected in 2 second exposures using all 
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available flux, with sample flowing at 0.24 mL/min and laminar buffer flow at 0.36 mL/min. The 
buffer used was 10 mM HEPES (pH 7.5), 150 mM NaCl, 1.5% glycerol and 0.1% sodium azide. A 
dark current correction of 20.15 AU was applied to the inline, transmitted A280 measurement. In all 
other respects, data were collected and processed as described in Chapter 4.     
Data analysis and modelling 
Further processing for static samples was performed using the ATSAS 2.5 software package (10). 
Guinier analysis was performed for q.Rg <1.3 using AUTORG in PRIMUS (11), and data sets were 
examined for concentration dependence and linearity. P(r) distributions were obtained for all 
constructs by indirect transformation in GNOM (12), informed by AUTOGNOM. SEC-SAXS 
datasets were processed using the updated ATSAS 2.6 suite (13).  
For the static format samples, molecular masses were estimated from the P(r) distributions using 
SAXSMoW (14). Molecular mass for TcpB1-119 was instead calculated from I(0)/c due to its apparent 
high degree of flexibility, which can interfere with volume-based calculations. Upon completion of 
the SEC-SAXS pipeline, these datasets were also subjected to MMPorod and MMVc calculation as for 
final, averaged SEC-SAXS datasets, and, where appropriate, these results are presented in tables 
together with the original assessments for comparison.   
Predicted scattering was calculated from atomic models using FoXS (15). For ADIC401A, SEN, all 
AdcA datasets and TcpB70-250, ab initio reconstructions were generated from 16 DAMMIF (16) runs, 
which were clustered and averaged using DAMAVER (17). Symmetry restraints were not employed 
except in the case of the octameric SEN, for which P4 symmetry was used. For ADIC401A and all 
AdcA datasets, a final DAMMIN model was produced from the DAMAVER results (18). For SEN, 
16 GASBOR runs were also conducted, again in P4 symmetry, using dummy residue chains 
equivalent to two monomers each (19). Rigid body modelling was conducted for ADIC401A using 
SASREF7 (20), using four copies of a single monomer from the crystal structure, in P1 symmetry 
and with no additional restraints.  
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Table 7.1. Sample parameters for static-format SAXS 
Sample Preparation  Buffer 
(refer Table 
7.2) 
Max conc. 
(mg/mL) 
No. 
Dilutions 
Final volume 
(μL) 
WzzBSF Dialysis A ~10 5 90 
WzzBSFA107P Dialysis A ~5 – 7 5 90 
SEN Dialysis B 6.4 3 50 
ADIC401A  Dialysis C 1.5 3 50 
TcpB70-150 SEC D 5.7 3 90 
TcpB120-150 SEC D 3.7 3 90 
TcpB1-119 SEC D 2.7 3 90 
 
Table 7.2. Buffer compositions for static format SAXS 
ID. Composition 
A 10 mM HEPES (pH 7.5), 150 mM NaCl, 1 mM DTT 
B 20 mM HEPES (pH 7.4), 150 mM NaCl, 1 mM DTT 
C 20 mM Tris (pH 7.6), 150 mM NaCl, 1 mM DTT 
D 50 mM HEPES (pH 8.0), 250 mM NaCl, 1 mM DTT 
 
 
Self-association in Shigella flexneri WzzBSF 
Overview 
S. flexneri is an important human pathogen that causes diarrhoea, fever, and shigellosis. The 
heterogeneous serospecificity of S. flexneri is defined by a component of a lipopolysaccharide 
distributed on the outer membrane surface of bacterial cells. This component is known as O-antigen 
(Oag), and is comprised of tetra-saccharide repeats of varying but controlled lengths. Dysregulation 
of these repeat lengths has been shown to affect virulence and resistance (1-3).  
WzzBSF is one protein responsible for the regulation of these Oag repeat lengths. Wzz proteins are 
polysaccharide co-polymerases comprised of two transmembrane regions joined by a periplasmic 
polypeptide. Self-association of Wzz proteins into partial barrel-like structures has been observed 
(21), although evidence varies regarding the precise size of these assemblies in solution (22, 23). 
Assemblies between five and nine members have been reported. The crystal structure of WzzBSF 
itself adopts an open trimer (24). It is unclear whether the self-association of the proteins is related to 
their function, but mutational and hybrid studies suggest that changes in both the transmembrane and 
periplasmic regions affect Oag chain length distributions (25-27).   
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Our laboratory identified a mutation in the periplasmic domain, A107P, which reduces Oag chain 
lengths in bacteria and leads to a loss of resistance to the bacteriocin colicin E2. Binding assays 
detected Oag polysaccharide binding to both proteins, but with decreased affinity for the mutant. To 
examine the mechanism of action of this mutant, we obtained crystal structures of the periplasmic 
domains of both WzzBSF wild-type and WzzBSFA107P, and found them to differ only in local structure 
at the site of mutation (Figure 7.1).  
SAXS was used together with MALS to explore the possibility that the mutation disrupted the self-
association of oligomeric assemblies. We observed concentration-dependent self-association for 
wild-type WzzBSF, with average molecular masses varying from monomeric to slightly above 
dimeric mass; smaller than the assemblies observed in other Wzz proteins. This propensity appeared 
to be reduced in WzzBSFA107P, but was not completely abolished. Given that some self-association 
remains, and considering the variance in evidence for self-association in this protein family in the 
context of the full-length protein, further work would be needed to demonstrate a causative link 
between self-association and Oag chain length. Nonetheless, it is clear that this mutation affects both 
self-association and function. This work is published as Chang et al. (2015) (28).     
 
 
Figure 7.1. Crystal structures of the periplasmic domains of WzzBSF and WzzBSFA107P. A) 
Superimposition of the trimeric structure of the WzzBSFA107P periplasmic domain (subunits A, B and 
C are shown in green, blue and magenta cartoon representation, respectively) onto the wild-type 
WzzBSF structure (shown in grey ribbon representation), yielding an r.m.s.d. of 0.52 Å for 644 Cα 
atoms. The height of the trimer is approximately 102 Å. B) Top- and base- view of the WzzBSFA107P 
trimeric structure. Reproduced from Chang et al. (2015) (28).  
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Results 
The oligomeric states of the periplasmic domains of WzzBSF and the A107P mutant in solution were 
investigated by SEC-MALS at protein concentrations between 20 and 2.5 mg/ml (Figure 7.2). We 
found that both proteins behaved in a concentration-dependent manner.  Wild-type WzzBSF increased 
from approximately 33 kDa at the lowest concentration to 54 kDa at the highest, while WzzBSFA107P 
varied from 32 kDa to 38 kDa. The WzzBSF construct used for structural studies has a theoretical 
monomeric mass of 27.5 kDa. A shift in elution volume of approximately 1 mL was observed for 
WzzBSF, while a less pronounced shift of 0.3 mL was observed in WzzBSFA107P. 
 
  
Figure 7.2. Multi-angle laser light scattering analysis of the periplasmic domains of wild-type 
WzzBSF  and WzzBSFA107P, at loading concentrations (mg/ml) of 20 (red), 10 (green), 5 (blue), and 
2.5 (black). The approximate dilution factor over the column is 1:5. The chromatograms indicate the 
trace from the refractive index detector during SEC (x-axis: elution volume, ml). The lines above or 
under the peaks correspond to the averaged molecular weight (Mw; y axis) distribution across the 
peak determined by MALS. Theoretical molecular weight of a monomer is 27.5 kDa. Reproduced 
from Chang et al. (2015) (28) 
 
These results were corroborated by SAXS data collected in static format at the Australian 
Synchrotron. These data is shown in Figure 7.3. Concentration-dependence was observed in both 
WzzBSF and  WzzBSFA107P, apparent as an increase in I(0)/c with increasing concentration, and in the 
emergence of a second maximum in the distance distributions at high concentration. Guinier plots are 
linear, suggesting that this change is not due to non-specific aggregation (Figure 7.3 G).  
Unfortunately, on-site concentration determinations could not be relied upon due to malfunction of 
the spectrophotometer. As a result, concentrations are reported relative to the highest concentration 
in the dilution series (eg. 1, 1:2, 1:4, 1:8 etc.). Approximate non-relative concentrations are 10 mg/ml 
for 1:1 WzzBSF, and 5-7 mg/ml for 1:1 WzzBSFA107P, estimated from measurements prior to freeze-
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thaw and transport on dry ice. A slight buffer mismatch was also evident in the highest 
concentrations of WzzBSFA107P.  
As a result of these issues, we do not calculate molecular masses for each dilution, as MMVc and 
MMPorod are dependent on the high-q data most sensitive to buffer differences. Guinier I(0) values 
use the low-q region of the data and are unaffected by buffer correction, but the calculation of MMI(0) 
requires an accurate concentration measurement and this was also not available. Consequently, we 
use the simple ratio of I(0) to relative concentration to estimate concentration dependence within 
each dilution series (Figure 7.3 E-F).    
Despite some problems, it is clear from both SAXS and MALS that the protein is subject to 
concentration dependent self-association behaviour, and that the A107P mutant reduces but not does 
not entirely abolish this behaviour.  
 
 
Figure 7.3. SAXS analysis of S. flexneri WzzBSF. A-B) Averaged and subtracted SAXS data from 
dilution series of WzzBSF (top, blue) and WzzBSFA107P (bottom, magenta). Data points are shown as 
circles shaded by dilution. The fits of the corresponding P(r) distributions are shown as black lines 
against each dataset. C-D) Distance distributions calculated from the scattering data of each dilution 
in the concentration series. Plots have been scaled to the maximum of the highest concentration for 
ease of visualisation. E-F) Concentration-dependence of particle size and total scattering. Radius of 
gyration, Rg (black diamonds), and the ratio of zero-angle scattering to concentration, I(0)/Crel 
(coloured diamonds) are plotted against concentration for each dilution of each protein. Both metrics 
are calculated from Guinier analysis of the low-q region of the data. G-H) Guinier analysis, showing 
low-q data transformed as q2 vs ln I(q). Data points are shown as coloured circles, while regression 
lines are shown in black for the range selected by AUTORG, for the region where q.Rg < 1.3.  
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Structural characterization of SEN from Group A Streptococcus 
Overview 
We are also interested in the infiltration mechanisms of bacteria other than S. flexneri, particularly 
group A Streptococcus (GAS). Infections due to this pathogen cause >500,000 deaths per year 
worldwide. It is an exclusively human pathogen that infects the upper respiratory tract and skin, as 
well as being responsible for more severe conditions such as necrotizing fasciitis and streptococcal 
toxic shock-like syndrome. The bacteria are known to interact with host proteins such as 
plasminogen in order to begin and progress infection (4). One of the cell-surface receptors involved 
in this process is SEN, a surface enolase that binds host plasminogen as well as catalysing reactions 
in the bacterium’s glycolytic pathway (29, 30). The protein is octameric, and two distinct 
plasminogen-binding sites have been proposed, and found to affect binding upon mutagenesis (31, 
32). Unexpectedly, two mutations in the C-terminal binding site also increased binding affinity for 
plasminogen.  
In order to characterize the binding of SEN to plasminogen in GAS, our laboratory solved crystal 
structures of wild-type SEN as well as both higher-affinity mutants. The structure of the wild-type 
protein is shown in Figure 7.4, revealing the expected octameric conformation, displaying fourfold 
symmetry, an apparent “tetramer-of-dimers”. Both mutants crystallised in very similar 
conformations, but slight differences in buried surface area and also thermal stability suggested a 
correlation between stability and binding affinity for plasminogen, itself a highly flexible molecule. 
This work is published as Cork et al. (2015) (33).   
The SAXS component of this work comprised a straightforward analysis of the solution structure. Ab 
initio reconstructions revealed a large, disc-like structure with dimensions close to that of the crystal 
structure. However, the theoretical scattering from the crystal structure itself did not match the 
experimental data beyond 0.1 Å-1. This might suggest some realignment of the subunits in solution, 
despite retaining the structure’s overall disc-like size and shape, but can also be attributed to ~20 
residues per monomer being unresolved in the crystal structure. These missing residues amount to 
~5% of the protein’s mass. The data also suggested that little flexibility was present in the wild-type 
protein in solution, consistent with the comparison to the less stable mutants.   
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Figure 7.4. The crystal structure of the SEN octamer, shown in surface representation with 
different subunits in alternating light and dark grey. The major and minor interfaces are labelled, and 
the two binding sights are blue and red, respectively. Mutated residues in this study are colored 
yellow (K312) and green (K362). Reproduced from Cork et al. (2015) (33).  
 
Results 
SAXS data collected on the wild-type protein in static format was consistent with a particle 7-8 times 
the monomeric mass of SEN (Table 7.3). Calculated properties and distance distributions were stable 
across the dilution series (Figure 7.5 and Table 7.3), with Rg values varying by <2%. Guinier 
regions were linear, suggesting the datasets were free of aggregation.  Nonetheless, high loading 
concentrations and strong  scattering permitted the use of the lowest concentration (1.5 mg/mL) data 
in modelling to avoid the possibility of slight interparticle effects. 
In this case, GASBOR was used to generate ab initio reconstructions, to take advantage of good 
signal-to-noise at higher q. DAMMIF runs were also performed for consistency, and the results of 
both methods are shown overlaid in Figure 7.5E. The reconstructed particle is a large, disc-like 
structure with dimensions consistent with the crystal structure. A reconstruction with fourfold 
symmetry is shown for comparison in Figure 7.5E, as the crystal structure also exhibits fourfold 
symmetry. Reconstructions without symmetry restraints, and with eightfold symmetry, also produced 
disc-like structures of similar size. 
Direct comparison of the scattering using FoXS indicated some discrepancy (χ = 5.46). The predicted 
scattering is consistent with the data at low q, but diverges beyond 0.1 Å-1. This, together with the ab 
initio reconstructions, suggests that the overall size and shape of the particle is similar to the crystal 
structure, but that there may be differences in the arrangement of the domains. However, 19 residues 
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per monomer were not resolved from the electron density, and these amount to 5% of the particle’s 
theoretical mass and would be expected to affect the scattering.  
Flexibility analysis by normalized Kratky plot indicated that the particle was well-folded and stable, 
apparent as a maximum at √3 and the development of a stable asymptote towards high q. Altogether, 
this suggests that the particle in solution is broadly consistent with the crystal structure, with some 
possible changes in subunit contacts, but little inherent flexibility.  
 
 
Figure 7.5. SAXS analysis of GAS SEN. (A) Averaged and subtracted SAXS data from sample at 
1.5 mg/mL, compared to atomic models. Data is shown as coloured lines, with error bars at 1 σ in 
lighter colour. Model fits are shown as black lines. (B) Distance distributions calculated from the 
scattering data of each dilution in the concentration series. Plots have been scaled to the maximum of 
the highest concentration for ease of visualisation. (C) Guinier regions of each dataset, showing low-
q data transformed as q2 vs ln I(q). Data points are shown as coloured circles, while regression lines 
are shown in black for the range selected by autorg, where q.Rg < 1.3. (D) Normalised Kratky plots 
analysing particle flexibility. The dataset is transformed as q vs q^2/I(q) and normalised to Rg and 
I(0). A stable, non-flexible particle will display a maximum at q.Rg ≈ √3, and a decrease to a stable 
value with increasing q.Rg. (E) Ab initio reconstructions from the 1.5 mg/mL data. The transparent 
outer envelope is the average from a cluster of DAMMIF models in P4 symmetry, while the inner 
blue envelope is a dummy-atom model generated by GASBOR, again in P4 symmetry. Marked 
dimensions are for the non-solvent component of the GASBOR model.  
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Table 7.3. Properties calculated from static-format SAXS data collected on SEN 
dilution series. 
Conc. 
(mg/mL) 
I(0) Guin  
(cm-1) 
I(0)P(r)  
(cm-1) 
Rg Guin  
(Å) 
Rg P(r)  
(Å) 
dmax 
(Å) 
MMVc  
(kDa) 
MMPorod 
(kDa) 
6.4 1.495 1.506 49.54 49.95 150 336 352 
3.2 0.753 0.750 50.74 50.20 157 340 357 
1.5 0.357 0.352 51.78 50.59 157 343 361 
 
Theoretical MM: 47.4 kDa monomer, 379.2 kDa octamer. 
Rg of octameric crystal structure: 52.6 Å. 
 
 
Characterisation of ADI mutants for vaccine development against Group A Streptococcus 
(GAS) 
Overview 
In addition to basic research, our laboratory has been involved in vaccine design against GAS. There 
is no vaccine currently available for this pathogen, although studies based on a major virulence factor 
known as the M protein have reached human trials (34, 35). However, there are several issues with 
the use of the M protein as a vaccine target, including its large (>200) range of unique serotypes, as 
well as cross-reactivity of some antibodies with human tissue (4). There is therefore interest in 
identifying alternative vaccine candidates.   
One such promising candidate is ADI, which is not subject to many of the issues observed in the use 
of the M protein. ADI converts arginine to citrulline in order to protect GAS cells from low-pH 
environments. It is surface-exposed, and antibodies raised against it have been found to be protective 
against GAS in murine trials (5). It is, however, an enzyme, and any enzymatic activity in a vaccine 
antigen raises potential safety concerns. We therefore aimed to produce mutants of ADI lacking 
enzymatic activity, but retaining the tertiary structure of the protein, so that these mutants could be 
safely used to raise antibodies against the wild-type present in invading bacteria.  
To this end, our laboratory determined the crystal structure of ADI and used this to introduce five 
targeted mutations in the active site. The structure, together with the results of biophysical 
characterisation of each mutant, is shown in Figure 7.6. All five mutants displayed abrogated 
citrulline production by colorimetric assay. In addition, four of the mutants displayed similar 
behaviour to the wild-type by circular dichroism (CD) spectroscopy, tryptophan emission 
fluorescence, and electrospray ionisation mass spectrometry (ESI-MS). Wild-type ADI displays 
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transient self-association by SEC, and thus it and the four candidate mutants were unsuitable for 
detailed structural analyses by SAXS. Even so, the biophysical data suggested that the tertiary 
structures of the proteins are consistent, and that antibodies raised against these four mutants would 
be effective against the wild-type protein.  
 
Figure 7.6. Enzymatic and structural comparisons of wild-type and mutant ADIs. A) Model of 
the GAS ADI crystal structure illustrating the pseudo-5-fold axis of the catalytic domain, with the 
helical orthogonal bundle in orange. B) ADI active-site residues targeted for site-directed 
mutagenesis. C) Topology diagram of GAS ADI, colored as in panel A. D) Colorimetric assay for 
the determination of citrulline. Triplicate data from two independent replicate experiments are 
presented. Error bars indicate the standard deviations. Wild-type ADI produced a significantly 
greater amount of citrulline than each mutant ADI, as determined by one-way ANOVA (p < 0.05; 
indicated by an asterisk). E) Tryptophan emission fluorescence spectra of wild-type ADI and mutant 
proteins. Wild-type ADI and the D166A, E220A, H275A, and D277A mutant ADIs exhibited nearly 
identical emission maxima (347 to 349 nm), whereas that of C401A mutant ADI was red shifted to 
330 nm, which is indicative of significantly altered tertiary and/or quaternary structure. F) UV CD 
spectra (200 to 260 nm) comparing the secondary structures of mutant ADIs to that of wild-type 
ADI. G) ESI-MS spectra of wild-type and mutant ADIs. Wild-type ADI and the D166A, E220A, 
H275A, and D277A mutant ADIs exist as a monomer-dimer mixture, while C401A exists 
exclusively in a tetrameric form. Reproduced from Henningham et al. (2013) (36).  
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However, the fifth mutation, C401A, unexpectedly stabilised a tetrameric form of the protein and 
provided an opportunity to examine the oligomeric arrangement of the ADI subunits. This change 
was unexpected, as C401 is in the central catalytic site of the protein and is not surface-exposed in 
the crystal structure. Using SAXS, it was found that a tetrameric arrangement observed in the wild-
type crystal was inconsistent with the scattering of the mutant, being more compact than the particle 
in solution. Alternate arrangements matching the data could be generated using the crystallographic 
monomer, suggesting that the mutant differs primarily in its quaternary structure, but the specific 
subunit orientations were unstable between reconstructions. This work is published as Henningham 
et al. (2013) (36).  
Results 
ADIC401A was subjected to SAXS analysis in static format in a dilution series of three concentrations, 
ranging from 1.5 mg/mL to 0.3 mg/mL. Calculated properties and distance distributions were stable 
between the three datasets (Table 7.4, Figure 7.7), with a slight (<2%) increase in Rg and MM at the 
highest concentration. The 0.7 mg/mL dataset was used in subsequent analysis to avoid any slight 
interparticle effects. Guinier analysis did not indicate aggregation in any dataset. Consistent with 
ESI-MALS results, MM calculations matched the theoretical size of an ADI tetramer. 
A tetrameric arrangement of subunits was present in the crystal contacts, and this was compared 
directly to the experimental dataset using FoXS (15) (Figure 7.7 A), achieving broad visual 
agreement but with significant deviation at a feature between 0.1 Å-1 and 0.2 Å-1. The overall χ score 
was 7.2. Transformation of the data in a normalised Kratky plot indicated that the particle displayed 
a well-defined boundary between solute and solvent, and thus that the difference in scattering was 
unlikely to be due to flexibility (Figure 7.7 D).  
 Ab initio envelopes generated using DAMMIF, without symmetry restraints, revealed a four-lobed 
shape consistent with a tetrameric particle, but less compact than the crystal structure. This suggested 
an alternate arrangement of subunits to that observed in the crystal. Rigid body refinement using four 
copies of the crystallographic monomer, again without symmetry, produced models consistent with 
the data (χ between 0.99 and 1.07) that were also more consistent with the ab initio envelopes. The 
crystallographic tetramer and two example SASREF models are shown in Figure 7.7 E, each docked 
into the average ab initio envelope. It is apparent that the arrangement of the subunits among the 
rigid body models is unstable across reconstructions, indicating that the SAXS data alone is not 
sufficient to resolve the individual interfaces.  
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Together, this analysis indicates that ADIC401A stabilizes a tetrameric form of the protein, but that this 
form differs slightly from the tetramer observed in the wild-type crystal, being less compact. This 
difference is unlikely to be due to protein flexibility. Rigid body reconstructions were able to 
reproduce the scattering using alternate arrangements of the crystallographic monomer, indicating 
that a structural change in the individual subunits is not necessary to account for the difference in 
scattering. However, conclusions regarding specific interfaces in the tetramer should not be drawn 
from this analysis.  
 
 
Figure 7.7. SAXS analysis of ADIC401A. A) Averaged and subtracted SAXS data from sample at 0.7 
mg/mL, compared to atomic models. Data is shown as coloured lines, with error bars at 1 σ in lighter 
colour. Model fits are shown as black lines. B) Distance distributions calculated from the scattering 
data of each dilution in the concentration series. Plots have been scaled to the maximum of the 
highest concentration for ease of visualisation. C) Guinier regions of each dataset, showing low-q 
data transformed as q2 vs ln I(q). Data points are shown as coloured circles and regression lines are 
shown in black for the range selected by autorg, where q.Rg < 1.3. Datapoints not used in analysis are 
shown in grey. D) Normalised Kratky plots analysing particle flexibility. The dataset is transformed 
as q vs q^2/I(q) and normalised to Rg and I(0). A stable, non-flexible particle will display a 
maximum at q.Rg ≈ √3, and a decrease to a stable value with increasing q.Rg. E) Atomic models 
shown in cartoon representation, each docked into an ab initio envelope generated by DAMMIF.  
Individual subunits are coloured in shades of orange, each fading to white at the C-terminus to show 
orientation. Two different SASREF models are given as examples of differing subunit orientations 
which fit the data equally well.  Ab initio envelopes are shown in transparent surface representation, 
with the outer envelope being the averaged model from 16 reconstructions, and the inner surface 
being the filtered model from the same reconstructions. The three copies of the envelope docked to 
different structures are identical.  
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Table 7.4. Properties calculated from static-format SAXS data collected on dilution series of 
ADIC401A 
Conc. 
(mg/mL) 
I(0) Guin  
(10-1 cm-1) 
I(0)P(r)  
(10-1 cm-1) 
Rg Guin  
(Å) 
Rg P(r)  
(Å) 
dmax 
(Å) 
MMVc  
(kDa) 
MMPorod 
(kDa) 
1.5 2.071 2.033 41.0 39.7 140 181 200 
0.7 0.976 0.961 39.6 38.8 134 187 189 
0.3 0.421 0.414 39.7 38.9 131 188 190 
 
Theoretical MM of ADIC401A: 46.3 kDa monomer, 185.2 kDa tetramer. 
Rg of tetramer observed in crystal: 38.5 Å. 
 
 
Component studies of S. pneumoniae AdcA 
Overview 
Our laboratory has also identified therapeutic targets in other organisms, particularly Streptococcus 
pneumoniae. This bacterium is among the world’s leading pathogens, being responsible for over 1 
million deaths annually (37), and causes diseases such as bacterial pneumonia and meningitis. One 
promising avenue for new therapeutics is the targeting of the bacterium’s uptake of the essential 
nutrient, Zn2+ (38).  
Metal uptake in S. pneumoniae and many other Gram-positive bacteria is facilitated by surface 
exposed, substrate-binding proteins (SBPs). This family of proteins has been extensively 
characterised, and exhibits a highly conserved structural fold despite very high sequence diversity 
(39, 40). They have been observed in a variety of closed-liganded, open-unliganded and even closed-
liganded forms, varying primarily in the movement of subdomains that surround the binding site (41-
43).  
Zn2+ uptake in S. pneumoniae is specifically dependent upon the AdcA and AdcA II SBPs. These 
belong to the more rigid cluster A1 subgroup, of which one related member, E. coli ZnuA, has been 
seen to exhibit minimal variation between bound and unbound forms (44). Despite their apparently 
duplicate functions, loss of either AdcA or AdcA II in vivo compromises pathogenicity (6). Both are 
therefore potential drug targets. The crystal structure of AdcA II is known, and is typical of cluster 
A1 SBPs (45).  
AdcA, on the other hand, is unusual in that it contains an additional C-terminal domain, with high 
sequence identity to another Zn2+ binding protein, ZinT.  The first domain of AdcA is similar to the 
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well-characterised SBP, ZnuA. Consequently, we refer to these as the ZnuA and ZinT domains. It 
has been suggested that the weaker-binding ZinT domain functions as an accessory component, 
facilitating uptake in periods of Zn2+ shortage (46). 
Our laboratory has solved Zn2+-bound crystal structures of full-length AdcA, as well as of the two 
domains individually (47). These structures revealed minimal differences within each domain 
between the full-length and individual structures, but suggested that inter-domain contacts in the full-
length protein may be relevant for the opening of the ZnuA domain. In a system with such a high 
degree of putative movement, both in opening and closing of individual domains as well as 
interdomain interactions, solution studies are of great value in examining these changes.  
Results 
SEC-SAXS data was collected on four variants of the protein for comparison to crystal structures. 
These variants were: both Zn2+-bound and apo forms of the full-length protein, to look for large-
scale changes upon binding; the apo-form of the ZnuA domain, to look for opening of the binding 
site; and the Zn2+ bound form of the ZinT domain, to compare to the crystal structure.  
Figure 7.8 shows the evolution of calculated properties during each SEC-SAXS elution, including 
the elution range used for final analysis highlighted in colour. Properties are largely stable across all 
four elutions, with some irregular variation in both Rg and MMVc for the full-length proteins. All four 
are very close to their theoretical monomeric molecular weights across the whole elution. Data for 
high-resolution analysis of the full-length proteins were taken from the peak tail in order to avoid 
possible interparticle effects at the peak centre. 
The data on two full-length proteins and the ZinT domain were collected in the conventional SEC-
SAXS setup as detailed in Chapter 4. The ZnuA domain had previously displayed interparticle 
effects during attempts at data collection in this regime. These issues were recently resolved using a 
smaller 3.5 mL SEC column and the preliminary co-flow setup being developed at the Australian 
Synchrotron. This dataset is shown in Figure 7.8 C and used for subsequent analyses, but was not 
included in Chapter 4.    
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Figure 7.8. SEC-SAXS of AdcA and component domains, including full-length AdcA in Zn2+-
bound (A) and apo (B) forms, as well as individual apo ZnuA- (C) and Zn2+-bound ZinT- (D) 
domains. Properties calculated from individual exposures are plotted across the elution. Guinier Rg 
values are shown as light grey diamonds against the left-hand axis, MMVc as dark grey diamonds 
against the right-hand axis, and Guinier I(0) as a black line scaled to the left-hand axis. Absolute I(0) 
values from averaged regions are given in Table 6.3. The regions of data averaged to produce final 
datasets for shape analysis are denoted by coloured boxes, manually chosen for stability of properties 
and minimisation of any possible interparticle effects.  
 
Shape analysis of the averaged datasets is shown in Figure 7.9, and their calculated properties are 
given in Table 7.5. The calculated masses from all four datasets correspond well to their theoretical 
values.  
The ZinT domain was found to be compact and globular, with a well-defined dmax in the P(r) and a 
similar Rg to the Zn2+-bound crystal structure. The predicted scattering from the structure agreed with 
the experimental scattering (χ2 = 1.51), with small deviations between 0.2 Å-1 and 0.25 Å-1. The 
structure was also consistent with ab initio reconstructions.    
The ZnuA domain was also compact and globular by distance distributions and displayed a similar 
Rg to the ZnuA apo crystal structure. The scattering predicted from the structure was consistent to 
approximately 0.15 Å-1, but deviated beyond this (χ2 = 3.0). The crystal structure can be docked 
within the ab initio envelopes with good visual agreement, suggesting that the overall size and shape 
is similar but that some local differences within the domain are present.  
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The full-length protein was found to be highly extended compared to the crystal structure, with 
experimental Rg values ranging from 36 – 40 Å versus an Rg of 27 Å from the crystal structure. No 
change was apparent between the Zn2+-bound and apo forms by SAXS. Distance distributions 
showed a large extension and a pronounced tail towards dmax, and a late peak was evident in the 
normalised Kratky plot, both indicative of intermediate flexibility. The scattering from the crystal 
structures was inconsistent in both cases (χ2 > 30), and the structures could not be wholly docked into 
the ab initio envelopes. These envelopes showed a long extension. Although such features can be 
caused by aggregation, Guinier analysis showed no evidence of interparticle effects (Figure 7.9 C).  
Altogether, the data suggest that the inter-domain interaction captured in the crystal is transient, and 
that in solution the two domains move independently. The elongated density in the full-length ab 
initio maps can be explained by the linked ZinT domain moving independently in solution, thus 
producing a flexible and extended particle. Inter-domain contacts do not appear to be affected by 
Zn2+ binding, and it can be inferred from the near-identical bound and unbound full-length datasets 
that large-scale changes also do not occur within the individual domains upon Zn2+ binding. The 
ZinT domain crystal structure is consistent with the scattering, while the ZnuA domain structure 
suggests some small-scale changes between crystal and solution, possibly analagous to the 
open/closed forms observed in homologous proteins such as E. coli ZnuA (44).   
 
Table 7.5. Properties calculated from averaged SEC-SAXS data for AdcA and component 
domains 
Sample I(0) Guin  
(10-2 cm-1) 
I(0)P(r)  
(10-2 cm-1) 
Rg Guin  
(Å) 
Rg P(r)  
(Å) 
dmax 
(Å) 
MMVc  
(kDa) 
MMPorod 
(kDa) 
Full-length, Zn2+ 2.348 2.390 36.5 39.5 155 51.3 53.0 
Full-length, apo 2.833 2.866 37.7 40.0 181 50.9 53.0 
ZnuA domain, apo 1.511 1.511 22.1 22.1 75 30.4 34.8 
ZinT domain, Zn2+ 1.903 1.902 17.2 17.1 57 18.3 22.7 
 
Theoretical MMs: Full-length: 53.8 kDa; ZnuA domain: 31.8 kDa; ZinT domain: 20.3 kDa. 
Rg of crystal structures: Full-length: 26.83 Å; ZnuA domain: 20.66 Å; ZinT domain: 17.39 Å. 
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Figure 7.9. Shape analysis of AdcA and component domains. A) Averaged and subtracted SAXS 
curves are shown as coloured lines, with error bars at 1 σ in lighter colour, arbitrarily scaled for 
visualisation. Data is plotted in grey outside the region used for analysis. The predicted scattering 
curves from each corresponding crystal structure are shown as black lines. B) Distance distributions 
calculated from the curves in A. C) Guinier regions of each dataset, data are plotted as coloured 
circles for the region used in Guinier analysis, and as grey circles outside this region. The q.Rg limits 
of the region used are listed for each dataset. Dotted lines are the linear regression fits against this 
region. Dotted lines extend to q.Rg = 1.3 for reference. D) Normalised Kratky analysis; transformed 
datasets are plotted as coloured lines, with q.Rg = √3 shown as a dotted vertical line. E) Crystal 
structures, shown in cartoon representation, are docked into ab initio envelopes generated in 
DAMMIF. The inner, dark envelope is the final DAMMIN reconstruction, and the outer, light 
envelope is the total space covered by all DAMMIF runs.  
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Bacterial interference with host signalling in Brucella melitensis 
Overview 
Some bacteria are known to interfere directly with the mammalian innate immune system. These 
mechanisms are of interest both to our work in innate immunity as well as to the study of bacterial 
pathogenesis. Mammalian systems recognise pathogen fragments via Toll-like receptors (TLRs), in a 
system broadly analogous to the plant NLRs studied in Chapter 5 and 6. Like the plant proteins, 
many TLRs signal via self-association of TIR domains (48). More is known about mammalian 
mechanisms of signalling, and it is established that the process involves the recruitment of 
downstream TIR-domain-containing adapter proteins, which in turn induce responses driving 
immune cell recruitment (49).  
The Gram-negative Brucella bacterium is known to evade the host immune recognition via the 
production of virulence factors thought to antagonise components of the pathway, suppressing 
signalling (7, 8). One such factor is known as TcpB, a TIR-domain-containing protein. There is 
conflicting evidence regarding its specific binding partners and mechanism of action (50-53), but all 
implicated partners are TIR-domain-containing adapters upstream of the transcription factor NF-κB. 
TcpB itself consists of two domains, the C-terminal TIR domain, and an N-terminal domain reported 
to bind to phosphoinositides (51).  
Our laboratory solved the crystal structure of the TIR-domain of TcpB, and observed a homodimeric 
interface in the crystal (Figure 7.10 A). Stable homo-dimerisation appears rare among isolated TIR 
domains (48), but transient interactions such as those observed for plants in Chapter 5 are 
increasingly common. To examine the biological relevance of this interface, and the regions of the 
protein responsible for any dimerisation, MALS data was collected on four constructs of TcpB of 
differing length (Figure 7.10 B-E). These were: the full-length protein, TcpB-fl; the N-terminal 
domain, TcpB1-119; the TIR domain, TcpB120-250; and a construct containing the TIR domain and part 
of the N-terminal domain, TcpB70-250. The data suggested that the full-length protein was indeed a 
dimer, and that the TIR domain alone displayed some homo-dimerisation, but that this interaction 
was strengthened by the inclusion of the end of the N-terminal domain. We turned to SAXS to 
corroborate these results, and in particular to examine the role of the N-terminal domain, and whether 
this domain interacts directly with itself to facilitate dimerisation. This work has been published as 
Alaidarous et al. (2013) (54).   
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Figure 7.10. MX and MALS results for TcpB. A) Structure of the TcpB TIR:TIR domain dimer 
observed in the crystal, shown in cartoon representation with secondary structure features labelled. 
B-E) MALS analysis of TcpB-fl (B), TcpB120-250 (C), TcpB70-250 (D) and TcpB1-119 (E). Blue traces 
show protein concentration from refractive index against the left-hand axis, on arbitrary scale, and 
red traces show the molecular mass distributions across the peaks against the right-hand axis. 
Dimeric theoretical MMs are as follows: TcpB-fl: 58.0 kDa; TcpB120-250: 30.5 kDa; TcpB70-250: 41.7 
kDa; TcpB1-119: 27.5 kDa. Figure reproduced from Alaidarous et al. (2013) (54). 	
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Results 
Data was collected in static format on each of the four different TcpB constructs, TcpB-fl, TcpB1-119, 
TcpB120-250 and TcpB70-250. Analysis is shown in Figure 7.11 and calculated properties in Table 7.6.  
The full-length protein was prone to aggregation and was not analysed further, but no evidence of 
aggregation was observed in Guinier analysis of the data for the three shorter proteins , even at their 
highest concentrations (Figure 7.11B).   
The TIR-domain-only construct, TcpB120-250, showed increasing molecular mass across the dilution 
series, from 24.6 kDa to 29.2 kDa, consistent with MALS results, suggesting behaviour intermediate 
between monomer and dimer. Such polydispersity precludes reliable shape analysis. Nonetheless, 
given the near-dimeric molecular mass of the highest concentration dataset, we performed a simple 
comparison to the crystal structure using FoXS, and observed comparable features in the scattering, 
but some discrepancy across the entire q-range (χ = 5.8). This is to be expected in the presence of 
polydispersity, and ab initio modelling was not performed. This polydispersity is also likely to be 
responsible for the late peak and rising baseline in the normalised Kratky plot, which would 
otherwise indicate flexibility.  
The result for the N-terminal construct, TcpB1-119, was unusual in that the I(0)/c MM of 22.0 ± 0.2 
was intermediate between theoretical monomeric and dimeric sizes, at 13 kDa and 26 kDa, 
respectively, but did not change with concentration across the dilution series as would be expected 
for a concentration-dependent equilibrium. Porod-based MM methods differed greatly, likely due to 
flexibility (Table 7.4). MALS results were also unclear, varying from 13 to 19 kDa across the peak 
in an irregular manner. Normalised Kratky transformation of the SAXS data showed a late maximum 
and a high, increasing baseline, indicative of significant flexibility in this region.  
The extended TcpB70-250 construct, on the other hand, was stable across the dilution series at 41 ± 0.2 
kDa, indicating that this protein is wholly dimeric at these concentrations. This corroborates MALS 
evidence suggesting that the additional residues promote dimerisation. Ab initio modelling was 
performed in an attempt to determine the location and potential interaction state of these additional 
residues. DAMMIF reconstructions identified shapes with a large, central region consistent with the 
crystallographic dimer, with extended regions likely to correspond to the N-terminal extension. 
However, these extended regions were at two ends of the molecule – and therefore non-interacting – 
in one cluster of reconstructions, and at only one in the second cluster. Both clusters fit the data 
equally well, indicating that this analysis cannot distinguish conformations in which the N-terminal 
extensions interact directly, and those in which they do not.  
Together with the MALS and crystallographic work, these data suggests that the TIR domain of 
TcpB transiently self-associates as a dimer, likely similar in solution to the crystal structure, and that 
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N-terminal residues strengthen this interaction. The N-terminal domain is highly flexible and may 
itself self-associate, but ab initio reconstructions did not unambiguously localise this domain relative 
to the TIR domain dimer.  
 
 
 
Figure 7.11. SAXS analysis of TcpB. A) Experimental scattering from TcpB70-250 and TcpB120-250 is 
plotted in black, with 1σ error bars shown in gray. The fits of representative models from the two 
clusters of ab initio reconstructions are shown in purple against TcpB70-250, and the calculated 
scattering from the crystallographic dimer is shown in cyan against TcpB120-250 (χ = 5.8). B) Guinier 
analysis of the highest concentration datasets, transformed as ln I(q) vs. q2, demonstrating linearity 
over the ranges where q.Rg < 1.3. Regression lines are plotted in colour, and the experimental data as 
open black circles. Grey circles show points close to the beamstop rejected for analysis. C) 
Molecular masses across dilution series, calculated using SAXSMoW for TcpB120-250 and TcpB70-250, 
and from I(0)/c for TcpB1-119. Dotted lines indicate the theoretical MMs for dimeric and monomeric 
species of each protein, in matching colours. D) Representative (inner) and averaged (outer) ab initio 
models are shown in purple for the two clusters restored from TcpB70-250. The dimeric crystal 
structure in cartoon representation (cyan) is manually superimposed onto the globular domain. E) 
Dimensionless Kratky plots are shown for the three constructs of TcpB, together with a stable, 
globular standard, glucose isomerase, for comparison. Late maxima and increases at higher scattering 
angle compared to glucose isomerase are observed in all constructs, indicating flexibility, with 
TcpB1-119 showing the most disorder. Figure reproduced from Alaidarous et al. (2013) (54).   
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Table 7.6. Properties calculated from averaged SEC-SAXS data for AdcA and component 
domains 
Sample I(0) Guin  
(10-2 cm-
1) 
I(0)P(r)  
(10-2 cm-
1) 
Rg Guin  
(Å) 
Rg P(r)  
(Å) 
dmax 
(Å) 
MMVc  
(kDa) 
MMPorod 
(kDa) 
TcpB120-250 2.962 3.001 23.67 24.96 100 26.9 32.8 
TcpB70-250 3.658 3.692 27.97 29.33 117 38.9 37.6 
TcpB1-119 3.490 3.521 34.70 36.53 160 26.7 49.8* 
 
*MMPorod and MMVc differ by >40% 
 
Theoretical MMs: TcpB120-250 dimer: 30.5 kDa;  
                              TcpB70-250 dimer: 41.7 kDa; TcpB1-119 dimer: 27.5 kDa. 
Rg of TcpB120-250 crystal structure: 26.83 Å 
 
Discussion 
The systems involved in this study of bacterial pathogenesis represent a range of varied cases in 
which SAXS has been employed to inform biophysical and biochemical studies. 
For S. flexneri WzzBSF, we identified self-association behaviour in both the wild-type protein and a 
mutant displaying reduced resistance to colicin, due to the disruption of regulation of the lengths of 
antigenic polysaccharide chains. Together with MALS data, we conclude that self-association is 
reduced in the mutant protein, but not abolished, and that this self-association is correlated with 
control of Oag chain-lengths, and consequently resistance. We did not conduct shape modelling due 
to polydispersity due to self-association.   
In the case of group A Streptococcus SEN, we analysed the solution behaviour of the wild-type 
protein to support studies of plasminogen binding. We found that the protein forms a large, disc-
shaped particle consistent in size and shape to the crystal structure, but noted that the predicted 
scattering from the structure differs in the high-q regime. We found that the particle is stable and 
exhibits no detectable flexibility, of note considering two higher-affinity mutants later identified, 
which possess reduced inter-subunit binding surfaces and reduced stability by MX and thermal 
stability assay. We hypothesise that this instability may lead to an increase in flexibility, facilitating 
plasminogen binding.  
Also from group A Streptococcus, we analysed the unusual behaviour of an active-site mutant of 
ADI which appears to adopt a stable tetramer by MALS. We confirmed its stable tetrameric state by 
SAXS and find no evidence of flexibility or polydispersity. We compared the arrangement of 
tetramers observed in the wild-type crystal to the SAXS data, and found that the MX conformation is 
more compact than the solution particle, but that alternate arrangements of the MX monomer are 
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consistent with the scattering; however, the specific arrangement of interfaces could not be 
determined without ambiguity. The wild-type protein is known to self-associate, although it is so far 
unclear if this or other tetrameric forms are biologically relevant.  
We also conducted a multi-domain analysis of S. pneumoniae AdcA. This protein is unusual due to 
the presence of an ancillary zinc-binding domain, the ZinT domain, where related proteins have only 
the single ZnuA domain. We found that the ZinT domain is compact, inflexible and in good 
agreement with the zinc-bound crystal structure of this domain. The ZnuA domain in its apo form is 
also compact, inflexible and globular, but exhibits some differences to the crystal structure, despite 
being broadly consistent in size and shape. Subtly different open and closed states have been 
observed in related proteins (44), and similar changes may account for these differences. In the full-
length protein, we observed no meaningful difference between the apo and Zn2+ bound forms. 
However, we also observed that the particle is highly extended and flexible compared to the 
conformation observed in the crystal structure. This suggests that the inter-domain contacts observed 
in the crystal are not present in solution, and that the two domains move independent of one another, 
attached by a flexible linker. This differs from previous solution studies on S. enterica AdcA, which 
found that the separate ZinT and ZnuA domains formed a stable interaction (55). Our data suggests 
that in S. pneumoniae AdcA, any such interaction is transient, but does not preclude the possibility 
that they interact in specific circumstances such as Zinc shortage.  
Finally, we also performed a multidomain analysis on several constructs of Brucella TcpB, a protein 
which interferes with the mammalian immune system by binding to signalling adapters. Conflicting 
evidence exists regarding the precise binding partners of this protein (50-53), and its self-association 
state was also previously unclear. Our analysis indicated that full-length TcpB is a stable homodimer 
in solution, unusual for TIR-domain-containing proteins (48). We identified transient 
homodimerisation in a TIR-domain only construct – behaviour more consistent with other TIR 
domains, including the plant proteins studied in Chapter 5 – and found that despite this 
polydispersity, the scattering in solution at high concentration has similar features to the dimeric 
crystal structure. We found that the addition of part of the N-terminal domain promotes dimerisation 
as in the full-length protein, and that these additional residues are likely to extend away from the 
associated TIR domains in solution. Analysis of the N-terminal domain itself suggested that it is 
highly flexible, but its association state was unclear.   
These cases demonstrate a wide range of applications, including quantitative self-association studies, 
crystal structure verifications, shape analysis of multi-domain proteins and rigid-body modelling. An 
increased emphasis on shape analysis is apparent in these projects. In this respect, several cases also 
highlight challenges in the use of the χ2 metric, and the extent to which a model can be said to be 
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consistent with the data. We comment on this in detail in Chapter 8, but note here that the inverse 
relationship between goodness-of-fit and signal-to-noise is problematic, and well-recognised (56, 
57). All other factors being equal, higher noise data leads directly to better fits. When using the 
widely accepted protocol of considering χ2 values close to 1 to constitute agreement, the user 
implicitly compares different datasets with different levels of noise, and this can lead to 
inconsistencies.  
Consider, for example, the agreement between the crystal structure and the SAXS data for the ZnuA 
domain of AdcA compared to that for the Rx CC structure and the highly dilute Rx1-122 data in 
Chapter 6. The χ2 scores of 3.0 and 0.7, respectively, might imply the former is a poor match while 
the latter is an excellent match. In fact, the poor signal-to-noise of the latter indicates that the data 
has very little ability to discriminate between models. In this specific case, both the presence of a χ2 
score less than 1 and an average signal-to-noise ratio less than 10 are undesirable, and consequently 
our interpretation in Chapter 6 relied also upon the similarity of all three CC domain datasets as well 
as the higher-quality Sr336-120 dataset. Nonetheless, the effect is general, and it is often suggested that 
visual evaluation of fits is more reliable than χ2 alone (56, 57), and agreement can also be assessed in 
real-space by comparing atomic models to ab initio envelopes generated from the data (58, 59). We 
are careful to report both ab initio reconstructions and the raw data for visual examination, wherever 
relevant.  
We suggest that if the ab initio envelopes are consistent with a crystal structure and its predicted 
scattering fits well to the experimental data, this provides high confidence that conformations similar 
to the structure are present in solution in high proportion. Such a case is seen in the ZinT domain of 
AdcA. If the predicted scattering diverges at higher angles but ab initio envelopes remain consistent 
with the structure, as for the ZnuA domain mentioned above as well as GAS SEN, it is plausible that 
the structure is present within the solution ensemble, but that some small-scale motion or related 
changes are in effect. The nature of such changes cannot easily be determined, and the confidence in 
this result rests largely upon the structure-determination technique.  
If the predicted scattering agrees, but the ab initio envelopes do not, a difficult case arises. We did 
not encounter this, but it seems plausible that alternative populations of ab initio envelopes might 
also agree with both the structure and the data, but are not being sampled by DAMMIF. Using a 
DAMMIN input model similar to the crystal structure would be one way to test this. Finally, if the 
predicted scattering diverges for all angles, and the ab initio envelopes also diverge, it is obvious that 
the crystal and solution structures disagree. This behaviour was apparent here for full-length AdcA.  
Above all, as outlined in Chapter 1, we are mindful of the pitfalls of over-interpretation when 
pursuing high resolution applications, especially rigid-body modelling as for ADIC401A, and 
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modelling of large missing regions as in TcpB70-250. In all cases, we have endeavoured to draw 
conclusions commensurate with the extent to which the data constrains the solution, and have 
attempted to address all sources of error and uncertainty clearly. 
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Chapter 8: Conclusions and future perspectives 
General summary and outcomes 
Modern structure-determination techniques such as X-ray crystallography, cryo-EM and NMR,  
enabling researchers to understand both individual proteins and protein complexes at an atomic or 
near atomic level, have become central to biochemical research. Despite this the extent to which the 
derived structure of a protein solved in a crystalline environment, on an EM grid, or under the 
conditions required for NMR, truly reflects its behaviour under physiological conditions is a matter 
for continuing debate. This is especially contentious for proteins that assemble into larger functional 
complexes, or which undergo significant structural changes in different environments as part of their 
function. The need to probe large-scale structural motions, to understand if a given structure is 
representative in different environments or even to probe the structures of complexes that cannot yet 
be solved using traditional approaches has seen a rise in the use and importance of complementary 
structural techniques sensitive to the overall size and shape of a molecule.  
SAXS, of course, is one such complementary technique. The advantage of scattering techniques is 
that they not only provide information on the global shape of a molecule in a less artificial 
environment but also, in principle, contain information regarding the entire solution ensemble.  The 
attendant challenge is that orientational- and ensemble-averaging reduces the thermodynamic 
ensemble to a single 1D line of datapoints. Such data contains few experimental constraints on the 
degrees of freedom in a model, and may be fitted equally well by a large range of alternative 
structural models. Consequently, such data is easily misinterpreted, and a further controversy 
emerges. One camp takes these challenges as basis to dismiss the technique, refusing to accept its 
potential as a complementary source of information, while others are quick to infer detailed structural 
models from limited data, effectively ignoring the ambiguities in the result.  
In this thesis I have focused on the ways that SAXS data can be best interpreted. Throughout varied, 
biologically relevant projects I have asked: What are the assumptions that go into the analysis of 
SAXS data? What is the effect of experimental uncertainty on the reliability of models extracted 
from SAXS experiments? How can we draw robust and informative conclusions from the appropriate 
use of such data. The answer appears to be: by using a conservative approach informed by 
complementary biophysical, biochemical and structural data, with clear hypotheses where specific 
questions are formulated and assessed using objective criteria. With such an approach, it is possible 
to overcome the fact that at its heart SAXS data requires the solution of an ill posed inverse problem.  
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For example, the case of yeast importin-β in Chapter 3 illustrates that if one attempts to answer the 
question “What is the ensemble of structures in solution?”, we find that the data is compatible with 
an almost infinite range of possibilities. However, if we instead ask “What is the possible range of 
structures compatible with the data?” or more precisely "Is a particular distribution of structures 
compatible with the available data?" it is possible to arrive at a clear conclusion, including a fair 
assessment of the limits of this result.  The former requires the precise determination of a range of 
parameters far in excess of the information content and resolution of the data, while the latter is 
based directly upon the ability of the data to discriminate between competing models. The former 
yields an answer, but one bereft of crucial context regarding its uniqueness.  
In essence, the formulation of the question provides crucial context regarding the uniqueness of the 
answer. Specifically, in this case, yImpβ is believed to sample a wide range of conformations in 
solution, and highly elongated models had been proposed based on inconsistencies in the crystal 
structure together with SAXS data on a homologous protein. I showed that given the signal to noise 
it was not possible to define a specific ensemble for a system with a high degree of flexibility. 
However, I could also show that the SAXS data could be used to reliably extract properties of the 
protein, such as the presence of flexibility, and also exclude populations with confidence, thus 
narrowing the range of possible structures compatible with a projection onto a given coordinate, in 
this case Rg. Of course, such analysis is computationally expensive, and cannot be employed in every 
case. In the absence of information on the uniqueness of a solution, the interpretation rests more on 
the strength of the structure-determination technique: a structure observed in a crystal, known to have 
been selected from the thermodynamic ensemble by the crystallization process, is unlikely to be a 
population outlier if it is also consistent with an independent scattering measurement. I have used 
this approach to analyse a variety of systems from both plants and bacteria. I have compared 
structural models to SAXS data in both reciprocal space, via predicted scattering, and real-space via 
ab initio modelling.  
In the case of the plant TIR-NLR heterodimer, RPS4/RRS1, I was able to show that a crystal 
structure solved from a modified construct was consistent with the scattering of the wild-type 
complex. For the related CC-NLRs, I was able to demonstrate that the inactive, truncated CC-domain 
constructs used in conflicting structural studies thus far were monomeric in solution, and that longer, 
active constructs began to self-associate. By showing that the solution structures of three different 
CC domains, including the crop-disease-relevant Sr33, were in fact very similar, we have reconciled 
differences in the field regarding the two previously distinct crystal structures (1, 2). This work 
suggests a model similar to that previously observed in animal systems (3, 4), in which pathogen-
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induced association elsewhere in the protein promotes transient self-association of the signalling 
domains, leading to signalling.   
We have also made advancements in the area of bacterial pathogenesis. Solution data  confirmed a 
ring-shaped octameric shape for the plasminogen-binding GAS SEN, but that the octameric crystal 
structure did not reproduce the data well by calculation of predicted scattering. In another case, we 
showed that the zinc-scavenging S. pneumoniae AdcA does not undergo large-scale changes upon 
binding of its substrate, and also that an inter-domain interaction observed in the full-length crystal 
was not favoured in solution. Finally, we found that the B. melitensis TcpB protein, which interferes 
with mammalian innate immune pathways, required both its TIR-domain and part of its N-terminal 
domain to form a stable dimer. We also found that the TIR-domain alone underwent transient self-
association, and that the N-terminal domain was highly flexible and possibly unstructured.     
In general, I have avoided the use of rigid body modelling and other pseudo-atomic methods. 
Although there is no inherent error in such approaches provided their limitations are understood, the 
models produced resemble atomic-resolution reconstructions to an unwary reader, and it is difficult 
to both fully analyse their uniqueness and communicate the implications thereof. As such, we restrict 
ourselves to direct fitting of experimental structures to experimental data, together with simple ab 
initio reconstructions which – though no less problematic in their uniqueness than rigid body models 
– are more easily assessed and less likely to be misconstrued. This combination of fitting to 
experimental data along assessment of ab initio models is essential, as manual docking to ab initio 
envelopes alone is likely to be far too forgiving. We do employ rigid-body modelling in the case of 
ADIC401A, in which we are careful to note that the reconstructions do not define a specific orientation 
of the subunits. We conclude only that it is possible for tetrameric arrangements of the unmodified, 
wild-type crystallographic monomer to reproduce the data.  
Going still further, we suggest that in many cases, there is no need to proceed to complex and 
potentially fraught atomic modelling when clearly defined properties with minimal fitting parameters 
can provide the necessary insight. By asking questions that can be answered by properties such as Rg, 
I(0), and molecular mass, and transformations such as P(r) and (dimensionless-) Kratky plots, a great 
deal of bias is removed from the analysis and more confidence can be vested in the answer as a 
result. Even when atomic models are available, these properties and transformations contain valuable 
information revealing self-association states, flexibility, and compactness. Such analysis was 
instrumental in the cases of S. pneumoniae AdcA, and the truncated plant CC domains above, and 
was also used to demonstrate that virulence in flax rust was correlated with an increase in flexibility 
and the disruption of self-association in the AvrM protein. Moreover, although the properties are 
affected by averaging and polydispersity, their clearly defined nature permits calculation even in 
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cases where shape modelling is not feasible, such as in the presence of transient self-association. 
When used in such cases they yield the average of the distribution, which can be of use in 
approximating, for example, the fractions of monomeric and dimeric species, as in the case of the 
plant TIR domains. For these proteins, we identified two different sets of interfaces involved in 
association of plant TIR domains, including examples of both homo- and hetero-dimerisation, and 
shown that the specific interface implicated in association varies between NLRs. SAXS data 
specifically confirmed interface disrupting mutants in SNC1TIR and L6TIR, and suggested that self-
association in RPV1TIR was weak or possibly absent even in the wild-type. The work presented in 
this thesis has yielded a clearer picture of the immunobiology of the systems. 
Finally, our design and testing of an automated pipeline for analysis of SEC-SAXS data is directly 
related. Such analysis is ideal for the study of incompletely separated species, and the accuracy of 
molecular mass determination from such data is of great interest. We determined that MMVc was less 
prone to fluctuation across SEC-SAXS peaks due to the highly dilute nature of the data when 
compared to MMPorod, but also that it was strongly dependent on the q-range selected for analysis. On 
a small test set of standard proteins, both MMPorod and MMVc were found to average approximately 
20% deviation from expected molecular weights, varying to less than 15% at shorter q-range 
truncations. This performance was similar to the accuracy of accompanying MMI(0) values, but all 
three methods performed worse, on average, than previously reported (5-7). We suggest that MM 
assessments by SAXS are useful for studying relative variation and identifying fractions for shape 
analysis, but should be used alongside other techniques such as MALS when employed in absolute 
determination of MM.  
Challenges and perspectives 
The work in the thesis has highlighted several key challenges in the field of biological small-angle 
X-ray scattering as well as pointed towards new means of addressing them.  
Experimental datasets for testing of methodology 
Currently, new techniques are often developed and tested on sets of virtual SAXS curves generated 
from atomic structures in the PDB. Such synthetic data is used both to derive and validate calculated 
properties (5, 7, 8), as well as demonstrate atomic modelling and fitting procedures (5, 9). While this 
approach enables the rapid generation of large datasets facilitating methods development, it also risks 
introducing implicit bias into the methodology. Such bias can arise both from artifacts due to the use 
of a specific prediction methodology (eg. CRYSOL), as well as from the types of structures that 
dominate the PDB: rigid, globular, particles with well-defined secondary, tertiary and quaternary 
structure. Finally, this can also lead to methods reliant on ideal data. 
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There is a pressing need for a large, standardised experimental datasets involving well-characterised 
proteins with a wide variety of properties that can be used to test and validate existing methodology 
as well as develop new approaches. While this has been noted previously (10, 11), I believe the 
importance of this in limiting the development of SAXS is underestimated. Without such a dataset, 
as well as procedures for the comprehensive validation and reporting of new methodology, it is 
difficult for an individual user, who may only have access to a small number of systems, to assess the 
reliability of methodology they wish to employ. Even within this thesis, which includes data on over 
30 individual proteins, it was only possible to draw limited conclusions regarding the reliability of 
specific properties. This was true even for the most basic of calculated properties such as the 
molecular mass. This lack of appropriate data and benchmarking hinders independent testing, and 
means that the inclusion of a given method in one of the popular aggregate packages (eg. ATSAS) 
can have a disproportionate effect on its use and uptake. It also permits undocumented changes to 
such packages to hinder reproducibility and even reliability of results, as these are not easily or 
routinely examined. We observed the effect of such changes while studying GAS SEN, where an 
update to the handling of symmetry in the DAMMIF algorithm lead to large differences in the 
clusters selected. Although not detailed specifically in Chapter 7, this inconsistency is the reason we 
turned to the GASBOR method in this case, although we still report the average envelope from the 
dominant cluster in the most recent version of DAMMIF.  
Databases such as BIOISIS (http://bioisis.net/) and SASBDB (12) may alleviate the lack of testing 
datasets somewhat, given time, uptake, searchability and sufficient documentation. Currently, 
however, the lack of experimental datasets for validation of new methodology underpins all of the 
following challenges.  
SEC-SAXS data and molecular mass determination 
In addition to the lack of appropriate experimental datasets, the accuracy of methods used for the 
determination of molecular mass from SAXS data, particularly SEC-SAXS data, remains a large 
challenge and is evidenced by the large discrepancies and truncation effects observed on standard 
datasets in Chapter 4. Molecular mass is an immediately relatable and desirable property to an 
experimentalist. It is more approachable and widely applicable than, for example, Rg and Q. 
However, while it is often seen as a directly derived property defined in a repeatable manner, in 
reality a range of different methods are used for its calculation. Even the limited analysis undertaken 
as part of this thesis suggested there are significant deficiencies in the methods available. It is unclear 
whether these deficiencies are due to the small test set examined or systemic deficiencies in the 
methods themselves. In this regard I note that the q-dependence observed for Vc in Chapter 4 
appears to be a significant finding not reported elsewhere.  
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A systematic comparison of existing approaches on a broad set of experimental SAXS datasets, 
analysing the effects of q-dependence and experimental noise would be needed to unravel the origin 
of this effect. At the same time, however, recent advances in data collection, particularly the co-flow 
SEC-SAXS apparatus at the Australian Synchrotron, promise reduced line volumes and reduced 
radiation damage. This should allow a more reliable linking of concentration and I(0), allowing MM 
determination via Guinier analysis. This, of course, carries its own set of assumptions, being 
dependent upon the accuracy of the concentration measurement via absorbance or refractive index as 
well as being more heavily affected by interparticle effects, but it may prove more reliable than the 
concentration-independent methods examined here. A further promising advance in SEC-SAXS 
processing is the release of routines for component extraction from SEC-SAXS curves via Gaussian 
decomposition (13). Again, further testing using a wide range of datasets will be necessary. 
Nevertheless, this offers a promising alternative to selection of individual frames for averaging. 
Analysis from ion-exchange chromatography has also been reported, although this introduces 
problems associated with the shifting buffer background during elution (14).  
Accurate discrimination of model-data agreement 
The final challenge highlighted in this thesis involves modelling. In particular, there is a need for 
standards to ensure the accurate reporting of the range of possible solutions consistent with the data, 
and the development of robust and appropriate scoring functions that can be used to achieve this.  
Our work on yeast Importin-β highlights the danger of considering a narrow range of conformations 
around a proposed structural minimum when attempting to determine the range of states compatible 
with the data. It also demonstrates that a failure to consider alternative states could lead to the gross 
misinterpretation of the available data, and indicates that some means of expanding search space 
away from the single best-fit result is crucial. In this specific case, we achieved sensitivity to the 
range of possible conformational states by excluding states from a pre-defined pool based on their 
Rg. However, the basic principle outlined could and should be expanded to both rigid-body 
modelling and ab initio shape determination.  
Typically, multiple repeat reconstructions are used to determine uniqueness. However, this is 
insufficient to ensure reliability. Even in cases where one model is reproducibly better scoring the 
difference between it and the next-best scoring conformation may not be significant, depending on 
the error in the data.  
This principle, of determining the range of states along some coordinate compatible with the data, 
essentially defines a confidence interval. An immediate application would be in the determination of 
P(r) functions via indirect inverse Fourier transformation. As the truncation value Dmax is fitted 
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against the data in programs such as GNOM but is also a property of interest for the particle, it would 
be straightforward to perform a stepwise iteration through a range of Dmax values. Such an iterative 
approach, allowing the other parameters within GNOM to adjust, would allow a user to define a 
confidence interval of Dmax values compatible with the data to within some threshold. 
Defining such a threshold is itself controversial, however, as there are significant flaws in existing 
metrics such as χ2. These flaws have been raised previously (10, 15, 16), most notably by the 
wwPDB SAS taskforce itself (17). Metrics such as χ2, which compare the fit solely to the counting 
statistics as reported in the experimental errors, have the property that higher noise and thus poorer 
data leads directly to an improved fit. χ2 is effective when used to compare competing models to a 
single dataset, but the practice of considering values close to 1 to constitute agreement is 
problematic. While technically correct, this does not address the ability of the data to discriminate 
between models.  
Even correct estimation of errors from measurement and propagation of the counting statistics is 
nontrivial (17). This depends on the assumption of a Poissonian distribution of errors, and also 
requires that the counts themselves are reliable. Whether this is the case will depend on the detector 
type. Furthermore, fitting functions based on the counting statistics do not account for systematic 
errors. It is essential to ensure that factors such as interparticle association, erroneous buffer 
subtraction and impurities are minimised. However, it is extremely difficult to rule these out 
absolutely, and their presence introduces systematic errors not included in the counting statistics 
(18). Previously, with good sample preparation practices, such systematic errors would be much 
smaller than the measurement errors and could be disregarded. However, advances in modern 
beamlines leading to excellent counting statistics mean that, even for well-prepared samples, the 
measurement errors may increasingly underestimate the true errors.  
Also relevant is the extent to which we should expect ensemble-averaged data, possibly including 
small systematic errors, to be described by a single structure at all. It should always be remembered 
that even stable proteins in solution are in constant thermodynamic motion. At sufficient resolution 
and measurement precision, it is not given that the scattering of even the most highly populated state 
should match the mean of the entire ensemble. Just as high experimental errors can compensate for 
systematic errors, the fitting parameters in programs such as CRYSOL can absorb ensemble effects 
at the expense of the test’s ability to discriminate between competing models. More computationally 
demanding prediction methods using less fitting parameters, such as WAXSIS (19), may begin to 
expose the unreality of fitting single structures to the product of a whole thermodynamic ensemble. 
We have shown in the case of importin-β that an unthinking pursuit of a “perfect” fit is fraught with 
danger.  
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Altogether, it is currently possible for “good” fits to poor data to trigger acceptance of the model, 
while fair but imperfect fits to excellent data are considered grounds for rejection of the model. This 
state of affairs is of concern, as the former may in fact have no ability to discriminate at all, having 
such poor signal-to-noise that any model would be accepted, while the data in the latter case may 
correspond quite precisely to a model not far from the one proposed. Again we return to suggesting 
some confidence interval-like metric, reporting the degree to which the data both agrees with and 
constrains the solution.  
Several promising fitting metrics, such as χ2free, CorMap and a crystallographic R-factor analogue 
implemented in SASfit have emerged in recent years (5, 16, 20). These may resolve many of the 
issues surrounding χ2, although a confidence interval-like metric is yet undeveloped. Uptake, and 
thus evidence regarding their performance against experimental datasets, is sparse so far. As of the 
time of writing, the fitting programs themselves continue to minimise χ2, and post-hoc comparisons 
to one scoring metric after refinement against another may prove problematic. 
Ultimately, the pace of development of new methodology for SAXS analysis continues to increase, 
bringing with it promising approaches to old issues as well as new opportunities. The field has 
several challenges to overcome, but much to offer to structural biology as a whole.   
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