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Abstract
Observables in neutron and nuclear beta decay can be used to search for Beyond-theStandard-Model (BSM) physics. The Nab experiment is measuring the electron-antineutrino
correlation and Fierz interference terms, within the theory of beta decay, with a dedicated
neutron beam at ORNL’s SNS. Another experiment is measuring the Fierz interference term,
using a
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Ca source and taking place in Area B of LANSCE. Within both experiments, two

thick, segmented Si detectors are equipped, each consisting of 127 pixels. The detected
currents, after amplification and shaping, are recorded as waveforms. Backscattering is a
significant issue, specifically that which causes multiple interactions to be recorded within a
single waveform. A digital filter has been developed for the identification of these occurrences.
With the Nab experiment planning to collect data on the order of tens of months, the online
analysis of the experiment is crucial. Algorithms will be explored within the online software
for coincidence-pair identification and the extraction of the electron-antineutrino correlation
parameter.
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Chapter 1
Introduction
The Standard Model (SM) of particle physics used today is a quantum field theory
developed over the past century. It describes phenomena already known to exist, such as
beta decay and positron emission, and predicts that which has recently been observed, such
as asymptotic freedom of the strong interaction and the Higgs boson. From the model’s
beginning, however, it has been known to not include a subset of the physics observed to
date. The most notable inadequacies are the lack of any gravitational interaction and an
explanation of the apparent baryon asymmetry in the universe. Furthermore, the discovery
of neutrino flavor oscillations, while providing a solution to the solar neutrino problem,
implies that the neutrino has a nonzero mass, which is not within the SM. A broader
theory is needed to incorporate these features, collectively named Beyond-the-StandardModel (BSM) physics, as well as provide a unifying framework within which the known
fundamental interactions may reside. More precise measurements of parameters within the
SM can provide constraints on BSM parameters. While high energy collider experiments have
produced the majority of this data, precision measurements in free-neutron and nuclear beta
decay have provided comparable results for charged-current interactions.
Within the SM, particles are identified as either fermions, which have a half-integer
spin, or bosons, which half a whole-integer spin. This distinction may be seen in Figure 1.1.
The elementary fermions are considered to be matter or antimatter, while the elementary
bosons mediate the interactions between them. Composite particles may be formed from
the former. Setting aside Higgs couplings, the SM contains two interactions, the strong and
1
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Figure 1.1. The elementary particles of the SM or shown above, with the fermions,
consisting of the three generations of matter, and the bosons which mediate the interactions.
The bosons responsible for a particular interaction, along with the fermions with which they
couple, are encircled. This excludes the Higgs boson, which couples to all massive particles.
electroweak. The strong interaction is mediated by the gluon. The electroweak interaction
is mediated by the photon and Z and W bosons, and may be divided into three types: selfinteractions by the bosons, and neutral and charged current interactions. Within neutral
current interactions, the name taken from the charge of involved bosons, a fermion couples to
either the photon, the Z boson, or both. If the energy associated with the interaction is much
smaller than the rest mass of the Z boson, 91.19 GeV [8], and the required electric charges
are present then the photon dominates and we have quantum electrodynamics to describe the
process. Otherwise, the Z boson must be considered. The charged current sector, however,
provides pure weak interactions at more easily attainable energies. Here, we have a fermion
coupling with a W + or W − boson. With this type of interaction, the handedness of the
fermion is required to be left if it is ordinary matter and right if antimatter, which is a
violation of parity. Coupling to a W boson is the only manner in which a fermion may
2

change flavors, such as in beta decay, discussed below. The elements within the CabibboKobayashi-Maskawa (CKM) matrix describe this change of flavors for quarks, which is one
of the two classifications of the elementary fermions, the other being leptons. The matrix
can be written as follows,
 
  
0
V
V
V
d
d
   ud us ub   
 
 0 
s  =  Vcd Vcs Vcb  s
 
  
0
Vtd Vts Vtb
b
b

(1.1)

The vector on the right contains the mass eigenstates of the down-type quarks, and on the
left we have new eigenstates related to the weak interaction. Each of the elements within
the vector on the left represent the resulting state of the corresponding up-type quark after
a decay, e.g. an up quark decays into d0 . The matrix may be inverted to describe decays
of down-type quarks. Given that the possible decays in question are energetically favorable,
squaring the CKM element relating the parent to a particular daughter particle yields the
probability that the daughter will be the final state. Although the elements within the
matrix are not independent of one another, as they can be written in terms of three Cabibbo
angles and one phase factor, the SM offers no way to calculate these values, and thus they
must be measured through experimentation. Quarks can exist only in hadronic bound states.
These states are mediated by the strong force and are known as either baryons or mesons,
consisting of an odd or even number of quarks, respectively. The most familiar of these
states are baryons, consisting of up and down quarks, known as the neutron and proton, the
latter of which is the only stable form. Leptons do not take part in strong interactions, and
can be electrically charged, like electrons, or neutral, known as neutrinos.

1.1

Measurements Made by the Nab and

45

Ca Exper-

iments
Beta decay is a common example of the weak interaction, and comes in two forms.
Looking to Figure 1.2, we see that the first form, beta minus decay, consists of a down

3

Figure 1.2. The Feynman diagram above describes beta minus decay. The up quark,
contained within a neutron, couples with a W − boson, which changes the flavor to that of
a down quark in a newly formed proton. The boson then goes on to decay into an electron
and anti-neutrino.
quark within a neutron emitting a W − boson, leaving an up quark contained within what
is now a proton. Shortly after, the W − boson decays into an electron and electron antineutrino. Because of the difference in mass between a neutron and proton, this process
is energetically favorable for free neutrons. The second form is beta plus decay; in this
case, a proton decays into a neutron, emitting a W + boson, which promptly decays into a
positron and electron neutrino. This process is forbidden for free protons, due to the energy
considerations previously discussed, but it may occur within a nucleus, where the required
energy may be provided via interactions with other nucleons. There are other processes,
such as electron capture, which involve the same set of particles, but are outside the scope
of the two experiments which are discussed here. Henceforth, we will consider only beta
minus decay, but differentiate between that of free neutrons and those confined to nuclei.
The former are studied within the Nab experiment and the latter in the
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Ca experiment.

A general formula for the beta decay rate of a nucleus of atomic number Z, with total
~ and associated quantum number, J, to be [6]
angular momentum, J,
~ Ωe , Ων̄ ) = dEe dΩe dΩν̄ F (Z, Ee ) pe Ee (E0 − Ee )2 ξ{1 + a p~e · p~ν̄ + b me
dW (Z, J,
(2 ∗ π)5
Ee Eν̄
Ee
2
~
1 p~e · p~ν̄ (p~e · ~j)(p~ν̄ · ~j) J(J + 1) − 3h(J · ~j) )i
−
][
]
+ c[
3 Ee Eν̄
Ee Eν̄
J(2J − 1)
J~
p~e
p~ν̄
p~e × p~ν̄
+ h i · (A
+B
+D
)} . (1.2)
J
Ee
Eν̄
Ee Eν̄
The differential decay rate, dW , is provided as a function of the electron’s energy, Ee , and
the solid angles made by the electron, Ωe , and anti-neutrino, Ων̄ . The energies and momenta
of the electron and anti-neutrino are Ee and Eν̄ , and p~e and p~ν̄, respectively, while E0 is the
maximum possible energy of an electron. F (Z, Ee ) is the electric form factor of the nucleus,
and the mass of the electron is me . The coefficients, ξ, a, b, c, A, B, and D, may be written
in terms of Lee-Yang coupling constants and Fermi and Gammow-Teller matrix elements [6].
c, A, B, and D can be neglected as an unpolarized source is used in both experiments, and ξ
may be combined into the leading factor which is left as a fitting parameter. This leaves the
electron-neutrino correlation and the Fierz interference coefficients, a and b. The latter is
zero within the SM, with any other value directly indicating the presence of BSM scalar and
tensor currents. The SM supports vector and axial-vector couplings, describing the leading
order Fermi and Gamow-Teller transitions, respectively. The former sub-type of beta decay
is one in which the total angular momentum of the nucleus is unchanged, as the spins of
the electron and anti-neutrino are anti-parallel. The latter sub-type allows for a change in
total angular momentum of ∆J = 0, ±1, with J = 0 → J = 0 transitions forbidden. Each
instance of beta decay is considered a mixture of the two sub-types, with coupling constants
gV for Fermi transitions and gA for Gamow-Teller transitions. The subscripts V and A refer
to vector and axial-vector currents. Allowing λ to represent the Fermi/Gamow-Teller mixing
ratio of the transition at low-momentum transfer,

gA
,
gV

we have the following expression for

a [6],
a=

1 − |λ|2
.
1 + 3|λ|2

5

(1.3)

This expression is in the lowest order of the SM framework, excluding any BSM Lee-Yang
currents above first order. Knowledge of λ, together with the neutron lifetime, τn , allows
for the computation of Vud , the matrix element representing the flavor change of a quark
between an up and a down state within the CKM matrix, by use of the following equation,
1
f R me 5 c4 |gV |2 GF 2
=
|Vud |2 (1 + 3|λ|2 ) .
3
7
τn
2π ~

(1.4)

f R = 1.71482(15) is a form factor and GF is the fundamental Fermi weak coupling constant.
Nature’s compliance with CKM unitarity has been a sensitive test on the validity of the
current model of particle physics. Deviations give insight into BSM scalar and tensor
currents. Measurements analyzed using the Hardy and Towner approach of superallowed
Fermi 0+ → 0+ transitions have provided the most precise value of the up-down mixing
element Vud , giving the current status of the elements within the first row of the matrix [3],
2
2
1 − Vud
− Vus
− Vub2 = (1 ± 10) × 10−4 .

(1.5)

This result is quite consistent with the SM, however, a separate, independent measurement
of Vud is desirable. Beta decay allows for several such measurements to be redundantly
performed. A, B, and D may also be expressed as a function of λ as follows [8],
A = −2

B=2

|λ|2 + Re(λ)
,
1 + 3|λ|2

(1.6)

|λ|2 − Re(λ)
,
1 + 3|λ|2

(1.7)

2Im(λ)
.
1 + 3|λ|2

(1.8)

D=

A non-zero value for D violates time-reversal symmetry and is therefore expected to be very
small. As for the other correlation parameters, sensitivity to changes in λ = −1.2723(23) [8]
can be inferred from the following derivatives,
∂a
−8λ
=
' 0.30 ,
∂λ
(1 + 3λ2 )2

6

(1.9)

∂A
(λ − 1)(3λ + 1)
=2
' 0.37 ,
∂λ
(1 + 3λ2 )2

(1.10)

(λ + 1)(3λ − 1)
∂B
=2
' 0.076 .
∂λ
(1 + 3λ2 )2

(1.11)

It is clear that a and A provide a more precise measurement of λ. While, historically,
A is the typical path chosen, the measurement of a has the advantage of allowing for an
unpolarized source. Additionally, recent developments in solid state detectors and signal
processing methods have allowed for greater resolution for the required proton spectroscopy
of the latter measurement.
The Nab experiment is a beta decay experiment making use of a cold neutron source.
The primary goal is to measure the electron-neutrino angular correlation coefficient, a from
Equation 1.2, with a relative uncertainty of 10−3 and the Fierz interference term, b, with an
uncertainty of ∼ 3 × 10−3 [1]. The latter will be the first dedicated measurement of b using
free neutrons, eliminating the need for any corrections due to the structure of the nucleus.
The

45

Ca experiment will take the more general approach to the term, that of nuclear beta

decay, with a projected statistical uncertainty of ∼ 5 × 10−3 .

1.2

Experimental Apparatus

The Nab experiment is making use of the Spallation Neutron Source (SNS), located at
the Oak Ridge National Laboratory (ORNL); using a dedicated beamline, data collection will
commence in 2020. The source is pulsed, providing precise control over the beam energy via
choppers, coated with a material containing

10

B [4], which absorb neutrons with momenta

outside of the specified range. The choppers are discs with apertures which spin at controlled
rates with tuned offsets with respect to one another. Precise knowledge of the neutron
momentum spectrum is necessary for neutron polarimetry. A 4π magnetic spectrometer
with superconducting coils has been placed such that the beam enters and exits through
narrow apertures on either side, which define a volume where decays may occur. As seen in
Figure 1.3, a four Tesla spike in the magnetic field is found above the decay volume, with
a shoulder of nearly two Tesla dropping off below. Neutrons within this 246 cm3 cell are
expected to decay at a rate of ∼1600 Hz, out of which 13% of the protons are detected
7

z

4m

x
Neutron Beam

Figure 1.3. The magnetic field of the spectrometer for the Nab experiment is displayed.
The black curves indicate the strength of the field, which exists between the two detectors,
shown in yellow. A four meter gap can be seen near the upper detector, allowing for the
measurement of the TOF of the proton. The neutron beam, in green, passes through the
decay volume, just underneath a pinch in the field. This pinch acts as a filter for protons
that do not have momenta aligned sufficiently along the field axis. Within the plots on the
right, the magnetic field is more accurately portrayed.
in the upper detector [2]. A 1 kV electric potential is applied near the bottom detector,
deflecting any protons before they are detected. The narrow four Tesla magnetic field region
acts as a filter, allowing only particles with momenta aligned sufficiently along the magnetic
field to pass, while others are scattered towards the bottom detector. A length of over 4
m makes the portion of the spectrometer above the decay volume suitable for time-of-flight
(TOF) measurements of the protons. This, however, is not enough; the magnetic field must
be expanded adiabatically, such that the proton’s momentum aligns orthogonally with the
upper detector. The smaller curvature of the helical path then creates less uncertainty when
calculating the TOF, and thus the momentum. The detectors consist of a 2 mm thick sheet
of doped Si along with a ∼ 100 nm SiO deadlayer, providing a path length large enough
8

Figure 1.4. The magnetic spectrometer used in the 45 Ca experiment can be seen above,
along with the positioning of the 45 Ca source. The placement of the other radioactive sources,
used for calibration, can be seen as well. The magnitude of the field on axis is seen to range
from 0.6 to 1 T.
to stop the highest possible electron energy of ∼ 782 keV. Signals below ∼10 keV are lost
to the deadlayer. Given that the energy allotted to the proton in beta decay is less than
1 keV, additional energy must be provided such that it may be detected. To accomplish
this, a -30 kV potential is applied near the upper end of the spectrometer. The large-area
Si detectors each have 127 pixels and are mounted on either end of the spectrometer. The
segmentation allows for a more precise position measurement, and the size of each pixel
limits the capacitance and, consequently, the amplitude of associated noise.
Area B of the Los Alamos Neutron Science Center, LANSCE, houses the spectrometer
used in the 45Ca experiment. Super-conducting coils allow for a magnetic field reaching one
Tesla, depicted in Figure 1.4. The field acts as a guide for charged particles, directing them
towards one of the two detectors. Each detector and its accompanying electronics are similar
to those which will be used for the Nab experiment. The thickness of one is ∼ 2 mm, while
9

Figure 1.5. The full phase space for free neutron beta decay is explored above in terms of
Ee and cosθe,ν̄ from Equation 1.12.
the other is ∼ 1.5 mm; the maximum electron energy of ∼ 256 keV can be fully absorbed
by both sensors. The 45Ca source was prepared at the Institute for Nuclear and Radiation
Physics (IKS) of the Catholic University of Leuven (KU Leuven).

1.3

Measuring the Electron-Antineutrino Correlation
Parameter

The Nab experiment’s analysis and extraction of the electron-antineutrino angular
correlation parameter requires the measurement of the electron’s energy and the proton’s
momentum in coincidence, from any given decay of a neutron. Additionally the polarity of
the beam must be kept neutral in order to eliminate contributions from the polarization
terms, found in Equation 1.2. Continuing from this equation, and assuming the Fierz
interference term, the mass of the antineutrino, and average spin of the neutron to all be

10

Modified Yield
1

−1

0

1
cosθe,ν

Figure 1.6. Here, we fixed Ee , in Equation 1.12, for many equally spaced values, ranging
from 0 to .7823 MeV. The slope of each is proportional to the value of βe corresponding to
the chosen energy.
negligible, we have the following relationship,
dW (Te , θe,ν̄ )
∝ P (Te , θe,ν̄ ) ∝ F (Te )(1 + aβe cosθe,ν̄ ) .
dTe dΩe dΩν̄
The ratio

p
E

(1.12)

= β reduces the original equation, where θe,ν̄ is the angle made by the electron

and antineutrino momentum vectors. The phase space depicted by this equation can be
seen in Figure 1.5. Ultimately, a fit must be made in this two-dimensional space, but doing
so for isolated slices, found by fixing the electron energy to particular values, is equivalent.
If examined for a particular electron energy, a linear relationship is revealed, with cosθe,ν̄
acting as the independent variable; a is proportional to the slope and may be extracted, as
seen in Figure 1.6 for various values of Ee . By conserving momentum between the three

11

decay products, the cosine term can be rewritten,

cosθe,ν̄

p
pp 2 − Te 2 − 2Te me − (Q − Te − mp 2 + pp 2 + mp )2
pp 2 − pe 2 − pν̄ 2
p
=
=
.
p
2pe pν̄
2 Te 2 + 2Te me (Q − Te − mp 2 + pp 2 + mp )

(1.13)

Here, mp and pp are the proton’s mass and momentum, Te is the electron’s kinetic energy, and
Q is the total energy released in the decay. All variables within the right side of the equation
are either directly measured within the experiment or otherwise known, aside from pp . While
the TOF of the proton is measured, its momentum depends upon the electrostatic fields in
place; and assuming its initial momentum is not parallel with the axis of the spectrometer,
the magnetic field must be accounted for. Moreover, calculating the momentum cannot be
done on an individual basis, given that the observed information for each decay is not enough
for reconstruction. Several methods have been developed for calculating and applying the
response function of the spectrometer, making use of simulations in Geant4.

1.4

Measuring the Fierz Interference Parameter

Both the Nab and

45

Ca experiments are attempting to measure the Fierz interference

parameter. If the mass of the antineutrino and average spin of the neutron are assumed to
be negligible, integrating Equation 1.2 with respect to the solid angles made by the electron
and antineutrino leads to the following,
dW (Te )
me
Ee
∝ P (Te ) ∝ F (Te )(1 + b
+ bW M ) .
dTe
Ee
M

(1.14)

The above equation details the beta spectrum without any unnecessary dependencies. Notice
that an additional term for the weak-magnetism form factor, bW M , has been included; it is
scaled by the average mass of the parent and daughter nuclei, M . For free neutrons, this
term can be neglected. When the decay occurs within a nucleus, however, this term must
be considered. While the weak magnetism term is proportional to the electron energy, the
Fierz interference term is inversely proportional. Since a

45

Ca nucleus has a relatively low

endpoint energy of ∼ 256 keV, it is an ideal candidate as it is relatively insensitive to the
weak magnetism term. The beta spectrum changes very little as b increases from zero to
12

Figure 1.7. The three curves depicted above show the extent to which the Fierz interference
coefficient, b in Equation 1.14, may affect the electron energy spectrum in free neutron betadecay. Given that a recently measured value of b is -0.0028(26) [5], the expected change in
the spectrum is small.
infinity, as seen for free neutrons within Figure 1.7. Despite the source of the beta decay, b
must be extracted through fitting the measured spectrum.
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Chapter 2
Backscattered and Pile-Up Waveform
Identification
Within both the Nab and

45

Ca experiments, digitized waveforms are recorded from

particles interacting with a detector.

From each waveform, one needs to extract the

observables required for an analysis. For the 45 Ca experiment, the only observable needed is
the energy associated with the interacting electron. The Nab experiment requires an energy
and a timestamp if the interacting particle is an electron, and just a timestamp if its a proton.
The timestamps are used to calculated the proton’s TOF. All of the standard procedures
developed for handling these extractions, as well as the identification of the particle types,
fail when multiple signals are introduced into the waveforms. While measures have been
taken in both experiments to minimize this feature, its effect is considerable. The causes
of this feature stem from backscattering, a high neutron decay rate, background signals,
and crosstalk, including capacitive and inductive coupling. Backscattered particles are those
which interact with a detector and are carried back into the spectrometer; several magnetic
mirrors are created by the solenoid, due to the non-uniformity of the magnetic field, which
may scatter the particles. It may interact with a detector again, and either deposit its
remaining energy or scatter backwards once more. The delay is on a time-scale of tens of
nanoseconds in both experiments. Within the experiments considered here, the detectors
are separated into many pixels. Only the case in which the particle returns to the pixel with
which it originally interacted will be discussed. Pile-up is considered to be the inclusion of
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signals from different decay particles within the same waveform. The time between particle
interactions is uniformly distributed, in this case, ranging from zero to 10 µs. Waveforms
with background signals, caused by cosmics, the neutron beam-guide, and other effects, are
very similar to those with pile-up; the energies of the signals are not correlated, and the time
between them is uniformly distributed from zero to 10µs. The only measured difference is in
the maximum energy, in that background signals need not be born from a beta minus decay
and may have a kinetic energy above that of either of the charged decay products. Crosstalk
may introduce an additional feature to a waveform if the signals involved in backscattering,
pile-up, or background contamination occur on more than one pixel. The current produced
from one particle interaction induces another in a separate pixel, or somewhere down its
electronics chain, which has recently been triggered by another particle. This study intends
only to identify multiple interactions within a waveform, and does not attempt to discern in
which manner they were produced. Without including any background signals, the event rate
is expected to be ∼ 200 Hz for the Nab experiment. Given the 14 µs waveform trace, 4 µs of
which is a recorded pre-trigger baseline, and that the average number of particles produced
in each decay is roughly 2.2, the percentage of waveforms that will contain pile-up is less
than 0.5%. Allowing for a 200 ns window for the time between interactions of backscatters,
the percentage of pile-ups that may be mistaken as backscatters is ∼ 2%, less than 10−4
of all events. Backscattering, the largest contribution to multiple-signal waveforms within
the experiment, is expected to occur for roughly 25% of detected electrons. These examples
express the need for either the identification or statistical interpretation of the discussed
waveform types.

2.1

Trapezoidal Filter

When extracting the energy from a waveform with only one interaction, given that the
pulse shape is not energy dependent, one may simply find the peak height. All uncertainty
stems from the baseline noise spectrum. Now, if we give up our idealized assumption that
the pulse shape is not energy dependent, the peak height becomes a function of the shape.
Furthermore, dependencies upon the location of the interaction within the pixel, angle of
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Figure 2.1. Many waveforms from the 45 Ca experiment of equal energy, extracted by the
trapezoidal filter, have been drawn atop one another in blue, giving a sense of the variation
seen in the data. The average of these is seen in red, and a single waveform from among
them is seen in green.
incidence, and particle type have been seen. Given that the signal was originally produced
by measuring a charged current, if one deals with a definite integral in time with bounds
covering all important features, all charge may be accounted for and the pulse-shape no
longer matters. A filter designed to make use of this more developed method also eliminates
much of the higher frequency noise, yielding much less uncertainty.
The implementation of a convolution filter can be described by the following equation,

g(t) = k(t)∗f (t) =

n
X

k(i)f (t − i) .

(2.1)

i=0

Here, k(t) is the kernel of the filter, f (t) is the waveform to be processed, and g(t) is the
output of the filter. Time must be thought of on a discrete basis, thus we have a sum rather
than an integral. The waveforms that have been seen within the
16

45

Ca experiment and that

Figure 2.2. The kernel, expressed in Equations 2.2 and 2.3, of the of the digital triangular
filter is displayed at the top. The middle plot shows several input pulses carrying the same
integrated charge but having different rise times, with the black curve representing the ideal
exponential decay atop a step function. Taking the convolution of the top two for each input
signal yields the bottom plot. The color of each output signal matches that of the input
signal, and note that the black curve gives the ideal output shape.
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are expected to be seen within the Nab experiment are of a particular shape, seen in Figure
2.1. Aside from the curvature seen along the rising edge, the ideal form, the product of an
exponential decay and a Heaviside step function, is present. A triangular filter, the name
being chosen based on the output shape, provides the highest energy resolution for an ideal
waveform of finite duration [7]. The implementation can be seen in Figure 2.2, and the kernel
is described by the following equations,
k0,R (t) = t + τ ,

(2.2)

kR,2R (t) = −t + 2R − τ .

(2.3)

The subscripts refer to the interval over which the equations are valid. The exponential
decay constant, τ , must be known beforehand, as the kernel depends upon it. The other
independent variable, R, of the kernel can be directly related to the extent of the time domain
over which the rising edge falls within the triangle seen in the output. A higher value of R
gives a larger integration window, averaging more of the noise features. The height of the
triangle is linearly proportional to the integrated charge and thus the deposited energy, and
may easily be found in a post-filter processing scheme. While this filter is largely successful,
one caveat exists that introduces a nonlinear feature to the triangle. This effect is generally
called ballistic deficit. This occurs when a signal is processed using a filter with a shaping
time constant that is small compared to the time domain of the feature of interest. In other
words, signal attenuation occurs, and this may happen during charge collection, within the
pre-amplifier and FET circuits, and when using digital filters for further analysis. In this
particular case, the fact that the actual waveform shapes have finitely long rising edges,
as seen in Figure 2.2b, causes the nonlinear attenuation; this is due to the time required
for charge collection, as the process can not be seen as instantaneous given sufficiently fine
binning. The effects of this ballistic deficit can be seen in Figure 2.2c. If the nonlinearity is
small, this may be a manageable effect. If not, a modification to the triangular filter may
be made to escape any attenuation by expanding the integration window at the transition
between the piecewise functions of the kernel. The kernel of this new trapezoidal filter,
the name again chosen based on the output shape seen in Figure 2.3c, is described by the
18

Figure 2.3. Shown at the top is the kernel, expressed in Equations 2.4, 2.5, and 2.6, of the
digital trapezoidal filter. Several input pulses are displayed within the middle plot, carrying
the same integrated charge but having different rise times, with the black curve representing
the ideal exponential decay atop a step function. The convolution of the top two for each
input signal gives the final plot. The color of each output signal matches that of the input
signal, and the black curve represents the ideal output shape.
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following equations [7],
k0,R (t) = t + τ ,

(2.4)

kR,R+T (t) = R ,

(2.5)

kR+T,2R+T (t) = −t + 2R + T − τ .

(2.6)

Again, the subscripts refer to the interval over which the equations are valid. The second
equation represents the expanded section, previously mentioned. The parameter, T , not
present in the equations for the triangular filter, corresponds to the length of time covered
by the flat top of the trapezoid. We see in Figure 2.3c that the effect of ballistic deficit are
still present at the left corner of the trapezoid top as well as the right corner of the bottom.
However, the integrity of the right corner of the top is maintained and allows for an accurate
measure without any manifestations of nonlinearity. As noted earlier, the success of both
of these filters rely on τ being well matched. Figure 2.4 illustrates the consequences of any
discrepancies. Note that the baseline can not be properly restored, leading to an overall tilt
of the trapezoid. The right corner of the top, the portion suitable for energy extraction, is
effected by the tilt, while the left corner is not. Therefore, accurately measuring τ before
implementing the trapezoidal filter may be more important than the case of the triangular.
While energy extraction is its intended purpose, a time-stamp may be found as the initial
point of the output should be that of the pulse. Furthermore, we have seen that the bottom
left corner of the trapezoid is unaffected by effects of ballistic deficit. Using a short rise
parameter will lead to large magnitudes in the slope of each side of the trapezoid; this
contrast with the nearly flat baseline allows for the initial point to be more easily found.
The trapezoidal filter is in use within the 45 Ca experiment, and is intended to be used within
the Nab experiment.

2.2

Waveform Simulation

When developing a filter, whatever the task at hand may be, it must be thoroughly
tested with some set of well known input-signals. Depending on the situation, that data
set may be attained from direct measurements; however, the more likely prospect is that
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Figure 2.4. The output of the trapezoidal filter is given for several input signals, each having
a different decay constant. Among other features, the slope of the top of each trapezoid
differs, with the correct value of zero found only when the decay constant matches that used
within the kernel.
it will need to be simulated, modeled upon the measurements. In the vast majority of
cases, this simulation will have faults stemming from it inadequately parameterizing features
which are seen within the experiment. The response of the filter under development may
depend upon one or more of the features, and will be misleading if the inaccuracy of the
simulation lies beyond some bounds. Where those bounds lie and for which feature they
are of interest are often difficult questions to answer. Therefore, the simulation must be as
thorough, excluding any approximations that obscure the physics in question. The digitized,
electronic signal, commonly referred to as a waveform and seen in Figure 2.1, originates at
a detector. As discussed in Section 1.2, in both the Nab and

45

Ca experiments, the detector

of choice consists of a segmented Si diode, with a ∼ 100 nm SiO deadlayer applied to one
side. After losing a small portion of its energy to the deadlayer, a charged particle incident
on the diode will deposit its remaining energy within the Si lattice, creating electron-hole
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pairs. The particles within each pair quickly separate, as typically applied bias voltages
fully deplete the bulk region. The electrons move toward the anode, while the holes travel
at a slower pace in the opposite direction, to be collected at the cathode. The mirrored
current, occurring within the metallic lead of the pixel in question, is the initial signal to
be introduced to a pre-amplifying circuit. Here, a gain factor is applied and some minimal
shaping occurs. The signal is further shaped by Field-Effect Transistor (FET) boards to
produce a waveform matching as closely as possibly the idealized exponential-decay atop a
step function, seen as the black curves in Figures 2.2b and 2.3b. This final analog signal is
digitized, sampled at a rate of 250 MHz. The correspondingly small bins, each separated by
4 ns, along with a characteristic 5 µs lifetime of the decay, leads to sufficient representation
of the raw waveform. This complicated chain of particle interactions and circuitry, as well
as its accompanying noise, must be considered when simulating a useful data set.
The first logical step in writing a simulation is to clarify the concept of a typical
signal with which to use as a model, excluding any abnormalities that arise from imperfect
equipment or circumstances. Once done, a procedure must be developed for artificially
producing such a signal, and, in doing so, a natural choice of tunable parameters emerge.
Any non-static feature of the model, such as the overall height or domain over which the
rising edge of a waveform occurs, is controlled with one or more of these parameters. The
assurance of the accuracy of the simulation within an arguable range of any given parameter
is of great importance. A simulation has been produced for the

45

Ca experiment by the

collaboration for waveforms with a single particle interaction. The effects of the electronics
chain is included, however the induced current within the detector has been approximated
by a Gaussian model and any noise is excluded. A similar simulation is in production by
the Nab collaboration, implementing a Monte Carlo simulator for the induced current. The
typical waveform seen in the

45

Ca experiment has a decay time and noise spectrum that

depend upon the pixel in which the associated interaction occurred. However, once the pixel
number is fixed, the waveform may be parameterized in terms of deposited energy. The
generalization to a waveform with multiple interactions is performed by summing multiple
single-interaction waveforms with offsets in time, before applying a noise spectrum. This
can be done, as the related analog filters follow the distributive property. Here, we consider
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cases with two interactions and, in doing so, expand the parameter set that describes each
waveform such that it consists of the total deposited energy, EW F , the percent deposited by
the initial interaction, IW F , and the time between interactions, TW F . Other effects, such as
baseline oscillations possibly caused by microphonics, can be added if necessary, but have
been neglected in this study.

2.3

Filter Development

Filters used in signal processing are generally used to eliminate or enhance some feature
of a data set.

Such capability lends itself very well to identification methods.

When

using digital convolution filters, we obtain an output trace along the domain of the original
function. A post-filter process must take place after implementation, such that the result
may be reduced to either true or false. The filter must therefore enhance the feature of
interest, while eliminating those that interfere with the study. In the best case scenario,
everything from the original data is removed other than some artifact indicating whether
or not the feature is present. When considering the post-filter algorithm that must ensue,
two idealized output signals come to light, the Heaviside step-function and its derivative,
the Kronecker delta function. The former has the advantage of allowing for the comparison
of baseline averages to distinguish any differences without much interference from noise
features that were not smoothed by the filter itself. The latter allows for the detection of
multiple occurrences of the feature of interest within a small time-domain, at the cost of
retaining noise features within the post-filter process. The utility of Heaviside’s function is
proportional to the time-domain considered, while that of the delta function is not.
The parameters, R and T , of the trapezoidal filter, given in Equations 2.4, 2.5, and
2.6, may be tuned to provide an output signal which closely approximates a delta function.
As they represent integration windows, the parameters must be small in comparison to the
typical delay time between particle interactions. They must also be large enough to eliminate
the higher frequency noise components. As the trapezoidal filter generalizes and, thus, may
be reduced to the triangular filter, the output shape may be one of the two. The parameters
chosen, as well as the post-filter analysis method, are dependent upon the signal-to-noise ratio
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Figure 2.5. The curves in blue represent the input signal for the identification filter, while
those in red give the output. Those plots on the left show the complete traces, while those
on the right show a small portion of interest. In all plots, the parameter, IW F , is set to 50%.
Within the top two plots, TW F = 20 ns, and the output trace consists of a single peak. After
increasing TW F to 60 ns in the middle set of plots, the output trace begins to distinguish
two peaks, although they are not fully separated. Lastly, TW F = 100 ns, and there are two
peaks in the output without any overlap.
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Figure 2.6. (a) The optimum efficiency of the identification filter is displayed as a function
of EW F and TW F , with IW F fixed at 50%. A false-flag rate of 0.00(1) is required; if not
met, the efficiency is shown as zero. (b, c, d) The remaining plots give the threshold and
parameters, R and T , that are required to produce the efficiencies in (a).
and the delay time between signals. Figure 2.5 provides several examples of implementing
one such filter. In this case, T has been set to zero, yielding a triangular output for an ideal
pulse. Motivation for this choice may be seen in Figure 2.6. First, note that the waveforms
used in the study, simulated and parameterized as discussed in Section 2.2, all have IW F set
to 50%. Doing so allows for easier visualization, and this particular choice of IW F is ideal
due to a symmetry explored later in this section. This figure describes the results of a study
in which all three parameters of the trapezoidal filter are scanned for certain ranges which
include zero, and those combinations which produce the highest efficiencies are kept. One
more factor plays a role, and that is the false-flag percentage, which is required here to be 0%;
in other words, each parameter combination is tested against waveforms with only one signal
and is required to never flag one as having multiple signals. What we have are four plots,
each describing either the efficiency of the filter or one of its three parameters, as a function
of the remaining two simulated waveform parameters. For each bin within the efficiency
plot, the corresponding bins in the three remaining plots indicate the filter parameters used
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Figure 2.7. Efficiencies for three possible filters are given, there active regions covering
different portions of the domain. IW F is set to 50% and the false-flag rate is required to be
0.00(1). If this rate is not met for a particular set of waveform parameters, the displayed
efficiency is zero.
to attain that efficiency. When dealing with small energies and delay times, we can see the
limits of this filter’s applicability as the efficiency drops to zero when it is ineffective, given
the noise spectrum at hand. The trends to be discussed are present only within this effective
region. There is also evidence that, with respect to the total energy deposited, there is no
dependence found for R or the threshold used in post-filter identification, but there is a
dependence of T at energies between 30 and 40 keV. Above this range, T is found to be zero.
R remains as the only parameter influencing the integration window of the convolution and
the delay time provides constraints on such a window. Therefore, a strong dependence of the
latter upon the former is seen once there values become comparable. As expected, a smaller
value for R is required for smaller delay times. This, in turn, demands a larger value for the
threshold, due to the lack of averaging of high frequency noise features, which is illustrated
here as well. There are of course statistical fluctuations, due largely to run-time constraints.
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Figure 2.6 has shown that a single set of filter parameters is insufficient for attaining
the highest possible efficiency over all dual-signal waveform types. However, it has for the
majority of cases shown that T should be zero, and thus the triangular filter is optimal.
Treating this as the case, we may find a value for the threshold as a function of only R.
Figure 2.7 gives efficiency plots, similar to those seen before, for three values of R, chosen
so that the applicable domain covers as much territory as possible. Again, the false-flag
percentage is kept at 0%. We see that there is still room for improvement, such that, by
increasing the number of filters, one may increase the effective domain. A practical constraint
on this number may be the computation time involved. To further the following discussion,
Figure 2.8 provides a more complete view of the expected efficiencies of the filter examined in
Figure 2.7b, with each curve representing a different value of IW F within the waveform. As
mentioned earlier, we see a symmetry around IW F = 50%, which yields the greatest efficiency
across all electron energies. As we look to lesser and greater values we see roughly the same
shape, with the filter usually favoring waveforms with the majority of the energy deposited
in the second interaction. Its interesting to note that some curves peak at a finite value.
This occurs as the delay time becomes very small and the effect is greater with waveforms
having IW F approach zero or one hundred percent. This is an effect of the post-identification
algorithm and may be improved, perhaps at a cost. The false-flag rate is also given and is
seen to be zero at electron energies above 30 keV. When dealing with multiple filters, the
results may disagree; but, so long as the false-flag rate is acceptable, a positive identification
is required from only a single filter. This rate varies as a function of energy for each filter,
however. If needed, assurance that the waveform in question is within the effective region of
the filter is provided by the post-identification algorithm, which returns an estimate of the
TW F and IW F . Due to the high attenuation associated with these filters, a trapezoidal filter,
optimized for energy extraction, provides the best energy resolution and can be corrected
for multiple signals if TW F is known.
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Figure 2.8. The efficiency curves for a particular filter are displayed, along with the falseflag rate, as a function of EW F . Each plot represents a different value of TW F , within which
IW F differs for each curve. The threshold used for the filter is 90 ADC, roughly 13.5 keV,
and the filter parameters are R = 16 ns and T = 0.
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2.4

Post-Filter Identification Process

As mentioned in Section 2.3, a method must be employed to process the results of
each filter, yielding either a positive or negative identification of multiple signals. Looking
again to Figure 2.5, we see that, as TW F is increased, the two signals can be identified more
readily, shedding light on three possible classifications of the output. The first, seen in
Figure 2.5a, is a single peak; the width of this peak may be examined to distinguish between
single-interaction waveforms and those with small values of TW F . An example of the second
classification may be seen in Figure 2.5b, where two peaks are shown to be overlapping
within the output of the filter. Lastly, we may look to Figure 2.5c to find two fully separated
peaks. The latter two classifications are regarded in this study, leaving the first to be falsely
identified as a single-interaction waveform. The identification algorithm performs a single
pass along the output trace. If the value of a particular bin reaches the threshold, previously
mentioned and optimized in Section 2.3, the first flag is triggered. At this point, the slope is
measured for a local domain consisting of three bins. Once this value is seen to be negative,
the second flag triggers. The slope is again measured in the previous manner, and, when it
is found to be positive, while the value of the leading bin is above threshold, the last flag is
set. The waveform is marked as having multiple signals only if the last flag triggers. If the
peaks of the output signal are fully separated, then the limiting element of the algorithm
concerns only the threshold, as both peaks must have heights larger than this chosen value.
When the peaks overlap, there is a local minimum. As the slope is measured at this point
and must be done over a finite domain, another limiting element arises concerning the length
of said domain. Both the falling and rising edges of the minimum must extend far enough
for each slope to accurately be measured at least once. As seen Figure 2.8, the efficiencies,
as these aspects of the waveform approach their limiting values, drop to zero.
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Chapter 3
Online Analysis Methods for Nab
The Nab experiment plans to collect data over the course of roughly two years; some
of it will be for calibrations and systematic studies, while the rest will be used to obtain
the number of events required for the precise determination of the electron-neutrino angular
correlation and Fierz interference terms, seen in Equation 1.2. Considering the large timeframe required for data collection, the ability to view preliminary results or, at the very
least, the consistency and precision of the measurements taken is highly desirable. Ideally,
an online analysis software suite is available that allows one to track such observables. This
suite has been written in C++, using particular libraries from the ROOT data analysis
framework, developed at CERN. A previous version was implemented for data collection
in the summer of 2017 for the

45

Ca experiment. A graphical user interface (GUI) is used

to display plots and statistics while allowing the user to select certain parameters, such as
the data batch number, the pixel number, or particular waveforms for examination. It also
allows for the application of waveform processing techniques, which have been previously
implemented either directly by the Data-Acquisition (DAQ) hardware or by a GPU server
found downstream. The user may manipulate plots, changing the scale, rotating them,
and even fitting various distributions to whatever portion they choose. The online analysis
software processes two data streams, the Analog-to-Digital Converter (ADC) waveforms
which caused the DAQ system to trigger a recording and a parameter list for each. The
waveforms are processed to allow the user to view and manipulate them. The parameter list
provides all of the measurements made using a given waveform, such as the energy, initial
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time bin, decay time, width of the rising edge, likelihood of multiple signals, or possible
corruption. The analysis methods that make use of the parameter lists are discussed in the
following sections. A history of analyses of past batches of data is kept and can be toggled
for viewing when needed.

3.1

Coincidence Identification

A coincidence pair is defined, in the Nab experiment, to consist of the electron and
proton originating from a single neutron decay. Before any analyses pertaining to the
extraction of the electron-neutrino correlation or Fierz interference parameters can be
performed, the identification of the particles, as well as the decays from which they were
produced, must be completed. All incoming data entries represent a particle interacting with
one of the equipped detectors. As discussed throughout Section 2, information about the
particle must be measured from the resulting waveform. The two most important pieces of
information are the energy and timestamp. The former is proportional to the total collected
charge, while the latter is identified as the starting point of a waveform. Obtaining either
requires one to interpret both the size and shape of a waveform. Methods for extracting the
energy have been discussed in section 2.1. Despite how they are determined, along with the
knowledge of the positioning of the detectors, one can use these two measurements to make
reasonable assumptions concerning the type of particle in question and from which, if any,
neutron decay it spawned. Additionally, the location of the pixel with which the interaction
occurred gives a position measurement; it is useful given the radial dependence inherent from
the magnetic field and the existence of two detectors in different positions. As discussed in
Section 1.2, a 1 kV potential repels any proton traveling toward the lower detector. Other
information, such as details concerning whether or not any of the observables discussed so far
are incorrect due to abnormalities within the recorded waveforms, backscattering within the
same pixel for example, has not been included in the data stream for this study. Within the
following analysis, the energy, timestamp, and pixel number associated with each particle
interaction are provided by the Geant4 simulation of the Nab experiment. The values for the
energy and timestamp, are free from any uncertainties which stem from extracting them from
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a waveform. Simulated charge collection currents, with which the effects of the electronics
may be included, creating waveforms, have not yet been produced, but efforts are being
made to do so by the collaboration.
The electron has a tendency to backscatter, as defined in Section 2, off the detector,
creating multiple signals. Additionally, there is a small but significant amount of gamma
production from higher energy electrons, due to Bremsstrahlung radiation and interactions
with residual gas. If these gammas are detected, they will be additions to the data stream.
Therefore, when detecting and identifying a coincidence pair, one must make sense of a
collection of signals interspersed in time, often without a one-to-one correspondence between
a signal and a particle. An algorithm must be developed that rebuilds this collection into
the appropriate electron and proton energies for each decay. The first step is to examine
a data stream that excludes signals from background effects and separates each decay in
time such that the resulting particles of more than one are not interlaced. Figure 3.1 gives
the TOF spectrum for protons. The minimum TOF is seen to be roughly 12.7 µs; the tail
found on the right-hand side stems from the initial magnitude of momentum, the size of any
component orthogonal to the magnetic field axis, and the position within the decay volume
of the proton. The initial energy provided to the proton has a maximum less than 1 keV.
That provided to the electron is roughly three orders of magnitude larger, and still one order
of magnitude larger after the proton passes through the 30 kV potential. Additionally, the
mass of the proton is over three orders of magnitude greater than that of the electron. With
this knowledge at hand, one may assume the average velocity, orthogonal to the incident
detector, of a proton to be negligible when compared to that of the paired electron. The
logical consequence of this is that any and all electron and gamma signals can be thought
to arrive instantaneously with respect to the proton. Therefore, it is the distribution seen
in Figure 3.1 that provides all timing dependencies for the coincidence pair. Within the
identification algorithm, for each signal with an associated energy within a range like that
expected of a proton, discussed below, any signals in a preceding time-window are considered
to originate from the electron. This window has a bound at 12.7 µs, corresponding with the
minimum TOF of a proton, but the other bound must be chosen to minimize the uncertainty
when considering multiple decays and background noise. A balance must be found between
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Figure 3.1. This spectrum was produced from the output of the Geant4 simulation of the
Nab experiment. The uncertainty at each point reflects only the number of events processed.
The minimum TOF of the proton through the spectrometer, when traveling toward the upper
detector, can be seen at 12.7 µs. The mode lies at 15.5 µs.
including the protons with larger TOF’s and introducing unwanted signals. So far, the
maximum TOF was made large enough to account for all electron-related signals. The proton
is sought first because of the previously mentioned tendency of the electron to backscatter,
occurring at a relative rate of 0.2649(10) in simulated decays that yield an electron that
interacts with a detector. Protons backscatter only at a relative rate of 0.021(1). Given
that there is a threshold of roughly 10 keV, due to information loss from the baseline noise
found on each waveform, no proton produces more than one detectable signal. Figure 3.2
illustrates the energy deposited by an electron or gamma, while comparing and exploring
any dependencies with the energy deposited by the proton of the same decay. The proton
deposits on average 19.28 ± 2.27 keV, having lost a portion of its energy to the dead layer of
the detector; the distribution seems symmetric around the mean, with the mode being found
at 19.25 ± 0.05 keV. The deposited energy of electrons and gammas has a maximum near
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Figure 3.2. For each proton detected in the Geant4 simulation, all electron and gamma
signals are mapped and counted upon the colored axis. The deposited energies include losses
from the SiO deadlayer of each detector.
zero due to the effects of backscattering. 0.0(8)% of signals produced by gammas are above
the 10 keV threshold. There is little dependency to be found between the energies of protons
and those of electrons and gammas. Thus, for a given proton energy, all electron and gamma
energies are equally probable. For this study, the energy of a signal deemed to be a proton
is less than 26 keV and greater than the 10 keV noise threshold; 0.29(11)% of decays which
produce a proton incident upon the upper detector are excluded by the noise threshold,
while 0.14(11)% are excluded by the upper bound of the proton-energy window. 8.06(10)%
of decays produce an electron-related signal that makes an energy deposition within this
range. The signal must also be found at the upper detector, which reduces the percentage
of electron-related signals to 1.00(10)%. When a signal is found that meets the energy and
location requirements of a proton, the other associated triggers are collected in a preceding
time-window, as previously discussed, with the requirement that the energy be greater than
10 keV. If signals are found within the window, then they are collectively identified as an
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electron, and the original trigger is marked as a proton. This method provides perfect
identification efficiency with a relative uncertainty of 1.14 × 10−3 , excluding 0.43(11)% of
decays with protons outside the previously chosen energy range.
Next, we will consider the problem of having one decay interfere with another, while
still ignoring the signals contributed by background sources. The coincidence data rate in
the Nab experiment is expected to be roughly 200 Hz. Additionally, there are decays which
do not produce a detected proton, and occur at 1400 Hz; in what follows, an electron is
assumed to be detected. To first order, every decay, producing a coincidence pair, consists
of a collection of signals within a time window preceding the proton. The lower bound
is taken to be the minimum TOF of a proton, 12.7 µs, while the upper bound is chosen
to minimize the chance of interference, while excluding an acceptable amount of decays.
The focus is on interference from only one other decay, as this makes up over 99% of all
interference cases, based on the Poisson distributions for the time windows considered. As
previously mentioned, an electron-related signal may be mistaken for a proton in 1.00(10)%
of detected decays. This circumstance is not considered in the following argument. For each
decay, the distribution of electron-related signals is clustered tightly together in time; the
mean range covered by the cluster is 45.5 ± 43.0 ns, three orders of magnitude less than
the time-windows considered. Using this mean, the probability of mistaking two electrons
as one is 7.28 × 10−3 %. It is 0.117% when considering the maximum range of 730 ns.
Furthermore, the distribution consists of only one signal in 73.51(10)% of decays. Therefore,
we will implement the approximation that every decay produces only one signal for an
electron. Left with two signals for each decay, there are three ways in which to arrange the
coincidence pairs, (e, p) and (e0 , p0 ), such that they interfere with one another. The first is
(e, p, e0 , p0 ), ordered chronologically, where the time between detecting p and p0 is less than
the upper bound of the timing window. This circumstance leaves p and possibly e within the
time-window associated with p0 , causing them to be counted as signals associated with e0 .
An index of previously identified protons is referenced to eliminate this effect. The second
arrangement, (e, e0 , p0 , p), has the misfortune that both e and e0 fall in the time-window
associated with p0 . Here, we escape any problems by demanding that the electron nearest
to the proton in question be considered correct; this selection follows the most probable
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scenario, based upon Figure 3.1. Once the pair, (e0 , p0 ), has been found, the particles are
not considered when dealing with p, and, thus, both pairs are correctly identified. The last
case, (e, e0 , p, p0 ), is similar to the previous arrangement except it is with the time-window
of p that both electrons are associated. Additionally, the time between detecting e0 and p
is greater than 12.7 µs. Here, our algorithm described thus far fails, giving the pairs, (e, p0 )
and (e0 , p). Now considering the interference of a single electron, there are two more possible
scenarios, (e0 , e, p) and (e, e0 , p). The pair is correctly identified in the former, because the
closest electron is chosen. The latter case, however, fails so long as the time between e0 and
p is greater than 12.7 µs, giving (e0 , p) and discarding e. If the upper bound of the timing
window is chosen to be 30 µs, excluding 10.6(1)% of decays yielding a coincidence pair, the
two failing options occur at a combined relative rate of ∼ 0.027. This value is an upper
bound to the expected rate, as the average TOF is 18.65 µ.
The final complication is that of background signals, which have not been simulated in
Geant4. A simulation of those caused by the neutron beam itself has been created by the
collaboration. These results, along with the background radiation natural to the environment
of the experiment, have not been included in this study. Additional procedures for refining
the identification algorithm are under development, such as a more detailed study of the
dependence of each pair on the location of the triggered pixels.

3.2

Proton Momentum Mapping via Simulation

The path taken by the proton from any given neutron decay can vary significantly
due to its initial angle with respect to the spectrometer, magnitude of momentum, and
location within the decay volume. Therefore, calculating the TOF, which to first-order is
the difference in time between the proton and electron interactions with the detectors, is
not enough to determine the momentum. One must have knowledge of an effective path
length that encapsulates the effects of the electric and magnetic fields. The former field
is more easily accounted for, as it is uniform and aligned orthogonally with respect to the
detectors. The magnetic field, while guiding the particles to each detector, adjusts the
direction of the momenta, causing each particle to take a helical path encircling the axis
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(a)

(b)

Figure 3.3. Systematic uncertainties are included, while statistical variations can be made
to approach zero within the Geant4 simulation. (a) The effective path length of a proton in
the Nab experiment is given as a function of its TOF and the energy of the paired electron.
(b) The effect of the radial distance from the center of the detector of the first interaction
of the proton is explored here. The black curve is formed by interactions with the center
pixel, while the red curve is formed by those with the adjacent pixels.
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of the spectrometer. Additionally, the momentum components orthogonal to the axis of
the spectrometer are reduced as the field expands, seen in Figure 1.3, giving the parallel
component the larger share. For use within the online analysis, a mapping has been formed
between many of the available observables within the experiment and the proton’s initial
magnitude of momentum.
The group of possible observables includes, for each detected interaction of each decay,
the deposited energy and pixel number; the difference between the initial timestamps of
the proton and electron is used as well. As the electron often interacts more than once
with one or more detectors, the spacing in time and position within this cluster of signals
may also be examined but has been excluded from this study. The map characterizes the
response of the spectrometer and can be viewed as a function of the observables, the more
widely varying dependencies of which are seen in Figure 3.3. An effective path length is
portrayed, created by assuming the proton travels along the magnetic field axis, ignoring the
30 kV potential. In this study, the initial electron energy is taken rather than the individual
deposits, such that there is only one signal for each electron. The dependence upon this
energy is shown in Figure 3.3a. For the proton, however, the energy is provided almost
entirely by the electrostatic field. Furthermore, the energy lost to the deadlayer by the
proton is roughly half of that deposited within the active region. These effects lead to the
previously mentioned uncertainty of 2.27 keV, which overshadows any information regarding
the initial energy. Therefore, the energy deposited by the proton has not been included in
this study. The TOF of the proton is mapped in Figure 3.3 as well. This measurement is
given by the difference between timestamps of the initial interaction detected of the proton
and electron, both within data gathered from the simulation and in the actual experiment.
Finally, given that the spectrometer and detectors share a radial symmetry with aligned
axes, the pixels may be divided into hexagons, as seen in Figure 3.4, to explore any possible
dependencies. Only the radial position of the initial interactions of both the electron and
proton are considered, as any backscattering would cause trajectories which are dominated
by interactions within the detector, which have a random nature that eliminates much of the
meaningful information about the initial momenta of the particles within the decay. Using
this map described thus far, a more detailed analysis of the experiment may be performed,
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Figure 3.4. The 127 pixels of each detector are arranged such that there are 6 concentric
hexagons encasing the center pixel.
including the extraction of parameters related to the proton’s momentum. Given that the
map is calculated prior to running the experiment, there is a negligible addition to the
computation time required to apply it, making it ideal for use while the Nab experiment is
online.
For each bin within the map, a standard deviation is taken to be the systematic
uncertainty.

The number of simulated decays is made large, such that the statistical

uncertainty is negligible. The average of those bins which contain a measured data point
along with its uncertainty is taken to be the value of the proton’s momentum.

The

uncertainty of the average, along with the propagated uncertainties of each bin covered,
are summed in quadrature to provide the uncertainty in the proton’s momentum.
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3.3

Extraction of Electron-Neutrino Correlation Coefficient

Referring to Equation 1.2, one can see that the decay rate of a free neutron depends upon
the electron-antineutrino correlation coefficient, a. Moving to Equation 1.12, the differential
decay rate is expressed only in terms of the electron’s kinetic energy, Te , and the proton’s
magnitude of momentum, pp . Equation 1.13 details the dependency upon these variables by
cosθeν̄ . After calculating the proton’s momentum, using the map discussed in Section 3.2,
the phase space may be explored, as seen in Figure 3.5. Fixing Te to some constant value
leaves cosθeν̄ as the independent variable. In practice, one can only divide the domain of
Te into small sections, examining each individually. The edges of the trapezoidal shape are
broadened for all electron energies, but a peak emerges as the energy increases, centered at
cosθeν̄ = 0.8. Avoiding this feature is essential when performing a linear regression, which is
described by the following equation.
P (cosθe,ν̄ ) = Ψe (1 + Φe cosθe,ν̄ ) .

(3.1)

There are two fit parameters, Ψe and Φe . The former is the product of F (Te ), seen in
equation 1.10, and a normalization constant, while the latter is that of a and βe . Figure 3.5
provides several examples using data generated from the Geant4 simulation. The particle
identification method is not employed. The electron energy is taken as that which is initially
provided after the decay, while the proton’s TOF is calculated in the typical manner, by
taking the difference in timestamps of the electron and proton. The proton momentum
mapping, discussed in Section 3.2, is then applied. The fitting regions are chosen such
that they avoid the effects at the edges of the trapezoids. For a more complete spectrometer
response function, these edges would ideally be included in the fit. One can see that the inner
region of the data matches the ideal case, while peaks occur at either end, most prominently
near cosθeν̄ . These edges capture those decays in which the electron and antineutrino are
either parallel or antiparallel. The former case yields the largest possible magnitude for the
proton’s momentum. These nonlinear features can only be attributed to the mapping of
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(a)

(b)

(c)

(d)

Figure 3.5. (a) The extracted value of a is seen as a function of the energy deposited by the
electron. (b) Here we have the yield as a function of cosθeν̄ for a electron energies within the
range of 140 to 160 keV. Equation 3.1 is provided in blue, and the results of a least-squares
linear regression is shown in red, the slope of which is proportional to the extracted value of
a. (c) This plot is similar to the previous, with electron energies within the range of 300 320 keV. (d) Again, we have a similar plot, but with electron energies from 440 to 460 keV.
this momentum. As discussed in Section 3.2, there is an uncertainty associated with the
map. The red curves represents the ideal forms, with the value of a set at −0.103 within the
simulation. After averaging the data within Figure 3.5a, the value of a is −1.10169(126).
Given that the number of simulated decays in which both the electron and proton are
detected is ∼ 7.8×107 and the expected coincidence rate is ∼ 200 Hz, this level of uncertainty
would take ∼ 4.5 days of continuous data collection to reproduce within the experiment.
For each value of the Te , the uncertainty associated with the extraction of a can be
thought of, to first order, in two parts:
ua 2 = u2obs + u2f it .

(3.2)

The first term on the right stems from the propagation of uncertainties from the independent,
random variables observed within the experiment through the linear, least-squares regression.
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The second arises from the regression model. To discuss uobs , we start with an equation
describing a general linear regression,
y = Xα +  .

(3.3)

y is a vector of length n, comprised of recorded values, yi , i = 0, 1, ..., n − 1, of the measured
dependent variable. X is a n × m tensor consisting of the n vectors, (1, xi,1 , xi,2 , ..., xi,m ),
where xi,j , j = 1, 2, ..., m − 1, is a measurement of an independent variable associated with
yi . In the case under study, there is only one independent variable, and thus we have a
simple linear regression and m = 2. The elements within the vector, α, correspond to the
constant and linear coefficients to be extracted from the fit. There are only two here, with
the first and second representing the y-intercept and slope, respectively. The last vector, ,
is of length n, with each element equal to the residual of the fit for a measurement of xi,1
and yi . This residual is calculated as the difference between yi and α0 + α1 xi,1 , and must be
minimized to provide the best fit. The typical least-squares minimization scheme is adopted
as follows,
2 (α) = (y − Xα)T (y − Xα) .

(3.4)

The superscript, T , designates the transpose of the original tensor. To find the minimum
value of the sum of the squared residuals, 2 , the derivative with respect to α is taken,
d2 (α)
= −2XT y + 2XT Xα .
α

(3.5)

Setting the above equation equal to zero and solving for α, we have
α̂ = (XT X)−1 XT y .

(3.6)

The elements of α̂, now including an accent to denote optimized values, can be related to Ψe
and Φe , from Equation 3.1, such that α̂0 = Ψe and α̂1 = Ψe Φe . Propagating the measured
uncertainty of each data point in Figure 3.5, that of the yield and cosθeν̄ , through Equation
3.1, we may find the uncertainties of Ψe and Φe , uΨ and uΦ , respectively. As Φe = βe a, the
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uncertainty of Ee is necessary to calculate uobs . Assuming the fitting region is chosen well,
nonlinearities associated with the proton’s momentum map can be ignored. The covariance
matrix of α̂ is the following,
E[(α̂ − α)(α̂ − α)T ] = E[((XT X)−1 XT )((XT X)−1 XT )T ]
= E[(XT X)−1 XT ]E[T ]E[X(XT X)−1 ] . (3.7)
As X and  are considered independent random variables, the expectation value, represented
by E, is associative. This value is defined per component for a matrix, and XT X, once the
product is taken, contains only constants and expectation values itself. Therefore, it is
unchanged by the expectation operator. Additionally, as  is a random variable centered
around zero, E[T ] can be taken as the covariance matrix. Given that each measurement
of i is independent of the next, the off-diagonal elements of the covariance matrix are zero,
and E[T ] = E[2i ]I, where I is the identity matrix. We now have the following relation for
the variance of α̂,
V ar(α̂) = E[2i ](XT X)−1 XT X(XT X)−1 = E[2i ](XT X)−1 .

(3.8)

The second element along the diagonal of the resulting matrix is taken to be uf it . This
analysis of the uncertainty so far has assumed that the particles have been correctly identified.
We have seen in Section 3.1 that the false identification rate is expected to be acceptable for
online analysis purposes, but it is not zero. To discern the details of the effects, a further
study of the Geant4 simulation is required.
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Chapter 4
Conclusion
The Nab and
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Ca experiments make use of similar pixelated detectors and DAQ

systems. Waveforms are recorded for each detected particle interaction above a ∼ 10 keV
threshold. The instrumented magnetic spectrometers, while different between experiments,
guide the particle trajectories such that backscattering is prevalent. Pile-up, caused by the
decay rate and background noise, is present as well. A digital filter has been developed
and tested, which identifies instances of multiple signals occurring within a single waveform,
which includes both backscattering and pile-up. A trapezoidal filter was introduced, which
is being used in both experiments for energy extraction. The parameters of the filter were
modified to produce a peak at the beginning of any individual signal within a waveform.
Ideally, the peak would be a Kronecker delta function, as the time between interactions
may approach zero. However, it has been shown that the attenuation of the signal is
inversely proportional to the width of the peak. A post-filter identification method was
introduced, which counts the number of peaks within the output of the filter. Given that
the short integration windows are comparable in size to the wavelength of high frequency
noise components, the baseline RMS is similar to that of the original waveform. A threshold
is used in the post-filter method, below which, a signal is not counted. It is made as low
as required to deal with the attenuation but kept well enough above the noise to provide a
false-flag rate near zero. To best cover the simulated waveform parameter space, discussed
in Section 2.2, multiple filters are required, each maintaining high identification efficiencies
in different regions. Within this study, simulated waveforms have been used, based upon
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measurements taken within the
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Ca experiment; the application to measured data sets

is ongoing by the collaboration. Efforts are also underway by the Nab collaboration to
implement such an identification scheme.
An online analysis software suite has been created for the Nab experiment. As data
collection will occur for tens of months, real-time observations are important to assure the
data is consistent and free from any abnormalities. Waveforms are processed upstream by
a GPU cluster, and extracted information, such as the energy or timestamp, is provided
to the online software. Within this study, a method for particle identification and the
extraction of the electron-antineutrino angular correlation term, using a mapping of the
proton’s momentum, are discussed. When developing the former, a data stream from the
Geant4 simulation is first arranged where each decay is separated from the others in time such
that the detected particles from two decays are not interlaced. An algorithm is then employed
which correctly identifies the signals related to the proton and electron with a relative
uncertainty of 1.14 × 10−3 . The energy requirements of the proton exclude 0.43(11)% of
decays producing a detectable coincidence pair. The case of interference from another decay
is then considered, while excluding signals from background. A timing window, preceding
a possible proton signal, is used to identify electron-related signals. Such signals can be
approximated to be detected instantly after a decay, with respect to signals produced by
the proton. The lower bound of the window is chosen as the minimum TOF of a proton
within the simulation, while the upper bound is chosen to be small, decreasing the chance of
interference, while including a reasonable percentage of decays. The expected decay rate of
∼ 1600 Hz provides only ∼ 200 Hz of coincidence pairs, due to the magnetic filter within the
spectrometer. The interference of one other decay, either producing a pair or just a detected
electron, is considered, as this makes up 98.75% of all interference cases. While a data stream
with overlapping decays has not been produced, using the decay rate and fixing the proton’s
TOF, the false identification rate can be calculated. If an upper bound of 30 µs is chosen,
excluding another 10.6(1)% of decays yielding a coincidence pair, the false identification rate
is ∼ 0.027. This value, while acceptable for online analysis, overestimates the true rate.
An extraction of the electron-antineutrino correlation coefficient while the experiment
is online is desirable. A map of the proton’s momentum, with respect to several observables
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within the experiment, has been formed. It provides an effective path length for each proton.
The electric and magnetic fields of the spectrometer have been implemented in a Geant4
simulation, decays from which are used to provide the map. After calculating the momenta,
a fit is applied to the phase space of the collected data. The simulation is used again to
provide such data, as that from the experiment is not available, and the particle identification
algorithm is not employed. Peaks appear along the edges of the space, due to the map, but
the center region is free from such effects. Fitting this region, for ∼ 7.8 × 107 decays, gives
a value of a nearly within one standard deviation of the simulated value, with a relative
uncertainty of just over 10− 2. Given the decay rate expected in the experiment, this value
may be reached in ∼ 4.5 days of continuous data collection. Improvements may be made by
optimizing the fitting region.
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