In this sequel to Part I of this series [8], we present a different approach to bounding the expected number of real zeroes of random polynomials with real independent identically distributed coefficients or more generally, exchangeable coefficients. We show that the mean number of real zeroes does not grow faster than the logarithm of the degree. The main ingredients of our approach are Descartes' rule of signs and a new anti-concentration inequality for the symmetric group. This paper can be read independently of part I in this series.
The result on the expected number of real zeroes
In this part, which can be read independently from the first part [8] (see the latter for a brief history of the problem), we will bound the expected number of real zeros of random polynomials with real independent identically distributed coefficients or, more generally, exchangeable coefficients (the definition of exchangeability is recalled a few lines later).
For a non-zero polynomial P and a subset A ⊆ R, let N (A, P ) denote the number of zeros of P , counted with multiplicity, that fall in A. We write N (P ) for N (R, P ) and N * (P ) for N (R\{0}, P ). Everywhere in the paper, C, c, C , c etc., denote positive numerical constants (not depending on any parameters).
However, the values of these constants may change from line to line. With this notation, we are ready to state our main theorem and the key lemmas.
As an almost immediate corollary, we get a bound on the expected number of zeros for random polynomials with i.i.d. or, more generally, exchangeable coefficients. Recall that random variables λ 1 , . . . , λ n are said to be exchangeable if the distribution of (λ π(1) , . . . , λ π(n) ) is the same as the distribution of (λ 1 , . . . , λ n ) for any π ∈ S n , where S n is the group of permutations of {1, . . . , n}. Note that if λ k are i.i.d., then they are exchangeable.
The reason for the indicator function 1l {Pn =0} is that there may be a positive probability for all coefficients to vanish (in which case N (P n ) is not defined). If the coefficients are i.i.d., then P{P n = 0} = 1 − p n+1 0 , showing that restricting to this event leaves out only a tiny part of the probability space, provided that n is large and p 0 is not too close to 1.
Proof. Condition on the multi-set of values {λ 0 , . . . , λ n } (multi-set means that λ k need not be distinct). Conditional on this multi-set being equal to {u 0 , u 1 , . . . , u n }, by exchangeability, the random vector (λ 0 , . . . , λ n ) has the same distribution as (u π(0) , . . . , u π(n) ), where π is a uniform random permutation of {0, 1, . . . , n}. On the event P n = 0, not all u i can equal zero, and hence Theorem 1 applies to give the first part of the corollary.
For a non-zero polynomial P , we have N (P ) = N
