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1. Der klassische Satz von WeierstraS gibt eine einfache Bedingung 
fur die Approximierbarkeit einer reellwertigen Funktion durch Polynome 
mit i.a. reellen Koeffizienten. LU3t man dagegen zur Approximation nur 
Polynome mit ganzrationalen Koeffizienten, kurz: ganze Polynome, zu, so 
wird man nicht erwarten kiinnen, da13 so jede stetige Funktion beliebig genau 
angenahert werden kann. In der Tat gibt es zu diesem Problemkreis eine 
umfangreiche Literatur (siehe z.B. 123). Ganze Approximationspolynome 
finden u.a. such bei Transzendenzuntersuchungen Verwendung. 
Mit einfachen und auf Tschebyscheff zuriickgehenden Mitteln lHI3t sich das 
bemerkenswerte Resultat erzielen, dal3 in Intervallen, deren Lange griil3er 
gleich 4 ist, nur ganze Polynome selbst durch ganze Polynome approximiert 
werden konnen [siehe z.B. 11. lnteressant bleiben damit nur lntervalle mit 
einer Lange kleiner als 4. Liegt dieses Interval1 I in [-2, +2], so lassen sich 
nach Hewitt und Zuckermann [2] n Punkte in I explizit so angeben, da13 eine 
in Z stetige Funktion f dort durch ganze Polynome genau dann approximiert 
werden kann, wenn das zu diesen Punkten gebildete Lagrangesche Inter- 
polationspolynom L,f ganz ist. Da die bisher verwendeten Beweismethoden 
nicht konstruktiv sind, ist die Frage nach der expliziten Konstruktion von 
ganzen Approximationspolynomen offen. 
Dieses Problem wird in der vorliegenden Arbeit untersucht. Dabei werden 
ganze lnterpolationspolynome angegeben, die unter bestimmten Voraus- 
setzungen in Intervallen ZC [-2, +2] gegen die vorgelegte Funktion 
konvergieren. In dem abschliefienden Abschnitt wird gezeigt, da13 eine der 
geforderten Bedingungen nichttriviale Losungen zulat3t. Im Interval1 [-a, + a] 
mit 0 < a < 1 kommt man ohne Zusatzbedingungen aus, wenn man den 
Beweis eines Satzes von Pal ([4], [l]) mit Bernstein Polynomen fuhrt. 
2. Wie man aus der expliziten Darstellung des n-ten Tschebyscheff- 
Polynoms 
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ersieht, ist fur jedes n E N o,(x) = 2T,(x/2) ganz. Die n Nullstellen von 
W,[Xk = 2 COS(T((2k - 1)/2n)), k = I,..., n] liegen mit wachsendem Index n 
in [-2, +2] dicht. 
Da fur jedes ganze Polynom p und jedes n E RJ das Lagrangesche Inter- 
polationspolynom 
L,P = f P(G) Ik 
k:=l 
mit den Grundpolynomen 
/k(X) = 4x) 
w,‘(x,& - XJC) ’
k = I,..., n, 
mit dem modulo w, reduzierten iibereinstimmt, ist L,p ganz. 
HILFSSATZ 1. Es sei f in [-a, +a] mit 0 < a < 2 durch ganze Polynome 
approximierbar. Wird n E N so gewihlt, da,0 xlc E [-a, +a] giltfir k = 1 ,.. ., n, 
so ist L,f ganz. 
Beweis. Nach Voraussetzung ibt es zu jedem E > 0 ein ganzes Polynom 
pC mit 1 f(x,) - pJx,)I < E fur k = I,..., n. Daher gilt 
I LA4 - L,P,(X)l G f I f(G) - Pr(Xk)I . I Ux)l 
k=l 
mit einer von E unabhangigen Konstanten C > 0. Da die Grade beider Inter- 
polationspolynome beschrankt bleiben, folgt LJ = L,p, fur geniigend 
kleines E und damit die Behauptung. Die von a abhangige Konstante C wird 
durch den folgenden Hilfssatz abgeschlitzt. 
HILFSSATZ 2. Setzt man fiir n E N 
so gilt 
A, = O(ln n) fiir n-t co. 
Beweis. Wegen w,(x) = 2T,(x/2) ist 
nach Bernstein (siehe [3, Satz 3901). 
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Wird mit wcf, 8) der Stetigkeitsmodul einer Funktion f bezeichnet und 
erfiilltf in [-a, +a] die Dini-Lipschitz-Bedingung, d.h. es gilt 
so folgt mit dem Satz von Jackson [3, Satz 1121 lim,,, I& In n = 0, wenn 
mit E, die beste Approximation von f durch Polynome von hiichstens n-tern 
Grad bezeichnet wird. Zusammen mit Satz 1 aus [3, Satz 3891 und Hilfssatz 2 
ergibt sich, da13 die Polynome L,f in [-a, +a] gleichmaBig gegen f kon- 
vergieren. Mit Hilfssatz 1 ist damit bewiesen: 
SATZ 1. Eine in I-2, +2[ stetige Funktion f erfiille folgende Voraus- 
setzungen :
(1) f hi@ sich in jedem Interval1 [-a, +a] mit 0 < a < 2 gleichm$ig 
durch Polynome mit ganzrationalen Koefizienten approximieren; 
(2) in einem Interval1 Z = [-a, +a] mit 0 < a < 2 geniige f der Dini- 
Lipschitz-Bedingung. 
Dann streben in I die ganzen Polynome L,A die zu 
xk = 2 cos r((2k - 1)/(2n)) 
mit k = l,..., n gebildet sind, gleichmtiJig gegen f. 
3. Wahlt man statt der Nullstellen die Extremalstellen von T, als 
Interpolationsknoten, so ist ebenfalls w&x) = (l/n) T,‘(x/2) ganz, wie man 
aus der expliziten Darstellung von T, ersieht. Samtliche Nullstellen von 
w,-~ liegen im Interval1 [-2, +2] und sind von der Form xk = 2 cos(krr/n) 
mit k = l,..., n - 1. Beztiglich der Konvergenz der zu diesen xlz gebildeten 
lnterpolationspolynome gilt folgender 
HILFSSATZ 3. EsseiFin]-1, +l[stetigundin [-A, +A]mitO <A < 1 
von beschriinkter Variation. Dunn streben in [-A, + A] die zu 2, = cos(k+z), 
k = l,..., n - 1 gebildeten Lagrange-Interpolationspolynome L,-,F gleich- 
m@ig gegen F. 
Beweis. Man erhalt dieses Ergebnis durch eine leichte Modifikation des 
Beweises zu Satz 5.3 in [5, Satz 1291, indem man die Eckpunkte - 1 und + 1 
weglal3t. 
Geht man von einer in I-2, +2[ stetigen Funktion f aus, die in [-a, +a] 
mit 0 < a < 2 von beschrankter Variation ist, so erftillt F(x) = f(2x) 
gerade die Voraussetzungen von Hilfssatz 3 mit A = a/2. Folglich streben 
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LndlF in [--A, +A] und dann such L,-,f in [-a, +a] gleichmiiljig gegen 
F bzw. gegenf: 
La& sichfin dem Interval1 [-a, +a] mit 0 < a < 2 durch ganze Polynome 
approximieren, so folgt, da w, ganz ist, wie in Hilfssatz 1 die Ganzheit von 
I,,-,f, wenn xb E [-a, +a] gilt fur k = I,..., n - I. lnsgesamt ist damit 
bewiesen: 
SATZ 2. Eine in I-2, +2[ stetige Funktion f erftille folgende Voraus- 
setzungen :
(1) f Iti& sich in jedem Interval1 [-a, +a] mit 0 < a < 2 gleichm@?ig 
durch Polynome mit ganzrationalen Koeflzienten approximieren; 
(2) f sei in I = [-a, +a] mit 0 < a < 2 con besch&nkter Variation. 
Dann streben in I die ganzen Polynome L,-,f, die zu den Knoten 
xk = 2 cos(kv/n), k = I,..., 77 - 1 
gebildet sind, mit n 4 co gleichmcijig gegen f. 
Bemerkungen. ( 1) Nimmt man die Eckpunkte - 1 und + 1 hinzu, so geht 
bei der Transformation x --f x/2 die Ganzheit des Nullstellenpolynoms w,+~ 
verloren .
(2) Der durch die in [5, Satz 132) angegebenen Stufenpolynome, die 
fur jede stetige Funktion f gleichmal3ig gegen f konvergieren, definierte 
Projektor ist nicht nur nicht polynomtreu, sondern kann such ganze 
Polynome auf nicht ganze abbilden. 
4. In diesem Abschnitt sol1 angedeutet werden, da13 es stetige 
Funktionen gibt, die die Voraussetzung (1) der obigen Sltze erfiillen, ohne 
selbst ein Polynom zu sein. 
Dazu wahle man eine monoton gegen +2 strebende Folge a, mit 
0 < a, < 2, 
eine rationale, aber nicht ganze Zahl y E [-al , +a,], ein beliebiges ganzes 
Polynom p0 und eine irrationale Zahl z mit / pO( y) - z I < E,, , q, > 0. Da y 
kein Interpolationsknoten bei dem Test von Hewitt und Zuckermann ist, 
lai13t sich ausgehend von p0 eine in [-al, +a,] stetige Funktion fi so kon- 
struieren, da13 sie in [-al , +a,] durch ganze Polynome approximierbar 
bleibt und noch 1 fi(x) - p,,(x)[ < 2~ fur x E [-al, +a,] und fi( y) = z 
erfiillt. Urn dies zu erreichen braucht man nur in einer geni.igend kleinen 
Umgebung von y fi linear zu definieren und sonst fi(x) = p,,(x) zu setzen. 
Nun approximiere man in [-al , +a,] fi durch ein ganzes Polynom p1 bis auf 
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c1 < E,, . Dann gilt in [--a1 , +a,] die Ungleichung / pi(x) - pO(x): < 2~~) -+Ed . 
Da p1 trivialerweise such in [--a2 , +a,] durch ganze Polynome angenghert 
werden kann, setze man das Verfahren durch analoge Bildung einer in 
[-a2 , +a,] stetigen Funktionf, mitfi( v) = z und j h(x) -p,(x)\ < 2~~ fiir 
x E [ -a2 , +a,] fort. Diese approximiere man in [-a, , +a,] durch ein 
ganzes Polynom p2 bis auf Ed . Dann gilt dort 1 p2(x) - pl(.u)i < 29 + E? . 
So fortfahrend erhglt man eine Folge von ganzen Polynomen pn , die in 
jedem Interval1 [-a, +a] mit 0 < a < 2 gleichm&Big gegen eine Grenz- 
funktion f konvergiert, wenn man fi.ir E, > 0 eine monotone Nullfolge mit 
Cc=‘=, Ed < cc wghlt. 
Da IP,(Y) - z I = IPAY) -fn(y)l -c 6, gilt, fokt f(v) = =, so dafl f 
kein ganzes Polynom sein kann. Dann ist f such kein Polynom mit reellen 
Koeffizienten, denn w5ihlt man a so grol3, daD mehr Interpolationsknoten xk 
aus Satz 1 in [-a, +a] liegen als der Grad von f betrggt, so folgt L,f = f 
und nach Hilfssatz 1 wgre f doch ganz. 
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