The minimax linear quadratic problem, where 'max' is taken over a finite set of indices (models) and 'min' is taken over the set of admissible controls, is considered. The solution is obtained by the robust optimal control application. The control turns out to be a linear combination of the controls optimal for each individual model. This paper develops a numerical method for the optimal weights adjustment. An example shows a quick convergence of the proposed procedure.
INTRODUCTION
Dealing with designing of control for some uncertain systems, there exist situations when the model of the system cannot be defined exactly since the more adequate model can depend on several possible scenarios. In this case, the control can be designed as a multi-model control (see, e.g. [1] [2] [3] [4] ). To design such control, the minimax approach has been suggested (see [5, 6] ) where 'max' is taken over all possible models (scenarios) and 'min' is taken over all admissible controls. Evidently that such control does not depend on an individual model and serves simultaneously for the set of possible scenarios. The minimax approach was generalized in [7, 8] . Specifically the version of the robust maximum principle for a linear quadratic (LQ) problem was considered in details. The minimax problem was considered in the following aspect. One has N linear state dynamics equations (ODE) each of them corresponding a possible model. The same control law should be applied to all of them in such a way that the worst LQ-index would be minimal over all admissible controls. Such robust optimal control is shown to be a weighted combination of the controls optimal for each individual model. Hence, the problem is reduced to a finite dimensional optimization problem since this robust optimal control depends on a weighting vector belonging to the N -dimensional simplex which should be selected providing a minimal value for the original worst LQ-functional. Finding an analytical expression for this function as a function of the weights seems to be very difficult task. In the simplest cases with two (N = 2) and three (N = 3) models such expression can easily obtained in a graphic form using standard PC. However, for more complex situations (N 4) such approach cannot be realized and any numerical procedure for the corresponding weight adjustment (optimization) is welcomed.
In [9] [10] [11] was considered a similar (to the first glance) problem. But, in fact, it differs in many aspects with the problem which we are dealing with. First, the dynamics, considered in the references above, does not contain any exogenous input. Second, they considered only a single plant with a multi-criterion cost functional. In our paper, we are dealing with a really multi-plant (or multi-model dynamic system) but having the same criterion for each possible scenario. Evidently, these two problems have a different philosophical treatment, but, sure, they may be attacked by closed mathematical methods. The main difference between these two considerations consists in the corresponding differential Riccati equations used in the min-max feedback realization: we deal with different matrices A i and B i in the differential equation, governing the considered dynamics, but with the same matrix R (the control-cost matrix); in the papers, cited above, the authors have only a single matrix A and a single matrix B but several R i . The corresponding weight dependence in both cases is absolutely different since we have the right-hand side of the Riccati ODE which is linearly dependent on weights, and in the cited papers this dependence is essentially nonlinear that significantly complicates the analysis of the weight-adjustment procedure. Moreover, there is no any convergence analysis of the suggested iterative weight-adjustment procedure in the papers referred above (only [11] contains some brief scheme of the convergence analysis, but not a proof).
In this paper, we suggest a new numerical (iterative) method which provides a quick convergence of the weighting vector to its optimal value. This numerical method practically makes workable the realization of the robust optimal control suggested in [7, 8] and complements the results given in [12] [13] [14] .
Structure of the paper
In Section 2, the model description is presented and the purpose of the control law is formulated. A preliminary result, needed for the following consideration, is given in Section 3. Then the iterative numerical procedure is suggested. The convergence analysis of this numerical procedure is given in Section 4. An example, illustrating a quick convergence of the method, is presented in Section 5.
MOTIVATION AND PROBLEM STATEMENT
Let us consider a set of linear state models given bẏ
where the index belongs to a finite set, that is, ∈ 1, N , (N is a positive integer),
Let us define the 291 performance index as
where Q 0, G 0, R>0. The minimax LQ control problem was formulated in [8] as
The solution of this problem, also given in [8] , is as follows. Define the following extended system:
. . .
Then, the robust optimal control realizing (3) is of the form
where the matrix P = P T ∈ R nN ×nN is the solution of the parameterized differential matrix Riccati equation:Ṗ
and the shifting vector p satisfieṡ
Thus, the solution of (3) is reduced to the finding of the optimal weighting vector * which solves the following finite dimensional optimization problem: * = arg min
Thus, the goal of this paper is to develop a numerical method which allows to find the optimal weighting vector * for any finite number N of possible models (or, scenarios).
PRELIMINARY RESULTS

Lemma 1
Let * be a minimum point, that is, J ( * ) J ( ) for all ∈ S N . Then, for any active index ∈ 1, N such that 1 * >0, the functional h ( * ) satisfies the following equality:
and for all inactive indices such that
that leads to a contradiction. So, for all indices it follows h ( * ) J ( * ). Result (9) for active indices follows directly from the complementary slackness condition established in [8] .
Corollary 1
The optimal performance index J ( * ) can be represented as
Proof Adding and subtracting the integral of u T (t)Ru(t) in (8), we get
Therefore, taking = * , in view of Lemma 1, specifically (9), and since
Hence the performance index J ( * ) is as in (11).
Corollary 2
If the vector * is a minimum point, then for any
where {·} is the projector to the simplex S N , that is,
and F( ) ∈ R N is the vector whose ith term is the performance functional h i , i.e.
Since S N is a closed convex set, the following property holds:
Let * i j , j = 1, r be the components of * different from zero and * i k k = r + 1, N the components of * equal to zero. Thus, taking into account Lemma 1 and,
for all ∈ S N . Thus, by (13) , (14) implies * = { * + F( * )}.
NUMERICAL PROCEDURE FOR THE WEIGHTS ADJUSTMENT
In [8] , there was shown that the control u(x, t) designed as in (3) is the combination (where the weights are the components ) of the controls optimal for each individual model. Hence, it seems to be clear that a bigger weight of the control, optimizing the -model, implies a better (smaller) performance index h ( ). This fact may be expressed in the following manner:
for any = ∈ S N . Summing (15) on ∈ 1, N leads to the following condition which we will accept as the assumption.
Assumption 1
For any = ∈ S N , the following inequality holds:
and the identity in (16) is possible if and only if = .
Proposition 1
Under Assumption 1, the functional J ( ) has a unique minimum point * .
Proof
We will show that if˜ differs with * , then˜ does not satisfy identity (12). If˜ = * , then (14) implies
On the other hand, Assumption 1 yields
Thus, both (17) and (18) imply
But (19) means that˜ = {˜ + F(˜ )} (see (13)). Therefore, by Corollary 2, we deduce that˜ is not a minimum point. Now, we are ready to present a numerical method for the adjustment of the weight vector . 
Numerical method
Define the sequence of vectors { k } as
where is an arbitrary strictly positive (small enough) constant. (12) and the property of projection {x} − {y} x − y for all x, y ∈ R N , we have
In the last inequality of (22) we have used Assumption 1. Define the new variable w k by
So, (22) implies
which means (by the Weierstrass theorem) that the sequence {w k } converges and, hence, there exists the limit
But, from (22), we have also the inequality
Summation it by k from 0 up to ∞ yields
In view of the property But {w k } converges to w. So all its subsequences converges to the same limit that implies w = 0. Theorem is proven.
EXAMPLE
The following example illustrates the proposed numerical method (20) in the case N = 3 where the parameters of possible models are as follows: We select the matrices Q = G = I, R = 1. Using the gain-step sequence { k } (20) with k = 1/(k + 1), k = 0, 1, 2, . . . , we obtained the results presented in Table I . There are shown the values of the vector k and the performance index h ( k ) for each iteration k. From Table I Figure 1 . Figures 2-4 show the trajectories of x for = 1, 2, 3.
CONCLUSIONS
In this paper, the numerical method for finding the optimal weights in the robust optimal control representation is proposed. The suggested procedure is workable without any changes in the
