Abstract. Using a K-theory point of view, Bott related the AtiyahSinger index theorem for elliptic operators on compact homogeneous spaces to the Weyl character formula. This article explains how to prove the local index theorem for compact homogenous spaces using Lie algebra methods. The method follows in outline the proof of the local index theorem due to Berline and Vergne. But the use of Kostant's cubic Dirac operator in place of the Riemannian Dirac operator leads to substantial simplifications. An important role is also played by the quantum Weil algebra of Alekseev and Meinrenken.
Introduction
Soon after Atiyah and Singer [1] proved the index theorem, Bott [11] examined the special case of homogeneous spaces G/K where G is a compact connected Lie group and K is a closed connected subgroup. Using Weyl's theory-integral formula, character formula, and so on-Bott was able to verify the index theorem by-passing analytic or topological arguments considerably. Expectation of such simplification for the local index theorem is the motive of this article.
It seems that the well-known proofs for the local index theorem, such as the ones found in [6, 9, 10, 18] , in themselves do not become simpler even if we restrict the manifolds under consideration to compact homogeneous spaces. A common feature of the aforementioned proofs is that they use the Riemannian Dirac operator. What we shall demonstrate is that the use of Kostant's cubic Dirac operator [23] in place of the Riemannian Dirac operator leads to substantial simplifications; Alekseev and Meinrenken's quantum Weil algebra [3, 4] also plays an important role.
We shall outline our approach in the next few paragraphs. But first let us recapitulate the local index theorem. Let D be a Dirac operator on a vector bundle S over a closed even-dimensional manifold M . Owing to the representation theory of Clifford algebras, the space Γ(S) of the smooth sections of S is naturally bi-graded:
Γ(S) = Γ(S)
+ ⊕ Γ(S) − .
In the most interesting cases the Dirac operator is an odd operator:
Moreover, its spectrum is an unbounded discrete subset of iR, each eigenvalue occurring with finite multiplicity. The space Γ 2 (S) of square-integrable sections of S admits a Hilbert space direct sum decomposition into the eigenspaces of D. (For general reference on the analytic properties of Dirac operators, see Roe [29, Chs. 5, 7] .) One can then build the heat diffusion operator e tD 2 on Γ 2 (S) for t ∈ (0, ∞). Main reason for this construction comes from the McKean-Singer formula, which relates the graded index of D with the super trace of the diffusion operator; namely,
where Ind D is the difference between the dimensions of ker D + and ker D − , and Str(e tD 2 ) is the difference between the trace of e tD 2 on the even domain and that on the odd domain. The formula can be rewritten in terms of the integral kernel P t of e tD 2 , which is known as the heat kernel associated to D.
If we denote by pr 1 and pr 2 the projections of M ×M onto its first and second components, respectively, and define the vector bundle S ⊠ S * → M × M as the tensor product of the pullback bundles pr * 1 S and pr * 2 S * , then P t is a section of S ⊠ S * , such that (e tD 2 σ)(x) = M P t (x, y)σ(y) vol y
for any σ in Γ(S). Here vol y is the value of the Riemannian volume form of M at y. In terms of the heat kernel, the Mckean-Singer formula can be set down as
where tr s calculates the super trace over the fiber of S. For this reason, x → tr s (P t (x, x)) vol x is referred to as the index density on M . The restriction of the heat kernel onto the diagonal (x, x) ∈ M × M admits an asymptotic expansion for t → 0+ of the following form (Seeley [30] ):
where n = dim(M )/2. Thus, tr s (P t (x, x)) ∼ 1 (4πt) n/2 (tr s (a 0 (x)) + tr s (a 1 (x))t + tr s (a 2 (x))t 2 + · · · ).
The local index theorem then states that the coefficients tr s (a j (x)) with 0 ≤ j < n/2 are zero so that tr s (P t (x, x)) vol x = 1 4π tr s (a n/2 (x)) vol x + O(t); moreover, the leading term can be explicitly calculated in terms of the characteristic classes of M . The local index theorem yields the global index theorem via Equation (1) ; this line of argument is often referred to as the "heat kernel proof" for the Atiyah-Singer index theorem. Now suppose M is a compact homogeneous space G/K that admits a spin structure. Our method for proving the local index theorem for this case is as follows. Take a bi-invariant metric on G. Let g and k be the Lie algebras of G and K, respectively, and let p be the orthogonal complement of k in This operator D g/k is a Dirac operator on G/K; but it is not the Riemannian Dirac operator which was used, for instance, in Getzler's proof [18] of the local index theorem. Our strategy is to deduce the heat kernel of D 2 g/k via the heat kernel of D(g, k) 2 . To that end, we consider the preimage L of D(g, k) 2 under the quantization map so that
There is a natural identification of L, as a member of (S(g) ⊗ ∧(p)) K , with a differential operator on (C ∞ (g) ⊗ E) K . We shall show that the algebraic relation (3) brings about a geometric equation involving the Laplacian ∆ g on the Euclidean space g and the exponential chart near the identity of G (Proposition 5.4); the equation is simple enough that the asymptotic expansion of the heat kernel R t of D(g, k) 2 follows immediately. What remains is to deduce, from R t , the heat kernel P t of D 2 g/k . For this task, we follow the idea of Berline and Vergne [9] , namely, that P t (xK, xK), as an element of End(E), is equal toP
1 Owing to the invariance of the inner product, the adjoint action of k on p is antisymmetric. So we have a Lie algebra homomorphism k → so(p)
where ν denotes the representation of K on E, and dh is the Haar measure on K. We shall see that, throughout the proof, almost all calculations are brought down to the level of Lie algebras, owing to the homogeneity of G and G/K.
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Preliminaries
Throughout this article, g is a finite-dimensional Lie algebra over R equipped with an inner product , that is invariant in the sense that
for any vectors X, Y , and Z in g; here ad X denotes the adjoint representation of X on g. We denote the Lie bracket of g by [ , ] g . 3.1. Quantum Weil Algebra. Letḡ be a copy of g, and for each X in g, denote the corresponding vector inḡ byX. The starting point of Alekseev and Meinrenken's theory is to consider the super space (that is, the Z/2Z-graded vector space) g ⊕ḡ where g is the subspace of odd degree andḡ is the subspace of even degree. The quantum Weil algebra W(g) is the unital super algebra over R generated by the super space g ⊕ḡ, subject to the following super commutator relations:
From the relations (5) and (6), we see that g alone generates the Clifford 2 algebra Cl(g) and thatḡ alone generates the universal enveloping algebra U (ḡ). Relation (7) induces a U (ḡ)-action on Cl(g). Thus, as a vector space, W(g) is isomorphic to U (ḡ) ⊗ Cl(g), and as an algebra, we have a semi-direct product:
Each vector X in g generates two inner derivations on W(g):
2 The traditional convention in defining the Clifford algebra is to impose the relation [X, Y ] = ε X, Y with ε equal to 2 or −2. The specific choice for the value of ε bears no weight for our purposes. We do point out, though, that because we chose ε = 1, the top order part (or the principal symbol) of the square of the Dirac operator will be equal to that of the Laplacian times 1/2.
These are called the contraction and the Lie derivative by X, respectively. The contraction is an odd derivation whereas the Lie derivative is an even one. In terms of the generators, we have:
Augment this collection of derivations with a differential d defined by
The contractions, the Lie derivatives, and the differential satisfy the following super commutator relations [3, Thm. 3.6, p. 145; 4, § 3]:
Alekseev and Meinrenken refer to this as a g-differential algebra structure (g-da for short) [4] . A remarkable fact found by Alekseev and Meinrenken is that the differential is also inner [4, Prop. 5.1, p. 317]; there is an element
In terms of an orthonormal basis
where γ : g → spin(g) ⊂ Cl(g) is the Lie algebra homomorphism defined by the following condition (This is due to Kostant [22, § 2] ):
The differential, and hence D, is independent of the choice for the orthonormal basis. The element D is called the cubic "Dirac operator " (cubic with respect to the filtration for W(g) which we shall describe shortly) or the Kostant-Dirac operator in W(g). The significance of the element D, apart from the fact that it defines the differential, lies in the formula for its square:
Here Ω g denotes the Casimir 3 element in U (ĝ) and tr g Ω g denotes the trace of Ω g for its adjoint action on g. (While this formula was obtained by Alekseev and Meinrenken [3, Prop. 3.4, p. 144 ], a more general form of D and the corresponding formula for D 2 were independently written down by Kostant [23] ; see Equation (40).)
Notice that, by Equation (6) and (14), we have
3 In terms of an orthonormal basis {Xi}
The elementX :=X − γ(X)
is an even element in W(g); it can replaceX as an even generator. Denote the new set of even generators bŷ
The super commutator relations satisfied by the generators in g andĝ are
Because the Lie algebra (ĝ, [ , ] ) is isomorphic to (g, [ , ] g ), the even generators inĝ generate the universal enveloping algebra U (ĝ) inside W(g). Since the elements in this subalgebra commutes with the Clifford algebra Cl(g) generated by the odd generators, we have
The cubic Dirac operator in terms of the new generatorsX and X takes the following form:
where
i=1 is any orthonormal basis for g. Remark. The reason D is called the "Dirac operator" has to do with the fact that the elements of W(g) = U (ĝ) ⊗ Cl(g) can be interpreted as differential operators acting on smooth functions on G that has values in some finitedimensional Cl(g)-module; to wit, for X in g, the element 4X in U (ĝ) is identified with the directional derivative ∂X on G with respect to the leftinvariant vector fieldX on G generated by X. Under this identification, Equation (21) shows that the cubic Dirac operator D is the geometric Dirac operator on a vector bundle over G associated to the connection ∇ defined by
where c denotes the Cl(g)-module structure on the vector bundle. This is not a Clifford connection, say ∇ c , which satisfies [∇ cX , c(Y )] = c(∇ rXỸ ), where ∇ r is the Riemannian connection on the tangent bundle of G. Instead, we have
4 We identify the generatorX, notX, with the directional derivative because the directional derivatives should commute with Cl(g)-action.
Here, in the last step, we have used the fact that ∇ rXỸ = 3.2. Classical Weil Algebra. Let k∈Z U k (ĝ) and k∈Z Cl k (g) be the usual filtrations for U (ĝ) and Cl(g). In light of the super algebra structure of W(g), we set
and give W(g) the following filtration:
Recall that S(ĝ) and ∧(g), respectively, are the associated 5 graded algebras of U (ĝ) and Cl(g). So the associated graded algebra of W(g) is
The vectors X ∈ g andX ∈ĝ are generators for W (g) of degree 1 and 2, respectively. We may replace the degree 2 generator with
is the Lie algebra homomorphism defined by the condition that the commutator [λ(X), Y ] is equal to the Lie bracket [X, Y ] g for any Y ∈ g. We point out that composing λ with the Chevalley map q defined below (map (24)) gives the Lie algebra homomorphism γ (defined by Equation (14)). We denote byḡ the linear subspace in W (g) spanned by the generatorsX. Sincê X and λ(X) commute with every generator in the generating subspace g ⊕ĝ of W (g), the new generatorsX also commute with every generator in the generating subspace g ⊕ḡ of W (g). Hence, we have
There are well-known vector space isomorphisms S(g) ∼ = U (g) and ∧(g) ∼ = Cl(g). First is the Poincaré-Birkoff-Witt isomorphism
where Z j denotes any vector in g, and S k is the symmetric group of degree k. Second is the Chevalley map
5 Let A = k A k be a filtered algebra. The graded algebra associated to A is defined by taking A k /A k−1 as its homogeneous component of degree k.
where X i j denotes a vector in a selected orthonormal basis {X i } dim g i=1 for g. The Poincaré-Birkoff-Witt isomorphism and the Chevalley map are ring homomorphisms modulo terms of lower degree. The tensor product of these two maps yield a linear isomorphism
which is again a ring homomorphisms modulo terms of lower degree. Through (the inverse of) this isomorphism, the g-da structure on W(g) induces a g-da structure on W (g), which makes W (g) precisely the classical Weil algebra after identifying g with its dual space g * via the inner product [4, § 3.2]. The precise definitions for the contraction, Lie derivative, and differential on W (g) are:
Note that the Poincaré-Birkoff-Witt isomorphism is the symmetrization map with respect to the generators inĝ and that the Chevalley map is the antisymmetrization map with respect to the generators in g. So PBW ⊗ q is the super symmetrization map with respect to the generators X andX, that is,
where v i 's are vectors in g orĝ, and Sgn(σ) = (−1) N , where N is the number of pairs of odd vectors (v i , v j ) such that i < j and σ(j) < σ(i).
The super symmetrization in terms of the generators X andX is also possible; that is, take the tensor product of the Poincaré-Birkoff-Witt isomorphism on S(ḡ) and the Chevalley map on ∧(g). Following Alekseev and Meinrenken [3] , we call this map the quantization 6 map and denote it by
This map is also a vector space isomorphism. Notice the similarity of Equations (26)- (28) with (9)- (11) . As a consequence, the super symmetrization with respect to the generators X andX, 6 At this point, the word "quantization" means the inverse of the canonical projection of a filtered algebra onto its associated graded algebra. The notion can be made richer in our context by taking account of a super Poisson bracket [24] . As Alekseev and Meinrenken point out [4, Rmk.5.5(a), p. 319], one can define a super Poisson bracket { , } on W (g) in such a way that the quantization map Q intertwines the super Poisson bracket with the super commutator at the level of generators (this resembles the quantization principle laid out by Dirac [13, § 21] ). To wit, define { , } for the generators of W (g) so that it mirrors the super commutator relations (5)- (7); that is, set {X, 
This means, by Equation (12),
Calculating dD, we get (see [4, Prop. 5 
is any orthonormal basis for g. For later use, we give the following notation for the above quantity:
(34)
Equation (32) can now be written as
An explicit expression for D that is similar to Equation (21) 
Let k be a subalgebra of g. An element a ∈ A is said to be khorizontal if ι X a = 0 for all X ∈ k; it is said to be k-invariant if L X a = 0 for all X ∈ k. The k-horizontal and the k-invariant elements, respectively, constitute the k-horizontal subalgebra A hor and the k-invariant subalgebra A k of A. The k-basic elements of A are the ones that are both horizontal and invariant; they constitute the k-basic subalgebra A k-bas = A hor ∩ A k . In the special case where k = g, we omit the qualifier k from the above terminologies.
Following Alekseev and Meinrenken [4] , we call the k-basic subalgebra of W(g) as the relative (quantum) Weil algebra of the pair (g, k) and denote it by W(g, k). We have
where p is the orthogonal complement of k in g [4, § 6].
The relative Weil algebra inherits a g-da structure from W(g). The differential is again inner, with respect to the following element:
where D g denotes the cubic Dirac operator in W(g), and D k denotes the image of the cubic Dirac operator in W(k) under the canonical inclusion
is called the relative cubic Dirac operator associated to the pair (g, k). It was observed by Alekseev and Meinrenken [4] that D(g, k) is exactly the cubic Dirac operator introduced by Kostant [23] :
is any orthonormal basis for p, and
When Kostant introduced the cubic Dirac operator, he also found that its square is:
Here diag W denotes the (diagonal) embedding
Kostant also demonstrated a simple formula for the trace of the Casimir element which holds when the Lie algebra g is compact (or reductive) [23, Eq. 1.85]: 1 24
Here ρ g is half the sum of the positive roots of g, and ρ g is its norm induced by the inner product on g. This formula generalizes the "strange formula" of Freudenthal and de Vries for complex semisimple Lie algebras [17, pp. 224, 243] .
Remark. When restricted to k, the map γ p yields a Lie algebra homomor-
3.4. Duflo Isomorphism. Consider the relative Weil algebra for the pair (g, g), that is, the basic subalgebra of W(g). Since p = {0} in this case, we have
This is just the center Z(ĝ) of U (ĝ). Meanwhile, the basic subalgebra of the classical Weil algebra W (g) is S(ĝ) g . Because the quantization map Q commutes with the contractions and the Lie derivatives, it maps the basic subalgebra of W (g) onto that of W(g). Thus, we have a linear isomorphism: 
for every g ∈ G and every (X, Y ) ∈ g × g. Here Ad denotes the adjoint representation of G on g. Owing to such invariance of the inner product, the orthogonal complement p of k in g is preserved under the adjoint action of K; thus, we have a Lie group homomorphism
We shall assume that this representation admits a lift 7 Ad to the spin double cover Spin(p) so that we have a commutative diagram:
Note that the differential of Ad at the identity is the Lie algebra homomorphism γ p introduced in Section 3. 3 Let E be a Cl(p)-module. Take the Borel mixing space
→ gK, is a vector bundle with fiber E. A section of G× K E can be identified with a function in C ∞ (G)⊗E that is K-invariant relative to the representation R ⊗ Ad where R denotes the right-regular action (for details, see Kobayashi and Nomizu [21, Ex. 5.2, p. 76]). This identification yields a linear isomorphism
We briefly review how this isomorphism works. Letσ ∈ Γ(G× K E). Supposē
The vector w g depends on the choice of the representative g of the left coset gK. Then η(σ) is defined by
7 The existence of Ad implies that G/K is a spin manifold. Conversely, a spin structure on G/K implies the existence of such a lift, provided that G is simply connected [7 To see that η(σ) is K-invariant, let h be an arbitrary element of K, and suppose that η(σ)(gh) = v for some v ∈ E. This means that
Since gK = ghK, we must haveσ(gK) =σ(ghK), which implies that [g,
which displays the K-invariance of η(σ).
Our aim is to identify the elements of the relative Weil algebra
Since E comes with a Cl(p)-module structure, we only need to specify the action of U (ĝ) on C ∞ (G). For that purpose, it is sufficient to describe how a generatorX ∈ĝ acts on C ∞ (G). It is natural to use the fact that g is the tangent space of G at the identity and thatĝ is just a copy of g. This invites us to define the action ofX ∈ĝ on C ∞ (G) as the left-invariant vector field on G generated byX. In short, we define:
for any σ ∈ (C ∞ (G) ⊗ E) K and g ∈ G. In this way, we have an algebra isomorphism:
where D(G) is the space of left-invariant differential operators on G.
Having defined the action of W(g, k) on (C ∞ (G) ⊗ E) K as differential operators, we now define its action on Γ(G × K E) in such a way that the following diagram is commutative (it is not a commutative diagram in the conventional sense):
Of particular interest is the resulting action ofŶ for Y ∈ p, as it is wellknown that p can be identified with the tangent space at an arbitrary point in G/K via the differential of
which is a local diffeomorphism near 0 (see Helgason [19, Lem. 4 .1, p. 123]).
Then (Ŷσ)(gK) = ∂ Yσ , where ∂ Y denotes the directional derivative at gK with respect to the tangent vector corresponding to Y via the differential of the map (50). More generally, we have (Ŷ ⊗ vσ)(gK) = v∂ Yσ for any v ∈ Cl(p).
Proof. Let σ = η(σ). By Equation (45), we have σ(g exp(tY )) = w(t).
Then, by Equation (47)
This implies that (see Equations (44) and (45))
The left-hand side is (Ŷσ)(gK) by definition. So
It remains to check that the right-hand side is equal to ∂ Yσ . To that end, note that the construction of the curve w by means of Equation (51) amounts to a local trivialization, say, φ for the bundle G × K E over some neighborhood U of gK. We may assume that U is a diffeomorphic image of some neighborhood V of 0 ∈ p via the map (50); denote this diffeomorphism by ψ. Letσ ψ,φ : V → E be the local expression forσ under the chart ψ and trivialization φ, that is, the outcome of the following series of compositions:
− − → E where pr 2 is the projection onto the second component. Equation (51) then translates into:
The derivative with respect to t at t = 0 is precisely the directional derivative ofσ ψ,φ with respect to the tangent vector Y ∈ p ∼ = T 0 p; that is,
Meanwhile, under the same chart ψ and trivialization φ, Equation (52) translates into:
4.2. Revisiting Duflo Isomorphism. By restricting the algebra isomorphism (48) to the invariant subalgebra of U (ĝ), we get an algebra isomorphism
where D(G) G is the subalgebra of bi-invariant differential operators in D(G). Now g is a Lie group in its own right under addition; then τ G with G replaced by g yields an algebra isomorphism
where D(g) G is the algebra of constant coefficient differential operators on g that are invariant under the adjoint action of G. Now define the algebra isomorphism
This embodies the Duflo isomorphism in the context of differential operators. The Duflo isomorphism is often presented in the language of distributions. To wit, let E ′ 0 (g) be the algebra of distributions on g supported at zero, and let E ′ e (G) be the algebra of distributions on G supported at the identity. Let exp * denote the push-forward of distributions along the exponential map, and let j denote (with slight abuse of notation) the multiplication by the function j : g → R defined by
Then the Duflo isomorphism is equivalent to
. To state the equivalence more precisely, note that a differential operator D in D(G) G is (owing to G-invariance) completely determined by its value D e at the identity e ∈ G, and that D e defines a distribution on G supported at e. So we have an algebra isomorphism:
Similarly, there is an algebra isomorphism:
Then,
g . In summary, we have the following commutative diagram:
4.3. Expressing Differential Operators Under the Exponential Chart.
We conclude this section with some words on expressing differential operators on G under the exponential chart near the identity e ∈ G. Let V be a neighborhood of 0 ∈ g such that the restriction exp V of the exponential map onto V yields a diffeomorphism of V onto its image, say,
The left-invariance of D implies that D exp is a constant coefficient differential operator. So it makes sense to extend D exp as a constant coefficient differential operator on g. In this way, we have a linear isomorphism:
Now suppose f is a smooth function on G. Let
Then
The type of differential operators we are ultimately interested in are the
where q is the Chevalley map. We have a linear isomorphism:
where f exp is defined as (59). Let the D(g)-factor of L exp act on f , and let the ∧(p)-factor act on w via the Chevalley map; then, owing to Equation (60),
In this sense, we may understand L exp as the expression for L under a local exponential chart near the identity in G.
The Asymptotic Heat Kernel on Compact Lie Groups
The objective of this section is to derive the asymptotic heat kernel of D(g, k) 2 on (C ∞ (G) ⊗ E) K utilizing the algebraic properties of W(g, k).
5.1.
Heat Kernel of a Generalized Laplacian. Just like any other Dirac operators, the square of D(g, k) is a generalized Laplacian. Here we briefly review some basic facts regarding heat kernels associated to generalized Laplacians.
Let F be a vector bundle over a compact oriented Riemannian manifold M . We assume that F is equipped with a fiber-wise inner product in a smooth way. A generalized Laplacian on Γ(F ) is a differential operator L whose expression in local coordinates takes the form
where β ij is the (i, j)-entry of the inverse of the matrix [β ij ] coming from the metric β = i,j β ij dx i dx j on M . (We are distinguishing the upper indices from the lower indices.) The one-half factor in Equation (62) is an insignificant part in our discussion; we place it here on account of Equation (40). The heat kernel P t of L, parametrized by "time" t, is a smooth section of the bundle F ⊠ F * such that (e tL σ)(x) = M P t (x, y)σ(y) vol y for any t > 0 and any σ ∈ Γ(F ). For the existence of P t , see Roe [29, Prop. 5 .31, p. 83]. The heat kernel P t has the following fundamental properties:
(1) It satisfies the heat equation:
where L applies to the variable x. (2) It converges to the Dirac delta distribution δ(x − y) as t → 0, in the sense that, for any σ ∈ Γ(F ),
uniformly. The smooth kernel P t is uniquely determined by the above two properties (see Roe [29, Prop. 7.5 
, p. 96]).
Suppose M is a compact homogeneous space G/K. We adopt the following notation for the left coset of K that contains x ∈ G:
x := xK.
Assume that the bundle F is homogeneous over G/K, in the sense that
where g −1x := g −1 xK. Suppose the generalized Laplacian L on Γ(F ) is equivariant with respect to the action defined by Equation (63). Then
for any σ ∈ Γ(F ). In terms of the heat kernel,
The Riemannian volume form on M is G-invariant if the metric on M is G-invariant. In such a case, Equation (64) gives
This implies that
or equivalently (by substituting g and y with x and x −1 y, respectively),
Hence, the heat kernel P t is completely determined by the function
We shall refer to p t as the heat convolution kernel of L. We may view it as a function (0, ∞) → Γ(Fē ⊠ F * ), t → p t . For small time t, the heat convolution kernel behaves like the Gaussian kernel
where d(x) denotes the distance betweenē andx; stating more precisely, p t admits an asymptotic expansion (or an asymptotic heat kernel)
for t → 0+, valid in the Banach 8 space of C r -sections of Fē ⊠ F * for all non-negative integer r (see Roe [29, Thm. 7 
.15, p. 101]). The asymptotic expansion (67) is obtained as the formal solution to the heat equation
under the condition that a 0 (ē) is the identity operator on the fiber Fē. 
Preliminary Remarks. Recall the linear isomorphism
This isomorphism is Gequivariant relative to the G-action (63) on Γ(G × K E) and the left-regular action of G on (C ∞ (G) ⊗ E) K . To make clear, the left-regular action of
Relative to these G-actions, the elements of
(See Section 4.1 for the definition of τ G .) To avoid cluttering of notations, however, we shall agree, from here on, to identify U (ĝ) ⊗ Cl(p) with D(G) ⊗ Cl(p) via τ G ⊗ 1, and suppress this isomorphism in our notations. In the same spirit, we shall identify the map Q withQ (see the commutative diagram (57)).
, and f sup := sup x∈M f (x) .
Asymptotic Heat Kernel on Compact Lie Groups.
We shall assume that the Cl(p)-module E is of the form
where S is the space of spinors for Cl(p) and V is an irreducible K-vector space with highest weight µ. The space V serves as an auxiliary space on which Cl(p) acts trivially. We denote the representation of K on V by
Then K acts on E via ν := Ad ⊗ π. The induced Lie algebra representation of ν is the differential of ν at the identity, which we denote by
Each Lie algebra representation ν * , γ p , and π * extends to U (k) as an algebra homomorphism.
where ρ k is half the sum of the (selected) positive roots of K, and · is the norm induced by the inner product on g.
for every g ∈ G and every X ∈ k. Differentiating both sides with respect to X, we getX σ = −ν * (X)σ. Then, by Equation (69),
Since diag W and π * are algebra homomorphisms,
The left-hand side is diag W (Ω k )σ, and the right-hand side is π * (Ω k )σ. Hence, the above equation proves that
as differential operators on (C ∞ (G)⊗E) K . The right-hand side is a constant operator, owing to the irreducibility of π and Schur's lemma. Its value is well-known to be − µ+ρ k 2 + ρ k 2 (see Kostant [23, Rmk. 1.89, p. 469]).
Theorem 5.2. As differential operators on (C
Proof. By Equations (40) and (41),
The assertion now follows from Lemma 5.1.
i=1 is any orthonormal basis for g) under the quantization map is
Proof. Follows from substituting Equations (15) and (41) into Equation (35).
Remark. As differential operators, ∆ g and Ω g are the Laplacians on g and G, respectively.
Proposition 5.4. Writing the differential operator Q(∆ g
) under the exponential chart near the identity (see Section 4.3 for precise definition), we get
Remark. The above equation is that of differential operators on g, so j is to be understood as the multiplication by the function j defined by Equation (54); likewise for 1/j.
Proof. As a differential operator, Q(∆
where log * is the map (58). In terms of the algebra isomorphisms ε g , ε G , and exp V * defined in Sections 4.2 and 4.3, we may rewrite log * as
For ε G (Q(∆ g )), we have, by the commutative diagram (57),
where ∆ g,0 denotes the operator ∆ g at the origin (recall that we are identifying Q withQ). Substituting this into Equation (71), we get
for some smooth function φ on g such that φ(0) = 1.
It remains to show that φ = 1/j. Since Q is an algebra isomorphism, we have
Hence,
The right-hand side is, by Equation (74), equal to φ
But the left-hand side is equal to φ • ∆ 2 g • j, which can be seen by repeating the argument we gave toward Equation (74), word for word, except replacing ∆ g with ∆ 2
g . So we have ∆
for some smooth function ψ such that ψ(0) = 1. We need to show that ψ ≡ 1.
To that end, fix a unit vector Y in g, and let θ : X → arccos( X, Y / X ). Define s Y (X) := sin θ(X) and c Y (X) := cos θ(X). Then
Whereas,
By Equations (76)-(78), we have
No matter which X we choose in g, one can always find Y such that grad ψ, Y (X) = 0 and s Y (X) = 0. Hence, we must have
The only solution that satisfies ψ(0) = 1 is ψ ≡ 1.
Notation 5.5. In the rest of this article, q t denotes the heat convolution kernel of Q(∆ g )/2. Hence, q t is an element of C ∞ (G) ⊗ Cl(p). We define q exp t similarly as we defined σ exp for σ ∈ C ∞ (G) ⊗ E (in Section 4.3). We denote by h t the heat convolution kernel of ∆ g /2; in other words,
Proposition 5.6. For t → 0+, we have
which is valid in some neighborhood of 0 ∈ g. In other words, the coefficients in the asymptotic expansion (67) for this case are a 0 (x) = 1/j(log(x)) and a n (x) = 0 for n ≥ 1.
Proof. Let s t := h t ∞ i=0 a i t i be the asymptotic expansion for q exp t (or its product with a bump function that has constant value 1 on some neighborhood of 0). The coefficients a i are obtained by formally sovling
We need to show that s t = h t /j satisfies this equation. By Proposition 5.4, the above equation is equivalent to
From the fact thatt h t satisfies the heat equation
Theorem 5.7. Let r t be the heat convolution kernel of the generalized Laplacian L in Theorem 5.2. Then r exp t has the following asymptotic expansion, valid in a neighborhood of 0 ∈ g: For t → 0+,
Proof. By Theorem 5.3,
where q t is the heat convolution kernel of Q(∆ g )/2. The asymptotic expansion for r exp t now follows from Proposition 5.6.
Remark. Define the linear map (e tQ∆g/2 ) e :
Define also the linear map Q(e t∆g/2 ) e :
where ψ is some suitable bump function centered at the identity e ∈ G. Then Proposition 5.6 is equivalent to the following asymptotic equality: For t → 0+,
This asymptotic equality can also be proved using the (now proved) KashiwaraVergne conjecture [5, 20] .
Proof of the Local Index Theorem
As far as the index theorem for G/K is concerned, Bott showed that a nontrivial index can occur only if K is of maximal rank (that is, K contains a maximal torus of G) [11, Thm. II, p. 170]. So we shall concentrate on such situation. Two implications follow:
(1) The dimension of G/K, which is equal to that of p, is even.
(2) Because p is even-dimensional, the Cl(p)-module E is naturally bigraded and so is the space of smooth sections of the associated vector bundle G × K E.
Notation 6.1. We continue to use the notations set up in the previous section. In addition, we define
K is the linear isomorphism we described in Section 4.1.
Owing to Lemma 4.1, D g/k is a G-equivariant differential operator on Γ(G × K E). Moreover, by Theorem 5.2, we have
Hence, we have the following commutative diagram:
Having calculated the asymptotic heat kernel of L (Theorem 5.7), our task in this section is to deduce from it the asymptotic heat kernel of D 2 g/k . To that end, we adopt the following notion: Definition 6.2. Let P be an integral kernel for the sections of G× K E where G/K is endowed with the quotient measure . Then the integral kernel on G induced by P is the functionP
whose valueP (x, y) is defined by the condition that (v, w) ∈ E × E is in the graph ofP (x, y) if and only if
9 Let p : G → G/K be the canonical projection. If µG is a measure on G, then the
Remark.
(1) The induced kernelP has the following invariance property:
Conversely, a functionP : G × G → End(E) that satisfies the above invariance property defines a unique integral kernel P for the sections of G × K E, such that
for any (x, y) ∈ G × G and any v ∈ E. (2) Let O be the operator on Γ(G× K E) defined by the kernel P , and let O be the operator on (C ∞ (G) ⊗ E) K defined by the induced kernel
(82) Recall that (σ, σ) is in the graph of η if and only if
for every x ∈ G. Hence, Equation (82) can be restated as
for every x ∈ G. (3) Suppose P t is the heat kernel of some generalized Laplacian on
is a smooth function parametrized by t, such thatP t satisfies the invariance property (81) and condition (84) with P = P t andP =P t . Then, owing to the uniqueness property of heat kernels,P t must be the heat kernel on G induced by P t . Moreover,
for all t > 0 and every x ∈ G.
Lemma 6.3. Let R t be the heat kernel of the generalized Laplacian L on
Remark. A version of this can be found in the work of Berline and Vergne [9, Eq. 3.18, p. 333].
Hence, we have
This shows that R t (xk, y) = ν(k) −1 R t (x, y).
is the integral kernel on G induced by P t .
Remark. A version of this is can be found in Berline and Vergne [9, Prop. 3.20, p. 333].
Proof. As we have remarked just prior to Equation (85), it is sufficient to check thatP t satisfies the invariance property (81) and condition (84) with P = P t andP =P t . Let k 1 and k 2 be arbitrary elements of K. As a result of Lemma 6.3 and the invariance of the measure on K, we havẽ
t (x, y)ν(k 2 ). This verifies Equation (81).
It remains to check condition (84). Let (σ, σ) be an arbitrary element in the graph of η. Let x be an arbitrary point in G. Suppose
We need to show that
Since (e tD 2 g/kσ , e tL σ) is in the graph of η, we have, by Equation (83),
Comparing this with Equation (87) gives us
Then, by the fact that 
Exploiting the K-invariance of σ, we get
This proves Equation (88), which implies thatP t satisfies condition (84) relative to P t .
Corollary 6.5. LetP t and R t be as in Lemma 6.4. Letp t and r t be the convolution kernels associated toP t and R t , respectively. Then,
Proof. By definition (see Section 5.1),
Hence, by Lemma 6.4,
Recall that the orthogonal decomposition g = k ⊕ p is ad(k)-invariant. For each X ∈ k, let ad k X and ad p X denote the restrictions of ad X to k and p, respectively. Then the matrix for ad X is a block diagonal matrix of the form
. Hence the power series
(90) Lemma 6.6. Letp t be as in Corollary 6.5. For t → 0+, we have an asymptotic equalitỹ
as End(E)-valued functions of t.
Proof. By Theorem 5.7 and Corollary 6.5, we havẽ
The assertion now follows from Equation (89).
Notation 6.7. We denote by
the composition of γ p : k → spin(p) with the inverse q −1 : Cl(p) → ∧(p) of the Chevalley map. Applying q −1 to Equation (39) gives us
is any orthonormal basis for p. Remark. We allow ∧ 2 (p) to act on the spinor space S via the Chevalley map. The usefulness of λ p is found when we have a product such as γ p (X 1 ) · · · γ p (X n ) acting on S but interested only in the action coming from the part of top filtration order; in that case, we may replace γ p with λ p because
Another significance of λ p is found in Lemma 6.11, which eventually leads us to Corollary 6.12.
The following Lemma is from Duistermaat [16, Lem. 11.3, p. 137]:
Lemma 6.8. Let h k t be the Gaussian function h k t (X) = e − X 2 /2t /(2πt) dim k/2 on k. Let ϕ be a smooth function on k with sufficiently slow growth. Let
has an asymptotic expansion
where ∂ i is the partial derivative with respect to the ith coordinate variable
Proof. Since h k t is the heat convolution kernel of the generalized Laplacian ∆ k /2 on k, we have
As a function of t, the above quantity is asymptotically equal to
(This is fairly easy to check by substituting ϕ with its Taylor series on the right-hand side of Equation (93) 
By Equation (91), we have
Owing to the invariance of the inner product and the Jacobi identity, we get:
Equation (95) implies that this last quantity is equal to −8
And Equation (94) simplifies to:
and hence,
, we see that the exterior algebra factors of the terms in Ψ n are all of even degree at most 2n. We also see that if 2n ≤ dim(p), then the component of Ψ n that has degree 2n is indeed given by Equation (92).
Remark. The following observation owes to Berline and Vergne [9, § 1.12, p. 314]. The nth order term of the Taylor series for ϕ ∈ C ∞ (k) with respect to the origin is
.
Substituting x j with −λ p (X j ) gives us the right-hand side of Equation (92). This invites us to consider the two-step process of taking the Taylor series of ϕ ∈ C ∞ (k) with respect to the origin and then substituting x j with λ(X j ) := iλ p (X j )/2π (the extra factor i/2π is there to make certain formulas come out nicer). The first step yields an algebra homomorphism
by recognizing the coordinate variable x j : X → X, X j as a linear functional on k. The second step then amounts to applying the algebra homomorphism R[[k * ]] → ∧(p) generated by x j →λ(X j ). The whole procedure yields the algebra homomorphism
The summation over n is actually a finite one; so the homomorphism (96) factors through the symmetric algebra S(k * ). We shall see that this is closely related to the Chern-Weil homomorphism for the principal K-bundle G → G/K. With that objective in mind, we set down the following definitions:
Definition 6.9.
(1) We denote by
the composition of C-linear extension of the homomorphism (96) with the algebra isomorphism ∧(p) → ∧(p * ) induced by the inner product. (2) We denote by
the Chern-Weil homomorphism for G → G/K. Here S(k * ) k is the algebra of k-invariant polynomials on k, and Ω(G/K) is the algebra of differential forms on G/K. For f ∈ S(k * ) k , we shall denote the restriction of CW(f ) to the identity cosetē ∈ G/K by CW(f )ē.
Remark. From here on, we shall identify p with the tangent space atē via the differential of the map (50). Under this convention, ∧(p * ) is the space of alternating tensors atē. Hence, CW(f )ē is identified as a member of ∧(p * ).
What we are after is to show that A(f ) = CW(f )ē (Corollary 6.12). The following is the final ingredient to that end.
Definition 6.10. Let p denote the projection map of the principal K-bundle G → G/K. Let U be a locally trivializing neighborhood containing the identity cosetē ∈ G/K, and let ξ : p −1 (U ) → U × K be the trivialization over U . By the local Maurer-Cartan connection θ near e ∈ G we mean the pullback of the Maurer-Cartan form on K along the composition
where pr 2 is the projection onto the second component. We shall denote the local curvature form of θ by Θ.
(1) The local Maurer-Cartan connection θ is a k-valued 1-form on U . Hence, relative to any orthonormal basis {X i } dim k i=1 for k, we may write θ at the identity as
where X * i is the linear functional on g that is dual to X i relative to the inner product. Note that the horizontal subspace of g with respect to θ is p. (2) Similarly, the curvature Θ at the identity can be expressed as
relative to any orthonormal basis {X i } dim k i=1 for k. Here, Θ i is a horizontal alternating 2-tensor, which means that Θ(Y, Z) = 0 whenever Y ∈ k. So Θ i actually lies in the subalgebra ∧ 2 (p * ) of ∧ 2 (g * ).
Proposition 6.11. Let {X i } dim k i=1 be any orthonormal basis for k. Under the algebra isomorphism ∧(g) → ∧(g * ) induced by the inner product, we have
where Θ i is the element in ∧ 2 (p * ) defined by Equation (99).
Proof. For each vector X in g, let X * denote the linear functional on g that is dual to X relative to the inner product. Let
be an orthonormal basis for p. Since the 2-form Θ i is in ∧ 2 (p * ), we may express it as
Owing to Cartan's structural equation Θ = dθ + 
This implies, by Equations (98) and (99),
Comparing this with Equation (91), we see that Θ i is the image of λ p (X i ) under the isomorphism ∧(g) → ∧(g * ), X → X * .
Corollary 6.12. Let inc : S(k * ) k → C ∞ (k) ⊗ C be the inclusion, and let res : Ω(G/K) → ∧(p * ) be the restriction of differential forms on G/K toē. Then the following diagram is commutative:
In other words, the restriction of A to the subalgebra of k-invariant polynomials on k is equal to the Chern-Weil homomorphism for G → G/K composed with restriction toē.
Proof. Let {X i } k i=1 (k = dim k) be an orthonormal basis for k. Let x i denote the coordinate function X → X, X i on k. Suppose f (x 1 , . . . , x k ) is a k-invariant homogeneous polynomial on k. Since the Taylor series of f (x 1 , . . . , x k ) is identical to itself, we have
Hence, by Proposition 6.11,
The assertion now follows from the fact that f (iΘ/2π) is (locally) the image of f under the Chern-Weil homomorphism for G → G/K (see Morita [27, Thm. 6 .47, p. 278; Lem. 6.49, p. 281]).
Proposition 6.13. Let ϕ be the element in C ∞ (k) ⊗ C defined by the following power series:
Here tr V denotes the usual trace for the operators on the representation space
whereÂ(G/K) is the HirzebruchÂ-class of G/K and ch(G × K V ) is the Chern character of the auxiliary bundle G × K V .
Proof. As a consequence of Equation (100), we have
where J is the function on End(p) defined by the power series expansion of
Note that J(i ad p (Θ)/2π) is (locally) the image of the power series J under the Chern-Weil homomorphism for the tangent bundle G × K p of G/K, which we recognize as theÂ-class of G/K. Hence,
By the same token,
A tr V (e −π * ) = ch(G × K V )ē.
Finally, we claim that A(j k ) = 1. This is a consequence of the fact that j k is invariant under Ad(K)-action on k and that its value is completely determined by its restriction on the Lie algebra t of a maximal torus of K. For H ∈ t, it is known that j k (H) = α∈Φ + sinh α(H/2) α(H/2) , where Φ + is the selected set of positive roots of k. (This formula involves the complexification of the adjoint representation, but that does not cause any problem for us.) Let {H i } dim t i=1 be an orthonormal basis for t. Writing H = dim t i=1 x i H i , we have
The substitution x i →λ(H i ) gives us 
Hence j k (λ) = 1. This proves that A(j k ) = 1.
Theorem 6.14 (The Local Index Theorem for G/K). Let G be a compact connected Lie group equipped with a bi-invariant metric. Let K be a closed connected Lie subgroup of G of maximal rank such that G/K is a spin manifold. Consider the Kostant-Dirac operator D g/k on the twisted spinor bundle G × K (S ⊗ V ) over G/K, where S is the spinor space for Cl(p), and V is an irreducible representation space for K. Let p t be the heat convolution kernel of D 2 g/k . The leading nonzero term of the asymptotic expansion of the super trace of p t , multiplied by the Riemannian volume form of G/K, is equal to the top degree part of the product of the HirzebruchÂ-class of G/K and the Chern character of the twisting bundle G × K V ; that is,
for t → 0+.
Proof. Owing to the homogeneity of G/K, it is sufficient to prove for tr s (p t ) at the identity cosetē ∈ G/K. Letp t be the convolution kernel on G induced by p t , so that, by Equation (85), tr s (p t (ē)) = tr s (p t (e)).
Then, by Lemma 6.6 and Equation (69), tr s (p t (ē)) ∼ e t ρ k +µ 2 /2 k h t (X)j k (X)j −1 g/k (X) tr V (e −π * (X) ) tr s (e −γ p (X) ) dX.
The super trace of the Cl(p)-action on S depends only on the elements of top filtration order. More precisely, for any orthonormal basis {Y i } 2m
i=1
(2m = dim p) for p, the only nonzero super trace that arise from the products of the basis vectors is
(For a proof, see Roe [29, Lem. 11.5, p. 143] ; take note that our formula differs from Roe by an extra factor of 2 m because of our defining relation (5) for the Clifford algebra.) Thus, as we have remarked on page 26, as far as the super trace is concerned, we may replace γ p with λ p . Also, since h t = h k t /(2πt) m , we have:
g/k (X) tr V (e −π * (X) ) tr s (e −λ p (X) ) dX.
By applying Lemma 6.8 to the above integral with ϕ(X) := j k (X)j −1 g/k (X) tr V (e −π * X ), we conclude that:
where Ψ n is contained in n ℓ=0 ∧ 2ℓ (p). Since the super trace of an element in ∧ 2n (p) can be nonzero only if 2n is the top degree, which means n = m in our current situation, the leading nonzero term in the expansion (105) occurs when n = m. Hence, tr s (p t (ē)) = 1 (2π) m tr s (Ψ m ) + O(t).
It remains to show that
Invoking, once again, Lemma 6.8, the top degree part of Ψ m is equal to that of (2πi) m ϕ(λ). Together with Proposition 6.13, we have the desired Equation (107).
