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Abstract
When using bivariate polynomial interpolation for computing the implicit equation of a rational plane
algebraic curve given by its parametric equations, the generation of the interpolation data is the most costly
of the two stages of the process. In this work a new way of generating those interpolation data with less
computational cost is presented. The method is based on an efﬁcient computation of the determinants of
certain constant Bézout matrices.
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1. Introduction
In [12] an algorithm for ﬁnding the implicit equation of a rational plane algebraic curve given
by its parametric equations is presented. The algorithm is based on an efﬁcient computation of
the resultant by means of classical bivariate polynomial interpolation.
In general, the interpolation data are computed bymeans of the computation of the determinants
of the matrices obtained by evaluating the corresponding symbolic Bézout matrix at certain
interpolation points.
In the present paper an alternative approach is used: instead of evaluating the symbolic Bézout
matrix at the interpolation nodes we compute the determinants of the evaluated matrices starting
from the polynomials obtained by evaluating at those interpolation points the polynomials arising
from the parametric equations.
This method will reduce the computational cost of the implicitization algorithm given in [12]
from O(n5) to O(n4) arithmetic operations.
The rest of the paper is organized as follows. In Section 2 we recall some basic facts about
curve implicitization bymeans of the Bézoutmatrix and about the use of bivariate interpolation for
ﬁnding the implicit equation. In Section 3 the computation of the determinants of Bézout matrices
of evaluated polynomials is considered, while Section 4 is devoted to present an example which
tries to make the whole process clear.
2. Curve implicitization and Bézout determinants
Let P(t) = (u1(t)/v1(t), u2(t)/v2(t)) be a proper rational parametrization of a plane curve C
with gcd(u1(t), v1(t)) = gcd(u2(t), v2(t)) = 1. A parametrization P(t) = (x(t), y(t)) is said to
be proper if every point on C except a ﬁnite number of exceptional points is generated by exactly
one value of the parameter t . Since every rational curve has a proper parametrization [16] we
can assume that the considered parametrization is proper. In this situation the following theorem
holds [18].
Theorem 1. Let P(t) = (u1(t)/v1(t), u2(t)/v2(t)) be a proper rational parametrization of a
plane curve C with gcd(u1(t), v1(t)) = gcd(u2(t), v2(t)) = 1. Then the polynomial deﬁning the
implicit equation of C is
F(x, y) = Rest (u1(t) − xv1(t), u2(t) − yv2(t)),
that is, the resultant with respect to t of the polynomials u1(t) − xv1(t) and u2(t) − yv2(t), and
degx(F ) = max{degt (u2), degt (v2)}, degy(F ) = max{degt (u1), degt (v1)}.
This theorem tells us that the polynomialF(x, y)deﬁning the implicit equation ofC is a polyno-
mial with degree m = max{degt (u2), degt (v2)} in the variable x, and degree n = max{degt (u1),
degt (v1)} in the variable y. So,
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F(x, y) = Rest (u1(t) − xv1(t), u2(t) − yv2(t)) =
m∑
i=0
n∑
j=0
ci,j x
iyj ∈
∏
m,n
(x, y),
that is, F(x, y) belongs to the space of the polynomials in the variables x and y with degree less
than or equal to m in x and degree less than or equal to n in y. We will compute F(x, y) by using
bivariate Lagrange polynomial interpolation.
We consider the interpolation space
∏
m,n(x, y) with the basis
{xiyj : i = 0, . . . , m; j = 0, . . . , n}
= {1, y, . . . , yn, x, xy, . . . , xyn, . . . , xm, xmy, . . . , xmyn}
in that precise order. We choose the (m + 1)(n + 1) interpolation nodes in the corresponding
order
{(xi, yj ) ∈ R2 : i = 0, . . . , m; j = 0, . . . , n}
= {(x0, y0), (x0, y1), . . . , (x0, yn),
(x1, y0), (x1, y1), . . . , (x1, yn), . . . , (xm, y0), (xm, y1), . . . , (xm, yn)},
where xi1 /= xi2 when i1 /= i2, and yj1 /= yj2 when j1 /= j2. The speciﬁc selection of the nodes
will be detailed below.
In this situation, if we choose the interpolation data fij as the valuesF(xi, yj ) of the resultant at
the points (xi, yj ) and we order them in the same way as the basis and the nodes, then the unique
solution of the interpolation problem, whose associated linear system has Kronecker product
structure (see [12]), will give us the coefﬁcients of the resultant.
We will compute the interpolation data by using the Bézout resultant. We start by giving the
definition of the Bézout matrix of two polynomials.
Deﬁnition 2. Let p(t) =∑rk=0 pktk and q(t) =∑sl=0 qlt l be two polynomials of degrees r and
s, with r  s. The Bézout matrix of p(t) and q(t) is deﬁned as the r by r matrix B whose (k, l)
entry is the coefﬁcient corresponding to tk−1zl−1 in the bivariate polynomial
R(t, z) = p(t)q(z) − p(z)q(t)
t − z . (1)
Remark 3 [17,3]
– If r = s, the resultant of p(t) and q(t) is the determinant of the Bézout matrix of p(t) and
q(t).
– If r > s, the resultant of p(t) and q(t) is the determinant of the Bézout matrix of p(t) and
q(t) divided by pr−sr .
In the sequel we will compute the resultant of u1(t) − xv1(t) and u2(t) − yv2(t) by using the
Bézout matrix of these two polynomials, choosing as p(t) (the ﬁrst polynomial) the one with
greatest degree. This choice of ordering could produce a change in the sign of the resultant, but
the sign is irrelevant when considering the implicit equation.
Now we detail the speciﬁc selection of the interpolation nodes and the computation of the
corresponding interpolation data. The interpolation nodes (xi, yj ) will be chosen in such a way
that the symbolic Bézout matrix of the polynomials p(t) = u1(t) − xv1(t) and q(t) = u2(t) −
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yv2(t) evaluated at (xi, yj ) is the Bézout matrix of the evaluated polynomials u1(t) − xiv1(t)
and u2(t) − yjv2(t). For obtaining this, we have to guarantee that the degrees of the evaluated
polynomials are the same as the degrees of the polynomials p(t) and q(t). We have to distinguish
four different situations:
1. The curve C is given by a polynomial parametrization P(t) = (u1(t), u2(t)) with n =
degt (u1(t)) = degt (u2(t)).
In this case we can select any interpolation nodes satisfying xi1 /= xi2 when i1 /= i2, and
yj1 /= yj2 when j1 /= j2. For simplicity we choose (xi, yj ) = (i, j) for i = 0, . . . , n and j =
0, . . . , n. The interpolation data are
fij = det(B(u1(t) − xi, u2(t) − yj )).
2. The curve C is given by a polynomial parametrization P(t) = (u1(t), u2(t)) with n =
degt (u1(t)), m = degt (u2(t)) and n > m.
The selection of the nodes is exactly the same as in Case 1. Taking Remark 3 into account, the
interpolation data are in this case
fij = det(B(u1(t) − xi, u2(t) − yj )
pn−mn
.
Let us point out that if n < m the process is analogous, but now p(t) = u2(t) − y and q(t) =
u1(t) − x, and we must divide by pm−nm .
3. The curve C is given by a rational parametrization P(t) = (u1(t)/v1(t), u2(t)/v2(t)) with
n = max{degt (u1(t)), degt (v1(t))} = max{degt (u2(t)), degt (v2(t))}.
In this situation we choose the interpolation nodes (xi, yj ) with xi (i = 0, . . . , n) being the
smallest nonnegative integers such that pn(xi) /= 0, and yj (j = 0, . . . , n) being the smallest
nonnegative integers such that qn(yj ) /= 0, that is, we must exclude the unique value of x
such that pn(x) = 0 and the unique value of y such that qn(y) = 0 (if these values exist). The
interpolation data are
fij = det(B(u1(t) − xiv1(t), u2(t) − yjv2(t)).
4. The curve C is given by a rational parametrization P(t) = (u1(t)/v1(t), u2(t)/v2(t)) with
n = max{degt (u1(t)), degt (v1(t))}, m = max{degt (u2(t)), degt (v2(t))} and n > m.
As for the selection of the interpolation nodes, we must choose them in the same way as in
Case 3. Taking Remark 3 into account, the interpolation data are
fij = det(B(u1(t) − xiv1(t), u2(t) − yjv2(t))
pn−mn (xi)
.
Let us point out that when n < m the process is completely analogous. In this case p(t) =
u2(t) − yv2(t), q(t) = u1(t) − xv1(t) and we must divide by (pm(yj ))m−n.
In this way, we have guaranteed that each one of the matrices whose determinant we have
to compute for obtaining the interpolation data is the Bézout matrix of two polynomials (the
evaluated polynomials) with coefﬁcients in R. In the following section we address the problem
of the computation of such determinants with a computational complexity of O(n2) arithmetic
operations. Taking this into account, the computational complexity of the complete implicitization
algorithm will be of O(n4) arithmetic operations instead of O(n5) (see [12]).
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3. Bézout determinant computation
In the previous section itwas explained how the computation of a symbolicBézout determinant,
and hence the curve implicitization problem, can be reduced to the computation of a number of
constant Bézout determinants. This is the problem to which we turn now.
Suppose we have to compute the determinant of a matrix A. When one knows a LR or LDR
factorization of the matrix A, the determinant can be easily computed as the product of the
determinant of the factors. Because these factors are (block) diagonal or triangular matrices, the
determinant is the product of (the determinant of) the diagonal elements (blocks). Hence, the
problem reduces to the efﬁcient computation of an LR or LDR factorization of the matrix A.
For a generic matrix A, computing such a factorization requires O(n3) arithmetic operations.
However, when the matrix A has a speciﬁc structure, this complexity can be reduced by one
or more orders of magnitude. A Bézout matrix is a matrix which has a so-called displacement
structure that allows for a faster factorization. For more information on displacement structured
matrices, we refer the reader to [9–11,13]. The relation with other ﬁelds of numerical analysis
can be studied in [1,15,2,4].
Consider the downshift matrix Z
Z =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 · · · 0 0
1 0 · · · 0 0
0 1
. . .
...
...
...
...
. . .
...
...
0 0 · · · 1 0
⎤
⎥⎥⎥⎥⎥⎥⎦
.
Any Bézout matrix B has displacement structure, i.e.,
ZTB − BZ = GJGT (2)
with G ∈ Rn×2 and J the following signature matrix:
J =
[
1 0
0 −1
]
.
This means that the Bézout matrixB is characterized byO(n) parameters, the elements of the gen-
erator matrix G. The class of matrices satisfying the displacement equation (2) is called the class
of Hankel-like matrices because any Hankel matrix H = [hi+j ] also satisﬁes this displacement
equation. Working with the generators, for Hankel and Hankel-like matrices, several fast (O(n2))
and superfast (O(n logγ n) with γ equal to 2 or 3) algorithms were designed to compute a LDLT
factorization (see, e.g., [10,11,13,4,6]). Hence, each of these algorithms can be used to compute
the determinant of a Bézout matrix in an efﬁcient way. Note that the fast algorithms are such
that when the data are rational numbers then all computations can be limited to computations
with rational numbers. This is not the case for the superfast algorithms because these rely on
“superfast” transformations like the fast Fourier transform (FFT).
Also for other classes of low displacement rank matrices, there exist fast and superfast algo-
rithms. If one uses ﬁnite precision arithmetic, it can be that an algorithm for one class of matrices
has better numerical properties than a corresponding algorithm for another class. Hence, it can
be better to transform the matrix from one class to another and then compute the determinant.
This implies of course that one can compute efﬁciently and accurately the determinant of the
matrix(ces) involved in the transformation. The interested reader can consult [14,5,7,8].
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4. An example
We illustrate our approach with the following example. Let P(t) = (x(t), y(t)) be a rational
parametrization of a curve C where
x(t) = t
5 + t4 − 2t3 + 3t2 − t + 4
t5 + 3t4 − 2t3 + t2 + t − 1 ,
y(t) = t
3 + t2 − 5t + 3
t3 − 4t2 − t + 2 .
Our aim is to compute by means of interpolation the polynomial F(x, y) deﬁning the implicit
equation of the curve C, that is, the resultant Rest (p(t), q(t)) where
p(t) = (t5 + t4 − 2t3 + 3t2 − t + 4) − x(t5 + 3t4 − 2t3 + t2 + t − 1),
q(t) = (t3 + t2 − 5t + 3) − y(t3 − 4t2 − t + 2).
Taking Theorem 1 into account, we know thatm = degx(F (x, y)) = 3 and n = degy(F (x, y)) =
5. Therefore, we consider the interpolation space
∏
3,5(x, y) with the basis
{1, y, . . . , y5, x, xy, . . . , xy5, x2, x2y, . . . , x2y5, x3, x3y, . . . , x3y5}.
The adequate interpolation nodes are in this case
{(xi, yj ) : i = 0, . . . , 3; j = 0, . . . , 5},
where x0 = 0, x1 = 2, x2 = 3, x3 = 4 and y0 = 0, y1 = 2, y2 = 3, y3 = 4, y4 = 5, y5 = 6. We
order them in the same way as the interpolation basis. The vector with the interpolation data
{F(xi, yj ) : i = 0, . . . , 3; j = 0, . . . , 5} in the corresponding order is
f = (2664; 959,512; 7,606,776; 34,094,600; 109,174,984; 281,657,400; 0;−2,185,616;
− 16,894,908;−71,707,072;−219,049,700;−544,282,704;2259;−4,866,071;
− 35,464,578;−144,475,729;−428,258,306;−1,039,906, 299; 11,160;
− 8,350,232;−58,319,784;−230,217,864;−666,143,000;−1,586,928,312)T.
In this way, the unique solution of the interpolation problem is the solution of the linear system
Ac = f , whose coefﬁcient matrix is A = Vx ⊗ Vy , with Vx being the Vandermonde matrix gen-
erated by x0, x1, x2, x3 and Vy being the Vandermonde matrix generated by y0, y1, y2, y3, y4, y5.
c is the vector with the coefﬁcients in the adequate order. After solving the system by using the
algorithm presented in [12] we obtain that
F(x, y) = −109x3y5 + 2226x3y4 − 8809x3y3 + 9953x3y2 − 5069x3y
+ 531x3 + 5694x2y5 − 76,721x2y4 + 133,061x2y3 − 100,545x2y2
+ 27,938x2y − 1458x2 − 66,848xy5 + 158,504xy4 − 204,376xy3
+ 99,060xy2 − 20,212xy − 540x + 45,088y5 − 66,032y4 + 80,448y3
− 22,072y2 + 7624y + 2664.
Taking into account the results presented in Section 2, an interpolation datum, for example
F(3, 2), is the determinant of the Bézout matrix B of the evaluated polynomials
p3(t) = (t5 + t4 − 2t3 + 3t2 − t + 4) − 3(t5 + 3t4 − 2t3 + t2 + t − 1),
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q2(t) = (t3 + t2 − 5t + 3) − 2(t3 − 4t2 − t + 2)
divided by (p5(3))5−3 = (1 − 3)2 = 4. This Bézout matrix is a square matrix of order 5 whose
determinant we compute following the results presented in Section 3.
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