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Abstract
This paper proposes two ratio and product-type estimators using transformation based on known
minimum and maximum values of auxiliary variable. The biases and mean squared errors of the
suggested estimators are obtained under large sample approximation. Conditions are obtained
under which the suggested estimators are superior to the conventional unbiased estimator, usual
ratio and product estimators of population mean. The superiority of the proposed estimators are
also established through some natural population data sets.
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1. Introduction
The use of supplementary information on an auxiliary variable for estimating the finite
population mean of the variable under study has played an eminent role in sampling
theory and practices. Out of many ratio, product and regression methods of estimation
are good illustrations in this context. When the correlation between the study variable y
and the auxiliary variable x is positive (high), the ratio method of estimation is employed.
On the other hand if this correlation is negative (high), the product method of estimation
investigated by Robson (1957) and Murthy (1964), is quite effective.
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It is a well-established fact that the ratio estimator is most effective when the relation
between y and x is straight line through the origin and the variance of y about this
line is proportional to x, for instance, see Cochran (1963). In many practical situations,
the regression line does not pass through the origin. Also due to stronger intuitive
appeal survey statisticians are more inclined towards the use of ratio and product
estimators. Keeping these facts in mind several authors including Srivastava (1967,
1983), Reddy (1973,74), Walsh (1970), Gupta (1978), Vos (1980), Naik and Gupta
(1991), Mohanty and Sahoo (1995), Sahai and Sahai (1985), Upadhyaya and Singh
(1999), Srivenkataramana (1980), Bandyopadhyaya (1980), Mohanty and Das (1971),
Srivenkataramana (1978), Sisodia and Dwivedi (1981) and Singh (2003) have suggested
various modifications in ratio and product estimators.
Suppose we have population of N identifiable units on which the two variates y and
x are defined. For estimating the population mean Y =
N
∑
i=1
yi
/
N of the study variate y,
a simple random sample of size n is drawn without replacement. It is assumed that the
population mean X =
N
∑
i=1
xi
/
N of the auxiliary variate x is known. Then the classical
ratio and product estimators of population mean Y are respectively defined by
yR = y(X/x) (1.1)
and
yp = y(x/X) (1.2)
where y =
n
∑
i=1
yi/n and x =
n
∑
i=1
xi/n are the sample means of variates y and x respectively.
Let xm and xM be the minimum and maximum values of a known positive variate x
respectively. Using these values (i.e. xm and xM), Mohanty and Sahoo (1995) suggested
to transform auxiliary variable x to new variables z and u such that
zi =
xi + xm
xM + xm
(1.3)
and
ui =
xi + xM
xM + xm
, i = 1,2, . . . ,N. (1.4)
Using these transformed variables z and u, Mohanty and Sahoo (1995) proposed the
following ratio estimators for population mean Y as
t1R = y(Z/z) (1.5)
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and
t2R = y(U/u), (1.6)
where
z =
1
n
n
∑
i=1
(
xi + xm
xM + xm
)
=
(
x+ xm
xM + xm
)
and u = 1
n
n
∑
i=1
(
xi + xM
xM + xm
)
=
(
x+ xM
xM + xm
)
are sample means of z and u respectively, and
Z =
1
N
N
∑
i=1
(
xi + xm
xM + xm
)
=
(
X + xm
xM + xm
)
and U = 1
N
N
∑
i=1
(
xi + xM
xM + xm
)
=
(
X + xM
xM + xm
)
are the population means of z and u respectively.
When the correlation between y and x is negative, the product estimator based on
transformed variables z and u are defined by
t1p = y(z/Z) (1.7)
and
t2p = y(u/U) (1.8)
It is well known under simple random sampling without replacement (SRSWOR) that
the mean squared error (or variance) of y is
MSE(y) =Var(y) = θ S2y = θ Y
2C2y (1.9)
where θ = (N−n)/(nN) ,Cy =
Sy
Y
: the coefficient of variation of the study variate y.
To the first degree of approximation, the biases and mean squared errors (MSEs) of
the ratio-type estimators yR, t1R, and t2R, and product-type estimators yp, t1p and t2p are
respectively given by
B(yR) = θ Y C2x (1−K) (1.10)
B(t1R) = θ Y (C2x/C1){(1/C1)−K} (1.11)
B(t2R) = θ Y (C2x/C2){(1/C2)−K} (1.12)
B(yp) = θ Y C2x K (1.13)
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B(t1p) = θ Y (C2x/C1)K (1.14)
B(t2p) = θY (C2x/C2)K (1.15)
MSE(yR) = θ Y
2
[C2y +C2x (1−2K)] (1.16)
MSE(t1R) = θ Y
2
[C2y +(C2x/C1) {(1/C1)−2K}] (1.17)
MSE(t2R) = θ Y
2
[C2y +(C2x/C2) {(1/C2)−2K}] (1.18)
MSE(yp) = θ Y
2
[C2y +C2x (1+2K)] (1.19)
MSE(t1p) = θ Y
2
[C2y +(C2x/C1){(1/C1)+2K}] (1.20)
MSE(t2p) = θ Y
2
[C2y +(C2x/C2){(1/C2)+2K}] (1.21)
where K = ρCy/Cx, ρ = Syx/(Sx Sy) is the correlation coefficient between y and x,
S2x =
N
∑
i=1
(xi−X)2/(N−1), S2y =
N
∑
i=1
(yi−Y )2/(N−1), Sxy =
N
∑
i=1
(xi−X)(yi−Y )/(N−1),
C1 =
(
1+
xm
X
)
, C2 =
(
1+
xM
X
)
and Cx =
Sx
X
: the coefficient of variation of the auxiliary
variate x.
It is to be noted that the transformations (1.3) and (1.4) depend on both maximum
(xM) and minimum (xm) values but the estimators t1R(t1P) and t2R(t2P) generated through
these transformations depend only on maximum value (xM) and minimum value (xm)
respectively. For instance,
t1R = y
Z
z
= y
(X + xm)/(xM + xm)
(x+ xm)/(xM + xm)
= y
(X + xm)
(x+ xm)
(1.22)
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In similar fashion it can be shown that the estimators t1P and (t2R, t2P,) depend only on
xm and xM respectively.
Expressions (1.22) – (1.25) motivated authors to investigate some transformations
which make use of both maximum value (xM) and minimum value (xm) and hence using
such transformations the constructed estimators should also depend on xM and xm. Some
ratio- and product-type estimators of population mean Y have been suggested and their
properties are studied. Numerical illustrations are given in support of the present study.
2. The suggested transformations and estimators
Let xm and xM be the minimum and maximum values of a known positive variate x
respectively. Using xm and xM, it is suggested to transform the auxiliary variable x to
new variables ‘a’ and ‘b’ such that
ai = xMxi + x
2
m (2.1)
and
bi = (xM − xm)xi + x2m i = 1,2, . . . ,N. (2.2)
Using the transformed variates at (2.1) and (2.2) we define the following ratio-type
estimators for population mean Y as
d1R = y
(
A
a
)
(2.3)
d2R = y
(
B
b
)
(2.4)
and the product-type estimators for Y as
d1p = y
(
a
A
)
(2.5)
and
d2p = y
(
b
B
)
(2.6)
where
a =
n
∑
i=1
ai/n = xM x+ x
2
m and b =
n
∑
i=1
bi/n = (xM − xm)x+ x2m
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are the sample means of ‘a’ and ‘b’ respectively and
A =
N
∑
i=1
ai/N = xM X + x2m and B =
N
∑
i=1
bi/N = (xM − xm)X + x2m
are the population means of ‘a’ and ‘b’ respectively.
2.1. Biases and variances of ratio-type estimators d1R and d2R
To obtain the biases and variances of d1R and d2R, we write
y = Y (1+ e0)
x = X(1+ e1)
such that
E(e0) = E(e1) = 0
and
E(e20) = θC2y
E(e21) = θC2x
E(e0e1) = θ KC2x

 (2.7)
Expressing d1Rand d2R in terms of e’s we have
d1R = Y (1+ e0)
A{
xM X(1+ e1)+ x2m
}
= Y (1+ e0)
A{
xM X + x2m + xM X e1
}
= Y (1+ e0)
A{
A+ xM X e1
}
= Y (1+ e0)
(
1+λ(1) e1
)−1 (2.8)
d2R = Y (1+ e0)
B{
(xM − xm)X(1+ e1)+ x2m
}
= Y (1+ e0)
B{
(xM − xm)X + x2m +(xM − xm)X e1
}
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d2R = Y (1+ e0)
B{
B+(xM − xm)X e1
}
= Y (1+ e0)
(
1+λ(2) e1
)−1 (2.9)
where
λ(1) =
xM X
xM X + x2m
=
xM X
A
=
(C2 −1)
(C2−1)+(C1−1)2
(2.10)
and
λ(2) =
(xM − xm)X
(xM − xm)X + x2m
=
(xM − xm)X
B
=
(C2 −C1)
(C2 −C1)+(C1−1)2
(2.11)
We now assume that
∣∣λ(1) e1∣∣< 1 and ∣∣λ(2) e2∣∣< 1 so that we may expand (1+λ(1)e1)−1
and (1+λ(2)e1)−1 as a series in power of λ(1)e1 and λ(2)e1. Expanding right hand sides
of (2.8) and (2.9), multiplying out and retaining terms of e’s to the second degree, we
obtain
t1R ∼= Y
(
1+ e0 −λ(1)e1 −λ(1)e1e0 +λ2(1)e
2
1
)
or
(t1R −Y ) = Y
(
e0 −λ(1)e1 −λ(1)e1e0 +λ
2
(1)e
2
1
)
(2.12)
and
t2R ∼= Y
(
1+ e0 −λ(2)e1 −λ(2)e1e0 +λ2(2)e
2
1
)
or
(t2R −Y ) = Y
(
e0 −λ(2)e1 −λ(2)e1e0 +λ
2
(2)e
2
1
)
(2.13)
Taking expectations of both sides of (2.12) and (2.13) and using the results in (2.7) we
get the biases of d1R and d2Rto the first degree of approximation respectively as
B(d1R) = θ YC2xλ(1)(λ(1)−K) (2.14)
and
B(d2R) = θ YC2xλ(2)(λ(2)−K) (2.15)
It follows from (2.14) and (2.15) that the biases B(d1R) and B(d2R) are negligible, if the
sample size n is large enough.
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Squaring both sides of (2.12) and (2.13) and retaining terms of e’s to the second
degree we have
(d1R −Y )2 = Y
2
(
e20 +λ
2
(1)e
2
1 −2λ(1)e0e1
)
(2.16)
and
(d2R −Y )2 = Y
2
(
e20 +λ
2
(2)e
2
1 −2λ(2)e0e1
)
(2.17)
Taking expectation of both sides of (2.16) and (2.17) and using the results in (2.7), we
get the MSEs of d1R and d2R to the first degree of approximation respectively as
MSE(d1R) = θY
2 [C2y +λ(1)C2x (λ(1)−2K)] (2.18)
and
MSE = (d2R) = θY
2 [C2y +λ(2)C2x (λ(2)−2K)] (2.19)
2.2. Biases and variances of product-type estimators
To obtain the biases and MSEs of d1P and d2P, we express d1P and d2P in terms of e’s as
d1P = Y (1+ e0)
{
xMX(1+ e1)+ x2m
}
(xMX + x2m)
= Y (1+ e0)
{
1+
xMX e1
(xMX + x2m)
}
= Y (1+ e0)(1+λ(1)e1)
= Y (1+ e0 +λ(1)e1 +λ(1)e0e1)
or
(d1P −Y ) = Y (e0 +λ(1) e1 +λ(1)e0e1) (2.20)
d2P = Y (1+ e0)
{
(xM − xm)X(1+ e1)+ x2m
}{
(xM − xm)X + x2m
}
= Y (1+ e0)
{
1+
(xM − xm)X e1{
(xM − xm)X + x2m
}
}
= Y (1+ e0)(1+λ(2)e1)
= Y (1+ e0 +λ(2)e1 +λ(2)e0e1)
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or
(d2P− Y ) = Y (e0 +λ(2)e1 +λ(2)e0e1), (2.21)
where λ(1) and λ(2) are respectively given by (2.10) and (2.11).
Taking expectation of both sides of (2.19) and (2.20) and using the results in (2.7),
we get the exact biases of d1P and d2P as
B(d1P) = θ Y λ(1) KC2x (2.22)
and
B(d2P) = θ Y λ(2) KC2x (2.23)
Squaring both sides of (2.20) and (2.21) and retaining terms of e’s to the second degree,
and then taking expections, we get the MSEs of d1P and d2P respectively as
MSE(d1P) = θY
2 [C2y +λ(1)C2x (λ(1)+2K)] (2.24)
and
MSE(d2P) = θY
2 [C2y +λ(2)C2x (λ(2)+2K)] (2.25)
3. Comparison of biases
The absolute relative bias (ARB) of an estimator t of the population mean Y is defined
by
ARB(t) =
∣∣∣∣B(t)Y
∣∣∣∣ (3.1)
where B(t) stands for bias of the estimator t.
The comparison of absolute relative biases of ratio-type and product-type estimators
have been made and the conditions are displayed in Tables 3.1 and 3.2 respectively.
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Table 3.1: Comparison of absolute relative biases of ratio-type estimators.
Estimator Absolute Relative Bias of
d1R is less than d2R is than
yR if
either K >
(
1+λ(1)
)
or K <
(1+λ2(1))
(1+λ(1))
if
either K >
(
1+λ(2)
)
or K <
(1+λ2(2))
(1+λ(2))
t1R if
(1+λ2(1)C
2
1)
C1(1+λ(1)C1)
< K <
(1+λ(1)C1)
C1
if
either
(1+λ2(2)C
2
1)
C1(1+λ(2)C1)
< K <
(1+λ(2)C1)
C1
,
C1 <
1
2
(1+C2)
or K <
(1+λ2(2)C
2
1)
C1(1+λ2(2)C1)
, C1 <
1
2
(1+C2)
or K >
(1+λ(2)C1)
C1
, C1 >
1
2
(1+C2)
t2R if
(1+λ2(1)C
2
2)
C2(1+λ(1)C2)
< K <
(1+λ(1)C1)
C2
if
either
(1+λ2(2)C
2
2)
C2(1+C2λ(2))
< K <
(1+λ(2)C2)
C2
,
λ(2)C2 > 1
or K <
(1+λ2(2)C
2
2)
C2(1+λ(2)C2)
, λ(2)C2 > 1
or K >
(1+λ(2)C2)
C2
, λ(2)C2 < 1
d2R if
(λ2(1)+λ
2
(2))
(λ(1)+λ(2))
< K < (λ(1)+λ(2))
—
It can be easily proved that d1P has smaller absolute relative bias (ARB) than the
conventional product estimator yp but larger than that of Mohanty and Sahoo’s (1995)
estimators t1p and t2p. Table 3.2 clearly indicates that the proposed estimator d2P has
smaller absolute relative bias than the conventional product estimator yP as the condition
λ(2) < 1 always holds.
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Table 3.2: Comparison of absolute relative biases of product-type estimators.
Estimator Absolute Relative Bias of d2P is less than
yP if λ(2) < 1
t1P if λ(2) <
1
C1
, C1 >
(1+C2)
2
t2P if
∣∣C21 +C1 (C2 −3) − C2 (C2 −1)+1∣∣> 0
d1P if λ(2) < λ(1)
4. Efficiency comparison
The efficiency comparisons of ratio-type (d1R and d2R) and product-type (d1P and d2P)
estimators have been made with y, yR, t1R and t2R; and shown in Tables 4.1 and 4.2
respectively.
Table 4.1: Comparison of mean squared errors of ratio-type estimators.
Estimator Mean squared error of
d1R d2R
y if K >
λ(1)
2
if K >
λ(2)
2
yR if K <
(
1+λ(1)
)
2
if K <
(1+λ(2))
2
t1R if K >
(
1+λ(1)C1
)
2C1
if
either K <
(1+C1 λ(2))
2C1
, λ(2) <
1
C1
or K >
(1+C1λ(2))
2C1
, λ(2) >
1
C1
t2R if K >
(
1+λ(2)C2
)
2C2
if
either K <
(1 + λ(2)C2)
2C2
, λ(2) <
1
C2
or K >
(1+λ(2)C2)
2C2
, λ(2) >
1
C2
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Table 4.2: Comparison of mean squared errors of product-type estimators.
Estimator Mean squared error of
d1P is less than d2P is less than
y if K <−
λ(1)
2
if K <−
λ(2)
2
yP if K >−
(1+λ(1))
2
if K >−
(1+λ(2))
2
t1P if K <−
(1 + λ(1)C1 )
2C1
if
either K <−1
2
(1+λ(2)C1)
C1
, λ(2) >
1
C1
or K >−
1
2
(1+λ(2)C1)
C1
, λ(2) <
1
C1
t2P if K <−
(1+λ(1)C2)
2C2
if
either K <−1
2
(1+λ(2)C2)
C2
, λ(2) >
1
C2
or K >−
1
2
(1+λ(2)C2)
C2
, λ(2) <
1
C2
Table 4.1 exhibits that the ratio type estimator d1R is better than y, yR, t1R and t2R if(
1+λ(1)C1
)
2C1
< K <
(1+λ(1))
2
(4.1)
We also note that the estimator d1R is more efficient than d2R if
K >
(λ(1)+λ(2))
2
(4.2)
It is observed from Table 4.1 that the product-type estimator d1P is more efficient than
y, yP, t1P and t2P if
−
(1+λ(1))
2
< K < −
(1+λ(1)C1)
2C1
(4.3)
Further it can be proved that the product-type estimator d1P is better than the product-
type estimator d2P if
K <−
(λ(1)+λ(2))
2
(4.4)
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5. Unbiased versions of the suggested estimators
In this section we will obtain the unbiased versions of the suggested estimators in
Section 2, using two well known procedures: (i) Interpenetrating subsamples design
and (ii) Jack-knife technique.
5.1. Interpenetrating sub-sample design
Let the sample in the form of n independent interpenetrating subsamples be drawn.
Let yi and xi be unbiased estimates of the population totals Y (= NY ) and X(= NX)
respectively based on the ith independent interpenetrating subsample, i = 1,2, . . . ,n. We
now consider following ratio and product-type estimators of the population mean Y :
d1 = y
(
A
/
a
) (5.1)
d1n =
(
A
/
n
) n∑
i=1
(
yi
/
ai
) (5.2)
d2 = y
(
B
/
b
) (5.3)
d2n =
(
B
/
n
) n∑
i=1
(
yi
/
bi
) (5.4)
d3 = y
(
a
/
A
) (5.5)
d3n =
n
∑
i=1
yi ai
/(
nA
) (5.6)
d4 = y
(
b
/
B
) (5.7)
and
d4n =
n
∑
i=1
yi bi
/(
nB
) (5.8)
where a, b, A, B, ai and bi are same as defined in Section 2.
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It is easy to verify that
B (d1n) = nB (d1) (5.9)
B (d2n) = nB (d2) (5.10)
B (d3n) = nB (d3) (5.11)
and
B (d4n) = nB (d4) (5.12)
Thus we get the following ratio and product-type unbiased estimators of Y as
d1u =
(nd1 −d1n)
(n−1)
(5.13)
d2u =
(nd2 −d2n)
(n−1)
(5.14)
d3u =
(nd3 −d3n)
(n−1)
(5.15)
d4u =
(nd4 −d4n)
(n−1)
(5.16)
The properties of these unbiased estimators (d ju, j = 1 to 4) can be studied on the lines
of Murthy and Nanjamma (1959).
Remark 5.1. In the case of simple random sampling without replacement (SRSWOR),
let yi and xi denote respectively the y and x values of the sample of unit, i = 1,2, . . . ,n.
We have
d1 = y
(
A
/
a
)
d1n =
(
A
/
n
) n
∑
i=1
(
yi
/
ai
)
d2 = y
(
B
/
b
)
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d2n =
(
B
/
n
) n
∑
i=1
(
yi
/
bi
)
d3 = y
(
a
/
A
)
d3n =
n
∑
i=1
yi ai
/(
nA
)
d4 = y
(
b
/
B
)
and
d4n =
n
∑
i=1
yi bi
/(
nB
)
It can be shown under SRSWOR scheme that the following ratio-type estimators are
unbiased for population mean Y as
d∗1u =
n (N −1)
N (n−1)
y
(
A
a
)
−
(N−n)
N (n−1)
A
n
n
∑
i=1
(
yi
/
ai
) (5.17)
d∗2u =
n (N −1)
N (n−1)
y
(
B
b
)
−
(N−n)
N (n−1)
B
n
n
∑
i=1
(
yi
/
bi
) (5.18)
d∗3u =
n (N −1)
N (n−1)
y
(
a
A
)
−
(N−n)
N (n−1)
1
nA
n
∑
i=1
yiai (5.19)
d∗4u =
n (N −1)
N (n−1)
y
(
b
B
)
−
(N−n)
N (n−1)
1
nB
n
∑
i=1
yibi (5.20)
To the first degree of approximation, it can be shown that
Var (d∗1u) =Var (d1R) (5.21)
Var (d∗2u) =Var (d2R) (5.22)
Var (d∗3u) =Var (d1p) (5.23)
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and
Var (d∗4u) =Var (d2p) . (5.24)
Thus the unbiased estimators d∗1u, d∗2u, d∗3u and d∗4u are to be preferred over biased
estimators d1R, d2R, d1p and d2p respectively.
5.2. Jack-knife technique
We may take n= 2m and split the sample at random into two subsamples of m units each.
Let yi, xi (i= 1,2) be unbiased estimators of population mean Y and X respectively based
on the subsamples and y, x the means based on the entire sample. Thus
(
ai, bi; i = 1,2
)
are unbiased estimators based on the sub-samples and
(
a, b
)
the means based on the
entire sample i.e.,
ai =
(
xM xi + x
2
m
)
,
bi =
{
(xM − xm) xi + x
2
m
}
,
a =
(
xxM + x
2
m
)
,
and
b =
{
(xM − xm) x+ x
2
m
}
,
Thus motivated by Quenoulle (1956) we define the following ratio and product-type
unbiased estimators of population mean Y as
d(u)1J =
(2N−n)
N
d1 −
(N −n)
2N
{
d(1)1 +d
(2)
1
}
(5.25)
d(u)2J =
(2N−n)
N
d2 −
(N −n)
2N
{
d(1)2 +d
(2)
2
}
(5.26)
d(u)3J =
(2N−n)
N
d3 −
(N −n)
2N
{
d(1)3 +d
(2)
3
}
(5.27)
and
d(u)4J =
(2N−n)
N
d4 −
(N −n)
2N
{
d(1)4 +d
(2)
4
}
(5.28)
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where d1, d2, d3 and d4 are same as defined in Section 5, and
d(i)1 = yi
(
A
/
ai
)
, d(i)2 = yi
(
B
/
bi
)
, d(i)3 = yi
(
ai
/
A
)
and
d(i)4 = yi
(
bi
/
B
)
, (i = 1,2).
Following the procedure outlined in Sukhatme and Sukhatme [1970, pp. 161-165], it
can be shown to the first degree of approximation that the variance expressions of d(u)l J ,
(l = 1,2,3,4) and variance expressions of d1R, d2R, d1p and d2p respectively are same.
Thus we advocate that one can prefer the unbiased estimators d(u)l J , (l = 1,2,3,4) as
compared to biased estimators d1R, d2R, d1p and d2p.
6. Empirical study
6.1. When the variates y and x are positively correlated
To see the performances of the suggested estimators d1R and d2R over y, yR, t1R and t2R,
we have considered eight natural population data sets. Descriptions of the populations
are given below:
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Table 6.1: Description of populations.
Pop.
No.
Source N n Y X ρ Cx Cy C1 C2 K
1 Sahoo and
Swain (1987)
4 2 Unit:
(0.2,0.6,
0.9,0.8)
Unit:
(0.1,0.2,
0.3,0.4)
0.87 0.51 0.49 1.4 2.6 0.84
2 Murthy
(1967), p. 422
(13-44)
12 4 Number of
cattle
(Survey)
Number of
cattle
(Census)
0.98 1.05 0.99 1.23 4.49 0.92
3 Murthy
(1967), p. 398
(1-12)
12 4 Number of
Absentees
Number of
Workers
0.80 0.52 0.63 1.35 2.52 0.96
4 Panse and
Sukhatme
(1967), p. 118
(1-25)
25 10 Parental
plot
mean (mm)
Parental
plant
value (mm)
0.53 0.07 0.03 1.83 2.15 0.62
5 Panse and
Sukhatme
(1967), p. 118
(1-20)
20 8 Parental
plot
mean (mm)
Parental
plant
value (mm)
0.56 0.07 0.04 1.83 2.15 0.29
6 Panse and
Sukhatme
(1967), p. 118
(1-10)
10 4 Progeny
mean
(mm)
Parental
plant
value (mm)
0.44 0.07 0.05 1.92 2.13 0.31
7 Singh and
Chaudhary
p. 176 (1-10)
10 4 No. of Cows in
milk (Survey)
No. of Cows in
milk (Census)
0.97 0.63 0.58 1.26 2.81 0.89
8 Singh and
Chaudhary
p. 306
10 4 No. of
inhabitants
(’000) in
1980-81
No. of
inhabitants
(’000) in
1981-82
0.88 0.64 0.60 1.53 3.64 0.82
9 Samford
(1962), p. 61
(1-9)
9 3 Acreage
under oats
in 1957
Acreage of
crops and
gross in
1947
0.07 0.10 0.29 1.86 2.12 0.19
To assess the biasedness of the ratio-type estimators yR, t1R, t2R, d1R and d2R, we
have computed the following quantities for the population given in Table 6.1 using the
formulae:
B1 =
∣∣∣∣B(yR)θY C2x
∣∣∣∣= |(1−K)| (6.1)
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B2 =
∣∣∣∣B(t1R)θ Y C2x
∣∣∣∣= 1C1
∣∣∣∣
(
1
C1
−K
)∣∣∣∣ (6.2)
B3 =
∣∣∣∣B(t2R)θ Y C2x
∣∣∣∣= 1C2
∣∣∣∣
(
1
C2
−K
)∣∣∣∣ (6.3)
B4 =
∣∣∣∣B(d1R)θ Y C2x
∣∣∣∣= λ(1) ∣∣(λ(1)−K)∣∣ (6.4)
B5 =
∣∣∣∣B(d2R)θ Y C2x
∣∣∣∣= λ(2) ∣∣(λ(2)−K)∣∣ (6.5)
The findings are listed in Table 6.2.
Table 6.2: Values of B1, B2, B3, B4 and B5.
Values of
Bi’s
i = 1 to 5
Population
1 2 3 4 5 6 7 8 9
B1 0.1600 0.0826 0.0433 0.7399 0.7087 0.6951 0.1109 0.1767 0.8079
B2 0.0898 0.0847 0.1602 0.1554 0.1397 0.1128 0.0781 0.1125 0.1852
B3 0.1752 0.1547 0.2125 0.0946 0.0812 0.0772 0.1897 0.1507 0.1318
B4 0.0628 0.0668 0.0178 0.2227 0.2091 0.1534 0.0708 0.0702 0.2460
B5 0.0374 0.0657 0.0299 0.0175 0.0081 0.0209 0.0644 0.0489 0.0171
Table 6.2 exhibits that the proposed estimator d2R has least bias for all data sets
except in population III considered here. In population III, the proposed estimator d1R
has least bias. Using the following formulae:
PRE (yR,y) =
MSE(y)
MSE(yR)
×100 =
[
1+
(
Cx
Cy
)2
(1−2K)
]−1
×100 (6.6)
PRE (t1R,y) =
MSE(y)
MSE(t1R)
×100 =
[
1+
1
C1
(
Cx
Cy
)2( 1
C1
−2K
)]−1
×100 (6.7)
PRE (t2R,y) =
MSE(y)
MSE(t2R)
×100 =
[
1+
1
C2
(
Cx
Cy
)2( 1
C2
−2K
)]−1
×100 (6.8)
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PRE (d1R,y) =
MSE(y)
MSE(d1R)
×100 =
[
1+
(
Cx
Cy
)2
λ(1)(λ(1)−2K)
]−1
×100 (6.9)
and
PRE (d2R,y) =
MSE(y)
MSE(d2R)
×100 =
[
1+
(
Cx
Cy
)2
λ21)(λ(2)−2K)
]−1
×100 (6.10)
We have computed the percent relative efficiencies (PREs) of yR, t1R, t2R, d1R and d2R
with respect to usual unbiased estimator y and compiled in Table 6.3.
Table 6.3: Percent relative efficiencies of yR, t1R, t2R, d1R and d2R with respect to y.
Estimator
PRE(., y)
Population
1 2 3 4 5 6 7 8 9
y 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
yR 383.33 2279.92 273.92 33.62 39.24 55.15 1263.21 380.08 92.90
t1R 399.65 2063.93 252.32 94.69 107.82 110.63 1313.15 382.20 98.99
t2R 218.13 169.80 161.47 112.07 125.30 115.91 249.18 175.31 99.49
d1R 419.76 2421.29 274.71 78.95 90.93 104.63 1408.39 426.60 98.41
d2R 425.54 2430.62 274.35 136.19 145.40 120.65 1428.98 432.85 100.41
Table 6.3 shows that the proposed estimator d2R has largest gain in efficiency for
all population data sets except in population III, where the proposed estimator d1R has
maximum gain in efficiency. We also note that the proposed estimator d1R dominates
over the estimators (y, yR, t1R and t2R) in population I, II, III, IV, VII and VIII. Thus the
proposed estimators d1R and d2R are to be preferred over other estimators.
Finally, from Tables 6.2 and 6.3 we recommend the use of the proposed estimator
d2R in practice as it has largest gain in efficiency and also fewer bias in all population
data sets except in population III, where the proposed estimator d1R has largest gain in
efficiency as well as less bias and hence d1R is to be recommended for this population
data set.
6.2. When the variates y and x are negatively correlated
To assess the biasdeness and efficiency of the product-type estimators yp, t1p, t2p, d1p
and d2p we have considered natural population data sets.
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Table 6.4: Description of the populations.
Pop.
No.
Source N n Y X ρ Cx Cy C1 C2 K
1 Maddla, G.S.
(1977), p. 96
16 4 Capita
Consumption
Deflated
price
−0.97 0.24 0.17 1.68 2.39 −0.68
2 Gupta, S.P.
and Gupta,
A. (1999)
p. 65
5 2
Artificial
Population −0.96 0.52 0.51 1.43 2.74 −0.93
To observe the biasedness of the estimators yp, t1p, t2p, d1p and d2p, we use the
following formulae:
B∗1 =
∣∣∣∣B(yp)θ YC2x
∣∣∣∣= |K| (6.11)
B∗2 =
∣∣∣∣B(y1p)θ YC2x
∣∣∣∣=
∣∣∣∣ KC1
∣∣∣∣ (6.12)
B∗3 =
∣∣∣∣B(t2p)θ YC2x
∣∣∣∣=
∣∣∣∣ KC2
∣∣∣∣ (6.13)
B∗4 =
∣∣∣∣B(d1p)θ YC2x
∣∣∣∣= λ(1) |K| (6.14)
B∗5 =
∣∣∣∣B(d2p)θYC2x
∣∣∣∣= λ(2) |K| (6.15)
The quantities B∗′ s(i = 1 to 5) have been computed and findings are given in Table 6.5.
Table 6.5: Values of B∗1, B∗2, B∗3, B∗4 and B∗5.
Population Values of B
∗
i ’s, i = 1 to 5
B∗1 B
∗
2 B
∗
3 B
∗
4 B
∗
5
1 0.6814 0.4043 0.2843 0.5099 0.4104
2 0.9338 0.6508 0.3409 0.8422 0.8156
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Using the following formulae:
PRE (yp,y) =
MSE(y)
MSE(yP)
×100 =
[
1+
(
Cx
Cy
)2
(1+2K)
]−1
×100 (6.16)
PRE (t1p,y) =
MSE(y)
MSE(t1P)
×100 =
[
1+
(
Cx
Cy
)2 1
C1
(
1
C1
+2K
)]−1
×100 (6.17)
PRE (t2p,y) =
MSE(y)
MSE(t2P)
×100 =
[
1+
(
Cx
Cy
)2 1
C2
(
1
C2
+2K
)]−1
×100 (6.18)
PRE (d1p,y) =
MSE(y)
MSE(yP)
×100 =
[
1+
(
Cx
Cy
)2
λ(1)
(
λ(1)+2K
)]−1
×100 (6.19)
and
PRE (d2p,y) =
MSE(y)
MSE(yP)
×100 =
[
1+
(
Cx
Cy
)2
λ(2)
(
λ(2)+2K
)]−1
×100 (6.20)
We have computed the percent relative efficiencies (PREs) of yp, t1p, t2p, d1p and d2p
with respect to usual unbiased estimator y and the results are shown in Table 6.6.
Table 6.6: Percent relative efficiencies of yp, t1p, t2p, d1p and d2p with respect to y.
Estimators y yp t1p t2p d1p d2p
PRE(. ,y)
Population 1 100.00 390.97 1578.36 524.73 1764.62 1658.49
Population 2 100.00 1133.69 701.62 236.13 1181.21 1143.86
Tables 6.5 and 6.6 show that the proposed estimators d1p and d2p are more efficient
(with substantial gain) than usual unbiased estimator y, product estimator yp and the
estimators t1p and t2p reported by Sahoo and Mohanty (1995), but these two estimators
(d1p and d2p) are more biased than t1p and t2p. Thus if the variance / MSE’s criterion
of judging the performance of the estimators are adopted and also the biasedness of
the estimators are not of primary concern then the proposed estimators d1p and d2p are
recommended for their use in practice.
Housila. P. Singh, Ritesh Tailor and Rajesh Tailor 179
Acknowledgement
Authors are thankful to the referee for his valuable suggests ions regarding improvement
of the earlier draft of the paper.
References
Bandyopadhyaya, S. (1980). Improved ratio and product estimators. Sankhya, 42,C, 45-49.
Cochran, W. G. (1963). Sampling Techniques. John Wiley and Sons Inc., New York, II Edition.
Gupta, P. C. (1978). On some quadratic and higher degree ratio and product estimators. Journal of the
Indian Society of Agricultural Statistics, 30, 71-80.
Gupta, S. P. and Gupta, A. (1999). Statistical Methods. Sultan Chand & Sons, 6.5, New Delhi.
Maddala, G. S. (1977). Econometrics. McGraw Hills pub.Co., New York.
Mohanty, S. and Das, M. N. (1971). Use of transformation in sampling. Journal of the Indian Society of
Agricultural Statistics, 23, 2, 83-87.
Mohanty, S. and Sahoo, J. (1995). A note on improving the ratio method of estimation through linear
transformation using certain known population parameters. Sankhya, 57, B, 93-102.
Murthy, M. N. (1964). Product method of estimation. Sankhya, 69-74.
Murthy, M. N. (1967). Sampling Theory and Methods. Statistical Publishing Society, Calcutta.
Murthy, M. N. and Nanjamma, N. S. (1959). Almost unbiased ratio estimators based on interpenetrating
sub samples. Sankhya, 21, 381-392.
Naik, V. D. and Gupta, P. C. (1991). A general class of estimators for estimating population means using
auxiliary information. Metrika, 38, 11-17.
Panse, V. G. and Sukhatme, P. V. (1967). Statistical methods for agricultural workers. Indian Council of
Agricultural Research, New Delhi.
Reddy, V. N. (1973). On ratio and product methods of estimation. Sankhya, B, 35, 307-317.
Reddy, V. N. (1974). On a transformed ratio method of estimation. Sankhya, C, 36, 59-70.
Robson, D. S. (1957). Application of multivariate Polykays to the theory of unbiased ratio-type estimation.
Journal of the American Statistical Association, 59, 1225-1226.
Rueda, M. and Gonza´lez, S. (2008). A new ratio-type imputation with random disturbance. Applied Math-
ematics Letters, 21, 9, 978-982.
Sahai, A. and Sahai, A. (1985). On efficient use of auxiliary information. Journal of Statistical Planning
and Inference, 12, 203-212.
Sahoo, L. N. and Swain, A. K. P. C. (1987). Some modified ratio estimators. Meteron, 286-292.
Sampford, M. R. (1962). An Introduction to Sampling Theory. Oliver and Boyd.
Samawi, H. M. and Al-Saleh, M. F. (2007). On bivariate ranked set sampling for ratio and regression esti-
mators. International Journal of Modelling and Simulation, 27, 4, 299-305.
Singh, D. and Chaudhary, F. S. (1986). Theory and Analysis of Sample Survey Designs. Wilely eastern Lt.,
New Delhi.
Singh, S. (2003). Advanced Sampling Theory with Applications. How Michael “selected” Amy, 1-1247,
Kluwer Academic Publishers, The Netherlands.
Sisodia, B. V. and Dwivedi, V. K. (1981). A modified ratio estimator using coefficient of variation of auxil-
iary variable. Journal of the Indian Society of Agricultural Statistics, 33, 13-18.
Srivastava, S. K. (1967). An estimator using auxiliary information in sample surveys. Cal. Statist. Assoc.
Bull., 6, 121-132.
180 On ratio and product methods with certain known population...
Srivastava, S. K. (1983). Predictive estimation of finite population mean using product estimator. Metrika,
30, 93-99.
Srivenkataramana, T. (1978). Change of origin and scale in ratio and difference method of estimation in
sampling. The Canadian Journal of Statistics, 6,1, 79-86.
Srivenkataramana, T. (1980). A dual to ratio estimator in sample surveys. Biometrika, 67, 194-204.
Sukhatme, P. V. and Sukhatme, B. V. (1970). Sampling Theory of Surveys with Applications, 2nd ed. Ames.
Iowa State University Press.
Upadhyaya, L. N. and Singh, H. P. (1999). Use of transformed auxiliary variable in estimating the finite
population mean. Biometrical Journal 41, 5, 627-636.
Vos, J. W. E. (1980). Mixing of direct ratio and product method estimators. Statistica Neerlandica, 34, 209-
213.
Walsh, J. E. (1970). Generalization of ratio estimate for population total. Sankhya, A., 32, 99-106.
