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Let Kmn denote the graph obtained by attachingm pendent edges to
a vertex of complete graph Kn−m, and Un,p the graph obtained by
attaching n − p pendent edges to a vertex of Cp. In this paper, we
ﬁrst prove that the graph Kmn and its complement are determined
by their adjacency spectra, and by their Laplacian spectra. Then we
prove that Un,p is determined by its Laplacian spectrum, as well as
its adjacency spectrum if p is odd, and ﬁnd all its cospectral graphs
for Un,4.
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1. Introduction
The graphs in this paper are simple and undirected. Let G = (V , E) be a graph with vertex set
V(G) = {v1, v2, . . ., vn} and edge set E(G), where v1, v2, . . ., vn are indexed in the non-increasing order
of degrees. Let matrix A(G) be the (0,1)-adjacency matrix of G and dk the degree of the vertex vk .
The Laplacian matrix is L(G) = D(G) − A(G), where D(G) is the diagonal matrix of vertex degrees
with {d1, d2, . . ., dn} as diagonal entries. The polynomials PA(G)(λ) = det(λI − A(G)) and PL(G)(μ) =
det(μI − L(G)), where I is the identity matrix, are called the characteristic polynomials of the graph
G with respect to the adjacency matrix and the Laplacian matrix, respectively, which can be written
as PA(G)(λ) = λn + a1λn−1 + · · · + an and PL(G)(μ) = q0μn + q1μn−1 + · · · + qn. Since thematrix
A(G) and L(G) are real and symmetric, their eigenvalues are all real numbers, and called the adjacency

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eigenvalues and Laplacian eigenvalues, respectively. Assume that λ1(G) λ2(G) · · · λn(G) and
μ1(G)μ2(G) · · ·μn(G)(= 0) are their eigenvalues. They compose the adjacency spectrum and
Laplacian spectrum, respectively. Twonon-isomorphic graphs are said to be cospectral if theyhave equal
spectrum (i.e., equal characteristic polynomial). For convenience, in this paper, we always assume that
G denotes the complement graph of G.
The authors in [4] proposed the question: which graphs are determined by their spectrum? This
seemsdifﬁcult in the theoryof graph spectrum.Up tonow,only fewgraphsareproved tobedetermined
by their spectra [4,5,7,10,11,15,17,19,21,22], such as the path Pn, the complete graph Kn, the cycle Cn,
graph Zn and their complements, the disjoint union of k disjoint paths and so on. Let K
m
n denote the
graph obtained by attachingm pendent edges to a vertex of complete graph Kn−m. Let Un,p denote the
graph obtained by attaching n − p pendent edges to a vertex of Cp. In this paper, we ﬁrst prove that
the graph Kmn and its complement are determined by their adjacency spectra, and by their Laplacian
spectra. Thenweprove thatUn,p is determinedby its Laplacian spectrum, andby its adjacency spectrum
if p is odd; for Un,4, if n = 10, 11, 19, 49, 52, or n = 8k + 4 (k is a positive integer), or n = 4k + 2 (k is
a positive integer and k 3), or n = 2k (k /= 4i + 2 and k /= 2j + 2, where i, j are positive integers
and k 6), we ﬁnd all its cospectral graphs, otherwise it is proved to be determined by its adjacency
spectrum.
2. Graph K
m
n and its complement
Herewe quote some deﬁnitions in [18]. For a graph G, deﬁne a binary relation ρ on V(G) as follows:
for x, y ∈ V(G), xρy if and only if x and y are adjacent and have the same neighbors in the set V(G) \
{x, y}. The relationρ is symmetric and transitive. This relation divides the vertex setV(G) into k disjoint
subsets C1, C2, . . ., Ck (1 k n, n = |V(G)|), such that every graph induced by the set Ci (i = 1, . . ., k)
is a complete graph. The graph Gc , obtained from G by identiﬁcation of all vertices from the same
subset Ci (i = 1, . . ., k) is called the “C-canonical” graph of the graph G.
Graphs G1 − G7 are deﬁned in [18], see Fig. 1. An ellipse in which there are two small cycles and
three dots denotes an independent vertex set. If two ellipses are joined with exactly one full line,
Fig. 1. Graphs G1 − G7.
X. Zhang, H. Zhang / Linear Algebra and its Applications 431 (2009) 1443–1454 1445
they denote a complete bipartite graph. If two ellipses are joined with a sequence of k (k 1) dotted
parallel lines, they denote a complete bipartite graphwith k + k = 2k vertices,with exactly kmutually
independent edges excluded. If two ellipses are joined with a sequence of k (k 1) full parallel lines,
they denote a bipartite graph with k + k = 2k vertices in which two vertices are adjacent if and only
if they are joined with such a line.
Lemma 2.1 [18]. A connected graph G /= Kn has exactly one eigenvalue less than −1 if and only if its
C-canonical graph Gc , is an induced subgraph of any of the graphs G1 − G7 in Fig. 1.
Lemma 2.2 [4]. The following parameters and properties of a graph G can be deduced from the adjacency
spectrum and Laplacian spectrum,
(i) the number of vertices,
(ii) the number of edges,
(iii) whether G is regular, and
(iv) whether G is regular with any ﬁxed girth.
The following parameters and properties of a graph G can be deduced from the adjacency spectrum,
(v) the number of closed walks of any ﬁxed length, and
(vi) whether G is bipartite.
The following parameters and properties of a graph G can be deduced from the Laplacian spectrum,
(vii) the number of components, and
(viii) the number of spanning trees.
Lemma 2.3 [3]. A connected graph G has exactly one positive eigenvalue if and only if it is a complete
multipartite graph.
Lemma 2.4 [3]. Let A be a Hermitian matrix with the eigenvalues μ1  · · ·μn. Let B be a principal sub-
matrices of A with the eigenvalues λ1  · · · λm. Then the inequalities μn−m+i  λi μi (i = 1, . . .,m)
hold.
Lemma 2.5 [9]. The Laplacian eigenvalues of G are equal to n − μn−i(G), i = 0, 1, 2, . . ., n − 1.
The number of zero eigenvalues in the adjacency spectrum of a graph G is called its nullity and
denoted by η(G).
Lemma 2.6 [2]. Let v be a pendent vertex of a graph G and u a neighbor of v in G. Then, η(G) = η(G −
u − v), where G − u − v denotes the induced subgraph of G obtained by deleting u and v.
A partition π = (C1, . . ., Ck) of V(G) is equitable if, for all i and j, the number of neighbors which a
vertex in Ci has in the cell Cj is independent of the choice of vertex in Ci. Given an equitable partition
π = (C1, . . ., Ck) of a graph G, we now deﬁne the quotient G/π of G with respect to π . Let cij denote
the number of edgeswhich join a ﬁxed vertex in Ci to vertices in Cj . The adjacencymatrix A(G/π) is the
k × k matrix with ij entry equal to cij , with characteristic polynomial φ(G/π , x), or brieﬂy φ(G/π).
Lemma 2.7 [8]. Let π be an equitable partition of the graph G with c cells. Assume A = A(G) and B =
A(G/π). Then the characteristic polynomial of B divides the characteristic polynomial of A.
Theorem 2.8. Kmn is determined by its adjacency spectrum.
Proof. Let G be a graph cospectral with Kmn with respect to its adjacency spectrum. Then φ(G) =
φ(Kmn ) = xn−m−1(x + 1)m−1[x2 − (m − 1)x − m(n − m − 1)]. As we can see that G has exactly one
positive eigenvalue, and one negative eigenvalue less than −1. By Lemma 2.3, G∼= Km1,m2,...,mk ∪ hK1,
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where Km1,m2,...,mk is a complete multipartite graph with mi vertices in the ith part, and
m1 m2  · · ·mk ,∑ki=1 mi + h = n. We claim that m1 = m2 = · · · = mk−1 = 1, otherwise its C-
canonical graphGc must contain a completemultipartite graph as an induced subgraph, which contra-
dicts Lemma 2.1. Let π = (C1, C2) be an equitable partition of Km1,m2,...,mk , where C1 =
V
(
G
[
Km1,m2,...,mk−1
])
, C2=V
(
G
[
Km1,m2,...,mk \ Km1,m2,...,mk−1
])
. Then φ(Km1,m2,...,mk/π , x) = x2 − (k
− 2)x − mk(k − 1). By Lemma 2.7,φ(Km1,m2,...,mk/π , x) dividesφ(G). Sinceφ(Km1,m2,...,mk/π ,−1) /=
0, comparing φ(Km1,m2,...,mk/π , x) with φ(G), we get mk = n − m − 1, k = m + 1, h = 1. This com-
pletes the proof. 
Theorem 2.9. Kmn is determined by its adjacency spectrum.
Proof. Let G be a graph cospectral with Kmn with respect to its adjacency spectrum. Then φ(G) =
φ(Kmn ) = xm−1(x + 1)n−m−2[x3 − (n − m − 2)x2 − (n − 1)x + m(n − m − 2)]. As we can see that
G has exactly one negative eigenvalue less than−1. Since λ4(P4) ≈ −1.62, by Lemma 2.4, G does not
contain P4 as an induced subgraph. Similarly, G does not contain C4 or C5 as an induced subgraph,
either. So we may assume that P = v1v2v3 is an induced path of G.
Denote by T1 the set of all vertices of G outside of P which are adjacent exactly to v1 with respect
to P. Similarly, we have T2, T3, T12, T13, T23, T123. Clearly, all these subsets are disjoint, and their union
is denoted by T . As is clear, T is the set of all vertices from V(G) \ V(P) which are (with respect to P)
adjacent to some vertices of P.
Next, one can consider the set T˜ of vertices in outside T ∪ P, adjacent to some vertices of T , the
similar set ˜˜T , etc. Clearly, the union of all such sets, including V(P), is V(G).
Claim 1. In T , T1, T3 and T13 are empty.
If T1 is nonempty, there would exist a P4 in G as an induced subgraph, a contradiction. Similarly, T3
is empty.
Since G does not contain C4 as an induced subgraph, we have that T13 is empty.
Claim 2. If G[T12] and G[T23] are nonempty, then they are both complete graphs.
If | T12 |= 1, it is obvious. If | T12 |  2, we may assume that u and v are two vertices of T12. If they
are non-adjacent in G, then uv1v2vu is an induced subgraph of G, a contradiction. Similarly, if G[T23]
is nonempty, we can prove that G[T23] is a complete graph.
Claim 3. G[T123] is empty, and one of G[T12] and G[T23] is empty.
Otherwise, let x be a vertex of G[T123]. Since N(x), N(v1) and N(v2) are all different, in Gc they can
not be contracted to a vertex, so Gc must contain C3 as an induced subgraph, which contradicts Lemma
2.1. Similarly, we can prove that one of G[T12] and G[T23] is empty, say G[T23].
Let T˜2 be the set of vertices in T˜ whose vertices (with respect to T) are adjacent only to some vertices
of T2. The similar meaning have T˜12 and
˜(T12, T23). They together exhaust T˜ .
Claim 4. In T˜ , all the subsets are empty.
We ﬁrst prove that T˜2 is empty. Otherwise, suppose x is a vertex of T˜2, and a is a vertex of T2. Then
we have a path xav2v3 as an induced subgraph of G, a contradiction.
Similarly, T˜12 and
˜(T12, T2) are all empty.
Combining the above arguments, we get V(G) = V(P) ∪ T2 ∪ T12. Here, we shall use the following
abbreviation: If R and Q are two arbitrary disjoint subsets of vertices in G, we say that R/Q is complete
if there are all edges between R and Q , and R/Q is empty if there is no such edge.
Claim 5. T12/T2 is empty.
Let x be a vertex of T2 and a, b two vertices of T12. If x is adjacent to a, then it must be adjacent to
b; Otherwise, G contains xabv2x as an induced subgraph, a contradiction.
If T12/T2 is nonempty, then G[T2 ∪ {v1}] is not a complete graph. Since G[T2] is a complete graph,
contracting T2 to a vertexu, we get thatGc must haveuv1v2u as an induced subgraph,which contradicts
Lemma 2.1. So T12/T2 must be empty.
Claim 6. G[T2] is the disjoint union of some independent edges and isolated vertices.
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Otherwise, let uvw be an induced path of length 3 of G[T2]. Then it is also an induced subgraph of
G. Since N(u), N(v), N(v2) are all different, in Gc they can not be contracted to a vertex, so Gc must
contain C3 as an induced subgraph, which contradicts Lemma 2.1.
Since v3 is a pendent vertex ofG and v2 is the vertex inG adjacent to v3. Then, by Lemma2.6,η(G) =
η(G − v2 − v3) = m − 1,whereG − v2 − v3 is the induced subgraphofG obtainedbydeleting v2 and
v3. Since G[T2] is the disjoint unions of some independent edges and isolated vertices, and η(Kr) = 0
(r  2), we get that there are m − 1 isolated vertices in G[T2], i.e., there are m pendent vertices in
G. Since G and Kmn have the same number of vertices and edges, combining the fact that G[T12] is a
complete graph, we have{
(|T2| − m + 1) + |T1,2| = n − m − 2,
(|T1,2|+2)(|T1,2|+1)
2
+ 3(|T2|−m+1)
2
= (n−m)(n−m−1)
2
.
From the above equation system, we get |T1,2| = n − m − 2 and |T2| = m − 1.
This completes the proof. 
Theorem 2.10. Kmn is determined by its Laplacian spectrum.
Proof. Let G be a graph cospectral with Kmn with respect to its Laplacian spectrum. Then by Lemma
2.2, G has exactly two components, denoted by G1, G2. Without loss of generality, we assume that|V(G1)| |V(G2)|. It is well known that μ1(Gi) |V(Gi)| n − 1 (i = 1, 2) and μ1(G) = max{μ1
(G1),μ1(G2)}. By direct calculations, we can get that the eigenvalues of Kmn are 0 of multiplicity 2,
m ofmultiplicity n − m − 2, n − 1multiplicity ofm. Sowe can getμ1(G1) = |V(G1)| = n − 1, which
implies that G2 is an isolated vertex. In the following, we just need to prove that G1 is determined
by its Laplacian spectrum. Let us consider the graph G1. By Lemma 2.5, the eigenvalues of G1 are 0 of
multiplicitym, n − m − 1 ofmultiplicity n − m − 2, which implies G1 ∼= Kn−m−1 ∪ mK1, since G1 has
exactly two distinct eigenvalues. So G1 is determined by its Laplacian spectrum. Combining the above
arguments, we prove the result. 
According to theabove theoremandLemma2.5,weknowthatKmn is alsodeterminedby its Laplacian
spectrum.
3. Graph Un,p
Let G be a graph and G′ := G + e the graph obtained from G by inserting a new edge e into G. The
well-known Courant–Weyl inequalities (see, e.g., [3, Theorem 2.1]) imply the following interlacing
theorem.
Lemma 3.1. μ1(G
′)μ1(G)μ2(G′)μ2(G) · · ·μn(G′) = μn(G) = 0.
For any arbitrary connected graph G, we say that x, y ∈ V(G) are equivalent and write x∼y if x is
non-adjacent to y, and x and y have exactly the same neighbors in G. Relation ∼ is an equivalence
relation on V(G). The corresponding quotient graph is denoted by G˜, and is called the canonical graph
of G. From the deﬁnition, we can easily get that for any two equivalence classes of G, there are either
all possible edges or no edge between these classes. For example, if G is any complete α-partite graph,
then its canonical graph G˜ is the complete graph Kα . In the following, if U is any set of vertices in G,
and v is a ﬁxed vertex of G, then U∼v means that all vertices in U are equivalent to v.
Let Pn, Cn, Xm,n (m, n 1) denote the path, the cycle on n vertices, and the graph obtained by the
identiﬁcation of a vertex from Km with an end vertex from Pn+1, respectively.
Then, we note that all the graphs Gi (i = 1, . . ., 9), where G1 = K3, G2 = P4, G3 = X31, G4 = P5,
G5 = C5, and G6, G7, G8, G9 which are deﬁned in [20] are displayed in Fig. 2, have exactly two negative
eigenvalues, respectively.
Lemma 3.2 [20]. A graph G has exactly two negative eigenvalues if and only if its canonical graph is one
of the graphs Gi (i = 1, . . ., 9).
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Fig. 2. Graphs G6, G7, G8 and G9.
In the following, we always assume that G is a graph with the degree sequence d1(G) d2(G)
 · · · dn(G).
Lemma 3.3 [12]. Let G be a graph with n vertices and m edges. Then some of the coefﬁcients in PL(G)(μ)
are
q0 = 1; q1 = −2m; q2 = 2m2 − m − 12
∑n
i=1 d2i (G); qn−1 = (−1)n−1nS(G); qn = 0, where m is
the number of edges of G, and S(G) is the number of spanning trees in G.
Lemma 3.4 [6]. Let
An =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
−α + b c 0 · · · 0 0
a b c · · · 0 0
0 a b · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · b c
0 0 0 · · · a −β + b
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
If a = c = 1, b = −2, α = β = 0, then the eigenvalues of An are λk(An) = −2 + 2 cos kπn+1 , k =
1, 2, . . ., n.
Lemma 3.5. The second largest Laplacian eigenvalue of Un,p is less than 4.
Proof. Deleting from L(Un,p) the row and column that the vertex of degree n − p + 2 corresponding
to, we obtain a principal submatrix of L(Un,p), which is denoted by M. By Lemma 3.4, we have λ1
(M) < 4, where λ1(M) denotes the largest eigenvalue of M. By Lemma 2.4, μ2(Un,p) λ1(M) < 4 is
obtained. 
Similarly, we can get the following lemma.
Lemma 3.6. The second largest eigenvalue of Un,p is less than 2.
Lemma3.7 [9,16]. Let G be a connected graph onn verticeswith at least one edge. Thenμ1(G)	(G) + 1,
where 	(G) is the maximum degree of G, with equality if and only if 	(G) = n − 1.
Lemma 3.8 [13]. Let G be a graph. Then
μ1(G) 2 +
√
(d1(G) + d2(G) − 2)(d1(G) + d3(G) − 2).
Lemma 3.9 [14]. Let G be a connected graph with n 3 vertices. Then μ2(G) d2(G).
Lemma 3.10 [3]. If G is a bipartite graph, for each eigenvalue θ of G, −θ is also an eigenvalue, with the
same multiplicity.
Wedeﬁne theunionofG1 andG2, denotedbyG1 ∪ G2, tobe thegraphwithvertex setV(G1) ∪ V(G2)
and edge set E(G1) ∪ E(G2). If G1 and G2 are disjoint, we denote their union by G1 + G2.
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Fig. 3. Graphs Gk,m and Gk−1,m+1.
Lemma 3.11 [1]. Suppose that G is a simple graph on n vertices and n 2. Then η(G) = n − 2 if and only
if G is isomorphic to Kn1,n2 + kK1, where n1 + n2 + k = n, n1, n2, k > 0.
Here, we quote a deﬁnition in [11], a k-tour, which is deﬁned as a close walk of length k which has
an orientation and a ﬁxed vertex where it begins and ends, and we use N(G) to denote the number of
4-tours in G. If v is a vertex of G, we use G − v to denote the graph obtained from G by deleting the
vertex v together with its incident edges.
Lemma 3.12. Let u, v be two vertices of connected graph G and Gk,m be the graph deﬁned as in Fig. 3. If
dGk,m(v) dGk,m(u) 3, then N(Gk−1,m+1) > N(Gk,m).
Proof. Compared with Gk,m − uk , three types of 4-tours are added in Gk,m: the 4-tours started at uk ,
u, the neighbors of u in Gk,m other than uk , and the numbers of them are dGk,m(u), 1 + 2(dGk,m(u) −
1), dGk,m(u) − 1, respectively. So N(Gk,m) = N(Gk,m − uk) + 3dGk,m(u) − 2. Similarly, N(Gk−1,m+1) =
N(Gk−1,m+1 − vm) + 3dGk−1,m+1(v) − 2. Since Gk,m − uk = Gk−1,m+1 − vm and dGk−1,m+1(v) =
dGk,m(v) + 1 > dGk,m(u), N(Gk−1,m+1) > N(Gk,m) is obtained. 
Theorem 3.13. Un,p is determined by its Laplacian spectrum.
Proof. Let G be a graph cospectral with Un,p with respect to its Laplacian spectrum. By Lemma 2.2, G
has the same number of vertices and edges as Un,p. In addition, G has only one component. So G has a
unique cycle, which is denoted by Cl = v1v2· · ·vl . According to Lemma 3.3, G has the same number of
spanning trees as Un,p, so we have l = p. If n − p = 1, then G∼=Un,p andwe have completed the proof.
So, in the following we always assume that n − p 2.
Claim 1. d1(G) 4.
Otherwise, d1(G) 3. Suppose that G has x vertices of degree 1, y vertices of degree 2, z vertices
of degree 3. By Lemma 3.3, we obtain that
∑n
i=1 d2i (G) =
∑n
i=1 d2i (Un,p). Since G has n vertices and n
edges, we have⎧⎨⎩
x + y + z = n,
x + 2y + 3z = 2n,
x + 4y + 9z = (n − p) + 4(p − 1) + (n − p + 2)2.
The above equation system has the solution:⎧⎪⎨⎪⎩
x = (n−p)(n−p+1)
2
y = n − (n − p)(n − p + 1)
z = (n−p)(n−p+1)
2
.
Sinceanyvertexofdegree1cannotbeavertexof thecycleCl ,weget that l n − x = n − (n−p)(n−p+1)2 .
By simple calculations, we get that n − (n−p)(n−p+1)
2
< p for n − p 2. So l < p, which is a contra-
diction.
If n − p = 2, Claim 1 implies that d1(G) = 4, that is, G∼=Un,p. Otherwise, we have the followings.
Claim 2. For some 1 i l, d(vi) = d1(G).
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Otherwise, there exists a vertex u ∈ V(G) \ V(Cl) such that d(u) = d1(G). For some 1 j l, we
assume that d(vj , u) = min1 k l d(vk , u). Denote the shortest path from vj to u by P = vjvp+1· · ·u.
Let G′ = G − vjvp+1. Denote the component of G′ containing a cycle by G1, and the remained one by
G2. Then by Lemma 3.1, μ1(G1)μ1(Cp) 4. Since d1(G2) d1(G) − 1 3, by Lemma 3.7, we have
μ1(G2) 4. So μ1(G′)μ2(G′) 4. By Lemma 3.1, μ1(G) 4, which contradicts Lemma 3.5.
Combining Lemmas 3.5 and 3.9, we get d2(G)μ2(G) < 4.
Claim 3. d2(G) = d3(G) = 2.
Otherwise, we may assume that d2(G) = 3. Since G contains a cycle Cl , we have d3(G) 2. Let
d(vl) = d1(G).
Case 1. d3(G) = 3.
Then |V(G) \ (V(Cl) ∪ NG(vl))| 2,wehave d1(G) n − p. By Lemma3.8,we get thatμ1(G) 2 +
(d1(G) + 1) = d1(G) + 3 n − p + 3,which contradicts the fact thatμ1(Un,p) > n − p + 3 that can
be obtained from Lemma 3.7.
Case 2. d3(G) = 2.
Let d(v) = d2(G). If v ∈ V(G) \ V(Cl), or v ∈ V(Cl) and dG(u) 2 (in fact, dG(u) = 2, since d3(G) =
2), where u ∈ NG(v) \ V(Cl), or v ∈ V(Cl) and there exists a vertex w ∈ NG(vl) \ V(Cl) such that
dG(w) = 2, then |V(G) \ (V(Cl) ∪ NG(vl))| 2. Similar to the above case, we can get a contradiction.
Otherwise, v ∈ V(Cl), dG(u) = 1, where {u} = NG(v) \ V(Cl), and dG(w) = 1 for any vertex w ∈
NG(vl) \ V(Cl). Then there are n − p vertices of degree 1, p − 2 vertices of degree 2, 1 vertex of
degree 3 and 1 vertex of degree n − p + 1 in G. So∑ni=1 d2i (G) = (n − p + 1)2 + n + 3p + 1. While∑n
i=1 d2i (Un,p) = (n − p + 2)2 + n + 3p − 4, by simple calculations, we get that
∑n
i=1 d2i (G) /=∑n
i=1 d2i (Un,p) for n − p 3, which is a contradiction.
Combining theabovearguments,weget that thereared1(G) − 2verticesofdegree1,n − d1(G) + 1
vertices of degree 2 in G. By Lemma 2.5, we have
∑n
i=1 d2i (G) =
∑n
i=1 d2i (Un,p). So
d1(G) − 2 + 4(n − d1(G) + 1) + d21(G) = n − p + 4(p − 1) + (n − p + 2)2,
which implies that d1(G) = n − p + 2, and G is isomorphic to Un,p.
This completes the proof. 
The main idea of the following proof is from Theorem 5.1 in [11].
Theorem 3.14. If p is odd, Un,p is determined by its adjacency spectrum.
Proof. Let G be a graph cospectral with Un,p with respect to its adjacency spectrum, where p is odd.
Then G has the same number of vertices and edges as Un,p. In addition, G and Un,p have the same
number of k-tours. By Lemma 3.6, the second largest eigenvalue of G is less than 2. If G is disconnected,
eigenvalue interlacing implies that only one component can have an eigenvalue no less than 2 and
hence contains a cycle. As we know that G has no k-tours with k < p, k is odd, and that G has 2p
p-tours and hence one cycle C is of length p. Moreover, G and Un,p have the same number of (p + 2)-
tours. In Un,p there are two types of (p + 2)-tours: tours around the cycle where one edge is used
three times (there are precisely 2p2 of these), and tours around C that go one step up and down the
tails of Un,p (there are 2(2n − p) such (p + 2)-tours). So G has the same number of (p + 2)-tours.
Clearly G also has 2(p2 + n − p) (p + 2)-tours around C. If C is a component or there are less than
n − p edges between C and the other vertices of G, then G has less than 2(p2 + n − p) (p + 2)-tours,
a contradiction. Therefore, there must be exactly n − p edges between C and the other vertices of G.
Since |V(G) \ V(C)| = n − p, the n − p edges must be all pendent edges. Since G and Un,p have the
same number of 4-tours, by Lemma 3.12, we getG∼=Un,p, otherwiseG has less 4-tours thanUn,p, which
is a contradiction. 
If p is even, whether Un,p is determined by the adjacency spectra? The answer is unknown. The
most difﬁcult problem seems to show its connectivity. In the following, we mainly discuss the graph
Un,4 (n 5), since U4,4 = C4 has been proved to be determined by its adjacency spectrum in [4].
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If the path Pk is the canonical graph of a graph G, we write G = Pk(|C1|, |C2|, . . ., |Ck|), for 1 i k.
Obviously, Pk(|C1|, |C2|, . . ., |Ck|)∼= Pk(|Ck|, |Ck−1|, . . ., |C1|).
Theorem 3.15. Un,4 (n 5) is determined by its adjacency spectrum except the following cases:
(1) for U10,4, all its cospectral graphs are P4(4, 1, 3, 1) + K1, P5(1, 1, 2, 2, 1) + 3K1;
(2) for U11,4, all its cospectral graph is P5(1, 1, 4, 1, 2) + 2K1 only;
(3) for U19,4, all its cospectral graph is P4(5, 2, 3, 1) + 8K1 only;
(4) for U49,4, all its cospectral graphs is P4(3, 3, 10, 1) + 32K1 only;
(5) for U52,4, all its cospectral graphs are P4(3, 4, 8, 1) + 36K1, P4(4, 6, 4, 1) + 37K1, P4(1, 24, 1, 4) +
22K1, P4(2, 11, 2, 2) + 34K1, P4(24, 2, 1, 2) + 23K1;
(6) for Un,4, if n = 8k + 4, where k is a positive integer and k /= 6, then all its cospectral graphs are
P4
(
4, n−4
8
, 4, 1
)
+
(
7n+4
8
− 9
)
K1, P4
(
1, n
2
− 2, 1, 4
)
+
(
n
2
− 4
)
K1, P4
(
2, n
4
− 1, 2, 2
)
+
(
3n
4
− 5
)
K1, P4
(
n
2
− 2, 2, 1, 2
)
+
(
n
2
− 3
)
K1; if n = 4k + 2, where k is a positive integer
and k 3, then all its cospectral graphs are P4
(
1, n
2
− 2, 1, 4
)
+
(
n
2
− 4
)
K1, P4
(
n
2
− 2, 2, 1, 2
)
+(
n
2
− 3
)
K1, P5
(
n−6
4
, 4, 1, 1, 1
)
+
(
3n−14
4
)
K1; if n = 2k,where k /= 4i + 2 and k /= 2j + 2, i, j
are positive integers and k 6, then all its cospectral graphs are P4
(
1, n
2
− 2, 1, 4
)
+
(
n
2
− 4
)
K1,
P4
(
n
2
− 2, 2, 1, 2
)
+
(
n
2
− 3
)
K1.
Proof. Let G be a graph cospectral with Un,4 with its adjacency spectrum. Then η(G) = n − 4. By
Lemma 2.2, G has the same number of vertices and edges as Un,4. In addition, G is bipartite.
We may assume that G has t + 1 components. Since φ(G) = φ(Un,4) = λn−4[λ4 − nλ2 + 2(n −
4)], we can get that G has two positive and two negative eigenvalues. Since G is bipartite, by Lemma
3.10, atmost twoof the t + 1 components are nontrivial (not an isolated vertex). Otherwise,G hasmore
than four nonzero eigenvalues, which is a contradiction. If two of the t + 1 components are nontrivial,
denote them by C1 and C2, respectively. By Lemma 3.11, C1 ∼= Kn1,n2 , C2 ∼= Kn3,n4 , if n+
√
(n−4)2+16
2
and
n−
√
(n−4)2+16
2
are both positive integers, and at least one of which is not prime, where
∑4
i=1 ni =
n − t + 1, n1n2 = n+
√
(n−4)2+16
2
, n3n4 = n−
√
(n−4)2+16
2
. In fact, this case does not exist. Suppose
(n − 4)2 + 16 = p2, which implies that p and n have the same parity. Then n+p
2
and
n−p
2
are positive
integers for n > 4. From the above equation, we get that (p + n − 4)(p − n + 4) = 16. Since (p +
n − 4) − (p − n + 4) = 2n, which implies p + n − 4 > p − n + 4 and they have the same parity, so{
p + n − 4 = 8,
p − n + 4 = 2.
Solving the above equations, we get that p = 5, n = 7. So n1n2 = 6, n3n4 = 1, which contradicts the
fact that C2 is nontrivial. So exactly one of the t + 1 components is nontrivial, which is denoted by C.
By Lemma 3.2, we get that C˜ is P4 or P5, where C˜ denotes the canonical graph of C.
Case 1. C˜ is P4.
Suppose P4 = vxvyvzvs and Vi ∼ vi, |Vi| = i, where i = x, y, z, s.
φ(G) = λn−4
[
λ4 − (xy + yz + zs)λ2 + xyzs
]
. Since G has the same characteristic polynomial as
Un,4, we have⎧⎨⎩
x + y + z + s = n − t, (3.1)
xy + yz + zs = n, (3.2)
xyzs = 2(n − 4) (3.3).
From (3.2), we get that one of xy, yz, zsmust be no less than n
3
. Since xy and zs are symmetric, we may
assume that xy n
3
or yz  n
3
.
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Subcase 1.1. xy n
3
.
From (3.3), we get zs = 2(n−4)
xy
 6 − 24
n
 5. So zs = 1, 2, 3, 4, or 5.
We ﬁrst consider the case zs = 5.
If z = 5, s = 1, from Eqs. (3.2) and (3.3), we get{
x = 3 + n+11
3n−17 ,
y = 3n−17
25
.
As we know that x, y are positive integers, so{
n+11
3n−17  1,
3n−17
25
 1,
which implies n = 14. So we have x = 4, y = 1, n = 14, t = 4, which does not satisfy the condition
xy n
3
. So in this case, the equation system has no proper solution.
If z = 1 and s = 5, from Eqs. (3.2) and (3.3), we get that{
x = 2(n−4)
3n−2 ,
y = 3n−2
5
.
As we can see that x can not be a positive integer, so in this case the equation system has no proper
solution, either.
Similarly, if zs = 1, the equation system has no proper solution.
If zs = 2, we can get that x = n − 4, y = 1, z = 2, s = 1, t = 0; or x = n
2
− 2, y = 2, z = 1, s = 2,
t = n
2
− 3.
Since xy n
3
, we get that n 6.
If zs = 3, we can get that x = 4, y = 1, z = 3, s = 1, t = 1; or x = 5, y = 2, z = 3, s = 1, t = 8;
or x = 1, y = 2, z = 1, s = 3, t = 0.
If zs = 4, we can get that x = 4, y =, z = 4, s = 1, t = 7n+4
8
− 9; or x = 1, y = n
2
− 2, z = 1,
s = 4, t = n
2
− 4; or x = 2, y = n
4
− 1, z = 2, s = 2, t = 3n
4
− 5.
Since xy n
3
, we get that n 12.
Subcase 1.2. yz  n
3
.
In a similar way to Subcase 1.1, we have xs 5. Since x and s are symmetric, in the following, we
always assume that x s.
We ﬁrst consider the case that xs = 5. In this case, the equation system is equivalent to⎧⎪⎨⎪⎩
y + z = n − t − 6, (3.4)
5y + z = 3n+8
5
, (3.5)
yz = 2(n−4)
5
. (3.6)
Combining the condition yz  n
3
with (3.6), we get that n 24. Let (3.5) minus (3.6), 5y + z − yz =
n+16
5
> 5. So z < 5. If z = 4, from (3.5), y = 3n−2
25
. From (3.6), y = n−4
10
. So 3n−12
25
= n−4
10
, fromwhich
we get n = 4, which contradicts the fact that n 24. This means z /= 4. Similarly, we can prove that
z /= 1, 2, 3.
So when x = 5, s = 1, the equation system has no proper solution.
Similarly, if xs = 1, the equation system has no proper solution.
If xs = 2, we get x = 2, y = 1, z = 2, s = 1, t = 0.
If xs = 3, we get⎧⎨⎩
y + z = n − t − 4, (3.7)
3y + yz + z = n, (3.8)
3yz = 2(n − 4). (3.9)
From (3.8) and (3.9), we get that n = 9y2−8y−8
y−2 = 9y + 10 + 12y−2 . Since n and y are positive integers,
we get that x = 3, y = 3, z = 10, s = 1, t = 32; or x = 3, y = 4, z = 8, s = 1, t = 36.
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If xs = 4, we get x = 4, y = 1, z = n
2
− 2, s = 1, t = n
2
− 4; or x = 4, y = n−4
8
, z = 4, s = 1,
t = 7n+4
8
− 9; or x = 2, y = 2, z = n−4
4
, s = 2, t = 3n
4
− 5.
Case 2. C˜ is P5.
Suppose P5 = vxvyvzvsvr and Vi ∼ vi, |Vi| = i, where i = x, y, z, s, r.
φ(G) = λn−4]. Since G has the same characteristic polynomial as Un,4, we have⎧⎨⎩
x + y + z + s + r = n − t, (3.10)
xy + yz + zs + sr = n, (3.11)
xyzs + xyrs + yzrs = 2(n − 4). (3.12)
By Lemma 2.4, we get that xy 3 or sr  3. Without loss of generality, we may assume that sr  3. So
sr = 1, 2 or 3.
We ﬁrst consider the case sr = 3.
If s = 3, r = 1, the above equation system is equivalent to⎧⎨⎩
x + y + z = n − t − 4, (3.13)
xy + yz + 3z = n − 3, (3.14)
3xy + 3xyz + 3yz = 2(n − 4). (3.15)
Combining (3.14) and (3.15), we have 3z(xy − 3) = −(n − 1) < 0. This implies that xy = 1 or 2.
We just take xy = 1 for example. The above equation system is equivalent to⎧⎪⎨⎪⎩
z = n − t − 6,
z = n−4
4
,
z = 2n−11
6
.
So n−4
4
= 2n−11
6
, from which we get that n = 10, z = 3
2
. This contradicts the fact that z is a positive
integer.
Similarly, if xy = 2, the equation system has no proper solution.
If s = 1, r = 3, the equation system has no proper solution.
If sr = 1, we have x = n−6
4
, y = 4, z = 1, s = 1, r = 1, t = 3n−14
4
.
If sr = 2, we have x = 1, y = 1, z = 2, s = 2, r = 1, t = 3; or x = 1, y = 1, z = 4, s = 1, r = 2,
t = 2.
This completes the proof. 
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