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Background
Lidar utilizes remote sensing technology to measure elevations on Earth’s surface. It uses 
lasers to measure distances by illuminating the target and measuring the reflection of the light 
with a sensor. Lidar is commonly used for creating models that show elevations and topography 
of a particular region. It can be used for measuring elevations, as is the case for this project. 
Digital elevation models (DEMs) are the digital representation of land surface elevation with 
respect to any reference datum. Each pixel of an image has a value corresponding to its altitude 
above a datum [1]. The data for this value can come from lidar, ground-truth data, etc. For this 
project, a lidar-derived DEM was used for tidal, storm surge, and marsh evolution modelling 
under SLR scenarios. 
Lidar-derived DEMs in coastal salt marshes contain a persistently high elevation bias 
primarily due to standing water and dense vegetation [2]. This bias becomes especially important 
in microtidal systems (<50 cm of tidal range), which characterizes most of the northern Gulf of 
Mexico. If there is a high bias in the DEM, the model may not ever represent an area of the 
marsh as inundated.  
The scope of this project included adjusting lidar- derived DEMs in the Pascagoula and 
the Apalachee Bay regions (Figure 1) to represent the starting conditions more accurately 
for Marsh evolution modeling (MEM) and hurricane storm surge modeling. MEM is 
projecting how the marsh will evolve under SLR conditions. Hurricane storm surge modeling 
includes determining inundation depth, duration, and extent of a hurricane. In this case, the error 
is irrelevant in peak hurricane storm surge, but it is imperative in determining flow velocities and 
surge timing. 
We propose using a remote sensing method using a machine learning technique called 
random forest to adjust the DEM.  
Methodology cont.
For every DEM pixel that is adjusted using the random forest, the predictor values are four 
reflectance bands (RGB and NIR) and the lidar DEM elevation. ESA’s Copernicus Sentinel 2A lidar 
data was used for the reflectance bands (Figure 2). The lidar imagery for both locations was taken 
from data that contained less than 10% cloud cover.  
A random forest is an ensemble technique, consisting of many decision trees where each decision 
tree is trained on a random subsample of the data to make either a classification or a regression-type 
prediction. Each tree makes its own prediction, and then all predictions are aggregated to produce a 
single prediction from the forest. It was determined that 300 decision trees was the optimum balance 
between computational cost and prediction accuracy. For a regression problem like this one, each tree 
produces one numeric prediction, and these are averaged to produce one aggregate prediction for the 
forest. Each tree makes a prediction of the DEM error for a given point and the predictions are 
averaged to produce one prediction for that location.  
Due to the relatively small number of training data points, we can use the leave-one out technique 
for cross-validation. The cross-validation process is used for validating the model performance to 




Improvements in Lidar acquisition technology  
The data collected for the Apalachee bay region in 2017/2018 is substantially better than the 
2007 data in terms of the high elevation bias (Figure 4). The mean of the error distribution from 
2007 DEM is about 0.65 compared to about 0.16 for the more recent DEM. This difference could 
be attributed to improvements in data collection technology as well as post-processing. 
Most important predictor - DEM 
A feature importance is a built-in outcome from the random forest model generation. It allows us 
to compare how important each predictor is in determining the error. Since the DEM elevation is 
the most important predictor of the error, as evidenced by the largest feature importance, we can 
infer that inundation potential and bare ground visibility matter more than vegetation vigor in 
predicting the error for these locations.  
Non-local topographic data 
It is expected that data from one location could be used to test the model produced on data from 
the other location if the systems were similar. We tested this theory by testing Apalachee Bay 
data on the Pascagoula model, and vice versa. Figure 7 shows that the model relies on having 
data in the marsh within the adjustment domain despite being similar from an ecological 
perspective, the differences in the hydrodynamics require local data for each adjustment.  
Figure 1: Areas of interest include the Pascagoula region (overlaying 
Mississippi and Alabama) and the Apalachee Bay region (Florida)
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Figure 4: Source DEM (left) versus adjusted DEM (right) (zoomed in to St. Marks 
Lighthouse). Adjustment revealed microtopography on the manmade impoundment 
area in addition to land along the coastal areas.  
Figure 7: We tested the Pascagoula data on the Apalachee model (left) and the Apalachee 
data on the Pascagoula model (right). Nonlocal data would not build a good model.
Figure 3: The random forest workflow for the adjustment model 
Figure 6: Histogram comparing lidar DEM error for Apalachee Bay lidar surveys 
collected in 2007 versus 2017 and 2018. 
Figure 5: Leave-one-out validation plots of Apalachee Bay (left) and Pascagoula (right). The 
RF model improved the accuracy by ~69% for Apalachee Bay and ~ 90% for Pascagoula.
Methodology
The DEM adjustments were constrained to Freshwater emergent wetlands and estuarine and 
marine wetlands as characterized by the National Wetland Inventory. The marsh systems for both 
locations are similar ecologically. They are dominated by Juncus, aka black needlerush, with spartina 
on the fringe of the open water areas.  
Source data for the lidar-derived DEM was obtained from a combination of USGS/FDEM 
products and acquired from NWFWMD for Apalachee Bay (2017, 2018, 2007 respectively). For the 
Pascagoula DEM, a USGS product from 2014 was used. For Apalachee bay, the DEMs were 
mosaiced together with the most recent data taking preference (2018).  
Ground truth data, collected via real time kinematic Global navigation satellite system (RTK 
GNSS), was used in combination with the predictor values to train the random forest model. Dr. 
Medeiros and other members of the project team collected 377 spot elevations in Apalachee Bay in 
March 2018 and 610 spot elevations in Pascagoula in March 2019. The Sentinel 2A MSI imagery was 
also acquired during these times. In St. Marks, FDOT’s FL Permanent Reference Network (FPRN) 
was used for virtual reference station (VRS) corrections. In Pascagoula, the Gulf Coast Geospatial 
Center Real Time Network operated by the University of Southern Mississippi was used for 
single-base corrections. 
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Figure 2: European Space Agencies Sentinel-2A MSI data used as predictor values for the random 
forest. These bands are available at 10m resolution. Downloaded Level 1C TOA reflectance and 
post-processed to level 2 BOA reflectance using ESA SNAP software.
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        Identity Line
        Random Forest: R^2 = 0.817
        Linear Regression: R^2 = 0.757
