Utah State University

DigitalCommons@USU
All Graduate Theses and Dissertations

Graduate Studies

12-2022

Pronghorn Space-Use Ecology in Utah
Veronica A. Winter
Utah State University

Follow this and additional works at: https://digitalcommons.usu.edu/etd
Part of the Ecology and Evolutionary Biology Commons

Recommended Citation
Winter, Veronica A., "Pronghorn Space-Use Ecology in Utah" (2022). All Graduate Theses and
Dissertations. 8646.
https://digitalcommons.usu.edu/etd/8646

This Thesis is brought to you for free and open access by
the Graduate Studies at DigitalCommons@USU. It has
been accepted for inclusion in All Graduate Theses and
Dissertations by an authorized administrator of
DigitalCommons@USU. For more information, please
contact digitalcommons@usu.edu.

PRONGHORN SPACE-USE ECOLOGY IN UTAH
by
Veronica A. Winter
A thesis submitted in partial fulfillment
of the requirements for the degree
of
MASTER OF SCIENCE
in
Ecology

Approved:

__________________________
Tal Avgar, Ph.D.
Major Professor

__________________________
Eric Thacker, Ph.D.
Committee Member

_____________________________
Mary Conner, Ph.D.
Committee Member

__________________________
D. Richard Cutler, Ph.D.
Vice Provost of Graduate Studies

UTAH STATE UNIVERSITY
Logan, Utah
2022

ii

Copyright © Veronica A. Winter 2022
All Rights Reserved

iii
ABSTRACT
Pronghorn Space-use in Utah
by
Veronica A. Winter, Master of Science
Utah State University, 2022
Major Professor: Dr. Tal Avgar
Department: Wildland Resources
Species-distribution and habitat-selection models often use data from a small
geographic area over short periods of time to extrapolate species relative abundance across
large geographic areas at a future point in time. They often suffer from low transferability
because the habitat attributes and the animal’s behavioral response to those attributes vary in
space and time.
Here I describe my efforts to produce a more transferable predictive distribution model
while also bettering our understanding of habitat selection of pronghorn (Antilocapra
americana). I report the findings of a statewide analysis of seasonal habitat selection using data
from 238 individuals across three years. My analysis combines individual-year-season specific
exponential habitat-selection models, combined with weighted mixed-effects regressions of the
selection coefficients to understand and predict drivers of habitat selection across space and
time.
I found a tremendous amount of variation in both the magnitude and direction of
selection coefficients across seasons, but also individuals, geographical regions, and years. I was
able to attribute 29-50% of this variation to season, migratory status, sex, and regional
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variability in resources, conditions, and risks (availability dependencies). I then used my results
to predict population-level, spatially and temporally dynamic, habitat-selection coefficients
across the state, resulting in a temporally dynamic map of pronghorn distribution at a 30 m
resolution but an extent of 220,000 km2. Lastly, I contrasted the resulting predictions with
validation space-use data that were left out of the model fitting procedure.
(62 pages)

v
PUBLIC ABSTRACT
Pronghorn Space-use in Utah
Veronica A. Winter
Pronghorn are viewed as a quintessential part of the landscape in the American West.
Found only in western North America, pronghorn is a unique species, having historic ranges
within prairie, shrubland-steppe, and desert habitat across the continental west. Even though
they have been present on this landscape since the last ice age, little is known of pronghorn
ecology. There has been growing concern over the impact anthropogenic features, such as
development, agriculture, and roads are having on migration, seasonal range conditions, and
overall population dynamics. The aim of this thesis is to investigate factors that may be
important for pronghorn ecology and decipher links between where animals spend their time,
their migration tendency, and environmental drivers. I used an updated model framework to
draw inference on pronghorn habitat selection across the state of Utah. In doing so, I was able
to create predictive distribution maps that can be utilized for areas where data may be lacking
and/or under future conditions. This work can be of use to managers and decision makers to aid
in conservation of pronghorn throughout Utah and the West.
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PROLOGUE
Animals exhibit distinct classes of movement behaviors that can vary at different
spatiotemporal scales. Migration is one class of annual movement behavior in which individuals
will travel between home ranges at seasonal intervals (Dingle and Drake 2007). This alternation
between seasonal ranges is hypothesized to be driven by benefits such as reduced predation
risk, mating, and increasing access to higher-quality forage (Avgar et al. 2014). Range residency
and nomadism are additional classes of movement patterns driven by phenology and landscape
factors, which dictate range occupancy and population distribution strategies (Mueller and
Fagan 2008, Mueller et al. 2011). It is by examining these movement patterns that we may gain
a deeper understanding of the contribution of an individual’s behavior to population
distributions and viability at the seasonal and annual spatiotemporal scale.
Populations with diverse life-history strategies have higher stability in changing
environments — a phenomenon known as the portfolio effect (Schindler et al. 2010). Within the
context of habitat selection, a population comprised of individuals that use a diverse portfolio of
tactics and are flexible in their space use is predicted to be more stable in comparison to a
population more rigid (Lowrey et al. 2019). Within these portfolios, individuals can present
different behavioral reactions at differing spatiotemporal scales. A single individual can present
a variety of behavioral responses to any environmental gradient (Dingemanse et al. 2010).
Individual variation and the resulting diversity in population-level strategies can be attributed to
a series of different inter and intra-individual responses to environmental stimuli across space
and time (Agrawal 2001, Webber et al. 2020). The individual can present a fixed response or a
flexible response to environmental variation giving rise to space use patterns that drive
demographics in a population (Smiseth et al. 2008, Dingemanse et al. 2010). Examining the role
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of environmental drivers on the individual variation and subsequent space-use of individual has
the potential to quantify the relationship between individual movement behavior and vital
rates, population-level space use strategies, local population growth and, ultimately, the longterm population persistence.
North Americas’ only extant, endemic ungulate is the Pronghorn (Antilocapra
americana), which has historical ranges within prairie, shrubland-steppe, and desert habitat in
the continental west (Berger 2004). Pronghorn have an average lifespan of 9 years but can live
upwards of 15 years. Their primary diet of consists of forbs and grasses, although this varies
with season and availability. In Winter, pronghorn primarily feed on sagebrush and in Spring,
pronghorn will feed on newly emergent, high-quality grasses and forbs. Due to their residence
on rangeland and arid climates, pronghorn have adapted to survival in these environments
through increasing their efficiency in maintaining water. They are able to reduce their water
intake through decreasing food intake when conditions are harsh. Forbs are also high in water
content and help pronghorn maintain water balance during difficult times, such as gestation and
lactation. Biologically, pronghorn have concentrated urine which aids in minimizing water loss
and are able to conserve further water loss through concurrent exchange of oxygen (Yoakum
1978). However, during long movements or sprints, pronghorn are able to ‘cool’ their system
with counter-current exchange of oxygen flow to their brain (O’Gara et al. 2004). Pronghorn
begin reproducing around 16 months of age and breed until 8 – 10 years. They typically birth
twins and on occasion, triplets, in the healthy rangelands in their northern range and more
commonly birth single fawns in their southern ranges. Fawns are mobile within the first week of
birthing and reach adult size at two years. The pronghorn’s ability to adapt to harsh conditions
has aided in its survival dating back to the early Miocene era (O’Gara et al. 2004, Yoakum 1978).
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Despite their adaptations and long history on the landscape, the species has undergone
recent population declines across the wide geographic range, which has sparked a growing
interest in investigating their ecology (Beale and Smith 1970, Byers 1997, Poor et al. 2012).
Pronghorn population dynamics are being altered by anthropogenic disturbance and climate
change (Gedir et al. 2015a). These changes are often accompanied by arrested landscape-scale
movements. In Yellowstone National Park for example, less than 70% of pronghorn retain only
one of two annual migration routes, while the rest remain on their winter range year-round
(White et al. 2007). These characteristics suggest that the pronghorn may serve as an excellent
focal species for determining the extent of anthropogenic landscape impacts on wildlife.
Pronghorn ranges overlap with a suite of potential beneficiary species, such as elk (Cervus
elaphus), mule deer (Odocoileus hemionus), white-tailed deer (Odocoileus virginianus), bighorn
sheep (Ovis canadensis), and bison (Bison bison (Byers 1997, Berger 2004)). Investigating
potential causal links between pronghorn range conditions, movement behavior, and
demographic performance can thus offer insights into their current and future population
viability, as well that of beneficiary species (Lambeck and Hobbs 2002, Fagan et al. 2013,
Hernandez-Camacho et al. 2015, Che‐Castaldo et al. 2018).
Pronghorn in Utah are not abundant, despite being widespread across the state (Beale
and Smith 1970) and their seasonal migration strategies, including drivers and ranges, are
largely unknown. Pronghorn reside across several wildlife management areas in the state of
Utah. In this study, I focus on eight: Plateau, Cache County, Southwest desert, West desert,
Antelope Island, Woodruff, North Slope, and Dugway County. These management areas are a
mixture of private and public lands. Antelope Island is a managed state park with hunting
permitted, few roads, and large patches of undisturbed land. The Southwest desert
management area is currently being considered for solar energy development. This is an area of
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concern for the pronghorn, a species that has reacted variably to energy development (Sawyer
et al. 2019, Milligan et al. 2021) and could potentially have implications for this population. In
the West desert, as well as Plateau, Woodruff, Cache and Dugway counties — highways and
livestock fencing with no underpass option are potentially impermeable for the species and can
alter their movements. Investigating these management areas of varying conflict and/or
concern will allow for evaluation of a full scope of the spatial, temporal, and demographic
influence of anthropogenic activities to pronghorn.
In this thesis, I investigate pronghorn distribution across space and time, creating a path
to link variability in space-use patterns and environmental drivers to fitness consequences.
Additionally, I quantify the migratory history of individual pronghorn and drivers of selection
behavior, to gain a better understanding of population-level distribution patterns. By identifying
the drivers of space-use, we hope to identify key influential factors that can inform future
management of pronghorn and their beneficiary species alike.

5
INTRODUCTION
The central aim of ecology is to understand why species are found where and when they
are found (Yates et al. 2018). Ecologists draw inference about why an organism is present at a
particular location in geographic space by comparing the attributes of environmental space
where an organism is found to the attributes of environmental space at geographic locations
where the organism could be found (i.e., the resources, risks, and conditions that collectively
comprise an organism’s habitat). This comparison between what organisms use and what they
could use is facilitated by a class of models that I will refer to as species-habitat association
analyses (SHAA). SHAA includes species-distribution models (SDMs), resource-selection
functions (RSFs), and their respective variations developed to accommodate different data types
and relax model assumptions (Matthiopoulos et al. 2015, 2020, Fieberg et al. 2021). Drivers of
species presence inferred from SHAA can be used to guide habitat improvements through the
manipulation of resources, risks, and conditions to meet population management objectives
(Matthiopoulos et al. 2015). Still, the allure of SHAA and their prevalence in the ecological
literature is tied to the promise of their predictive capabilities, rather than their capacity for
inference. Using correlations between an organism’s presence and habitat attributes in
environmental space, SHAA can be used to predict the probability of habitat use in geographic
space based on the suite of environmental characteristics at any given location (Matthiopoulos
et al. 2015). The value of SHAA is that they can be used to predict where a species will occur
outside of space and time it was observed based on habitat attributes (Matthiopoulos et al.
2011). The predictive capabilities of SHAA have been used to address fundamental questions in
both applied and theoretical ecology, including delineating habitat for conservation (Johnson et
al. 2004), prioritizing translocations (Guisan et al. 2013), assessing anthropogenic impacts on
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wildlife (Street et al. 2015), forecasting species’ responses to climate change (Kleiven et al.
2018), evaluating the potential for disease outbreaks (Beale and Lennon, 2012) or spread of an
invasive species (Barbet-Massin et al. 2018), and quantifying niche overlap (Buckley et al. 2010).
However, a recent emphasis on the validation of predictive SHAA models reveals that most fall
short of their promised powers of projection, suffering from poor model transferability when
results are extrapolated beyond the place or time the model was fit (Paton and Matthiopoulos
2016).
SHAA transferability may be limited by sampling design, biological variation, and
artifacts of the statistical analysis. The habitat that an organism could use — its availability
domain — is typically unknown and question-specific. The spatial extent of the availability
domain is often imposed by a combination of species biology and sampling design. However, the
inference drawn from SHAA about the drivers of an organism’s space-use behavior may change
based on the habitat deemed available to that organism. For example, an obligate grazer may
strongly select for habitat with more grass when grasses are scarce. As grass becomes
ubiquitous on the landscape, the grazer will no longer need to select habitat based on the
presence of grass because it is widely available, leading to availability-dependent habitat
selection (also known as a ‘functional response’ in habitat selection; (Godley et al. 1999,
Mysterud et al. 1999, McLoughlin et al. 2010, Matthiopoulos et al. 2011). Because the habitats
available to the animal at any given point in space and time depend on the spatial extent of
availability, availability-dependent habitat selection can be manifested as extent dependent
habitat selection (Paton and Matthiopoulos 2016, Prokopenko et al. 2017). Availability
dependence constrains the predictive potential of SHAA because correlations between
attributes of environmental space and habitat use may only be relevant for the place, time, and
spatial scale of the data used to fit the model. Conversely, availability dependence, if adequately
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accounted for, can be harnessed to enhance our capacity to transfer SHAA across space and
time.
Individual organisms in SHAA are often treated as sampling units to draw inference
about the habitat-selection behavior of a population or a species. However, individuals differ
from one another because of genetic variation, epigenetic expression of traits, maternal effects,
dissimilar social environments, and the effects of memory and experience, which may result in
variation in habitat selection (Fieberg et al. 2021, Bastille-Rousseau and Wittemyer 2022).
Underlying environmental variation (as well as an individual’s physiological condition) may also
change the predominant drivers of habitat selection in space and time as avoidance of risk,
pursuit of resources, and mitigation of unfavorable conditions alternate as the primary
motivator of habitat selection behavior (Hirzel and Le Lay 2008). Biological variation between
individuals extends to include biological variation between aggregations of individuals
(populations, subspecies, etc.) that arises synergistically from differences between individuals
and their experiences in environmental space. Biological variation limits SHAA transferability as
individuals (or their aggregations) may exhibit different behavioral responses to identical
attributes of environmental space. Whereas SHAA are typically used to draw inference and/or
predict at the population or species levels, biological variation may act to attenuate or even
invalidate SHAA predictions.
Overfitting may also restrict SHAA model transferability. Models that are overfitted
(include too many parameters or overestimated effects sizes; Werkowska et al., 2016), or that
treat correlation between model parameters as constant (Radchuk et al. 2019), lack the
generality to predict habitat-selection behavior in novel systems. The lack of predictive power is
due to the inherent underestimation of error around the selection parameters, resulting in
either bias or inflated confidence. SHAA that utilize GPS data are prone to underestimating error
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due to the violation of their independent-sampling assumption (no correlation between data
points) (Graham et al. 2008). In reality, GPS data are correlated, and biases in standard error
estimation arise. For SHAA to realize their full predictive potential, availability dependence,
individual variation, and bias in parameter uncertainty and error estimation propagation must
all be adequately accounted for.
Recent improvements have been made to SHAA to increase their predictive
performance. Matthiopolous (2011) proposed a generalized functional response SHAA that
accounts for availability dependence by allowing selection coefficients to interact with habitat
availability. An expansion of this model, the point-by-point generalized functional response,
permits each used location to have its own defined area of availability, acknowledging that an
organism most likely makes a behavioral decision based on its immediate surroundings (Paton
and Matthiopoulos 2016). Moreover, the proliferation of mixed models in ecology and their
integration into SHAA has helped to control for individual variability in habitat selection
behavior. However, these model corrections are opaque to most users because they operate
behind layers of statistical machinery. The “black box” formulation of many SHAA prevents users
from partitioning the sources of variation that restrict model transferability. Understanding why
a model is not generalizable is the first and most essential step for addressing issues of
transferability that are species- and system-specific. Most current SHAA are also not spatially
nor temporally explicit, meaning that they do not allow habitat selection coefficients to vary in
space and time. However, if an individual’s habitat selection behavior is a response to its local
environment, selection coefficients will likely better predict behavior if they are spatiotemporally variable. Developing spatially explicit SHAA that allows users to partition sources of
variation is the next step to realizing the predictive potential of these powerful analytical tools.
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Here, I introduce an improved three-part SHAA – an approach I’ve termed ‘Variance
Partitioning Species-Habitat Association Analysis’ (VP-SHAA)- that is spatially explicit and
transparent in its partitioning of variance to enhance model predictive performance. The VPSHAA workflow uses an exponential RSF fitted to each individual-season-year data fold,
including covariates that capture attributes of the individual and its physical environment in step
1. In step 2 of the workflow, I “tame” the selection coefficients using a mixed modeling
approach that controls for individual variability through a combination of random effects and
inverse-variance weighting, availability dependencies, and correlation between model
coefficients. The result of the second stage of this model is series of spatio-temporally dynamic,
population-level selection coefficients that better predict habitat use in novel environments
than conventional approaches. In part 3, I implement a predictive component to interpolate
species selection across a large geographic gradient. In this workflow, I address availability
dependence by applying availability domains with a uniform spatial extent to each individualseason-year of my data. I also extrapolate my model results using a spatial grain that matches
the spatial extent of my availability domain. I account for the influence of temporal variation in
environmental space on habitat selection behavior by splitting my data into season-year
groupings.
The predictive ability of SHAA in novel environments will become increasingly important
under the threat of global climate change. Parts of the world, including the western United
States, are already experiencing climatic conditions unobserved in recent history (Beniston and
Stephenson 2004, Feller and Vaseva 2014). The megadrought that has plagued the American
southwest for the past 22 years has produced the driest conditions seen in that region for the
past 1200 years (Williams et al. 2020). Drought conditions may affect the underlying
physiological drivers of habitat selection through changes to resources, potentially altering
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behavior after accounting for availability-dependent constraints. Extreme events, like the
megadrought, may also result in novel dimensions of environmental space where it will be
increasingly challenging to predict how organisms will respond behaviorally. SHAA that control
for availability dependence and focuses on the most fundamental relationships between an
individual and its environment will be most useful for answering questions of conservation
concern in a rapidly changing environment.
Pronghorn (Antilocapra americana), North America’s only extant endemic ungulate, are
an ideal species to test the inferential and predictive capabilities of the VP-SHAA workflow
because they are considered habitat specialists, yet are wide-ranging, and relatively
understudied in the literature compared to other game species in the western US. Historically,
pronghorn were found in the prairie, shrubland-steppe, and desert habitat of continental west
(Berger 2004). However, both the species’ range and population size have declined over time
because of habitat loss, anthropogenic development, and climate change-induced changes to
habitat quality (Gedir et al. 2015b). As a charismatic game species endemic to the western US,
there is a growing societal interest in conserving pronghorn (Beale and Smith 1970, Byers 1997,
Poor et al. 2012). However, data on pronghorn ecology to support scientifically informed
conservation decisions is scarce. In my study, I will draw inference about drivers of pronghorn
habitat selection in Utah using a longitudinal, state-wide GPS collaring dataset.
The objectives of my study are five-fold. First, I will introduce a new three-part method
of spatially explicit SHAA that will improve model transferability. Second, I will draw inference
about the drivers of pronghorn habitat selection in Utah. Third, I will evaluate availability
dependence in habitat selection. Fourth, I will evaluate the consequences of drought conditions
in the American West after accounting for availability dependence. And fifth, I will evaluate the
predictive performance of the VP-SHAA workflow for pronghorn in Utah. My goal is to improve
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the predictive performance of SHAA through the contribution of a new methodology, as well as
to provide resource managers in Utah with information on pronghorn habitat selection to
support species’ management and conservation efforts.
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MATERIALS AND METHODS
Methodological approach
Before detailing my methods, I provide a brief overview of my approach for estimating
and partitioning variation in habitat selection behavior across space and time, with specific
application to pronghorn in Utah. My proposed methodology encompasses appropriate data
preparation (A), modeling (B), and prediction (C) to address both inferential (steps 1-5) and
predictive (steps 1-7) questions, providing researchers with a flexible workflow to explore
species-habitat relationships (Figure 1). The goal of my workflow is to evaluate population-level
habitat selection as an aggregation of individual’s habitat selection behaviors, controlling for
temporal and availability dependence.
Data Preparation
1. What is the appropriate temporal frame for the data?
I partitioned each animal’s positional data into month-year temporal data folds. I
selected four focal months of data for my analysis that capture a pronghorn’s spring migration
(April), summer ranging (July), fall migration (November), and winter ranging (February)
behavior over the three years of data (2018 – 2020). My four focal months account for the
periods of seasonal environmental variation in temperate climates and the resource needs of
pronghorn that may affect habitat selection and the subsequent space-use behavior of
pronghorn (McLoughlin et al. 2010).
2. What spatial extent is appropriate for this question?
For each individual-month-year data fold, I delineated 10 x 10 km square availability
domain centered on the individual’s position mid-month (the 15th of each month at noon). I
chose to use a 100 km2 extent based on visual inspection of the distribution of the sizes of
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pronghorn monthly home ranges. By applying the same availability extent to all data folds, I
controlled for extent-driven availability dependence (McLoughlin et al. 2002, Van Beest et al.
2010, Prokopenko et al. 2017).

Figure 1: VP-SHAA workflow. Shapes associated with stages in A. data preparation, B. modeling,
and C. producibles.

3. What habitat covariates are important to the species’ ecology and question of interest?
I selected a suite of environmental covariates that receive support in the primary
literature as drivers of ungulate habitat use (Table 1) and extracted covariate values from
remotely- sensed products at a 30 x 30 m (900 m2) spatial grain within the spatial-extent defined
by the availability domain (see section B. 4). For habitat covariates with a temporal grain finer
than my chosen period (one month), I calculated the mean covariate value for each grid cell
across the period to produce a single spatial raster representing the time-averaged covariate. All
environmental covariates were projected to the same 900 m2 grid. Since selection is contingent
on the scale of availability, step 3 standardizes the spatial and temporal grain which allows the
user to make proper inference and predictions.
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Modeling
4. Habitat selection function (HSF) decisions
Using an exponential habitat selection function (or eHSF), I compared the covariate
values of used vs. available points within each individual-season-year data fold to estimate a
habitat-selection coefficient and its standard error for each of the seven covariates (Table 1).
Because the number GPS points per individual per month differed, data folds contained
different numbers of used points, ranging from 70 to 367 data points, with a median value of
318 points. I defined available points as each 900 m2 cell within the 100 km2 extent, resulting in
111,111 available points per availability domain (but note that small variations around this
number may occur due to spatial misalignments between the availability domain and the
underlying 900 m2 grid). The goal of Step 4 is to estimate individual habitat selection coefficients
using individually assigned availability domains for each season-year.
5. Mixed-effect model structure
I used the values of each habitat-selection coefficient as the response variable in a
covariate-specific linear mixed-effects model to partition among-fold variance in habitat
selection between individual, temporally dependent, availability dependent, and environmental
drivers. I included individual sex, residence status and season (temporally dependent variation),
mean habitat value within the availability domain during that month (availability-dependent
variation), mean weather conditions, and non-focal habitat components (environmental
variation) as fixed effects in each model (Table 3). Further temporal dynamics were accounted
for through the inclusion of interactions between mean weather conditions and season, sex, and
residence status. Correlation between coefficients was accounted for by including the expected
values previously modeled (marginal predictions from the preceding mixed-effects models in the
series, corresponding to the order of covariate appearance in the individual eHSFs). For
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example, the mixed-effect model for the selection coefficient for terrain roughness (the 2nd
covariate in the eHSF) included as a predictor the marginal predictions of the mixed-effect
model for the selection coefficient for elevation (the 1st covariate in the eHSF). I allowed the
intercept (corresponding to the mean selection coefficient) to vary randomly with both
individual ID (accounting for any repeatable individual variation) and management unit-year
interactions. To account for uncertainty in individual selection coefficient values, I used
normalized inverse-variance weights to reduce the influence of individual eHSF coefficients with
high uncertainty on the estimated population-level coefficients. Justification for this step is fourfold: this multi-level analysis allows me to 1. control for availability dependence, 2. minimize the
influence of individual and temporal variation, 3. address covariation between selection
coefficients, and 4. aggregate individuals to draw inference and predict on population-level
habitat selection.
Producibles
6. How do I draw inference?
For questions that require understanding of the drivers of population-level habitat
selection behavior, my workflow can be used to draw inference using partial residual plots
derived from the fixed effects of the variance-partitioning models described in step 5. Partial
residual plots are useful here because they allow visualizing the observed (rather than
modelled) effect of a focal covariate while controlling for the effects of all other covariates. For
instance, to observe the effect of elevation availability on the selection for elevation, I predict
from the fitted mixed-effect model while ‘knocking out’ the effect of elevation availability
(setting it to 0), calculate the difference between the observed elevation selection coefficients
and the resulting predictions, and then plot these differences (AKA partial residuals) against
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elevation availability (Figure 5 a-d). I thus obtain an understanding of population-level selection
and an estimate of variation for each variable, after controlling for availability dependence,
correlations with other selection coefficients, random effects, and uncertainty.
7. How do I map these predictions?
For questions that require predicting habitat selection patterns in a space or time that
the species was not observed in, my workflow can be used to construct predictive maps with
fine spatial and temporal resolution. To predict the future space use of pronghorn in Utah, I
overlaid a regular grid with 100 km2 cell size (corresponding to the availability domains in steps
2-4) across the state. I used the fixed effects from the variance-partitioning models (described in
step 5) to predict the seven expected pronghorn habitat selection coefficients for each grid cell
in each month. Plugging these expected coefficients into an eHSF, I estimated the relative
conditional probability (conditional on the animal being present within that 100 km2 domain) a
pronghorn would use each 900 m2 grid cell across the state of Utah during any given season. The
resulting maps provide managers with spatially and temporally explicit forecasts of pronghorn
distribution.
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Table 1: Fine-scale habitat covariates thought to be important to pronghorn ecology and hence
used as eHSF predictors (steps 4). All covariates were measured at 30 m resolution.
Covariate
Temporally
Expected
Reference
Static/Dynamic
effect
Elevation

static

avoidance

(Beale and Smith 1970, O’Gara et al. 2004,
Zeller et al. 2021)

Roughness

static

avoidance

(Beale and Smith 1970, O’Gara et al. 2004)

static

avoidance

static

selection

dynamic

selection

(Aikens et al. 2017, 2020b)

Shrub Cover

dynamic

selection

(Beale and Smith 1970a, O’Gara et al. 2004,
Berger 2004)

Tree Cover

dynamic

avoidance

(O’Gara et al. 2004, Larsen et al. 2011)

Aspect
(Easting)
Aspect
(Northing)
Herbaceous
Cover

(Guisan et al. 1999, Maggini et al. 2002, Hirzel
and Le Lay 2008)
(Guisan et al. 1999, Maggini et al. 2002, Hirzel
and Le Lay 2008)

Table 2: Coarse-scale habitat covariates expected to influence the selection for the seven finescale covariates listed in
Variables
Temporally
Reference
Static/Dynamic
(Beale and Smith 1970, O’Gara et al. 2004, Zeller et
Mean Elevation
static
al. 2021)
Mean Roughness
static
(Beale and Smith 1970, O’Gara et al. 2004)
(Guisan et al. 1999, Maggini et al. 2002, Hirzel and Le
Mean Easting
static
Lay 2008)
(Guisan et al. 1999, Maggini et al. 2002, Hirzel and Le
Mean Northing
static
Lay 2008)
Mean Herbaceous
dynamic
(Aikens et al. 2017, 2020b)
Cover
(Beale and Smith 1970a, O’Gara et al. 2004, Berger
Mean Shrub Cover
dynamic
2004)
Mean Tree Cover
dynamic
(O’Gara et al. 2004, Larsen et al. 2011)
Mean Road
(Sawyer et al. 2019, Milligan et al. 2021, Xu et al.
static
Density
2021)
Mean Snow Depth
dynamic
(Sawyer et al. 2005)
Mean Herbaceous
dynamic
(Beale and Smith 1970b, Aikens et al. 2017, 2020b)
Biomass
Mean Palmer
Drought Severity
dynamic
(Gedir et al. 2015, Aikens et al. 2020a)
Index
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Pronghorn capture
The Utah Division of Wildlife Resources (UDWR) captured pronghorn across the state of
Utah from 2017 – 2021 (Figure 2). During December and early January, helicopter-capture crews
net-gunned pronghorn and processed individuals at the capture site without the aid of chemical
immobilization agents, sexing pronghorn and fitting each animal with a Global Positioning
Satellite (GPS) collar set to record the individual’s location every two hours. Over the course of
my study, UDWR captured 447 pronghorn, tracking individuals for an average of 380 days
(range: 1 – 1465 days). All animal handling procedures were approved by the UDWR.
GPS data processing and residency classification
I performed all data manipulation and statistical analyses in R (R Core Team (2021),
RStudio Team (2020)). I cleaned the GPS data by applying movement rate filters that excluded
low quality duplicates, unreasonably fast steps and roundtrips, and clusters from
mortality/collar drop off. I did these using the amt package cleaning functions in combination
with the Tidyverse (Wickham et al. 2019, Signer et al. 2022). Individuals that died within three
weeks of capture were considered capture-related mortalities and excluded from all analyses
(Jones et al. 2020).
I used Net Squared Displacement (NSD; Bunnefeld et al. 2011, Spitz et al. 2017) plots to
classify each individual as either ‘resident’, ‘range-shifter, or ‘nomad’ during the spring and fall
migratory periods in each year. I resampled GPS locations to one point per day, closest to noon,
and plotted the animal’s NSD on the log scale over a calendar year, with the animal’s position on
January 1st used as the reference position. I assigned movement status based on visual
inspection of the NSD plots (Bunnefeld et al. 2011; Figure 3). Since I classified seasonal rather
than annual movements, I categorized an individual whose NSD plot shape was a single-
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sigmoidal curve, representing residency on two distinct ranges, as a ‘range-shifter’. Pronghorn
characterized by a scatter of points with low NSD and no apparent temporal trend I termed
‘residents‘. I called individuals that produce sawtooth plots, with a trend of gradually increasing
NSD through time ‘nomadic’. Note that the same individual may be classified as a ‘range shifter’
in one season and a ‘resident’ or ‘nomad’ in another. For my analysis, I collapsed these three
categories into a binary ‘movers’ (consisting of ‘range shifters’ and ‘nomads’) and ‘residents’
classification.

Figure 2: Pronghorn capture locations in Utah. Points indicate locations in Utah where individual
pronghorn were captured and fitted with a GPS collar. Color of points indicates the year of
capture. In total: 75 individuals were collared in 2017, 50 in 2018, 44 in 2019, 115 in 2020, and
163 in 2021 for a cumulative 447 individuals. Blue polygon represents the Great Salt Lake and
points that fall within the lake boundaries are captures on Antelope Island.
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Figure 3: Movement classification based on net square displacement plots. Each plot represents
the NSD trajectory of one individual over one calendar year with gray shaded boxes placed over
expected fall and spring migratory periods (April and November, respectively). Individual A was
classified as a ‘range shifter’ for both spring and fall of 2019. Individual B was classified as a
‘resident’ for both spring and fall of 2019. Individual C was classified as a ‘nomad’ for both spring
and fall of 2019. Individual D was classified a ‘range shifter’ in the spring and a ‘resident’ in the
fall of 2018. Individual E was classified a ‘nomad’ for spring and a ‘resident’ for fall of 2018.
Finally, individual F was a ‘range shifter’ in spring and a ‘nomad’ in fall of 2018.
Environmental covariates
I compiled 11 remotely sensed environmental variables known to influence pronghorn
space-use behavior, adding a 100 km buffer outside of the Utah state boundary Tables 1 and 2).
For my temporally static variables, I obtained a digital elevation model (DEM; spatial grain = 30
m, https://apps.nationalmap.gov/) from the U.S Geological Survey and extracted elevation (in
meters above sea level), terrain roughness (radians; using the ‘terrain’ function; Hijmans et al.,
2022), and sine and cosine of aspect (unitless; reflecting terrain Easting and Northing,
respectively). I obtained road density data from the Utah Geospatial Resource Center
(https://gis.utah.gov/data/transportation/roads-system/). For my temporally dynamic variables,
I used data downloaded from the Rangeland Analysis Platform (RAP v3.0; spatial grain = 30 m;
temporal grain = annual; https://rangelands.app/) to derive percent cover values for herbaceous
vegetation (the sum of annual and perennial forbs and grasses), trees, and shrub, as well as
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herbaceous biomass (in pounds per acre). Since RAP has an annual temporal resolution, I used
the previous year’s RAP data for herbaceous cover and biomass to account for lag in what would
be present for individuals in that space and time for February and April months. I acquired snow
depth data (in centimeters) from SNODAS (spatial grain = 1 km; temporal grain = daily;
https://nsidc.org/data/G02158/versions/1). I downloaded Palmer Drought Severity Index (PDSI;
ranging from -10 to 10, where larger PDSI values indicates ‘wetter’ conditions and smaller PDSI
values represents ‘drier’ conditions.; Abatzoglou 2013) data from the National Oceanic and
Atmospheric Administration (NOAA, spatial grain = 4 km; temporal grain = 5 days;
https://www.ncdc.noaa.gov/temp-and-precip/drought/historical-palmers/overview).
I resampled all covariates to obtain consistent and biologically appropriate spatial and
temporal resolutions for analysis. I used a temporal grain of one month for my data folds and
selected a subset of four focal months (February, April, July, and October), hereafter referred to
as ‘seasons’ (‘winter’, ‘spring’, ‘summer’, and ‘fall’, respectively), reflecting a compromise
between maximizing within-fold samples size (dictated by the GPS fix rate), and minimizing
within-fold variability in habitat availability and fluctuating pronghorn resources needs. I
averaged the temporally dynamic covariates for each pixel by season-year, interpolating mean
values using a template raster with 30 m resolution (‘raster’ package, Hijmans et al. 2022). For
the temporally static covariates at 30 m resolution, I aggregated using the same reference
raster. Finally, I created a single raster stack containing all environmental covariates for each
season/year combination.
Individual habitat selection analysis
Using steps 2-5 from the VP-SHAA workflow, I fitted a third order (‘within home range’;
Johnson 1980) eHSF (Boyce and McDonald 1999, Avgar et al. 2017, Fieberg et al. 2021) to each
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individual-season-year combination separately, to quantify individual pronghorn habitat
selection behavior across space and time. All models included the same set of seven habitat
attributes (Table 1):
𝑤𝑤(𝑥𝑥) = exp[𝛽𝛽0 + 𝛽𝛽𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 ∙ 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒(𝑥𝑥) + 𝛽𝛽𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 ∙ 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛(𝑥𝑥) + 𝛽𝛽ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
∙ ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒(𝑥𝑥) + 𝛽𝛽𝑠𝑠ℎ𝑟𝑟𝑟𝑟𝑟𝑟 ∙ 𝑠𝑠ℎ𝑟𝑟𝑟𝑟𝑟𝑟(𝑥𝑥) + 𝛽𝛽𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ∙ 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡(𝑥𝑥) + 𝛽𝛽𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

∙ 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒(𝑥𝑥) + 𝛽𝛽𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛ℎ𝑖𝑖𝑖𝑖𝑖𝑖 ∙ 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛ℎ𝑖𝑖𝑖𝑖𝑖𝑖(𝑥𝑥) ]

Here, 𝑤𝑤(𝑥𝑥) is space-use intensity in position 𝑥𝑥 in geographical space, 𝛽𝛽0 is the baseline

log space-use intensity (also known as the ‘intercept’ and inestimable under the ‘use/available’
design), and the other 𝛽𝛽s are the selection coefficients. I used a logistic regression (a binomial
GLM with logit link function), with the binary response variable ‘used’ or ’available’ (1 or 0), to

estimate the magnitude and standard error of selection coefficients for each covariate (Fieberg
et al., 2021), fitting independent models to each individual-season-year.
Variance decomposition and population-level averaging
To decompose the variation in each selection coefficient and obtain population-level
estimates for spatially explicit prediction, I used each selection coefficient as a response variable
in a linear mixed-effects weighted regression (lmer function in the R package lme4; Bates et al.
2022). All seven models included the fixed effects of season and its interactions with sex (for
‘winter’, when males and females are thought to be most segregated), residency status (for
‘spring’, ‘summer’, or ‘fall’; it was assumed that ‘resident’ and ‘movers’ fully intermingle during
winter), and PDSI. All models also included the fixed effects of (scaled and centered) logtransformed availabilities (average across each availability domain) of herbaceous biomass,
snow depth, elevation, and roads. In addition, each model included the availability of the focal
covariate (corresponding to the response variable) to account for availability dependence, as
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well as the marginal predictions produced by preceding models, to account for covariations in
parameter estimates. Lastly, all models included random effects of individual ID (to capture
individual variation) as well as random effects of the combination of management unit and year
(to account for pseudo replication). All response variables (selection coefficient) were weighted
by their respective inverse variance values.
As a measure of goodness of fit, I calculated weighted marginal and conditional R2
values for each model. Marginal R2 represents the fraction of variation in the response variable
captured by the model’s fixed effects, whereas the conditional R2 represents the fraction of
variation captured by the entire model, including random effects. To obtain a weighted marginal
R2 value, I divided the (inverse-variance weighted) residual variation of the marginal model
(fixed effects only) by the (inverse-variance weighted) variance in my response variable. I then
subtracted the resulting fraction of unexplained variance from 1 to determine how much
variance in my response variable is explained by the fixed effects. To obtain a weighted
conditional R2 value, I divided the (inverse-variance weighted) residual variation of the full
model (fixed and random effects) by the (inverse-variance weighted) and subtracted from 1 to
determine how much variance in my response variable is explained by the full model.
Validation of predictions
I used 2021 pronghorn data to validate the VP-SHAA workflow predictions. I cleaned the
data following the protocol outlined in section 2.3 and followed steps 1 – 4 in the VP-SHAA
workflow to calculate individual selection coefficients. I then predicted these same selection
coefficients for my 2021 dataset based on the previously fitted data (2018 – 2020). To evaluate
the performance of my VP-SHAA workflow, I calculated the weighted Mean Absolute Error
(MAE) applied to out-of-sample data using the observed and predicted selection coefficients for
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each of the seven environmental covariates in Table 1. To do this, I took the sum of the absolute
difference between the observed selection coefficients and the predicted ones, multiplied by
the observed inverse variance weights, and divided by the sum of the weights. I repeated this
calculation for all seven mixed-effects models, as well as for their respective null models (which
included only ‘season’ as fixed effects). I then calculated a predictive pseudo-R2 by dividing the
full MAE by the null MAE and subtracting from one.
Predictive maps
Utilizing the outputs of the mixed-effect models, I created spatially predictive maps of
pronghorn distributions for the 2021 out-of-sample data as outlined in step 7 (section 2.1) of the
VP-SHAA workflow. Using the same temporally static and dynamics habitat covariates in tables 1
and 2; I overlaid a 100 km grid and aggregated pixels to match the same extent as my availability
domains (section 2.5) to match the spatial extent of my data in order to predict selection at the
30 m resolution within the pixels. Predicted selection coefficients were generated in the
absence of random effects (so they are marginal expectations).
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RESULTS
Movement classifications
Residence variability was observed across all seasons and years. Of the individualseason data folds sufficient to obtain an NSD-based classification, during the spring 15% were
‘residents’, 34% were ‘nomadic’, and 49% were ‘range-shifters’, while during the fall 16% were
‘residents’, 31% were ‘nomadic’, and 52% were ‘range-shifters’. The proportion of ‘residents’ in
the population did not fluctuate greatly per season-year (ranging from 6% - 23% with one
notable exception in fall 2018 with a high of 36%).
Table 3: Observed parentage of bi-annual pronghorn movement in Utah between 2018-2021,
grouped by migratory status (range-shifting, resident, and nomadic). Percentages were
calculated based out of 100 on total collared population for that season/year.
Movement status
Year

Migration Period

Range-shifter

Resident

Nomadic

2018

Spring

35

20

45

2018

Fall

29

36

35

2019

Spring

25

23

52

2019

Fall

52

19

29

2020

Spring

43

18

39

2020

Fall

28

19

53

2021

Spring

75

8

17

2021

Fall

80

6

14
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Figure 4: HSA boxplots depicting variation per covariate.
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Habitat selection inference
A simple visualization of the distributions of the seven eHSF coefficients across data
folds reveals tremendous variability such that encompassing both positive (selection) and
negative (avoidance) values (Figure 4). Hence, at the population level, we might conclude that
pronghorn are, on average, indifferent to all seven habitat covariates (all distributions overlap
0). Further, estimates obtained from one data fold seem to tell us little about any other data
fold. Taken as they are, our results are both uninformative and untransferable.
The fixed effects of the covariate models explained an average of 6% of the selection
coefficient variation (marginal R², Table 4). With the addition of random effects, the models
captured an average of 36% of the variation (conditional R², Table 4). While five of the seven
covariates have positive marginal R² ranging from 5% to 29%, elevation and easting present
negative marginal R² values (meaning that the full model performed worse than an interceptonly null model). The conditional R² range from 29% to 50% across all seven covariates.
Table 4: Goodness of fit: Conditional and Marginal R² values for each covariate model output.
Covariate
R²
R²
model
(marginal)
(conditional)
Elevation
-0.219
0.362
Roughness
0.280
0.347
Herbaceous
0.290
0.504
Shrub
0.158
0.307
Tree
0.050
0.372
Aspect (Easting)
-0.257
0.361
Aspect (Northing)

0.137

0.299
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So, were we able to learn more using our weighted mixed-effects models? I had
estimated seven eHSF coefficients across eight season-residency-sex groups, resulting in a total
of 56 population-level averages (after controlling for availability dependencies, correlations with
other selection coefficients, random effects, and uncertainty). 42 of the 56 had confidence
bounds that overlapped 0, indicating either high uncertainty, little biological significance, or
both (Figure 5). In contrast to my expectations, pronghorn were indifferent to elevation across
residency statuses and seasons. I did find however population-level selection for rougher terrain
by residents during the spring but avoidance of rougher terrain by movers during the fall. I also
found avoidance of east facing slopes in the fall, with resident avoidance significantly stronger
than movers, and avoidance of north facing slopes by females during winter and movers during
spring. Selection for herbaceous cover was evident only for females during winter and movers
during both spring and fall. Females during winter and movers during spring also avoided shrub
and tree cover. Tree cover was also avoided by movers during summer but selected for by
residents during summer.
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Figure 5: Habitat selection inference for seven covariates and corresponding coefficient
estimates. Significance is depicted as a gradient: lighter colors are less significant while darker
are more significant. Gray indicates no significance. Horizontal line represents zero and vertical
lines convey the confidence interval per selection coefficient estimate.
Availability dependence
The degree of availability dependence varied between temporally static and dynamic
covariates, movement strategy, and season (Figures 6 and 7). Whereas all seven eHSF
coefficients had some availability dependence, I focus here on five that had qualitatively shifted
(from selection to avoidance or vice versa) with the mean value of the focal covariate. Selection
for elevation, roughness, shrub cover, and tree cover all decreased with increasing availability in
all four seasons – a negative functional response. In other words, pronghorn are selecting for
high elevation, roughness, shrub cover, or tree cover when in availability domains that, on
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average, have low elevation, roughness, shrub cover, or tree cover, but are avoiding high values
of these covariates when in availability domains that have on average higher values of these
covariates (Figures 6 and 7). In contrast, Pronghorn exhibited a positive functional response to
herbaceous cover, shifting from avoiding it in availability domains with low herbaceous cover to
selecting for it in availability domains with high herbaceous cover (Figure 7 a-d). These
functional responses were consistent (with little variations) across season and residency
statuses.

Figure 6: Partial residual plots of temporally static covariates. Differences between the predicted
selection strength of covariates based on the RSF and the corresponding availability of that
covariate to the population established from mixed effects models. X axis represents the
difference between the focal value where the RSF was established and the average change in
availability with zero indicating no selection. Solid lines represent the adjusted response values
from the mixed effects models. Dashed lines represent 95% confidence intervals. Color denotes
the respective movement category. Male and female are represented by color in winter season.

31

Figure 7: Partial residual plots of temporally dynamic covariates. Differences between the
predicted selection strength of covariates based on the RSF and the corresponding availability of
that covariate to the population established from mixed effects models. X axis represents the
difference between the focal variable where the RSF was established and the average change in
availability with zero indicating no selection. Solid lines represent the adjusted response values
from the mixed effects models. Dashed lines represent 95% confidence intervals. Color denotes
the respective movement category. Male and female are represented by color in winter season.
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Figure 8: Partial residual plots of drought variation in selection coefficients for static covariates.
Residual variation in selection coefficients was calculated from the model results by removing
the variation explained by random effects and availability of the variable plotted against drought
selection. Dashed lines represent 95% confidence intervals and color denotes respective
movement category. Male and female are represented by color in winter season.
Drought
Pronghorn eHSF coefficient varied little with drought across most seasons and residency
statuses (Figures 8 and 9). Notable exceptions include: increased selection for high elevation
during wetter springs (Figure 8 b), and increased avoidance of high shrub and tree covers during
wetter winters and springs (Figure 9 e, f, i, and j).
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Figure 9: Partial residual plots of drought variation in selection coefficients dynamic covariates.
Residual variation in selection coefficients was calculated from the model results by removing
the variation explained by random effects and availability of the variable plotted against drought
selection. Dashed lines represent 95% confidence intervals and color denotes respective
movement category. Male and female are represented by color in winter season
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Prediction
Out of Sample Validation
Although the out of sample validation indicates positive predictive performance for
estimating pronghorn habitat selection across five out of seven covariate models, specifically,
roughness, herbaceous cover, shrub cover, tree cover, and northing (Table 5), the overall
predictive performance was poor. Elevation and easting pseudo-R calculations were negative
and therefore poor predictors of pronghorn habitat selection. Compared to the null model out
of sample validation, both the full model of elevation and northing had higher mean absolute
error (MAE), while the other five covariates had lower MAE values than their null counterparts.
This indicates that the full models have slightly better predictive performance than the null
models in five scenarios (roughness, herbaceous cover, shrub cover, tree cover, and easting).
Overall, all full covariate models exhibited low MAE values, indicating high precision in their
predictive performance, but low accuracy (Table 5).
Table 5: Out of sample validation: Mean Absolute Error (MAE) when applied to out-of-sample
data for predictions of full vs null model, and the difference between the two. Positive pseudoR² values indicate the predictive performance of the full covariate model was better than the
null covariate model. Negative values indicate that the null covariate model had better
predictive performance than the full covariate model.
Observed vs Predicted
Pseudo R²
Selection Coefficient MAE
Null
Full
Elevation
0.0071
0.0061
-0.1555
Roughness
Herbaceous
Shrub

0.0453
0.0276
0.0031

0.0493
0.0322
0.0035

0.0822
0.1426
0.1293

Tree
Easting
Northing

0.1193
0.5278
0.4064

0.1338
0.4180
0.4090

0.1074
-0.2627
0.0064
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Spatially Predictive Maps
The third-order habitat selection predictive maps demonstrate differences in selection
probability across seasons in both males (Figure 10) and females (Figure 11). Here, maps
indicate predicted habitat selection in each 30-meter pixel within the 100-meter pixels across
the study area and assume a uniform distribution of pronghorn. Log probability of higher use is
indicated by lighter, yellow color and progression to dark blue as use is predicted to decrease.
Across all seasons, movement behaviors, and sexes, use does not differ greatly. All map
combinations of seasons-movement-sex depict the west desert (yellow/green coloration in
western, north Utah) and the Great Salt Lake area (blue polygon in northern Utah) as having a
higher probability of use based on the resource availability and habitat selection. Areas such as
the mountain ranges in dark blue across the state indicate lower probability of use and
therefore, fewer pronghorn compared to the West Desert, Antelope Island region, and areas in
southeastern Utah.
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pmaps of

Figure 10: Spatial prediction maps of third-order habitat selection of male pronghorn across seasons and movement statuses
on the log scale. Lighter colors indicate stronger probability of use.
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male ility of use.
Figure 11: Spatial prediction maps of third-order habitat selection of female pronghorn across seasons and
movement statuses. Lighter colors indicate stronger probability of use.
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DISCUSSION
Habitat selection behavior arises from an interaction between an individual’s internal
state and the external environment, both of which can vary in space and time. As I have
demonstrated here, habitat selection is typically observed at the individual level, and it may be
challenging to draw any generalizable conclusions at the population-level. In the absence of
carful variance partitioning, we might have concluded that, on average, pronghorn in Utah did
not strongly select for or avoid any habitat components within their seasonal home ranges
(Figure 4). Using my VP-SHAA workflow however, I was able to tease apart the drivers of
habitat-selection variation, and in so doing to unravel population-level patterns. Particularly
noteworthy is the clear demonstration that even if, on average, habitat selection appears
negligible, it may predictively shift from positive (selection) to negative (avoidance) with the
characteristics of the availability domain. Despite some promising results however, my VP-SHAA
workflow failed to substantially improve SHAA transferability, indicating there still much
progress to be made. Lastly, I have demonstrated how my VP-SHAA workflow could be used to
map expected distributions across space and time, which has also made the shortcoming of this
approach very clear –3rd-order SHAA can only predict 3rd-order distributions and may lead to
counterintuitive outputs if interpreted otherwise.
Residents vs movers
Utah pronghorn may be classified as either ‘residents’ or ‘movers’ in any given season
and year (Table 3), and it is yet unclear whether that variability can be linked to variability in
vital rates. In Alberta, researchers found that migratory pronghorn exhibited higher survival
than resident pronghorn (Jones et al. 2020). We might expect that if this is also the case in Utah,
there should be observable differences in habitat selection patterns between resident and
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movers. Indeed, my findings of, for example, tree avoidance among movers during spring and
summer but tree selection among residents in summer, may be indicative of the different fitness
constraints faced by each of these strategies. Because pronghorn rely on detecting predators
from afar and running across open landscape in the case a predator approaches, trees are
expected to correlate with high risk. Selection for high tree cover by residents during summer
might indicate that forage, water, or shade availabilities may be even more limiting than
predation, which could translate into reduced over-summer survival among residents.
Drivers of pronghorn habitat selection in Utah
To my knowledge, this is the first study comprehensive analysis on pronghorn habitat
selection that considers an array of temporally static and dynamic habitat types across a large
environmental gradient. Findings from this study correspond with that of other studies; Hall et
al. (2018) found a strong avoidance of trees in pronghorn, which aligns with my findings of
females in winter and movers in spring avoiding tree cover. Fecal analysis of pronghorn had
demonstrated a preference for grasses and forbs over shrubs, but with a selection for shrubs in
winter more than summer (Jacques et al. 2006) which aligns with findings from this study.
Movers during the spring, as well as females during winter, avoided shrub cover and selected
instead for herbaceous resources. This study was able to expand on additional environmental
factors. For example, I found evidence of no selection or avoidance for elevation across all
seasons and movement types. I also found selection for rougher terrain by residents during
spring and avoidance by movers during fall. Overall, few studies on ungulates, let alone
pronghorn, have been able to draw inference on selection across multiple populations and
across a study area that varies greatly both climactically and topographically as Utah.
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Pronghorn in Utah did not strongly select for or avoid habitat components within their
seasonal home ranges. There are four possible explanations to this general pattern of weak
habitat selection at the population level. First, it is possible, although not likely, that all seven
habitat covariates considered here are of little importance to pronghorn, but there are other
habitat components, not considered here, that drive pronghorn space-use distribution. Second,
it is possible that individual variability in habitat specialization is so large in this species, that
there are no common habitat-selection patterns at the population level, although the relatively
low magnitude of the individual-level random effects in my analysis suggests this is not the case.
Lastly, and most likely, this could indicate that pronghorn may be selecting seasonal ranges in
such a manner that they do not need to select for habitat types within those ranges. In other
words, pronghorn satisfy their ecological needs using 2nd order habitat-selection, leaving little
meaningful habitat discrimination at the 3rd order.
Availability dependence
All seven covariates included in this analysis presented some availability dependent
responses. When looking at the response of elevation, roughness, shrub, and tree cover, a
negative functional response was presented where all selection decreased as availability on the
landscape increased. a negative functional response was presented across all seasons and
movement statuses, indicating that pronghorn will avoid areas of high elevation or roughness at
the population-level. A positive functional response for herbaceous cover was seen across all
four seasons. This means that no matter how available this resource is on the landscape,
pronghorn will continue to select for these areas strongly. As stated earlier, grasses and forbs
are high quality food sources for pronghorn, and this can be indicative of them being ‘obligate
grazers’ (cite). Another scenario could possibly be that these areas are also out in the open and
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there could be a safety associated with them. The negative functional response presented in
tree cover could be additional evidence of this hypothesis.
While desired scientific inference is generally at the population-level, it is crucial to
understand the individual variability and response to environmental cues to properly
understand how the species will respond to changing environments. By accounting for individual
variability and availability dependence in the VP-SHAA, I control for the variation occurring at
the individual-level, allowing me to properly understand population-level differences in
environmental space across the large study area. Additionally, by accounting for individual
variation during varying seasons throughout the year, I gain further understanding as to how
individuals and subsequent populations select or avoid habitat in response to availability, which
can shed light on how these factors may alter behavior such as movement.
Availability dependence is a vital framework for understanding selection. Most studies
do not account for the strong influence availability dependent habitat selection can have on an
RSF, nor the implications to forecast distributions on a dynamic landscape. Here, I demonstrate
different availability dependent scenarios that can occur. While some selection coefficients
decreased in strength with increasing availability, others increased in strength as availability
increased. Both scenarios outline possible effects of availability dependence and demonstrate
how availability dependence is not trivial to our overall understanding of species space use or
for modeling habitat selections and subsequent species distributions into the future.
Dependence on an environmental gradient
An individual’s position in environmental space along an environmental gradient, like
that represented by drought intensity, has consequences for habitat selection behavior,
irrespective of availability dependence. For instance, drought conditions can alter plant
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communities and water resources, potentially resulting in changes to behavior and distributions.
For pronghorn, drought did not have a strong effect on habitat selection. There was a
relationship of pronghorn selecting for higher elevation during wetter springs and an increased
avoidance of high shrub and tree covers during wetter winters and springs. This may be
evidence of green-wave surfing, where individuals are moving with the spring green-up of
grasses and forbs.
Pronghorn are an adaptable species, which has been made evident by their persistence
on this landscape since the Pleistocene. The lack of strong trends could be indicative of
pronghorn not being as susceptible to these extreme conditions, which may be indicative of
their adaptive ability, as seen in their survival thus far. It is also plausible that there is little effect
present due to their adaptability, and the temporal frame of three years utilized in this study is
in fact too small to see impacts on this species, who had been experiencing these conditions
now for the past two decades. Understanding the long-term effects of drought intensity and
other climactic factors may require a larger temporal frame to capture population-level trends.
VP-SHAA workflow and model transferability
Overall, the VP-SHAA workflow did not meet my expectations of the predictive
capabilities. The temporal transferability of models was designed to permit the modeler to
evaluate the potential effects environmental change will have on species, their selection, and
their distributions, giving managers the opportunity to potentially anticipate the effects of
global change as well. Additionally, the spatial transferability of models assesses the degree to
which parameterized models can be generalized to other regions via predictions through
interpolation rather than extrapolation (Aarts et al. 2013). The VP-SHAA offers flexibility in
species-specific conditions and incorporation of important factors that may be influential to
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certain systems, such as density of conspecifics, predators, and even competing species such as
cattle. While the framework did not currently meet expectations, the foundation was laid out to
build upon to have a spatiotemporally transferable framework. The three main advantages here
are: 1) removes the bias imposed on the fixed effects, 2) controls for covariance amongst
important environmental factors, and 3) it is adaptive for a variety of species and systems. While
this model does not currently have strong predictive capabilities, I was able to capture the large
variation in individual selection where no clear pattern could be derived.
Mapping
Mapping prediction do not appear to match with what is biologically reasonable and
there were discrepancies between the mixed-effects models and the visual depiction of
selection. For instance, the dark blue of the mountain ranges would lead to the assumption
pronghorn avoid elevation and roughness, but the bright yellow indicates a selection for the salt
flat region, which is an inhabitable area. While these maps are constructed using the suit of
covariates, the partial residual plots presented here do not present this strong avoidance with
elevation and roughness. This can be due to the assumptions of third order habitat selection
(i.e., the habitat functional response exhibited by individual selection within their ranges).
Improvements may be made through the incorporation of a second-order habitat selection
(selection at the local scale, such as within management units themselves) to the analysis, which
would help capture larger scale variation occurring across the gradient.
Management Implications
Overall, the VP-SHAA workflow can help inform management for pronghorn across
Utah. While pronghorn did not exhibit strong selection, it is worth noting their positive selection
for herbaceous cover in all seasons. Additionally, while exhibiting a negative functional
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response, shrub cover may also be an important resource for pronghorn, and this information
may be useful for managers. A negative functional response here is indicative that selection is
not strong when there is an abundance on the landscape. If this resource were to decrease in
availability, this may have biological implications for species fitness and survival, especially
during the winter months when pronghorn rely on sagebrush for nutrients. This model can be
adapted to incorporate other factors that may be important for pronghorn selection and
distributions. For example, herd management numbers can be implemented in the model to
understand how density dependence influences pronghorn. Another avenue that can be
important for conservation is the incorporation of a number of cattle grazing in these areas, or
grazing allotments in the management units, and observe if there was concern over competition
between these species. These model adaptations can be applied to help inform management
decisions for the species.
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EPILOGUE
In a time of rapidly changing environments through anthropogenic and climactic
changes, researchers and management are challenged to find adaptable methods to understand
species habitat selection and distributions to better protect and conserve wildlife. My proposed
workflow, a three-part variance partitioning SHA analysis (VP-SHAA), is a spatially explicit and
transparent model framework that partitions variance at the individual level to gain populationlevel inference and predictive capabilities. By “taming” population-level selection coefficients
through systematically accounting for sources of variation that, in not included, would limit
model transferability and implementing a predictive component to interpolate species selection
across a large geographic gradient, this workflow addresses several important components to
understand habitat selection across space and time. These components consist of availability
dependence and extent dependence, and accounting for the influence of temporal variation in
environmental space on habitat selection behavior. The result of the workflow is a series of
spatio-temporally dynamic, population-level selection coefficients that better predict habitat
use in novel environments than conventional approaches. Furthermore, this workflow is
adaptable and other factors, such as density of conspecifics or fence presence, can be easily
incorporated by managers to help inform on conservation practices and adaptive strategies.
Pronghorn (Antilocapra americana) are a species whose flexibility in migratory tactics
makes them a great candidate for this modeling framework. Their ecology has been, thus far,
relatively understudied in Utah. This work illuminates various drivers of habitat selection and
relationships that may have previously been unknown. Some examples of this include: a positive
functional response and selection for herbaceous cover to availability increases, a negative
functional response to shrub cover, and zero selection for a suit of variables related to both
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availability and drought conditions. Additionally, there was a lack of a strong difference in
selection between movers (range-shifters and nomads) and resident pronghorn in all four
seasons. This study therefore establishes a baseline understanding of modern pronghorn
selection in Utah for future work to build on.
By controlling for availability dependence, I was able to disentangle the behavioral
consequences of novel environments from the changes they impose in environmental space.
Through utilization of the VP-SHAA workflow, I was able to predict how pronghorn will select
habitat in Utah and evaluate spatial and temporal transferability of the model by testing it with
a year of data that was not used to fit the model. Overall, my results demonstrated the
predictive capabilities of the VP-SHAA workflow and offers flexibility for resource managers in
Utah to gain information on pronghorn habitat selection under various conditions to support
species’ management and conservation efforts.
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