Introduction
Conventionally, local coordinates or frames (or bases), which can be holonomic or not, are called normal if in them the coefficients of a linear connection vanish on some subset, usually a submanifold, of a differentiable manifold. Until recently the existence of normal frames was known (proved) only for symmetric linear connections on submanifolds of a (pseudo-) Riemannian manifold [1, 2, 3, 4, 5] . New light on these problems was thrown in the series of papers [6, 7, 8] where a comprehensive analysis of the normal frames for derivations of the tensor algebra over a differentiable manifold is given; in particular they completely cover the exploration of normal frames for arbitrary linear connections on a manifold. These strict results are applied in [9] for rigorous analysis of the equivalence principle. This results in two main conclusions: the (strong) equivalence principle (in its 'conventional' formulations) is a provable theorem and the normal frames are the mathematical realization of the physical concept of 'inertial' frames. Another important physical application the normal frames find in the bundle formulation of quantum mechanics [10] . In this approach the normal frames realize the (shift to the) bundle Heisenberg picture of motion [11] .
The present investigation is a completely revised and expanded version of [12] . It can also be considered as a continuation of the series of works [6, 7, 8] which are its special cases and, at the same time, its supplement. Here we study a wide range of problems concerning frames normal for linear transports and derivations along paths in vector bundles and for derivations along tangent vector fields in the case when the bundle's base is a differentiable manifold. In the last case, the only general result known to the author concerning normal frames is [13, p. 102, theorem 2.106].
The structure of this work is as follows. Sect. 2 is devoted to the general theory of linear transports along paths in vector fibre bundles which is a far-reaching generalization of the theory of parallel transports generated by linear connections. 1 The general form and other properties of these transports are studied. A bijective correspondence between them and derivations along paths is established. In Sect. 3 the normal frames are defined as ones in which the matrix of a linear transport along paths is the unit, i.e. the identity, one or, equivalently, in which its coefficients, as defined in Sect. 2, vanish 'locally'. A number of properties of normal frames are found. In Sect. 4 is explored the problem of existence of normal frames. Several necessary and sufficient conditions for such existence are proved and the explicit construction of normal frames, if any, is presented.
Sect. 5 concentrates on, possibly, the most important special case of frames normal for linear transports or derivations along smooth paths in vector bundles with a differentiable manifold as a base. A specific necessary and sufficient condition for existence of normal frames in this case is proved. In particular, normal frames may exist only for those linear transports or derivations along paths whose (2-index) coefficients linearly depend on the vector tangent to the path along which they act. Obviously, this is a generalization of the derivative along curves assigned to a linear connection. To the problems concerning frames normal for derivations along tangent vector fields in a bundle with a manifold as a base is devoted Sect 6. Necessary and sufficient conditions for the existence of these frames are derived. The conclusion is made that there is a one-to-one onto correspondence between the sets of linear transports along paths, derivations along paths, and derivations along tangent vector fields all of which admit normal frames.
Sect. 7 concerns a special type of normal frames in which the 3-index coefficients, if any, of a linear transport along paths vanish.
In Sect. 8 are presented some general remarks. It is shown that the results of [6, 7, 8] remain valid, practically without changes, for (strong) normal frames in vector bundles with a manifold as a base.
In the appendix, Sect.Appendix, the developed formalism is specified to the simple case of a one-dimensional vector bundle over a manifold and the results obtained are applied to bundle description of the classical electromagnetic field. In particular, the inertial frames for it are discussed.
All fibre bundles in this work are vectorial ones. The base and total bundle space of such bundles can be general topological spaces. However, if some kind of differentiation in one/both of these spaces is needed to be introduced (considered), it/they should possess a smooth structure; if this is the case, we require it/they to be smooth, of class C 1 , differentiable manifold(s). Starting from Sect. 5, the base and total bundle space are supposed to be C 1 manifolds. Sections 2-4 do not depend on the existence of a smoothness structure in the bundle's base. Smoothness of the bundle space is partially required in sections 2-4. 2 
Linear transports along paths in vector bundles
Let (E, π, B) be a complex 3 vector bundle [13, 15] with bundle (total) space E, base B, projection π : E → B, and homeomorphic fibres π −1 (x), x ∈ B. 4 Whenever some kind of differentiation in E is considered, the bundle space E will be required to be a C 1 differentiable manifold. The base B is supposed to be a general topological space in sections 2-4 and from Sect 5 onwards is required to be a C 1 differentiable manifold. By J and γ : J → B are denoted, respectively, a real interval and path in B. where • denotes composition of maps and id X is the identity map of a set X.
Remark 2.1. Equations (2.2) and (2.3) mean that L is a transport along paths in the bundle (E, π, B), which may be an arbitrary topological bundle, not only a vector one in the general case [16, definition 2.1], 5 while (2.4) specifies that it is linear [16, equation (2.8) ]. In the present work only linear transports will be explored. 2 The bundle space is required to be a C 1 manifold in Sect 2 (starting from definition 2.2), in definition 3.1 ′ , in propositions 3.1-3.1, if (3.1c) and (3.1d) are taken into account, in theorem 4.2, and in proposition 4.6.
3 All of our definitions and results hold also for real vector bundles. Most of them are valid for vector bundles over more general fields too but this is inessential for the following. 4 When writing x ∈ X, X being a set, we mean "for all x in X" if the point x is not specified (fixed, given) and is considered as an argument or a variable. 5 The definition of a connection in a topological bundle (E, π, B) in [17, ch. IV, sec. 3] is, in fact, an axiomatic definition of a parallel transport. If we neglect the continuity condition in this definition, it defines a connection in (E, π, B) as a mapping C : (γ, q) → C(γ, q) assigning to any path continuous path γ : [0, 1] → B and a point q ∈ π −1 (γ(0)) a path C(γ, q) : [0, 1] → E such that C(γ, q)|0 = q and π • C(γ, q) = γ. If I is a transport along paths in (E, π, B), then C : (γ, q) → C(γ, q) : t → C(γ, q)|t = I γ 0→t (q) defines a connection C in (E, π, B) in the sense mentioned. Moreover, if this definition is broadened by replacing [0, 1] by an arbitrary and not fixed closed interval [a, b] , with a, b ∈ R and a ≤ b, then the inverse is also true, i.e. C(γ, q)|t = I γ a→t (q), t ∈ [a, b], for some transport I. However, the proof of this statement is not trivial.
Remark 2.2. Definition 2.1 realizes, in fact, an axiomatic approach to the concept of a parallel transport [18, 17, 19, 20, 13, 21] . 6 However, a detailed discussion of this topic is out of the scope of the present work and will be presented elsewhere.
Remark 2.3. Definition 2.1 is a generalization of the concept of 'linear connection' given, e.g., in [19, sect. 1.2] (see especially [19, p. 138 , axiom (L 1 )]) which practically defines the covariant derivative in terms of linear transports along paths (see (2.34) below which is equivalent to [19, p. 138 , axiom (L 3 )]). Our definition is much weaker; e.g. we completely drop [19, p. 138 , axiom (L 3 )] and use, if required, weaker smoothness conditions. An excellent introduction to the theory of vector bundles and the parallel transports in them can be found in the book [13] . In particular, in this reference is proved the equivalence of the concepts parallel transport, connection and covariant derivative operator in vector bundles (as defined there). Analogous results concerning linear transports along paths will be presented below. The detailed comparison of definition 2.1 with analogous ones in the literature is not a subject of this work and will be given elsewhere (see, e.g., [14] ).
Comparing definition 2.1 with [23, definition 2.1] and taking into account [23, proposition 4.1], we conclude that special types of general linear transports along paths are: the parallel transport assigned to a linear connection (covariant derivative) of the tensor algebra of a manifold [24, 4] , Fermi-Walker transport [25, 26] , Fermi transport [26] , Truesdell transport [27, 28] , Jaumann transport [29] , Lie transport [25, 4] , the modified Fermi-Walker and Frenet-Serret transports [30] , etc. Consequently, definition 2.1 is general enough to cover a list of important transports used in theoretical physics and mathematics. Thus studying the properties of the linear transports along paths, we can make corresponding conclusions for any one of the transports mentioned. 7 From (2.2) and (2.3), we get that L γ s→t are invertible mappings and
Hence the linear transports along paths are in fact linear isomorphisms of the fibres over the path along which they act. The following two propositions establish the general structure of linear transports along paths. 8 Proposition 2.1. A map (2.1) is a linear transport along γ from s to t for every s, t ∈ J if and only if there exist a vector space V , isomorphic with π −1 (x) for every x ∈ B, and a family {F (s; γ) :
Proof. If (2.1) is a linear transport along γ from s to t, then fixing some s 0 ∈ J and using (2.3) and (2.5), we get L
The author of [19] states that his paper is based on an unpublished lectures of prof. Willi Rinow in 1949. See also [13, p. 46] where the author claims that the first axiomatical definition of a parallel transport in the tangent bundle case is given by prof. W. Rinow in his lectures at the Humboldt University in 1949. Some heuristic comments on the axiomatic approach to parallel transport theory can be found in [22, sec. 2.1] too. 7 The concept of linear transport along paths in vector bundles can be generalized to the transports along paths in arbitrary bundles [16] and to transports along maps in bundles [31] . An interesting considerations of the concept of (parallel) 'transport' (along closed paths) in connection with homotopy theory and the classification problem of bundles can be found in [32] . These generalizations are out of the scope of the present work.
8 Particular examples of proposition 2.1 are known for parallel transports in vector bundles. For instance, proposition 1 in [33, p. 240] realizes it for parallel transport in a bundle associated to a principal one and induced by a connection in the latter case; see also the proof of the lemma in the proof of proposition 1.1 in [24, chapter III, § 1], where similar result is obtained implicitly.
Starting from this point, we shall investigate further only the finite-dimensional case, dim π −1 (x) = dim π −1 (y) < ∞ for every x, y ∈ B. In this way we shall avoid a great number of specific problems arising when the fibres have infinite dimension (see, e.g., [34] for details). A lot of our results are valid, possibly mutatis mutandis, in the infinite-dimensional treatment too. One way for transferring results from finite to infinite dimensional spaces is the direct limit from the first to the second ones. Then, for instance, if the bundle's dimension is countably or uncountably infinite, the corresponding sums must be replaced by series or integrals whose convergence, however, requires special exploration [34] . Linear transports along paths in infinite-dimensional vector bundles naturally arise, e.g., in the fibre bundle formulation of quantum mechanics [10, 35, 11, 36, 37] . Generally, there are many difficulties with the infinite-dimensional problem which deserve a separate investigation. Now we shall look locally at linear transports along paths. Let {e i (s; γ)} be a basis in π −1 (γ(s)), s ∈ J. 9 So, along γ : J → B we have a field {e i } of bases on π −1 (γ(J)). The dependence of e i (s; γ) on s is inessential if we are interested only in the algebraic properties of the linear transports along path; this will be the case till the proof of proposition 2.5 including. Starting with two paragraphs before definition 2.2, the mapping s → e i (s; γ) will be required to be of class C 1 as some kind of differentiation of liftings of paths will be considered. 10 The matrix L(t, s; γ) :
We call L : (t, s; γ) → L(t, s; γ) the matrix (function) of L; respectively L j i are its matrix elements or components in the given field of bases.
It is almost evident that
where ⊗ is the tensor product sign, the asterisk ( * ) denotes dual object, and e i (s; γ) := (e i (s; γ)) * . Hence the change of the bases {e i (s; γ)} → {e ′ i (s; γ) := A j i (s; γ)e j (s; γ)} by means of a non-degenerate matrix A(s;
or in component form
In terms of the matrix L of L the basic equations (2.2) and (2.3) read respectively
L(s, s; γ) = 1 1 s ∈ J (2.14)
with 1 1 being the identity (unit) matrix of corresponding size. From these equalities immediately follows that L is always non-degenerate.
where D(γ) is a non-degenerate matrix depending only on γ.
Proof. In fact, this propositions is a matrix variant of proposition 2.2; D(γ) is simply the matrix of the map D(γ) in a some bases.
If F (s; γ) and F ′ (s; γ) are two matrix-valued functions, representing the matrix of L via (2.15) in two bases {e i } and {e ′ i } respectively, then, as a consequence of (2.11), the relation
holds for some non-degenerate matrix-valued function C of γ.
Below we want to consider some properties of the linear transports along paths connected with their 'differentiability'; in particular, we shall establish a bijective correspondence between them and the derivations along paths. For the purpose is required a smooth, of class at least C 1 , transition from fibre to fibre when moving along a path in the base. Rigorously this is achieved by exploring transports in bundles whose bundle space is a C 1 differentiable manifold which will be supposed from now on.
Let (E, π, B) be a vector bundle whose bundle space E is a C 1 differentiable manifold. A linear transport L γ along γ : J → B is called differentiable of class C k , k = 0, 1, or simply C k transport, if for arbitrary s ∈ J and u ∈ π −1 (γ(s)), the path γ s;u : J → E with γ s;u (t) := L γ s→t u ∈ π −1 (γ(t)), t ∈ J, is a C k mapping in the bundle space E. 12 If a C k linear transport has a representation (2.6), the mapping s → F (s; γ) is of class C k . So, the transport L γ is of class C k iff L γ s→t has C k dependence on s and t simultaneously. If {e i (·; γ)} is a C k frame along γ, i.e. {e i (s; γ)} is a basis in π −1 (γ(s)), and the mapping s → e i (s; γ) is of class C k for every i, from (2.12) follows that L γ is of class C k iff its matrix L(t, s; γ) has C k dependence on s and t.
A transport L along paths in (E, π, B), E being C 1 manifold, is said to be of class C k , k = 0, 1, if the corresponding transport L γ along γ is of class C k for every γ : J → B. 13 Further we consider only C 1 linear transports along paths whose matrices will be referred to smooth frames along paths. Now we want to define what a derivation along paths is. For this end we will need some preliminary material.
A lifting 14 (in (E, π, B)) of g : X → B, X being a set, is a map g : X → E such that π • g = g; in particular, the liftings of the identity id B of B are called sections and their set is Sec(E, π, B) := {σ|σ : B → E, π • σ = id B }. Let P(A) := {γ|γ : J → A} be the set of paths in a set A and PLift(E, π, B) := {λ|λ : P(B) → P(E), (π • λ)(γ) = γ for γ ∈ P(B)} be the set of liftings of paths from B to E. 15 The set PLift(E, π, B) is: (i) A natural C-vector space if we put (aλ + bµ) : γ → aλ γ + bµ γ for a, b ∈ C, λ, µ ∈ PLift(E, π, B), and γ ∈ P(B), where, for brevity, we write λ γ for λ(γ), λ : γ → λ γ ; (ii) A natural left module with respect to complex functions on B: if f, g : B → C, we define (f λ + gµ) : γ → (f λ) γ + (gµ) γ with (f λ) γ (s) := f (γ(s))λ γ (s) for γ : J → B and s ∈ J; (iii) A left module with respect to the set PF(B) := {ϕ|ϕ : γ → ϕ γ , γ : J → B, ϕ γ : J → C} of functions along paths in the base B:
If we consider PLift(E, π, B) as a C-vector space, its dimension is equal to infinity. If we regard PLift(E, π, B) as a left PF(B)-module, its rank is equal to the dimension of (E, π, B) (i.e. to the fibre(s) of (E, π, B)). In the last case a basis in PLift(E, π, B) can be constructed as follows.
For every path γ : J → B and s ∈ J, choose a basis {e i (s; γ)} in the fibre π −1 (γ(s)); if the total space E is a C 1 manifold, we suppose e i (s; γ) to have a C 1 dependence on s. Define liftings along paths e i ∈ PLift(E, π, B) by e i : γ → e i | γ := e i (·; γ), i.e. e i | γ : s → e i | γ (s) := e i (s; γ). The set {e i } is a basis in PLift(E, π, B), i.e. for every λ ∈ PLift(E, π, B) there are λ i ∈ PF(B) such that λ = λ i e i and {e i } are PF(B)-linearly independent. Actually, for any path γ : J → B and number s ∈ J, we have λ γ (s) ∈ π −1 (γ(s)), so there exists
The PF(B)-linear independence of {e i } is an evident corollary of the C-linear independence of {e i (s; γ)}. As we notice above, if E is C 1 manifold, we choose e i , i.e. e i | γ , to be of class C 1 and, consequently, 12 If E is of class C r with r = 0, 1, . . . , ∞, ω, we can define in an evident way a C k transport for every k ≤ r. 13 This definition is not quite rigorous: the smoothness of L γ implies some smoothness conditions on γ; e.g. γ must be at least continuous. So, when talking of a C k transport, we understand that this is with respect to some set of smooth paths. If B is a C 1 manifold, we assume this set to be that of C 1 paths; see below in section 5.
14 For detail see, e.g., [38] . 15 Every linear transport L along paths provides a lifting of paths: for every γ : J → B fix some s ∈ J and u ∈ π −1 (γ(s)), the mapping γ → γ s;u with γ s;u (t) := L γ s→t u, t ∈ J is a lifting of paths from B to E. the components λ i , i.e. λ i γ , will be of class C 1 too. Let (E, π, B) be a vector bundle whose bundle space E is C 1 manifold. Denote by PLift k (E, π, B), k = 0, 1, the set of liftings of paths from B to E such that the lifted paths are C k paths and by PF k (B), k = 0, 1, the set of C k functions along paths in B, i.e. ϕ ∈ PF k (B) if ϕ γ is of class C k . Obviously, not every path in B has a C k lifting in E; for instance, all liftings of a discontinuous path in B are discontinuous paths in E. The set of paths in B having C k liftings in E is π • P k (E) := {π • γ|γ ∈ P k (E)}, with P k (E) being the set of C k paths in E. Therefore, when talking of C k liftings in PLift k (E, π, B), we shall implicitly assume that they are acting on paths in π • P k (E) ⊂ P(B). The discontinuous paths in B are, of course, not in π • P k (E), so that they are excluded from the considerations below.
If E and B are C 1 manifolds, we denote by Sec k (E, π, B) the set of C k sections of the bundle (E, π, B).
for a, b ∈ C and λ, µ ∈ PLift 1 (E, π, B), and the mapping
for every f ∈ PF 1 (B). The mapping
Before continuing with the study of linear transports along paths, we want to say a few words on the links between sections (along paths) and liftings of paths.
The set PSec(E, π, B) of sections along paths of (E, π, B) consists of mappings σ : γ → σ γ assigning to every path γ : J → B a section σ γ ∈ Sec (E, π, B)| γ(J) of the bundle restricted to γ(J). Every (ordinary) section σ ∈ Sec(E, π, B) generates a section σ along paths via σ : γ → σ γ := σ| γ(J) , i.e. σ γ is simply the restriction of σ on γ(J); hence σ α = σ γ for every path α : J α → B with α(J α ) = γ(J). Every σ ∈ PSec(E, π, B) generates a liftinĝ σ ∈ PLift(E, π, B) byσ : γ →σ γ := σ γ • γ; in particular, the liftingσ associated to
Every derivation D along paths generates a map
sσ withσ being the lifting generated by σ, i.e. γ →σ γ := σ γ • γ. The mapping D may be called a derivation of C 1 sections along paths. Notice, if γ : J → B has intersection points and x 0 ∈ γ(J) is such a point,
, is generally multiple-valued at x 0 and, consequently, it is not a section of (E, π, B)| γ(J) .
If B is a C 1 manifold and for some γ : J → B there exists a subinterval J ′ ⊆ J on which the restricted path γ|J : J ′ → B is without self-intersections, i.e. γ(s) = γ(t) for s, t ∈ J ′ and s = t, we can define the derivation along γ of the sections over γ(J ′ ) as a map
where s ∈ J ′ is unique for a given
Generally the map (2.21) defined by (2.22) is multiple-valued at the points of self-intersections of γ, if any, as (D γ σ)(x) := {D γ sσ : s ∈ J, γ(s) = x}. The so-defined map D : γ → D γ is called a section-derivation along paths. As we said, it is single-valued only along paths without self-intersections.
Generally a section along paths or lifting of paths does not define a (single-value) section of the bundle as well as to a lifting along paths there does not correspond some (single-value) section along paths. The last case admits one important special exception, viz. if a lifting λ is such that the lifted path λ γ is an 'exact topological copy' of the underlying path γ : J → B, i.e. if there exist s, t ∈ J, s = t for which γ(s) = γ(t), then λ γ (s) = λ γ (t), which means that if γ has intersection points, then the lifting λ γ also possesses such points and they are in the fibres over the corresponding intersection points of γ. Such a lifting λ generates a section λ ∈ PSec(E, π, B) along paths given by λ : γ → λ γ with λ : γ(s) → λ γ (s). In the general case, the mapping γ(s) → λ γ (s) for a lifting λ of paths is multiple-valued at the points of self-intersection of γ : J → B, if any; for injective path γ this map is a section of (E, π, B)| γ(J) . Such mappings will be called multiple-valued sections along paths. for every lifting λ ∈ PLift 1 (E, π, B) with λ : γ → λ γ . The mapping D γ (resp. D γ s ) will be called a derivation along γ generated by L (resp. a derivation along γ at s assigned to L).
Remark 2.4. The operator D γ s is an analogue of the covariant derivative assigned to a linear connection; cf., e.g., [19, p. 139, equation (12) ].
Remark 2.5. Notice, if γ has self-intersections and x 0 ∈ γ(J) is such a point, the mapping
Let L be a linear transport along paths in (E, π, B). For every path γ : J → B choose some s 0 ∈ J and u 0 ∈ π −1 (γ(s 0 )). The mapping
is, evidently, a lifting of paths. and, evidently, uniquely determine the derivation D generated by L. A trivial corollary of (2.26) and (2.27) is the assertion that the derivation along paths generated by a linear transport is actually a derivation along paths (see definition 2.2).
Below, we shall prove that, freely speaking, a linear transport along path(s) can locally, in a given field of local bases, be described equivalently by the set of its local coefficients (with the transformation law (2.30) written below).
If the transport's matrix L has a representation (2.15), from (2.28) we get
From here, (2.11), and (2.14), we see that the change {e i } → {e ′ i = A j i e i } of the bases along a path γ with a non-degenerate
Proposition 2.6. Let along every (resp. given) path γ : J → B be given a geometrical object Γ whose local components Γ i j in a field of bases {e i } along γ change according to (2.30 ) with Γ(s; γ) = Γ i j (s; γ) . There exists a unique linear transport L along paths (resp. along γ) the matrix of whose coefficients is exactly Γ(s; γ) in {e i } along γ. Moreover, the matrix of the components of L in {e i } is
where s 0 ∈ J is arbitrarily fixed and the matrix Y (s,
(2.32b) 16 Here and below we suppose the existence of derivatives like dλ
mapping. This, of course, imposes some smoothness conditions on γ which we assume to hold. Evidently, for the purpose γ must be at least continuous. In its turn, this supposition has a sense only if the base B possesses some smoothness, which we also assume to be the case. Without going into details, we notice that the most natural requirement for γ, when B is a manifold (see Sect. 5 below), is to require it to be a C 1 map.
Proof. At the beginning, we note that the proof of existence and uniqueness of the solution of (2.32) can be found in [39, chapter IV,
Given a linear transport L with a matrix (2.15). Suppose its components are exactly Γ i j (s; γ) in {e i }. Solving (2.29) with respect to dF −1 /ds, we obtain dF
is independent of s 0 . Besides, as a consequence of (2.30), the matrix (2.31) transforms according to (2.11) when the local bases are changed. Hence (2.3) holds and, due to (2.12), the linear map L with a matrix (2.31) in {e i } is a linear transport along γ. In this way we have proved two things: On one hand, a linear map with a matrix (2.31) in {e i } is a linear transport with local coefficients Γ i j (s; γ) in {e i } along γ and, on the other hand, any linear transport with local coefficients Γ i j (s; γ) in {e i } has a matrix (2.31) in {e i }. Now we are ready to prove a fundamental result: there exists a bijective mapping between the sets of C 1 -linear transports along paths and derivations along paths. The explicit correspondence between linear transports along paths and derivations along paths is through the equality of their local coefficients (and, respectively, components in a given field of bases. After the proof of this result, we shall illustrate it in a case of linear connections on a manifold.
Proposition 2.7. A mapping (2.19a) (resp. (2.19c)) is a derivation along paths (resp. along γ) iff there exists a unique linear transport along paths (resp. along γ) generating it via (2.23).
Proof. Let {e i (s; γ)} be a frame along γ and D (resp. D γ ) be a derivation along paths (resp. along γ). Define the components 17 
where we consider e i : γ → e i (·; γ) as liftings of paths. They uniquely define D γ as (2.20) implies (2.27). Besides, it is trivial to verify the transformation law (2.30) for them. So, by proposition 2.6, there is a unique linear transport along paths (resp. along γ) with the same local coefficients. Conversely, as we already proved, to any linear transport L along paths (resp. along γ) there corresponds a derivation D γ along γ given via (2.23) whose components coincide with the coefficients of L γ and transform according to (2.30) .
We end this section with an important and well known example. Let ∇ be a linear connection (covariant derivative) [24] 
being the vector field tangent to γ, is a derivation along γ (in the bundle tangent to M ) with local components
It is a simple exercise to verify that the unique linear transport along paths corresponding, in accordance with proposition 2.7, to the derivation with local components given by (2.34) is exactly the parallel transport generated via the initial connection ∇. 17 In connection with the theory of normal frames (see Sect. 3 and further), it is convenient to call Γ i j (s; γ) also (2-index) coefficients of D γ . This is consistent with the fact that Γ i j are coefficients of some linear transport along paths (see below ).
Normal frames
Parallel transport in a Euclidean space E n (or in R n ) has the property that, in Cartesian coordinates, it preserves the components of the vectors that are transported, changing only their initial points [40] . This evident observation, which can be taken even as a definition for parallel transport in E n , is of fundamental importance when one tries to generalize the situation.
Let a linear transport L along paths be given in a vector bundle (E, π, B), U ⊆ B, and γ : J → U be a path in U . Definition 3.1. A frame field (of bases) in π −1 (γ(J)) is called normal along γ for L if the matrix of L in it is the identity matrix along the given path γ.
Notice that 'normal' refers to a 'normal form' as opposed to orthogonal to tangential. In the context of the present work, we pose the following problem. Given a linear transport along paths, is it possible to find a local basis or a field of bases (frame) in which its matrix is the identity one? Below we shall rigorously formulate and investigate this problem. If frames with this property exist, we call them normal (for the transport given). According to (2.12) the linear transports do not change vectors' components in such a frame and, conversely, a frame with the last property is normal. Hence the normal frames are a straightforward generalization of the Cartesian coordinates in Euclidean space. 18 Because of this and following the established terminology with respect to metrics [24, 41] , we call Euclidean a linear transport admitting normal frame(s).
Since a frame field, for instance on a set U , is actually a basis in the set Sec (E, π, B)| U = Sec(π −1 (U ), π| U , U ), we call such a basis normal if the corresponding field of bases is normal on U . We want to note that the name "Euclidean transport" is connected with the fact that if we put B = R n and π −1 (x) = T x (R n ) (the tangent space to R n at x) and identify T x (R n ) with R n , then in an orthonormal frame, i.e. in Cartesian coordinates, the Euclidean transport coincides with the standard parallel transport in R n (leaving the vectors' components unchanged).
Below we present some general results concerning normal frames leaving the problem of their existence for the next section.
The importance of the normal frames is established by the following result.
Proposition 3.1. The following statements are equivalent in a given frame {e i } over U ⊆ B:
it is independent of the points at which it is calculated:
where C is a matrix-valued function of γ.
The explicit local action of the derivation D along paths generated by L reduces on U to differentiation of components of liftings with respect to the path's parameter if the path lies entirely in U :
The transport L leaves the vectors' components unchanged along any path in U :
where
The basic vector fields are L-transported along any path γ : J → U :
Proof. We have to prove the equivalences
If L(t, s; γ) = C(γ), then, using the representation (2.15), we get F (t; γ) = F (s; γ)C(γ) = F (s 0 ; γ) for some fixed s 0 ∈ J as s and t are arbitrary, so L(t, s 0 ; γ) = F −1 (s 0 ; γ)F (s 0 ; γ) = 1 1. The inverse implication is trivial. The second equivalence is a consequence of (2.29) and (2.15) since Γ = 0 implies F (s; γ) = F (γ), while the third one is a corollary of (2.27). The validity of the last but one equivalence is a consequence of L(t, s; γ) = 1 1 ⇐⇒ L γ s→t u i e i (s; γ) = u i e i (t; γ) which follows from (2.12). The last equivalence is a corollary of the linearity of L and the arbitrariness of u i .
Remark 3.1. An evident corollary of the last proof is
with B being a matrix-valued function of the path γ only. According to proposition 2.5 this dependence is inessential and, consequently, in a normal frame, we can always choose representation (2.15) with
Corollary 3.1. The equalities (3.1a)-(3.1f) are equivalent and any one of them express a necessary and sufficient condition for a frame to be normal for L in U . In particular, for U = γ(J) they express such a condition along a fixed path γ.
Proof. This result is a direct consequence of definition 3.2 and proposition 3.1.
Therefore a frame is normal for L along γ iff it is L-transported along γ, i.e. if, by definition, its basic vectors e i (s; γ) satisfy (3.1f). As we shall see below (see proposition 3.3), this allows a convenient and useful way for constructing normal frames, if any.
For the above reasons, sometimes, it is convenient for the definition 3.1 to be replaced, equivalently, by the next ones.
The last definition of a normal frame is, in a sense, the 'most invariant (basis-free)' one. The next proposition describes the class of normal frames, if any, along a given path.
Proposition 3.2. All frames normal for some linear transport along paths which is Euclidean along a certain (fixed) path are connected by linear transformations whose matrices may depend only on the given path but not on the point at which the bases are defined.
Proof. Let {e i } and {e ′ i := A j i e j } be frames normal along γ : J → B for a linear transport L along paths and L and L ′ be the matrices of L in them respectively. As, by definitions
, we get A(s; γ) = A(t; γ) for any s, t ∈ J, i.e. A(s; γ) depends only on γ and not on s.
If E is a C 1 manifold and Γ and Γ ′ be the matrices of the coefficients of L in {e i } and {e ′ i }, respectively, by proposition 3.1 we have Γ = Γ ′ = 0, so the transformation law (2. Proof. See proposition 3.2 or its proof.
The following two results describe the class of all normal frames, if any, on an arbitrary set U . Proof. The result immediately follows from corollary 3.3
We end this section with a simple but important result which shows how the normal frames, if any, can be constructed along a given path.
is normal for L along γ.
Proof. Due to (2.2) and (3.5) the frame {e i } satisfies (3.1f) along γ. Hence, by corollary 3.1 it is normal for L along γ.
An analogous result on a set U ⊆ B will be presented in the next section (see belowproposition 4.5).
On the existence of normal frames
In the previous section there were derived a number of properties of the normal frames, but the problem of their existence was neglected. This is the subject of the present section.
At a given point x ∈ B the following result is valid.
Proof. The sufficiency is trivial (see definition 2.1). If
Thus, for a degenerate path γ : J → {x} for some x ∈ B, the identity mapping of the fibre over x is the only realization of an Euclidean transport along paths. Evidently, for such a transport every basis of that fibre is normal for it.
Proposition 4.2. A linear transport L along paths admits frame(s) normal along a given path
for every s, t ∈ J such that γ(s) = γ(t), (4.1)
i.e., if γ contains loops, the L-transport along each of them reduces to the identity mapping of the fibre over the initial/final point of the transportation.
Remark 4.1. For s = t the equation (4.1) is identically satisfied due to (2.3). But for s = t, if such s and t exist, this is highly non-trivial restriction: it means that the result of L-transportation along γ of a vector u ∈ π −1 (x 0 ) from some x 0 ∈ γ(J) from x 0 to a point x ∈ γ(J) is independent of how long the vector has 'traveled' along γ or, more precisely, if x 0 , x ∈ γ(J) are fixed and, for each y ∈ γ(J), J y := {r ∈ J : γ(r) = y}, then the vector L γ s 0 →s (u) is independent of the choice of the points s 0 ∈ J x 0 and s ∈ J x (if some of the sets J x 0 and/or J x contain more than one point). This is trivial if γ is without self-intersections (see (2.2)). If γ has self-intersections, e.g. if γ intersect itself one time at γ(s), i.e. if γ(s) = γ(t) for some s, t ∈ J, s = t, then the result of L-transportation of u ∈ π −1 (γ(s 0 )) from see (2.1) ) the map u is (a single-valued) lifting of γ in E through u 0 irrespectively of the validity of (4.1).
Proof. If L is Euclidean along γ, then (4.1) follows from equation (3.1e) as it holds for every u i ∈ C in some normal frame {e i }. Conversely, let (4.1) be valid. Put
where {e 0 i } is a fixed basis in π −1 (γ(s 0 )) for a fixed s 0 ∈ J. Due to the nondegeneracy of L, {e i } is a basis at γ(s) for every s. According to (4.1) the so-defined field of bases {e i } along γ is single-valued. By means of (2.2), we easily verify that (3.1f) holds for {e i }. Hence {e i } is normal for L along γ. Proof. For a path γ : J → B without self-intersections the equality γ(s) = γ(t), s, t ∈ J is equivalent to s = t. So, according to (2.3), the condition (4.1) is identically satisfied. Now we shall establish an important necessary and sufficient condition for the existence of frames normal on an arbitrary subset U ⊆ B.
Theorem 4.1. A linear transport along paths admits frames normal on some set (resp. along a given path) if and only if its action along every path in this set (resp. along the given path) depends only on the initial and final point of the transportation but not on the particular path connecting these points. In other words, a transport is Euclidean on U ⊆ B iff it is path-independent on U .
Proof. Let a linear transport L admits a frame {e i } normal in U ⊆ B. By definitions 3.1 and 3.2 and equation (2.12), this implies L
On the opposite, let L γ s→t u(γ(s)) depends only on γ(s) and γ(t) but not on γ and {e i } be a field of bases on U (resp. on γ(J)). Then, due to (2.12), the matrix L of L in {e i } has the form L(t, s; γ) = B(γ(t), γ(s)) for some matrix-valued function B on U × U . Combining this result with propositions 2.4 and 2.5, we see that L admits a representation
An evident corollary of theorem 4.1 is the following assertion. Let a linear transport L be Euclidean on U ⊆ B and h a : J → U , a ∈ [0, 1], be a homotopy of paths passing through two fixed points x, y ∈ U , i.e. h a (s 0 ) = x and h a (t 0 ) = y for some s 0 , t 0 ∈ J and any a
Equation (4.3) and the part of the proof of theorem 4.1 after it are a hint for the formulation of the next result.
Theorem 4.2. A linear transport L along paths in a vector bundle, with C 1 manifold as a bundle space, is Euclidean on U (resp. along γ) iff for some, and hence for every, frame {e
Proof. Suppose L is Euclidean. There is a frame {e 0 i } normal for L on U (resp. along γ). Let a matrix F 0 (x) be defined by the expansion
, x ∈ U . Since, by definition, the matrix of L in {e 0 i } is the unit (identity) on U , the matrix of L in {e i } is given via (4.3) due to (2.11). Conversely, if (4.3) holds in {e i } on U , as we saw at the end of the proof of theorem 4.1, the frame {e
} is normal for L on U (resp. along γ). The equivalence of (4.3 ′ ) and (4.3) is a consequence of (2.28) (cf. (2.29), (2.30), and (3.2)).
The proof of theorem 4.2 suggest a way for generating Euclidean transports along paths by 'inverting' the definition of normal frames: take a given field of bases over U ⊆ B and define a linear transport by requiring its matrix to be unit in the given field of bases. We call this Euclidean transport generated by (or assigned to) the given initial frame, which is normal for it. 
where γ 1 and γ 2 are paths in U such that the end of γ 1 coincides with the beginning of γ 2 and γ 1 γ 2 is the product of these paths; (iii) For any subinterval J ′ ⊆ J the locality condition 
1).
Proof. If L is Euclidean, then, by definition 3.4, it admits normal frame(s) along every γ : J → U and, consequently, according to proposition 4.2, the condition (4.1) is valid along every γ : J → U . By theorem 4.1 the transport L γ s→t , s, t ∈ J depends only on the points x = γ(s) and y = γ(t) but not on the particular path γ connecting x, y ∈ U . From here (4.4) and (4.5) follow.
Conversely, let (4.1), (4.4), and (4.5) be true for every paths γ, γ 1 , and γ 2 in U , the end of γ 1 coinciding with the beginning of γ 2 , and subinterval J ′ ⊆ J. Meanwhile, we notice the equality 6) γ −1 being the path inverse to γ, 20 which is a consequence of (4.1) and (4.
At first, we prove the independence of e i | x from the particular continuous path γ x 0 ,x . Let β a : J a → U , a = 1, 2 and β a (s a ) = x 0 and β a (t a ) = x for some s a , t a ∈ J a , a = 1, 2. For definiteness, we assume s a ≤ t a . (The other combinations of ordering between s 1 , t 1 , s 2 , and t 2 can be considered analogously.) Defining β ′ a := β a |[s a , t a ], a = 1, 2 and using (4.5), (4.6), (4.4), and (4.1), we get
where 
2 is a closed path passing through x. Applying the last result, (2.2), and (2.3), we obtain:
Since β 1 and β 2 are arbitrary, from here we conclude that the frame {e i } defined via (4.7) on U is independent from the particular path used in (4.7). Now we shall prove that {e i } is normal for L in U , which will complete this proof. From the proof of proposition 4.2 (compare (4.7) and (4.2)) follows that {e i } is normal for L along any path in U passing through x 0 . Let γ : J → U be such a path, s 0 ∈ J be fixed, and β : [0, 1] → U be such that β(0) = x and β(1) = γ(s 0 ) =: x 0 . Defining γ ± := γ|J ± for J ± := {s ∈ J, ±s ≥ ±s 0 }, we conclude that {e i } is normal for L along βγ + and βγ −1 − . Take, for example, the path βγ + . If for some s ′ 0 , s ′ , s * ∈ R is fulfilled (βγ + )(s ′ 0 ) = x, (βγ + )(s ′ ) = γ(s), and (βγ + )(s * ) = x 0 , then, applying (4.7), (4.4), and (4.5), we find for
s ≥ s 0 :
Analogously one can prove that e i | γ(s) = L γ s 0 →s e i | x for s ≤ s 0 by using βγ −1 − instead of βγ + . So, due to (2.2), the frame {e i } satisfies (3.1f) along γ. Consequently, by corollary 3.1, the frame so-constructed is normal for L along γ.
Remark 4.4. According to [12, proposition 3.4 ] the equality (4.4) is a consequence of (4.5) and the reparametrization condition
where J ′′ is R-interval and τ : J ′′ → J is bijection. Hence in the formulation of theorem 4.3 we can (equivalently) replace the condition (4.4) with (4.8). So, we have: The next result is analogous to proposition 3.3. According to it, a frame normal for L on U ⊆ B, if any, can be obtained by L-transportation of a fixed basis over some point in U to the other points of U . i } is a given basis in π −1 (x 0 ) for a fixed x 0 ∈ U , then the frame {e i } over U defined via
9)
where γ : J → U is such that γ(s 0 ) = x 0 and γ(s) = x for some s 0 , s ∈ J, is normal for L on U .
Proof. By theorem 4.1 the basis {e i | x } is independent of the particular path γ used in (4.9). According to theorem 4.3 the conditions (4.1), (4.4), and (4.5) hold for L. Further, repeating step-by-step the last paragraph of the proof of theorem 4.3, we verify that {e i } is normal for L on U . Alternatively, the assertion is a consequence of (2.25) and proposition 4.6 presented a few lines below.
A simple way to check whether a given frame is normal along some path is provided by the following proposition. Recall
Of course, it is true that if (4.10) holds in a frame {e i } along every path γ in U , the frame {e i } is normal for L on U . But it is more natural to be found a 'global' version of (4.10) concerning the whole set U , not the paths in it. Since it happens that such a result can not be formulated solely in terms of transports along paths, it will be presented elsewhere. 22 
The case of a manifold as a base
Starting from this section, we consider some peculiarities of frames normal for linear transports along paths in a vector bundle (E, π, M ) whose base M is a C 1 differentiable manifold. Besides, the bundle space E will be required to be a C 1 manifold. This will allow links to be made with the general results of [8] concerning frames normal for derivations of the tensor algebra of the vector space of vector fields over a manifold which, in particular, can be linear connections.
The local coordinates of x ∈ M will be denoted by x µ . Here and below the Greek indices α, β, . . . , µ, ν, . . . run from 1 to dim M and, as usual, a summation from 1 to dim M on such indices repeated on different levels will be assumed. The below-considered paths, like γ : J → M , are supposed to be of class C 1 and byγ(s) is denoted the vector tangent to γ at γ(s), s ∈ J, (more precicely at s), i.e.γ is the vector field tangent to γ. By {E µ } will be denoted a frame along γ in the bundle space tangent to M , i.e. for every s ∈ J the vectors E 1 | γ(s) , . . . , E dim M | γ(s) form a basis in the space T γ(s) (M ) tangent to M at γ(s). In particular, the frame {E µ } can be a coordinate one,
, in some neighborhood of x ∈ γ(J). Notice, if we say that U is a neighborhood of a set V ⊆ M , me mean that U is an open set in M containing V . Otherwise by a neighborhood we understand any open set in M (which set is a neighborhood of any its point in the just pointed sense). 
in any frame {e i } along every (resp. the given) C 1 path γ : J → U , where
are some matrix-valued functions, defined on an open set V containing U (resp. γ(J)) or equal to it, andγ µ are the components ofγ in some frame {E µ } along γ in the bundle space tangent to M ,γ =γ µ E µ .
Proof. By theorem 4.2 the representation (4.3 ′ ) is valid in {e i } for some matrix-valued function F 0 on U . Hence, if U is a neighborhood, equation (5.1) holds for
with x ∈ U . In the general case, e.g. if U is a submanifold of M of dimension less than the one of M , the terms E µ (F 0 )| U , µ = 1, . . . , dim M , in the last equality may turn to be undefined as the matrix-valued function F 0 is defined only on U . To overcome this possible problem, let us take some C 1 matrix-valued function F , defined on an open set V containing U (resp. γ(J)) or equal to it, such that F | U = F 0 . Since (4.3) and (4.3 ′ ) depend only on the values of F 0 , i.e. on the ones of F on U , these equations hold also if we replace F 0 in them with F . From the so-modified equality (4.3 ′ ), with F for F 0 , we see that (5.1) is valid for
with p ∈ V .
Consider now the transformation properties of the matrices Γ µ in (5.1). Let U be an open set, e.g. U = M . If we change the frame {E µ } in the bundle space tangent to M , {E µ } → {E ′ µ = B ν µ E ν } with B = B ν µ being non-degenerate matrix-valued function, and simultaneously the bases in the fibres π −1 (x), x ∈ M , {e i | x } → {e ′ i | x = A j i (x)e j | x }, then, from (2.30) and (5.1), we see that Γ µ transforms into Γ ′ µ such that
is non-degenerate and of class C 1 . as (E µ (A))| γ(s)γ µ (s) which is meaningful iff A is defined on a neighborhood of each point in U . Consequently A, as well as {e i } and {e ′ i }, must be defined on an open set V ⊇ U . For this reason, below, when derivatives like E µ (A) appear, we admit the employed frames in the bundle space E to be always defined on some neighborhood in M containing or equal to the set U on which some normal frames are investigated.
Denoting by Γ i jµ the components of Γ µ , we can rewrite (5.4) as
Thus, we observe that the functions Γ i jµ are very similar to the coefficients of a linear connection [24, chapter III, § 7] . Below, in Sect. 8, we shall see that this is not accidental (compare (5.1) with (2.34)). These functions are also called coefficients of the transport L. To make the distinction between Γ i j and Γ i jµ , we call the former ones 2-index coefficients of L and the latter ones 3-index coefficients of L when there is a risk of ambiguities. Besides, if (5.1) holds for every γ : J → U for a transport L, then, in the general case, there are (infinitely) many such representations unless U is an open set. For instance, if (5.1) is valid for some Γ µ , it is also true if we replace in it Γ µ with Γ µ + G µ where the matrix-valued functions G µ are such that G µγ µ = 0 for every γ : J → U . Hence, generally, the 3-index coefficients of L depend also on U and are not unique due to, e.g., the not uniqueness of F in (5.3) .
Prima facie one may think that the inverse of proposition 5.1 is true, but this is not the general case, i.e. if in some frame equation (5.1) holds, then {e i } is generally not normal unless some conditions are fulfilled. Thus (5.1) is only a necessary, but, generally, not sufficient condition for a frame to be normal.
Theorem 5.1. A C 2 linear transport L along paths is Euclidean on a neighborhood U ⊆ M if and only if in every frame the matrix Γ of its coefficients has a representation (5.1) along every C 1 path γ in U in which the matrix-valued functions Γ µ , defined on an open set containing U or equal to it, satisfy the equalities
where x ∈ U and
in a coordinate frame E µ = ∂ ∂x µ in a neighborhood of x Remark 5.1. In the theory considered here, this result is a direct analogue of [6, proposition 3.1].
Remark 5.2. If we change the frame {e i }, {e i } → {e ′ i } = A j i e j }, over U and simultaneously the frame {E µ }, {E µ } → {E ′ µ = B ν µ E ν }, in the tangent bundle space over U , from (5.7) and (5.4), we get that R µν transform into
Therefore the conditions (5.6) have an invariant character, i.e. they are independent of the particular choice of the frames (or coordinates) involved in them. The last result also shows that the quantities R µν depend on the frames {e i } and {E µ } on U and are completely independent of the their values outside U (if U = M ) in a case they are defined there.
Proof. NECESSITY. For a transport L Euclidean on U is valid (5.1) due to proposition 5.1. Moreover, we know from the proof of this proposition that Γ µ admit representation (5.3) for some C 1 non-degenerate matrix-valued function F . The proof of the necessity is completed by the following lemma. 
from [8, lemma 3.1] we conclude that the solutions of this equation with respect to F −1 exist iff (5.6) holds. In fact, fixing some initial value F −1 (x 0 ) = f 0 , we see that
where Y (x, x 0 ; Z 1 , . . . , Z dim M ) is the solution of the initial-value problem 
So, by theorem 4.2 (see (4.3 ′ ) for F 0 = F | U ), the considered transport L along paths is Euclidean.
The just-proved theorem 5.1 expresses a very important practical necessary and sufficient condition for existence of frames normal on neighborhoods because the conditions (5.1) and (5.6) are easy to check for a given linear transport along paths in bundles with a differentiable manifold as a base. Now, combining (3.1c) and (5.1), applying corollary 3.1, and using the arbitrariness of γ, we can formulate the following essential result.
Proposition 5.2. A necessary and sufficient condition for a frame to be normal on a neighborhood U ⊆ M for a Euclidean linear transport on U along paths in (E, π, M ) is the vanishing of its 3-index coefficients, i.e.
for every x ∈ U , where Γ µ (x) define the (2-index) coefficients of the transport via (5.1).
Remark 5.3. The assumption in this proposition for U to be a neighborhood is essential one. From it and the arbitrariness of γ follows thatγ(s) is an arbitrary vector in T γ(s) (M ) which, together with (5.1) and Γ(s; γ) = 0, implies (5.11). If U is not a neighborhood, then, generally, such a conclusion can not be made. For instance, if U is a submanifold of M and dim U < dim M , thenγ ∈ T γ(s) (U ) butγ ∈ T γ(s) (M )\T γ(s) (U ) as γ : J → U is a path in U . Therefore, in this example, only dim U of the matrices Γ 1 , . . . , Γ dim M must vanish in a (suitable) frame normal on U , the remaining dim M − dim U of them need not to be zeros on U . Obviously, this assertion can be inverted, i.e. frames normal on a submanifold U exist iff in them dim U of the matrices of the transport's 3-index coefficients vanish on U (in suitable coordinates or frames). More details for normal frames in which the 3-index coefficients of a linear transport vanish are presented in Sect. 7.
Note that any linear transport has 2-index coefficients while 3-index ones exist only for some of them; in particular such are the Euclidean transports (see proposition 5.1 and theorem 5.2). Through the 3-index coefficients can be defined concrete classes of, possibly Euclidean on some sets, linear transports along paths in a given vector bundle with a manifold as a base. For the purpose one should define a transport by the matrix (5.1) of its 2-index coefficients in which Γ µ are fixed matrix-valued functions over the whole base M . In particular, if Γ µ are the matrices of the coefficients of a linear connection in the tangent bundle over M , we obtain in this way the class of parallel transports generated by such connections in this bundle (see (2.34 ) and the assertion after it).
It should be emphasized, the 3-index coefficients Γ i jµ of a given linear transport L admitting them are defined uniquely on U ⊆ M by (5.3) or (5.2) if (and only if) U is an open subset of M , e.g. if U = M ; the same is valid for the transformed coefficients (5.5). If U is not such, the 3-index coefficients of L contain an arbitrariness connected with the one of the matrix-valued function F , appearing in (5.3), which is subjected only on the condition F | U = F 0 . Besides, if (5.1) holds for some Γ µ , it remains true if we replace in its r.h.s. Γ µ with Γ µ + G µ where the matrix-valued functions G µ are such that G µ (γ(s))γ µ (s) = 0 for every C 1 path γ : J → U and s ∈ J. The mentioned arbitrariness will be described below when U is a submanifold of M . Now we are going to find an analogue of theorem 5.1 when the neighborhood U ⊆ M in it is replaced with a submanifold of the base M .
Let N be a submanifold of M , L be a Euclidean on N linear transport along paths in (E, π, M ), and the C 1 matrix-valued function F 0 determines the coefficients' matrix of L via (4.3 ′ ). Suppose p 0 ∈ N and (V, x) is a chart of M such that V ∋ p 0 and the local coordinates of every p ∈ N ∩ V are x(p) = (x 1 (p) N + 1, . . . , dim M , are constant numbers. 23 In the chart (V, x), we have
, with γ µ := x µ • γ, for every C 1 path γ : J → N and s ∈ J. From here and (4.3 ′ ), follows that (5.1) holds for
and arbitrary Γ dim N +1 , . . . , Γ dim M since in the coordinates {x µ } is fulfilled γ ρ (s) = t 14) which leads to the validity of (5.3) in every frame, or, if the representation (5.1) holds for every γ : J → M (this does not mean that L is Euclidean on M !), the matrices Γ ρ can be identified with the ones appearing in (5.1) in the frame 
holds for every p ∈ N ∩ V and Remark 5.5. It is intuitively clear, generally not all of the equations (5.16) are independent. One can expect only (dim N )[(dim N ) − 1]/2 of them to be independent because of R µν = −R νµ due to (5.7).
Remark 5.6. This theorem is, in fact, a special case of theorem 5.1: if in the latter theorem we put U = N , restrict the transport L on the bundle (π −1 (N ), π| π −1 (N ) , N ), replace M with N , and notice that {x 1 , . . . , x dim N } provide an internal coordinate system on N , we get the former one. Because of the importance of the result obtained, we call it 'theorem' and present below its independent proof. 
where F is a C 1 matrix-valued function defined on an open set containing N or equal to it and such that F | N = F 0 . Thus, by theorem 4.2, the transport L is Euclidean on N .
Corollary 5.1. Every linear transport along paths in a vector bundle whose base and bundle spaces are C 1 manifolds, is Euclidean at every single point or along every path without self-intersections.
Proof. See theorem 5.2 for dim N = 0, 1, in which cases R N αβ ≡ 0. It should be noted, the last result agrees completely with proposition 4.1 and corollary 4.1.
Normal frames for derivations in vector bundles with a manifold as a base
For a general bundle (E, π, B) whose bundle space E is C 1 manifold, we call a frame {e i } normal on U ⊆ B (resp. along γ : J → M ) for a derivation D along paths (resp. D γ along γ) (see definition 2.2) if {e i } is normal on U (resp. along γ) for the linear transport L along paths generating it by (2.23) (see proposition 2.7). We can also equivalently define a frame normal for D (resp. D γ ) as one in which the components of D (resp. D γ ) vanish (see the proof of proposition 2.7, and corollary 3.1). A derivation admitting normal frame(s) is called Euclidean.
In connection with concrete physical applications, a far more interesting is the case of a bundle (E, π, M ) with a differentiable manifold M as a base. The cause for this is the existence of natural structures over M , e.g. the different tensor bundles and the tensor algebra over it. Below we concentrate on this particular case.
called a derivation along X, such that
for every C 1 section σ over V and every
Obviously (see definition 2.2), if γ : J → V is a C 1 path, the map D :σ → Dσ, with
is a derivation along paths on the set of C 1 liftings generated by sections of (E, π, M )| V . From Sect 2, we know that along paths without self-intersections every derivation along paths generates a derivation of the sections of (E, π, M ) (see (2.21) and (2.22)). Thus to any derivation D along (tangent) vector fields on V there corresponds, via (6.3), a natural derivation D along the paths in V on the set of liftings generated by sections. These facts are a hint for the possibility to introduce 'normal' frames for D. This can be done as follows. Let {e i } be a C 1 frame in π −1 (V ). We define the components or (2-index) coefficients 6) where X(A) := X(A j i ) . Conversely, if it is given a geometrical object with components Γ X i j in a frame {e i } and a change {e i } → {e ′ i = A j i e j } implies the transformation (6.6), then there exists a unique derivation along X, defined via (6.5), whose components in {e i } are exactly Γ X i j (cf. proposition 2.6). Below, for the sake of simplicity, we take V = M , i.e. the derivations are over the whole base M . Definition 6.2. A frame {e i }, defined on an open set containing U or equal to it, is called normal for a derivation D along tangent vector fields (resp. for D X along given tangent vector field X) on U if in {e i } the components of D (resp. D X ) vanish on U for every (resp. the given) tangent vector field X.
If D (resp. D X ) admits frames normal on U ⊆ M , we call it Euclidean on U . A number of results, analogous to those of sections 3-5, can be proved for such derivations. Here we shall mention only a few of them. 
where F is a C 1 non-degenerate matrix-valued function defined on an open set containing U .
Proof. If {e ′ i } is normal on U for D, then (6.7) with F = A −1 follows from (6.6) with Γ ′ X | U = 0. Conversely, if (6.7) holds, then (6.6) with A = F −1 yields Γ ′ X | U = 0.
Proposition 6.2 (cf. corollary 3.4).
The frames normal on a set U ⊆ M for a Euclidean derivation along vector fields (resp. given vector field X) are connected by linear transformations whose matrices A are constant (resp. X(A) = 0) on U .
Proof. The result is a consequence of (6.6) for Γ X = Γ ′ X = 0.
vector fields is called linear on U if in one (and hence in any) frame its components admit the representation
are matrix-valued functions on U , and X µ are the local components of a vector field X in some frame {E µ } of tangent vector fields, X = X µ E µ .
Remark 6.1. The invariant definition of a derivation linear on U is
where f, g : U → C and X and Y are tangent vector fields over U . But for the purposes of this work the above definition is more suitable. Comparing definitions 6.1 and 6.3 (see also (6.9)) with [13, p. 74, definition 2.51], we see that a derivation along tangent vector fields is linear iff it is a covariant derivative operator in (E, π, B). Therefore the concepts linear derivation along tangent vector fields and covariant derivative operator coincide.
We call Γ i jµ 3-index coefficients of D or simply coefficients if there is no risk of misunderstanding. It is trivial to check that under changes of the frames they transform according to (5.5) . It is easy to verify that to every linear derivation D there corresponds a unique derivation along paths or linear transport along paths whose 2-index coefficients are given via (5.1) with Γ µ := Γ i jµ being the matrices of the 3-index coefficients of D. 24 Conversely, to any such transport or derivation along paths there corresponds a unique linear derivation along tangent vector fields with components ((2-index) coefficients) given by (6.8), i.e. with the same 3-index coefficients. So, there is a bijective correspondence between the sets of linear derivations along tangent vector fields and derivations (or linear transports) along paths whose (2-index) coefficients admit the representation (5.1). It should be emphasized, if the above discussion is restricted to a subset U , i.e. only for paths lying entirely in U , it remains valid iff U is an open set in M . Otherwise, if U is not an open set, the correspondence between derivations along tangent vector fields and derivations or linear transports along paths via their 3-index coefficients is surjective in the right direction 25 but in the opposite direction it is injective, if the 3-index coefficients of the derivations along paths are fixed, or/and to a single derivation along paths may correspond different derivations along tangent vector fields, if the arbitrariness of the 3-index coefficients of the former derivations is taken into account. This remark is important when the normal frames in the both cases are compared. 24 One can verify that the action of the derivation along paths induced by D on the liftings generated by sections is given by (6.3) . 25 If Γµ and Γµ are the matrices of the 3-index coefficients of D and D, then they define a single derivation along paths in U iff (Γµ − Γµ)γ µ = 0 for every C 1 path γ : J → U .
Proposition 6.3. A derivation along tangent vector fields is Euclidean on
Proof. The result is a corollary from proposition 6.1 as X = X µ ∂ ∂x µ and (6.7) implies (6.8) Proof. By proposition 6.3, a derivation D along vector fields is Euclidean iff (5.3) holds for some F which, according to lemma 5.1, is equivalent to (5.6).
Proposition 6.4 (cf. proposition 5.2). A frame is normal on a set U for some linear derivation along tangent vector fields iff the derivation's 3-index coefficients vanish on U .
Proof. This result is a corollary of definition 6.2, equation (6.8) and the arbitrariness of X in it.
Remark 6.2. The arbitrariness of U in this proposition does not contradict remark 5.3 as the restriction of a derivation along tangent vector fields on U is along vector fields on U , i.e. X x ∈ T x (M ) with x ∈ U .
In this way we have proved the existence of a bijective mapping between the sets of Euclidean derivations along paths and Euclidean linear transports along paths.
It is given via the (local) coincidence of their 3-index coefficients in some (local) frame. Moreover, the normal frames for the corresponding objects of these sets coincide. What concerns the frames normal for Euclidean derivations along tangent vector fields, in them, by proposition 6.4, vanish not only their 2-index coefficients, but also the 3-index ones. Hence the set of these frames is, generally, a subset of the one of frames normal for derivations or linear transports along paths. More details on frames in which the 3-index coefficients of a derivation or transport vanish will be presented in Sect. 7.
Strong normal frames
Let M be a manifold and (T (M ), π, M ) the tangent bundle over it. Let ∇ and P be, respectively, a linear connection on M and the parallel transport along paths in (T (M ), π, M ) generated by ∇ (see (2.34 ) and the statement after it). Suppose ∇ and P admit frames normal on a set U ⊆ M . Here a natural question arises: what are the links between both types of normal frames, the ones normal for ∇ on U and the ones for P on U ?
Recall, if Γ i jk are the components of ∇ in a frame {E i }, the frame {E i } is normal on U ⊆ M for ∇ or P iff respectively
for every p ∈ U , γ : J → U , and s ∈ J. From these equalities two simple but quite important conclusions can be made: (i) The frames normal for ∇ are normal for P, the opposite being generally not valid, and (ii) in a frame normal for ∇ vanish the 2-index as well as the 3-index coefficients of P.
(Q).
Obviously, the set of frames strong normal on U for a parallel transport P coincides with the set of frames normal for the linear connection ∇ generating P.
The above considerations can be generalized directly to linear transports for which 3-index coefficients exist and are fixed. Definition 7.2. Let E and M be C 1 manifolds, U ⊆ M , and (E, π, M ) be a vector bundle over M . Let L (resp. D) be a linear transport (resp. derivation) along paths in (E, π, M ) admitting 3-index coefficients on U which are supposed to be fixed, i.e. its coefficient matrix is of the form Γ(s; γ) = Γ µ (γ(s))γ µ (s) (7.3) in every pair of frames {e i } in E and {E µ } in T (M ) defined on an open set containing U or equal to it, where γ : J → U is of class C 1 and Γ µ := [Γ i jµ ] are the (fixed) matrices of the 3-index coefficients of L. A frame {e i }, defined on an open set containing U or equal to it, is called strong normal on U for L (resp. D), if in the pair ({e i }, {E µ }) for some (and hence any) {E µ } the 3-index coefficients of L vanish on U . Respectively, {e i } is strong normal along g : Q → M if it is strong normal on g(Q).
So, a frame {e i } is strong normal or normal on U if (cf. (7.1) and (7.2)) respectively
for every x ∈ U , γ : J → U , and s ∈ J. From these equations, it is evident that a strong normal frame is a normal one, the opposite being valid as an exception, e.g. if U is a neighborhood. This situation is identical with the one for parallel transports in (T (M ), π, M ) which is a consequence of the fact that definition 7.2 incorporates definition 7.1 as its obvious special case.
The main difference between the cases of parallel transports and arbitrary linear transports along paths is that for the former the condition (7.3) holds globally, i.e. for every path γ : J → M , for some uniquely fixed Γ µ , while for the latter (7.3) is valid, generally, locally, i.e. for γ : J → U with U ⊆ M , and in it Γ µ are fixed but are not uniquely defined by the transport and may depend on U (see sections 5). The cause for this is that for a parallel transport, equation (7. 3) on M with uniquely defined Γ µ follows from its definition, while if for a given linear transport L this equation holds on U for some Γ µ , it is also true if we replace Γ µ with Γ µ + G µ where the matrix-valued functions G µ are subjected to the condition G µγ µ = 0 for every path γ in U . If U is an open set, thenγ(s) is an arbitrary vector in T γ(s) (M ), which implies G µ | U = 0, i.e. in this case the 3-index coefficients of L are unique; just this is the case with a parallel transport when U = M and its 3-index coefficients are fixed and, by definition, are equal to the coefficients of the linear connection generating it.
If in definition 7.2 one replaces D with a derivation D along tangent vector fields and (7.4) with (6.8) , the definition of a frame strong normal on U for D will be obtained. But, by proposition 6.4, every frame normal on U for D is strong normal on U for D and vice versa. Therefore the concepts of a 'normal frame' and 'strong normal frame', when applied to derivations along tangent vector fields, are identical. Returning to the considerations in Sect. 6 , we see that frames (strong) normal for a derivation along tangent vector fields are strong normal for some derivation or linear transport along paths and vice versa. By this reason, below only strong normal frames for the latter objects will be investigated.
To make the situation easier and clearer, below the following problem will be studied. Let (E, π, M ) be a vector bundle over a C 1 manifold M , V ⊆ M be an open subset, U ⊆ V , and L be a linear transport along paths in (E, π, M ) whose coefficient matrix has the form (7.3) on V , i.e. for every C 1 path γ : J → V . 26 The problem to be investigated concerns strong normal frames for L on U .
Let {e i } be a frame over V in E and {E µ } a frame over V in T (M ). A frame
where Γ µ are the 3-index coefficients' matrices of L in ({e i }, {E µ }).
If on U exists a frame {e i } strong normal for L, then all frames {e ′ i = A j i e j } which are normal or strong normal on U can easily be described: for the normal frames, the matrix A = [A j i ] must be constant on U (corollary 3.4), A| U = 0, while for the strong normal frames it must be such that E µ (A)| U = 0 for some (every) frame {E µ } over U in T (M ) (see (7.6) with Γ µ | U = 0).
Comparing equation (7.6) with analogous ones in [6, 7, 8] , we see that they are identical with the only difference that the size of the square matrices Γ 1 , . . . , Γ dim M , and A in [6, 7, 8] is dim M × dim M while in (7.6) it is v × v, where v is the dimension of the vector bundle (E, π, M ), i.e. v = dim π −1 (x), x ∈ M , which is generally not equal to dim M . But this difference is completely insignificant from the view-point of solving these equations (in a matrix form) or with respect to the integrability conditions for them. Therefore all of the results of [6, 7, 8] , concerning the solution of the matrix differential equation (7.6) , are (mutatis mutandis) applicable to the investigation of the frames strong normal on a set U ⊆ M .
Transferring results from [6, 7, 8] is so trivial that their explicit reformulations makes sense only if one really needs the corresponding rigorous assertions for some concrete purpose. For this reason, we describe below briefly the general situation and one of its corollary.
The only peculiarity one must have in mind, when such transferring is carried out, consist in the observation that in this way can be obtained, generally, only part of the frames normal for some linear transport, viz. the frames strong normal for it. But such a state of affairs is not a trouble as we need a single normal frame to construct all of them by means of corollary 3.4.
If γ n : J n → M , J n a neighborhood in R n , n ∈ N, is a C 1 injective map, then [8, theorem 3.1] a necessary and sufficient condition for the existence of frame(s) strong normal on γ n (J n ) for some linear transport along paths or derivation along paths or along vector fields tangent to M , is in some neighborhood (in R n ) of every s ∈ J n their (3-index) coefficients to satisfy the equations
where R µν are given via (5.7) for x µ = s µ , µ, ν = 1, . . . , n with {s µ } being Cartesian coordinates in R n . From (7.7) an immediate observation follows [8, sect. 6] : strong normal frames always exist at every point (n = 0) or/and along every C 1 injective path (n = 1). Besides, these are the only cases when normal frames always exist because for them (7.7) is identically valid. On submanifolds with dimension greater than or equal to two normal frames exist only as an exception if (and only if) (7.7) holds. For n = dim M equations (7.7) express the flatness of the corresponding linear transport [43] 
It is almost evident, in the coordinates used, equation (7.7) is identical with (5.16) for N = γ n (J n ) and p = γ n (s). Thus, on a submanifold or along injective mappings, the existence of normal frames (for linear transports of the considered type) implies the existence of strong normal frames.
Conclusion
In the preceding sections we have developed the generic theory of linear transports along paths in vector bundles and of frames normal for them and for derivations along paths and/or along tangent vector fields (if the bundle's base is a manifold in the last case). Below we make some conclusions from the material presented and point out connections with other results in this field.
From proposition 5.1 and theorem 5.2, we know that only linear transports/derivations along paths with (2-index) coefficients given by (5.1) admit normal frames. Besides, from equations (5.1) and (5.4), it follows that frames normal on a subset U ⊆ M for such transports/derivations along paths exist if and only if the matrix differential equation
has a solution for every γ : J → U with respect to A. 27 In fact, the equations (5.16) are the integrability conditions for (8.1). 28 Evidently, the same is the situation with derivations along tangent vector fields (see Sect. 6) when, due to (6.6), such a derivation admits frames normal on U iff the equation
Γ X being the derivation's matrix along a vector field X, has a solution with respect to A. As we proved in Sect. 6, if X is arbitrary and tangent to the paths in U , this equation is equivalent to (8.1) with Γ µ being the matrices of 3-index coefficients of the derivation; if X is completely arbitrary, (8.2) is equivalent to equation (8.3) below. Now it is time to recall that, from a mathematical view-point, the series of papers [6, 7, 8 ] is actually devoted precisely to the solution of the equation 29
which is equivalent to (8.1) if U is a neighborhood. The general case is explored in [8] , while [7] investigates the case U = γ(J) for γ : J → M and [6] is concentrated on the one in which U is a single point or a neighborhood in M . The fact that in the works mentioned are studied frames normal for derivations of the tensor algebra over a manifold M is inessential because the equations describing the matrices by means of which is performed the transformation from an arbitrary frame to a (strong) normal one are the same in these papers and in the present investigation. The only difference is what objects are transformed by means of the matrices satisfying (8.2): in the present work these are the frames in the restricted bundle space π −1 (U ) ⊆ E, while in the above series of works they the tensor bases 27 If such A exist in a frame {ei}, then the frame {e 28 If (5.6) hold and U is a neighborhood, then A = Y (p, p0; −Γ1, . . . , −Γ dim M )A0, A0 being non-degenerate matrix. 29 In [6, 7, 8] the notation WX instead of ΓX is used.
over U , in particular the ones in the bundle tangent to M . In [6, 7, 8] the only explicit use of the derivations of the tensor algebra over M was to define their components (2-index coefficients) and the transformation law for the latter. Since this law [8, equation (2.2) ] is identical with (6.6), 30 all results concerning the 2-and 3-index coefficients of derivations of the tensor algebra over M and the ones of derivations along tangent vectors in vector bundle (E, π, M ) coincide. Thus, we have came to a very important conclusion: all of the results of [6, 7, 8] (or components) , and the frames (strong) normal for them in vector bundles with a differentiable manifold as a base. The only change, if required, to transfer the results is to replace the term 'S-derivation' with 'derivation along tangent vector fields', or 'derivation along paths', or 'linear transport along paths' and, possibly, the term 'normal frame' with 'strong normal frame'.
Because of the widespread usage of covariant derivatives (linear connections), we want to mention them separately regardless of the fact that this case was completely covered in [6, 7, 8] . As a consequence of (2.34), the covariant derivatives are linear derivations on the whole base M (as well as on any its subset). Thus for them the condition (5.1) is identically satisfied. Therefore, by theorem 5.2, a covariant derivative (or the corresponding parallel transport) admits normal frames on a submanifold U ⊆ M iff (5.16) holds on U . Consequently, every covariant derivative admits normal frames at every point or along any given smooth injective path. However, only the flat covariant derivatives on U admit frames normal on U if U is a neighborhood (dim U = dim M ). Further general details concerning this important case can be found in [8, sect. 5] .
In theoretical physics, we find applications of a number of linear transports along paths [23] : parallel [24, 4] , Fermi-Walker [25, 26] , Fermi [26] , Truesdell [27, 28] , Jaumann [29] , Lie [25, 4] , modified Fermi-Walker and Frenet-Serret [30] , etc. Our results are fully applicable to all of them (see [23, proposition 4 .1]), in particular for all of them there exist frames normal at a given point or/and along smooth injective paths.
We end with a few words about gravity. A comprehensive analysis, based on [6, 7, 8] , of the connections between gravity and normal frames is given in [9] . The importance of the concept of 'normal frame' for physics comes from the fact that it is the mathematical object representing the physical concept of an 'inertial frame'. Moreover, in [9] we proved that the (strong) equivalence principle is a theorem according to which these two types of frames coincide. Thus, we hope, the present investigation may find applications in the further exploration of gravity and, possibly, of gauge fields, which mathematically are linear connections, to whose coefficients our results are applicable.
The formalism developed in the present work can find natural application in gauge theories [45] . An example of such an application is presented in the appendix below.
Appendix. Applications to classical electromagnetic field
In this section we apply part of the developed formalism to a description of classical electromagnetic field considered as a gauge field, which results in a partial reestablishment of some known results, as one can expected. The case of a general gauge field may be treated similarly, but it requires considerably more space and details and will be given elsewhere.
A.1. The one-dimensional case
Let (E, π, M ) be one-dimensional vector bundle over a C 1 manifold M . Thus the (typical) fibre of (E, π, M ) can be identified with C (resp. R in the real case) and then the fibre π −1 (x) over x ∈ M will be an isomorphic image of C (resp. R in the real case). Let γ : J → M be of class C 1 and L be a linear transport along paths in (E, π, M ). A frame {e} along γ consists of a single non-zero vector field e : (s; γ) → e(s; γ) ∈ π −1 (γ(s))\{0}, s ∈ J, and in it the matrix of L γ at (t, s) ∈ J × J is simply a number L(t, s; γ) ∈ C, L γ s→t (ue(s; γ)) = uL(t, s; γ)e(t; γ) for u ∈ C and s.t ∈ J. By proposition 2.4, the general form of L is
where f : (s; γ) → f (s; γ) ∈ C\{0} is defined up to (left) multiplication with a function of γ (proposition 2.5). Respectively, due to (2.29), the matrix of the coefficient(s) of L is Γ(s; γ) = ∂L(t, s; γ) ∂s
and (2.31) takes the form
The change e(s; γ) → e ′ (s; γ) = a(s; γ)e(s; γ), with a(s; γ) ∈ C\{0}, of the frame {e} implies (see (2.11) and (2.30))
The explicit local action of the derivation D along paths generated by L is
where λ ∈ PLift 1 (E, π, M ) and (2.27) was used. Let us now look on the normal frames on one-dimensional vector bundles. A frame {e} is normal for L along γ (resp. on U ) iff in that frame (A.1) holds with
where γ : J → M (resp. γ : J → U ) and f 0 : γ → f 0 (γ) ∈ C\{0} (see remark 3.1 and proposition 3.1). Since, in a frame normal along γ (resp. on U ), there is fulfilled
for the given path γ (resp. every path in U ), in every frame {e ′ = ae}, we have
holds for every C 1 path γ : J → U and some Γ ′ µ : V → C with V being an open set and V ⊇ U (proposition 5.1). This means (see theorems 4.1 and 4.2) that (A.8) holds for a(s; γ) = a 0 (γ(s)), (A.10) where a 0 : U → C\{0}, and, consequently, the equality (A.9) can be satisfied if we choose
with a : V → C, a| U = a 0 and {E µ } being a frame in the bundle space tangent to M which, in particular, can be a coordinate one, E µ = ∂ ∂x µ . Of course, if U is not an open set, this choice of Γ ′ µ is not necessary (see Sect. 5), for example, the equality (A.9) will be preserved, if to the r.h.s. of (A.11) is added a function G ′ µ such that G ′ µγ ′ µ = 0. By virtue of (5.4), the functions Γ µ and Γ ′ µ in two arbitrary pairs of frames ({e}, {E µ }) and ({e ′ = ae}, {E ′ µ = B ν µ E ν }), respectively, are connected via .12) and, consequently, with respect to changes of the frames in the tangent bundle space over M , when a = 1, they behave like the components of a covariant vector field (one-form). Therefore, on an open set U , e.g. U = M , the quantity
where {E µ } is the coframe dual to {E µ } (in local coordinates: E µ = ∂ ∂s µ and E µ = dx µ ), is a 1-form over M (with respect to changes of the local coordinates on M or of the frames in the (co)tangent bundle space over M ). However, it depends on the choice of the frame {e} in the bundle space E and a change e → e ′ = ae implies
Using the 1-form (A.13), we see that .15) and (A.3) can be rewritten as
where the integration is along some path in U (on which the transport L is Euclidean). Hence L (or L) depends only on the points γ(s) and γ(t), not on the particular path connecting them, as it should (theorem 4.1). The self-consistency of our results is confirmed by the equation
which is a consequence of (A.11) and (5.7) and which is a necessary and sufficient condition for the existence of frames normal on a neighborhood U (theorem 5.1). We end the general considerations of the case of one-dimensional vector bundles with a remark that frames normal along injective paths always exist (corollary 4.1), but on an arbitrary submanifold N ⊆ M they exist iff the functions Γ µ satisfy the conditions (5.16) with x ∈ N in the coordinates described in theorem 5.2.
A.2. Bundle description of the classical electromagnetic field
Now we would like to apply the above formalism to a description of the classical electromagnetic field. Before going on, we should say that the accepted natural formalism in gauge field theories, in particular in the electrodynamics, is via connections on vector bundles [46, 47] . This approach deserves a special investigation and we shall return to it in a separate paper (see [45] ). Below we sketch an equivalent technique for an electromagnetic field on the framework of the formalism developed in the present work in which the section-derivation, introduced via (2.22), plays a role of a covariant derivative and the matrices (5.7) serve as components of its curvature.
Recall [48, 47] , classical electromagnetic field is described via a real 1-form A over a 4-dimensional real manifold M (endowed with a Riemannian metric g and) representing the space-time model and, usually, identified with the Minkowski space M 4 of special relativity or the Riemannian space V 4 of general relativity. 31 The electromagnetic field itself is represented by the two-form F = dA, where "d" denotes the exterior derivative operator, with local components (in some local coordinates {x µ })
As is well known, the electromagnetic field, the Maxwell equations describing it, and its (minimal) interactions with other objects are invariant under a gauge transformation .19) or A → A ′ = A + dλ, where λ is a C 2 function. As is almost evident, the electromagnetic field is invariant under simultaneous changes of the local coordinate frame,
and a gauge transformation (A.19):
A simple calculation shows that under the transformation (A.20), the quantities (A.18) transform like components of an (antisymmetric) tensor,
due to which the 2-form F remains unchanged, F = dA = dA ′ . Notice, above A ′ µ are not the components of A in {E ′ µ } unless λ = const while F ′ µν are the components of F in E ′µ = ∂x ′µ ∂x ν dx ν . The similarity between (A.20) and (A.12) (and also between (A.21) and (5.8)) is obvious and implies the idea of identifying (on an open set, neighborhood) the electromagnetic potentials A µ with the matrices (functions, in the particular case) Γ µ of the 3-index coefficients of some linear transport along paths in a 1-dimensional vector bundle (E, π, M ). This can be done as follows.
Let M be a real 4-dimensional manifold, representing the space-time model, and (E, π, M ) be a 1-dimensional real vector bundle over it. 32 We identify the potentials A µ of an electromagnetic field with the (local) coefficients of a linear transport L along paths in (E, π, M ) whose matrix has the representation (A.9) (along every path and in every pair of frames).
Hence, the 3-index coefficients of L are uniquely defined and supposed to be (arbitrarily) fixed in some pair of frames.
Since the 3-index coefficients of linear transport are defined in a pair of frames ({e}, {E µ }), {e} in the bundle space E and {E µ } in the tangent bundle space T (M ), the change (A.20) expresses simply the transformation of A µ under the pair of changes e → e ′ = ae and E → E ′ µ = B ν µ E ν and is a consequence of (A.12) if we put a = e λ .
(A.22)
It should be emphasized, now the (pure) gauge transformation (A.19) appears as a special case of (A.20), corresponding to a change of the frame in E and a fixed frame in T (M ). 33 This means that, in the approach proposed, (A.19) is directly incorporated in the definition of the field potential A. This conclusion is in contrast to the situation in classical electrodynamics as there the change (A.19) is a simple observation of 'additional' invariance of the field, which is not connected with the geometrical interpretation of the theory. Defining the electromagnetic field (strength) by F = dA, the equality (A.18) remains valid in a coordinate frame {E µ = ∂/∂x µ }. Since A and F possess all of the properties they must have in classical electrodynamics, they represent an equivalent description of electromagnetic field. The only difference with respect to the classical description is the clear geometrical meaning of these quantities, as a consequence of which an electromagnetic field can be identified with a linear transport along paths in a one-dimensional vector bundle over the space-time. With a little effort, one can show that the proposed treatment of electromagnetic field is equivalent to the modern one in the bundle picture of gauge theories (see, e.g., [46] or [50] ), where the electromagnetic potentials are regarded as coefficients of a suitable linear connection.
In the approach proposed, the different gauge conditions, which are frequently used, find a natural interpretation as a partial fix of the class of frames in the bundle space employed. For instance, any one of the gauges in the table on this page corresponds to a class of frames for which (A.20) holds for B ν µ = δ ν µ , δ ν µ being the Kroneker deltas, and λ subjected to a condition given in the table. 34 
Gauge
Condition on A Condition on λ Condition on ϕ Lorentz
a In this raw the summation over k is from 1 to 3.
In the table on the current page ϕ is a C 1 function describing the arbitrariness in the choice of λ, i.e. if a gauge condition is valid for λ, then it holds also for λ + ϕ instead of λ.
A.3. Normal and inertial frames
Comparing (A.18) with (5.7), we get 35 F µν = R µν (−A 0 , −A 1 , −A 2 , −A 3 ).
(A.23)
Thus, the electromagnetic field tensor F is completely responsible for the existence of frames normal for L (theorems 5.1 and 5.2). For example, if U is an open set, frames normal on U ⊆ M for L exist iff F | U = 0, i.e. if electromagnetic field is missing on U . 36 Also, if N is a submanifold of M , frames normal on U for L exist iff in the special coordinates {x µ }, described in theorem 5.2, is valid F αβ | U = 0 for α, β = 1, . . . , dim N . In the context of theorem 4.1, we can say that an electromagnetic field admits frames normal on U ⊆ M iff the corresponding to it linear transport L is path-independent on U (along paths lying entirely in U ). Thus, if L is path-dependent on U , the field does not admit frames normal on U . This important result is the classical analogue of a quantum effect, know as the Aharonov-Bohm effect [52, 53] , whose essence is that the electromagnetic potentials directly, not only through the field tensor F , can give rise to observable physical results. Let us now turn our attention to the physical meaning of the normal frames corresponding to a given electromagnetic field which is described, as pointed above, via a linear transport L along paths in 1-dimensional vector bundle over the space-time M .
Suppose L is Euclidean on a neighborhood U ⊆ M . As a consequence of (A.23) and theorem 5.1, we have F | U = dA| U = 0, i.e. on U the electromagnetic field strength vanishes and hence the field is a pure gauge on U , (irrespectively of the frames {E µ } and {E ′ µ } in the tangent bundle over M ). Hence, by (A.25) the one-vector frame {e ′ = e −f 0 e} in the bundle space E is normal for L on U . Therefore in the frame {e ′ }, there vanish not only the 2-index coefficients of L but also its 3-index ones, i.e. {e ′ } is a frame strong normal on U for L. Applying (A.20) one can verify, all frames strong normal on a neighborhood U for L are obtainable from {e ′ } by multiplying its vector e ′ by a function f such that ∂f ∂x µ U = 0, 37 i.e. they are {be −f 0 e} with b ∈ R\{0} as U is a neighborhood. Thus, every frame normal on a neighborhood U for L is strong normal on U for L and vice versa.
A frame in the bundle space in which (A.27) holds on a subset U ⊆ M , will be called inertial on U for the electromagnetic field considered. In other words, the frames inertial on U for a given electromagnetic field are the ones in which its potentials vanish on U . Thus, every frame inertial on U is strong normal on it and vice versa.
So, in a frame inertial on U ⊆ M for an electromagnetic field it is not only a pure gauge, but in such a frame its potentials vanish on U . Relying on the results obtained (see also 36 Elsewhere we shall prove that the components Fµν completely describe the curvature of L which agrees with the interpretation of Fµν as components of the curvature of a connection on a vector bundle in the gauge theories [46, 47, 51] . The general situation is similar: the quantities (5.7) determine the curvature of a transport with coefficients' matrix (5.1). 37 The afore-presented results, concerning normal frames for which the 3-index coefficients of a linear transport vanish, completely agree with the considerations in Sect. 7.
Sect. 8 and [6, 7, 8] ), we can assert the existence of frames inertial at a single point and/or along paths without self-intersections for every electromagnetic field, while on submanifolds of dimension not less than two such frames exist only as an exception if (and only if) some additional conditions are satisfied, i.e. for some particular types of electromagnetic fields. Now we would like to make a link with the paper [9] in which was demonstrated that the (ordinary strong) equivalence principle is a provable theorem and the inertial frames in a gravity theory based on a linear connection (or other derivation) are the frames normal for it. For reasons given a few lines below, such frames will be called inertial for the gravitational field under consideration.
Let there be given a physical system consisting of pure or, possibly, interacting gravitational and electromagnetic fields which are described via, respectively, a linear connection ∇ in the tangent bundle (T (M ), π T , M ) (or the tensor algebra) over the space-time M and a linear transport along paths in a 1-dimensional vector bundle (E, π E , M ) over M . On one hand, as we saw above, the frames inertial for an electromagnetic field, if any, in the bundle space E are completely independent of any frame in the bundle space T (M ) tangent to M . On other hand, the frames inertial for the gravity field, i.e. the ones normal for ∇, if any, are frames in T (M ) and have nothing in common with the frames in E, in particular with the frames normal for L, if any. Consequently, if there is a frame {E µ } in T (M ) inertial on U ⊆ M for the gravity field and a frame {e} in E inertial on the same set U for the electromagnetic field, the frame {e × E µ } = {(e, E µ )} in the bundle space of the bundle (E × T (M ), π E × π T , M × M ) over M × M can be called simply inertial on U (for the system of gravity and electromagnetic fields). 38 Thus, in an inertial frame, if any, the potentials of both, gravity and electromagnetic, fields vanish. Relying on the results obtained in this work, as well as on the ones in [6, 7, 8, 9] , we can assert the existence of inertial frames at every single space-time point and/or along every path without self-intersections in it. On submanifolds of dimension higher than one, inertial frames exist only for some exceptional configurations of the fields which can be described on the base of the results in the cited works.
