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ON A21 RESTRICTIONS OF WEYL ARRANGEMENTS
TAKURO ABE, HIROAKI TERAO, AND TAN NHAT TRAN
ABSTRACT. Let A be a Weyl arrangement in an ℓ-dimensional Euclidean space. The freeness of
restrictions of A was first settled by a case-by-case method by Orlik and the second author (1993),
and later by a uniform argument by Douglass (1999). Prior to this, Orlik and Solomon (1983) had
completely determined the exponents of these arrangements by exhaustion. A classical result due to
Orlik, Solomon and the second author (1986), asserts that the exponents of any A1 restriction, i.e.,
the restriction ofA to a hyperplane, are given by {m1, . . . ,mℓ−1}, where exp(A) = {m1, . . . ,mℓ}
with m1 ≤ · · · ≤ mℓ. As a next step towards conceptual understanding of the restriction exponents
we will investigate the A21 restrictions, i.e., the restrictions of A to the subspaces of type A21. In this
paper, we give a combinatorial description of the exponents and describe bases for the modules of
derivations of the A21 restrictions in terms of the classical notion of related roots by Kostant (1955).
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1. INTRODUCTION
Assume that V = Rℓ with the standard inner product (·, ·). Denote by Φ an irreducible (crys-
tallographic) root system in V and by Φ+ a positive system of Φ. Let A be the Weyl arrangement
of Φ+. Denote by L(A) the intersection poset of A. For each X ∈ L(A), we write AX for the
restriction of A to X . Set Lp(A) := {X ∈ L(A) | codim(X) = p} for 0 ≤ p ≤ ℓ. LetW be the
Weyl group of Φ and letm1, . . . , mℓ withm1 ≤ · · · ≤ mℓ be the exponents ofW .
Notation 1.1. If X ∈ Lp(A), then ΦX := Φ ∩X⊥ is a root system of rank p. A positive system of
ΦX is taken to be Φ
+
X := Φ
+ ∩ ΦX . Let ∆X be the base of ΦX associated to Φ+X .
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Definition 1.2. A subspaceX ∈ L(A) is said to be of type T (or T for short) ifΦX is a root system
of type T . In this case, the restrictionAX is said to be of type T (or T ).
Weyl arrangements are important examples of free arrangements. In other words, the module
D(A) of A-derivations is a free module. Furthermore, the exponents of A are the same as the
exponents of W , i.e., exp(A) = {m1, . . . , mℓ} (e.g., [Sai93]). It is shown by Orlik and Solomon
[OS83], using the classification of finite reflection groups, that the characteristic polynomial of the
restriction AX (X ∈ L(A)) of an arbitrary Weyl arrangement A is fully factored. Orlik and the
second author [OT93] proved a stronger statement that D(AX) is free by a case-by-case study.
Soon afterwards, Douglass [Dou99] gave a uniform proof for the freeness using the representation
theory of Lie groups.
We are interested in studying the exponents of AX and bases for D(AX). For a general X , it
is not an easy task. The only known general result due to Orlik, Solomon and the second author
[OST86], asserts that for each X ∈ A, i.e., X is of type A1, exp(AX) = {m1, . . . , mℓ−1} and a
basis for D(AX) consists of the restrictions to X of the corresponding basic derivations. In this
paper, we consider a “next” general class of restrictions, that is when X is of type A21. We prove
that exp(AX) is obtained from exp(A) by removing either the two largest exponents, or the largest
and the middle exponents, depending upon a combinatorial condition on X . Furthermore, similar
to the result of [OST86], our method produces an explicit basis forD(AX) in each case. The main
combinatorial ingredient in our description is the following concept defined by Kostant:
Definition 1.3 ([Kos55]). Two non-proportional roots β1, β2 are said to be related if
(a) (β1, β2) = 0,
(b) for any γ ∈ Φ \ {±β1,±β2}, (γ, βi) = 0 implies (γ, β3−i) = 0 for all i ∈ {1, 2}.
In this case, we call the set {β1, β2} relatedly orthogonal (RO), and the subspace X = Hβ1 ∩Hβ2
is said to be RO.
Remark 1.4. The relatedly orthogonal sets presumably first appeared in [Kos55], wherein Kostant
required β1, β2 to have the same length, and allowed a root is related to itself and its negative.
Green called the relatedly orthogonal sets strongly orthogonal and defined the strong orthogonality
in a more general setting [Gre13, Definition 4.4.1]. It should be noted that the notion of strongly
orthogonal sets is probably more well-known with the definition that neither sum nor difference
of the two roots is a root. For every β ∈ Φ, set β⊥ := {α ∈ Φ | (α, β) = 0}. Condition (b) in
Definition 1.3 can be written symbolically as (b’) β⊥1 \ {±β2} = β⊥2 \ {±β1}.
Let h be the Coxeter number ofW . For φ ∈ D(A), let φX be the restriction of φ toX . We now
formulate our main results.
Theorem 1.5. Assume that ℓ ≥ 3. If X ∈ L(A) is of type A21, then AX is free with
exp(AX) =
{
exp(A) \ {h/2, mℓ} if X is RO,
exp(A) \ {mℓ−1, mℓ} otherwise.
Theorem 1.6. Assume that ℓ ≥ 3.
(i) Suppose that X is A21 and not RO. Let {ϕ1, . . . , ϕℓ} be a basis for D(A) with degϕj = mj
(1 ≤ j ≤ ℓ). Then {ϕX1 , . . . , ϕXℓ−2} is a basis forD(AX).
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(ii) Suppose that X is both A21 and RO. Then Φ must be of type Dℓ with ℓ ≥ 3. Furthermore, a
basis forD(AX) is given by {τX1 , . . . , τXℓ−2}, where
τi :=
ℓ∑
k=1
x2i−1k ∂/∂xk (1 ≤ i ≤ ℓ− 2).
Theorem 1.5 gave a little extra information: when X is RO, half of the Coxeter number is an
exponent ofW (hence it lies in the “middle” of the exponent sequence). We emphasize that given
[OT93], Theorem 1.5 can be verified by looking at the numerical results in [OS83] (the case of type
D is rather non-trivial). It is interesting to search for a proof, free of case-by-case considerations.
In this paper, we provide a conceptual proof with a minimal use of classifications of root systems:
Theorem 1.5 holds true trivially for ℓ = 3, and we use up to the classification of rank-4 root systems
(for the proofs of some supporting arguments). As far as we are aware, a formula of the exponents
of a restricted Weyl arrangement given under the RO condition is new. Our proof shows how the
RO concept arrives at the exponent description, hoping that it will reveal a new direction for future
research of the exponents through the combinatorial properties of the root system.
Theorem 1.6 seems to be, however, less straightforward even if one relies on the classification.
In comparison with the classical result of [OST86], Theorem 1.6(i) gives a bit more flexible con-
struction of basis for D(AX). Namely, a wanted basis is obtained by taking the restriction to X
of any basis for D(A), without the need of basic derivations. Nevertheless, the remaining part of
the basis construction (Theorem 1.6(ii)) can not avoid the classification. It may happen that there
are more than one derivations in a basis forD(A) having the same degree. Hence some additional
computation is required to examine which derivation vanishes after taking the restriction toX (see
Remark 2.10 and Example 5.2).
Beyond the A21 restrictions, driving conceptual understanding on the restrictions in higher codi-
mensions, or of irreducible types is much harder (see Remarks 4.5 and 3.15). The numerical results
[OS83] say that we have a similar formula for the exponents of any Ak1 restriction (k ≥ 2) in terms
of the strongly orthogonal sets of [Gre13]. The details are left for future research.
The remainder of this paper is organized as follows. In §2, we first review preliminary results
on free arrangements and their exponents, and a recent result (Combinatorial Deletion) relating
the freeness to combinatorics of arrangements (Theorem 2.8). We also prove an important result
in the paper, a construction of a basis for D(AH) (H ∈ A) from a basis for D(A) when A
and A \ {H} are both free (Theorem 2.9). We then review the background information on root
systems, Weyl groups, and Weyl arrangements. Based on the Combinatorial Deletion Theorem,
we provide a slightly different proof for the result of [OST86] (Remark 2.15). In §3, we give an
evaluation for the cardinality of every A21 restriction (Proposition 3.13). This evaluation can be
expressed in terms of the local and global second smallest exponents of the Weyl groups (Remark
3.14). In §4, we first provide a proof for the freeness part of Theorem 1.5, i.e., the freeness of A21
restrictions (Theorem 4.4). The proof is different from (and more direct than) the proofs presented
in [OT93] and [Dou99]. We then complete the proof of Theorem 1.5 by providing a proof for
the exponent part (Theorem 4.6). The proof contains two halves which we present the proof for
each half in Theorems 4.8 and 4.28. We close the section by giving two results about local-
global inequalities on the second smallest exponents and the largest coefficients of the highest
roots (Corollary 4.34), and the Coxeter number of any irreducible component of the subsystem
orthogonal to the highest root in the simply-laced cases (Corollary 4.35). In §5, we present the
proof of Theorem 1.6 (Theorem 5.1 and Example 5.2). In §6, we give an alternative and bijective
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proof of Theorem 4.30, one of the key ingredients in the proof of the exponent part of Theorem
1.5.
2. PRELIMINARIES
2.1. Free arrangements and their exponents. For basic concepts and results of free arrange-
ments, we refer the reader to [OT92].
Let K be a field and let V := Kℓ. A hyperplane in V is a subspace of codimension 1 of V .
An arrangement is a finite set of hyperplanes in V . We choose a basis {x1, . . . , xℓ} for V ∗ and let
S := K[x1, . . . , xℓ]. Fix an arrangement A in V . The defining polynomial Q(A) of A is defined
by
Q(A) :=
∏
H∈A
αH ∈ S,
where αH = a1x1+ · · ·+aℓxℓ ∈ V ∗\{0}, ai ∈ K andH = kerαH . The number of hyperplanes in
A is denoted by |A|. It is easy to see thatQ(A) is a homogeneous polynomial in S and degQ(A) =
|A|.
The intersection poset of A, denoted by L(A), is defined to be
L(A) := {∩H∈BH | B ⊆ A},
where the partial order is given by reverse inclusion. We agree that V ∈ L(A) is the unique
minimal element. For each X ∈ L(A), we define the localization of A onX by
AX := {K ∈ A | X ⊆ K},
and define the restrictionAX of A to X by
AX := {K ∩X | K ∈ A \ AX}.
TheMo¨bius function µ : L(A)→ Z is formulated by
µ(V ) := 1, µ(X) := −
∑
X(Y⊆V
µ(Y ).
The characteristic polynomial χ(A, t) of A is defined by
χ(A, t) :=
∑
X∈L(A)
µ(X)tdimX .
A derivation of S over K is a linear map φ : S → S such that for all f, g ∈ S, φ(fg) =
fφ(g) + gφ(f). Let Der(S) denote the set of derivations of S over K. Then Der(S) is a free
S-module with a basis {∂1, . . . , ∂ℓ}, where ∂i := ∂/∂xi for 1 ≤ i ≤ ℓ. Define an S-submodule of
Der(S), called the module of A-derivations, by
D(A) := {φ ∈ Der(S) | φ(Q) ∈ QS}.
A non-zero element φ = f1∂1 + · · · + fℓ∂ℓ ∈ Der(S) is homogeneous of degree b if each non-
zero polynomial fi ∈ S for 1 ≤ i ≤ ℓ is homogeneous of degree b. We then write deg φ = b.
The arrangement A is called free if D(A) is a free S-module. If A is free, then D(A) admits a
basis {φ1, . . . , φℓ} consisting of homogeneous derivations [OT92, Proposition 4.18]. Such a basis
is called a homogeneous basis. Although homogeneous basis need not be unique, the degrees of
elements of a basis are unique (with multiplicity but neglecting the order) depending only on A
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[OT92, Proposition A.24]. In this case, we call deg φ1, . . . , deg φℓ the exponents of A, store them
in a multiset denoted by exp(A) and write
exp(A) = {deg φ1, . . . , deg φℓ}.
Interestingly, when an arrangement is free, the exponents turn out to be the roots of the character-
istic polynomial due to the second author.
Theorem 2.1 (Factorization). If A is free with exp(A) = {d1, . . . , dℓ}, then
χ(A, t) =
ℓ∏
i=1
(t− di).
Proof. See [Ter81] or [OT92, Theorem 4.137]. 
For φ1, . . . , φℓ ∈ D(A), we define the (ℓ × ℓ)-matrix M(φ1, . . . , φℓ) as the matrix with (i, j)th
entry φj(xi). In general, it is difficult to determine whether a given arrangement is free or not.
However, using the following criterion, we can verify that a candidate for a basis is actually a
basis.
Theorem 2.2 (Saito’s criterion). Let φ1, . . . , φℓ ∈ D(A). Then {φ1, . . . , φℓ} forms a basis for
D(A) if and only if
detM(φ1, . . . , φℓ) = cQ(A) (c 6= 0).
In particular, if φ1, . . . , φℓ are all homogeneous, then {φ1, . . . , φℓ} forms a basis for D(A) if and
only if the following two conditions are satisfied:
(i) φ1, . . . , φℓ are independent over S,
(ii)
∑ℓ
i=1 deg φi = |A|.
Proof. See [OT92, Theorems 4.19 and 4.23]. 
In addition to the Saito’s criterion, we have a way to check if a set of derivations is part of a
homogeneous basis, and sometimes a full basis. First, the notation {d1, . . . , dℓ}≤ indicates d1 ≤
· · · ≤ dℓ.
Theorem 2.3. Let A be a free arrangement with exp(A) = {d1, . . . , dℓ}≤. If φ1, . . . , φk ∈ D(A)
satisfy for 1 ≤ i ≤ k,
(i) deg φi = di,
(ii) φi /∈ Sφ1 + · · ·+ Sφi−1,
then φ1, . . . , φk may be extended to a basis forD(A).
Proof. See [OT92, Theorem 4.42]. 
Definition 2.4. For X ∈ L(A), let I = I(X) := ∑H∈AX αHS and S := S/I . For φ ∈ D(A),
define φX ∈ Der(S) by φX(f + I) = φ(f) + I . We call φX the restriction of φ to X .
Proposition 2.5. If φ ∈ D(A), then φX ∈ D(AX). If φX 6= 0, then deg φX = deg φ.
Proof. See [OST86, Lemma 2.12]. 
Fix H ∈ A, denote A′ := A \ {H} and A′′ := AH . We call (A,A′,A′′) the triple with respect
to the hyperplaneH ∈ A
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Proposition 2.6. Define h : D(A′) → D(A) by h(φ) = αHφ and q : D(A) → D(A′′) by
q(φ) = φH . The sequence
0→ D(A′) h→ D(A) q→ D(A′′)
is exact.
Proof. See [OT92, Proposition 4.45]. 
Then the freeness of any two of the triple, under a certain condition on their exponents, implies
the freeness of the third.
Theorem 2.7 (Addition-Deletion). Let A be a non-empty arrangement and let H ∈ A. Then two
of the following imply the third:
(1) A is free with exp(A) = {d1, . . . , dℓ−1, dℓ}.
(2) A′ is free with exp(A′) = {d1, . . . , dℓ−1, dℓ − 1}.
(3) A′′ is free with exp(A′′) = {d1, . . . , dℓ−1}.
Moreover, all the three hold true if A and A′ are both free.
Proof. See [Ter80] or [OT92, Theorems 4.46 and 4.51]. 
The Addition Theorem and Deletion Theorem above are rather “algebraic” as they rely on the
conditions concerning the exponents. Recently, the first author has found “combinatorial” versions
for these theorems [Abe], [Abe18], [Abe19]. In this paper, we focus on the Deletion theorem.
Theorem 2.8 (Combinatorial Deletion). Let A be a free arrangement andH ∈ A. Then A′ is free
if and only if |AX | − |AHX | is a root of χ(AX , t) for all X ∈ L(AH).
Proof. See [Abe, Theorem 8.2]. 
When A and A′ are both free, one may construct a basis for D(A′′) from a basis for D(A).
Although the following theorem is probably well-known among experts, we give a detailed proof
for the sake of completeness.
Theorem 2.9. Let A be a non-empty free arrangement and exp(A) = {d1, . . . , dℓ}≤. Assume
further that A′ is also free. Let {ϕ1, . . . , ϕℓ} be a basis forD(A) with degϕj = dj for 1 ≤ j ≤ ℓ.
Then there exists some p with 1 ≤ p ≤ ℓ such that {ϕH1 , . . . , ϕHℓ } \ {ϕHp } forms a basis forD(A′′).
Proof. By Theorem 2.7, A′′ is also free and we may write exp(A′′) = exp(A) \ {dk} for some k
with 1 ≤ k ≤ ℓ. Denote τi := ϕi (1 ≤ i ≤ k − 1), and τj := ϕj+1 (k ≤ j ≤ ℓ− 1).
If τHi /∈ SτH1 + · · · + SτHi−1 for all 1 ≤ i ≤ ℓ − 1, then by Theorem 2.3, {τH1 , . . . , τHℓ−1} =
{ϕH1 , . . . , ϕHℓ } \ {ϕHk } forms a basis for D(A′′).
If not, there exists some p, 1 ≤ p ≤ ℓ− 1, such that τHp ∈ SτH1 + · · ·+ SτHp−1. By Proposition
2.6,
τp = f1τ1 + · · ·+ fp−1τp−1 + αHτ,
where fi ∈ S (1 ≤ i ≤ p − 1), τ ∈ D(A′), deg τ = dp − 1. By Theorem 2.2 (Saito’s cri-
terion), {τ1, . . . , τp−1, τ, τp+1, . . . , τℓ−1, ϕk} is a basis for D(A′). By Theorem 2.7, exp(A′′) =
exp(A) \ {dp}. It means that dk = dp. Note that if dk appears only once in exp(A), then
we obtain a contradiction here and the proof is completed. Now suppose dk appears at least
twice. Again by Theorem 2.2, {τ1, . . . , τp−1, αHτ, τp+1, . . . , τℓ−1, ϕk} is a basis for D(A). Since
the map q : D(A) → D(A′′) is surjective [OT92, Proposition 4.57], D(A′′) is generated by
{τH1 , . . . , τHp−1, τHp+1, . . . , τHℓ−1, ϕHk }. This set is the same as {ϕH1 , . . . , ϕHℓ } \ {ϕHp } which indeed
forms a basis for D(A′′) by [OT92, Proposition A.3]. It completes the proof. 
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Remark 2.10. If dk appears only once in exp(A), then Theorem 2.9 gives an explicit basis for
D(A′′). However, if dk appears at least twice, Theorem 2.9 may not be sufficient to derive an
explicit basis for D(A′′). It requires some additional computation to examine which derivation
vanishes after taking the restriction to H . This observation will be useful to construct an explicit
basis for D(AX) whenX is A21 and RO (Example 5.2).
2.2. Root systems, Weyl groups and Weyl arrangements. Our standard reference for root sys-
tems and their Weyl groups is [Bou68].
Let V := Rℓ with the standard inner product (·, ·). Let Φ be an irreducible (crystallographic)
root system spanning V . The rank of Φ, denoted by rank(Φ), is defined to be dim(V ). We fix a
positive systemΦ+ ofΦ. We write∆ := {α1, . . . , αℓ} for the simple system (base) of Φ associated
to Φ+. For α =
∑ℓ
i=1 diαi ∈ Φ+, the height of α is defined by ht(α) :=
∑ℓ
i=1 di. There are four
classical types: Aℓ (ℓ ≥ 1), Bℓ (ℓ ≥ 2), Cℓ (ℓ ≥ 3), Dℓ (ℓ ≥ 4) and five exceptional types: E6, E7,
E8, F4, G2. We write Φ = T if the root system Φ is of type T , otherwise we write Φ 6= T .
A reflection in V with respect to a vector α ∈ V \ {0} is a mapping sα : V → V defined
by sα(x) := x − 2 (x,α)(α,α)α. The Weyl group W := W (Φ) of Φ is a group generated by the set
{sα | α ∈ Φ}. An element of the form c = sα1 . . . sαℓ ∈ W is called a Coxeter element. Since all
Coxeter elements are conjugate (e.g., [Bou68, Chapter V, §6.1, Proposition 1]), they have the same
order, characteristic polynomial and eigenvalues. The order h := h(W ) of Coxeter elements is
called the Coxeter number ofW . For a fixed Coxeter element c ∈ W , if its eigenvalues are of the
form exp(2π
√−1m1/h), . . . , exp(2π
√−1mℓ/h) with 0 < m1 ≤ · · · ≤ mℓ < h, then the integers
m1, . . . , mℓ are called the exponents ofW (or of Φ).
Theorem 2.11. For any irreducible root system Φ of rank ℓ,
(i) mj +mℓ+1−j = h for 1 ≤ j ≤ ℓ,
(ii) m1 +m2 + · · ·+mℓ = ℓh/2,
(iii) 1 = m1 < m2 ≤ · · · ≤ mℓ−1 < mℓ = h− 1,
(iv) h = 2 |Φ+| /ℓ,
(v) h = ht(θ) + 1, where θ is the highest root of Φ.
(vi) h = 2
∑
µ∈Φ+(γ̂, µ̂)
2, for arbitrary γ ∈ Φ+. Here x̂ := x/(x, x).
Proof. See, e.g., [Bou68, Chapter V, §6.2 and Chapter VI, §1.11]. 
LetΘ(r) ⊆ Φ+ be the set consisting of positive roots of height r, i.e.,Θ(r) = {α ∈ Φ+ | ht(α) =
r}. The height distribution of Φ+ is defined as a multiset of positive integers:
{t1, . . . , tr, . . . , th−1},
where tr :=
∣∣Θ(r)∣∣. The dual partition DP(Φ+) of the height distribution of Φ+ is given by a
multiset of non-negative integers:
DP(Φ+) := {(0)ℓ−t1, (1)t1−t2 , . . . , (h− 2)th−2−th−3 , (h− 1)th−1},
where notation (a)b means the integer a appears exactly b times.
Theorem 2.12. The exponents ofW are given by DP(Φ+).
Proof. See, e.g., [Ste59], [Kos59], [Mac72], [ABC+16]. 
Let SW denote the ring of W -invariant polynomials. Let F = {f1, . . . , fℓ} be a set of basic
invariants with deg f1 ≤ · · · ≤ deg fℓ. Then SW = R[f1, . . . , fℓ] and mi = deg fi − 1 (1 ≤
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i ≤ ℓ). Let D = {θf1, . . . , θfℓ} be the set of basic derivations associated to F (see, e.g., [OST86,
Definition 2.4] and [OT92, Definition 6.50]). TheWeyl arrangement of Φ+ is defined by
A = A(Φ+) := {(Rα)⊥ | α ∈ Φ+}.
Theorem 2.13. A is free with exp(A) = {m1, . . . , mℓ} and {θf1 , . . . , θfℓ} is a basis forD(A).
Proof. See, e.g., [Sai93] and [OT92, Theorem 6.60]. 
Recall from Proposition 2.6 the map q : D(A)→ D(A′′) defined by q(φ) = φH .
Theorem 2.14. If H ∈ A, then AH is free with exp(AH) = {m1, . . . , mℓ−1}. Furthermore,
{θHf1 , . . . , θHfℓ−1} is a basis forD(AH).
Proof. See [OST86, Theorem 1.12]. 
Remark 2.15. Theorem 2.14 can be proved in a slightly different way. By [OST86, Theorem 3.7],
|A| − |AH | = mℓ. Thus |A| − |AH| is a root of χ(A, t) by Theorems 2.13 and 2.1. By Theorem
2.8, A′ is free (see also Theorem 4.4 for a similar and more detailed explanation). Thus AH is
free with exp(AH) = {m1, . . . , mℓ−1} which follows from Theorem 2.7. A basis for D(AH) can
be constructed a bit more flexibly, without the need to introduce the basic derivations. Namely,
let {ϕ1, . . . , ϕℓ} be any basis for D(A) with degϕj = mj for 1 ≤ j ≤ ℓ. Note that mℓ appears
exactly once in exp(A). Then by Theorem 2.9, {ϕH1 , . . . , ϕHℓ−1} is a basis for D(A′′).
A subset Γ ⊆ Φ is called a (root) subsystem if it is a root system in spanR(Γ) ⊆ V . For any
J ⊆ ∆, set Φ(J) := Φ ∩ span(J). Let W (J) be the group generated by {sδ | δ ∈ J}. By
[Car72, Proposition 2.5.1], Φ(J) is a subsystem of Φ, J is a base of Φ(J) and the Weyl group of
Φ(J) is W (J). For any subset Γ ⊆ Φ and w ∈ W , denote wΓ := {w(α) | α ∈ Γ} ⊆ Φ. A
parabolic subsystem is any subsystem of the form wΦ(J), likewise, a parabolic subgroup ofW is
any subgroup of the form wW (J)w−1, where J ⊆ ∆ and w ∈ W .
Theorem 2.16. For Γ ⊆ Φ, Φ ∩ span(Γ) is a parabolic subsystem of Φ and its Weyl group is a
parabolic subgroup ofW .
Proof. See, e.g., [Kra94, Lemma 3.2.3], [HRT97, Proposition 2.6]. 
Recall the notation of ΦX , Φ
+
X , ∆X for X ∈ L(A) from Notation 1.1. Note that if X ∈ Lp(A),
then ΦX is a parabolic subsystem of rank p (Theorem 2.16). For each X ∈ L(A), define the fixer
of X by
WX := {w ∈ W | w(x) = x for all x ∈ X}.
Proposition 2.17. If X ∈ L(A), then
(i) WX is the Weyl group of ΦX . Consequently,WX is a parabolic subgroup ofW .
(ii) AX is the Weyl arrangement of Φ+X .
Proof. (i) The first statement follows from [Car72, Proposition 2.5.5]. The second statement fol-
lows from Theorem 2.16. (ii) follows from (i) and [Bou68, Chapter V, §3.3, Proposition 2]. 
Definition 2.18. Two subsets Φ1,Φ2 ⊆ Φ (resp., two subspaces X1, X2 ∈ L(A)) lie in the same
W -orbit if there exists w ∈ W such that Φ1 = wΦ2 (resp., X1 = wX2). Two subgroupsW1,W2
ofW areW -conjugate if there exists w ∈ W such thatW1 = w−1W2w.
Lemma 2.19. Let X1, X2 be subspaces in L(A). The following statements are equivalent:
(i) ΦX1 and ΦX2 lie in the sameW -orbit.
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(ii) ∆X1 and ∆X2 lie in the sameW -orbit.
(iii) X1 andX2 lie in the sameW -orbit.
(iv) WX1 andWX2 areW -conjugate.
Consequently, if any one of the statements above holds, then |AX1| = |AX2|.
Proof. The equivalence of the statements follows from [OS83, Lemmas (3.4), (3.5)] (see also
[Kan01, Chapter VIII, 27-3, Proposition B]). The consequence is straightforward. 
3. ENUMERATE THE CARDINALITIES OF A21 RESTRICTIONS
In this section, we present the first step towards proving conceptually the exponent formula
in Theorem 1.5, the most important result in our paper. When X is of type A21, we express the
cardinality |AX | in terms of the Coxeter number h and a certain sum of inner products of positive
roots (Proposition 3.13).
Definition 3.1. A set {β1, β2} ⊆ Φ with β1 6= ±β2 is called an A21 set if it spans a subsystem of
type A21, i.e., Φ ∩ span{β1, β2} = {±β1,±β2}.
Thus,X ∈ L(A) is of type A21 if and only if∆X is an A21 set (Notation 1.1).
Lemma 3.2.
(i) For any β =
∑
α∈∆ cαα ∈ Φ, the set of α ∈ ∆ such that cα 6= 0 forms a non-empty connected
induced subgraph of the Dynkin graph of Φ.
(ii) If G is a non-empty connected subgraph of the Dynkin graph, then
∑
α∈G α ∈ Φ.
(iii) If {β1, β2} ⊆ ∆ and (β1, β2) = 0, then {β1, β2} is an A21 set.
Proof. Proofs of (i) and (ii) can be found in [Bou68, Chapter VI, §1.6, Corollary 3 of Proposition
19]. (iii) is an easy consequence of (i). 
Let T (A21) (resp., T (RO)) be the set consisting of A21 (resp., RO) sets.
Proposition 3.3.
(i) If {β1, β2} is A21 (resp., RO), then w{β1, β2} is A21 (resp., RO) for all w ∈ W .
(ii) T (A21) = T (∆), where T (∆) := {w{αi, αj} | {αi, αj} ⊆ ∆, (αi, αj) = 0, w ∈ W}.
Proof. (i) is straightforward. (ii) follows from (i), Theorem 2.16 and Lemma 3.2(iii). 
Remark 3.4. By Proposition 3.3 and Definition 1.3, T (A21) 6= ∅ (resp., T (RO) 6= ∅) only when
dim(V ) ≥ 3.
Remark 3.5. Only for giving additional information, we collect some numerical facts about T (A21)
and T (RO). These facts shall not be used in any of upcoming arguments that support the proof of
Theorem 1.5 or Theorem 1.6(i). Some of these facts will be rementioned in the proof of Theorem
1.6(ii) (Example 5.2), which is the part we are unable to avoid the classification of all irreducible
root systems. By a direct check, T (RO)∩T (A21) 6= ∅ if and only ifΦ = Dℓ with ℓ ≥ 3 (D3 = A3).
In general, T (RO) \ T (A21) 6= ∅, for example when Φ = Bℓ (ℓ ≥ 3), {ǫ1 − ǫ2, ǫ1 + ǫ2} is RO but
spans a subsystem of type B2 (notation in [Bou68]). There is only one orbit of A
2
1 sets, with the
following exceptions:
(i) when Φ = D4, T (RO) = T (A21), and there are three different orbits,
(ii) when Φ = Dℓ (ℓ ≥ 5), T (RO) ( T (A21), and there are two different orbits: T (RO) =
{w{ǫ1 − ǫ2, ǫ1 + ǫ2} | w ∈ W} and T (A21) \ T (RO).
10 TAKURO ABE, HIROAKI TERAO, AND TAN NHAT TRAN
(iii) when Φ ∈ {Bℓ, Cℓ} (ℓ ≥ 4), T (RO) ∩ T (A21) = ∅, and there are two different orbits:
T (∆=) := {{α, β} ∈ T (A21) | ‖α‖ = ‖β‖}, and T (A21) \ T (∆=).
Recall the notation β⊥ = {α ∈ Φ | (α, β) = 0} for β ∈ Φ.
Definition 3.6. For an A21 set {β1, β2} ⊆ Φ, define
N0 = N0({β1, β2}) := {Ψ ⊆ Φ | Ψ is an irreducible subsystem of rank 3, {β1, β2} ⊆ Ψ},
and for each i ∈ {1, 2},
Mβ3−i(βi) :=
{
Λ ⊆ β⊥3−i
∣∣∣∣ Λ is an irreducible subsystem of rank 2, βi ∈ Λ,Φ ∩ span({β3−i} ∪ Λ) is a reducible subsystem of rank 3.
}
,
and
Nβ3−i(βi) := {Ψ ⊆ Φ | Ψ = {±β3−i} × Λ,Λ ∈Mβ3−i(βi)}.
Proposition 3.7. N0 is not empty.
Proof. For β1, β2 ∈ Φ, there exists δ ∈ Φ such that (δ, β1) 6= 0 and (δ, β2) 6= 0, e.g., see [HRT97,
Lemma 2.10]. Thus Φ ∩ span{β1, β2, δ} ∈ N0. 
In the remainder of this section, we assume that X = Hβ1 ∩ Hβ2 is an A21 subspace with
β1, β2 ∈ Φ+. If Y ∈ AX , then ΦY is a subsystem of rank 3 and contains∆X = {β1, β2}.
Proposition 3.8. If X ∈ L2(A) is an A21 subspace, then
N0 = {ΦY | Y ∈ AX , ΦY is irreducible}, and for each i ∈ {1, 2},
Nβ3−i(βi) = {ΦY | Y ∈ AX , ΦY = {±β3−i} × ΞY and ΞY is irreducible of rank 2}.
Proof. We only give a proof for the first equality. The others follow by a similar method. Let
Ψ ∈ N0. There exists δ ∈ Φ+ such that Ψ = Φ ∩ span{β1, β2, δ}. Thus Ψ = Φ ∩ Y ⊥ where
Y := X ∩Hδ. Therefore Ψ = ΦY with Y ∈ AX . 
Lemma 3.9. Let X ∈ L(A).
(i) A = ⋃Y ∈AX AY .
(ii) If Y, Y ′ ∈ AX and Y 6= Y ′, then AY ∩ AY ′ = AX .
(iii) A \ AX =
⊔
Y ∈AX (AY \ AX) (disjoint union).
Proof. (i) is straightforward. For (ii), AX ⊆ AY ∩ AY ′ since Y, Y ′ ⊆ X . Arguing on the dimen-
sions, and using the fact that dim(X)− dim(Y ) = 1 yield X = Y + Y ′. Thus if H ∈ AY ∩AY ′ ,
thenX ⊆ H , i.e., H ∈ AX . (iii) follows automatically from (i) and (ii). 
Corollary 3.10. SetN := N0
⊔Nβ2(β1)⊔Nβ1(β2)⊔N3, where
N3 = N3({β1, β2}) := {Ψ ⊆ Φ | Ψ = {±β1} × {±β2} × {±γ}, γ ∈ Φ+}.
For Ψ ∈ N , set Ψ+ := Φ+ ∩Ψ. Then
Φ+ = {β1, β2} ⊔
⊔
Ψ∈N
(Ψ+ \ {β1, β2}).
Proof. It follows from Proposition 2.17(ii), Proposition 3.8 and Lemma 3.9. 
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Proposition 3.11. For each i ∈ {1, 2}, set
K0 :=
∑
Ψ∈N0
∑
δ∈Ψ+\{βi}
(
β̂i, δ̂
)2
,
Kβ3−i(βi) :=
∑
Λ∈Mβ3−i (βi)
∑
δ∈Λ+\{βi}
(
β̂i, δ̂
)2
.
Then 2(K0 +Kβ3−i(βi) + 1) = h. In particular, Kβ2(β1) = Kβ1(β2).
Proof. By Corollary 3.10,
2(K0 +Kβ3−i(βi) + 1) = 2
∑
δ∈Φ+
(
β̂i, δ̂
)2
,
which equals h by Theorem 2.11(vi). 
Proposition 3.12.
|Ψ+| =

3 if Ψ ∈ N3,
1 + 2
∑
δ∈Ψ+
(
β̂i, δ̂
)2
if Ψ ∈ Nβ3−i(βi), i ∈ {1, 2},
3
∑
δ∈Ψ+
(
β̂i, δ̂
)2
if Ψ ∈ N0.
Proof. It follows from items (iv) and (vi) of Theorem 2.11. 
Proposition 3.13. If X = Hβ1 ∩Hβ2 is of type A21, then for each i ∈ {1, 2}
|AHβi | − |AX | = h/2 +Kβ3−i(βi).
Proof. The proof is similar in spirit to the proof of [OST86, Proposition 3.6]. By Corollary 3.10,
|A| − 2 =
∑
Ψ∈N
(∣∣Ψ+∣∣− 2) .
It is not hard to see that |AX | = |N | (via the bijection Y 7→ ΦY ). By Proposition 3.12,
|A| − ∣∣AX∣∣ = ∑
Ψ∈N
(∣∣Ψ+∣∣− 3)+ 2
= 3K0 + 2Kβ2(β1) + 2Kβ1(β2) + 2.
By Theorem 2.14 and Proposition 3.11,
|AHβi | − |AX | = |A| − ∣∣AX∣∣−mℓ = h/2 +Kβ3−i(βi).

Remark 3.14.
(i) The conclusion of Proposition 3.13 can also be written as
|AHβi | − |AX | = mℓ −K0.
(ii) For each Ψ ∈ N0, denote by h(Ψ) the Coxeter number of Ψ and write m1(Ψ) ≤ m2(Ψ) ≤
m3(Ψ) for the exponents of Ψ. In fact, h(Ψ) = 2m2(Ψ) since rank(Ψ) = 3. Thus
K0 =
∑
Ψ∈N0
(m2(Ψ)− 1) .
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In particular, if ℓ = 3, thenN0 = {Φ} and K0 = m2−1. In this case, |AHβi |− |AX | = m2 =
h/2.
Remark 3.15. If codim(X) > 2, for example, X is of type Ak1 with k > 2, the calculation in
Proposition 3.13 is expected to be more difficult (and harder to avoid classifications) as it involves
the consideration on the rank k + 1 subsystems of Φ containing ΦX .
4. PROOF OF THEOREM 1.5
Theorem 1.5 is a combination of two theorems below:
• Theorem 4.4: the freeness part,
• Theorem 4.6: the exponent part.
Since we prove the freeness part as a consequence of the exponent part and the proof is much more
simple, we give the proof for the freeness part first (provided that the exponent part is given). Let
us recall some general facts on hyperplane arrangements.
Lemma 4.1.
(i) If X, Y ∈ L(A), then (AX)X∩Y = AX∩Y . Similarly, (φX)X∩Y = φX∩Y for any φ ∈ D(A).
(ii) If H ∈ A and X ∈ L(AH), then (AH)X = (AX)H . We will use the notation AHX to denote
these arrangements.
Proof. Straightforward. 
Lemma 4.2. Let (Ai, Vi) be irreducible arrangements (1 ≤ i ≤ n). Let A = A1 × · · · × An and
V = ⊕ni=1Vi. Then
(i) χ(A, t) =∏ni=1 χ(Ai, t),
(ii) for H = V1 ⊕ · · · ⊕ Vk−1 ⊕Hk ⊕ Vk+1 ⊕ · · · ⊕ Vn ∈ A (Hk ∈ Ak),
AH = A1 × . . .×Ak−1 ×AHkk ×Ak+1 × · · · × An.
Proof. (i) is a well-known fact, e.g., [OT92, Lemma 2.50]. (ii) follows by the definition of restric-
tion. 
The freeness of every restriction is settled by a case-by-case study in [OT93], and by a uni-
form method in [Dou99]. In Theorem 4.4 below, we give a different and more direct proof for the
freeness of A21 restrictions by using the Addition-Deletion Theorem (Theorem 2.7) and the Com-
binatorial Deletion Theorem (Theorem 2.8). We also need the following immediate consequence
of Theorem 2.14 and Theorem 4.6.
Proposition 4.3. If {α, β} is an A21 set, then |AHα|− |AHα∩Hβ | is a root of χ(AHα, t) =
∏ℓ−1
i=1(t−
mi).
Theorem 4.4. If {α, β} is an A21 set, then the following statements are equivalent:
(1) AHα∩Hβ is free and exp(AHα∩Hβ) = exp(A) \ {mi, mℓ} for some i with 1 ≤ i ≤ ℓ− 1.
(2) |AHα| − |AHα∩Hβ | = mi.
Proof. It is sufficient to prove (2) ⇒ (1). By Theorem 2.14, AHα is free with exp(AHα) =
{m1, . . . , mℓ−1}. By Lemma 4.1,AHα∩Hβ = (AHα)Hα∩Hβ . If we can prove thatAHα \{Hα∩Hβ}
is free, then Theorem 2.7 and Condition (2) guarantee that AHα∩Hβ is free with exp(AHα∩Hβ) =
exp(A) \ {mi, mℓ} for some 1 ≤ i ≤ ℓ− 1.
To show the freeness ofAHα \ {Hα ∩Hβ}, we use Theorem 2.8. We need to show that |AHαX | −
|AHα∩HβX | is a root of χ(AHαX , t) for all X ∈ L(AHα∩Hβ). It is clearly true by Proposition 4.3
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provided that AX is irreducible. If AX is reducible, write AX = A1 × · · · × An where each Ai is
irreducible. By Lemma 4.2, |AHαX | − |AHα∩HβX | either equals |AHkk | − |AHk∩H
′
k
k | where 1 ≤ k ≤ n,
Hk, H
′
k ∈ Ak,Hk ∩H ′k is A21 with respect to Ak, or equals |Aj| − |AHjj | for some j 6= k. In either
case, |AHαX | − |AHα∩HβX | is a root of χ(AHαX , t) = χ(A1, t) . . . χ(AHkk , t) . . . χ(Aj, t) . . . χ(An, t).

Remark 4.5. If the subsystem Φ{α,β} ⊆ Φ spanned by {α, β} is not of type A21, then Condition
(2) in Theorem 4.4 may not occur, i.e., the number |AHα| − |AHα∩Hβ | may not be an exponent
of W . In this case, we are unable to use the Addition-Deletion Theorem (Theorem 2.7) to derive
exp(AHα∩Hβ). To see an example, let Φ = E6 and Φ{α,β} be of type A2, or let Φ = F4 and Φ{α,β}
be of type B2 (see, e.g., [OS83, Tables V and VI]).
Theorem 4.6. If {β1, β2} ⊆ Φ+ is A21, then for each i ∈ {1, 2}
|AHβi | − |AHβ1∩Hβ2 | =
{
h/2 if {β1, β2} is RO,
mℓ−1 if {β1, β2} is not RO.
Proof of Theorem 4.6 will be divided into two halves: Theorems 4.8 and 4.28.
4.1. First half of Proof of Theorem 4.6.
Lemma 4.7. Let C = (cij) with cij = 2(αi, αj)/(αj, αj) be the Cartan matrix of Φ. The roots of
the characteristic polynomial of C are 2 + 2 cos(miπ/h) (1 ≤ i ≤ ℓ).
Proof. See, e.g., [BLM89, Theorem 2]. 
We denote by D(Φ) the Dynkin graph and by D˜(Φ) the extended Dynkin graph of Φ.
Theorem 4.8. Assume that there exists a set {β1, β2} ⊆ Φ+ such that {β1, β2} is both A21 and RO.
Then h/2 is an exponent ofW . Moreover, for each i ∈ {1, 2},
|AHβi | − |AHβ1∩Hβ2 | = h/2.
Proof. By Lemma 4.7, it suffices to prove that the characteristic polynomial of the Cartan matrixC
admits 2 as a root. By Proposition 3.3, we may assume that {β1, β2} ⊆ ∆. Since the Dynkin graph
D(Φ) of Φ is a tree, there is a unique path in D(Φ) which admits β1 and β2 as endpoints. By the
definition of RO sets, this path contains exactly one more vertex ofD(Φ), say β3 with (β1, β3) 6= 0
and (β2, β3) 6= 0. Also, the other vertices of D(Φ), if any, connect to the path only at β3. The
Cartan matrix has the following form:
C =

2 0 c13 0 · · · 0
0 2 c23 0 · · · 0
c13 c23 2
0 0
...
...
. . .
0 0 2
0 0 2

.
By applying the Laplace’s formula, it is easily seen that det(xIℓ − C) is divisible by x− 2.
Assume that Mβ2(β1) 6= ∅ and let Λ ∈ Mβ2(β1) (notation in Definition 3.6). Since {β1, β2}
is RO, the fact that Λ ⊆ β⊥2 implies that (β1, α) = 0 for all α ∈ Λ \ {±β1}. This contradicts the
irreducibility of Λ. Thus Kβ2(β1) = 0. Proposition 3.13 completes the proof. 
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4.2. Root poset, Dynkin diagram and exponents. The second half of Proof of Theorem 4.6 is
complicated but uses nothing rather than combinatorial properties of root systems. We need to
recall and prove several (technical) properties of the root poset, Dynkin diagram and exponents.
This section is devoted to doing so, and every statement will be provided in great detail.
First, we study the positive roots of height ≥ mℓ−1 in the root poset and a certain set of vertices
in the extended Dynkin diagram. For α ∈ V , β ∈ V \ {0}, denote 〈α, β〉 := 2(α,β)
(β,β)
. Let θ :=∑ℓ
i=1 cαiαi be the highest root of Φ, and we call cαi ∈ Z>0 the coefficient of θ at the simple root
αi. Denote by cmax := max{cαi | 1 ≤ i ≤ ℓ} the largest coefficient.
Proposition 4.9. Let Φ be an irreducible root system in Rℓ. Let θ be the highest root of Φ, and
denote λ0 := −θ, cλ0 := 1. Suppose that the elements of a fixed base ∆ = {λ1, . . . , λℓ} are
labeled so that Λ := {λ0, λ1, . . . , λq} is a set of minimal cardinality such that cmax = cλq and
(λs, λs+1) < 0 for 0 ≤ s ≤ q − 1.
(i) Then cλs = s + 1 for 0 ≤ s ≤ q and |Λ| = cmax.
(ii) Assume that cmax ≥ 2. Then (λ0, λ1, . . . , λq−1) is a simple chain of D˜(Φ) connected to the
other vertices only at λq−1.
Proof. See, e.g., [MT11, Lemma B.27, Appendix B] and [Tra17, Proposition 3.1]. 
Remark 4.10. Proposition 4.9 was first formulated and proved in terms of coroots in [Ste75, Lemma
1.5] under the name lemma of the string. The proof of [MT11, Lemma B.27, Appendix B] contains
a small error, which was resolved in [Tra17, Proposition 3.1].
Corollary 4.11.
(i) If cmax = 1, then all roots of Φ have the same length. In addition, if ℓ ≥ 2, then D(Φ) is a
simple chain and −θ is connected only to two terminal vertices of D(Φ).
(ii) If cmax ≥ 2, then −θ is connected only to one vertex λ of D(Φ) with 〈θ, λ〉 ∈ {1, 2} and
cλ = 2. In particular, if λi ∈ ∆ with cλi = 1 is connected to λj ∈ ∆ with cλj ≥ 2, then λi
must be a terminal vertex of D(Φ) and 〈λj, λi〉 = −1.
Proof. The second statement of (ii) follows from the equation 〈θ, λi〉 = 0. The other statements
can be found in [Tra17, Proposition 3.1 and Remark 3.2]. 
Corollary 4.12. Assume that cmax ≥ 2. Either 〈λq−1, λq〉 ∈ {−2,−3} or λq is a ramification point
of D˜(Φ).
Proof. See [Tra17, Corollary 3.3]. 
Denote U := {θi ∈ Φ+ | ht(θi) > mℓ−1}, and set m := |U|. By Theorems 2.12 and 2.11(i),
(iii), we havem = mℓ −mℓ−1 = m2 − 1 > 0. Suppose that the elements of U are labeled so that
θ1 denotes the highest root, and ξi = θi−θi+1 ∈ ∆ for 1 ≤ i ≤ m−1. We also adopt a convention
ξ0 := −θ1. Set Ξ := {ξi | 0 ≤ i ≤ m − 1}. Note that Ξ is a multiset, not necessarily a set. For a
finite multiset S = {(a1)b1 , . . . , (an)bn}, write S for the base set of S, i.e., S = {a1, . . . , an}. Let
us call
Case 1: “there is an integer t such that 1 ≤ t ≤ m− 1 and 〈θt, ξt〉 = 3”.
Case 2: Negation of Case 1.
Proposition 4.13.
(i) If Case 1 occurs, then t = m − 2 and Ξ = {ξ0, ξ1, . . . , (ξm−2)2} with ξi 6= ξj for 0 ≤ i <
j ≤ m− 2. As a result, |Ξ| = m2 − 2.
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(ii) If Case 2 occurs, then Ξ = {ξ0, ξ1, . . . , ξm−1} with ξi 6= ξj for 0 ≤ i < j ≤ m − 1. As a
result, |Ξ| = m2 − 1.
Proof. See [Tra17, Propositions 3.9 and 3.10]. 
Theorem 4.14. With the notations we have seen from Proposition 4.9 to Proposition 4.13, we have
that q = m− 1 and λi = ξi for all 1 ≤ i ≤ q. In particular, Ξ = Λ (as sets). Moreover, if Case 1
occurs, thenm2 = cmax + 2; and if Case 2 occurs, thenm2 = cmax + 1.
Proof. See [Tra17, Theorem 4.1]. 
Corollary 4.15.
(i) If Case 1 occurs, then θi − θj ∈ Φ+ for 1 ≤ i < j ≤ m, {i, j} 6= {m − 2, m}, and
θm−2 − θm ∈ 2∆.
(ii) If Case 2 occurs, then θi − θj ∈ Φ+ for 1 ≤ i < j ≤ m.
Proof. See [Tra17, Corollary 3.11]. 
Corollary 4.16. The following statements are equivalent: (i) Case 1 occurs, (ii) rank(Φ) = 2, (iii)
Φ = G2, (iv) cmax = m2 − 2.
Proof. See [Tra17, Theorem 4.2]. 
Recall the notation Θ(r) = {α ∈ Φ+ | ht(α) = r}.
Proposition 4.17. There is always a long root in Θ(mℓ−1).
Proof. We may assume that cmax ≥ 2. If not, by Corollary 4.11, all roots of Φ have the same
length. The assertion is trivial. If Case 1 occurs, then by Corollary 4.16, Φ = G2. The assertion is
also trivial.
Now we can assume that Case 2 occurs. By Proposition 4.13, ξi 6= ξj for 0 ≤ i < j ≤ m− 1. If
〈ξm−2, ξm−1〉 = −2, then 〈θm−1, ξm−1〉 = 2. Thus θm−1− 2ξm−1 ∈ Θ(mℓ−1), that is a long root and
we are done. We are left with the case 〈ξm−2, ξm−1〉 = −1. By Corollary 4.12, ξm−1 is connected
to at least two vertices of D˜(Φ) apart from ξm−2, say µ1, . . . , µk (k ≥ 2).
We claim that there exists µi such that 〈ξm−1, µi〉 = −1. Proof of the claim when m = 2 (i.e.,
cmax = 2) and m ≥ 3 uses very similar technique (the case m = 2 is actually Lemma 4.23(2)).
We only give a proof when m ≥ 3. From 〈θ, ξm−1〉 = 0 (it equals 1 if m = 2), cξm−1 = cmax,
cξm−2 = cmax − 1, and ξm−1 is a long root, we have cmax + 1 −
∑k
i=1 cµi = 0. Suppose to the
contrary that 〈ξm−1, µi〉 ≤ −2 for all 1 ≤ i ≤ k. From 0 = 〈θ, µi〉 ≤ 2cµi + cmax〈ξm−1, µi〉, we
obtain cµi = cmax. Thus, cmax + 1 − kcmax = 0, a contradiction. So we can choose µi so that
〈ξm−1, µi〉 = −1. Therefore, 〈θm, µi〉 = −〈ξm−1, µi〉 = 1 and θm − µi ∈ Θ(mℓ−1), that is a long
root. 
Lemma 4.18. Suppose β1, β2, β3 ∈ Φ with β1 + β2 + β3 ∈ Φ and βi + βj 6= 0 for i 6= j. Then at
least two of the three partial sums βi + βj belong to Φ.
Proof. See, e.g., [LN04, §11, Lemma 11.10]. 
Proposition 4.19. If γ ∈ Θ(mℓ−1), then θi − γ ∈ kΦ+ with k ∈ {1, 2, 3} for every 1 ≤ i ≤ m.
Proof. To avoid the triviality, we assume that Case 2 occurs and 1 ≤ i ≤ m − 1. Denote µ :=
θm − γ ∈ ∆.
Assume that µ = ξm−1. Then θm−1−γ = 2ξm−1 ∈ 2∆. We have 〈θm−1, ξm−1〉 = 〈γ, ξm−1〉+4.
It follows that 〈θm−1, ξm−1〉 = 2. Fix i with 1 ≤ i ≤ m − 2, and set α := θi − θm−1 ∈ Φ+ (by
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Corollary 4.15). Since θi = θ1 − (ξ1 + · · · + ξi−1), we have 〈θi, ξm−1〉 = 0. Thus 〈α, ξm−1〉 =
−〈θm−1, ξm−1〉 = −2. Then θi − γ = α + 2ξm−1 ∈ Φ+.
Assume that µ 6= ξm−1. Then θm−1 = γ + µ + ξm−1. By Lemma 4.18, µ + ξm−1 ∈ Φ+ since
γ + ξm−1 /∈ Φ+. Thus µ and ξm−1 are adjacent on D(Φ). If µ 6= ξm−2 (of course, µ 6= ξi for all
1 ≤ i ≤ m− 3 since D(Φ) is a tree), then by Lemma 3.2(ii), θi − γ = ξi + · · ·+ ξm−1 + µ ∈ Φ+
for each 1 ≤ i ≤ m − 1. If µ = ξm−2, then θm−2 = γ + ξm−1 + 2ξm−2. Thus 〈θm−2, ξm−2〉 =
〈γ, ξm−2〉 + 〈ξm−1, ξm−2〉 + 4. Using the fact that ξm−2 is a long root, we obtain a contradiction
since the left-hand side is at most 1 while the right-hand side is at least 2. 
Corollary 4.20. If ℓ ≥ 5, thenmℓ−2 < mℓ−1.
Proof. By Theorem 2.12, it suffices to prove that there are exactly two roots of height mℓ−1, i.e.,
|Θ(mℓ−1)| = 2. To avoid the triviality, we assume that Case 2 occurs and cmax ≥ 2. We need to
consider two cases: 〈ξm−2, ξm−1〉 = −2 or 〈ξm−2, ξm−1〉 = −1. Since the proofs are very similar,
we only give a proof for the latter (slightly harder case).
Suppose to the contrary that Θ(mℓ−1) = {γ1, . . . , γk} with k ≥ 3. By Proposition 4.19, θm−1 −
γi = ξm−1 + µi ∈ Φ+, where µi ∈ ∆ (1 ≤ i ≤ k). Thus µi is adjacent to ξm−1 on D˜(Φ). By
the same argument as the one used in the end of Proof of Proposition 4.19, we obtain µi 6= ξm−2
for all 1 ≤ i ≤ k. If m ≥ 3, then the same argument as in Proof of Proposition 4.17 gives
cmax + 1 =
∑k
i=1 cµi . From 0 = 〈θ, µi〉 ≤ 2cµi − cmax, we obtain cµi ≥ cmax/2 for all 1 ≤ i ≤ k.
This forces k = 3. But it implies that cmax ≤ 2, i.e.,m ≤ 2, a contradiction. Now considerm = 2.
A similar argument as above shows that k = 3 and cµ1 = cµ2 = cµ3 = 1. The second statement of
Corollary 4.11(ii) implies that cµi must be all terminal. Thus ℓ = 4, a contradiction. 
From now on, we require the classification of root systems of rank≤ 4 to make some arguments
work. The classification of rank 3 or 4 root systems will be announced before use, while that of
rank 2 root systems (has been and) will be used without announcing.
Lemma 4.21. If m2 = h/2, then ℓ ≤ 4. More specifically, when ℓ = 4, m2 = h/2 if and only if
Φ = D4.
Proof. If m2 = cmax + 2, then by Corollary 4.16, Φ = G2. However,m2 > h/2 by a direct check.
Now assume thatm2 = cmax+1. Recall from Proposition 4.9 that the coefficients of θ at elements
of Λ = {λ0, λ1, . . . , λq} form an arithmetic progression, starting with cλ0 = 1 and ending with
cλq = cmax = q + 1. From
∑
λ∈Λ cλ +
∑
λ∈∆\Λ cλ = h, we have
cmax(cmax + 1)/2 + ℓ− (cmax − 1) ≤ 2cmax + 2.
Thus ℓ ≤ (−c2max + 5cmax + 2)/2. Therefore, ℓ ≤ 4. The second statement is clear from the
classification of irreducible root systems of rank 4. 
Remark 4.22. The first statement of Lemma 4.21 is an easy consequence of the well-known fact
that every exponent of Φ appears at most twice. A uniform proof of this fact is probably well-
known among experts.
Now we investigate the “local” picture of the extended Dynkin graph at the subgraph induced
by the negative−θ of the highest root and the simple root adjacent to it, and find a connection with
RO properties.
Lemma 4.23. Assume that ℓ ≥ 2 and cmax ≥ 2. Let λ be the unique simple root connected to −θ
(Corollary 4.11). Denote by γ1, . . . , γk (k ≥ 1) the simple roots connected to λ. Then there are the
following possibilities:
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(1) If 〈θ, λ〉 = 2, then k = 1, cγ1 ∈ {1, 2}.
(2) If 〈θ, λ〉 = 1 (in particular, λ is long), then either (2a) k = 3, cγ1 = cγ2 = cγ3 = 1 (i.e.,
Φ = D4), or (2b) k = 2, cγ1 = 2, cγ2 = 1 (γ2 is terminal and long), or (2c) k = 1, cγ1 = 3.
Proof. We have 〈θ, λ〉 = 2cλ +
∑k
i=1 cγi〈γi, λ〉 ≤ 4 −
∑k
i=1 cγi . Since 〈θ, λ〉 ≥ 1, we have∑k
i=1 cγi ∈ {1, 2, 3}. Then we can list all possibilities and rule out impossibilities. For example, if
〈θ, λ〉 = 1 and∑ki=1 cγi = 2, then either (i) k = 1, cγ1 = 2, or (ii) k = 2, cγ1 = cγ2 = 1. For (i), it
follows that 1 = 〈θ, λ〉 = 4+2〈γi, λ〉, which is a contradiction since λ is long. For (ii), the second
statement of Corollary 4.11(ii) implies that γ1, γ2 must be all terminal. Thus ℓ = 3. However, such
root system does not exist by the classification of irreducible root systems of rank 3. Similarly, to
conclude that Φ = D4 in (2a), we need the classification of irreducible root systems of rank 4. 
It is known that θ⊥ is the standard parabolic subsystem of Φ generated by {α ∈ ∆ | (α, θ) = 0}.
Also, θ⊥ may be reducible and decomposed into irreducible, mutually orthogonal components.
Corollary 4.24. If θ⊥ is reducible, then either Possibility (2a) or (2b) occurs.
Proof. It follows immediately from Lemma 4.23 (taking k ≥ 2). 
Corollary 4.25. When ℓ = 4, there exists a set that is both A21 and RO if and only if Φ = D4.
Moreover, if Φ = D4, then every A
2
1 set is RO.
Proof. Use the classification of irreducible root systems of rank 4. 
Proposition 4.26. Assume that ℓ ≥ 4. If θ⊥ is reducible and there exists an A21 set that is not RO,
then Possibility (2b) in Lemma 4.23 occurs. In particular, θ⊥ = {±γ2} × Ω for a long simple root
γ2 and Ω is irreducible with rank(Ω) ≥ 2.
Proof. If cmax = 1, then Corollary 4.11(i) implies that θ
⊥ is irreducible and of rank at least 2, a
contradiction. Now consider cmax ≥ 2. By Corollary 4.24, either Possibility (2a) or (2b) occurs.
However, Corollary 4.25 ensures that Possibility (2a) can not occur because a non-RO A21 set
exists. Thus Possibility (2b) must occur. Then θ⊥ = {±γ2} × Ω where Ω is irreducible with
rank(Ω) ≥ 2. 
Proposition 4.27. Assume that ℓ ≥ 4. Suppose that {θ, α} is an A21 set with α ∈ ∆. If {±α} is a
component of θ⊥, then {θ, α} is RO.
Proof. We may assume that cmax ≥ 2. If not, Corollary 4.11(i) implies that θ⊥ is irreducible and
of rank at least 2, a contradiction. Since −θ connects only to one vertex of D(Φ), θ⊥ must be
reducible; otherwise, θ⊥ = {±α}, a contradiction. Thus, {β, α} is A21 for every β ∈ θ⊥ \ {±α}
because {β, α} = w{α′, α} for somew ∈ W and α′ ∈ ∆ such that (α′, α) = 0. With the notations
in Definition 3.6 and Proposition 3.11, we haveMθ(α) = ∅ and Kθ(α) = 0.
Note that θ⊥ \ {±α} ⊆ α⊥ \ {±θ} since {±α} is a component of θ⊥. Suppose to the con-
trary that {θ, α} is not RO. Then there exists β ∈ α⊥ \ {±θ} such that (β, θ) 6= 0. Note that
Γ := Φ ∩ span{β, θ, α} is a subsystem of rank 3 since it contains the A21 set {θ, α}. Γ must be
irreducible, otherwise, Γ ∈ Mα(θ) and Kα(θ) 6= 0 which contradicts Proposition 3.11. Relying
on the classification of rank-3 irreducible root systems, and two facts: (i) {θ, α} is A21 in Γ, (ii)
α⊥∩Γ is an irreducible subsystem of rank 2 of Γ (as it contains β and θ), we conclude that Γ = B3
and α is the unique short simple root of Γ. Since θ⊥ is reducible, either Possibility (2a) or (2b)
occurs by Corollary 4.24. Thus Possibility (2b) must occur since Φ contains the subsystem Γ of
type B3. Since {±α} is a component of θ⊥ and α is short, with the notation in Possibility (2b),
∆ = {γ2, λ, α}. Thus ℓ = 3, a contradiction. 
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4.3. Second half of Proof of Theorem 4.6. In this subsection, we complete the Proof of Theorem
4.6 by proving its second half, Theorem 4.28 below.
Theorem 4.28. If {β1, β2} ⊆ Φ+ is A21 but not RO, then for each i ∈ {1, 2}
|AHβi | − |AHβ1∩Hβ2 | = mℓ−1.
The first key ingredient is Theorem 4.30. It asserts that Theorem 4.28 is always true for a special
class of A21 sets, and we can describe it by the height function without requiring the RO condition.
We were recently informed that Mu¨cksch and Ro¨hrle [MR20] study a similar property (to the
non-RO case) of Weyl arrangement restrictions (which they called the accuracy) via MAT-free
techniques of [ABC+16]. Their main result together with Corollary 4.20 indeed give a proof of
Theorem 4.30. We will use this proof here, however, we remark that our primary method gives a
different and bijective proof, which we refer the interested reader to Appendix §6 for more details.
Unless otherwise stated, we assume that ℓ ≥ 3 in the remainder of the paper.
Lemma 4.29. If {γ1, γ2} ⊆ Θ(r) with γ1 6= γ2 and r ≥ ⌊mℓ/2⌋ + 1 (floor function), then {γ1, γ2}
is A21. The assertion is true, in particular, if r = mℓ−1.
Proof. We have γ1 + γ2 /∈ Φ and γ1 − γ2 /∈
∑
α∈∆ Z≥0α. Use the classification of irreducible root
systems of rank 2. 
Theorem 4.30. If γ1, γ2 ∈ Θ(mℓ−1) with γ1 6= γ2, then for each i ∈ {1, 2}
|AHγi | − |AHγ1∩Hγ2 | = mℓ−1.
Proof. The formula holds true trivially for ℓ = 3, and we use the classification of irreducible root
systems for ℓ = 4. Assume that ℓ ≥ 5. Then by Corollary 4.20, there are exactly two roots of
heightmℓ−1. The rest follows from [MR20, Theorem 4.3]. 
The second key ingredient is Proposition 4.31. In fact, the A21 sets described in Theorem 4.30
are not enough to generate all possibleW -orbits of the A21 sets (cf. Remark 3.5). Notice that the
focus of Theorem 4.28 is non-RO A21 sets. Although, Theorem 4.30 alone is not enough to prove
Theorem 4.28, it guarantees that the problem is solved if the involving non-RO A21 set lies in the
sameW -orbit with a pair of roots of heightmℓ−1.
Proposition 4.31. If there exists an A21 set that is not RO, then the set S := {{γ1, γ2} ⊆ Θ(mℓ−1) |
at least one of γ1, γ2 is a long root} contains a non-RO set.
Proof. Note that S 6= ∅ since Θ(mℓ−1) always contains a long root (Proposition 4.17). The case
ℓ = 3 is checked directly by the classification. Assume that ℓ ≥ 4 and suppose to the contrary that
every element in S is RO. We can take {γ1, γ2} ∈ S and assume that γ1 is long. By Theorems 4.30
and 4.8, we have mℓ−1 = h/2. By Lemma 4.21, ℓ = 4. By Corollary 4.25, Φ = D4, and all A
2
1
sets must be RO. This contradicts the Proposition’s assumption. 
Of course, if ℓ ≥ 5, then Corollary 4.20 implies that the set S contains only one element.
However, the present statement is enough for us.
The third (and the final) key ingredient is Corollary 4.32. From the previous discussions, we
will be in the situation that there exist two non-RO A21 sets which may form different orbits. So we
want to find a relation between them.
Corollary 4.32. Assume that ℓ ≥ 4. If there are two A21 sets {θ, λ1}, {θ, λ2} that are both non-RO,
then both λ1 and λ2 lie in the unique irreducible component Ω of θ
⊥ with rank(Ω) ≥ 2.
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Proof. The statement is trivial if θ⊥ is irreducible. If θ⊥ is reducible, then the statement follows
from Propositions 4.26 and 4.27. 
We need one more simple lemma.
Lemma 4.33. If {β1, β2} ⊆ Φ+ contains a long root and (β1, β2) = 0, then {β1, β2} lies in the
sameW -orbit with {θ, µ} for some µ ∈ ∆.
Proof. This is well-known. There is an irreducible component Ψ ⊆ θ⊥ such that {β1, β2} lies in
the same W -orbit with {θ, γ} for some γ ∈ Ψ. There exist µ ∈ ∆ ∩ Ψ and w ∈ W (Ψ) such
that γ = w(µ) and this w fixes θ, i.e., θ = w(θ). Thus {β1, β2} lies in the same W -orbit with
{θ, µ}. 
Now we are ready to prove Theorem 4.28.
Proof of Theorem 4.28. It suffices to prove the theorem under the condition that theA21 set {β1, β2}
contains a long root. Otherwise, we would consider the dual root system Φ∨ where short roots
become long roots. By Lemma 4.33, {β1, β2} lies in the same W -orbit with {θ, λ1} for some
λ1 ∈ ∆. We may also assume that ℓ ≥ 4 since the case ℓ = 3 is done in Remark 3.14(ii). We note
that by Remark 3.14(i), proving Theorem 4.28 is equivalent to showing thatKθ(λ1) = mℓ−1−h/2
(notation in Proposition 3.11).
By Proposition 4.31, we can find a non-RO set {γ1, γ2} ⊆ Θ(mℓ−1) where γ1 is a long root. Again
by Lemma 4.33, {γ1, γ2} lies in the sameW -orbit with {θ, λ2} for some λ2 ∈ ∆. By Proposition
3.3(i), {θ, λ1} and {θ, λ2} are A21 and non-RO. Corollary 4.32 implies that λ1 and λ2 lie in the
unique irreducible component Ω of θ⊥ with rank(Ω) ≥ 2. We already know from Theorem 4.30
that Theorem 4.28 is automatically proved for {θ, λ2}, i.e., Kθ(λ2) = mℓ−1 − h/2. So we want to
prove that
(4.1) Kθ(λ1) = Kθ(λ2).
If ‖λ1‖ = ‖λ2‖, then {θ, λ1} and {θ, λ2} lie in the same W -orbit. So Formula (4.1) follows.
Now consider ‖λ1‖ 6= ‖λ2‖. Note that at most two root lengths occur in Ω, they are ‖λ1‖ and
‖λ2‖. Then the fact that {θ, λ1} and {θ, λ2} are both A21 implies that {θ, β} is A21 for all β ∈ Ω.
For β ∈ Ω, with the notations in Definition 3.6 applied to the A21 set {θ, β}, we have
Mθ(β) =
{
Λ ⊆ Ω
∣∣∣∣ Λ is an irreducible subsystem of rank 2, β ∈ Λ,Φ ∩ span({θ} ∪ Λ) is a reducible subsystem of rank 3.
}
.
Indeed, if Λ ⊆ θ⊥ and Λ is irreducible, then Λ ⊆ Ω. We further make the following definition
M′θ(β) :=
{
Λ ⊆ Ω
∣∣∣∣ Λ is an irreducible subsystem of rank 2, β ∈ Λ,Φ ∩ span({θ} ∪ Λ) is an irreducible subsystem of rank 3.
}
.
Using Proposition 3.11 and Theorem 2.11(vi), we compute
2Kθ(β) = 2
∑
Λ∈Mθ(β)
∑
δ∈Λ+\{β}
(
β̂, δ̂
)2
= h(Ω)− 2− 2
∑
Λ∈M′
θ
(β)
∑
δ∈Λ+\{β}
(
β̂, δ̂
)2
.
We claim that M′θ(β) = ∅ for every β ∈ Ω. Suppose not and let Λ ∈ M′θ(β). Note that
Γ := Φ ∩ span({θ} ∪ Λ) admits θ as the highest root in its positive system Φ+ ∩ span({θ} ∪ Λ).
By a direct check on all rank-3 irreducible root systems and using the fact that {θ, β} is A21 for all
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β ∈ Λ ⊆ Γ ∩ Ω, we obtain a contradiction. Thus the claim is proved and we have M′θ(λ1) =
M′θ(λ2) = ∅. By the computation above, Kθ(λ1) = Kθ(λ2) = h(Ω)/2 − 1. This completes the
proof. 
We close this section (§4) by giving two corollaries.
Corollary 4.34 (Local-global inequalities). Assume that a set {β1, β2} ⊆ Φ is A21. Recall the
notation N0 = N0({β1, β2}) in Definition 3.6. For each Ψ ∈ N0, denote by cmax(Ψ) the largest
coefficient of the highest root of the subsystem Ψ. Then
(a)
∑
Ψ∈N0
(m2(Ψ)− 1) ≥ m2 − 1,
(b)
∑
Ψ∈N0
cmax(Ψ) ≥ cmax.
The equality in (a) (resp., (b)) occurs if and only if either (i) ℓ ≤ 4, or (ii) ℓ ≥ 5 and {β1, β2} is
not RO.
Proof. Since ℓ ≥ 3, m2 = cmax + 1 by Theorem 4.14 and Corollary 4.16. Thus (a) and (b) are
essentially equivalent. The left-hand sides of these inequalities are equal to K0 by Remark 3.14.
By Theorem 4.6 and Remark 3.14,
K0 =
{
h/2− 1 if {β1, β2} is RO,
m2 − 1 if {β1, β2} is not RO.
Thus, the inequalities follow. If ℓ = 3, the equalities always occur since h/2 = m2. If ℓ = 4,
we need only care about the case {β1, β2} is both A21 and RO. This condition forces Φ = D4 by
Corollary 4.25. Again, we have h/2 = m2. So the equalities alway occur if ℓ ≤ 4. If ℓ ≥ 5, by
Lemma 4.21, h/2 > m2 . Thus the equalities occur if {β1, β2} is not RO. 
Corollary 4.35. Let Ω be an irreducible component of θ⊥. If Φ is simply-laced, then the Coxeter
number of Ω is given by
h(Ω) =
{
2 if rank(Ω) = 1,
h− 2m2 + 2 if rank(Ω) ≥ 2.
Proof. We need only give a proof for the second line. Note that by Lemma 4.23, there exists at
most one irreducible component Ω of θ⊥ satisfying rank(Ω) ≥ 2. For every β ∈ Ω, {θ, β} is A21
since Φ is simply-laced. Moreover, {θ, β} is not RO by the reason of rank. With the notations in
Proof of Theorem 4.28,M′θ(β) = ∅. It completes the proof. 
5. PROOF OF THEOREM 1.6
Theorem 1.6 follows from Theorem 5.1 and Example 5.2 below.
Theorem 5.1. Assume that X = H1 ∩X2 is A21 but not RO. Let {ϕ1, . . . , ϕℓ} be a basis forD(A)
with degϕj = mj (1 ≤ j ≤ ℓ). Then {ϕX1 , . . . , ϕXℓ−2} is a basis forD(AX).
Proof. The statement is checked by a case-by-case method when ℓ ≤ 4. If ℓ ≥ 5, then mℓ−1 ap-
pears exactly once in exp(A) (Corollary 4.20). By Remark 2.15, AH1 is free and {ϕH11 , . . . , ϕH1ℓ−1}
is a basis for D(AH1). By Theorem 4.6, |AH1| − |AX| = mℓ−1. By Proof of Theorem 4.4,
AH1 \ {X} is also free. Theorem 2.9 completes the proof. 
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Example 5.2. Assume that X ∈ L(A) is both A21 and RO. By Remark 3.5, Φ = Dℓ with ℓ ≥ 3
(D3 = A3). Suppose that
Q =
∏
1≤i<j≤ℓ
(xi − xj)
∏
1≤i<j≤ℓ
(xi + xj),
where {x1, . . . , xℓ} is an orthonormal basis for V ∗. Let H1 = ker(x1 + x2), H2 = ker(x1 − x2),
and X = H1 ∩X2. Then again by Remark 3.5, X is A21 and RO. Define
τi :=
ℓ∑
k=1
x2i−1k ∂k (1 ≤ i ≤ ℓ− 1),
η :=
ℓ∑
k=1
x1 . . . xℓ
xk
∂k.
Then it is known that τ1, . . . , τℓ−1, η form a basis for D(A). Let
ϕ :=
(
ℓ∏
k=3
(x21 − x2k)
)
∂1 +
(
ℓ∏
k=3
(x22 − x2k)
)
∂2.
Then it is not hard to verify that ϕ ∈ D(A\ {H1}) and thus (x1+ x2)ϕ ∈ D(A). By Saito’s crite-
rion, we may show that τ1, . . . , τℓ−2, η, (x1+x2)ϕ also form a basis forD(A), and τ1, . . . , τℓ−2, η, ϕ
form a basis for D(A \ {H1}). Therefore, {τH11 , . . . , τH1ℓ−2, ηH1} is a basis for D(AH1). This basis
may have two elements having the same degree, for example, deg η = deg τℓ/2 = ℓ− 1 when ℓ is
an even number. However, it is easy to check that for every case ηX = 0. Hence, {τX1 , . . . , τXℓ−2}
is a basis for D(AX) and exp(AX) = {1, 3, 5, . . . , 2ℓ − 5} as predicted in Theorem 2.9. This is
also consistent with the fact that the AX above is exactly the Weyl arrangement of type Bℓ−2.
6. APPENDIX: A BIJECTIVE PROOF OF THEOREM 4.30
In this section, we give an alternative and bijective proof for Theorem 4.30. In comparison with
the proof used in §4.3, we do not use here the classification of rank-4 irreducible root systems.
Definition 6.1. Let {γ1, γ2} be an A21 set. Let Ψ ∈ N0 = N0({γ1, γ2}) (see notation in Definition
3.6). For any α =
∑
µ∈∆(Ψ) cµµ ∈ Ψ+ = Φ+ ∩ Ψ (∆(Ψ) is the base of Ψ associated to Ψ+), its
local height in Ψ is defined by htΨ(α) :=
∑
µ∈∆(Ψ) cµ.
Lemma 6.2. With the notations and assumptions in Lemma 4.29, Definition 6.1 and Remark
3.14(ii), we have htΨ(γi) = m2(Ψ) for i ∈ {1, 2}.
Proof. This follows from a direct verification on all rank-3 irreducible root systems. We will check
only a (most) non-obvious case when Ψ = C3, and γ1 = µ1+µ2, γ2 = 2µ2+µ3 (see Table 1). Set
α := 2µ1+ 2µ2+ µ3. Since α = 2γ1+ µ3 ∈ Ψ+ ⊆ Φ+, we have ht(α) > 2ht(γ1) > mℓ, which is
a contradiction. 
A bijective proof of Theorem 4.30. By Remark 3.14, Theorem 4.30 is proved once we prove
(6.1)
∑
Ψ∈N0
(m2(Ψ)− 1) = m2 − 1.
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Height
5 2µ1 + 2µ2 + µ3
4 µ1 + 2µ2 + µ3
3 µ1 + µ2 + µ3 2µ2 + µ3
2 µ1 + µ2 µ2 + µ3
1 µ1 µ2 µ3
TABLE 1. Ψ+ when Ψ = C3.
Recall the notation U = {θj ∈ Φ+ | ht(θj) > mℓ−1}, and |U| = m2 − 1. For each Ψ ∈ N0, set
UΨ := {µ ∈ Ψ+ | htΨ(µ) > htΨ(γi)} (by Lemma 6.2, this definition does not depend on the index
i). Moreover, |UΨ| = m2(Ψ)− 1. Since UΨ ∩ UΨ′ = ∅ for Ψ 6= Ψ′, we have∣∣∣∣∣ ⋃
Ψ∈N0
UΨ
∣∣∣∣∣ = ∑
Ψ∈N0
|UΨ| =
∑
Ψ∈N0
(m2(Ψ)− 1) .
Equality (6.1) will be proved once we prove U = ⋃Ψ∈N0 UΨ. For any µ ∈ UΨ,
µ− γi =
∑
µ∈∆(Ψ)
Z≥0µ ⊆
∑
α∈∆
Z≥0α (i ∈ {1, 2}).
Thus, ht(µ) > ht(γi) = mℓ−1 hence µ ∈ U . Therefore, U ⊇
⋃
Ψ∈N0
UΨ. To prove the inclusion, it
suffices to prove that for every θj ∈ U , the subsystem Γ := Φ ∩ span{θj , γ1, γ2} is an element of
N0. Obviously, Γ is of rank 3 since it contains the A21 set {γ1, γ2}. The irreducibility of Γ follows
from Proposition 4.19. 
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