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IT'S ALL IN THE 
CELLS 
Astrophysicist Paul Woodward is director of the Laboratory for 
Computational Science and Engineering (LCSE) at the University of 
Minnesota. LCSE tests and applies innovative hardware and software 
solutions to problems in science and engineering. This year Woodward is 
spending half his summer at NCSA as part of the summer fellows program. 
He is working on modifying his code that models stellar convection cells 
to see if it will simulate thunderstorm convection cells as well as run on 
the center's newest machine, Abe. He took some time to chat with Access' 
Barbara Jewett about computational science in a petascale age. 
a. Tell me about your current work. 
A. I do fluid dynamics in astrophysics. The Large problem I'm working 
on now has to do with what goes on inside the central region of 
a star near the end of its Life. 
The region of the star near the interior that I'm interested in and 
that I'm seeking to describe on the computer turns out to be 
fairly exotic. It is Like an atmosphere in that there are convection 
motions and so the material, which is a gas, is rising where it's 
buoyant and descending where it's cooler. [At the bottom] nuclear 
fusion is going on and helium is burning and forming carbon. At 
the top of the Layer is unburned hydrogen. If some of that gas 
could be pulled in and pulled down with the moving gas, down 
toward the helium burning shell, as it's called in these stars, then 
it would react very violently ... it would set off multiple reactions 
and would affect what heavy elements that star would produce 
ultimately. From my description it may not sound very hard ... but 
we have to focus a Lot of attention right at the top of that Layer, 
the details of what goes on there. 
a. Is there anything else that's difficult about this problem? 
A. The second thing that's harder is the aspect that is also hard 
about describing the Earth's weather. The problem is that the 
motions of this material are fast but not too fast, about Mach 
1/30th. That's Like a 20-25 mph wind on the Earth. 
The simple way of Looking at it-if you take the numerical 
methods that I and others have used for years, and you just apply 
them to this problem without modification, you need to take 
about 20 times as many time steps in order for the same amount 
of [fluid motion] to happen as you would in some other problems. 
As a result, to a certain extent for many years I have avoided 
problems of this nature as they're more expensive. It costs 20 
times as much to do the calculation. It turns out also that once 
you drag some of this unburned hydrogen down and you start 
burning it then the calculation gets much more expensive also 
because you have to follow all the reaction productions and make 
sure you know where they went and what they turned into, and 
then where that went, and so forth. 
a. And there's no way to reduce that cost? 
A. You can develop different numerical methods to try and get that 
cost down. [NCSA chief science officer] Bob Wilhelmson has done 
some of that [with weather simulations] and I'm working on some 
of that, but it never gets down by that factor of 20. You might be 
able to bring it down maybe a factor of five, but you are still Left 
with these being relatively expensive calculations to do. 
a. What does the potential of petascale computing mean 
to your work? 
A. This is just the kind of development that we need to make it 
possible at a reasonable cost to do simulations Like this. Two 
summers ago I talked to a post doc at Los Alamos, Falk Herwig. He 
said he had talked to others and it was generally believed these 
problems were impossible, and they were impossible because of 
this extra cost factor of 20 .... We figured out that it might run 
for a while on 256 processors but you really could get an answer, 
so he talked me into doing it. I wrote a special version of my 
computer program to attack these problems. He did one run, then 
moved to Keele University in England. 
The point is that two years ago this sort of problem was 
considered impossible. Now there are several places, including 
NCSA, that have several thousand processors available, and in the 
intervening time I've gotten my program to run on these kinds of 
systems and it's running very well. And it turns out that changes 
things by about another factor of 40. I have been investigating 
the IBM Cell processor so I've reworked my program again in order 
to run on the Cell processor and that made it run much faster on 
everything. It takes that factor of 40 and makes it into about a 
factor of 100. 
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a. So with the right combination of software and machine, 
studying the helium shell flash in 30 is possible? 
A. It was possible two summers ago to conceive of taking a piece of 
this convection zone and doing it, and actually Falk Herwig did 
do that [The Astrophysical Journal, May 2006]. With 100 times the 
speed available it is possible to contemplate one of two things, 
and with petascale computing-which would give us another 
factor beyond that of another probably 20 to 40-we'd be able 
to think about both of those things together. One of them is that 
with the factor of 100 you could run 100 times Longer .... [The 
other is that] instead of taking a chunk of this Layer you could 
take the whole Layer .... If you go to the petascale Level you can 
do the whole [Layer] for a [Long time]. Not for the whole two 
years duration [of the helium flash], obviously. 
For a petascale machine I imagined a calculation where ... it 
ran at the speed [of] 2.4 PF, so it would really be a petascale 
calculation. So, you ask, what could it do? It could simulate an 
hour of the whole star, of that whole shell, doing its thing at very 
high resolution, so that I should hope to get the answer kind of 
right. And it's affordable. And I'LL just be able to solve it! That's 
kind of a neat thing. 
a. You have frequently referred to "my program." Can 
you tell me a little bit about the application you 
are using? 
A. It's an explicit compressible gas dynamics code. The algorithm it 
uses is called PPM, and that is an algorithm I've been using for a 
Long time. It's found in quite a few codes that are used by many 
people so it's standard in that sort of sense, but this conversion 
that I went through to make it run on the Cell processor, that 
is unique at the moment. My interest in the Cell processor was 
stimulated through my work with collaborators at Los Alamos, 
particularly Karl-Heinz Winkler, Mike Steinkamp, and Rob Lowrie. 
While I'm here I'm working with NCSA staff to get my program 
to run on your new machine, Abe. I'm also working with Bob 
Wilhelmson to see if we can get the program to simulate a 
tornado. [My work is] similar to weather in that you're in the 
same Mach number region and this convection process which is 
very important [in my problem] is also important in weather. A 
thunderstorm is a convection cell but it has water vapor that 
we don't have in the star. But from many perspectives the 
computational challenge is similar; there's about as many things 
to keep track of in each case-if you are doing weather on the 
Earth you'd be keeping track of all the different forms of water, 
whether vapor, or ice, or Liquid droplets, and we're instead keeping 
track of different isotopes of elements. And we would have these 
burning reactions which you wouldn't have with weather. 
a. You'll be able to quickly solve your helium shell flash 
problem when a petascale machine is in production; do 
you foresee any other changes in your work with the 
use of petascale machines? 
A. There's something else that is really special that is happening now 
that we are having these high computer performance Levels and 
that is it becomes possible to do these scientific investigations 
interactively. When I started out doing computational fluid 
dynamics in the early '70s I was doing problems that were 
described in just 1D. It was like you had a tube of gas and were 
describing what happens inside the tube. But you didn't describe 
anything about what happens in the cross section, just what is 
going on along the Length. And those kinds of runs I ran on a 
Control Data 7600 and they took 10 minutes. You could set one 
going and you'd go to lunch-because you shared the machine; 
you'd go to Lunch and you'd come back and your 10-minute 
problem would be done if you were important enough. And if 
you weren't important enough, well, your 10-minute problem 
would never be done because you'd never have enough priority. 
So part of the game was figuring out how to be important enough 
to get your work done. But in a one-hour slot you could get a 
single 1D problem done. That was not interactive, that was a 
batch sort of job. 
After a few years, when the Cray 1 came, we got a factor of 10 
increase over the 7600 and so the 10 minutes became one-minute. 
So you didn't go to Lunch to wait for your one-minute job to run. 
You're still sharing the machine so your one-minute job might 
take four minutes, but you would sort of log in and you would 
run it. We had then a state-of-the art system-we had televisions 
that sat next to our teletype terminal and the Line plots could be 
sent to the television set if you were important enough to get 
one of the 16 available channels in our laboratory. If you could 
grab a channel and you could send a job, you could do a run 
interactively and you could see it, but for 1D. By the early '80s, 
which was when I left that Laboratory to go to the university, I 
was doing 2D calculations but it was back to batch. You could 
not do them interactively. 
Since the Late '80s I've been doing 3D problems but the 3D 
problems have not been interactive until this year. Which means 
we can now always do fluid dynamics calculations interactively 
because it's not going to get any more complicated-we are not 
planning any research in 4D fluid flow. 
On a petascale machine, if you could use that interactively, I could 
be sitting at the controls, which need not be where the petascale 
machine is but at some controls that nonetheless control it, 
and I could be interacting with this calculation as it unfolds. I 
could watch it, I could stop it if necessary, I could explore the 
parameter space of these kinds of calculations. With interactive 
petascale computing we're going to be able to do that for a whole 
variety of 3D flows and what it's going to do, I believe, is bring 
[more] people into the practice of fluid dynamics. Because if it 
is possible for me to sit down and interactively explore, it would 
also be possible for somebody else. 
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Using real-world data, engineers improve their 
methods of pinpointing water contamination sources. 
by J. William Bell 
U rban water distribution systems cover hundreds of square miles 
and include thousands of miles of pipe. But in most cases, drinking 
water is Largely unmonitored after it Leaves the treatment plant. 
"It's possible to intentionally contaminate a water supply using 
very rudimentary equipment," says Jim Uber, an environmental 
engineering professor at the University of Cincinnati. "Obviously, this 
is a threat to the health and economy of any urban area." 
With this in mind-and more day-to-day goals Like reducing 
customer complaints by pinpointing causes of reduced water quality-
Uber and North Carolina State University's Kumar Mahinthakumar, 
Ranji Ranjithan, and Downey Brill develop new methods of Locating 
the source of contaminants and testing approaches to Limiting their 
impact. Based on data from sensor networks in Large metropolitan 
areas, they use evolutionary computation to simulate various possible 
sources, assess the results, and Launch another set of simulations. 
Eventually, the hypothetical sensor data from a possible solution 
matches real-world sensor data, and they can find the source. 
This procedure uses hundreds of processors simultaneously 
on TeraGrid systems at NCSA, the San Diego Supercomputer Center, 
and the University of Chicago/Argonne National Lab, automatically 
figuring out how many jobs to send to what site based on the 
Length of the systems' queues. This cyberinfrastructure for source 
identification in water systems-by team members at North Carolina 
State, Cincinnati, the University of South Carolina, and the University 
of Chicago-was presented at the 2007 International Conference on 
Computational Science. 
Using real-world data from the Greater Cincinnati Water Works, 
they've already run numerous simulations on a "skeletonized" 
metropolitan distribution system. "Most of our simulations Look 
at a few hundred nodes, and we're working on one with 11,000," 
Mahinthakumar says. "But a whole network in a city could have 
300,000 nodes." Cincinnati, through the U.S. Environmental 
Protection Agency's Water Sentinel program, is installing just 
such a system. 
Current simulations are already showing officials how to cope 
with problem situations. In one case, the team is Learning when 
to engage different or new sensors in cases in which some sensors 
within the network malfunction. Their simulations have also allowed 
the team to improve the fidelity of their algorithms. For example, 
the code handles issues of what they call "nonuniqueness" better 
than ever before. "Two different contamination sources can present 
very similar sensor profiles, so methods for identifying distinctions 
in these cases is critical," Mahinthakumar says. These improvements 
were presented at the World Environmental and Water Resources 
Congress 2007. 
This research is supported by the National Science Foundation's 
Dynamic Data Driven Applications Systems program. 
For further information: www.secure-water.org 
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by J. William Bell 
A long-term collaboration between astronomers at 
Northwestern University and NCSA outlines the evolution of 
binary stars and acts of "stellar cannibalism." 
I n science fiction, binary stars are often shorthand for the exotic. 
A pair of suns rising over some alien landscape quickly communicates 
the foreign and the outlandish. But that reaction just shows our bias 
toward what is familiar. Out in the universe, twosomes are nothing 
out of the ordinary. Astronomers think that more than half of all stars 
are part of binary systems. 
Northwestern University's Ronald Taam has used a progression 
of systems at NCSA over the last seven years to explore how these 
binaries operate. Taam works closely with Paul Ricker, a research 
scientist at NCSA and an assistant professor of astronomy at the 
University of Illinois at Urbana-Champaign, studying what is known 
as the common envelope phase. During this stage of binary star 
evolution, the outermost portions of the stars' atmospheres share a 
single boundary. 
The common envelope phase is marked by extreme changes in 
the nature of the stars and intense interaction between them. Angular 
momentum-the physical property that keeps a top spinning-drops 
precipitously. The time it takes for the stars to orbit one another goes 
from months to just a few days. Meanwhile, mass from what is usually 
the larger star begins to transfer to its lower mass companion, a 
lobe of superheated plasma spiraling from one star to another across 
hundreds of millions of miles. 
Taam calls the onset of the common envelope phase "stellar 
cannibalism," and it can Lead to the ejection of part of the stars' mass 
that makes up their common envelope. Ultimately, the lower mass 
companion star and the core of the more massive star may merge 
into a single remnant. Or the core of the more massive star and its 
lower mass companion may both survive. In this case, the core can 
evolve into some of the more unusual members of the stellar family-
such as a black hole, neutron star, or white dwarf-and continue 
to orbit its companion. This remnant binary system is known as 
a compact binary. 
Taam and Ricker's current simulations are mapping the conditions 
under which the common envelope is ejected. A series of models at 
exceptionally high time and spatial resolution will cover a range 
of masses for the stars and a range of times that it takes them to 
orbit one another. An initial calculation is to be published in New 
Astronomy Reviews. 
"We're delineating the regime where binary stars survive and 
where they don't. We hope to do several of these calculations with 
our current allocation on Tungsten" and more in the coming years, 
Taam says. 
Understanding how the common envelope is shed and how 
compact binary systems are born will transform the way optical and 
radio astronomers think about the universe that they observe. The 
shapes of some planetary nebulae photographed by the likes of the 
Hubble Space Telescope, for example, can be linked to changes during 
the common envelope phase. And compact binary systems with short 
orbital periods generate the gravitational waves that many think 
will be among the first seen by the National Science Foundation's 
LIGO, the Laser Interferometer Gravitational-Wave Observatory now 
operating in Louisiana and Washington. 
The team also hopes that their models will improve astronomical 
population studies, which predict the number and kinds of binary 
stars in the universe. 
Jilt's extremely valuable to have someone dedicated 
to your project who is cognizant of these issues" 
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'An equal partnership' 
The common envelope phase is marked by a wide range of 
time scales and spatial resolutions. "The envelope can be several 
astronomical units across, while the core of the stars might be only 
the size of the Earth," says Taam. (An astronomical unit is about 93 
million miles, the distance from Earth to our sun.) The diameter of 
the orbit of the two stars also varies tremendously over the course 
of the simulations, which means that simulations must be tracked in 
very small increments. "You're basically Looking at a year a minute at 
a time," explains Ricker. 
The code initially used to model the common envelope phase 
relied on a nested grid. This method solved parts of the system at 
different, but fixed, resolutions. But because the stars orbit one 
another, the areas that want for the most detail-near the stars' 
cores and at the edge of the common envelope-move within the 
grid. That movement Limited simulations to situations in which the 
ratio of the two stars' masses was very Large. 
To overcome this constraint, Taam began working with Ricker 
and an adaptive mesh refinement code called FLASH. Before coming 
to NCSA, Ricker spent several years as a principal developer of FLASH 
at the University of Chicago. He worked with Taam to augment the 
code for simulating binary stars. FLASH is such an improvement over 
a nested-grid method because it automatically places more refined 
patches of the grid based on where there are sudden jumps in 
density. In other words, it resolves key regions of the stars in higher 
resolution and moves that higher resolution area in space. 
"Working with FLASH was a substantial technical challenge, but 
it gives us so much more realism," says Taam. "It's only been possible 
in collaboration with Paul. Not just a transfer of his technical skills 
to our project, but an equal partnership where he contributes to the 
analysis of results and their implications as well." 
For his part, Ricker says "Our collaboration really does extend 
beyond the technically minded questions. We're throwing around ideas 
and refining them through conversation. It's much more interesting 
that way-a very productive and enjoyable collaboration." And an 
important facet of NCSA's mandate. 
The team singles out Greg Bauer of NCSA's Performance 
Analysis and Methods group, as well. Bauer has focused on issues of 
migrating from one supercomputer to another; Taam's calculations 
have run on four different platforms in his seven years as an 
NCSA user. "Greg has been instrumental in tracking down a series 
of HDF performance issues and improved the way the calculations 
are checkpointed to disk," says Ricker. HDF-developed at NCSA 
for two decades before it was recently spun off into its own non-
profit company-is the format used to store data produced by the 
team's calculations. 
"It's extremely valuable to have someone dedicated to your 
project who is cognizant of these issues," says Taam. "Greg helps to 
make things run." 
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Getting to know the population 
Taam and Ricker's current simulations Look at a binary pair in 
the common envelope phase in a box about one astronomical unit 
across. This box is covered in a grid with an effective resolution 
corresponding to about 2,0483 zones. Their initial FLASH-based 
calculations considered a grid with an effective resolution of only 
about 5123 zones. At this Level of resolution, the simulations have 
shown that gas around the core of both stars begins to spin much 
more during the common envelope phase. The team believes that 
this makes mass ejection much easier. Thelve also seen that matter 
is ejected in all directions but that there is a preference for ejection 
in the equatorial plane with a Large contrast in the density of this 
matter among the stars' equator and poles. 
They also believe that the current resolution is high enough 
to determine the outcome of these phases for population synthesis 
studies of binary stars in the universe. These studies combine various 
models of how stars evolve, explore many combinations of possible 
starting parameters for those models, and estimate the number of 
stars of particular types that exist in the universe and those stars' 
characteristics. Currently, those studies rely exclusively on one-
dimensional stellar models and simple prescriptions for the binary 
interactions. As a result, these studies estimate the impact that 
binaries have instead of modeling it directly. 
"To do population synthesis right, you have to account for that 
half or more of stars that are in binaries as realistically as possible," 
says Ricker. By doing so, astronomers will be able to better capture 
the nature of the universe's stellar population and the combination 
of elements that those stars release as they change over time. 
Accordingly, Taam and Ricker's simulations ultimately tell the 
astronomy community more about the particulars of how the common 
envelope phase proceeds and how compact binaries form. But they 
also hold the promise of revealing more about how the universe in 
general evolves. 
This research is supported by the National Science Foundation. 
Access Online: www.ncsa.uiuc.edu/News/Storiesjcommonenvelope 
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An amazing race 
~TQSVLLPPGPFTRRQAQAVTTTYSNITLEDDQGSHFRLVVRDTEGRMVWRAWNFEPDAGEGLNRYIRTSGIRTDTATRLEHHHHHH 
~TQSVLLP TRRQAQAV SNITLEDD FRLVVRDT VWRAWNFE EGLNRYIR 
SVLLPPGP QAQAVTTT TLEDDQGS VVRDTEGR AWNFEPDA 
LPPGPFTR AVTTTYS HFR DTEGRMVW FEPDAGEG 
GPFTRRQA G HFRLVV GRMVWRAW LEHHHHHH 
26-37 71-82 
FULL CHAIN 
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by Kathleen Ricker 
Six amino_ acid sequences. Thousands of atoms. Millions of time steps. 
Could protein researchers using NCSA's Tungsten solve these protein structures . .. 
and test out a theory about how they folded ... all in three months? 
I n their folded states, no two protein structures are alike. Typically 
composed of anywhere from 50 to 300 amino acids, proteins 
are responsible for nearly every cellular function in the body-
transporting and breaking down nutrients and waste and providing 
the conduit for communication between cells that makes possible 
the existence of complex structure in higher organisms. Proteins 
accomplish all of this through folding, or reverting to a compact, 
native shape that allows them to bind and interact effectively and 
selectively with other molecules. In this native state, a protein's oily 
carbon atoms will cluster tightly in the molecule's center, surrounded 
by an outer layer of water and water-soluble atoms such as nitrogen 
and oxygen. 
Each protein collapses into a unique configuration that is 
responsible for that protein's functional properties, which in turn 
affect the way it interacts with other proteins. "If you can predict 
what shape a protein will fold into," says Scott Shell, a chemical 
engineer at the University of California at Santa Barbara, "you can 
tell a lot about the function of that protein and what it will do." 
Shell emphasizes that this knowledge, a crucial component of the 
fields of genomics and proteomics, is also particularly important 
to the discovery of treatments for neurodegenerative diseases such 
as Alzheimer's, which is believed to result from the accumulation 
of misfolded proteins. 
However, figuring out just how proteins fold is, according to 
Shell, "the most prominent grand challenge in theoretical biology 
right now." Shell and his former postdoctoral supervisor, Ken Dill, a 
professor of biophysics at the University of California at San Francisco, 
used NCSA's Tungsten to solve the structures of several proteins using 
an innovative, computationally intensive method for investigating 
the physics of the folding process. 
An alternative route to the finish line 
Last year, Dill, Shell, and their collaborators were participants in 
a protein research community-wide competition called CASP (Critical 
Assessment of Techniques for Protein Structure Prediction) which 
enables researchers to evaluate the performance of their techniques 
for protein structure prediction. Protein crystallographers and NMR 
spectroscopists contribute to the competition protein structures that 
have not yet been made public. These structures are kept secret, but 
the protein sequences are disseminated to participants, who attempt 
to computationally solve the positions of all the atoms in order 
to predict the structures, or target proteins. In 2006, 250 groups 
participated in CASP7. 
One dependable approach for solving the protein structure 
involves bioinformatics. Researchers match the amino acid sequence 
for a given protein against known sequences in a database containing 
A subset of the folding routes found in the zipping and assembly method (ZAM) 
conformational search process for the CASP7 target T0358. ZAM begins by dividing the full 
chain into overlapping eight residue fragments, spaced every three residues. These eight 
residue fragments are grown over several stages to 16-20 residues; each stage involves 
adding new terminal residues to the structures followed by replica exchange molecular 
dynamics (REMD) sampling . Subsequently, secondary structure pieces neighboring 
in sequence are assembled together in various combinations, with additional REMD 
sampling. The process continues along all possible pathways until a full fold is reached. 
Colors in the fragments are as follows: green-hydrophobic, gray-polar, red-acidic, 
blue-basic. 
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tens of thousands of protein structures, and draw inferences from 
those structures using biological sequence comparison tools 
like BLAST or FASTA that will help them figure out the target 
protein structures. 
Almost all CASP participants use bioinformatics methods, which 
produce good results for many of the target proteins. However, there 
are a number of scenarios in which bioinformatics methods do not 
perform well. For instance, when drugs bind to proteins they may do 
so in a way that changes the protein's structure. Or the protein may 
simply be unrelated to any of the proteins included in the database. 
Instead, Dill's group chose a physics-based approach, which they 
believe offers a general and potentially powerful folding strategy. 
Physics-based approaches to solving protein folding problems are 
used far less frequently because the time steps involved in simulating 
the atomic energetics are so small and incremental-on the order of 
a femtosecond, or one billionth of a trillionth of a second. "You need 
to be faithful to the atomic dynamics from one instant to the next, 
otherwise you violate Newton's laws" says Dill. Simulating a single 
protein means precisely simulating these infinitesimal movements for 
tens of thousands of atoms, which culminates in an enormous number 
of femtosecond time steps in order to reach time scales relevant to 
protein folding. And that's not even considering the simulation of the 
behavior of the water surrounding the protein's atoms. Consequently, 
only a few groups other than Dill's use physics-based approaches to 
protein folding. They make use of vast amounts of computing power: 
on folding@home, a SETI-like arrangement that borrows unused 
computing cycles from 100,000 distributed processors; and on IBM's 
Blue Gene computer, for example. 
Protein folding from the bottom up 
The physics-based approach Dill's group used was based on a 
model called zipping and assembly. "It's very efficient, it's a good way 
of very quickly short-circuiting a lot of possible conformations the 
protein wouldn't search in the first place," says Dill. The process of 
zipping and assembly begins deep within a tiny portion of the amino 
acid chain that makes up the protein, in which a sequence of a few 
amino acids prefers to rearrange itself-or "zip"-into a particular 
structural arrangement, or conformation. This same phenomenon 
occurs simultaneously in other regions along the chain. The structures 
that form then interact with each other to create larger structures, in 
a process Dill calls assembly, until the entire protein has rearranged 
itself into its native, folded state. 
Dill likens zipping and assembly to the process of human speech 
comprehension: Nouns and verbs are grouped together and perceived 
as meaningful phrases, which in turn can be linked together into 
larger clauses and, ultimately, into entire sentences. But searching 
for just the right configurations of amino acids requires rapidly 
evaluating all the potential ways in which folding could occur-no 
small task, even for the relatively small proteins Dill's group selected 
for their simulations, which consisted of anywhere from 72 to 112 
amino acids each. "You have to find the exact conformation, the 
perfect alignment of all the atoms, and the precise energetics ... and 
you're looking through a tremendous sea of possible conformations," 
says Shell, who led the computational effort. "It's a very difficult 
search problem." 
Dill's group had only three months to complete the simulations. 
"CASP is kind of a noncanonical way of doing research," says Dill. 
"For each protein structure we tried to predict, we had only a few 
weeks before the deadline, so we needed to be able to get priority 
to queues on certain processors." NCSA biochemist Eric Jakobsson 
helped Dill and his group get the time they needed on Tungsten 
and put them in touch with Dave McWilliams in the NCSA Consulting 
Group, who helped them troubleshoot problems on short notice. They 
were able to meet the deadlines for all six target proteins. 
"We had a month's deadline for each protein simulation-and 
that was basically the length of time we needed to run them," said 
Shell. "We were always down to the wire, so it was great to just 
submit things whenever we could and run jobs without having to 
worry about waiting in the queue for too long." 
On time-and on target 
Dill was pleased with the results of the zipping and assembly 
method. In the final outcome, the physics-based approach predicted 
the structures of four of the six proteins pretty well. The other 
two, Shell explains, turned out to be proteins that, because they 
require interactions with other proteins in order to fold, were not 
good candidates for zipping and assembly, something that was not 
known before the competition started and that no one could have 
predicted. However, Dill's group's solutions to the other four were 
reasonably accurate. "We felt that we did about as well or better 
than the average performance of all the other groups in CASP, who 
used what were essentially bioinformatics approaches," says Shell. 
"We were the only ones with a purely physics-based approach. So we 
think this proves that physics-based modeling provides potentially 
very powerful opportunities, and we think this idea of zipping 
and assembly is a great way to shortcut the huge computational 
requirements of physics-based methods to fold proteins in a reasonable 
amount of time." 
More importantly, though, Dill and Shell argue that this method 
could do more than just predict folded protein structures; it may, 
in fact, explain how proteins actually fold. "There's something a 
protein knows, something about the energetics that makes it fold 
efficiently and fast," says Shell. "If you do follow a mechanism-based 
approach like zipping and assembly, and you get very close to the 
correct answer, this tells you that the mechanism is a very viable way 
a protein might fold." 
This research is supported by the National Institutes of Health 
and UCSF. 
Access Online: www.ncsa.uiuc.edu/News/Storiesjamazingrace 
For further information: www.dillgroup.ucsf.edu 
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ZAM predictions in CASP7 compared with experimental PDB structures. The GOT (CASP's 
Global Distance Test) gives the percentage of residues (x-axis) whose alpha carbon 
coordinates lie within a given cutoff distance (y-axis) from the native structure, 
for predictions by all participants in CASP7 (light blue colors). The best predictions 
correspond to lines in the lower-right quadrant of the graph. The five ZAM models are 
shown for each target in gray, with the best model highlighted in red. 
100 
A ccess I 16 I Summer 07 
In the know 
Documenting and re-creating top-level 
decision making processes is the focus 
of government historians. 
Story I Barbara Jewett 
Illustrations I Blake Harvey 
Who knew what-and when- is on everyone's mind when it comes to high-level 
government decisions that affect hundreds of thousands of people. A team 
from NCSA is working with the National Archives and Records Administration 
(NARA) to understand preservation and reconstruction requirements for 
computer-assisted decision processes, and to prototype the necessary tools so 
future historians will be able to answer that question. 
Peter Bajcsy and his colleagues Sang-Chul Lee and Rob Kooper developed a 
simulation framework to gather information about decision-making processes 
based on examining images. Frederico Fonseca of The Pennsylvan ia State 
University used a summer fellowship at NCSA in 2006 to work with Bajcsy's team 
creating terminology consolidators, called ontologies, which allowed further 
applications of the developed software. The focus of the team's work is not 
only on preserving gathered information and reconstructing the process that 
led to the decision that was made, but also on understanding preservation and 
reconstruction requirements. 
Analyzing the information 
Let's say that high-level government decision makers are inspecting images, 
trying to identify terrorist hideouts in the course of deciding where to deploy 
troops. They process maps and photographs, geographical boundaries, 
and tabular statistics. 
Recording the decision process 
While any government decision process is complicated on its own, tracking the 
analysis of geospatial electronic records supporting government decisions adds 
another layer of complexity. Using NCSA's Image Provenance to Learn (IP2Learn), 
these critical decisions could be recorded at multiple levels of detail, preserved, 
and recreated later. IP2Learn tracks all operations of a user during the image 
inspection and reconstructs the image-based decision process. The software 
records and reproduces information about how a digital image is manipulated 
(for example, select, crop, magnify, or adjust the color) at varying levels of detail, 
from a textual summary of raw or interpreted image manipulation events to 
a full video replay of the actions taken in inspecting an individual image. This 
can be crucial in reviewing image analysis involving situations of national 
security; audits can answer questions like "Was every sub-area of an input 
image inspected?" or "Was the critical image sub-area inspected at the highest 
resolution?" or "Was it possible to recognize the object of interest from all 
viewed image sub-areas?" 
Preserving the data 
IP2Learn allows archivists to examine empirically the tradeoffs related to 
questions such as what should be preserved and how the data should be 
gathered, stored, and retrieved. They can also consider how the decision-making 
processes should be reproduced, what questions researchers will be able to 
answer using the reproduced information and, most importantly, the historical 
value of a recreated decision process. IP2Learn captures, summarizes and 
displays information about the costs (storage space and computing cycles) 
associated with each approach to capturing, preserving, and providing access 
to these records, facilitating the evaluation of cost-versus-value tradeoffs. 
Balancing the differences 
Fonseca came to NCSA because of his interest in expanding the IP2Learn 
framework with the concept of ontologies. Ontologies are databases that contain 
words and the mappings (terms, attributes, and relationships) between words as 
well as strict rules about how to specify terms and relationships. The mappings 
can be quite complex. 
Besides inconsistencies in terms used, for example one person using "hill " 
and another "rise" when both mean an upward slope in the topography, the 
decision maker may use a different meaning than the analyst. Consider what 
comes to your mind when you hear the word "plane:' You might think of a jet, 
while another person assumes a single engine propeller plane. 
Ontologies are applied at the moment when multiple people annotate the 
same image. The ontology-based "translations" integrate the meanings of the 
annotated images for full understanding of image content. Executing ontologies 
provides a comprehensive description of an image area, allowing a decision to 
be made quickly and with confidence. 
The future 
NCSA continues to gather data about the use of computers in decision making 
where high confidence in the information the decision is based on is imperative. 
Thus, IP2Learn and other technologies developed at NCSA, like Cyberlntegrator 
(http://isda.ncsa.uiuc.edu/ecid/ ECID_cyberintegrator.htm), could be used for 
gathering software execution information and expanded to other applications. 
For instance, the IP2Learn software could be used in medicine, in law 
enforcement, for emergency planning and responses to epidemics, for auditing 
and quality control in a variety of government and industry situations, as well as 
for education and training purposes. 
The IP2Learn research is funded by the National Archives and Records 
Administration. The work with Frederico Fonseca was funded by the NCSA summer 
fellow program. 
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by Trish Barker 
Researchers at the Illinois State Water Survey and the University of 
Illinois use NCSA's systems to simulate how U.S. air quality will be 
affected by global climate and emission changes. 
The prevailing scientific view is that em1ss1ons from our cars, 
planes, and the power plants that fuel our nearly infinite array of 
power-gobbling devices are changing the Earth's climate. Since the 
Industrial Revolution, our planet's temperature has edged higher. 
Data from the National Oceanic and Atmospheric Administration show 
that Earth's surface temperature has increased by about 1.2 to 1.4 
degrees Fahrenheit since 1900, and the Environmental Protection 
Agency predicts a further increase of 2.5 to 10.4 degrees Fahrenheit 
above 1990 temperatures by the end of this century. 
How this climate shift will affect plants, animals, and people-
and what should be done about it-is a focus of much research (and 
political debate). For the past several years, a team of scientists at 
the Illinois State Water Survey (ISWS) and the University of Illinois 
at Urbana-Champaign .has used high-performance computers at NCSA 
and the National Oceanic and Atmospheric Administration to examine 
the ways in which global climate change and human-driven emissions 
will affect future air quality. One focus has been ozone, which screens 
the Earth from damaging ultraviolet Light in the upper atmosphere 
but becomes a pollutant closer to Earth. 
The current EPA Limit for ground-Level ozone is 80 parts 
per billion (ppb ), and the agency recently proposed Lowering this 
standard to 70-75 ppb. In requesting the change, the EPA pointed to 
evidence that ozone causes health problems-such as reduced Lung 
function and increased susceptibility to respiratory infections-at 
concentrations below the current standard. Recent scientific research 
also shows that repeated exposure to even Low Levels of ozone 
damages vegetation and trees and reduces crop yields. 
ISWS researcher Xin-Zhong Liang is the principal investigator 
for the project; co-Pis are Water Survey scientists Michael Caughey, 
Ho-Chun Huang, Kenneth Kunkel, and Allen Williams, and Donald 
Wuebbles, a University of Illinois professor of atmospheric science 
and the Leader of the University's new School of Earth, Society 
and Environment. The goal of this EPA-funded project is to provide 
policymakers with the information they need to craft effective strategies 
to meet the agency's National Ambient Air Quality Standards in the 
decades to come. 
The project encompasses numerous research areas, resulting 
in more than 10 articles published or accepted for publication in 
Geophysical Research Letters, the Journal of Climate, the Journal 
of Geophysical Research, the Journal of Applied Meteorology and 
Climatology, and other journals. 
Modeling the big picture 
The researchers applied a new modeling system, developed at the 
Water Survey, that integrates a regional climate model, an emissions 
model, and an air quality model nested within global climate 
and chemistry models. Using this integrated model to get a more 
complete picture of a highly complex system, the researchers homed 
in on four U.S. regions (Midwest, Northeast, California, and Texas) 
and four metropolitan areas (Chicago, St. Louis, New York City, and 
Washington, D.C.), Looking at summers between 1995 and 2000. They 
found that the simulation results agreed well with recorded ozone 
Access I 20 I Summer 07 
Levels, demonstrating the utility of the new model. This work has 
been accepted for publication in the Journal of Applied Meteorology 
and Climatology. 
Again using the new ISWS modeling system, researchers 
considered two emission scenarios outlined by the Intergovernmental 
Panel on Climate Change (IPCC), Labeled 81 and A1Fi. The 81 storyline 
describes a world in which resource use is dramatically reduced. The 
A1Fi storyline, on the other hand, depicts a future world of rapid 
economic growth under the fossil-intensive energy system. Liang 
describes the 81 scenario as "very clean," with drastic emissions cuts 
that would be quite difficult to achieve, and the A1Fi as "very dirty" 
with Limited emissions controls. 
The results were an intriguing mix. In the dirty scenario, ozone 
concentrations increased in Large rural areas of the United States, but 
metropolitan areas experienced either smaLL increases or decreases. In 
the clean scenario on the other hand, the reduction of nitrogen oxide 
emissions succeeded in decreasing surface ozone in the rural zones. 
But the opposite effect was found in metropolitan areas, where Large 
reductions in nitrogen oxides actually increased the ozone Level due 
to a short-term phenomenon known as the titration effect. The work 
has been accepted for publication in Geophysical Research Letters. 
Emissions without borders 
Emissions and air flow ignore national boundaries, so the 
researchers also considered how actions in other countries could 
impact U.S. air quality. 
Summer average daily maximum eight-hour surface ozone concentration 
changes (ppb) between 2050 and 1998: A1Fi scenario ("very dirty" air) and Bl 
scenario ("very clean" air). 
Regions with solid lines represent the four 30-km-resolution subdomains, and 
the remaining areas use 90-km-resolution results. 
The ILLinois researchers examined the effect of "transboundary 
emissions" from Mexico and Canada by comparing simulations that 
included precursor emissions from those countries with simulations 
that included emissions only from the 48 contiguous U.S. states. 
When emissions from across the southern and northern U.S. borders 
were included, ground-Level ozone concentrations in northwest 
Washington state and along the south shore of Lake Ontario were 
elevated by as much as 16 ppb, with more moderate increases in 
other regions. 
"Transboundary emissions must be considered when planning air 
quality control strategies," Liang explained. "If Canada and Mexico 
were committed to produce no emissions, then these influenced 
regions of the U.S. wiLL be benefited significantly, with very Little 
chance of violating the national ozone standard. However, if our 
neighboring countries produce more emissions (which is projected 
by various IPCC scenarios), then these sensitive regions wiLL be 
further degraded." 
And it's not just neighboring countries the United States must 
consider. U.S. air quality is also affected by poLLutants from Europe 
and Asia. Using an improved version of the global Model for OZone 
And Related chemical Tracers (MOZART), the researchers examined 
the impact of transpacific transport (TPT) on U.S. ozone Levels in 
1999 and on to 2099. The projected increase in European and Asian 
emissions under the IPCC's A1Fi "dirty" scenario would need to be 
balanced by a drastic 50 percent cut in emissions in the northwest 
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U.S. in order to maintain a stable ozone Level. Under the "dean" 81 
scenario, the drop in European and Asian emissions would allow a 
25 percent increase in the northwest U.S. The researchers point out 
that this dramatic shift in regional air quality based on emissions 
originating half a world away points to the "necessity of global 
emission reductions for regional pollutant mitigation." 
Access Online: www.ncsa.uiuc.edu/News/Stories/airquality 
For further information: www.atmos.uiuc.edu/research/01dimate.html 
Putting more pollutants in the mix 
While one EPA grant draws to a dose this year, the team's work will 
continue and be expanded to include aerosols and mercury under a 
new grant that stretches until 2010. Using the integrated climate/ 
air quality/chemical transport model, the researchers will examine 
aerosol-climate interactions. The plan is to increase the resolution 
of the modeling for the Northeast, Midwest, Southeast, California, 
and Texas, because of the high probability of air quality problems in 
those regions. 
This research is supported by the Environmental Protection Agency's 
Sdence to Achieve Results program. 
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Relative contributions (percent) of the projected emissions (EMS) and climate (MET) 
changes to total surface ozone concentration trends between 2050 and 1998: AlFi 
scenario and Bl scenario. Green denotes the dominance of the EMS effect (contribution 
greater than 70 percent), yellow denotes the MET effect (contribution greater than 70 
percent), and red denotes where both effects are deemed to be important. 
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D espite nearly three years of warfare and 70 years of wear, hundreds 
of paper artifacts published during the Spanish Civil War (1936-39) 
remain intact today. Historians consider many of these surviving 
materials to be invaluable to the public, serving as both historical 
references and as pieces of art, yet many are too rare and fragile to be 
handled and examined. Jordana Mendelson, a 2006-07 NCSA Faculty 
Fellow, has developed a way to both preserve these materials and 
ensure that people no longer need to view rare historical materials 
from a distance. 
She and a team encompassing several units of the University 
of Illinois at Urbana-Champaign-including NCSA, the School of 
Art and Design, the Graduate School of Library and Information 
Sciences, and the Rare Book and Manuscript Library-collaborated to 
launch an interactive website in both English and Spanish. The site 
is hosted on a server provided by the Illinois Center for Computing 
in Humanities, Arts, and Social Science (I-CHASS), a joint effort of 
the University and NCSA. The website allows historians, students, 
and web users alike to browse a collection of 30 digitized Spanish 
Civil War magazines, page by page (www.magazinesandwar.com or 
www.revistasyguerra.com). 
Viewing history a new way 
In January, Mendelson, an associate professor of art history in the 
University's School of Art and Design, unveiled a digital kiosk version 
of the website in the "Revista y Guerra 1936-1939," ("Magazines 
and War 1936-1939") exhibit at the Museo Nacional Centro de Arte 
Reina Sofia in Madrid, Spain. The exhibit was on view there until 
the end of April. 
Mujeres Libres. Organa de Ia Agrupaci6n de Mujeres Libres 
Biblioteca del Pave ll6 de Ia Republica (Universitat de Barcelona) 
"We can't have 200,000 museum visitors handling these 
documents, but when you put them behind glass, it takes away the 
use function," Mendelson says. "[The website] enables researchers to 
call up materials on their own, and allowed visitors to the exhibit to 
virtually browse the magazines." 
The opening of the exhibit, which coincided with the 70th 
anniversary of the Spanish Civil War, received international attention 
because magazines have rarely been presented as "high art" in 
Spain. Although the digital kiosk was a major innovation, its primary 
purpose was to enhance the experience that visitors to the exhibition 
had with the over 400 objects on display, including 250 original 
magazines, posters, and photographs from the war. Collectively from 
the warring factions, between 1,500 and 2,000 magazines were issued 
in Spain during the period. 
"Magazines are normally Limited to archives, private collections, 
and Libraries, and prior to Launching this website, it still wasn't 
possible for people to examine them first-hand," says Mendelson, 
who spent seven years researching collections, preservation methods, 
and the periodical studies, and two years working on the digitization 
of the magazines. 
The exhibit, digital kiosk, and website are the result of a 
multi-phase, multidimensional project, known as "Spanish Civil War 
Print Culture," which is meant to preserve, restore, catalogue and 
digitize the test-group of magazines that are housed in the University's 
Rare Book and Manuscript Library and the Library of the Museo 
Nacional Centro de Arte Reina Sofia. While the website draws from just 
these two collections, the exhibit included Spanish Civil War materials 
from over 20 different public and private collections in Spain and 
the United States. 
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Carmen Ripolles, a University of Illinois graduate student in Art 
and Design, traveled to Spajn coUect exhibit materials from Spanish 
Libraries and worked ~ndetson to digitize the magazines. 
Ripolles explains t)l~ for each magazine, they had to choose the 
method of digitization Whidt would best serve the conserva9<Jn of 
the piece. Some magazines were photograp~iJ,. While otfiefs \¥ere 
scanned, depending on their Level of frailty. The scanned jmages or · 
photographs were then inserted into the Rare Book and Manuscript 
Library CONTENTdm, a flexible, multifunction software package 
designed to manage digital archives in a wide range of media 
"We used this software to create indexes for the images so they 
can be categorized thematically, by artist, by political group or by 
region," Ripolles says. 
Turning concept into reality 
Once the magazines were preserved, catalogued and inserted into 
the CONTENTdm, University of Illinois alumni Mason Kessinger and 
Phillip Zelnar, both of the multidisciplinary collaborative POCCUO, 
designed the website. From there, Vernon Burton, director of 1-CHASS, 
and NCSA's Alan Craig, helped design the digital kiosk to display the 
website at the exhibit. 
"Without 1-CHASS and NCSA, we wouldn't have had the staff, 
the technology or the funding," Mendelson says. "We wouldn't have 
had the capability to develop the digital kiosk or the database in a 
format the public could access." 
Simon Appleford, a visiting project specialist with 1-CHASS, 
initially evaluated and approved Jordana's research. "From 1-CHASS' 
standpoint, this is a compelling example of how there are many 
. . ts that just need something as humanities and social ~c1ence prjec them to put their project up," 
simple as a Little hostmg space or 
says Appleford. d t d that the content for this 
Both Mendelson and Ap~Lefo:o ~~ee design of the interface had b •te is continuously evolvmg, 
we 51 .LL to use 
to be very flexible, but.sti e~sy de r~e of technology behind the 
"Although there 1S a h1gh g k .t simple for the general b ·t we wanted to eep 1 " kiosks and the we S1 es, . . riate amount of content, public, while stiLL maintam1ng an approp 
says Mendelson. L Mendelson explained 
In her NCSA Faculty FeLLowship _protp~ssao,pen discussion about 
L f the proJec 1 
that the Long-term goa _o h. h innovative software can be 
developmg new . . . L visual documents m 
0 
· ways m w 1c · t a 
used to incorporate mult1-d1menswna 
web environment. th website and the kiosk to h w people use e . . 
"We want to see o .bl dd to it because 1t 1S done create a more robust site, and poss1 y a ' 
t " he says 
through componen s, s . h are ongoing because as 
. d M delson's researc . L 
The proJect an en b ·t hopefully greater interest Wll 
. nee the we 51 e, L 
more people expene . d the need to preserve, cata ogue, 
be directed toward the proJect an . d.ffi ult-to-consult materials 
·ble otherw1se 1 c . digitize, and make access1 rently housed internationaLLy m 
on the Spanish Civil War t~at are c~r they continue to receive 
private and public coLLectwn_s. As ong ~:ndelson, the project wiLL 
positive feedback and fundmg, says 
continue to expand. 
. du/News/Storiesjwarandmagazines Access OnUne: www.ncsa.ulUc.e -~--- ~~-
For further ;nformation: www.magazinesandwar.com (English) 
___ ...:.._ _ ...--__ w_w_w __ ~re··Vl~· s ~t~~yguerra.com (Spanish) 
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Rasar~n opportunities abound 
.~:::wttr~~ NCSA Fellows programs 
1. The Faculty Fellows Program, jointly funded by NCSA and 
the University of Illinois at Urbana-Champaign, provides 
opportunities in advanced computing and information 
technology to on-campus faculty. This program offers faculty 
members and research staff access to NCSA's high-performance 
computers, visualization and computing support, and 
opportunities for multidisciplinary collaboration with 
colleagues at NCSA. Past research has included data mining 
in genomics, computational simulations of aquifers, reaL-time ~CJ~!J)Qlte patient evaluation to diagnose dysphagia (difficulty ~J~~i;:~::~~lg), predictive modeling in auto insurance and 
There is also a Campus Affiliates Program, which allows 
on-campus faculty to explore new applications of advanced 
computing and information technology through a zero percent 
NCSA appointment. Affiliates can obtain access to resources, 
including the cente(s high-perfonnance computing and 
storage systems, support for performance optim1zatipn and 
engineering, benchrparking, and algorithm ~velopment, 
support for scientific: visualization projects. and other 
opportunities to worlc with NCSA staff and partners. 
3. Summer fellowships extend the benefits of a collaboration 
with NCSA to those at other academic institutions. The 
10-week program lets researchers spend time on-site at NCSA 
working closely with staff members who can help them turn 
their research dreams into realities. Summer fellows' research 
projects have included: tobacco use cessation and smoking 
prevention; developing a Grid-enabled cyberinfrastructure 
for education in computational chemistry from kindergarten 
through undergraduate levels; combing the gathering of 
provenance information with upcoming trends in research 
on semantic models, namely ontologies; a scientific basis for 
judging political redistricting plans; simulating novel biofuel 
liquid combustors; developing new features for GISolve; 
developing a cyberenvironment that includes molecular 
properties from quantum chemistry calculations; and adapting 
applicatiqns for future petascale computing systems. 
In order to build upon relationships NCSA has with 
institutions in other countries, the center is launching an 
Internatiomtt fellows program later this year. 
For farther fntormation: http:/ /feLLowships. ncsa.uiuc.edu 
News & Notes 
Simmerling earns top humanitarian 
honors for work using NCSA's Cobalt 
Winners of the SGI Itanium Solutions Alliance Innovation Contest were 
announced on April 17. Carlos Simmerling of Stony Brook University 
in New York won $50,000 and top honors for his breakthrough 
medical research conducted on Cobalt, NCSA's SGI Altix cluster. 
The contest recognizes projects that utilize the full potential 
of systems based on Intel® Itanium® 2 processors, such as the 
SGI Altix. 
There were 25 finalists in three categories. Simmerling won 
the top award in the Humanitarian Impact Innovation category. 
Simmerling and his team have developed simulation methods that 
can explore the molecular basis for diseases such as AIDS, cancer, 
and tuberculosis. Using NCSA resources, the team achieved the most 
extensive computer simulations ever done on HIV protease, a molecule 
that slices a pre-HIV protein chain into the pieces that ultimately 
assemble into a mature and infectious virus. The simulations modeled 
how the viral protease changes structure over time, revealing for the 
first time how it transiently opens during its function, allowing drugs 
to gain access to the interior and inactivate it (see Access, Fall 2006, 
page 14, or online at www.ncsa.uiuc.edu/News/Access/Stories/ 
QuestCure). The results provide vital data in the effort to develop 
new treatments for the 40 million people currently Living with AIDS. 
Simmerling says that using NCSA's powerful Altix system has 
made a dramatic difference in his research. "The Altix allows us to 
obtain new medical advances in months, rather than in years." 
His research is supported by the National Institutes of Health and 
the Department of Energy. 
Grant to tame unstructured data for research ) 
The Andrew W. Mellon Foundation recently awarded $1.2 million to 
NCSA and the Graduate School of Library and Information Science 
(GSLIS) at the University of Illinois at Urbana-Champaign. The 
grant will support the development of an environment for drawing 
knowledge from humanities data. 
The project will address what principal investigator Michael 
Welge, Leader of NCSA's Data Intensive Technologies and Applications 
Division, calls the "80 percent problem": 80 percent of the 
information needed for business and research is unstructured, 
meaning it's not in easily searchable databases (think of e-mail, text 
documents, and even images, audio, and video); 80 percent of the 
required information is "open source," meaning it's not proprietary or 
top secret; and people are spending 80 percent of their time hunting 
for the information they need and just 20 percent actually using it. 
The NCSA/GSLIS team will build on NCSA's successful D2K 
software-which helps draw insight from structured data in a 
variety of research and business domains-and IBM's Unstructured 
Information Management Architecture to develop a Software 
Environment for the Advancement of Scholarly Research (SEASR). 
SEASR (pronounced "Caesar'') will provide the needed bridges from 
unstructured data, to structured data, to knowledge. The software 
will help scholars find the data they need, extract the most relevant 
information, and analyze what is found to generate fresh insights. 
SEASR's developers plan to make the software easy to use and 
modular, so that components created to address particular questions 
can be reused by other researchers. 
While the SEASR team will initially focus on the humanities, 
other disciplines in the sciences, engineering, and even national 
defense have similar needs to manage, analyze, and extract meaning 
from unstructured and structured data and future efforts could extend 
SEASR to serve other communities. 
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News & Notes 
Merle Giles takes the helm of 
NCSA's Private Sector Program 
Merle Giles has been appointed as the new director of NCSA's Private Sector Program, 
which puts the center's expert staff and technological innovations to work on the 
real-world challenges faced by business and industry. 
Giles previously led the Executive MBA program at the University of Illinois at 
Urbana-Champaign, a position that included guiding teams of executives on consulting 
projects for major international companies, including Coca-Cola, Caterpillar, John Deere, 
EuroDisney, Volkswagen, and Xerox. 
Giles earlier served as president and chief executive officer of a bank and as chief 
financial officer of a trucking company. He also operated a real estate and business 
brokerage business. He holds an MBA and is a certified public accountant. 
For more information on the Private Sector Program, see: www.ncsa.uiuc.edu/AboutUs/ 
Directoratesjpsp.html. 
Arizona researchers use 
NCSA's Tungsten to develop 
new astrophysics tool 
Romeel Dave and his team at the University of Arizona used NCSA's 
Tungsten cluster to develop a new astrophysics tool called SPOC. It 
approximates the physical properties-including stellar mass and 
star-formation rate-of galaxies that have been observed but are 
not well understood because limited spectral data are available. SPOC 
takes very basic photometry data from an observed galaxy and uses 
a Bayesian method to compare that to an array of photometry data 
generated by computationally modeled galaxies. Inferring that if the 
spectral properties match then other properties will match as well, 
it provides upper and lower constraints on what the other properties 
are for the observed galaxy. 
The team introduced SPOC, short for Simulated Photometry-derived 
Observational Constraints, in an April 2007 Monthly Notices of the 
Royal Astronomical Society paper. The publication tested SPOC using 
six high-redshift galaxies with large amounts of observed spectral 
data available. The properties of five of the galaxies as defined by 
SPOC well matched the observed data. The sixth was unlike anything 
in the array of data to which the galaxies were compared. Because 
it was successfully flagged as such, this outlier showed that SPOC 
can also be used to identify objects that challenge existing models 
and observations. 
This research is supported by NASA and the National 
Science Foundation. 
NCSA's newest systems rank 
8th and 47th on Top500 List 
The two newest computing systems at NCSA rank eight and 47 on the 
29th TOP500 List, released in June. 
The TOP500 project was started in 1993 to provide a reliable basis 
for tracking and detecting trends in high-performance computing. Twice 
a year, a list of the sites operating the 500 most powerful computer 
systems is assembled and released. The best performance on the 
Linpack benchmark is used as the performance measure for ranking the 
computer systems. 
At #8 is Abe, with a peak performance of 89.5 teraflops. Named in 
honor of the country's 16th president, Illinois native Abraham Lincoln, 
the system was purchased with funds from the state of Illinois. Abe 
is shared by the University of Illinois at Urbana-Champaign's new 
Institute for Advanced Computing Applications and Technologies, 
headed by NCSA Director Thorn Dunning, and by the nation's science 
and engineering researchers as a National Science Foundation 
TeraGrid resource. 
Abe is a Dell blade system with 1,200 PowerEdge 1955 dual-socket, 
quad-core Intel Xeon 2.3 GHz processors, and InfiniBand and GigE 
connections. Each processor has 4 gigabytes of memory, providing a 
system total of 9.6 terabytes. Abe also offers 170 terabytes of storage in 
a Lustre file system, providing 7.5 GB/s peak I/0 performance. 
T3, at #47, is a Dell blade system with 1,040 dual-core 2.66 GHz 
Intel processors and a peak performance of 21.3 teraflops. T3 is used by 
NCSA's business and industry partners. 
For more information go to www.ncsa.uiuc.edu/Userinfo/Resources/ 
Hardware or www.top500.org. 
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NCSA researcher guest 
edits issue of Computer 
Volodymyr Kindratenko, a senior research scientist at NCSA, was 
a guest editor for the March issue of IEEE's Computer magazine, 
which focused on high-performance reconfigurable computing. 
The guest-edited issue shed light on the current state of HPRC, 
including recent progress and remaining challenges. 
The issue's other guest editors were: Duncan Buell, a professor 
at the University of South Carolina; Tarek El-Ghazawi, a professor 
at The George Washington University; and Kris Gaj, from George 
Mason University. 
AVL work on display 
at National Academy 
of Sciences 
NCSA's advanced visualization work is part of an exhibit at 
the National Academy of Sciences through August 14. The 
exhibition, "Speculative Data and the Creative Imaginary: 
Shared Visions Between Art and Technology," presents work 
"based on manipulating data to explore speculative inquiries, 
imaginary scenarios, and real-time phenomenon." A sequence 
of nine 3D stereo high-definition scientific visualizations in 
astrophysics, atmospheric science, and oceanography created 
by NCSA's Advanced Visualization Laboratory is presented on a 
VisBox-HD system. 
Center collaborating 
with Summer Fellows 
NCSA summer fellowships for researchers not at the University of 
Illinois at Urbana-Champaign provide financial support, including 
local housing and travel expenses, so investigators can spend time at 
the center collaborating with NCSA staff to further their research. 
The 2007 Summer Fellows and their projects are: 
Yaohang Li :Computer Science, North Carolina A&T State 
University, improving the resolution of computationally predicted 
protein structures 
Farzad Mashayek : Mechanical and Industrial Engineering, 
University of Illinois at Chicago, simulating novel biofuel 
liquid combustors 
Vette Torvik : Psychiatry, University of Illinois at Chicago, 
identifying and quantifying factors that influence the formation 
of scientific collaborations 
Shaowen Wang: Geography, University of Iowa, developing new 
features for GISolve, a TeraGrid Science Gateway for geographic 
information science 
Paul Woodward : Astronomy, University of Minnesota, exploring 
how applications will need to be adapted for future petascale 
computing systems 
For more information, including how to apply for a fellowship, 
go to http:/ jfellowships.ncsa.uiuc.edu. 



