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Representing and reasoning about time dependent information is a key research issue in
many areas of computer science and artiﬁcial intelligence. One of the best known and
widely used formalisms for representing interval-based qualitative temporal information is
Allen’s interval algebra (IA). The fundamental reasoning task in IA is to ﬁnd a scenario that
is consistent with the given information. This problem is in general NP-complete.
In this paper, we investigate how an interval-based representation, or IA network, can be
encoded into a propositional formula of Boolean variables and/or predicates in decidable
theories. Our task is to discover whether satisfying such a formula can be more eﬃcient
than ﬁnding a consistent scenario for the original problem. There are two basic approaches
to modelling an IA network: one represents the relations between intervals as variables
and the other represents the end-points of each interval as variables. By combining these
two approaches with three different Boolean satisﬁability (SAT) encoding schemes, we
produced six encoding schemes for converting IA to SAT. In addition, we also showed
how IA networks can be formulated into satisﬁability modulo theories (SMT) formulae based
on the quantiﬁer-free integer difference logic (QF-IDL). These encodings were empirically
studied using randomly generated IA problems of sizes ranging from 20 to 100 nodes.
A general conclusion we draw from these experimental results is that encoding IA into SAT
produces better results than existing approaches. More speciﬁcally, we show that the new
point-based 1-D support SAT encoding of IA produces consistently better results than the
other alternatives considered. In comparison with the six different SAT encodings, the SMT
encoding came fourth after the point-based and interval-based 1-D support schemes and
the point-based direct scheme. Further, we observe that the phase transition region maps
directly from the IA encoding to each SAT or SMT encoding, but, surprisingly, the location
of the hard region varies according to the encoding scheme. Our results also show a ﬁxed
performance ranking order over the various encoding schemes.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction and background
Representing and reasoning about time dependent information (i.e. temporal reasoning) is a central research issue in many
real world AI applications such as planning, plan recognition, scheduling, natural language understanding, and medical
diagnosis [36]. The basic research tasks include the design and development of eﬃcient reasoning methods to check the
consistency of temporal information, to infer new information and to answer temporal queries [10].
Temporal reasoning is an important subdiscipline within the ﬁeld of constraint satisfaction research and has been subdi-
vided into two basic areas: qualitative and quantitative temporal reasoning.
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Quantitative problems have to deal with situations where there is deﬁnite metric information about time intervals, such
as one event being at least 20 minutes long or starting at exactly 2 o’clock. Such scenarios can be treated as temporal con-
straint satisfaction problems (TCSPs) where variables represent continuous domain time points and constraints represent
sets of intervals that restrict the domains of particular variables [11]. For example, we could represent the unary con-
straint Ti that time point xi occurs within the intervals ([a1,b1], [a2,b2]) as (a1  xi  b1) ∨ (a2  xi  b2) or the binary
constraint Tij that the duration between time points xi and x j lies within the interval [a1,b1] as (a1  x j − xi  b1).
A general TCSP can be represented as a directed constraint graph with nodes representing variables and edges represent-
ing binary constraints, where each edge can be labelled with a set of intervals. If we further specify that each edge must be
labelled with a single interval we arrive at a simple temporal problem (STP) [10].
Deciding the consistency of a general TCSP is known to be NP-complete whereas ﬁnding the consistency of an STP can
be decided in polynomial time using shortest-path algorithms [11]. This has led to the development of methods that decide
the consistency of a TCSP by selecting one disjunct label from each edge and testing whether the resulting problem is a
consistent STP.
Subsequent work has looked at disjunct temporal problems (DTPs) that allow the inclusion of non-binary constraints.
Techniques for solving these problems treat the task of selecting a consistent STP from the original DTP as a meta-CSP [50]
that takes each constraint in the original problem as a variable in the meta-problem and performs a backtracking search
with forward-checking over the space of possible STPs.
A DTP can also be represented as a satisﬁability (SAT) problem, consisting of clauses containing disjunctions of literals
that each represent a temporal constraint (e.g. x1 − x2  2). Such problems can be solved using generic SAT solvers that
additionally test the consistency of the underlying STP problems represented by the clauses during the search [3]. Currently,
some of the most promising results in the DTP area have been produced using SAT solvers that incorporate the latest
advances from the general SAT solving complete search community [5].
1.2. Qualitative temporal reasoning
However, there are notions of time used in day to day decision making that do not refer directly to quantitative metric
data about time points or durations. For example, we may have a constraint that one event must start before another or
occur during a third event. Here we are only concerned with the relative time ordering of events and not with exactly
when each event starts and stops. For instance, consider the ordering of events in the construction of a house. Here we
are typically unable to predict or control exactly when a particular task will occur but we do have hard constraints about
not ﬁtting out the interior until the roof is attached. These qualitative temporal relations were formalised in Allen’s interval
algebra (IA) [1].
In IA there are 13 atomic relations that deﬁne all the possible qualitative arrangements that can exist between two
time intervals. These relations cover the basic situations that two events can be before, during, overlapping, meeting, starting,
ﬁnishing or equal to each other (see Table 1). As with the formulation of a TCSP, an IA problem can be expressed as directed
constraint graph. However, here each node represents an interval of unspeciﬁed length and the edges represent constraints
labelled by sets of atomic relations. In this form, IA is an expressively rich framework and, as with the general TCSP, the
reasoning problem is computationally intractable. Existing IA techniques are typically based on the backtracking approach
(proposed by Ladkin and Reinefeld [29]), which uses path consistency as forward checking. Although this approach has
Table 1
The 13 IA atomic relations. Note that the endpoint relations X− < X+ and Y− < Y+ have been omitted
Atomic relation Symbol Meaning Endpoint relations
X before Y b X Y X− < Y−, X− < Y+
Y after X bi X+ < Y−, X+ < Y+
X meets Y m X Y X− < Y−, X− < Y+
Y met by X mi X+ = Y−, X+ < Y+
X overlaps Y o X  X− < Y−, X− < Y+
Y overlapped by X oi Y
 
X+ > Y−, X+ < Y+
X during Y d X X− > Y−, X− < Y+
Y includes X di Y
 
X+ > Y−, X+ < Y+
X starts Y s X X− = Y−, X− < Y+
Y started by X si Y
 
X+ > Y−, X+ < Y+
X ﬁnishes Y f X X− > Y−, X− < Y+
Y ﬁnished by X ﬁ Y
 
X+ > Y−, X+ = Y+
X equals Y eq X  X− = Y−, X− < Y+
Y
 
X+ > Y−, X+ = Y+
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This native IA approach has the advantage of being fairly compact, but is disadvantaged by the overhead of continually
ensuring path-consistency. Additionally, the native IA representation of variables and constraints means that state-of-the-art
local search and complete search techniques (such as unit propagation look ahead in Satz [32] or nogood recording and
non-chronological backtracking in Chaff [35]) cannot be easily transferred to the IA domain.
In practice, existing native IA backtracking approaches are only able to ﬁnd consistent solutions for relatively small
general IA instances [48,51]. On the other hand, recent research has shown that modelling and solving hard combinato-
rial problems (including DTPs and planning problems) as SAT instances can produce signiﬁcant performance beneﬁts over
solving problems in their original form [5,24,26,41]. These results have motivated us to undertake the current study.
In other related work, stochastic local search techniques (SLS) were applied to the IA problem, to see if performance
improvements over complete search observed in other SAT and CSP domains can be translated to IA. Thornton et al. [48]
developed the end-point ordering model, speciﬁcally to represent IA problems in a form suitable for processing by SLS. In this
research the TSAT local search algorithm was shown to signiﬁcantly outperform an existing complete search technique on a
set of larger, more diﬃcult IA problems. However, the end-point ordering model, like the native IA model, has a specialised
structure that is carefully exploited by the TSAT algorithm.
1.3. Alternative approaches and translations
Another well-known approach to the qualitative temporal reasoning problem is Villain and Kautz’s point algebra (PA)
[54]. This formalism uses the three basic relations that exist between two time point variables, i.e. {<,>,=}. In PA (as in
IA) constraints are deﬁned as disjunctions of basic relations between two variables resulting in 23 possible constraint types
(as opposed to the 213 in IA). These variables and constraints can again be expressed as a directed constraint graph, where
the nodes represent the time point variables and the edges represent the constraints.
The greater simplicity of PA means it is both less expressive than IA and computationally tractable. In addition, PA
provides a link between qualitative reasoning about time point orderings and metric reasoning about time quantities. This
is shown by the fact that a PA problem is a special case of a TCSP with the metric information omitted. This allows for a
simple transformation of PA into TCSP and means TCSP techniques can be easily applied [10].
However, translating from IA to TCSP is not so straightforward. This is because there are many disjunctions of IA relations
that can neither be expressed in PA or as a binary TCSP. As we will discuss later in the paper, these disjunctions represent
non-binary constraints that can involve all the four end-points of a pair of intervals. The inclusion of these non-binary
constraints allows us to represent a full IA network using only the endpoints and three basic relations of PA. Such a system
of constraints can already be encoded using the DTP formalism. In fact, an IA problem can be considered as a restricted DTP
with metric information omitted, just as PA can be treated as a binary TCSP.
The previously discussed work on developing SAT-based DTP solvers overlaps with the more general area of satisﬁability
modulo theories (SMT) [4]. SMT approaches are designed to solve problems using a combination of SAT solving and theory
speciﬁc decision procedures. In fact, a DTP SAT solver is a special case of an SMT solver, where the meta-CSP is handled by
a standard SAT solver and the problem of deciding the consistency of the underlying STPs is handled by a theory speciﬁc
decision procedure (such as the Bellman–Ford procedure) [5]. As we will show, existing general purpose SMT solvers (such
as Yices [13]) can also be applied to our new IA-encoding and to metric DTPs, thereby providing a uniﬁed framework that
can handle both the qualitative and quantitative dimensions of the temporal reasoning domain.
1.4. An overview of the paper
The aim of the current research is to investigate the best approach for solving qualitative (IA) reasoning problems, both
in terms of the choice of algorithm and of problem representation. We ask the question whether the representation of
IA problems using specialised models that require specialised algorithms is necessary in the general case. Given that the
development of such approaches takes considerable effort, we will investigate whether any counterbalancing performance
beneﬁts actually result.
To this end, we consider a range of existing IA reasoning techniques, including backtracking over native IA problems and
using local search on the end-point ordering model. We also develop a new SMT-encoding of IA and use an existing SMT
solver to evaluate this encoding. Against this we contrast the approach of expressing IA as a pure propositional satisﬁability
problem and applying a state-of-the-art SAT-solver without the need to develop special decision procedures or representa-
tion formalisms. Despite the extensive work on solving quantitative TCSPs and DTPs using constraint satisfaction and SAT
techniques, to the best of our knowledge there is no explicit and thorough work on formulating IA problems as pure SAT
instances (excluding our own recent works in [38,39]). Nebel and Bürckert [37] pointed out that qualitative temporal in-
stances can be translated to SAT instances but that such a translation causes an exponential blowup in problem size. Hence,
no further investigation was provided in their work.1
1 Other independent work [20] has proposed representing IA as SAT, but the authors do not specify the transformation in detail, and do not provide an
adequate empirical evaluation.
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can be encoded into the conjunctive normal form (CNF) of a propositional formula. The interval-based representation, or IA
network, can be modelled into two different forms: one is based on treating relations between intervals as variables; and
the other is based on representing intervals in terms of end-points. By combining these two approaches with three different
SAT encoding schemes, we produced six encoding schemes for converting IA to SAT.
In our empirical study, we used MiniSAT [14], a state-of-the-art complete search SAT solver, for solving SAT encoded
problems. These SAT encoded temporal reasoning problems were translated from randomly generated IA problems ranging
in size from 20 to 100 nodes. In addition to analysing the performance of MiniSAT on each encoding scheme, we also looked
at the comparative performance of a range of other algorithms working directly on native IA, end-point ordering and our
new SMT encodings.
A general conclusion we draw from these experimental results is that a SAT based approach performs better than the
other alternatives. We also conclude that representing intervals using end-points produces better performance than repre-
senting intervals as variables. Further, we observe that the phase transition region maps directly from the IA encoding to
each SAT or SMT encoding, but, surprisingly, the location of the hard region varies according to the encoding scheme. Our
results also show a ﬁxed performance ranking order over the various encoding schemes.
The remainder of the paper is structured as follows: ﬁrstly, we review the basic deﬁnitions of IA and then in Section 3
we introduce two models for transforming IA instances into CSP instances. Using these methods, combined with three CSP
to SAT encodings, we present six IA to SAT encodings in Section 4. Section 5 describes the translation of IA to SMT, Section 6
describes the generation of our test set instances and Sections 7–10 present an empirical study to evaluate the performance
of these SAT encodings relative to each other, and also to evaluate the performance of an existing complete SAT solver in
comparison to the native IA backtracking, SMT and TSAT solvers. In Section 11, we further evaluate the performance of our
SAT approach against the performance of the SMT approach on structured SMT problems. Finally, Section 12 presents our
conclusions and discusses future research directions.
2. Interval Algebra
2.1. Preliminaries
Interval Algebra [1] is the most commonly used formalism to represent qualitative temporal information based
on relations between time intervals. A time interval I is deﬁned as an ordered pair of two real-valued endpoints
(I−, I+) on the time line, where I− < I+ . There are 13 atomic interval relations between two time intervals, I =
{eq,b,bi,m,mi,o,oi,d,di, s, si, f ,ﬁ} which are jointly exhaustive and pairwise disjoint. Table 1 shows graphical represen-
tations of these atomic relations and their deﬁnitions in terms of endpoint relations. Indeﬁnite information between two
time intervals can be expressed as a subset of I (e.g. a disjunction of atomic relations). For example, the statement “Event A
can happen either before or after event B” can be expressed as A{b,bi}B . Hence, there are a total of 213 = 8,192 possible IA
relations between pairs of time intervals.
Qualitative temporal constraints or IA relations between two time intervals A and B are written as ARB or R(A, B), where
R is an IA relation. Let R1 and R2 be two IA relations. Then the four operators of IA: union (denoted by ∪), intersection
(denoted by ∩), inversion (denoted by −1), and composition (denoted by ◦), can be deﬁned as follows:
∀A, B : A(R1 ∪ R2)B ↔ (AR1B ∨ AR2B)
∀A, B : A(R1 ∩ R2)B ↔ (AR1B ∧ AR2B)
∀A, B : A(R−11 )B ↔ BR1A
∀A, B : A(R1 ◦ R2)B ↔ ∃C : (AR1C ∧ CR2B)
Hence, the intersection and union of any two temporal relations (R1, R2) are simply the standard set-theoretic intersection
and union of the two sets of atomic relations describing R1 and R2, respectively. The inversion of a temporal relation R is
the union of the inversion of each atomic relation ri ∈ R . The composition of any pair of temporal relations (R1, R2) is the
union of all results of the composition operation on each pair of atomic relations (r1i , r2 j), where r1i ∈ R1 and r2 j ∈ R2. The
full composition results of these IA atomic relations are shown in Table 2.
Deﬁnition 1. Interval Algebra is the algebra with underlying set 2I , the power set or set of all subsets of I , unary operators
inversion, and binary operators intersection, union and composition [52].
2.2. The ISAT problem
An IA network is deﬁned as a constraint satisfaction problem (CSP), where each variable represents an interval event
with a domain of ordered pairs of real numbers and each binary constraint is labelled with the possible interval relations
between a pair of interval events [36,52].
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The composition table for the 12 IA atomic relations (omitting eq). Note that dur and con represent {d, s, f } and {di, si,ﬁ}, respectively
◦ b bi m mi o oi d di s si f ﬁ
b b I b b o m b b o m b o m b b b b o m b
d s d s d s d s
bi I bi bi oi mi bi bi oi mi bi bi oi mi bi bi oi mi bi bi bi
d f d f d f d f
m b bi oi mi b f ﬁ eq b o d s o d s b m m o d s b
di si
mi b o m bi s si eq bi oi d f bi oi d f bi oi d f bi mi mi
di ﬁ
o b bi oi mi b oi di si b o m o oi dur o d s b o m o o di ﬁ o d s b o m
di si con eq di ﬁ
oi b o m bi o di ﬁ bi o oi dur bi oi mi oi d f bi oi mi oi d f bi oi mi oi oi di si
di ﬁ con eq di si
d b bi b bi b o m bi oi mi d I d bi oi mi d b o m
d s d f d f d s
di b o m bi oi mi o di ﬁ oi di si o di ﬁ oi di si o oi dur di o di ﬁ di oi di si di
di ﬁ di si con eq
s b bi b mi b o m oi d f d b o m s s si eq d b o m
di ﬁ
si b o m bi o di ﬁ mi o di ﬁ oi oi d f di s si eq si oi di
di ﬁ
f b bi m bi o d s bi oi mi d bi oi mi d bi oi mi f f ﬁ eq
di si
ﬁ b bi oi mi m oi di si o oi di si o d s di o di f ﬁ eq ﬁ
di si
Fig. 1. An example of an IA network and its consistent solution.
An instantiation of an IA network maps each variable to a time interval on the time line represented by an ordered pair
of real values (s, e), where s < e. A binary constraint R(A, B) is satisﬁed by an instantiation Θ iff Θ(A) and Θ(B) satisfy
the corresponding endpoint relations of at least one atomic relation r ∈ R . A solution of an IA network is an instantiation
that satisﬁes all the binary constraints.
The problem of determining whether an IA network is satisﬁable, i.e. whether there exists a solution for that network, is
called ISAT. ISAT is the fundamental reasoning task because all other interesting reasoning problems can be reduced to it in
polynomial time [21] and it is one of the most important tasks in practical applications [53].
An IA network can be represented as a constraint graph or a constraint network where the nodes represent variables and
the edges are labelled with binary constraints. Usually, such a constraint graph for n interval events is described by an n×n
matrix M , where each entry Mij is the binary constraint between the ith and jth intervals. An IA scenario is a singleton IA
network where each edge (constraint) is labelled with exactly one atomic relation. A consistent scenario is a scenario such
that there exists a corresponding CSP instantiation that satisﬁes all the constraints.
Fig. 1(a) shows an example of an IA network expressing the situation: “Fred was reading the paper while eating his breakfast.
He put the paper down and drank the last of his coffee. After breakfast he went for a walk”.2 In this example, variables I p , Ib , Ic and
Iw represent the intervals that Fred is reading the paper, eating breakfast, drinking coffee and walking respectively. Fig. 1(b)
shows a consistent scenario of the network and Fig. 1(c) shows the graphical representation of that scenario on the time
line.
2 This example was originally used in [51].
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that satisﬁes all the relevant constraints [15]. In addition, a CSP is strongly k-consistent iff it is i-consistent for all i  k [16]. An
IA network with n interval variables is globally consistent iff it is strongly n-consistent. Hence, the ISAT problem is equivalent
to the problem of determining whether an IA network has a globally consistent scenario.
The most useful local consistency notion in temporal reasoning is path consistency or 3-consistency [15,16,33]. Allen [1]
proposed a path consistency method for an IA network M that repeatedly computes the following triangle operation Mij ←
Mij ∩ Mik ◦ Mkj for all triplets of nodes (i, j,k) until no further change occurs or until Mij = ∅. These operations remove
all the atomic relations that cause an inconsistency between any triple (i, j,k) of intervals. The resulting network is a path
consistent IA network. If Mij = ∅, then the original IA network is path inconsistent. More sophisticated path consistency
algorithms have been applied to IA networks that run in O (n3) time [36,52]. Although path consistency cannot guarantee
global consistency for a full IA network, it was proved that enforcing path consistency is enough to ensure global consistency
for the maximal tractable subclasses of IA [36].
2.3. Current approaches to ISAT
In general, ISAT is an NP-complete problem [54]. Therefore, it requires exhaustive search methods to determine the satisﬁa-
bility of a full IA network. In his seminal work, Allen [1] proposed an algorithm to systematically search through all possible
singleton networks resulting from instantiating binary constraints with atomic relations and then to enforce path consis-
tency on these instantiated networks. However, this sort of brute force backtracking technique is ineﬃcient and impractical
for non-trivial problems. Moreover, as the domains of the underlying IA network variables are inﬁnite (real numbers), this
makes the representation unsuitable for ﬁnite CSP and SAT solving techniques.
Ladkin and Reinefeld [29] proposed a more eﬃcient approach to solve the ISAT problem by enforcing path consistency
as forward checking [22] at every branching node. This allows the elimination of relations that are inconsistent with the
current partial solution and hence results in a signiﬁcant pruning of the search tree. In addition, backtracking algorithms
can be improved by preprocessing the input network using path consistency algorithms. van Beek [51] pointed out that
the branching factor of an algorithm can be signiﬁcantly reduced by decomposing disjunctive relations into any set of
relations for which path consistency guarantees global consistency rather than decomposing into simple atomic relations.
This suggestion was later proven correct by Nebel [36]. Based on this approach, advanced algorithms have been developed
that explore various variable and value ordering techniques and different decomposing sets of relations [30,31,36,51,53].
Given that the implicit constraints of the current IA formalism can only be enforced by path consistency, state-of-the-
art search techniques from the CSP and SAT domains cannot be easily employed, i.e. it would require the embedding
of a path consistency heuristic in the reasoning mechanism of the solver. To address this issue, in [48] we developed a
new transformation method, called end-point ordering, that reformulates IA networks into CSPs. In this model the variables
are interval end-points and the constraints are the end-point relations as deﬁned in Table 1. The domain of each end-
point variable is deﬁned as the integer value position or rank of that variable within the total ordering of all end-points
[48]. To solve these problems, a specialised TSAT local search algorithm was developed that exploits the structure of the
end-point domains and constraints. The main diﬃculty with this approach is the generation of very large variable domains
(representing all possible orderings of each interval). Without the special TSAT pruning heuristics a standard general purpose
solver would not prove competitive. Therefore, neither native IA or the end-point ordering models are appropriate for use
with a general purpose SAT or CSP solver.
As mentioned in the introduction and elaborated in Section 5, we have also developed a translation procedure that can
encode an IA network as an SMT problem, which can then be solved using a general-purpose SMT solver [44]. However,
such solvers pay a price in comparison to a pure SAT solver, in having to perform consistency checks by calling separate
decision procedures.
Due to the shortcomings of the techniques we have already considered, we decided to explore the development of alter-
native SAT representations to produce reasonable-sized problems that could then be solved using existing non-specialised
SAT solvers.
3. Reformulation of IA into CSP
Recent research has shown that modelling and solving hard combinatorial problems as SAT instances can produce signif-
icant performance beneﬁts over solving problems in their original form [24,26,41]. These results inspired us to undertake a
thorough study of encoding and solving IA problems as SAT instances using existing SAT solvers.
A common approach to encode combinatorial problems into SAT is to divide the task into two steps: (i) modelling
the original problem as a CSP; and (ii) mapping the new CSP into SAT. In the next two subsections, we propose two
transformation methods to model IA networks as CSPs such that these CSPs can be feasibly translated into SAT. We then
discuss three SAT encoding schemes to map the CSP formulations into SAT, producing in six different approaches to encode
IA networks into SAT.3
3 In practice, IA networks can be directly encoded into SAT formulae without being reformulated as CSPs. However, for the sake of clarity we ﬁrst
transform IA into two different CSP formulations and then to SAT.
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A straightforward method to formulate IA networks as CSPs is to represent each edge (or binary constraint) as a CSP
variable. We then limit the domain values of each CSP variable to the set of permissible IA atomic relations for that edge,
rather than the set of all subsets of I used in existing IA approaches. This allows us to reduce the domain size of each
CSP variable from 213 to a maximum of 13 values. Thus an instantiation of an interval-based CSP maps each variable (edge)
to exactly one atomic relation in its domain. In other words, an instantiation of this new CSP model is actually a singleton
network of the original IA network.
Lemma 2. Let Θ be a singleton IA network with 3 intervals I1 , I2 , and I3 . Let ri j be the label of the edge between any two Ii and I j
intervals (i, j ∈ [1..3]). Then Θ is consistent iff r13 ∈ r12 ◦ r23 .
Proof. The proof for this lemma is trivial based on the fact that there is exactly one mapping of a singleton network onto
the time line. 
Theorem 3. Let Θ be a singleton IA network with n intervals and ri j be the label of the edge between Ii and I j . Then Θ is consistent iff
for any triple (i < k < j) of nodes, ri j ∈ rik ◦ rkj .
Proof. (⇒) This direction is trivial as Θ is also path consistent.
(⇐) Given the fact that ri j ∈ rik ◦rkj holds for all triplets (i < k < j) of nodes, Θ is path consistent as a result of Lemma 2.
In addition, Θ is singleton. Hence, Θ is globally consistent. 
Based on the results of Theorem 3, an interval-based CSP representation of a given IA network is deﬁned as follows:
Deﬁnition 4. Given an IA network M with n intervals, I1, . . . , In; the corresponding interval-based CSP is (X ,D,C), where
X = {Xij | i, j ∈ [1..n], i < j} where each variable Xij represents a relation between two intervals Ii and I j ;
D = {Dij} where each Dij is a set of domain values for Xij , and Dij = Mij the set of relations between interval Ii and I j ;
and
C consists of the following constraints:
∧
x∈Dik,y∈Dkj
Xik = x∧ Xkj = y ⇒ Xij ∈ D ′i j (1)
where i < k < j and D ′i j = Dij ∩ (x ◦ y).
Theorem 5. Let Θ be an IA network and Φ be the corresponding interval-based CSP deﬁned by Deﬁnition 4. Then Θ is satisﬁable iff
Φ is satisﬁable.
Proof. We ﬁrst rewrite the constraint (1) into two clauses
∧
x∈Dik,y∈Dkj
Xik = x∧ Xkj = y ⇒ Xij ∈ Dij (2)
∧
x∈Dik,y∈Dkj
Xik = x∧ Xkj = y ⇒ Xij ∈ x ◦ y (3)
It is trivial to prove that clauses (2) and (3) are equivalent to constraint (1).
(⇒) Let Θ ′ be a consistent scenario of Θ . As Θ ′ is a singleton network, Θ ′ is also an instantiation of Φ by Deﬁnition 4.
Hence clause (2) is satisﬁed. In addition, as Θ ′ is globally consistent, clause (3) is also satisﬁed by Theorem 3. Hence Θ ′
satisﬁes all constraints of Φ . As a result, Φ is satisﬁable.
(⇐) Let Φ ′ be an instantiation of Φ such that it satisﬁes all constraints of Φ (i.e. clauses (2) and (3) are satisﬁed). We
construct a singleton network Θ ′ by labelling each edge (i, j) of Θ ′ with the atomic relation Φ ′(i, j). As Φ ′ satisﬁes clause
(2), Θ ′ is a singleton network of Θ . In addition, as Φ ′ satisﬁes clause (3), we have Θ ′(i, j) ∈ Θ ′(i,k) ◦Θ ′(k, j) for all triples
(i < k < j) of nodes. Applying Theorem 3, Θ ′ is globally consistent. As a result, Θ is satisﬁable. 
3.1.1. Example
For the sake of clarity, we use the IA network in Fig. 2(a) as a running example to illustrate the transformation of
IA networks into CSPs and SAT encodings (which are discussed in later sections). The example represents the following
scenario:
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Table 3
The composition table for PA atomic relations. Note that
‘?’ represents the universal relation {<,=,>}
◦ < = >
< < < ?
= < = >
> ? > >
Anne usually reads her newspaper (I1) before or during her breakfast (I3). In addition, she always drinks a cup of coffee (I2) during
her breakfast. This morning, she started reading her newspaper before her coffee was served and ﬁnished reading before drinking
the last of her coffee.
The corresponding interval-based CSP of this IA network is shown in Fig. 2(b), having 3 variables, which represent the
temporal relations between each pair of actions. These CSP variables and their corresponding domains are described using
the same order in X and D. It is worth noting that as {o} ◦ {d} = {o,d, s}, the constraint between I1, I2 and I3 further
restricts the domain of X13 to {d} instead of its original D13 = {b,d}, i.e. Anne could not have read her newspaper before
breakfast if she was still reading it while drinking her coffee during breakfast.
3.2. The point-based CSP formulation
Vilain and Kautz [54] proposed the full Point Algebra to model qualitative information between time points. PA consists
of a set of 3 atomic relations P = {<,=,>} and four operators union, intersection, inversion and composition, which are
deﬁned in a similar manner to IA. The full composition results of the PA atomic relations are shown in Table 3.
A PA network can be represented as a constraint graph in a similar manner as an IA network, where nodes represent
points and edges are labelled with PA relations between pairs of points. Hence, all the concepts of consistency discussed
above for IA networks are also applicable to PA networks. Again, we use an n × n matrix P to represent a PA network with
n points where Pij is the relation between two points i and j.
As mentioned in Section 2, IA atomic relations can be uniquely expressed in terms of their endpoint relations. However,
representing non-atomic IA relations is more complex, as not all IA relations can be translated into conjunctions of point
relations. For example, the following combination of point relations
(A− = B−) ∧ (A− < B+) ∧ (A+ = B−) ∧ (A+ < B+)
represents not only A{b,d}B but also A{b,d,o}B . This means that PA can only cover 2% of IA [36].
In the example above, to represent A{b,d}B we would also need to disallow that A{o}B . This is not possible in PA
because ruling out the overlap relation requires a non-binary relation between the end-points of A and B , i.e. we would
have to disallow the situation that interval A starts before interval B while also ending between the start and end of
interval B , requiring a non-binary relation involving at least 3 endpoints:
¬((A− < B−) ∧ (A+ > B−) ∧ (A+ < B+))
However, using the CSP formalism, we can control the instantiation of such undesired IA relations by simply introducing
new constraints into the CSP model, as follows:
Let μ(r) = (vss, vse, ves, vee) be the PA representation of an IA atomic relation r between two intervals A and B , where
vse , for example, is the corresponding PA relation between two endpoints A− and B+ . We then deﬁne the point-based CSP
model of an IA network as:
Deﬁnition 6. Given an IA network M with n intervals and its corresponding PA network P (with 2n points, P1, . . . , P2n),4
the corresponding point-based CSP of M is (X ,D,C), where
4 P may allow relations that are not allowed in M .
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D = {Dij} where each Dij is the set of domain values for Xij and Dij = Pij , the set of point relations between Pi and P j ;
and
C consists of the following constraints:
∧
x∈Dik,y∈Dkj
Xik = x∧ Xkj = y ⇒ Xij ∈ D ′i j (4)
∧
r /∈Mlm
(Xl−m− , Xl−m+ , Xl+m− , Xl+m+ ) = μ(r) (5)
where i < k < j, D ′i j = Dij ∩ (x ◦ y), and Xl∗m∗ is the CSP variable representing the relation between one endpoint of interval
l and one endpoint of interval m.
Theorem 7. Let Ω be a singleton PA network with n points and ri j be the label of the edge between two points Ii and I j . Then Ω is
consistent iff for any triple (i < k < j) of nodes, ri j ∈ rik ◦ rkj .
Theorem 8. Let Ω be a PA network and Ψ be the corresponding point-based CSP deﬁned by Deﬁnition 6without constraints (5). Then
Ω is satisﬁable iff Ψ is satisﬁable.
Theorems 7 and 8 are similar to the Theorems 3 and 5 respectively. We can also construct the proofs of Theorems 7
and 8 in a similar way to the proofs of Theorems 3 and 5.
Theorem 9. Let Θ be an IA network and Ψ be the corresponding point-based CSP deﬁned by Deﬁnition 6. Then Θ is satisﬁable iff Ψ is
satisﬁable.
Proof. (⇒) Let Θ ′ be a consistent scenario of Θ . As Θ ′ is a singleton network, its corresponding point-based CSP Ψ ′ , de-
ﬁned by Deﬁnition 6, is an instantiation of Ψ . Hence, Ψ ′ satisﬁes all constraints (5). In addition, as Θ ′ is globally consistent,
Ψ ′ satisﬁes all constraints (4) due to Theorem 7. As a result, Ψ is satisﬁable.
(⇐) Let Ψ ′ be an instantiation of Ψ such that all constraints (4) and (5) are satisﬁed. Let μ−1(Xl−m− , Xl−m+ , Xl+m− ,
Xl+m+ ) = r be the inversion of μ(r), such that it maps the combination of the PA atomic relations of four endpoints (Xl−m− ,
Xl−m+ , Xl+m− , Xl+m+ ) to the IA atomic relation r between two intervals l and m. As every variable Xl∗m∗ of Ψ
′ is instantiated
with exactly one atomic relation, μ−1(Xl−m− , Xl−m+ , Xl+m− , Xl+m+ ) maps to exactly one interval relation.
We construct a singleton IA network Θ ′ from Ψ ′ by labelling each edge (l,m) with the corresponding IA atomic rela-
tion μ−1(Xl−m− , Xl−m+ , Xl+m− , Xl+m+ ). As Ψ ′ satisﬁes all constraints (5), Θ ′ is a scenario of Θ . In addition, Θ ′ is globally
consistent by the application of Theorem 7 as Ψ ′ satisﬁes all constraints (4). As a result, Θ is satisﬁable. 
3.2.1. Example
Fig. 3 shows a point-based CSP corresponding to the original IA network running example from Fig. 2(a), including a
partial PA graph to assist in understanding the point-based CSP translation. In this graph (Fig. 3(a)), each interval I i has been
Fig. 3. An example of a point-based CSP representation of an IA network.
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have been replaced by corresponding relations between their endpoints. These endpoint relations are the CSP variables in
the new model, which are in turn instantiated with PA atomic relations. For example, the expression X1−1+ = ‘<’ expresses
the constraint that the edge between the endpoints I1− and I1+ must be instantiated with the value ‘<’, thereby expressing
the underlying PA constraint I1− < I1+ . The power we obtain from this CSP representation is that we can disallow additional
unwanted interpretations that cannot be eliminated from a simple PA model. For example, in Fig. 3(a) the PA graph is not
a correct alternative representation of the original IA network as it allows interval I1 to overlap (o) with interval I3. In the
CSP formalism we can disallow this overlapping relation using the third constraint in Fig. 3(b):
¬(X1−3− = ‘<’ ∧ X1−3+ = ‘<’ ∧ X1+3− = ‘>’ ∧ X1+3+ = ‘<’)
It should further be noted that the order of domains in D is exactly preserved with respect to their corresponding variables
in X and that all constraints of type (4) that do not further restrict the domain values of a variable have been omitted in
this example.
4. Reformulation of IA into SAT
The eﬃciency of modern SAT solvers has triggered considerable interest in encoding problems from different domains
as propositional satisﬁability problems. For example, encoding binary CSPs into SAT was studied in [24,55]. In the current
study we have now introduced an interval-based and a point-based non-binary IA CSP formulation. In this section, we
describe three different schemes to encode these formulations into SAT, producing six new encodings. First, we describe the
one-dimensional (1-D) support scheme that naturally translates IA CSPs into CNF formulae. We then present extensions of
the direct and log encoding schemes [24,55].
4.1. The SAT 1-D support encoding
An IA network can be encoded as a SAT instance using either interval-based or point-based CSP formulations (as de-
scribed in the previous section), in which each Boolean variable xri j represents an assignment of a domain value r to a CSP
variable Xij such that xri j is true iff r is assigned to Xij . In a standard SAT encoding, for each CSP variable Xij having a
domain of values Dij , two sets of at-least-one (ALO) and at-most-one (AMO) clauses are used to ensure that exactly one
domain value v ∈ Dij is assigned to Xij at any time:
ALO:
∨
v∈Dij
xvi j (6)
AMO:
∧
u,v∈Dij
¬xui j ∨ ¬xvi j (7)
It is common practice to encode a general CSP into a SAT formula without AMO clauses, thereby allowing the CSP
variables to be instantiated with more than one value [55]. A CSP solution can then be extracted by taking any single SAT-
assigned value for each CSP variable. However, our two CSP formulation methods strongly depend on the fact that each CSP
variable can only be instantiated with exactly one value at any time. This maintains the completeness of our reformulation
methods (see the proofs above). A counter-example (based on the example in Fig. 1) is shown in Fig. 4 where I p is before
Iw because I p is during Ib and Ib is before Iw . In addition, as I p overlaps Ic and Ic starts Iw , I p overlaps Iw . As a result, I p
is either before or overlaps Iw . However, neither of the scenarios obtained from this network is consistent. Hence, the AMO
clauses cannot be removed from our translation.
A natural way to encode the consistency constraints, i.e. constraints (1) and (4) above, is to add the following support
(SUP) clauses:
SUP:
∧
u∈Dik,v∈Dkj
¬xuik ∨ ¬xvkj ∨ xw1i j ∨ · · · ∨ xwmij (8)
Fig. 4. A counter-example of removing AMO clauses.
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where D ′i j = Dij ∩(u◦ v) = {w1, . . . ,wm}. Note that we use the IA composition table for the interval-based reduction method
and the PA composition table for the point-based reduction method.
The constraints (5) in a point-based CSP are translated into SAT formula using the following forbidden (FOR) clauses:
FOR:
∧
r /∈Mlm
¬xul−m− ∨ ¬xvl−m+ ∨ ¬xyl+m− ∨ ¬xzl+m+ (9)
where u, v, y, z are PA atomic relations and μ(r) = (u, v, y, z). For example, given the PA representation of Xl{o}Xm is
μ(o) = (<,<,>,<), the corresponding forbidden clause is ¬x<l−m− ∨ ¬x<l−m+ ∨ ¬x>l+m− ∨ ¬x<l+m+ .
We refer to this method as the 1-D support encoding scheme because, it encodes the support values of the original
problem. In Gent’s support encoding scheme [18], the support clauses are necessary for both implication directions of the
CSP constraints. However, in our scheme, only one SUP clause is needed for each triple of intervals (i < k < j), and not for
all permutation orders of this triple.
Formally, the interval and point-based SAT 1-D support encoding schemes for IA networks are described as follows:
Scheme 1 (The interval-based 1-D support encoding).
Input: an IA network M with n intervals
1: associate a Boolean variable xri j with each assignment of relation r ∈ Mij to edge (i, j) between two intervals i and j;
2: generate ALO clauses as deﬁned in (6);
3: generate AMO clauses as deﬁned in (7);
4: generate SUP clauses as deﬁned in (8);
Output: the corresponding interval-based 1d support SAT instance.
Scheme 2 (The point-based 1-D support encoding).
Input: an IA network M with n intervals and its corresponding PA network P
1: associate a Boolean variable xri j with each assignment of relation r ∈ Pij to edge (i, j) between two endpoints i and j;
2: generate ALO clauses as deﬁned in (6);
3: generate AMO clauses as deﬁned in (7);
4: generate SUP clauses as deﬁned in (8);
5: generate FOR clauses as deﬁned in (9);
Output: the corresponding point-based 1d support SAT instance.
4.1.1. Example
The interval-based and point-based SAT 1-D support encodings of the running IA network example are respectively
shown in Figs. 5 and 6. Literals in the following SUP clauses are bolded to highlight the differences with other direct
encoding examples in Figs. 7 and 8.
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Fig. 8. A point-based direct encoding of the running example.
4.2. The SAT direct encoding
Another way to represent CSP constraints as SAT clauses is to encode the conﬂict values, i.e. the nogoods, between any
pair of CSP variables [24,55]. This direct encoding scheme for IA networks can be derived from our 1-D support encoding
scheme by replacing the SUP clauses with conﬂict (CON) clauses. If we represent the SUP clauses between a triple of
intervals (i < k < j) as a 3D array of allowable values for the CSP variable Xij , given the values of Xik and Xkj , then the
corresponding CON clauses can be deﬁned as:
CON:
∧
u∈Dik,v∈Dkj ,w∈D ′′i j
¬xuik ∨ ¬xvkj ∨ ¬xwij (10)
where D ′′i j = Dij − (u ◦ v).
The multivalued encoding [41] is a variation of the direct encoding, where all AMO clauses are omitted. As discussed
earlier, we did not consider such an encoding because in our IA transformations the AMO clauses play a necessary role.
Scheme 3 (The interval-based direct encoding).
Input: an IA network M with n intervals
1: associate a Boolean variable xri j with each assignment of relation r ∈ Mij to edge (i, j) between two intervals i and j;
2: generate ALO clauses as deﬁned in (6);
3: generate AMO clauses as deﬁned in (7);
4: generate CON clauses as deﬁned in (10);
Output: the corresponding interval-based direct SAT instance.
Scheme 4 (The point-based direct encoding).
Input: an IA network M with n intervals and its corresponding PA network P
1: associate a Boolean variable xri j with each assignment of relation r ∈ Pij to edge (i, j) between two endpoints i and j;
2: generate ALO clauses as deﬁned in (6);
3: generate AMO clauses as deﬁned in (7);
4: generate CON clauses as deﬁned in (10);
5: generate FOR clauses as deﬁned in (9);
Output: the corresponding point-based direct SAT instance.
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The interval-based and point-based SAT direct encodings of the running IA network example are respectively shown in
Figs. 7 and 8. Literals in the following CON clauses are bolded to highlight the differences with other 1-D support encoding
examples in Figs. 5 and 6.
4.3. The SAT log encoding
A more compact version of the direct encoding is the log encoding [24,55]. Here, a Boolean variable xli is true iff the
corresponding CSP variable Xi is assigned a value in which the lth bit of that value is 1. We can linearly derive log encoded
IA instances from direct encoded IA instances by replacing each Boolean variable in the direct encoding with its bitwise
representation. As a single instantiation of the underlying CSP variable is enforced by the bitwise representation, ALO and
AMO clauses are omitted. However, extra bitwise prohibited (PRO) clauses are needed (if necessary) to prevent bitwise
representations of undesired Boolean variables from being instantiated. For example, if the domain of variable X has three
values then we will need a minimum of two bits to represent those values. As two bits can represent four values, we have
to add the clause ¬x03 ∨ ¬x13 to prevent the fourth value from assigning to X . Another way to remove redundant bitwise
representations is to map them to valid values. However, this binary encoding [17] can generate exponentially more conﬂict
clauses than the log encoding and hence is not considered further in this study.
Scheme 5 (The interval-based log encoding).
Input: an IA network M with n intervals
1: associate a temporary Boolean variable pri j with each assignment of relation r ∈ Mij to edge (i, j) between two intervals i
and j;
2: generate CON clauses as deﬁned in (10);
3: replace each occurrence of a temporary Boolean variable pri j with its bitwise representation bw
r
ij , note that each bw
r
ij is
actually a combination of Boolean variables lvk;
4: generate PRO clauses if necessary;
Output: the corresponding interval-based log SAT instance.
Scheme 6 (The point-based log encoding).
Input: an IA network M with n intervals and its corresponding PA network P
1: associate a temporary Boolean variable pri j with each assignment of relation r ∈ Pij to edge (i, j) between two endpoints
i and j;
2: generate CON clauses as deﬁned in (10);
3: generate FOR clauses as deﬁned in (9);
4: replace each occurrence of a temporary Boolean variable pri j with its bitwise representation bw
r
ij , note that each bw
r
ij is
actually a combination of Boolean variables lvk;
5: generate PRO clauses if necessary;
Output: the corresponding point-based log SAT instance.
4.3.1. Example
The interval-based and point-based SAT log encodings of the running IA network example are respectively shown in
Figs. 9 and 10.
5. Beyond SAT: The SMT encoding
Over the last few years, there has been increasing interest in the SAT community to develop an alternative to SAT that
can deal effectively with non-Boolean problems. In this paper, we are particularly interested in SMT techniques, which are
designed to decide the satisﬁability of quantiﬁer-free (QF) ﬁrst-order logic formulae with respect to one or more background
decidable theories (such as linear arithmetic, the theory of numbers, the theory of arrays or the theory of bit-vectors). Apart
Fig. 9. An interval-based log encoding of the running example.
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from successful applications in formal veriﬁcation and compiler optimisation, SMT solvers are also the best for solving
quantitative temporal reasoning problems such as STPs, TCSPs and DTPs.
An SMT problem is deﬁned by a combination of a Boolean formula and predicates in other theories. Deciding the sat-
isﬁability of an SMT problem involves ﬁnding an assignment for all Boolean and theory speciﬁc variables that satisﬁes the
Boolean formula and all theory speciﬁc predicates or proving that there is no such assignment. Consequently, developing an
eﬃcient SMT solver has involved ﬁnding a good integration between SAT and theory-speciﬁc techniques.
Currently, many SMT solvers support difference constraints, i.e. constraints in the form of x − y  b where x and y are
real- or integer-valued variables, b is a numeric constant and ∈ {<,,>,,=, =}. These types of constraints are called
QF-RDL or QF-IDL (i.e. the quantiﬁer-free real difference logic or the quantiﬁer-free integer difference logic) depending on
whether the values of x and y are real or integer numbers. In this paper, we use the QF-IDL logic to translate an IA network
M with n intervals into a point-based SMT formula with 2n integer-valued variables, where each SMT variable xi represents
an endpoint Pi of the corresponding PA network P (with 2n points, P1, . . . , P2n) of M .5
We then add the following domain (DOM) constraints to ensure that the instantiation of SMT variables xi and x j satisﬁes
the set of point relations Pij between two endpoints Pi and P j in P . Note that u ∈ {<,=,>} is a PA atomic relation.
DOM:
∨
u∈Pij
xi u x j (11)
Here, we do not need to add constraints to ensure the path consistency between any triplets (i < j < k) of endpoints
of P as we did for the point-based CSP formulation in Section 3.2. As each SMT variable xi is instantiated with integer
values, an instantiation of xi represents the position of the corresponding endpoint Pi in the time line. Consequently, a
solution to this SMT formula (i.e. all DOM constraints are satisﬁed) represents a consistent mapping of all endpoints of P
onto the time line, i.e. a consistent scenario of P .
Finally, we add the following forbidden (FOR) constraints to rule out all IA relations r that are not in the set of IA
relations Mlm between two intervals Il and Im but may be enabled during the translation of the original IA network M into
its corresponding PA network P :
FOR:
∧
r /∈Mlm
¬(xl− u xm− ) ∨ ¬(xl− v xm+ ) ∨ ¬(xl+ y xm− ) ∨ ¬(xl+ z xm+ ) (12)
where u, v, y, z are PA atomic relations and μ(r) = (u, v, y, z).
Formally, the point-based SMT QF-IDL encoding scheme (or in short, the point-based SMT encoding) for IA networks is
described as follows:
Scheme 7 (The point-based SMT QF-IDL encoding).
Input: an IA network M with n intervals and its corresponding PA network P
1: associate an integer-valued variable xi with each endpoint Pi in P ;
2: generate DOM constraints as deﬁned in (11);
3: generate FOR constraints as deﬁned in (12);
Output: the corresponding point-based SMT QF-IDL formula.
Theorem 10. Let Θ be an IA network and Π be the corresponding point-based SMT formula formulated by Scheme 7. Then Θ is
satisﬁable iff Π is satisﬁable.
Proof. The proof of this theorem is trivial and can be constructed in a similar manner as the proof of Theorem 9. 
5 P may allow relations that are not allowed in M .
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5.1. Example
The point-based SMT encoding of the running IA network example is shown in Fig. 11 using the Yices’ input language.6
The ‘run’ commands are to tell Yices to check for the satisﬁability of the input formula and to return a satisﬁable model if
one exists.
6. Test instances and algorithm selection
6.1. Test instances
As there is a lack of large sized realistic IA benchmarks, the majority of empirical studies in this ﬁeld have relied on
randomly generated IA problems [29–31,36,53]. This reliance has the advantage of allowing researchers to “investigate how
algorithmic performance depends on problem characteristics” and be able to “predict how an algorithm will perform on a
given problem class” [23].
Among the different current models for randomly generating IA instances [31,36,53], the models proposed by Nebel
[36] provide more control of the characteristics of generated instances. We therefore based our empirical study on random
problems generated using Nebel’s A(n,d, s) model [36]. The resulting instances are temporal constraint graphs with n nodes
(i.e. intervals) and an average degree of d constrained edges (i.e. interval relations). Constrained edges are then uniformly
labelled with an average size of s IA atomic relations, where 1  s  12. Unconstrained edges are labelled with all 13 IA
atomic relations.
We chose the A(n,d, s) model as it allows the constraints to be uniformly chosen from the entire set of IA relations and
not limited to only a small sets of very hard constraints like the H(n,d) model, or to generating only satisﬁable instances
like the S(n,d, s) model [36]. In his study, Nebel [36] pointed out that the average degree d is a critical parameter that can
deﬁne the phase transition of IA instances independently from the number of nodes. He showed that when s is ﬁxed to 6.5,
the phase transition happens around d = 9.5.
To investigate the performance effects of our six SAT encoding schemes and one SMT encoding, we use Nebel’s generator7
to generate IA instances where the number of nodes was varied from 20 to 100. We then pre-processed these IA instances
using the path consistency algorithm proposed by van Beek [53] before encoding them into SAT or SMT formulae. We found
that this preprocessing signiﬁcantly reduced the problem size of SAT-encoded and SMT-encoded IA instances both in terms
of the number of variables and the number of clauses. Section 7.1 discusses in detail the effects of this pre-processing
approach on our SAT encodings.
6 See http://yices.csl.sri.com/language.shtml.
7 Available for download at ftp://ftp.informatik.uni-freiburg.de/documents/papers/ki/allen-csp-solving.programs.tar.gz.
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SAT solving is one of the most active research areas in computer science and artiﬁcial intelligence. It has been shown that
SLS techniques (such as the WalkSAT family [46]) and recent clause weighting techniques (such as SAPS [25] and PAWS [49])
are signiﬁcantly better than systematic search on random SAT problems. However, although SLS solvers are the best choice
for many realistic problems [6,27,28], systematic solvers were still the leading performers in the recent SAT competitions8
on the crafted and industrial categories problems, where test cases are highly structured.
As local search solvers (e.g. PAWS [49] and its many-valued variant MV-PAWS [40]) performed poorly in comparison with
the systematic solver zChaff [35] (version 2004.11.25) on all six different SAT encodings of IA instances in our preliminary
study [38], we decided to use only systematic search in this study.9 Another reason for choosing systematic solvers is that
they work on both satisﬁable and unsatisﬁable instances and hence allow us to evaluate the performance of SAT solvers on
the phase transition of IA instances.
In this study, we selected MiniSAT [14] version 2 (build 070721)10 as our benchmarking SAT solver as it is one of the
best systematic solvers for both random and structured problems. MiniSAT uses an eﬃcient mechanism for learning clauses
and won the championship in the 2005 SAT competition. As our SMT solver, we used Yices [13] version 1.0.911 as it was
shown to be the best overall SMT solver in the 2006 and 2007 SMT competitions.12
To compare with existing IA approaches, we chose Nebel’s solver [36] as it is the best known systematic solver for
native IA representation.13 In particular, we used two variants of Nebel’s backtracking algorithm, NBTI and NBTH . NBTI
instantiates each edge with an atomic relation in I , whereas NBTH assigns a relation in the set H of ORD-Horn relations
to each edge. The other heuristics used in Nebel’s backtracking algorithm were set to default.
Finally, we included TSAT [48], the specialised SLS solver that uses an end point ordering representation of IA instances,
described in Section 2.3. By exploiting special heuristics suited to this representation (such as domain and constraint skip-
ping) TSAT was shown to perform better than both NBTI and NBTH on hard IA instances [48].
7. The effects of encoding on the problem size
In 1995, Nebel and Bürckert [37] pointed out that qualitative temporal instances can be translated to SAT instances but
such a translation causes an exponential blowup in problem size. In order to study the effect of our SAT translation on the
size of the generated problems, we ﬁrst generated an extensive benchmark test set of A(n, d,6.5) IA instances by varying
the average degree d from 1 to 20 (in steps of 0.5 from 8 to 11 and in steps of 1 otherwise) and n from 20 to 50 (in steps
of 5). We generated 500 instances for each n/d data point to obtain a set of 23× 7× 500 = 80,500 test instances. We then
used our SAT and SMT encoding schemes to translate these instances to SAT and SMT formulae respectively. Fig. 12 graphs
the median number of variables, clauses and literals of the corresponding SAT and SMT encodings and the median time
for translation. We use PS, PD, and PL to denote the point-based 1-D support, direct and log SAT instances; IS, ID and IL
to denote the interval-based 1-D support, direct and log SAT instances; and SMT to denote the point-based SMT instances;
respectively.
The results show that the point-based SMT encoding dominates the other encoding schemes in producing both the
smallest problem sizes and the fastest translation times. As graphed in Fig. 12, the SMT encoding produces instances that are
at least 40 times smaller than its closest SAT rival. In addition, the translation of IA instances into SMT formulae happened
almost instantly (hence the SMT translation times are omitted from Fig. 12). This result is not surprising as the translation
of an IA network into an SMT formula is a relatively straightforward carry over from the corresponding PA network.
Putting aside the results of the SMT encoding, the graphs in Fig. 12 clearly show that point-based SAT encoding produces
instances with signiﬁcantly smaller problem sizes (in terms of the number of clauses) and in a shorter time than interval-
based SAT encoding. Among the three SAT encoding schemes, 1-D support was the best, followed by the direct encoding
scheme. Although the interval-based and point-based log schemes generated SAT instances with the smallest number of
variables, they took the longest time to translate and produced instances with more lengthy clauses. As shown in Fig. 12,
the median CPU time used for the point-based 1-D support scheme was from 2 to 20 times faster than other SAT encoding
schemes. Similar results were also observed when comparing the median number of clauses and literals of the point based
1-D support SAT instances with the other SAT encoded instances.
8 Results for SAT competitions are available at http://www.satcompetition.org/.
9 Although PAWS with its weight decay parameter ﬁxed to 10 lost to R+AdaptNovelty+ in the 2005 SAT competition, a tuned version of PAWS strongly
dominates other local search solvers [2]. In our preliminary study, both variants of PAWS were run with their optimal tuned parameter settings.
10 Source code is available at http://www.cs.chalmers.se/Cs/Research/FormalMethods/MiniSat/MiniSat.html.
11 Binary version is available at http://yices.csl.sri.com/.
12 Results for SMT competitions are available at http://www.smtcomp.org.
13 Source code is available at ftp://ftp.informatik.uni-freiburg.de/documents/papers/ki/allen-csp-solving.programs.tar.gz.
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is omitted as the translation was almost instant.
7.1. The impact of path consistency preprocessing
Since the path consistency algorithm is an eﬃcient approximation approach to solve IA problems [29,51,53], most suc-
cessful IA backtracking algorithms use it before and during the search to remove as many inconsistent relations between
intervals (or endpoints) as possible [30,31,36,53]. Hence, it would appear reasonable to try and minimise the problem size
of the SAT and SMT encoded instances by applying path consistency algorithms to native IA instances before translation. In
addition, as path consistency algorithms are polynomial, we would expect a combination of path consistency and SAT (or
SMT) to be more eﬃcient than trying to solve unpreprocessed SAT (or SMT) encoded instances.
Here, we used the vBM path consistency algorithm [53],14 taken from Nebel’s backtracking solvers (NBTI and NBTH),
to evaluate the impacts of preprocessing native IA instances before SAT or SMT translations. We ran the vBM algorithm on
all benchmark instances generated in the previous experiment. Fig. 13 graphs the median number of variables, clauses and
literals, and the median time taken to translate these IA instances, with and without the path consistency preprocessing,
into point-based SAT instances.
The results clearly show the advantage of preprocessing native IA instances using path consistency algorithms before
SAT translation. With path consistency preprocessing, the higher the probability of inconsistency in the IA instances (i.e. the
higher average degree d), the more improvement in minimising the problem size of SAT encoded instances was observed.
Similar beneﬁts were also observed when combining path consistency with other SAT and SMT encoding schemes.
14 The source code of this path consistency algorithm was included in Nebel’s solvers.
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8. The phase transition of SAT/SMT encodings
An important advantage of using randomly generated benchmark test sets is that the average diﬃculty of these instances
can be controlled. Cheeseman et al. [8] pointed out that the satisﬁability distribution of problem sets can be separated into
two regions: one where most of the problems have many solutions and are relatively easy to solve; and one where most
of the problems are unsatisﬁable and this is also relatively easy to prove. They conjectured that the phase transition, the
border between the two regions, depends strongly on the critical value of at least one order parameter. They also found that
instances around the phase transition are harder to solve than other instances. Later, several empirical studies reconﬁrmed
this conjecture [42,47].
Ladkin and Reinefeld [30] were the ﬁrst to study the phase transition of IA instances. They observed this transition to
be in the range of 6 c × n  15 for c  0.5, where c is the completion coeﬃcient [29] and n is the number of intervals.
However, this phase transition depends on the problem size n, and hence does not allow “the generation of arbitrarily hard
instances” [36]. In his study, Nebel [36] pointed out that the average degree d is a critical parameter that can deﬁne the
phase transition of IA instances independently of the number of nodes. He showed that with s ﬁxed to 6.5, the phase
transition happens around d = 9.5 for the A(n,d, s) model. He also observed that the runtime of his backtracking algorithm
peaked at d = 9.5 for s = 6.5.
As our SAT and SMT translation methods were theoretically proved sound and complete, we expected that the following
properties would also be true for our SAT-encoded and SMT-encoded IA instances:
i) The phase transition of SAT-encoded and SMT-encoded instances happens at the same critical value of the average
degree parameter d as for the original IA instances; and
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ii) The performance of SAT solvers on SAT-encoded instances is proportionally similar to the performance of temporal
backtracking algorithms on the original IA instances; and
iii) The performance of SMT solvers on SMT-encoded instances is proportionally similar to the performance of temporal
backtracking algorithms on the original IA instances.
In order to verify these properties, we conducted a similar experiment to that reported in Nebel’s study [36]. We ran
NBTI and NBTH on IA instances generated in the previous section and MiniSAT and Yices respectively on the corresponding
SAT-encoded and SMT-encoded instances. All solvers were timed out after one hour.
As expected, the probability of satisﬁability for our SAT-encoded and SMT-encoded instances was the same as the prob-
ability of satisﬁability for the original IA instances, regardless of the translation method. This is illustrated in Fig. 14 which
shows that the phase transition happens around d = 9.5 for s = 6.5 regardless of instance size or representation. These
results are consistent with the earlier work of Nebel [36].
However, the performance of MiniSAT on our six different SAT encodings was signiﬁcantly different from the performance
of NBTI and NBTH on the native IA representations. As graphed in Fig. 15, the runtime of NBTI and NBTH both peaked
around the phase transition point, i.e. d = 9.5. In contrast, the runtime peaks of MiniSAT on the SAT instances were shifted
away from the phase transition. Fig. 16 shows that the median and mean CPU time of MiniSAT on the point-based 1-D
support, direct and log SAT-encoded instances peaked around a d value of 8, 8 and 3, respectively. In addition, the CPU time
of MiniSAT on instances surrounding these peaks was relatively similar, regardless of which SAT encoding scheme was used.
This result is further supported when we take into account the performance of MiniSAT on the interval-based SAT
instances. Fig. 17 graphs the median and mean CPU time of MiniSAT on the corresponding interval-based 1-D support,
direct and log SAT-encoded instances, respectively. Here we can see that the runtime peaks of MiniSAT are shifted away
from the phase transition in the same as they were on the point-based SAT instances, regardless of which SAT encoding
scheme is used. However, the CPU time of MiniSAT on the interval-based direct and log instances peaked at slightly different
points in comparison to their corresponding point-based instances, i.e. with d equal to 7 (compared to 8) and 4 (compared
to 3), respectively. Only the runtime of MiniSAT on the interval-based 1-D support instances remained the same as the
point-based instances (both peaking at 8).
A similar story develops when we look at the performance of Yices on the SMT-encoded instances. Fig. 18 graphs the
median and mean CPU time of Yices on the point-based SMT instances. Here we can see that the runtime peaks of Yices (at
d = 7) are shifted further away from the phase transition than the runtime peaks achieved by MiniSAT (at d = 8) on both
the point-based 1-D support and direct SAT instances.
These results are quite surprising and contrast with the results of previous studies on the phase transition of random
problems [8,36,45,47]. Intuitively, the further left we move from the phase transition, the more solutions an instance has
and as a consequence, the easier this instance should be to solve. However, this conjecture is not true for our SAT and SMT
encoding schemes. Our empirical results clearly show that the hard region, where instances take signiﬁcantly more time
to solve, does not always happen around the phase transition. In contrast, the representation or encoding of the problem
instance plays an important role in determining where hard region will occur.
9. An empirical comparison between SAT and SMT encodings
From the graphs in Figs. 16–18, we can conclude that:
i) A point-based formulation method produces better results than an interval-based formulation method, regardless of
how IA instances are generated (in terms of the number of nodes n, the average degree d or the average label size s)
or the SAT encoding employed.
ii) The 1-D support encoding scheme produces the best results, followed by the direct and log encoding schemes, regard-
less of how IA instances being generated (in terms of the number of nodes n, the average degree d or the average label
size s) or the formulation method employed.
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iii) SAT encoding schemes produce better results than the SMT encoding scheme. In particular, the performance of Yices on
SMT instances is worse than the performance of MiniSAT on the top three SAT encodings (i.e. point-based and interval-
based 1-D support and point-based direct encodings) but is better than the performance of MiniSAT on the other three
SAT encodings.
iv) Among the six SAT encoding schemes considered, the point-based 1-D support encoding is the most suitable scheme to
translate IA instances into SAT formulae.
Fig. 19 graphs the median CPU time of MiniSAT and Yices respectively on the SAT and SMT encodings of IA instances at
different problem sizes. These graphs give us a closer look at how the SAT and SMT encodings affect performance in the
hardest regions (as discussed in the previous sections).
From this we can see that the performance of MiniSAT on a point-based encoding scales better than its performance
on an interval-based encoding, i.e. the bigger the problem instance is, the bigger the gap between the point versus interval
performance lines plotted in these graphs. Among the various SAT encodings, the performance of MiniSAT on the point-
based 1-D support instances scaled steadiest and was nearly linear, having an average runtime of around 8.36 seconds while
the average runtime of MiniSAT on the second best encoding (the interval-based 1-D support scheme), was around 21.16
seconds at A(50,8,6.5). The performance of MiniSAT on these six different SAT encodings is ordered from best to worst as
follows: point-based 1-D support (PS) < interval-based 1-D support (IS) < point-based direct (ID) < interval-based direct
(ID) < point-based log (PL) < interval-based log (IL). If we take into account the results of point-based SMT instances,
this order is clearly divided into two exact halves with Yices’ performance on SMT instances being worse than MiniSAT’s
performance on point-based direct instances but better than MiniSAT’s performance on interval-based direct instances. In
summary, these results clearly demonstrate the beneﬁt of using the 1-D support SAT encoding over the direct and log SAT
encodings and the SMT encoding.
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It is worth noting that SMT solvers for QF-IDL or QF-RDL usually translate an SMT formula (either eagerly or lazily) into a
SAT formula and pass it to a DPLL SAT solver [13]. Consequently, the question arises as to whether the inferior performance
of Yices on the SMT-encoded IA instances (in comparison to MiniSAT on the SAT-encoded instances) is because Yices’ un-
derlying SAT engine performs signiﬁcantly worse than MiniSAT. In order to test this, we re-ran Yices on the point-based 1-D
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support SAT-encoded A(50,d,6.5) instances with Yices simply calling its SAT engine to solve the CNF input formula.15 Yices’
results on the SAT-encoded instances are graphed in Fig. 20 against its performance on the corresponding SMT-encoded
instances and against MiniSAT on the same SAT-encoded instances. These graphs clearly show that the Yices internal SAT
solver has almost identical performance to MiniSAT on the 1-D support SAT-encoded instances and that the large difference
15 The developers of Yices conﬁrmed via email discussion that Yices will exclusively employ its SAT engine to solve a pure CNF formula.
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Fig. 19. The performance of MiniSAT and Yices on SAT-encoded and SMT-encoded IA instances respectively. The ‘SMT’ key represents Yices. All other keys
represent MiniSAT on the various encodings, where ‘P’ = point-based, ‘I’ = interval-based, ‘S’ = support, ‘D’ = direct and ‘L’ = log.
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instances. Other keys represent MiniSAT and Yices on the SAT-encoded instances, where ‘M’ = MiniSAT, ‘Y’ = Yices, and ‘PS’ = point-based 1-D support.
Fig. 21. The median and mean number of unit propagations performed by MiniSAT on point-based SAT-encoded IA A(45,d,6.5) instances. The keys represent
MiniSAT on the various encodings, where ‘P’ = point-based, ‘S’ = support, ‘D’ = direct, and ‘L’ = log.
in performance between Yices on the SMT-encoded instances and MiniSAT on the SAT-encoded instances is due to the use
of SMT-encoding and the subsequent translation of SMT into SAT.
Although the search trees (i.e. the number of variables) for 1-D support and direct SAT-encoded instances are the same
size, the graphs in Fig. 12 show that the clause-to-variable ratios of the 1-D support SAT-encoded instances are signiﬁcantly
smaller than for the direct SAT-encoded instances. This difference partly explains the superior performance gained from
using the 1-D support encoding over the direct encoding on satisﬁable IA instances. However, MiniSAT also gained a signif-
icant performance boost when solving unsatisﬁable 1-D support SAT-encoded instances in comparison with its performance
when solving unsatisﬁable direct SAT-encoded instances, despite previous studies [8,9,19,34] showing that the smaller the
clause-to-variable ratio of a CNF formula, the harder it is to prove the unsatisﬁability of that formula. This motivated us to
ﬁnd an explanation for these observations.
Theoretically, it has been shown that a DPLL solver with unit propagation on a support SAT-encoded instance maintains
full arc consistency during the search [18], while on direct SAT-encoded instances it only maintains a weaker form of
arc consistency (equivalent to a forward checking CSP solver) [55]. However, these results are limited to SAT instances
translated from binary CSPs whereas our two IA-to-CSP formulations produce ternary CSPs. According to Bessière et al. [7],
unit propagation on our 1-D support and direct SAT-encoded IA instances would enforce relational 2-arc-consistency and
relational 3-arc-consistency respectively. Although their experiments conﬁrmed that support encoding is better than direct
encoding for ternary CSPs, to the best of our knowledge there is no theoretical comparison between these two encodings
on ternary CSPs.
From an examination of MiniSAT’s use of unit propagation and its branching heuristic we found two explanations for
its superior performance on the support-encoded instances. Firstly, the direct scheme replaces each support clause (¬xu ∨ik
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¬xvkj ∨ xw1i j ∨ · · · ∨ xwmij ) by a series of nc conﬂict clauses (¬xuik ∨ ¬xvkj ∨ ¬x
w ′l
i j ) (nc varies from 1 to 12 conﬂict clauses),
meaning unit propagation on direct SAT-encoded instances will do more work than on support SAT-encoded instances.
As unit propagation accounts for more than 90% of the run time of a DPLL solver [12,35], such solvers should beneﬁt
signiﬁcantly from support encoding. This is conﬁrmed by the plots of the median and mean number of unit propagations
made by MiniSAT on the support and direct SAT-encoded instances shown in Fig. 21.
Secondly, MiniSAT selects the variable with the highest number of occurrences in recent conﬂict clauses to split the
search tree. Consequently, variables xuik and x
v
kj in a series of conﬂict clauses (¬xuik ∨ ¬xvkj ∨ ¬x
w ′l
i j ) have a higher chance
of selection at each branching node than other variables in the same series. In contrast, all variables in the correspond-
ing support clauses are treated equally. Furthermore, MiniSAT always branches on the negative value of a variable ﬁrst.
Consequently, MiniSAT on direct SAT-encoded instances becomes less effective and eﬃcient in enforcing path consistency
constraints (e.g. constraints 1 or 4) than for support SAT-encoded instances. In other words, MiniSAT gains less information
and guidance from direct encoding than from support encoding. This is illustrated in Fig. 22 which shows MiniSAT made
more decisions and produced more conﬂict clauses when solving direct SAT-encoded instances than for support SAT-encoded
instances. (Note that the higher the number of conﬂict clauses generated, the higher the number of times MiniSAT needs to
backtrack.)
We then altered MiniSAT so that it always branches on the positive value of the branching variable ﬁrst, meaning it
will more strictly enforce path consistency constraints on direct SAT-encoded IA instances. The results in Fig. 23 show
the superiority of the branch-positive-ﬁrst strategy, supporting our conjecture that the original MiniSAT with its branch-
negative-ﬁrst policy is not the most suitable for direct SAT-encoded IA instances.
Finally, although the log SAT-encoded encoding scheme produces instances that are O (n × (|s| − log |s|)) times smaller
than the other two schemes in terms of the number of variables [24], its bitwise representation of variables also loosens the
relationship between variables in their constraints. Consequently, a SAT solver has to spend more time correcting the values
of the bitwise variables of the log encoding than it would on the direct encoding. This is conﬁrmed by the large number of
decisions MiniSAT had to make when solving log SAT-encoded instances shown in Fig. 22.
10. An empirical evaluation of SAT/SMT versus existing approaches
As the results in previous sections provided encouraging evidence of the practical feasibility of our SAT/SMT approaches,
we decided to perform a thorough evaluation of the best performing versions of each approach (MiniSAT on point-based
1-D support SAT instances and Yices on point-based SMT instances) in comparison to the two most well-known existing
approaches (NBTH on native IA instances and TSAT on the endpoint ordering model).
We generated another benchmark test set of A(n,d,6.5) IA instances by varying the average degree d ∈ {1,3,5,7,8,8.5,
9,9.5,10,10.5,11,12,14,16,18,20} across nine values of n varied from 60 to 100 (in steps of 5). We generated 100 in-
stances for each n/d data point to obtain a set of 16× 9× 100 = 14,400 test instances. This test set allows us a closer look
at the performance of different approaches around the phase transition while still providing a general view across the entire
distribution. We then ran NBTH on these instances and MiniSAT and Yices on the corresponding point-based 1-D support
SAT instances and point-based SMT instances respectively. All solvers were timed out after one hour for n < 80 and four
hours for n 80.
Fig. 24 plots the median and mean CPU time of MiniSAT, Yices and NBTH on these benchmark instances. Here we can
see that MiniSAT strongly dominates Yices and NBTH as the problem size grows. In particular, the CPU time of MiniSAT at
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based direct SAT-encoded IA A(50,d,6.5) instances (500 instances per each d data point, where d = 1–20).
n = 100 is about 30 times better than for Yices (both in terms of median and mean time) and about 10 times better than for
NBTH (in terms of mean time). In addition, when the test instances became bigger (e.g. n 80), the median and mean time
curves of Yices and NBTH were exponentially increasing while the MiniSAT curves remained nearly polynomial. A closer
look at the results produced further evidence to support this conclusion: with a one hour time limit, MiniSAT was unable to
solve only 1 of the entire benchmark set of 14,400 instances (this instance took MiniSAT an extra 207.92 seconds to solve),
while 323 and 1774 instances remained unsolved for NBTH and Yices respectively. When the time limit was raised to four
hours, NBTH and Yices were still unable to solve 103 and 812 instances respectively. This shows that the performance of
MiniSAT scaled signiﬁcantly better than NBTH and Yices on these extremely hard instances. The detailed probabilities of
failure for Yices and NBTH are graphed in Fig. 25.
It should also be noted that although the average CPU time of MiniSAT was signiﬁcantly better than for NBTH (as
graphed in Fig. 24), the median CPU time of MiniSAT was only slightly better. This observation led us to conjecture that
MiniSAT performs better than NBTH on hard instances. A more thorough analysis of the results revealed that all the in-
stances that NBTH failed to solve (either within a one hour limit or a four hour limit) fall in the area surrounding the phase
transition (see Fig. 25). This conjecture is further supported when we look at the runtime distribution of MiniSAT and NBTH
on all instances within the range of d = 8 to 11 in Fig. 26. These graphs also conﬁrm that the performance of MiniSAT scales
much better than the other methods as the number of time intervals in the test instances increases.
The performance of TSAT on satisﬁable instances was ﬁrst shown to be better than NBTH in [48] and this result was ini-
tially conﬁrmed in our preliminary study [38]. In a further investigation, we ran TSAT on all 3985 hard satisﬁable instances
(i.e. instances within the range of d = 8 to 11) generated in this study in order to obtain a better view of the relative perfor-
mance of our approaches, NBTH and TSAT. As TSAT is a local search algorithm, we ran TSAT 100 times for each satisﬁable
instance with a time-out of one hour for n < 80 and four hours for n 80.
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We then plotted the performance of TSAT against the performance of MiniSAT, Yices and NBTH extracted from the pre-
vious experiment in Fig. 27. These results further emphasise the superior performance of our SAT approach against existing
approaches, but showed a reversal of performance between TSAT and NBTH , with NBTH now appearing convincingly better
than TSAT. This reversal is perhaps explained by the relatively small number of instances used in our preliminary study.
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11. An empirical evaluation of SAT versus SMT on structured SMT problems
So far, we have shown that our SAT approach signiﬁcantly outperforms other approaches for solving qualitative temporal
problems. As discussed in Section 6.1, we have followed the common trend of IA-related research [29–31,36,53] and limited
our benchmarks to randomly generated IA problems. However, although randomly generated problems have useful features
(such as controllable size and hardness), they lack the structure that can be found in non-random instances. For this reason,
we decided to extend our benchmark set with the more realistic diamonds instances.16 These problems were generated by
Ofer Strichman17 and later translated into SMT-LIB format by Albert Oliveras. Each diamonds instance is speciﬁed by (n, s),
where n is the number of diamonds and s is the number of edges of each diamond divided by 2. A diamonds instance is
encoded into a SMT formula as a conjunction of disjunct clauses, where each clause contains elements in the following
form: ( (− a b) 1) or (not ( (− a b) 1)). Given that the variables a and b are integer numbers, the translation of
these instances into our qualitative temporal SAT encodings is a straightforward task, as each element is equal to (a > b) or
(a b), respectively.
The left graph in Fig. 28 compares the performance (in seconds) of MiniSAT and Yices on diamonds instances where
n varies from 10 to 18 and s varies from 2 to 10. MiniSAT was run on the point-based 1-D support encodings of these
instances whilst Yices was run on the original SMT encodings. The results shows that our SAT approach dominates on all
the (n,2) instances and the three biggest (n,3) instances but is outperformed by Yices on all other instances (which make
up the majority of the test set). In addition, the SAT encodings of the diamonds (n,10) instances become too big for MiniSAT
to handle when n > 12.
16 The majority of QF-IDL benchmarks in the SMT-LIB repository (http://www.sat-lib.org/) require reasoning with metric information and hence are un-
suitable for our study.
17 http://iew3.technion.ac.il/Home/Users/ofers.phtml.
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Fig. 27. The results of MiniSAT, Yices, NBTH and TSAT on satisﬁable A(n,d,6.5) instances, where d = 8–11.
However, a closer inspection of the diamonds problem set provided us with a solution to this size blow-up problem:
we found that most instances contain several long chains of inequalities of the form: (a  c1  c2  · · ·  ck  b) where
c1, c2, . . . , ck do not appear in any other inequalities. Our conjecture is that the original intention of these ci variables was
to enforce a metric distance constraint between a and b. However, such constraints appear to be very ‘weak’ as the solver
can freely set the distance between a and b to any number  0. In addition, the constraint becomes redundant from the
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qualitative point of view as once a < b we can allow an unlimited number of ci between a and b. It is the inclusion of ci
variables in the diamonds instances that makes the size of the corresponding SAT encoding grow exponentially (due to
the requirement of extra clauses to maintain consistency). Once these redundant ci variables are removed, the size of SAT-
encoded diamonds instances is greatly reduced, leading to signiﬁcant boost in the performance of MiniSAT. This is shown in
the right graph of Fig. 28, where MiniSAT now clearly dominates Yices on the majority of instances where n > 11.
12. Conclusions and future work
In conclusion, we have proposed six different methods to formulate IA networks into SAT formulae and one point-
based method to formulate IA networks into SMT instances. We also provided the theoretical proofs of completeness of
these transformation techniques. Although our empirical results conﬁrmed that the phase transition of IA networks mapped
directly into these SAT and SMT encodings, they also showed that the hard regions of these problems were surprisingly
shifted away from the phase transition areas after transformation into SAT or SMT. Evaluating the effects of these encodings,
we found that the point-based 1-D support SAT scheme is the best among the seven different encoding schemes examined.
Our results also revealed that MiniSAT combined with our point-based 1-D support SAT scheme could solve IA instances
signiﬁcantly faster than existing IA solvers working on the equivalent native IA networks.
In future work we anticipate that the performance of our SAT-based approach can be further improved by exploiting
the special structure of IA problems in a manner analogous to the work on TSAT [48]. In addition, we plan to extend our
SAT-based approach to cover INDU networks [43], which enable qualitative reasoning with the duration between pairs of
intervals. The possibility also opens up of integrating our approach to temporal reasoning into other well known real world
problems such as planning. Given the success of SAT solvers in many real world domains, our work promises to expand the
reach of temporal reasoning approaches for IA to encompass larger and more practical problems.
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