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Abstract. We consider the links between nonlinear dynamics and thermodynamics in the framework of a
simple nonlinear model for DNA. Two analyses of the phase transition, either with the transfer integral
approach or by considering the instability of a nonlinear particular solution, are discussed. Conversely, the
computation of the largest Lyapunov exponent is obtained within a thermodynamic treatment. Differences
with the Peyrard-Bishop model are also discussed.
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1 Introduction
The main goal of the paper is to study the links between
the microscopic dynamics and macroscopic thermodynam-
ical properties in a very simplified model for DNA. Both
aspects are usually not studied simultaneously; in the lit-
erature, the main goal is often, either to consider dynami-
cal aspects of coherent structures (solitons for example) in
a system at zero temperature, or to derive thermodynami-
cal properties without really considering the consequences
of the existence of these coherent structures. Here, on the
contrary, we will put the emphasis on the link and show
that both approaches give important insights to the de-
scription of the physical properties.
Two aspects will be of particular importance and we
would like to shed light on them already in the introduc-
tion. A recent method [6], which showed how the stabil-
ity of a nonlinear solution of the dynamical equations ex-
hibits an interesting approach to describe a phase tran-
sition, will be applied in this new model: it will reveal
how the small amplitude dynamics needs a careful treat-
ment to adequately describe the thermodynamics. Second,
we will describe the relationships between the maximum
Lyapunov exponent which characterizes the dynamics and
the thermodynamics. Using a geometric method [24], we
will explicitly compute the evolution of this dynamical
quantity as a function of the temperature: consequences of
the phase transition will therefore be explicit. From these
calculations, we predict features absent in the Peyrard-
Bishop model, although both models are very similar: a
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non monotonic behavior of the maximum Lyapunov ex-
ponent in the low temperature phase, and a jump at the
critical temperature.
In Sec. 2 we present briefly the model. In the following
Sec. 3, we show how one can derive its thermodynamical
properties. Then, the emphasis is put in Sec. 4 to a special
particular solution and on its use to explain the thermody-
namical properties. Finally, using the powerful geometric
method introduced recently to compute the largest Lya-
punov exponent, we discuss in Sec. 5 the link between this
dynamical quantity and the phase transition, a thermody-
namic concept.
2 The Model
A very simplified model has been proposed in 1989 by M.
Peyrard and A. R. Bishop [1] to describe DNA denatura-
tion. This biological phenomenon leads to the breaking of
the H-bonds linking both strands of DNA. This process,
which appears when either the temperature increases or
when the pH of the surrounding solvent is modified, was
previously successfully described by Ising models [2]. How-
ever, the dynamical properties of the phenomenon were
not captured by these static descriptions. This is why,
keeping the principle of simplicity, Peyrard and Bishop de-
scribed this highly complicated biomolecule by two chains
of particles coupled by nonlinear springs. This step to-
ward a more complex system, since including the minimal
dynamics, was unexpectedly more successful than first un-
derstood and have lead to many studies (See Ref. [3] for a
review). A large part of the results were interesting from
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the physical point of view: one may list in particular stud-
ies of discrete breathers modes and energy localization
in systems involving nonlinear and discreteness effects [4,
5], existence of phase transition in one-dimensional sys-
tem [6]. . . Furthermore, several recent results have empha-
sized that this model could be successfully used to locate
promotor regions [7] for real DNA sequences. This un-
expected report and similar ones explain why so simple
models are still nowadays thought to be possible powerful
tools to describe real DNA dynamics.
Two linear chains of particles describing phenomeno-
logically the nucleotides describe the two different strands
of DNA as schematically represented in Fig. 1. In the sim-
plest description, all particles of the same chain are har-
monically coupled whereas the interstrand interactions are
restricted to facing nucleotides; long-range interactions are
neglected at this level of description. It is important to un-
derstand that because the goal is to describe denaturation
dynamics, only transversal degrees of freedom are taken
into account. Defined with respect to their equilibrium po-
sition, the displacement of the center of mass of the nth
nucleotide are called un (resp. vn) for the top (resp. bot-
tom) chain.
V(y
n
)
n n + 1n  1
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Fig. 1. Schematic presentation of the DNA model.
Denoting pu the conjugated momentum to the spatial
position u and the number of nucleotides being N , the
Hamiltonian model can be written as
H =
∑
n
[
p2u,n
2m
+
K
2
(un − un−1)2+
p2v,n
2m
+
K
2
(vn − vn−1)2+ V
(
un − vn√
2
)]
.(1)
The interstrand potential V describes the effective interac-
tions, i.e. in particular hydrogen bonds between base pairs
but also the repulsion between phosphates. The canonical
transformation xn = (un + vn)/
√
2 and yn = (un − vn)/
√
2
decouples simply both degrees of freedom since H can be
rewritten as H = Hx +Hy where
Hx =
∑
n
[
p2x,n
2m
+
K
2
(xn − xn−1)2
]
(2)
and
Hy =
∑
n
[
p2y,n
2m
+
K
2
(yn − yn−1)2 + V (yn)
]
. (3)
The dynamics and the thermodynamics of the first
part, Hx, which corresponds to a linear chain of harmonic
oscillators, can be easily computed. We will omit this part
in the remaining of the paper without loss of generality.
The second part, Hy, on the contrary needs further de-
velopments. For the sake of simplicity, we will omit the y
index.
The system defined by this hamiltonian H exhibits a
second order phase transition as shown in the next sec-
tion. The low temperature phase corresponds to states
where the particles are located close to their equilibrium
position, the associated DNA being in the native state: it
must correspond to the bottom well of the potential V . On
the contrary, in the high temperature phase, DNA being
denaturated, the link between facing nucleotides of both
strands are broken: consequently, associated particles of
the model must be located in a plateau of the potential,
far from their equilibrium positions since the force is van-
ishing. The position in this plateau will be thermodynam-
ically chosen because of the entropy contribution to the
free energy, important only at high temperature.
This simple physical description guides therefore the
appropriate choice for the potential V . Nevertheless, the
analytical calculations that we will present now are pos-
sible for only a few cases. The Morse potential Vm(y) =
D(exp(−amy)−1)2 was the first choice [1,6]. Here, we will
present another possible example [8]:
V (y) =


− D
cosh2 ay
if y ≥ 0
+∞ if y < 0.
(4)
As we will see, the qualitative shapes are really close but
the differences of curvatures lead to several consequences.
In addition, the impossibility to reach negative values for
the variable y gives interesting properties. One important
question concerns the influence of the details of the poten-
tial V . We will discuss in particular the following points:
i) values of the critical temperature of the phase transi-
tion for both potentials,
ii) consequences to the related characteristic lengths: or-
der parameter and correlation length,
iii) largest Lyapunov exponent as a function of tempera-
ture.
3 Thermodynamics of the model
3.1 The canonical partition function
As it is well-known nowadays [10,9], the statistical me-
chanics of such a one-dimensional short-range Hamilto-
nian can be exactly derived with the transfer integral
method (See appendix A). In the framework of the con-
tinuum approximation, the solution relies on solving the
following Schro¨dinger equation
− 1
2β2K
d2ψ
dy2
− D
cosh2 ay
ψ = Ekψ, (5)
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Fig. 2. Comparison between potential (4) (represented by
the solid line) with appropriate characteristics (a, y0) and the
Morse potential V/D (dotted line).
if the lattice spacing between sites in the x-direction is set
to one.
Defining the quantity
η =
1
4


√
1 + 8
Tc
2
T 2
− 1

 (6)
where
Tc =
√
KD
akB
, (7)
this equation has Nη = E(η + 1/2) localized states, with
E(.) denoting the integer part. One notes that Tc corre-
sponds to the disappearance of the last discrete state, and
will be called the critical temperature.
The (Nη + 1) localized states ψk can be expressed [8]
in terms of hypergeometric functions as
ψk(y) =
Nk
cosh(ay)b2k+1
F
(
− 2k − 1, 2b2k+1 + 2k + 2,
b2k+1 + 1;
e−ay
e−ay + eay
)
, (8)
where Nk is the normalization factor of the wave function,
bn = 2η − n and finally
Ek = − a
2
2β2K
(2η − 2k − 1)2 , (9)
the associated eigenvalues.
The ground state which is particularly useful in the
remaining of the paper can be simplified as
ψ0(y) =
√
2a
2η − 1
B
(
2η, 12
) sinh ay
cosh2η ay
(10)
by introducing the Euler function
B(x, y) =
Γ (x+ y)
Γ (x)Γ (y)
=
∫ 1
0
dt (1− t)x−1ty−1. (11)
3.2 Discussion of the choice of the parameters set
One of the goal of this work is to make a detailed compar-
ison between the Morse potential and potential (4). The
parameter set is obtained either by considering the effec-
tive physical interactions, or by choosing the values to get
the same melting temperature. Assuming that the depth
of the potential is known, both possibilities will define a
relation between the width of the potentials: a−1m for the
Morse one, and a−1 for potential (4).
The choice am ≈ 1.472 a corresponds to the best fit.
On the contrary, as the transition temperature for the
Morse potential [1,11,9] is Tmc = Tc
√
8, the second choice
am = a
√
8 would lead to the same critical temperature.
Consequently, when the parameters are fitted, the critical
temperature differs by a factor two!
This unexpected disagreement reveals a hidden differ-
ence between both potentials: the underlying reason is
the important contribution of negative positions y, in the
Morse case. They cannot be neglected even if the fast ex-
ponential increase was thought to play the role of the im-
possibility of interpenetration.
The appropriate solution is to introduce an additional
parameter. The inverse width a being given by the critical
temperature, one could adapt the minimum of the poten-
tial to minimize the differences with the Morse potential.
A fit restricted to positive y-values over both variables
(am, y0) leads to an excellent agreement. This case is pre-
sented in Fig. 2 by the solid line.
All results below correspond to the following set of pa-
rametersm = 300 u. a., D = 0.00094 eV, K = 1.9 eV.A˚
−2
and a = 4.5 A˚
−1
. The value of Tc will be different from
the Morse case, but both potentials will be very similar
as emphasized by Fig. 2. This choice will allow a precise
study of the negative y-values region and of the impor-
tance of potential curvature for the Lyapunov exponent
discussed in section 5.
3.3 Characteristic lengths
As usual, the thermodynamic properties of this system can
be characterized by an order parameter, and its fluctua-
tions, in the vicinity of the critical temperature Tc. Here,
the appropriate choice is the quantity
ℓ = 〈ψ0|x|ψ0〉 =
∫ ∞
0
dxx|ψ0(x)|2, (12)
which diverges for T = Tc. This clarifies the name critical
temperature which separates, the phase with a finite order
parameter (native state) from the phase with infinite order
parameter, representing the denaturated state.
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Fig. 3. Order parameter aℓ (solid line and triangles) and cor-
relation length aξ⊥ (dotted line and diamonds) as a function
of the reduced temperature t = 1−T/Tc. Lines corresponds to
the transfer integral result within the continuum approxima-
tion (Eqs. (12) and (14)) whereas symbols correspond to the
exact numerical solution of the operator (57). Presented in the
inset, the exact numerical data plotted with logarithmic scales
emphasize the critical behavior close to the critical tempera-
ture. The dashed (resp. dash-dotted) line corresponds to the
asymptotic expression (13) (resp. (15)).
The associated critical exponent can even be deter-
mined by using the asymptotic expression
∫∞
0
dxx/coshα x
α→0∼ 1/α2. Using expression (10) and introducing the usual
reduced temperature t = 1− T/Tc, one finally gets
ℓ
T→Tc∼ 3
16
1
a
1
|t| . (13)
In agreement with critical phenomena theory, we obtain
therefore the usual critical exponent β = −1, for this sec-
ond order phase transition. Fig. 3 presents the evolution
of ℓ as a function of the temperature. Formula (12), rep-
resented with a solid line, agrees very well with the exact
result obtained with the discrete transfer operator (57).
In the inset, the logarithmic plot emphasizes the critical
behavior and confirms the scaling exponent β = −1.
Interestingly it is also possible to determine the fluc-
tuations of the order parameter which can be computed
from the following expression
ξ2⊥ =
〈
ψ0|(x − ℓ)2|ψ0
〉
. (14)
As above, the asymptotic expression can be easily derived
by taking into account that
∫∞
0
dxx2/coshα x
α→0∼ 2/α3.
One thus obtains in the vicinity of the critical temperature
that
ξ⊥
T→Tc∼ 3
√
3
16
1
a
1
|t| . (15)
The critical exponent is therefore ν⊥ = 1. Fig. 3 shows
that the order parameter and its fluctuations are of the
same order in this temperature regime. The inset confirms
again the critical behavior and the scaling exponent ν = 1.
It is important to stress that all above analytical re-
sults are confirmed by the numerical but exact solution
of the transfer integral operator (57), without relying on
the continuum approximation: see symbols in Fig 3. As it
is nowadays known [6,9], the critical exponents are valid
even in the region where discreteness effects can not be
neglected. To be more specific, let us introduce the pa-
rameter
R =
Da2
K
, (16)
measuring the onsite potential with respect to the elastic
coupling. For small value of this parameter, the contin-
uum approximation is valid and results (13) and (15) con-
firmed. For the set of parameters chosen in this work, R is
equal to 10−2, and one get results in values slightly differ-
ent from Eqs. (13) and (15) for Tc, ℓ, and ξ⊥. However, as
shown by Fig. 3 the differences are hardly distinguishable
and moreover the critical exponents are fully confirmed.
4 Domain Wall
In the framework of this model, it is also interesting to
discuss a new method [6,9], alternative to the usual ther-
modynamic one proposed in previous section, to detect
the phase transition from dynamical considerations. This
will illustrate again the importance of the wall located at
y = 0.
Equations of motion corresponding to Hamiltonian (3)
are
my¨n = K(yn+1 + yn−1 − 2yn)− ∂V
∂yn
(17)
or, in the continuum limit,
y¨ =
K
m
∂2y
∂x2
− 1
m
∂V
∂y
. (18)
The uniform profile at the minimum of V (y) is a static
solution of the infinite chain with free ends. Profiles veri-
fying d2y/dx2 = 0 are approximate solutions only on the
plateau of the potential, since ∂V/∂y is close to zero for
large y.
There exists also an exact, unbounded, domain-wall
like solution
y±DW (x) =
1
a
Argsh e±z =
1
a
ln
[
e±z +
√
1 + e±2z
]
, (19)
where z =
√
2R(x − x0) and x0 is an arbitrary constant.
Solution (19) represents a configuration which links the
stable minimum to a particular member of the metastable
configurations, with a slope
√
2D/K. One can easily checks
that this corresponds to equal contributions to the elas-
tic and the on-site potential energy densities (D per site).
Consequently, the energy of the solution contains a term
which is proportional to the number of sites to the right
of x0 and if lattice sites are numbered from 0 to N , one
has
E+DW = (N − x0) 2D +O(N0) . (20)
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At zero temperature the profile (19) is consequently not
stable, and the wall spontaneously move to the right,“zip-
ping” back the unbound portion of the double chain. This
instability changes however under the influence of temper-
ature.
At non zero temperatures, let us consider small devi-
ations with respect to (19), i.e.
y(x, t) = y+DW (x− x0) +
∑
j
αjfj(x − x0)e−iωjt (21)
where |αj | ≪ a−1. The linearized eigenfunctions fj satisfy
the Schro¨dinger-like equation
−d
2fj
dz2
+
1− 2e2z
(1 + e2z)2
fj =
mω2j
2KR
fj . (22)
Eq. (22) has no bound states [8]. There are however scat-
tering states: acoustic phonons oscillating on the flat por-
tion of the potential with frequencies
ω2ac =
2K
m
(1− cos q) (23)
are some of them.
In the bottom of the well of the potential, let us first
forget the wall. Consequently scattering states would be
optical phonons with frequencies
ω2opt =
2Da2
m
+
2K
m
(1− cos q). (24)
At finite temperatures, the domain wall would there-
fore be accompanied by a phonon cloud contributing to
the free energy as
Fph = kBTx0
∫ π
0
dq
π
ln
ωopt
ωac
+ ... (25)
where we omit terms independent of x0. Introducing the
dispersion relations, we can evaluate [15] the integral in (25)
using
∫ π
0 dx ln[1 − cosx + R] = 2π ln[(
√
R+
√
R+ 2)/2].
We obtain thus the total free energy (DW plus phonon
cloud)
F =
(
kBT ln
[√
R+
√
R+ 2√
2
]
− 2D
)
x0 + const. (26)
This result describes in very simple terms why and when
the phase transition occurs. At temperatures lower than
Tc =
2D
kB ln
[√
R/2 +
√
1 +R/2
] , (27)
the prefactor of x0 in Eq. (26) is negative, describing the
DW’s natural tendency towards high positive values of x0:
it “zips” the system back to the bound configuration. Con-
versely, at temperatures higher than Tc, thermal stability
is achieved and the DW “opens up”.
It should be noted that the value of Tc predicted by
the above DW argument coincides exactly with the result
obtained for the Morse potential [6,9]. The limiting be-
havior in the continuum approximation, i.e. in the limit
R ≪ 1, leads for example to Tc = 2
√
2KD/(akB). This
result differs nevertheless from Eq. (7).
Expression (27) is consequently not valid for the sech2-
potential (4) of interest. The underlying reason is the im-
possibility of usual phonons to take place in the bottom
of the well. The harmonic approximation of the problem
leads indeed to a nonlinear problem because of the non-
linear condition y > 0 introduced by the wall. Optical
phonons with frequencies (24) are therefore totally modi-
fied by the wall and cannot be computed. A way to take
into account this nonlinear condition would consist in se-
lecting only the even modes of optical phonons (24). How-
ever, it turns out to be unexact and unsufficient. This il-
lustrates again that the presence of the wall strongly mod-
ifies the dynamics of the system, which leads to important
thermodynamic consequences.
5 Geometrical method to derive the largest
Lyapunov exponent
In the theory of dynamical systems, the concept of Lya-
punov exponent has also attracted a lot of attention [16,
17] because it defines unambiguously a sufficient condi-
tion for chaotic instability. Unfortunately, except for very
few systems, it is already an extremely difficult task to
derive analytically the expression of the largest one, λ1,
as a function of the energy density. As some promising re-
sults have been recently obtained to describe some prop-
erties of high-dimensional dynamical systems [18,19,20,
21,22,23], by combining tools developed in the framework
of dynamical systems with concepts and methods of equi-
librium statistical mechanics, the idea that both concepts
could be related was proposed [24].
5.1 Riemannian geometry approach
The main idea is that the chaotic hypothesis is at the ori-
gin of the validity of equilibrium statistical physics, and
this fact should be traced somehow in the dynamics and
therefore in the largest Lyapunov exponent. The method
is based on a reformulation of Hamiltonian dynamics in
the language of Riemannian geometry [24]: the trajectories
are seen as geodesics of a suitable Riemannian manifold.
The chaotic properties of the dynamics are then directly
related to the curvature of the manifold and its fluctu-
ations. Indeed, negative curvatures tend to separate ini-
tially close geodesics, and thus imply a positive Lyapunov
exponent; nevertheless chaos may also be induced by pos-
itive curvatures, provided they are fluctuating, through a
parametric-like instability. To approximate the curvature
felt along a geodesic, the method uses a Gaussian statisti-
cal process. The mean value of this process is given by κ0
and its variance by σκ, where κ0 and σκ are the statistical
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average of the curvature and its fluctuations, which can be
computed by standard methods of statistical mechanics.
Finally one ends up with the following expression of
the largest Lyapunov exponent [24]
λ1 =
1
2
(
Λ− 4κ0
3Λ
)
(28)
where
Λ =

σ2κτ +
√(
4κ0
3
)3
+ σ4κτ
2


1/3
. (29)
In this definition, τ , the relevant time scale associated
to the stochastic process, is function of the two follow-
ing timescales: τ1 ≃ π/2√κ0 + σκ is the time needed to
cover the distance between two successive conjugate points
along the geodesics, whereas τ2 ≃ √κ0/σκ is related to
the local curvature fluctuations. The general rough phys-
ical estimate τ ≃ (1/τ1 + 1/τ2)−1 completes finally the
analytical estimate of λ1. We continue now by calculating
the mean value of the curvature and its fluctuations as a
function of the energy density.
5.2 Average curvature
The curvature of the Riemannian manifold is directly given
by the Laplacian of the potential. One needs therefore to
compute the microcanonical average of the quantity
∆V = 2KN + 2a2D
∑
k
g(yk) (30)
and its corresponding fluctuations, where
g(y) =
3
cosh4 ay
− 2
cosh2 ay
. (31)
We finally obtain
〈∆V 〉µ = N
(
2K + 2a2D〈g(yk)〉µ
)
. (32)
As, in the thermodynamic limit, ensemble equivalence
ensures that averages are equal in all statistical ensem-
bles, we will compute them in the canonical one since the
transfer operator method has been shown to be a power-
ful tool to compute thermodynamic functions, especially
if the continuum approximation is valid.
Calculation of Eq. (32) relies on the computation of
〈g(ay)〉can, i.e. of terms such as 〈1/cosh2α ay〉can. Using
the transfer operator method in the continuum framework,
we immediately find〈
1
cosh2α ay
〉
can
=
∫ ∞
0
dy
1
cosh2α ay
|ψ0(y)|2. (33)
With expression [15]
I(α) =
∫ ∞
0
dx
cosh2α x
= B
(
2α,
1
2
)
, (34)
and the mathematical formula I(α+1) = I(α)2α/(2α+ 1),
canonical averages can be simplified. Introducing the pa-
rameter R defined in Eq. (16), one gets
κ0 =
〈∆V 〉µ
N
= 2K
(
1 + 4R
(2η − 1)(2η − 3)
(4η + 1)(4η + 3)
)
. (35)
Above expression gives in particular the following limiting
behaviors
lim
T→0
κ0 = 2K + 2Da
2 (36)
and
lim
T→Tc
κ0 = 2K, (37)
which coincide with asymptotic results for the Morse po-
tential [14].
It is however important to notice that expression (35)
suggests that the mean curvature is not always positive,
its sign being tuned by the value of R. As negative curva-
tures enhance dynamical instability, this result may have
strong consequences on the largest Lyapunov exponent.
A careful study [12], shows that for values of R larger
than Rc = (31 + 3
√
105)/8, expression (35) could be neg-
ative in a given interval of temperatures. This result has
to be criticized since expression (35) has been derived in
the continuum approximation, and one expects important
discreteness effects for R values as large as Rc. Numeri-
cal, but exact, resolution of the transfer integral operator
shows that the curvature is actually positive for all R.
Fig. 4 shows the curvature as a function of temperature
for the parameter set chosen in this work.
5.3 Fluctuations of the curvature
Contrary to the statistical averages such as the curva-
ture κ0, fluctuations are ensembles dependent. This is why
one computes first fluctuations in the canonical ensemble,
before using the Lebowitz-Percus-Verlet formula [13] to
get the microcanonical fluctuations.
In the canonical ensemble, using Eq. (61), fluctuations
of expression (30) are given by
〈δ2∆V 〉
4a4D2N
=
1
N
∑
i,j
[〈g(yi)g(yj)〉 − 〈g(yi)〉〈g(yj)〉] (38)
=
∑
l
〈g(yN )g(yN−l)〉 −N〈g(y)2〉 (39)
=
∑
l
∞∑
q=0
e−βl(εq−ε0)
∣∣∣∣
∫
dyg(y)ψ⋆q (y)ψ0(y)
∣∣∣∣
2
−N〈g(y)2〉 (40)
=
∑
l
∞∑
q=1
e−βl(εq−ε0)
∣∣∣∣
∫
dyg(y)ψ⋆q (y)ψ0(y)
∣∣∣∣
2
(41)
≃
N→∞
∞∑
q=1
1
1− e−β(εq−ε0)
∣∣∣∣
∫
dy g(y)ψ⋆q (y)ψ0(y)
∣∣∣∣
2
.(42)
Above expression can be used to compute the canonical
fluctuations.
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Fig. 4. Average curvature κ0 and canonical fluctuations σκ
versus temperature. The triangles (resp. diamonds) represent
the exact numerical result for the curvature (resp. canoni-
cal fluctuations), obtained with the transfer integral formal-
ism. The solid line corresponds to analytical formula (35)
whereas the dashed line correspond to the microcanonical fluc-
tuations (47).
The microcanonical fluctuations will finally be recov-
ered by using the Lebovitz-Percus-Verlet formula [13]. For
any quantity C with fluctuations 〈δ2C〉, both fluctuations
are related through the formula
〈δ2C〉µ = 〈δ2C〉can + ∂〈U〉can
∂β
−1(
∂〈C〉can
∂β
)2
, (43)
where 〈U〉can is the averaged energy of the system.
The canonical partition function Z being the product
of a kinetic part ZT and a configurational one Zc, the
averaged energy is given by
〈U〉can = −∂ lnZT
∂β
− ∂ lnZc
∂β
. (44)
The first contribution is as usual N/(2β) whereas the last
one, can be simplified in the continuum approximation by
using the transfer integral method (See Appendix A and
in particular Eq. (60)). Denoting ε0 the ground state of
the associated Schro¨dinger equation, one obtains lnZc =
−Nβε0 with
ε0 =
1
2β
ln
βK
2π
− a
2
2Kβ2
(2η − 1)2. (45)
The averaged energy is therefore
〈U〉can = N
[
1
2β
+
∂(βε0)
∂β
]
. (46)
The final analytical expression for the microcanonical fluc-
tuations is not simple. Introducing quantities βc = 1/(kBTc)
and δ = Tc/T , one gets
〈δ2κ0〉µ − 〈δ2κ0〉can
18432a4D2Kβc
= −δ5
(
−16δ2 + 7
√
1 + 8δ2 + 5
)2
/(1 + 8δ2)
3
2 /
(
2 +
√
1 + 8δ2
)4
/(16Kβcδ
3
√
1 + 8δ2 − 36a2δ2
+40a2δ2
√
1 + 8δ2 + 2Kβcδ√
1 + 8δ2 − 3a2 + 5a2
√
1 + 8δ2).(47)
Above expressions (42) and (47) can be combined to com-
pute the microcanonical fluctuations. This is what has
been performed to plot the fluctuations of the curvature
in Fig. 4.
Close to the critical temperature Tc, the continuum
part of the transfer operator spectrum should be taken
into account and an explicit analytical calculation is pos-
sible in principle but particularly tedious. On the contrary,
one can simplify above expression in the low temperature
regime as shown in next section.
5.4 Low temperature estimate
In the low temperature regime by replacing the prefactor
(1− exp[−β(εq − ε0)])−1 by 1 in Eq. (42), one finally gets
〈δ2∆V 〉can ≃ 4Na4D2
∞∑
q=1
〈ψq|g|ψ0〉 〈ψ0|g|ψq〉 (48)
= 4Na4D2
[〈
ψ0|g2|ψ0
〉− 〈ψ0|g|ψ0〉2] .(49)
Combining result
〈
ψ0|g2|ψ0
〉
= 16
2η(2η − 1)(4η2 − 6η + 11)
(4η + 1)(4η + 3)(4η + 5)(4η + 7)
(50)
with formula (35), one ends up with
〈δ2g〉can = 48 (2η − 1)(256η
3 − 184η + 105)
(4η + 1)2(4η + 3)2(4η + 5)(4η + 7)
. (51)
As the microcanonical correction (47) can be neglected
in this region, the microcanonical fluctuations of the cur-
vature are finally given in the low temperature regime by
σ2κ =
〈δ2∆V 〉can
N
(52)
≃ 4D2a4 48(2η − 1)(256η
3 − 184η + 105)
(4η + 1)2(4η + 3)2(4η + 5)(4η + 7)
. (53)
This expression can be used in the low temperature re-
gion to get a simpler expression for the largest Lyapunov
exponent. One thus obtain that it increases quadratically
with the temperature.
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5.5 Largest Lyapunov exponent
We can now estimate the largest Lyapunov exponent λ1
for this high-dimensional system of N coupled particles in
the external sech2-potential (4).
As κ0 is positive, the instability of trajectories is due to
fluctuations of curvatures as reported by Pettini, Casetti
and Cohen [24]. Analytical expressions (35) for κ0 and (53)
for σκ were the only missing points in the estimate (28) for
λ1. One can in addition notes that in the low temperature
region, where σκ ≪ κ0 as attested by Fig. 4, one gets the
asymptotic expression
λ1 ≃ π
8
σ2κ
κ0
3
2
. (54)
Fig. 5. Largest Lyapunov exponent λ1 versus T/Tc. The tri-
angles correspond to the transfer integral result, whereas the
dotted line correspond to the analytical expression (54).
Fig. (5) presents the temperature evolution of the largest
Lyapunov exponents. Two features should be emphasized
in comparison to what has been previously reported for
the Morse potential [14]. One can notice a local maximum
and a local minimum of the Lyapunov exponent in the low
temperature region. More importantly, one has to realize
that for temperatures larger than the critical one Tc, par-
ticles are on the plateau of the potential; the chain being
equivalent to a linear chain, the largest Lyapunov expo-
nent λ1 if of course zero. The Lyapunov exponent should
thus present a jump close to the critical temperature. It is
important to check these two strong predictions by consid-
ering careful microcanonical numerical simulations with
large systems. This would provide a precise test of the
geometrical method to calculate Lyapunov exponents.
6 Conclusion
We have presented a new qualitative model for DNA de-
naturation directly inspired by previous works [1,11,6]. Its
complete statistical mechanics was derived, as well as all
features related to the second order phase transition: not
only the critical temperature, but also the critical expo-
nents related to the order parameter and the transversal
correlation length.
We have in particular emphasized the important role
of the negative y-values for the Morse potential which were
believed to be unimportant [11]. If critical exponents are
of course not affected, the critical temperature is strongly
dependent on it. Furthermore, using a geometric approach
to estimate the largest Lyapunov exponent, we have com-
puted its evolution as a function of the temperature. The
results are unexpectedly qualitatively different from those
obtained with the Morse potential.
This work has been partially supported by the French Min-
iste`re de la Recherche grant ACI jeune chercheur-2001 N◦ 21-
31, and the Re´gion Rhoˆne-Alpes for the fellowship N◦ 01-
009261-01.
A Transfer integral method for the canonical
partition function
With periodic boundary conditions, y0 = yN , the configura-
tional partition function of Hamiltonian (3) can be written as
Zc =
∫ N∏
i=0
dyi e
−βf(yi,yi−1) δ(y0 − yN ) (55)
by introducing the symmetric function
f(yn, yn−1) = −
D
2
[
1
cosh2 ayn
+
1
cosh2 ayn−1
]
+
K
2
(yn − yn−1)
2. (56)
Defining the transfer operator T as
T [φ](y) =
∫
R
dxφ(x)e−βf(y,x), (57)
its eigenvalues εk and normalized eigenvectors ψk are given by
T [ψk] = exp (−βεk) ψk.
Introducing the orthonormalization condition
δ(y − y0) =
∑
k
ψ⋆k(y0)ψk(y) (58)
in Eq. (55), one gets [9]
Zc =
∑
k
e−N β ǫk . (59)
If the lowest eigenvalue ε0 is discrete and located in the gap
below the continuum, one can simplify above expression in the
limit N →∞, so that
Zc ≃ e
−Nβε0 . (60)
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A similar method to compute the canonical average of any
function h(y) leads to the following result
〈h(y)〉can = 〈h(yN 〉can ≃
N→∞
∫
dy h(y)|ψ0(y)|
2. (61)
Above results are valid without approximations. However,
applying the continuum approximation, it is possible to go one
step further since there is a mapping [11,9] between the transfer
integral operator and the following Schro¨dinger equation
−
1
2β2K
d2ψ
dy2
−
D
cosh2 ay
ψ = Ekψ. (62)
As the spectrum of a quantum particle in the potential (4) is
known, one can derive the analytical expression of (61) within
this approximation.
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