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Abstract. The linear conditional expectation (LCE) provides a best linear (or rather,
affine) estimate of the conditional expectation and hence plays an important roˆle in
approximate Bayesian inference, especially the Bayes linear approach. This article
establishes the analytical properties of the LCE in an infinite-dimensional Hilbert
space context. In addition, working in the space of affine Hilbert–Schmidt operators,
we establish a regularisation procedure for this LCE. As an important application,
we obtain a simple alternative derivation and intuitive justification of the conditional
mean embedding formula, a concept widely used in machine learning to perform the
conditioning of random variables by embedding them into reproducing kernel Hilbert
spaces.
Keywords. Bayes linear analysis • conditional mean embedding • reproducing kernel
Hilbert space • linear conditional expectation
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1. Introduction
The crucial step in most inference problems is the approximation of the conditional expectation
E[U |V ], where U ∈ L2(Ω,Σ,P;G) and V ∈ L2(Ω,Σ,P;H) are random variables over some
probability space (Ω,Σ,P) taking values in some separable Hilbert spaces G and H, respectively.
In Bayesian statistics, where it relates to the posterior mean, E[U |V ] is an important point
estimator of the inferred parameter. It is well known1 that E[U |V ] is the best approximation of
U by a σ(V )-measurable random variable within L2(Ω, σ(V ),P;G) (i.e. the orthogonal projection
of U onto L2(Ω, σ(V ),P;G)),
E[U |V ] = arg min
U˜∈L2(Ω,σ(V );G)
‖U − U˜‖L2(Ω,Σ,P;G) = arg min
U˜∈L2(Ω,σ(V );G)
E
[‖U − U˜‖2G]. (1.1)
1Zuse Institute Berlin, Takustraße 7, 14195 Berlin, Germany (klebanov@zib.de, sullivan@zib.de)
2Technische Universita¨t Bergakademie Freiberg, 09596 Freiberg, Germany
(bjoern.sprungk@math.tu-freiberg.de)
3Mathematics Institute and School of Engineering, The University of Warwick, Coventry, CV4 7AL, United
Kingdom (t.j.sullivan@warwick.ac.uk)
1For R-valued random variables see e.g. Dudley (2002, Theorem 10.2.9); the general case follows by choosing
orthonormal bases.
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Figure 1.1: Left: Comparison of the conditional expectation function (CEF) γU |V : H → G and
the linear conditional expectation function (LCEF) γAU |V ∈ A(H;G). The contour
plot shows the probability density ρV U of (V,U). Right: For an empirical probability
distribution (e.g. given by data), the LCEF coincides with the solution to the linear
least squares regression problem.
By the Doob–Dynkin representation (Kallenberg, 2006, Lemma 1.13), the conditional expecta-
tion can therefore be rewritten in the form
E[U |V ] = γU |V ◦ V P-almost surely, (1.2)
where γU |V : H → G is a measurable map which we will call the conditional expectation function
(CEF). In the language of statistical learning theory (or statistical decision theory), γU |V is
called the regression function and constitutes a Bayes predictor for the least squares error loss,
i.e. the predictor with the minimal risk (Hastie et al., 2009, Section 2.4), which follows directly
from (1.1).
While computing γU |V , which is the main object of interest, is infeasible in most applications,
various estimates can be constructed. The most prominent approach is to approximate γU |V
within the class A(H;G) of bounded affine operators2 from H to G, since this provides an
explicit formula for the linear conditional expectation function (LCEF) γAU |V under appropriate
conditions (Ernst et al., 2015, Lemma 4.1):
γAU |V (v) = µU + CUV C
−1
V (v − µV ), (1.3)
where µU and µV denote the means and CUV and CV denote the cross-covariance and covariance
operators of U and V , as defined in Section 3.
While the linear conditional expectation (LCE) EA[U |V ] := γAU |V ◦ V (also known as Bayes
linear estimator or adjusted expectation) has been discussed extensively by Michael Goldstein
and his collaborators in the framework of Bayes linear statistics mostly from an application
point of view (Goldstein and Wooff, 2007), a rigorous mathematical analysis of the LCE is yet
to be established, especially for the case of infinite-dimensional G andH. This level of generality,
which this article seeks to provide, yields not just a satisfying mathematical theory but is also
necessary for the application of LCE-type methods to problems with high-dimensional unknowns
or data, such as time series and functional data analysis.
2We note here an unfortunate but seemingly unavoidable clash of terminology: while the approximate conditional
expectation (1.3) is usually called the linear conditional expectation in the literature, it in fact corresponds
to approximation using affine operators.
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The first contribution of this paper is to fill this theoretical gap by studying the properties of
the LCE and generalising formula (1.3) to infinite-dimensional Hilbert spaces. Thus far, (1.3)
has been derived under the assumptions that H is finite-dimensional and that CV is invertible
(Ernst et al., 2015, Section 4). In addition, working in the spaces of (affine) Hilbert–Schmidt
operators, we establish a rigorous justification for the regularised version of (1.3).
Our second contribution is a simple alternative derivation and intuitive explanation of the
widely used formula for the conditional mean embedding (CME), a method used in machine
learning to perform the conditioning of random variables by embedding them into RKHSs,
where it reduces to an affine transformation similar to (1.3) (Fukumizu et al., 2013; Klebanov
et al., 2020; Song et al., 2009). This result follows almost directly from the fact that, by the
reproducing property, E[U |V ] coincides with its best affine approximation EA[U |V ].
Note that this paper considers only centered (cross-)covariance operators defined by (3.1).
Some, but not all, of the results can be proven similarly for uncentered operators defined by
(3.2), the theory for which is less general, since it allows only for strictly linear instead of affine
approximations, i.e., one would be restricted to fitting the probability density or data points in
Figure 1.1 with a straight line through the origin.
This paper is structured as follows. Section 2 briefly surveys related work in statistics, ma-
chine learning, and dynamical systems. Section 3 establishes notation and standing assump-
tions for the remainder of the paper. Section 4 forms the core of the paper, in which we study
the rigorous generalisation of the LCE to the infinite-dimensional Hilbert space context and
also consider multiple formulations of the linear conditional covariance operator. We analyse
their basic properties (Theorems 4.5 and 4.7) and derive explicit formulae for them in several
regimes (Theorems 4.8, 4.13, and 4.14). In Sections 5 and 6 these ideas are applied to ker-
nel conditional mean embeddings of random variables into RKHSs and to the conditioning of
infinite-dimensional Gaussian random vectors, respectively. Some closing remarks are given in
Section 7. Appendix A contains technical supporting results and Appendix B gives the proofs
of results from the main text.
2. Related Work
Formula (1.3) is the fundamental solution in linear least squares regression (or general linear
models) and can be interpreted as the best linear unbiased estimate (BLUE); see e.g. Hastie
et al. (2009, Sections 2.3.1 and 3.2). Figure 1.1 illustrates the connection between γAU |V and
linear regression: the two coincide if the probability distribution PV U of (V,U) is an empirical
distribution PV U = J−1
∑J
j=1 δ(vj ,uj), where (vj , uj), j = 1, . . . , J , are (or can be thought of as)
measurements or data points.
Apart from the connection to linear regression, this work is related to several fields of applied
mathematics. First and foremost, it should be seen as a systematic and rigorous treatment
as well as an extension of Bayes linear analysis, which has been introduced and investigated
by Michael Goldstein and his collaborators, see e.g. Goldstein (1999) and Goldstein and Wooff
(2007) and the references therein. Furthermore, Stein (1999, p. 9) offers a Bayesian interpreta-
tion of the BLUE in special cases, namely that in the “uninformative” infinite-variance limit of a
Gaussian prior, the limiting posterior is Gaussian with the BLUE as its conditional expectation.
The LCE is applied in a variety of fields:
In geostatistics, the LCE appears in form of the kriging estimate for the value of a random
field at unexplored locations given available (noisy) data of the random field at measurement
locations (Chile`s and Delfiner, 2012; Stein, 1999).
In data assimilation, formula (1.3) defines the update scheme of the Ka´lma´n filter and its
many variants, including the ensemble Ka´lma´n filter (Evensen, 2009). Although this update
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rule is typically interpreted as a Gaussian approximation — “in the large ensemble size limit the
EnKF [. . . ] does not reproduce the filtering distribution, except in the linear Gaussian case”
(Schillings and Stuart, 2017) — it has been argued by Ernst et al. (2015, Section 4) that it
should rather be seen as the best linear approximation of the required conditional expectations.
In machine learning, the method of conditional mean embedding (CME; Fukumizu et al.,
2013; Song et al., 2009) applies the conditioning formula (1.3) to random variables embedded
into RKHSs, where it becomes exact (i.e. γAU |V = γU |V ) under certain conditions; see Klebanov
et al. (2020). Section 5 provides an alternative derivation of the CME formula based on linear
conditional expectations and thereby a natural justification of CMEs based in BLUEs; to the
best of our knowledge, this connection has not been made before.
In the field of dynamical systems, the LCE is an important estimate of the Koopman operator
Kτ : L∞(X )→ L∞(X ), Kτf(x) := E[f(Xt+τ )|Xt = x],
of a time-homogeneous Markov chain (Xt)t∈T , where τ > 0, X ⊆ Rd, and T is typically Z, N, R,
or [0,∞). Independently of one another, the dynamical systems, fluid dynamics, and molecular
dynamics communities have developed data-driven dimensionality reduction techniques based
on the eigendecomposition of this approximation, resulting in the methods of time-lagged inde-
pendent component analysis (TICA) and dynamic mode decomposition (DMD). More generally,
the data can be transformed to some feature space X˜ by a feature map ψ : X → X˜ prior to com-
puting the linear approximation, resulting in the variational approach of conformation dynamics
(VAC) or empirical dynamic mode decomposition (EDMD). The connections among these meth-
ods have been discussed in detail by Klus et al. (2018); see also the references therein to the
original papers on these methods. As in the case of CMEs, if the feature map ψ is the canonical
feature map ψ(x) = k(x, • ) of an RKHS H with reproducing kernel k, then our analysis is
applicable and it reveals the exactness of conditioning formula (1.3), thereby annihilating one of
the main sources of error — the other being the approximation of the means and covariance op-
erators µU , µV , CV , and CUV . The resulting kernelised versions of VAC and EDMD have been
studied by Schwantes and Pande (2015) and Klus et al. (2020); the exactness of (1.3), which we
establish, strengthens the analytical power of these methods. We also mention that there are
time-inhomogeneous variants of these methods, namely coherent mode decomposition (CMD)
and the variational approach for Markov processes (VAMP) and their kernelised version kernel
canonical correlation analysis (kernel CCA; Klus et al., 2019); again, the established exactness
of formula (1.3) in RKHSs can be exploited for analysing these approaches.
3. Preliminaries and Notation
This paper will operate under the following general assumption:
Assumption 3.1. (F , 〈 • , • 〉F ), (G, 〈 • , • 〉G), and (H, 〈 • , • 〉H) are separable real Hilbert spaces
and U ∈ L2(Ω,Σ,P;G), V ∈ L2(Ω,Σ,P;H), and W ∈ L2(Ω,Σ,P;F), where (Ω,Σ,P) is a fixed
probability space.
Expected values µU := E[U ] :=
∫
Ω U(ω) dP(ω) are always meant in the sense of a Bochner
integral (Diestel and Uhl, 1977, Chapter II), as are the cross-covariance operators
CUV := Cov[U, V ] := E[(U − E[U ])⊗ (V − E[V ])] = E[U ⊗ V ]− E[U ]⊗ E[V ] (3.1)
fromH into G, where, for h ∈ H and g ∈ G, the outer product g⊗h : H → G is the rank-one linear
operator (g⊗ h)(h′) := 〈h, h′〉H g. Naturally, we write CU = Cov[U ] for the covariance operator
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Cov[U,U ], which is self-adjoint, nonnegative and trace-class (Baker, 1973; Sazonov, 1958), and
all of the above reduces to the usual definitions in the scalar-valued case. Using Theorem A.3 and
Meise and Vogt (1997, Lemmas 16.7 and 16.21), it follows that the cross-covariance operators
CUV and CV U = C
∗
UV are also trace-class (and in particular Hilbert–Schmidt) operators. In
Section 5 we will briefly consider uncentred (cross-)covariance operators
uCUV :=
uCov[U, V ] := E[U ⊗ V ], uCU := uCov[U ] := uCov[U,U ]. (3.2)
The orthogonal projection onto a closed linear subspace F of a Hilbert spaceH will be denoted
by PHF , or just PF whenever H is clear from context. Further, we abbreviate L2(Ω,Σ,P;G) by
L2(P;G) and further by L2(P) if G = R; and L2(Ω, Σ˜,P|Σ˜;G) by L2(Ω, Σ˜;G) for any sub-σ-algebra
Σ˜ ⊆ Σ. PX denotes the distribution of a random variable X : Ω→ X , i.e. the pushforward X#P
of P under X.
For a linear operator A : H → G between Hilbert spaces H and G, its Moore–Penrose pseudo-
inverse A† : domA† → H is the unique extension of
A|−1
(kerA)⊥ : ranA→ (kerA)⊥
to a linear operator A† defined on domA† := (ranA) ⊕ (ranA)⊥ ⊆ G subject to the criterion
that kerA† = (ranA)⊥. In general, domA† is a dense but proper subpace of G and A† is an
unbounded operator; global definition and boundedness of A† occur precisely when ranA is
closed in G (Engl et al., 1996, Section 2.1).
The following spaces of linear and affine operators from H to G will play a fundamental roˆle
in the approximation of γU |V .
Definition 3.2. Let H, G, and V be as in Assumption 3.1. We define the following spaces of
linear and affine operators from H to G:
L(H;G) := {γ : H → G | γ is a bounded linear operator},
A(H;G) := {γ : H → G | γ(h) = b+Ah for some b ∈ G, A ∈ L(H;G)},
LV (H;G) := {γ : H → G | γ is linear and γ ◦ V ∈ L2(P;G)},
AV (H;G) := {γ : H → G | γ(h) = b+Ah for some b ∈ G, A ∈ LV (H;G)},
L2(H;G) := {γ : H → G | γ is a Hilbert–Schmidt operator},
A2(H;G) := {γ : H → G | γ(h) = b+Ah for some b ∈ G, A ∈ L2(H;G)}.
Note well that elements of LV (H;G) and AV (H;G) may be unbounded operators, although their
unboundedness is in some sense restricted by the square-integrability requirement. For any
collection Γ of affine or linear operators γ : H → G we set Γ ◦ V := {γ ◦ V | γ ∈ Γ} and
LG ◦ V := L(H;G) ◦ V L
2(Ω,Σ,P;G)
, AG ◦ V := A(H;G) ◦ V L
2(Ω,Σ,P;G)
.
Here and henceforth, overlines and superscripts denote topological closures. The operator
norm will be denoted by ‖ • ‖. For any affine operator γ ∈ AV (H;G), γ(h) = b+Ah, b ∈ G, A ∈
LV (H;G), we define the “non-affine part” by γ := A. The Hilbert–Schmidt inner product will
be denoted by 〈γ1, γ2〉L2 := tr(γ∗1γ2) = tr(γ1γ∗2), where γ1, γ2 ∈ L2(H;G), and the corresponding
norm by ‖ • ‖L2 . Further, for γ, γ′ ∈ A2(H;G), we define the seminorm ‖γ‖A2 := ‖γ‖L2 and the
semi-inner product 〈γ, γ′〉A2 := 〈γ, γ′〉L2 .
Proposition 3.3. Under Assumption 3.1,
LG ◦ V ⊆ LV (H;G) ◦ V, AG ◦ V ⊆ AV (H;G) ◦ V.
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4. Linear Conditional Expectation and Covariance
It is well known that the conditional expectation E[U |V ] is the orthogonal projection of U
onto L2(Ω, σ(V ),P;G); see Footnote 1. Since E[U |V ] is σ(V )-measurable, the Doob–Dynkin
lemma (Kallenberg, 2006, Lemma 1.13) implies the existence of a Borel-measurable function
γU |V : H → G such that E[U |V ] = γU |V ◦ V a.s. In particular, γU |V minimizes the functional
EU |V (γ) := ‖U − γ ◦ V ‖2L2(Ω,Σ,P;G) = E
[‖U − γ ◦ V ‖2G] (4.1)
within the class of Borel-measurable functions γ : H → G. Since E[U |V ] is unique (as an
orthogonal projection), γU |V is unique PV -a.e. and we set E[U |V = v] := γU |V (v) for v ∈ H.
It seems natural to define the best linear approximation (see Footnote 2) of the conditional
expectation as EA[U |V ] = γAU |V ◦ V , where γAU |V minimizes EU |V (γ) within the class A(H;G)
of bounded affine operators, in other words, as the L2(P;G)-orthogonal projection of U onto
A(H;G) ◦V . Since this space is not closed in L2(P;G), the proper definition uses the projection
onto its closure. In line with the definition of the conditional covariance operator
Cov[U,W |V ] := E[R[U |V ]⊗R[W |V ] ∣∣V ], R[U |V ] := U − E[U |V ], (4.2)
we further define the linear conditional covariance operator CovA[U,W |V ] as follows.
Definition 4.1. Under Assumption 3.1, define the linear conditional expectation (LCE) EA[U |V ]
(also called adjusted expectation, Goldstein and Wooff, 2007, Section 3.1), the linear conditional
residual RA[U |V ], and the linear conditional covariance operator (LCC) CovA[U,W |V ] of U
given V by
EA[U |V ] := PAG◦V U,
RA[U |V ] := U − EA[U |V ],
CovA[U,W |V ] := EA[RA[U |V ]⊗RA[W |V ] ∣∣V ].
Further, define the average linear conditional covariance operator (ALCC) by
CovAV [U,W ] := E
[
RA[U |V ]⊗RA[W |V ]].
By Proposition 3.3, EA[U |V ] will be of the form γAU |V ◦ V , where γAU |V ∈ AV (H;G) is unique
PV -a.e. and will be referred to as the linear conditional expectation function (LCEF). As usual,
we set Cov[U |V ] := Cov[U,U |V ], CovA[U |V ] := CovA[U,U |V ], and CovAV [U ] := CovAV [U,U ].
Since EA[U |V ] and CovA[U |V ] are defined as L2(P;G)-orthogonal projection, all statements
and identities in the following subsections only hold P-a.s.
Remark 4.2. Goldstein and Wooff (2007, Section 3.3) call CovAV [U,W ] the adjusted covariance
and argue that this is the proper way to define the linear analogue of the conditional covariance.
However, this definition is not in line with the classical conditional covariance (4.2) because it
fails to condition on V a second time; see Example 4.3 below. Note that the ALCC CovAV [U,W ]
is therefore not a random variable but rather the expected value of the LCC CovA[U,W |V ],
hence our term “average linear conditional covariance”; see Theorem 4.15, where we also show
that it coincides with the well-known Gaussian conditional covariance formula, CovAV [U,W ] =
CUW − CUV C†V CVW (and similarly its more general version in the incompatible case). While
CovAV [U,U ] is always non-negative (see Theorem 4.15(b)), CovA[U,W |V ] can take on negative
values (see Theorem 4.7(i)).
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Figure 4.1: In Example 4.3, the conditional expectation E[U |V ] as well as the conditional co-
variance Cov[U |V ] happen to be affine, which is why they coincide with the LCE
EA[U |V ] and the LCC CovA[U |V ], respectively. The ALCC CovAV [U ] = 5/2 captures
the expected value of CovA[U |V ].
Example 4.3. Consider the following simple example of an LCE and an LCC. Let H = G = R,
let P be the uniform distribution on Ω = {1, 2, 3, 4}, and let V and U be as defined below and
illustrated in Figure 4.1.
ω ∈ Ω V (ω) U(ω) EA[U |V ](ω) CovA[U |V ](ω)
1 0 1 0 1
2 0 −1 0 1
3 1 2 0 4
4 1 −2 0 4
By symmetry, EA[U |V ] = E[U |V ] = 0 and, since (V,RA[U |V ]2) takes on only two values,
CovA[U |V ] coincides with the classical conditional covariance Cov[U |V ]. The ALCC CovAV [U ] =
5/2 only captures its expected value.
The main aim of this section is to investigate basic properties of and provide explicit formulae
for the LCE and the LCC.
4.1. Basic Properties of the LCE
This section highlights, in Theorems 4.5 and 4.7 respectively, the ways in which the LCE
shares and lacks the key properties of the exact conditional expectation. We call attention to
the non-trivial conditions that appear to be necessary for the LCE version of the dominated
convergence theorem; see Theorem 4.5(i), Remark 4.6, and Theorem 4.7(g). As mentioned
above, all statements concerning EA[U |V ] and CovA[U |V ] only hold P-a.s.
Lemma 4.4. Let Assumption 3.1 hold and let W ∈ AF ◦ V . Then, a.s.,
E
[
RA[U |V ]] = 0, Cov[RA[U |V ],W ] = 0.
In particular,
Cov
[
EA[U |V ], V ] = Cov[U, V ] a.s.
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By way of comparison with the exact conditional expectation, some basic properties of the
LCE are summarised by the following theorem (a martingale property together with a martingale
convergence theorem are postponed to Theorem 4.12).
Theorem 4.5 (Basic properties satisfied by the LCE and the LCC). Let Assumption 3.1 hold and
let U ′ and Uk ∈ L2(Ω,Σ,P;G) for k ∈ N. Further, let ϕ ∈ A(H;F). The LCE fulfils the
following basic properties P-a.s.:
(a) stability:
EA[U |V ] = E[U |V ], if E[U |V ] ∈ AG ◦ V , in particular,
EA[U |V ] = g a.s. whenever U = g ∈ G a.s., EA[V |V ] = V and EA[ϕ ◦ V |V ] = ϕ ◦ V ;
(b) linearity:
EA[aU + bU ′|V ] = aEA[U |V ] + bEA[U ′|V ] for any a, b ∈ R and
EA[ψ(U)|V ] = ψ(EA[U |V ]) for any ψ ∈ A(G;F);
(c) self-adjointness:
E
[〈U ′,EA[U |V ]〉G] = E[〈EA[U ′|V ],EA[U |V ]〉G] = E[〈EA[U ′|V ], U〉G];
(d) law of total linear expectation:
E
[
EA[U |V ]] = E[U ];
(e) compatibility with conditional expectation:
E
[
EA[U |V ] ∣∣W ] = EA[E[U |W ] ∣∣V ];
E
[
EA[U |V ] ∣∣V ] = EA[E[U |V ] ∣∣V ] = EA[U |V ];
(f) tower properties:
EA
[
E[U |V ] ∣∣W ] = EA[U |W ] if σ(W ) ⊆ σ(V );
EA
[
U
∣∣EA[U |V ]] = EA[U |V ];
EA
[
EA[U |V ] ∣∣ϕ ◦ V ] = EA[E[U |V ] ∣∣ϕ ◦ V ] = EA[U |ϕ ◦ V ], in particular,
EA
[
EA[U |(V,W )] ∣∣V ] = EA[E[U |(V,W )] ∣∣V ] = EA[U |V ];
(g) law of total linear covariance:
Cov[U,W ] = Cov
[
EA[U |V ],EA[W |V ]]+ E[CovA[U,W |V ]], in particular,
Cov[U ] ≥ Cov[E[U |V ]] ≥ Cov[EA[U |V ]] ≥ 0.
(h) pulling out independent factors:
EA[W ⊗ U |V ] = E[W ]⊗ EA[U |V ], if W is independent of (U, V ), in particular,
EA[W |V ] = E[W ], if V and W are independent (this also follows from (a));
(i) L2-dominated convergence theorem (DCT):
‖EA[Uk|V ]−EA[U |V ]‖G a.s.−−−→
k→∞
0 if CV has finite rank and either of the following conditions
holds:
(α) ‖Uk − U‖G a.s.−−−→
k→∞
0 and ‖Uk‖G ≤ Y for all k ∈ N and some Y ∈ L2(P),
(β) ‖Uk − U‖L2(P;G) −−−→
k→∞
0.
Remark 4.6 (Sufficient conditions for the DCT). Note that in Theorem 4.5(i)(α) the dominating
random variable Y ∈ L2(P) is assumed to be square-integrable, which is slightly stronger than
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the conventional assumption Y ∈ L1(P) (a counterexample to the sufficiency of the latter
assumption is provided in Theorem 4.7(g)). On the other hand, (β) is a particularly weak
assumption, too weak for analogous statements on the (regular) conditional expectation E[ • |V ]
in place of EA[ • |V ].
So far, we could only prove the DCT under the condition that CV has finite rank. Note that
counterexamples can easily be constructed (see below) if one only assumes (β). However, the
validity of the DCT under (α) for CV of infinite rank remains an open problem. One obstacle
here is the missing monotonicity of the LCE, see Theorem 4.7(a): ‖Uk‖G ≤ Y a.s. does not
imply that ‖EA[Uk|V ]‖G ≤ Y a.s.
For a counterexample to the DCT under assumption (β) (without the finite-rank assumption)
consider a centered Gaussian random variable V on H = `2 with Karhunen–Loe`ve expansion
V =
∑
n σnZnen, where σn > 0 for all n ∈ N,
∑
n σ
2
n < ∞, Zn i.i.d.∼ N (0, 1) and (en)n∈N is the
canonical basis of H = `2. Choose G = R and Uk = δkZk where δk ↘ 0 such that P[Ak] = 1/k
for Ak = [δkZk ≥ ε] and ε = 1. Then EA[Uk|V ] = Uk by definition of the LCE and, since the
family of events (Ak)k∈N is independent and
∑
k P[Ak] = ∞, the second Borel–Cantelli lemma
implies P[Ak i.o.] = 1. Hence, by Bre´maud (2017, Theorem 4.1.6), EA[Uk|V ] = Uk does not
converge to zero a.s., while (β) is satisfied since δk → 0.
It is also worth mentioning that the LCE does not fulfil several important properties of
conditional expectations. These are summarised by the following statements and the actual
counterexamples are provided in the proof in Appendix B. Note in particular that there are
scalar-valued counterexamples in each case, and so these deficiencies of the LCE are not merely
a consequence of the Hilbert space context.
Theorem 4.7 (Basic properties not satisfied by the LCE and the LCC). For each of the following
desired properties of the LCE, there is an explicit counterexample using R-valued random vari-
ables U , U ′, V , etc. satisfying the assumptions of Theorem 4.5. As usual, all statements have
to be understood P-a.s.
(a) monotonicity: (invalid)
U ≥ U ′ implies EA[U |V ] ≥ EA[U ′|V ] in the case G = R;
(b) triangle inequality: (invalid)∥∥EA[U |V ]∥∥G ≤ EA[‖U‖G |V ];
(c) Jensen’s inequality: (invalid)
f
(
EA[U |V ]) ≤ EA[f(U)|V ] for any convex3 function f : G → R;
(d) pulling out known factors: (invalid)
EA[f(V )U |V ] = f(V )EA[U |V ] for measurable4 maps f : H → R;
(e) (yet another) tower property: (invalid)
EA
[
EA[U |V ] ∣∣W ] = EA[U |W ] if σ(W ) ⊆ σ(V );
(f) Fatou’s lemma: (invalid)
Let G = R and EA[infk∈N Uk|V ] <∞ (alternatively, E[infk∈N Uk|V ] <∞). Then
EA
[
lim infk→∞ Uk
∣∣V ] ≤ lim infk→∞ EA[Uk|V ];
(g) L1-dominated convergence theorem: (invalid)
3Note that Jensen’s (in-)equality holds for affine functions f ∈ A(G;F), cf. Theorem 4.5(b).
4Our counterexample shows that property (d) is invalid even if “measurable” is strengthened to “linear”.
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If ‖Uk − U‖G a.s.−−−→
k→∞
0 and ‖Uk‖G ≤ Y for all k ∈ N and some Y ∈ L1(P), then
‖EA[Uk|V ]− EA[U |V ]‖G a.s.−−−→
k→∞
0.
(h) Lp-contractivity for p 6= 2: (invalid)
EA[ • |V ] is a contractive projection of Lp(P;G) spaces for some 1 ≤ p 6= 2, i.e.
E
[‖EA[U |V ]‖pG] ≤ E[‖U‖pG] for any U ∈ Lp(Ω,Σ,P;G).
(i) non-negativity of the LCC: (invalid)
The LCC CovA[U |V ] is non-negative, CovA[U |V ] ≥ 0.
Note that, in contrast to Theorem 4.7(h), EA[ • |V ] is a contractive projection on L2(P;G);
this follows directly from the definition of the LCE as an L2(P;G)-orthogonal projection.
4.2. Explicit Formula for the LCE: Compatible Case
We are first going assume that ranCV U ⊆ ranCV , which, following Corach et al. (2001) and
Owhadi and Scovel (2018), we call the compatible case. In this case, the orthogonal projection
EA[U |V ] of U onto AG ◦ V turns out to lie in A(H;G) ◦ V , which is generally not closed in
L2(Ω,Σ,P;G). The following theorem provides an explicit formula for the (affine) conditional
mean and generalises Ernst et al. (2015, Lemma 4.1).
Theorem 4.8 (Formula for the LCE: compatible case). If Assumption 3.1 and the range inclusion
ranCV U ⊆ ranCV hold, then the operator C†V CV U : G → H is bounded and the operator γAU |V ∈
A(H;G) defined by
γAU |V (v) := µU + (C
†
V CV U )
∗(v − µV )
minimizes the functional EU |V given by (4.1) within A(H;G). In particular, EA[U |V ] = γAU |V ◦V
a.s., i.e. γAU |V is an LCEF.
Theorem 4.8 is a genuine generalisation of the case dimH <∞ for the following reason, which
is a direct consequence of Theorem A.3:
Corollary 4.9. Under Assumption 3.1, the condition ranCV U ⊆ ranCV is always fulfilled when-
ever CV has closed range, and, in particular, if H is finite dimensional.
4.3. Explicit Formula for the LCE: Incompatible Case
We are now going to treat the general case, in which the orthogonal projection EA[U |V ] of U
can not be expected to lie in A(H;G) ◦ V . We are therefore going to approximate EA[U |V ]
by a sequence of bounded (in fact, even finite-rank) operators γ
(n)
U |V ∈ A(H;G) composed with
V , where the convergence will hold in the L2(P;G) norm as well as a.s. This requires some
additional notation.
Notation 4.10. Let dimH =∞5 and let Assumption 3.1 hold. Consider the eigendecomposition
of the covariance operator CV ,
CV =
∑
n∈N
σn hn ⊗ hn, σ2n ≥ 0,
5This assumption is not substantial and we make it merely for the sake of simplifying our notation. Note that
the finite-dimensional case has been analyzed in the previous subsection.
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where (hn)n∈N is a complete orthonormal system of H. Let n ∈ N, H(n) := span{h1, . . . , hn},
V (n) := PH(n)V and
C :=
(
CU CUV
CV U CV
)
, C(n) := PH(n)CPH(n) =
(
CU C
(n)
UV
C
(n)
V U C
(n)
V
)
.
Since C
(n)
V has finite rank, Theorem A.3 yields ranC
(n)
V U ⊆ ranC(n)V and we can define the
operator γ
(n)
U |V ∈ A(H;G) by
γ
(n)
U |V (v) := µU +
(
C
(n)†
V C
(n)
V U
)∗
(v − µV ).
Further, by Theorem A.3 and adopting the notation therein, the operatorMV U := (C
1/2
V )
†CV U =
RV UC
1/2
U : G → H is well defined and bounded (in fact, it is even Hilbert–Schmidt).
AG ◦ V ∩ L2(Ω, σ(V (n));G) = AG ◦ V (n). (4.3)
Lemma 4.11. Under Assumption 3.1 and using Notation 4.10,
AG ◦ V ∩ L2(Ω, σ(V (n));G) = AG ◦ V (n). (4.4)
Theorem 4.12 (Martingale property and martingale convergence theorem). Under Assumption 3.1
and using Notation 4.10,
(a) (EA[U |V (n)])n∈N is a martingale with respect to the filtration (σ(V (n)))n∈N; more precisely,
E
[
EA[U |V ] ∣∣V (n)] = EA[U |V (n)] a.s.; (4.5)
(b) the following martingale convergence theorem holds a.s. and in Lp(P;G) for 1 ≤ p ≤ 2:
EA[U |V (n)] −−−→
n→∞ E
A[U |V ]. (4.6)
Theorem 4.13 (Formula for the LCE: incompatible case). Under Assumption 3.1 and using No-
tation 4.10, the operators γ
(n)
U |V minimize the functional EU |V given by (4.1) within A(H;G) for
n→∞, i.e.
EU |V (γ(n)U |V ) −−−→n→∞ infγ∈A(H;G) EU |V (γ).
In other words, ∥∥EA[U |V ]− γ(n)U |V ◦ V ∥∥L2(Ω,Σ,P;G) −−−→n→∞ 0. (4.7)
Further, denoting the pushforward of P under V by PV , γ
(n)
U |V ◦ V converges to EA[U |V ] a.s.,
∥∥γ(n)U |V (v)− EA[U |V = v]∥∥G −−−→n→∞ 0 for PV -a.e. v ∈ H. (4.8)
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4.4. Explicit Formula for the LCE: Regularised Case
In most practical applications the means and (cross-)covariance operators of U and V are not
accessible explicitly, but have to be approximated empirically from data (in the simplest case,
from independent and identically distributed samples (un, vn) ∼ PUV , where PUV denotes the
joint distribution of U and V ). Since the Moore–Penrose pseudo-inverse C†V shows an unstable
behaviour when approximated empirically (Klebanov et al., 2020, Section SM2), it is typically
replaced by its regularised version (CV + ε IdH)−1, where ε > 0 is a regularisation parameter.
The following theorem shows that this is a principled way to address this issue, since the resulting
operators minimize a perturbed functional EregU |V . The natural space of operators in this context
turns out to be the space of affine Hilbert–Schmidt operators.
Theorem 4.14 (Formula for the LCE: regularised case). Under Assumption 3.1, the operator
γA2ε ∈ A2(H;G) defined by
γA2ε (v) := µU + CUV (CV + ε IdH)
−1(v − µV )
minimizes the Tikhonov–Philipps-regularised functional
EregU |V (γ) = EU |V (γ) + ε‖γ‖2A2
within A2(H;G), where EU |V is given by (4.1).
4.5. Explicit Formula for the Linear Conditional Covariance
Before we derive a formula for the LCC CovA[U,W |V ], the following theorem states an explicit
formula for and some basic properties of the ALCC CovAV [U,W ]. In particular, as mentioned
earlier in Remark 4.2, we characterise the ALCC as the expected value E
[
CovA[U,W |V ]] of the
LCC — hence our terminology for each of these conditional covariances.
Theorem 4.15 (Properties of the ALCC). Under Assumption 3.1 and using Notation 4.10,
(a) E
[
CovA[U,W |V ]] = CovAV [U,W ];
(b) CovAV [U ] = E
[
CovA[U |V ]] ≥ E[Cov[U |V ]] ≥ 0;
(c) CovAV [U,W ] = CUW −M∗V UMVW ,
in particular, in the compatible case ranCVW ⊆ ranCV ,
CovAV [U,W ] = CUW − CUV C†V CVW .
Remark 4.16. The inequality CovAV [U ] ≥ 0 can also be seen more directly using (c):
CovAV [U ] = CU −M∗V UMV U = CU − (RV UC1/2U )∗RV UC1/2U = C1/2U
(
IdG −R∗V URV U
)
C
1/2
U ≥ 0,
where we used Notation 4.10 and ‖RV U‖ ≤ 1 (cf. Theorem A.3). While its expected value is
always non-negative, the LCC CovA[U |V ] itself can take on negative values, see Theorem 4.7(i).
Remark 4.17. Computing the conditional covariance Cov[U |V = v] for various v ∈ H is often
too costly, in which case one can focus on its mean E[Cov[U |V ]]. The above statements show
that the average LCC E
[
CovA[U |V ]] = CovAV [U ], which can be computed by the Gaussian
conditional covariance formula, never underestimates the true expected conditional covariance
E
[
Cov[U |V ]].
As a consequence, we obtain an explicit formula for the LCC CovA[U,W |V ]:
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Corollary 4.18 (Formula for the LCC). Let Assumption 3.1 hold and let
Z := RA[U |V ]⊗RA[W |V ] : Ω→ L2(F ;G).
Then, using Notation 4.10,
CovA[U,W |V ] = CUW −M∗V UMVW + limn→∞
(
C
(n)†
V C
(n)
V Z
)∗
(V − µV ) a.s.,
where the limit is in the Hilbert–Schmidt norm and
µZ = CUW −M∗V UMVW ,
CV Z = E[V ⊗ (U − EA[U |V ])⊗ (W − EA[W |V ])]− µV ⊗ µZ .
In particular, in the compatible case with ranCVW ⊆ ranCV and ranCV Z ⊆ ranCV ,
CovA[U,W |V ] = CUW − CUV C†V CVW + (C†V CV Z)∗(V − µV ) a.s.
5. Application to Kernel Conditional Mean Embeddings
The above results have a beautiful application to the derivation of conditional mean embeddings
(CMEs), a concept used in machine learning to perform conditioning of random variables after
embedding them into suitable reproducing kernel Hilbert spaces (RKHSs). To this end, let H
and G be two RKHSs over measurable spaces X and Y respectively, with reproducing kernels k
and ` and canonical feature maps ϕ(x) := k(x, • ) and ψ(y) := `(y, • ).
For two random variables X : Ω → X and Y : Ω → Y with joint distribution PXY and
corresponding marginal distributions PX and PY such that V := ϕ(X) ∈ L2(Ω,Σ,P;H) and
U := ψ(Y ) ∈ L2(Ω,Σ,P;G), respectively, the CME E[U |X] can be characterised by the linear-
algebraic transformation
E[U |X] = µU + (C†V CV U )∗ (ϕ(X)− µV ), (5.1)
which holds under appropriate technical assumptions (Klebanov et al., 2020). Formula (5.1) can
be interpreted as saying that application of the Ka´lma´n update or BLUE formulae to RKHS
embeddings of random variables realises the embedding of conditional distributions.
The theory on (affine) linear conditional means from Section 4 provides an alternative proof
and a more insightful and explanatory derivation of (5.1). The main idea is to find conditions
under which the conditional expectation E[U |V ] agrees with the linear conditional expectation
EA[U |V ]. Assuming ϕ to be injective implies that E[U |X] = E[U |V ] and (5.1) then follows
directly from Theorem 4.8, while Theorem 4.13 implies the more generally applicable formula in
Theorem 5.11. The reason why one could hope for E[U |V ] = EA[U |V ] to hold is the celebrated
kernel trick, the guiding theme of RKHS-based methods: many nonlinear problems in the
original spaces X and Y (here, conditioning) become linear-algebraic problems when embedded
into the corresponding RKHSs H and G.
5.1. Setup and Notation
Here, with apologies for the large notational overhead relative to the brevity of the results in
Section 5.2, we introduce the precise technical assumptions and notation needed for the validity
of the CME approach; see Klebanov et al. (2020, Section 2) for a detailed exposition.
Regarding the kernel mean embedding of random variables X : Ω → X and Y : Ω → Y into
RKHSs H and G over X and Y, respectively, with reproducing kernels k and ` via the canonical
feature maps ϕ(x) := k(x, • ) and ψ(y) := `(y, • ) we make the following basic assumptions:
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Assumption 5.1. (a) The space X is a measurable space and Y is a Borel space.
(b) The kernel functions k : X × X → R and ` : Y × Y → R are symmetric positive definite
and measurable and the corresponding RKHSs (H, 〈 • , • 〉H) and (G, 〈 • , • 〉G) are separable.
Moreover, the canonical feature map ϕ(x) := k(x, • ) is injective.6
(c) The random variables V := ϕ(X) and U := ψ(Y ) lie in L2(Ω,Σ,P;G) and L2(Ω,Σ,P;H),
respectively.
(d) For any h ∈ H we have ‖h‖H = 0 if and only if h = 0 PX -a.e. in X .
By Kallenberg (2006, Theorem 5.3), Assumption 5.1(a) ensures the existence of a PX -a.e.-
unique regular version of the conditional probability distribution PY |X=x, x ∈ X , for ran-
dom variables X : Ω → X and Y : Ω → Y. Moreover, by Steinwart and Christmann (2008,
Lemma 4.25), Assumption 5.1(b) guarantees the measurability of ϕ : X → H and ψ : Y → G,
respectively. Assumption 5.1(c) implies that H (resp. G) is continuously embedded in the pre-
Hilbert space L2(PX) (resp. L2(PY )). Furthermore, it also follows that E[‖ψ(Y )‖2G |X = x] <∞
and that G is continuously embedded in L2(PY |X=x) for all x ∈ XY , where XY ⊆ X has full PX
measure, see Klebanov et al. (2020, Section 2). Assumption 5.1(d) clearly holds if k is contin-
uous and supp(PX) = X . In particular, it allows us to view H as a subspace of the Lebesgue
Hilbert space L2(PX).
Subsequently, we work with Bochner spaces L2(PX ;F) where F denotes another separable
Hilbert space (which in our case will be equal to either R or G). Recall that the space L2(PX ;F)
is isometrically isomorphic to the Hilbert tensor product space F ⊗ L2(PX). We comment on
the various perspectives on tensor product space exploited in our proofs in Remark 5.3 below.
For stating our second main result, we require the following definitions.
Notation 5.2. (a) Given a separable Hilbert space F we define L2C(PX ;F) to be the quotient
space L2(PX ;F)/C, where
C := {f ∈ L2(PX ;F) | ∃c ∈ F : f(x) = c for PX -a.e. x ∈ X},
〈[f1], [f2]〉L2C(PX ;F) := 〈f1 − E[f1(X)], f2 − E[f2(X)]〉L2(PX ;F).
In the case F = R, we abbreviate the space L2C(PX ;R) by L2C(PX) and for any subspace
U ⊆ L2(PX ;F) we define UC := U/(U ∩ C) and identify it with a subspace of L2C(PX ;F).
(b) Furthermore, we define the main object of our interest, the conditional mean
m : X → G, m(x) :=
{
E[U |X = x], for x ∈ XY ,
0, otherwise.
Note that m ∈ L2(PX ;G), since Jensen’s inequality, the law of total expectation, and
Assumption 5.1(c) together yield that
‖m‖2L2(PX ;G) = E
[‖E[ψ(Y )|X]‖2G] ≤ E[E[‖U‖2G |X]] = E[‖U‖2G] <∞.
(c) We also introduce the notation
fg(x) := E[g(Y )|X = x] = 〈g,m(x)〉G ,
mainly for the comparison of our formulations to Klebanov et al. (2020).
6The injectivity of ϕ was not required for the derivations in Klebanov et al. (2020). However, it represents a
minor restriction since one typically considers characteristic kernels, which implies injectivity of ϕ.
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Remark 5.3. For F = H and F = L2(PX), we will view the Hilbert tensor product space G ⊗F
from three7 perspectives:
• G⊗F is isometrically isomorphic to the space L2(F ;G) of Hilbert–Schmidt operators from
F to G (Aubin, 2000, Chapter 12) and we sometimes view g ⊗ f ∈ G ⊗ F ∼= L2(F ;G) as
the corresponding mapping from F to G given by
[g ⊗ f ]F→G(f ′) := 〈f, f ′〉F g.
• G ⊗F can be viewed as a set of functions from X to G (Aubin, 2000, Chapter 12). Thus,
we can view g ⊗ f ∈ G ⊗ F ⊆ L2(PX ;G) accordingly as a function on X taking values in
G:
[g ⊗ f ]X→G(x) := f(x) g = [g ⊗ f ]H→G(ϕ(x)),
where the last equality holds for F = H by the reproducing property, in which case we
have established the important observation
fX→G(x) = fH→G(ϕ(x)), f ∈ G ⊗H, x ∈ X . (5.2)
Note that G ⊗ F is indeed a subspace of L2(PX ;G), which is obvious in the case F =
L2(PX), and, in the case F = H, follows from∥∥fX→G∥∥2L2(PX ;G) = E[∥∥fX→G(X)∥∥2G] (5.2)≤ ∥∥fH→G∥∥2L2 E[∥∥ϕ(X)∥∥2H] <∞,
where we used Assumption 5.1(c) in the last step. This is hardly surprising, since H ⊆
L2(PX) by Assumption 5.1(c),(d), but not trivial as we use the RKHS norm ‖ • ‖H in the
construction of G ⊗H, which may not agree with ‖ • ‖L2(PX).
• Since tensor products are commutative up to isometric isomorphism, G ⊗ F is also iso-
metrically isomorphic to L2(G;F) and we can analogously set
[g ⊗ f ]G→F (g′) := 〈g, g′〉F f, f ∈ F , g, g′ ∈ G.
We will sometimes use the resulting identities for arbitrary f ∈ G ⊗ F : with x ∈ X
fG→F (g)(x) = 〈fX→G(x), g〉G , 〈f, g ⊗ f〉G⊗F = 〈fG→F (g), f〉F . (5.3)
However, we will drop the indices F → G, X → G and G → F in the following, since it will
always be clear which version we mean, whenever we apply f ∈ G ⊗F to some element of F , X ,
or G, respectively.
The typical assumption for CMEs is that the functions fg introduced in Notation 5.2(c) must
lie in H for all g ∈ G. Klebanov et al. (2020) discuss several weaker assumptions on fg, which
we are going to adopt in this paper. However, the main purpose of using fg is that, for g = ψ(y)
with y ∈ Y, fψ(y) = µY |X= • (y) and, in fact, all results in Klebanov et al. (2020) rely solely on
these special cases of fg. It is therefore meaningful to restate these assumptions in terms of m
rather than fg.
Assumption 5.4. Under Assumption 5.1 and using Notation 5.2, we introduce the following
assumptions on the functions m ∈ L2(PX ;G):
(A) m ∈ G ⊗H;
7In fact, there is another viewpoint on G⊗F , namely as a set of functions from Y ×X to R, where (g⊗f)(y, x) :=
g(y)f(x), in which case G ⊗ F ⊆ L2(PY ⊗ PX).
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(B) [m] ∈ (G ⊗H)C ;
(C) P
(G⊗H)CL
2
C(PX ;G)
[m] ∈ (G ⊗H)C ;
(uC) PG⊗HL2(PX ;G)m ∈ G ⊗H;
(A∗) m ∈ G ⊗HL2(PX ;G);
(B∗) [m] ∈ (G ⊗H)CL
2
C(PX ;G).
Remark 5.5. Note that these assumptions are slightly stronger than the corresponding assump-
tions on fg in (Klebanov et al., 2020, Section 3). The corresponding implications are formulated
in Proposition 5.6 below. However, by Lemma 5.7, (B∗) still follows from k being characteristic,
providing a verifiable condition for the applicability of the corresponding CME formula (Theo-
rem 5.11). Also, as before, (A∗) follows from k being L2-universal. Indeed, if G ⊗H is dense in
L2(PX ;G), then
G ⊗HL2(PX ;G) ⊆ G ⊗HL2(PX)
G⊗L2(PX)
= G ⊗ L2(PX)G⊗L
2(PX)
= L2(PX ;G).
These and further relations among the conditions in Assumption 5.4 are summarised in Fig-
ure 5.1.
Proposition 5.6. The conditions in Assumption 5.4 imply the corresponding assumptions on fg
in Klebanov et al. (2020, Section 3) (here marked with a subscript “old”). More precisely, under
Assumption 5.1 and using Notation 5.2,
(Aold)(A) =⇒ fg ∈ H for each g ∈ G;
(Bold)(B) =⇒ [fg] ∈ HC for each g ∈ G;
(Cold)(C) =⇒ PHCL2C(PX ) [fg] ∈ HC for each g ∈ G;
(uCold)(
uC) =⇒ PHL2(PX )fg ∈ H for each g ∈ G;
(A∗old)(A
∗) =⇒ fg ∈ HL
2(PX) for each g ∈ G;
(B∗old)(B
∗) =⇒ fg ∈ (H)CL
2
C(PX) for each g ∈ G.
Further,
(C) =⇒ ranCV U ⊆ ranCV ;
(uC) =⇒ ran uCV U ⊆ ran uCV .
Lemma 5.7. Under Assumption 5.1 and using Notation 5.2, if k is a characteristic kernel, then
(G ⊗H)C is dense in L2C(PX ;G) and Assumption 5.4(B∗) is satisfied.
5.2. Derivation of the CME Formula
We are now in a position to re-derive the CME formula under Assumption 5.4. The proofs
are given here in the main text, rather than in Appendix B, to highlight that they are direct
applications of the results of Section 4.
Theorem 5.8 (CME under Assumption 5.4(A) or (B)). Under Assumptions 5.1 and 5.4(B) the
operator C†V CV U : G → H is bounded and
E[U |X] = µU + (C†V CV U )∗(ϕ(X)− µV ) a.s. (5.4)
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G ⊗H = L2(PX ;G) (G ⊗H)C = L2C(PX ;G) ranCV U ⊆ ranCV
(A): m ∈ G ⊗H (B): [m] ∈ (G ⊗H)C (C): P(G⊗H)CL2C(PX ;G) [m] ∈ (G ⊗H)C
(uC): PG⊗HL2(PX ;G)m ∈ G ⊗H
(A∗): m ∈ G ⊗HL2(PX ;G) (B∗): [m] ∈ (G ⊗H)CL
2
C(PX ;G) ran uCV U ⊆ ran uCV
G ⊗H dense in L2(PX ;G) (G ⊗H)C dense in L2C(PX ;G)
k is L2-universal k is characteristic
Proposition 5.6
Proposition 5.6
Remark 5.5 Lemma 5.7
Figure 5.1: A hierarchy of CME-related assumptions. Sufficient conditions for validity of the
CME formula are indicated by solid boxes while the insufficient Assumptions (C)
and (uC), indicated by dashed boxes, have several strong theoretical implications.
Assumption 5.4(B∗) is the most favorable one, since it is verifiable in practice,
and, by Lemma 5.7, in particular is fulfilled if the kernel is universal or even just
characteristic (marked in green). The shaded boxes correspond to Theorems 5.8
and 5.11.
Proof. By Assumption 5.4(B), m(x) = f(x) + c with f ∈ G ⊗ H and c ∈ G. As discussed in
Remark 5.3, we can view f ∈ G ⊗H as an element of both L2(PX ;G) and L2(H;G), and thereby
m as an element of A2(H;G). Hence, (5.2) and the injectivity of ϕ imply that
E[U |V ] = E[ψ(Y )|X] = m(X) = f(X) + c = f(ϕ(X)) + c = m ◦ V a.s.
Since m ∈ A2(H;G) ⊆ A(H;G), the statements follow from Theorem 4.8; the inclusion ranCV U ⊆
ranCV follows from Assumption 5.4(B) by Proposition 5.6, cf. Figure 5.1. 
Remark 5.9. Note that we have proven a stronger statement than originally intended. Namely,
the CME operator (C†V CV U )
∗ is not just bounded, but even Hilbert–Schmidt. However, it can
be argued that this property is already hidden in the assumptions, namely in Assumption 5.4(B),
since G ⊗H ∼= L2(H;G);
Remark 5.10. A similar statement can be proven for uncentered covariance operators under the
stronger Assumption 5.4(A), see Klebanov et al. (2020, Theorem 5.3).
Theorem 5.11 (CME under Assumption 5.4(B∗)). Under Assumptions 5.1 and 5.4(B∗) and using
Notation 4.10, the operators γ
(n)
U |V satisfy∥∥E[U |X]− γ(n)U |V (ϕ(X))∥∥L2(P;G) −−−→n→∞ 0,∥∥E[U |X = x]− γ(n)U |V (ϕ(x))∥∥G −−−→n→∞ 0 for PX-a.e. x ∈ X .
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Proof. By Assumption 5.4(B∗), there exists a sequence f(n) ∈ G ⊗ H, n ∈ N, such that∥∥[f(n)]− [m]∥∥
L2C(PX ;G)
−−−→
n→∞ 0, Therefore, denoting c
(n) := E[m(X)− f(n)(X)] ∈ G,∥∥f(n)(X) + c(n) −m(X)∥∥
L2(P;G) −−−→n→∞ 0.
As discussed in Remark 5.3, f(n) ∈ G ⊗ H can be seen as an element of both L2(PX ;G) and
L2(H;G). Hence, (5.2) and the injectivity of ϕ imply
E[U |V ] = E[ψ(Y )|X] = m(X) = lim
n→∞ f
(n)(X)+c(n) = lim
n→∞ f
(n)(ϕ(X))+c(n) = lim
n→∞ γ
(n)◦V a.s.,
where the limits are in L2(P;G) and γ(n)(h) := f(n)(h) + c(n). Since γ(n) ∈ A2(H;G) ⊆ A(H;G),
this implies that E[U |V ] ∈ AG ◦ V and thereby E[U |V ] = EA[U |V ]. The statements follow from
Theorem 4.13. 
6. Application to Gaussian Conditioning in Hilbert Spaces
While the conditioning of a Gaussian random variable (U, V ) : Ω → G ⊕H on its second com-
ponent is a well-established concept (Hairer et al., 2005; Mandelbaum, 1984), the most general
case (where CV is not necessarily injective) has only been treated rather recently by Owhadi
and Scovel (2018). In that work, by developing an approximation theory for shorted operators
in terms of oblique projections and applying the martingale convergence theorem, the authors
derive approximating sequences for both the conditional expectation E[U |V ] and the conditional
covariance operator Cov[U |V ].
The formula that Owhadi and Scovel (2018, Theorem 3.3) obtain for the conditional expec-
tation E[U |V ] is identical to (4.8) (with E[U |V ] in place of EA[U |V ]). Similar to CMEs in
Section 5, our theory provides an alternative derivation of this formula by
(i) proving E[U |V ] ∈ AG ◦ V , implying the identity E[U |V ] = EA[U |V ];
(ii) applying Theorem 4.13.
Let us give a short sketch of the proof:
Proof sketch for (i). Let U := U − µU , V := V − µV and γ := γU |V : H → G be the
corresponding CEF. Tarieladze and Vakhania (2007, Theorem 3.11) show that there exists a
linear subspace H˜ of H such that V ∈ H˜ a.s. and the restriction γ|H˜ is linear. In the proof, the
authors further construct a sequence γn ∈ L(H;G) such that
γn(h) =
n∑
i=1
〈h, hi〉γ(hi) −−−→
n→∞ γ(h) for all h ∈ H˜.
Using the Karhunen–Loe`ve expansion of V , one can prove∥∥γn ◦ V − γ ◦ V ∥∥2L2(P;G) −−−→n→∞ 0.
Hence E[U |V ] = γ ◦ V ∈ LG ◦ V and thereby E[U |V ] = µU + γ ◦ (V − µV ) ∈ AG ◦ V . 
The appeal to Tarieladze and Vakhania (2007, Theorem 3.11) is somewhat unsatisfactory,
since close inspection of the proof of that theorem reveals that it in fact establishes the entire
conditional mean formula for Gaussian conditioning. In this sense, our derivation of the formula
for the conditional mean E[U |V ] in the Gaussian case is not novel. However, let us now turn to
the conditional covariance Cov[U |V ].
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It is well known that the conditional covariance is constant for Gaussian random variables
(i.e. it does not depend on the value of the conditioning variable), and that, since E[U |V ] =
EA[U |V ], it coincides with the ALCC, Cov[U |V ] = CovAV [U ]. Therefore, our results show
that, in contrast to the conditional expectation, the conditional covariance does require the
approximating sequence established by Owhadi and Scovel (2018, Theorem 3.4), but the explicit
formula from Theorem 4.15(c) applies. In summary, we can consider three versions of the
Gaussian conditional covariance formula:
• the invertible case in which CV is invertible and, in particular, H is finite dimensional:
Cov[U |V ] = CU − CUV C−1V CV U .
• the compatible case in which ranCV U ⊆ ranCV :
By Theorem A.1, the operator C†V CV U ∈ L(G;H) is well defined and bounded and
Cov[U |V ] = CU − CUV C†V CV U .
• the incompatible (or general) case:
By Theorem A.3, the operator MV U := (C
1/2
V )
†CV U is well-defined and bounded and
Cov[U |V ] = CU −M∗V UMV U .
7. Closing Remarks
This paper presents a rigorous theory of the linear conditional expectation (LCE) EA[ • |V ] that
strongly extends the existing theory on Bayes linear analysis (Goldstein and Wooff, 2007).
After the definitions of the linear conditional expectation EA[U |V ] and the linear conditional
covariance (LCC) operator CovA[U,W |V ] — which is related to, but differs from, the so-called
adjusted covariance used in Bayes linear statistics — we studied in detail which properties
of the common conditional expectation E[ • |V ] and conditional covariance Cov[ • , • |V ] hold for
their linear approximations. Amongst others, we proved several tower properties and the laws
of total expectation and total covariance. On the other hand, EA[ • |V ] is neither monotonic,
nor contractive in Lp(P;G) (except for p = 2, which is clear from its definition) and does not
fulfil the triangle inequality. The dominated convergence theorem holds only under modified
assumptions and, so far, could only be proved under the assumption that CV has finite rank
(see Theorem 4.5(i), Remark 4.6, and Theorem 4.7(g)).
We derived explicit formulae for both the LCE and the LCC, distinguishing between the so-
called compatible (simple) and the incompatible (hard) case, as well as providing a regularised
formula for the LCE.
Naturally, whenever EA[U |V ] = E[U |V ], these formulae apply for the common conditional ex-
pectation. This trivial observation allowed us to provide an alternative derivation of the Gaus-
sian conditioning formulae and give a simple and intuitive proof of the widely-used technique of
conditional mean embeddings (CMEs) in machine learning: it turns out that, if U = ψ(Y ) and
V = ϕ(X) are reproducing kernel Hilbert space (RKHS) embeddings of some random variables
X and Y , then the above property holds true under rather mild conditions.
One direction for future work is the derivation of optimal regularisation schemes ε(n) → 0
when the regularised case considered in Section 4.4 is applied to empirical sample data consisting
of n→∞ data points. We anticipate that this will be a rich vein of research, but also decidedly
non-trivial, since such problems admit no general solution and effective strategies (be they a
priori, a posteriori, or heuristic) rely on appropriate source conditions for the unknowns.
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Finally, we note that this work has concentrated on centred (cross-)covariance operators,
which are associated with affine approximations of the conditional expectation function. Some,
but not all of the statements can also be proved for uncentred operators, which are associated
with linear approximations of the CEF and are often used in practice; for example, the uncentred
formulation is commonly used for CMEs. However, the theory with uncentred operators has
weaker statements and is more restrictive, and so we strongly encourage the use of centred
operators.
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A. Technical Results
The following well-known result due to Douglas (1966, Theorem 1) (see also Fillmore and
Williams, 1971, Theorem 2.1) is used several times.
Theorem A.1. Let H, H1, and H2 be Hilbert spaces and let A : H1 → H and B : H2 → H be
bounded linear operators with ranA ⊆ ranB. Then Q := B†A : H1 → H2 is a well-defined and
bounded linear operator, where B† denotes the Moore–Penrose pseudo-inverse of B. It is the
unique operator that satisfies the conditions
A = BQ, kerQ = kerA, ranQ ⊆ ranB∗. (A.1)
Remark A.2. In the original work of Douglas (1966) only the existence of a bounded operator
Q such that A = BQ was shown. However, the construction of Q in the proof is identical to
that of B† (multiplied by A). This connection has been observed before by Arias et al. (2008,
Corollary 2.2 and Remark 2.3), where it was proven in the case of closed range operators, leaving
the proof of the general case to the reader. Moreover, Douglas (1966, Theorem 1) only treats
the case H = H1 = H2; the general case is mentioned as a remark at the end of his paper.
Further, we are going to use the following characterisations of cross-covariance operators due
to Baker (1973, Theorem 1).
Theorem A.3. Under Assumption 3.1, there exists a unique bounded linear operator RV U : G →
H with operator norm ‖RV U‖ ≤ 1 such that
CV U = C
1/2
V RV UC
1/2
U , RV U = P(kerCV )⊥RV UP(kerCU )⊥ . (A.2)
Remark A.4. If H = G = R, then RV U coincides with the Pearson correlation coefficient.
This paper makes extensive use of the following two basic results.
Lemma A.5. Let A : H → G be a trace-class operator such that tr(AB∗) = 0 for any bounded
operator B ∈ L(H;G). Then A = 0.
Proof. Choosing B = A yields ‖A‖L2 = tr(AA∗)1/2 = 0, hence A = 0. 
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Lemma A.6. Let Assumption 3.1 hold, U ′ ∈ L2(Ω,Σ,P;G) and γ ∈ AV (H;G). Then
(a) 〈U − µU , U ′〉L2(P;G) = tr
(
Cov[U,U ′]
)
;
(b) Cov[γ ◦ V,U ] = γ CV U and Cov[U, γ ◦ V ] = (γ CV U )∗.
If γ ∈ A(H;G), then the last equation can be simplified to Cov[U, γ ◦ V ] = CUV γ∗.
Proof. Let (ej)j∈J , J ⊆ N be an orthonormal basis of G. Then
〈U − µU , U ′〉L2(P;G) = 〈U − µU , U ′ − µU ′〉L2(P;G)
= E
[〈U − µU , U ′ − µU ′〉G]
=
∑
j∈J
E
[〈ej , U − µU 〉G 〈U ′ − µU ′ , ej〉G]
=
∑
j∈J
〈ej , CUU ′ej〉G
= tr
[
Cov[U,U ′]
]
,
proving (a). Since V ∈ L2(P;H) and γ ◦ V ∈ L2(P;G), all covariance operators are well defined
and so, for g ∈ G,
Cov[γV, U ](g) = E[γ(V − µV )〈U − µU , g〉G ] = γ E[(V − µV )〈U − µU , g〉G ] = γ Cov[V,U ](g),
proving (b). 
B. Proofs
Proof of Proposition 3.3. We only give the proof of the second statement, which is similar to
the first one but slightly more technical. Let W ∈ AG ◦ V and (γn)n∈N be a sequence in A(H;G),
such that
‖γn ◦ V −W‖L2(P;G) a.s.−−−→
n→∞ 0.
This implies that, for V := V − µV and W := W − µW ,∥∥γn ◦ V −W∥∥L2(P;G) a.s.−−−→n→∞ 0.
By Folland (1999, Corollary 2.32) there exists a subsequence (γnk)k∈N of (γn)n∈N such that∥∥γnk ◦ V (ω)−W (ω)∥∥G −−−→k→∞ 0 for P-a.e. ω ∈ Ω.
Define the linear subspace H0 ⊆ H and the (possibly unbounded) linear operator A0 : H0 → G
by
H0 :=
{
h ∈ H ∣∣ γnk(h) converges in G}, A0(h) := limk→∞ γnk(h) for h ∈ H0,
and extend A0 trivially
8 to a linear operator A on H. Then V ∈ H0 a.s. and A ◦ V = W
a.s. Considering the affine operator γ : H → G given by γ(h) = µW + A(h − µV ) yields that
γ ∈ AV (H;G) and γ ◦ V = W a.s. 
8Choose a Hamel basis B1 of H0, extend it to a basis B1 ∪ B2 of H and set A := A˜ on B1 and A := 0 on B2.
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Proof of Lemma 4.4. Since E
[
EA[U |V ]] = E[U ] (which follows from E and EA[ • |V ] being
orthogonal projections, see the law of total linear expectation in Theorem 4.5(d)), it follows
that E
[
RA[U |V ]] = 0. Hence, by Lemma A.6, for any γ ∈ L(H;G),
0 = 〈RA[U |V ], γ ◦ V 〉L2(P;G) = tr
(
Cov
[
RA[U |V ], V ] γ∗).
By Lemma A.5 this implies that Cov
[
RA[U |V ], V ] = 0. Now let W ∈ AF ◦ V . By Proposi-
tion 3.3, W = γ ◦ V for some γ ∈ AV (H;F). Hence, invoking Lemma A.6 another time,
Cov
[
RA[U |V ],W ] = (γ Cov[V,RA[U |V ]])∗ = 0,
which completes the proof. (Note that the finite trace of the cross-covariance operator was
essential in the above argument.) 
Proof of Theorem 4.5. Properties (a)–(f), except for the second statement on linearity in (b)
and the second tower property in (f), follow directly from the definitions of E[U ], E[U |V ] and
EA[U |V ] as orthogonal projections of U , the identity E[〈 • , • 〉G ] = 〈 • , • 〉L2(P;G) and the inclusions
A(H;G) ◦ V ⊆ L2(σ(V );G) ⊆ L2(Σ;G), A(F ;G) ◦ ϕ ⊆ A(H;G).
For the second statement on linearity in (b) first note that ψ
(
EA[U |V ]) ∈ AF ◦ V . Lem-
mas A.6 and 4.4 imply that, for any γ ∈ A(H;F),
〈ψ(U)− ψ(EA[U |V ]), γ ◦ V 〉L2(P;F) = tr(ψCov[EA[U |V ], V ]γ∗ − ψCov[U, V ]γ∗) = 0,
which completes the proof of (b).
For second tower property in (f) let EA[U |V ] = γ ◦ V ∈ AG ◦ V (using Proposition 3.3) and
assume that there exists δ ∈ A(G;G) such that∥∥U − δ ◦ EA[U |V ]∥∥
L2(P;G) <
∥∥U − EA[U |V ]∥∥
L2(P;G).
Then δ◦γ◦V ∈ AG ◦ V is a better L2(P;G)-approximation of U than EA[U |V ], which contradicts
the definition of EA[U |V ].
For the law of total linear covariance (g), first note that, by the law of total linear expectation
(d) and Lemma 4.4,
E
[
CovA[U,W |V ]] = E[EA[RA[U |V ]⊗RA[W |V ] ∣∣V ]] = Cov[RA[U |V ], RA[W |V ]].
Hence, again by Lemma 4.4,
Cov[U,W ] = Cov
[
EA[U |V ] +RA[U |V ],EA[W |V ] +RA[W |V ]]
= Cov
[
EA[U |V ],EA[W |V ]]+ 0 + 0 + Cov[RA[U |V ], RA[W |V ]]
= Cov
[
EA[U |V ],EA[W |V ]]+ E[CovA[U,W |V ]],
proving the law of total linear covariance in (g). The inequality Cov[U ] ≥ Cov[E[U |V ]] is well
known (it follows from the common law of total covariance). For the second inequality, let
U ′ := E[U |V ]. By the first tower property in (f), EA[U ′|V ] = EA[U |V ]. Hence, by the law of
total linear covariance that was just established,
Cov[U ′] = Cov
[
EA[U ′|V ]]+E[CovA[U ′|V ]] = Cov[EA[U |V ]]+Cov[RA[U ′|V ]] ≥ Cov[EA[U |V ]],
where we used Lemma 4.4 and the law of total linear expectation (d) in the second step, finalising
the proof of (g).
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In order to prove (h), note that the independence of W and (U, V ) implies
Cov[W ⊗U, V ] = E[W ⊗U⊗V ]−E[W ⊗U ]⊗µV = µW ⊗E[U⊗V ]−µW ⊗µU⊗µV = µW ⊗CUV .
Further, by Lemma 4.4, Cov
[
EA[U |V ], V ] = CUV . Since E[µW ⊗ EA[U |V ]] = µW ⊗ µU =
E[W ⊗ U ], Lemma A.6 implies that, for any γ ∈ A(H;F ⊗ G),
〈W ⊗ U − µW ⊗ EA[U |V ], γ ◦ V 〉L2(P;F⊗G) = tr
(
Cov[W ⊗ U − µW ⊗ EA[U |V ], V
]
γ∗
)
= tr
((
Cov[W ⊗ U, V ]− µW ⊗ CUV
)
γ∗
)
= 0.
Therefore, µW ⊗ EA[U |V ] is the L2(P;F ⊗ G)-orthogonal projection of W ⊗ U onto
AF⊗G ◦ V .
In order to prove9 (i) first note that, by linearity (b), we may assume that U = 0. Further,
since (α) =⇒ (β), we may simply assume that (β) holds. This implies that
µUk −−−→
k→∞
0, ‖CUk‖ −−−→
k→∞
0, CUkV = C
1/2
Uk
RUkV C
1/2
V −−−→k→∞ 0, (B.1)
where we used Theorem A.3 and adopted the notation therein (note that CUkV has finite rank,
since CV has finite rank by assumption). By Lemma 4.4 and Lemma A.6,
γAUk|V CV = Cov[γ
A
Uk|V ◦ V, V ] = Cov[EA[Uk|V ], V ] = CUkV −−−→k→∞ 0.
Therefore, γAUk|V
∣∣
ranCV
−−−→
k→∞
0 and, by the assumption of finite rank,
V ∈ ranCV a.s. and γAUk|V ◦ V
a.s.−−−→
k→∞
0.
Denoting the constant part of γAUk|V by bk ∈ G, i.e. γAUk|V (v) = bk + γAUk|V (v) for v ∈ H, the law
of total linear expectation (d) implies
bk + γ
A
Uk|V µV = E
[
EA[Uk|V ]
]
= µUk
a.s.−−−→
k→∞
0.
Since µV ∈ ranCV and γAUk|V
∣∣
ranCV
−−−→
k→∞
0, we obtain bk −−−→
k→∞
0 and thereby
EA[Uk|V ] = bk + γAUk|V ◦ V
a.s.−−−→
k→∞
0.

Proof of Theorem 4.7. We choose H = G = F = R for all counterexamples provided in this
proof. For counterexamples to (a)–(e), let P to be the uniform distribution on Ω = {1, 2, 3} and
the random variables V , U1 := V and U2 := W := |V | be given by
ω ∈ Ω U1(ω) = V (ω) U2(ω) = W = |V (ω)| EA[U1|V ](ω) EA[U2|V ](ω)
1 −1 1 −1 2/3
2 0 0 0 2/3
3 1 1 1 2/3
9A simpler proof can be obtained from using Theorem 4.8: After establishing (B.1), (i) follows from
EA[Uk|V ] = µUk + (C†V CV Uk )∗(V − µV ) a.s.−−−−→
k→∞
0.
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Figure B.1: Left: Counterexample to Theorem 4.7(a)–(e) as described above, with the cor-
responding LCEs EA[Uk|V ], k = 1, 2. Right: Counterexample to Fatou’s lemma
(Theorem 4.7(f)) with corresponding LCEs EA[Uk|V ], k ∈ N.
Clearly, EA[U1|V ] = U1 = V and, by solving a simple linear regression (or simply by symmetry
and Theorem 4.5(d)), EA[U2|V ] ≡ 2/3, as illustrated in Figure B.1 (left). Therefore, U2 ≥ U1, but
EA[U2|V ]  EA[U1|V ], disproving (a). Further, |EA[U1|V ]| ≤ EA[|U1||V ] does not hold, providing
a counterexample to (b) and (c). For f : R→ R, f(x) = x, we obtain f(V )EA[U1|V ] = V 2, which
clearly cannot equal EA[f(V )U1|V ], since it is not an affine transformation of V , disproving (d).
Finally, EA
[
EA[U2|V ]
∣∣W ] = EA[2/3|W ] = 2/3 a.s., which clearly differs from EA[U2|W ] = W and
thereby provides a counterexample to (e).
Since EA lacks monotonicity, a counterexample to (f) is easy to construct. Consider the
uniform distribution P on Ω = {1, 2, 3} and V as well as the sequence (Uk)k∈N given by
ω ∈ Ω V (ω) U2k+1(ω) U2k(ω) lim inf
k→∞
Uk(ω) lim inf
k→∞
EA[Uk|V ](ω)
1 −1 0 1 0 −1/6
2 0 0 0 0 2/6
3 1 1 0 0 −1/6
Then EA[lim infk→∞ Uk|V ] = EA[0|V ] = 0, while lim infk→∞ EA[Uk|V ](ω) < 0 for ω = 1 and
ω = 3, which follows from the solution of a simple linear regression problem and is visualised in
Figure B.1 (right).
Let us now construct a counterexample to the (conventional) dominated convergence theorem
(g). Let ε > 0 and α = (2 + 2ε)−1, e.g. ε = 1/4 and α = 2/5. Let P be the uniform distribution
on Ω = [−1, 1] and
V (ω) =
{
(1 + ω)−α − 1 for ω ∈ [−1, 0],
−(1− ω)−α + 1 for ω ∈ [0, 1],
Uk(ω) =

(1 + ω)−2α − 1 for ω ∈ [ 12k − 1, 1k − 1],
−(1− ω)−2α + 1 for ω ∈ [1− 1k , 1− 12k ],
0 otherwise,
as illustrated in Figure B.2. Clearly, each Uk is bounded and thereby lies in L
2(P;G) and
Uk
a.s.−−−→
k→∞
0. Then, EA[Uk|V ] = akV + bk for some ak, bk ∈ R where bk = 0 for symmetry
24
The Linear Conditional Expectation in Hilbert Space
-1 0 1
1!k
k
1!2k
2k
k!1
k
2k!1
2k
V (!)
Uk(!)
EA[UkjV ](!)
-1 0 1
V (!)
Uk(!)
EA[UkjV ](!)
Figure B.2: Counterexample to the dominated convergence theorem (Theorem 4.7(g)). Note
that we plot EA[Uk|V ] as a function of ω (and not of V ) which is why it not a linear
function in contrast to the other plots, while being a multiple of V by the factor
αk. For sufficiently small ε > 0, this factor αk increases with k (here k = 3 (left),
k = 70 (right) and ε = 0.01) as can be seen from the dotted red lines in the two
plots. Therefore, in contrast to (Uk)k∈N, the sequence of LCEs (EA[Uk|V ])k∈N does
not converge to zero a.s.
reasons. Let β := 3α − 1 and note that β > 0 for sufficiently small ε (β = 1/5 in the above
example). A straightforward computation shows that
‖akV − Uk‖2L2(P;G) = a2k ‖V ‖2L2(P;G) − 2ak〈V,Uk〉L2(P;G) + ‖Uk‖2L2(P;G)
=
2(1 + ε)
ε
a2k −
4kβ
β
(2β − 1) ak + ‖Uk‖2L2(P;G),
which is minimised by ak =
(2β−1)ε
β(1+ε) k
β −−−→
k→∞
∞, which contradicts EA[Uk|V ] = akV a.s.−−−→
k→∞
0.
The following two counterexamples disprove (h) for every p < 2 and for every p > 2, respec-
tively (for p = 2 the projection is clearly contractive, since it is orthogonal). Choose P to be the
uniform distribution on Ω = {1, 2, 3, 4} and the random variables V , U1 and U2 in the following
way, where ε ∈ (0, 1) is a free parameter yet to be chosen.
ω ∈ Ω V (ω) U1(ω) U2(ω)
1 −1 −1 −1
2 −ε 0 −2ε
3 ε 0 2ε
4 1 1 1
Again, the computation of EA[Uj |V ] = ajV + bj , aj , bj ∈ R, j = 1, 2, reduces to a linear
regression that is solved by
b1 = b2 = 0, a1 =
1
1+ε2
, a2 =
1+2ε2
1+ε2
.
Note that E[|U1|p] = 12 , E[|U2|p] = 12(1 + (2ε)p) and E
[|EA[Uj |V ]|p] = 12apj (1 + εp), j = 1, 2. It
follows that the inequality in (h) for U = Uj , j = 1, 2, holds whenever
f1(ε) := (1 + ε
2)p − (1 + εp) ≥ 0, (B.2)
f2(ε) := (1 + ε
2)p(1 + 2pεp)− (1 + 2ε2)p(1 + εp) ≥ 0, (B.3)
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Figure B.3: Top: Counterexample to Theorem 4.7(h) for 1 ≤ p < 2. Bottom: Counterexample
to Theorem 4.7(h) for p > 2. Left: LCEs for the above examples and ε = 0.3. Right:
The functions f1(ε) and f2(ε) for several values of p. For every p < 2 (respectively
p > 2) there exists a sufficiently small ε > 0 such that fj(ε) < 0, j = 1, 2.
respectively. Bernoulli’s inequality (1 + x)r ≤ 1 + rx for x ≥ −1 and exponents 0 ≤ r ≤ 1
implies that, for 1 ≤ p ≤ 2,
f1(ε) = (1 + ε
2)(1 + ε2)p−1 − (1 + εp)
≤ (1 + ε2)(1 + (p− 1)ε2)− (1 + εp)
= pε2 + (p− 1)ε4 − εp.
Since, for any p < 2, pε2 +(p−1)ε4 < εp for sufficiently small ε, we can falsify (B.2) and thereby
disprove (h) for any p < 2.
For fixed p > 2 consider the Taylor polynomial of degree 2 for f2, namely T2f2(ε) = −pε2;
note that this is not a Taylor polynomial of f2 for p < 2. Hence, (B.3) cannot hold for sufficiently
small ε, providing a counterexample to (h) for any p > 2.
Figure B.3 illustrates the counterexamples for ε = 0.3 (left) as well as the functions f1(ε) and
f2(ε) for several values of p.
We now give a counterexample to (i). Let P be the uniform distribution on Ω = {1, . . . , 6}
and V and U given by
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Figure B.4: In contrast to the conditional covariance Cov[U |V ], the LCC CovA[U |V ] can take on
negative values, while its expected value CovAV [U ] is guaranteed to be non-negative.
ω ∈ Ω V (ω) U(ω) EA[U |V ](ω) RA[U |V ]2(ω) CovA[U |V ](ω)
1 −1 1 }
0 1 16(7−N2)2 −1 −1
3 0 1
}
0 1 13(2 +N
2)
4 0 −1
5 1 N
}
0 N2 16(1 + 5N
2)
6 1 −N
where N > 0. By symmetry, EA[U |V ] = E[U |V ] = 0 while CovA[U |V ] = 12(N2 − 1)V + 13(N2 +
2), which follows from the solution of a simple linear regression problem and is visualised in
Figure B.4. If N > 0 is sufficiently large, CovA[U |V ](ω) clearly takes on negative values for
ω = 1, 2. 
Proof of Theorem 4.8. First note that, by Theorem A.1, C†V CV U ∈ L(G;H) is well-defined
and bounded and that CV (C
†
V CV U ) = CV U , which implies γ
A
U |V CV = (C
†
V CV U )
∗CV = CUV .
We have to show that U−γAU |V ◦V is L2(P;G)-perpendicular to γ ◦V for any other γ ∈ A(H;G).
Since E[γAU |V ◦ V ] = µU = E[U ], it follows by Lemma A.6 that
〈U − γAU |V ◦ V, γ ◦ V 〉L2(P;G) = tr
(
Cov
[
U − γAU |V ◦ V, V
]
γ∗
)
= tr
((
CUV − γAU |V CV
)
γ∗
)
= 0,
as required. 
Proof of Lemma 4.11. The Karhunen–Loe`ve expansion of V takes the form
V = µV +
∑
i∈N
Zi hi,
where the Zi are uncorrelated real-valued random variables over (Ω,Σ,P) with E[Zi] = 0 and
V[Zi] = σ2i for all i ∈ N. Observe that σ(V (n)) = σ(Z(n)), where Z(n) := (Z1, . . . , Zn).
Now let W ∈ AG ◦ V ∩L2(Ω, σ(V (n));G). Since W ∈ AG ◦ V , there exists a sequence (γk)k∈N in
A(H;G) such that ‖γk◦V −W‖L2(P;G) −−−→
k→∞
0. In order to show that W ∈ AG ◦ V (n), we will find
a sequence (γ˜k)k∈N in A(H;G) such that ‖γ˜k◦V (n)−W‖L2(P;G) −−−→
k→∞
0. To this end, we shift each
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γk by a constant, choosing γ˜k(v) := γk(v) + γk(µV −µ(n)V ), where µ(n)V := E[V (n)] = PH(n)µV . In
order to prove above convergence observe that E[W |V (n)] = W , since W is σ(V (n))-measurable,
and that
E[γk(V − µV )|V (n)] = γk
(
E
[∑
i∈N
Zi hi
∣∣∣∣Z(n)]) = γk( n∑
i=1
Zi hi
)
= γk
(
V (n) − µ(n)V
)
,
as the random variables Zi are uncorrelated. Since conditional expectations are L
2(P;G)-
contractive projections, it follows that
‖γ˜k ◦ V (n) −W‖L2(P;G) =
∥∥γk(V (n) − µ(n)V )−W + γk(µV )∥∥L2(P;G)
=
∥∥E[γk(V − µV )∣∣V (n)]− E[W ∣∣V (n)]+ γk(µV )∥∥L2(P;G)
=
∥∥E[γk(V )−W |V (n)]∥∥L2(P;G)
≤ ‖γk ◦ V −W‖L2(P;G)
−−−→
k→∞
0.
The second inclusion in (4.4) is trivial. 
Proof of Theorem 4.12. Claim (a) follows from Lemma 4.11 via
E
[
EA[U |V ]∣∣V (n)] = PL2(Ω,σ(V (n));G) PAG◦V U = PAG◦V (n) U = EA[U |V (n)],
where all orthogonal projections are taken with respect to the L2(Ω,Σ,P;G) inner product.
Since EA[U |V ] = E[EA[U |V ]∣∣V ] by Theorem 4.5(e) and using (4.5), claim (b) follows directly
from Chatterji (1960, Theorems 2 and 6) or Klenke (2013, Theorems 11.7 and 11.10). 
Proof of Theorem 4.13. Since C
(n)
V has finite rank, Theorem A.3 yields ranC
(n)
V U ⊆ ranC(n)V
and Theorem 4.8 implies
EA[U |V (n)] = P
AG◦V (n)U = γ
(n)
U |V ◦ V (n) = γ
(n)
U |V ◦ V.
The statements follow directly from Theorem 4.12. 
Proof of Theorem 4.14. First note that γA2ε ∈ A2(H;G), since it is a shifted composition of the
Hilbert–Schmidt operator CUV and the bounded operator (CV +ε IdH)−1. Now let γ ∈ A2(H;G)
and δ := γ − γA2ε ∈ A2(H;G). Since E[γA2ε ◦ V ] = µU , Lemma A.6 implies that
E[〈U − γA2ε ◦ V, δ ◦ V 〉G ] = tr(CUV δ∗ − γA2ε CV δ∗)
= tr
(
CUV (CV + ε IdH)−1(CV + ε IdH−CV )δ∗
)
= ε tr
(
γA2ε δ
∗)
= ε 〈γA2ε , δ〉L2 .
Hence,
EregU |V (γ) = EregU |V (γA2ε ) + E[‖δ(V )‖2G ] + ε‖δ‖2L2 −2E[〈U − γA2ε (V ), δ(V )〉G ] + 2 ε 〈γA2ε , δ〉L2︸ ︷︷ ︸
= 0
≥ EregU |V (γA2ε ),
proving the claim. 
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Proof of Theorem 4.15. By the law of total linear expectation in Theorem 4.5(d),
E
[
CovA[U,W |V ]] = E[EA[RA[U |V ]⊗RA[W |V ] ∣∣V ]]
= E
[
RA[U |V ]⊗RA[W |V ]]
= CovAV [U,W ],
proving (a). By the law of total covariance and its linear version in Theorem 4.5(g), we obtain
E
[
Cov[U |V ]] = Cov[U ]− Cov[E[U |V ]] ≤ Cov[U ]− Cov[EA[U |V ]] = E[CovA[U |V ]],
proving (b) (the equality in (b) follows directly from (a)). In order to prove (c), first note that,
by Theorem A.3 and using Notation 4.10,
C
1/2
V (γ
(n)
U |V )
∗ = C1/2V C
(n)†
V C
(n)
V U = PH(n)RV UC
1/2
U −−−→n→∞ RV UC
1/2
U = MV U .
Hence, by (4.7) and Lemma A.6,
Cov
[
EA[U |V ],EA[W |V ]] = lim
n→∞Cov
[
γ
(n)
U |V ◦ V, γ
(n)
W |V ◦ V
]
= lim
n→∞ γ
(n)
U |V CV (γ
(n)
W |V )
∗
= lim
n→∞
(
C
1/2
V (γ
(n)
U |V )
∗)∗ (C1/2V (γ(n)W |V )∗)
= M∗V UMVW .
By (a) and the law of total linear covariance in Theorem 4.5(g), we obtain
CovAV [U,W ] = Cov[U,W ]− Cov
[
EA[U |V ],EA[W |V ]] = CUW −M∗V UMVW ,
thus completing the proof. 
Proof of Corollary 4.18. Noting that µZ = CovAV [U,W ], the claim follows directly from
Theorems 4.8, 4.13, and 4.15. 
Proof of Proposition 5.6. In this proof m will be viewed as an element of L2(G;L2(PX)),
which is isometrically isomorphic to G ⊗ L2(PX) ∼= L2(PX ;G) (see Remark 5.3). In this case
fg = m(g) by (5.3).
If m ∈ L2(G;H), then clearly fg = m(g) ∈ H and this shows that (A) =⇒ (Aold).
Now let [m] ∈ (G ⊗ H)C . Then there exist h ∈ G ⊗ H and c ∈ G such that h(x) + c = m(x)
for PX -a.e. x ∈ X , which implies fg = m(g) = h(g) + 〈c, g〉G PX -a.e. in X . Since h(g) ∈ H and
〈c, g〉G ∈ R for each g ∈ G, this shows that (B) =⇒ (Bold).
Let h ∈ G ⊗ H be such that [h] = P
(G⊗H)CL
2
C(PX ;G)
[m]. Letting c := E[(m − h)(X)] ∈ G and
denoting the unit constant function by 1 ∈ L2(PX), it follows that, for each h ∈ H and g ∈ G,
0 = 〈[h]− [m], [g ⊗ h]〉L2C(PX ;G)
= 〈h + c⊗ 1−m, g ⊗ h− g ⊗ E[h(X)]〉G⊗L2(PX)
= 〈h(g) + 〈c, g〉G1−m(g), h− E[h(X)]〉L2(PX)
= 〈[h(g)]− [m(g)], [h]〉L2C(PX),
where we used (5.3) and 〈c, g〉G = E[(m(g) − h(g))(X)]. Since h(g) ∈ H, this shows that (C)
=⇒ (Cold).
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If h := PG⊗HL2(PX ;G)m ∈ G ⊗H, then, for each h ∈ H and g ∈ G,
0 = 〈h−m, g ⊗ h〉G⊗L2(PX) = 〈h(g)−m(g), h〉L2(PX),
where we used (5.3). Since h(g) ∈ H, this shows that (uC) =⇒ (uCold).
If m ∈ G ⊗HL2(PX ;G), then there exists a sequence (hn)n∈N in G ⊗ H such that ‖hn −
m‖L2(G;L2(PX)) → 0 as n→∞. Let g ∈ G and hn := hn(g) ∈ H, n ∈ N. Then
‖hn − fg‖L2(PX) = ‖hn(g)−m(g)‖L2(PX) ≤ ‖hn −m‖L2(G;L2(PX)) ‖g‖G −−−→n→∞ 0,
which proves (A∗) =⇒ (A∗old).
Finally, let [m] ∈ (G ⊗H)CL
2
C(PX ;G). Then there exists a sequence (hn)n∈N in G ⊗ H such
that ‖[hn] − [m]‖G⊗L2C(PX) → 0 as n → ∞, i.e. ‖hn + cn ⊗ 1 − m‖G⊗L2(PX) → 0 as n → ∞
where cn := E[(m − hn)(X)] ∈ G and 1 ∈ L2(PX) is the unit constant function. Let g ∈ G,
hn := hn(g) ∈ H and rn := 〈cn, g〉G1, n ∈ N. Then, as n→∞,
‖hn+rn−fg‖L2(PX) = ‖hn(g)+〈cn, g〉G1−m(g)‖L2(PX) ≤ ‖hn+cn⊗1−m‖L2(G;L2(PX))‖g‖G → 0,
which proves (B∗) =⇒ (B∗old).
The last two implications follow from the above and Klebanov et al. (2020, Theorems 4.1 and
5.1). 
Proof of Lemma 5.7. Suppose that (G ⊗ H)C is not dense in L2C(PX ;G). Then there exists
f ∈ L2(PX ;G) that is not PX -a.e. constant (i.e. there is no c ∈ G such that f(x) = c for PX -a.e.
x ∈ X ) such that [f] ⊥L2C(PX ;G) (G ⊗ H)C . Let f˜ := f − E[f(X)] and Pf˜ = f˜#PX denote the
pushforward measure of PX under f˜.
Then there exists g∗ ∈ supp(Pf˜) ⊆ G such that g∗ 6= 0 (otherwise Pf˜(G \{0}) = 0 and therefore
f˜ = 0 PX -a.e.). Hence, after proper normalisation of f˜, we can define the following two distinct
probability measures on X :
Q1(E) :=
∫
E
|〈˜f(x), g∗〉G |dPX(x), Q2(E) :=
∫
E
|〈˜f(x), g∗〉G | − 〈˜f(x), g∗〉G dPX(x)
for every measurable subset E ⊆ X . Indeed, for ε := ‖g∗‖G/2 > 0 and any g = g∗ + w ∈
Bε(g∗) := {g∗ + w | w ∈ G, ‖w‖G < ε}, the reverse triangle inequality implies 〈g, g∗〉G ≥
‖g∗‖2G − ‖w‖G‖g∗‖G > 2ε2. Hence, since g∗ ∈ supp(Pf˜), it follows that, for E = f˜−1(Bε(g∗)),
Q1(E)−Q2(E) =
∫
E
〈˜f(x), g∗〉G dPX(x) ≥ 2ε2 PX(E) = 2ε2 Pf˜(Bε(g∗)) > 0.
Since, for every h ∈ G ⊗H,
〈˜f, h〉L2(PX ;G) = 〈f− E[f(X)], h〉L2(PX ;G)
[f]⊥(G⊗H)C
= 〈f− E[f(X)],E[h(X)]〉L2(PX ;G) = 0,
it follows that f˜ ⊥L2(PX ;G) G ⊗H. Let Z1 ∼ Q1, Z2 ∼ Q2 and x ∈ X . Since g∗ ⊗ ϕ(x) ∈ G ⊗H,(
E[ϕ(Z1)]− E[ϕ(Z2)]
)
(x) =
∫
X
k(x, x′) 〈˜f(x′), g∗〉G dPX(x′) = 〈g∗ ⊗ ϕ(x), f˜〉L2(PX ;G) = 0,
where we used (5.2), contradicting the assumption of k being characteristic. 
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