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Abstract— This paper introduces a novel personalised 
modelling framework and system for analysing Spatio-Temporal 
Brain Data (STBD) along with person clinical static data.  For 
every individual, based on selected subset of similar to this 
individual clinical data,   a subset of STBD is used for training a 
personalised Spiking Neural Network (PSNN) model using the 
recently proposed NeuCube SNN architecture. The proposed 
method is illustrated on a case study of personalised modelling 
using clinical and EEG data of two groups of subjects – drug 
addicts and addicts under medication.   
 
The PSNN models help to achieve a better classification 
accuracy compared to global SNN models or when using 
traditional AI methods. A PSNN model visualisation enables 
discovery of new knowledge about individual persons and to 
distinguish complex STBD across subjects.   
 
Keywords— personalised modelling; spiking neural networks; 
NeuCube; spatiotemporal data;EEG data; opiate addict; methadone 
maintenance treatment  
I. INTRODUCTION 
Personalised modelling is currently one of the main 
techniques for modelling and pattern discovery in the machine 
learning area.  So far massive amount of patient static and 
dynamic datasets are available and need to be precisely 
analysed. Numerous personal events, such as personalised 
treatment for individual patient, can be obtained if we can model 
and learn the triggering patterns hidden deep in the patient data. 
Various techniques have been developed for recording brain 
dynamics and massive amount of Spatio-Temporal Brain Data 
(STBD), such as EEG, fMRI etc. [1], [2] have been 
accumulated. It becomes obvious that a unifying spatio-
temporal computational approach is needed for proper analysis, 
understanding and utilisation of such complex STBD. 
In this study, we introduce a personalised modelling 
approach which deals with person clinical static information as 
well as the person dynamic brain information as suggested in 
[9].  The model is based on SNN architecture. We demonstrate 
how SNN can be used to create efficient personalised modelling 
systems which reveal complex dynamic patterns that help 
understand individual person performance. The proposed 
 
 
system has been applied on EEG data case study for 
comparative analysis of personalised SNN models created for 
opiate addict patients versus those ones under methadone 
maintenance treatment. The models result in more accurate 
classification accuracy and better understanding of individual 
patient’s response to methadone maintenance treatment.  The 
results are also compared to global SNN models trained on the 
same EEG data, reported in [3]. 
Personalised modelling framework for static gene data 
analysis and biomedical applications was proposed by Kasabov 
in Integrated Model for Personalised Modelling (IMPM) [4]. In 
[9] and [20] this method was extended to the use of both static 
and dynamic, temporal personal data with the use of SNN and 
the method was demonstrated on stroke event prediction.  
In the proposed method in this paper we introduce for the 
first time the integration of clinical, static data and EEG STBD 
using the NeuCube SNN architecture and the approach from [9] 
and [20]. 
The paper is organised as follows: section II explains the 
NeuCube SNN-based architecture; section III explains the 
personalised modelling approach based on the NeuCube and the 
used EEG data case study; section IV reports some 
experimental results. 
II. THE NEUCUBE SNN-BASED ARCHITECTURE  
Spiking Neural Networks (SNN) are computational models 
that consist of spiking neurons as processing units for modelling 
and learning data. In comparison with traditional neuronal 
networks, SNN can integrate both spatial and temporal 
information as locations of synapses and the time of their 
spiking activity respectively [5]-[10].  
Several spiking neuronal models have been proposed so far. 
As one implementation, the popular Leaky-Integrate-and Fire 
Model (LIFM) is used here.  
The paper uses a recently proposed SNN architecture – 
NeuCube [10], [23] that refers also to elements of previous 
studies [11]-[17]. 
 NeuCube consists of several functional modules [10], [18], 
and [23]: 
• Input data encoding. 
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• Input variables spatial mapping and unsupervised 
learning in a 3D brain-like SNNcube. 
• Supervised learning in an output classification/regression 
module [8]. 
• Parameter optimisation.  
• Visualisation and knowledge extraction.  
Input data encoding: continuous streams of STBD are 
encoded into sequences of spikes using a Threshold-Based 
Representation method (TBR) as one implementation. Fig. 1 
shows an example of single temporal variable encoding 
process. Then the encoded spike trains of the STBD variables 
will be entered into the SNNcube module for unsupervised 
training.  
SNNcube has a 3D brain-like structure with recurrent 
connections. Initial neuronal connections are generated with the 
use of the “small world” connectivity rule. The spatial distance 
of two neurons is calculated to determine their initial 
connection weight. According to this rule, neurons within small 
area are more densely connected, and the weight of the 
connections are depended on the distance between the neurons 
 Each neuron in the SNNcube corresponds to a brain area 
according to a general brain template (such as Talairach [21], 
MNI, etc.). Each input neuron in the SNNcube has the same 
(x,y,z) coordinates as the corresponding input data variable 
(EEG channel) in the used brain template. The input EEG spike 
trains are propagated through the SNNcube via the allocated 
input neurons and unsupervised learning is applied. 
Unsupervised learning in a 3D SNNcube is performed using 
Spike-Timing Dependent Plasticity (STDP) learning rule [22]  
as one implementation. During the learning, efficacy of 
synapses is strengthened or weakened based on the timing of 
post-synaptic action potential in relation to the pre-synaptic 
spike. If pre-synaptic neuron i spikes first and then post-
synaptic neuron j spikes, then the connection weight Wij 
between these two neurons i and j increases, otherwise it 
decreases. 
Then a supervised learning in an output 
classification/regression module [8] is performed using 
dynamic evolving Spiking Neural Networks (deSNN) [8]. 
 
Fig. 1. An example of a STBD signal (top row) encoded into positive 
and negative spikes (below row) using a Threshold-Based 
representation method (TBR). The raw temporal data belongs to one 
EEG channel variable recorded over time. If the STBD signal increases 
more than a threshold, positive spikes are generated. If the STBD 
signal drops more than a threshold, negative spikes are generated 
 deSNN is computationally efficient model and emphasizes 
the importance of the first spike, which has been observed in 
biological systems. This is performed to train the output 
classifier neurons using class label information associated with 
the training samples. The output classifier is trained using the 
Rank-Order (RO) learning rule to initiate connection weights 
and a drift parameter to adjust them according to following 
spikes on the same synapse.  
During the supervised training of an output deSNN, for every 
training sample (a labelled input spatio-temporal pattern), an 
individual output neuron i is evolved and connected to all 
spiking neurons in the SNNcube. An output neuron is trained to 
recognize the spatio-temporal pattern of activity in the already 
trained SNNcube that is triggered when an individual spatio-
temporal input pattern corresponding to this individual is 
propagated through the SNNcube. 
III. PERSONALISED MODELLING WITH A NEUCUBE SNN 
MODEL 
In this research, instead of building a global model and 
training it with STBD of the whole patient population, for every 
patient we will build a personalised SNN model to train it only 
on STBD of those patients that have similar static clinical 
factors. Patients with similar medical factors (drug types, long 
term or short term usage, methadone dos, etc.) may fall into a 
similar STBD pattern category due to similar medical effects on 
their brain functions.  
We hypothesize that personalised modelling with SNN could 
be successfully used, if the PSNN models learn from the most 
informative STBD which are selected based on the similarity in 
the patients static data which is also the foundation of the 
method proposed in [9] and [20].   
A. Personalised SNN Models Trained on EEG STBD 
The proposed NeuCube personalised modelling for STBD is 
performed based on the following steps:  
1. Select K-nearest neighbour vectors to a new individual 
vector x1 from the global static data and form a cluster of 
similar samples with close proximity to vector x1. 
2. Select the STBD of the selected K-nearest samples. 
3. Using the selected STBD, train a PSNN model as 
SNNcube using unsupervised learning. 
4. Train a classifier for the x1 SNN model using deSNN. 
   During the unsupervised STDP learning process, the 
neuronal connections are evolved and adapted in the SNNcube. 
The more spikes transmitted are between two connected 
neurons at time t, the stronger the connection is between them. 
The SNNcube learns to generate specific trajectories of spiking 
activities when a particular input pattern is entered. The 
proposed NeuCube SNN-based personalised modelling 
framework is graphically shown in Fig.2. The framework is 
implemented as a PSNN software development system in 
Matlab that complements the NeuCube SNN generic 
development system (see www.kedri.aut.ac.nz/neucube/) [18], 
(Fig.3). 
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Fig. 2. A block diagram of the NeuCube SNN-based personalised modelling approach. Vector-based personal static data is available, each vector 
represents a person’s static clinical features, such as opiate use duration, methadone dose, etc. For every new input person ݔ௜, K nearest static 
data vectors to ݔ௜ are selected. Then the dynamic STBD of those K nearest subjects are used to train the personalised SNNcube using STDP 
learning. 
 
Fig. 3. A NeuCube SNN-based personalised modelling system is developed as part of the NeuCube integrated platform [18]. The EEG STBD 
and the person static information is loaded; subject ID 1 is selected as an example; a cluster of 17 subjects who have over 88% similarity to 
subject 1 is detected. The STBD of these 17 subjects are transferred into the SNNcube for the creation of a personalised model of subject 1. The 
STBD is encoded into spike trains and mapped into a 3D SNNcube and STDP unsupervised learning is performed. In the output layer, an output 
neuron is created and connected to all neurons of the SNNcube. Subject 1 STBD is entered to test the classifier. The blue lines are positive 
(excitatory) connections, while the red lines are negative (inhibitory) connections. The brighter the colour of a neuron, the stronger its activity 
with neighbouring neurons. Thickness of the lines also identifies the neuron’s enhanced connectivity. The 1471 neurons of the brain-like SNNc 
are spatially located according to the Talairach brain atlas [21] and 26 input neurons are allocated as inputs for the 26 EEG channels  
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 B. EEG Spatio-Temporal Data Case Study 
To illustrate the proposed NeuCube SNN-based personalised 
modelling methods and systems for STBD, here we used EEG 
data collected from two groups of subjects when they 
performed a cognitive GO- NOGO task. During a GO/NOGO 
task, a participant is required to perform an action given certain 
stimuli (e.g. press a button-GO) and inhibit that action under a 
different set of stimuli (e.g. not press that same button- NOGO).  
The collected EEG data consists of 68 samples each 
representing an EEG STBD of one subject, in which 21 samples 
are labelled as healthy (H), 18 samples are labelled as opiate 
addict patients (OP), and 29 samples are labelled as patients 
undertaking methadone maintenance treatment (M). 
The EEG data was recorded via 26 EEG channels: Fp1, Fp2, 
Fz, F3, F4, F7, F8, Cz, C3, C4, CP3, CPz, CP4, FC3, FCz, FC4, 
T3, T4, T5, T6, Pz, P3, P4, O1, O2, and Oz. 
In addition to the EEG STBD, personal clinical, static 
information was also recorded per subject, such as:  gender, age, 
opiate use duration, methadone use duration, methadone dose, 
history of overdose, anger level. 
IV. RESULTS 
In this experiment, for every personalised model creation, 
SNNcube is trained by the most informative EEG data 
corresponding to subjects with similar clinical static 
information.  
The experiment is illustrated in Figs.3, 4 and Table 1.  
The trained PSNN can be used for a better comparatively 
analysis across individual subject’s performance. Fig.3 
represents NeuCube SNN-based personalised modelling user 
interface, which is developed as part of the NeuCube, for 
creating PSNN models.  
  Using the proposed framework for PSNN modelling, we 
created 47 separate personalised SNN models (for 18 OP 
subjects and 29 M subjects), each trained on a subset of 
informative EEG data corresponding to a cluster of samples 
with similar static data. Then the overall obtained accuracy of 
all 47 SNNcube models is compared with the global SNNcube 
which was trained on the entire dataset and tested on individual 
data. 
Table I shows that PSNN models results in a better overall 
classification accuracy when compared with global SNN 
models using the same NeuCube architecture. Precise 
interpretation of the person performance can be also obtained 
as illustrated on 6 subjects in Fig.4.  
Fig. 4 shows six PSNN models, each of them created for a 
single person ݔ௜. In this figure, the left column represents the 
similarity between the clinical static data vector of person ݔ௜ 
and other subject’s static data vectors. The similarity is shown 
as a bar graph. The green highlighted bar lines represent those 
subjects that have over 88% similarity with person ݔ௜. The EEG 
data of those subjects are encoded into spike trains and then 
transferred into a personalised 3D brain-like SNN cube for 
STDP unsupervised learning. During the learning, the 
connections between the neurons of the PSNNcube are 
strengthened or weakened based on the timing of post-synaptic 
action potential in relation to the pre-synaptic spikes. If pre-
synaptic neuron i spikes first and then post-synaptic neuron j 
spikes, then the connection weight Wij between these two 
neurons i and j increases, otherwise it decreases.  
As shown in Fig.4, for instance, for M subject id. 1, stronger 
neuronal connections are evolved around the input EEG 
channels located in the right hemisphere of the PSNN model 
corresponding to the right hemisphere. If we compare it with M 
subjects id. 2 and id. 3, which reveals a different response to 
methadone treatment of these 3 subjects, the differences of the 
model connectivity are observed. 
These findings can reveal significant information about the 
individual person brain functions against a cognitive task and 
can be further used to suggest a better treatment based on the 
personalised methadone dose-related effects in case of the 
experiment presented.  This can be used to control individual 
differences and pre-existing conditions, and help to predict 
treatment response. 
V. CONCLUSION 
In contrast to the global modelling, personalised modelling 
creates a specific model for each new person based on existing 
samples closest to this person’s data from a dataset.   
In this study, we propose a framework for personalised 
modelling based on the NeuCube SNN architecture [10].  
A NeuCube personalised model includes several methods 
and algorithms that allow different aspects of EEG data to be 
studied and analysed: clustering the subjects’ STBD based on 
the K-nearest subject vectors; spatial mapping of the STBD into 
a 3D personalised SNN structure; unsupervised learning in the 
SNNcube; visualisation of the connectivity and the spiking 
activity of the trained SNNcube for the discovery of new 
information related to the data and the brain processes that 
generated it; supervised learning in a SNN classifier; and model 
validation.  
 Overall, PSNN models trained on a subset of informative 
EEG STBD resulted in a better classification accuracy when 
compared with global SNN models. In addition, they can be 
used to reveal individual characteristics on brain activities that 
can be used to find the best patient- oriented treatment.
TABLE I. Classification accuracy obtained via NeuCube personalised modelling vs. using a global classification NeuCube model (reported in 
our previous study [3]). Each PSNNcube is trained by STBD of subjects with similar static data and then tested by a new person’s STBD. 
Methods NeuCube-Personalised modelling NeuCube- Global modelling 
Classification accuracy of 
class M versus class OP in % 
Averaged over 47 trained PSNNcubes: 
93.61 
One trained SNNcube using 
all subjects and tested via 
leave-one-out method: 79.00 
1376 2016 International Joint Conference on Neural Networks (IJCNN)
  
Fig. 4. The differences between 6 randomly subjects in relation to their static, clinical data and brain activities achieved through building 
personalised models in NeuCube. The 1471 neurons of the brain-like SNNc are spatially located according to the Talairach brain atlas [21] and 
26 input neurons are allocated as inputs for the 26 EEG channels.  For every individual, one PSNNcube is trained by a subset of EEG data 
corresponding to the subjects with similar static data.
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