Introduction {#s1}
============

Stereotyped facial movements -- facial expressions -- reveal people's happiness, surprise, fear, anger, disgust, and sadness in a way that can be easily interpreted by their congeners ([@bib27]). The ability to express and recognize facial expressions is crucial for social interactions ([@bib28]). A fundamental issue addressed here concerns the nature of the mechanisms underlying facial expression recognition: what types of information are used in recognizing a facial expression in everyday life?

On one view, the efficient recognition of facial expressions relies on computations occurring in the visuo-perceptual system, supported by perceptual processes and information extrapolated from perceptual learning ([@bib9]; [@bib24]; [@bib37]). Three types of representations are necessary and sufficient for efficient visual recognition of facial expression: (1) a series of progressively more abstract visuo-perceptual representations of the postures and movements of the observed face; (2) stored structural descriptions of the features characterizing known facial expressions; and (3) the conceptual/semantic representations that characterize the facial expressions (e.g., [@bib9]). Of course, viewing facial expressions may bring about other cognitive, affective and motor processes, involving episodic memories, empathy or imitation, but these other types of processes and representations are not necessary for efficient recognition of facial expressions.

In the last 20 years, an alternative view suggesting that efficient (i.e., fast and accurate) facial expression recognition cannot be achieved by visual analysis alone but requires a process of motor simulation -- an unconscious, covert imitation of the observed facial postures or movements -- has gained considerable prominence ([@bib32]; [@bib38]; [@bib50]; [@bib53]; [@bib58]; [@bib57]). This 'motor' view has become increasingly influential in neuroscience, philosophy, neurology and psychiatry where it is suggested that it opens new clinical perspectives for the diagnosis, understanding and rehabilitation of clinical populations presenting with facial expression recognition deficits such as Parkinson's disease ([@bib62]), autism ([@bib18]; [@bib33]), and schizophrenia ([@bib71]).

Three main types of evidence are typically cited in support of the motor theories. First, neuroimaging studies and studies combining transcranial magnetic stimulation (TMS) of the motor cortex and electromyographic recording of facial muscles have reported that viewing a facial expression activates parts of the motor system, which are also involved in executing that facial expression ([@bib12]; [@bib20]; [@bib21]; [@bib36]; [@bib43]; [@bib50]). Second, performance in tasks involving facial expression recognition can be modulated by experimental manipulations of the normal state of the observers' motor system, such as concurrent motor tasks or transcranial magnetic stimulation (TMS) over the motor cortex ([@bib38]; [@bib46]; [@bib54]; [@bib57]; [@bib60]; [@bib66]; [@bib83]). Third, studies of individuals suffering from congenital or acquired facial expression production disorders have been reported to have difficulties in recognizing facial expressions. Several studies have reported, for instance, that individuals with Moebius Syndrome, an extremely rare congenital nonprogressive condition ([@bib81]) resulting in facial paralysis (usually complete and bilateral), scored below average in facial expression recognition experiments ([@bib8]; [@bib11]; [@bib30]; [@bib52]). Co-occurrence of facial expression production and recognition disorders have also been reported in Parkinson's ([@bib62]) and in Huntington's disease ([@bib72]).

However, these various findings are open to alternative explanations. The activation of the motor system during the observation of facial expressions could result from a mere reaction (e.g., emotional contagion or a way to signal empathy) of the observer to others' facial expression *after* it has been recognized as an instance of a given emotion ([@bib35]). It may also result from visuo-motor transformations serving other purposes than facial expression recognition such as working memory encoding ([@bib78]) or mimicry in order to foster affiliative goals ([@bib29]).

The demonstration that interfering with the observer's motor system may influence facial expression recognition performance in some tasks clearly shows that the motor and visual systems are functionally connected. However, the conclusion that these findings demonstrate that the motor system is necessary for efficient facial expression recognition faces two main problems. First, the results do not imply that the motor and the visual systems are functionally connected for the purpose of facial expression recognition. TMS applied to an area may have distant effects on other areas to which it projects ([@bib56]; [@bib65]; [@bib67]; [@bib68]). The motor cortex projects to the visual cortex involved in the perception of biological motion in order to support the control of one's body movements ([@bib82]) and the visual cortex involved in the perception of body parts shows increased activity when moving these body parts even in the absence of visual feedback ([@bib5]; [@bib22]; [@bib55]). Thus, TMS applied to the motor system may have functional effects upon facial expression recognition by modulating the visuo-perceptual system to which it is naturally connected to support the control of one's movements. Second, and more importantly, evidence that information in one system (e.g., the motor system) may influence computations in another system (e.g., the visual system) is not evidence that the former is necessary for the latter to function efficiently. For instance, the finding that visual information about lip movements influences auditory speech perception does not imply that auditory speech perception requires the visual system and has never been presented as a proof of this ([@bib47]). Likewise, results showing that auditory information affects the efficiency of facial expression recognition have been interpreted as evidence that available auditory or context information can influence facial expression recognition, but not that the auditory system is critical for efficient facial expression recognition ([@bib15]). Thus, although the effects of TMS and behavioral motor interference provide interesting information about perceptual and motor interactions, they may very likely originate from outside the set of cognitive and neural mechanisms that are necessary for efficient facial expression recognition. Thus, the behavioral, fMRI and TMS results reported above are not critical to discriminate between the perceptual and motor view because both views can equally account for the finding that interfering with the motor system can modulate the efficiency with which facial expressions are recognized.

Equally indeterminate is the evidential value of the reported co-occurrence of deficits of facial expression production and recognition. Such co-occurrence indicates that a relationship exists between production and perception abilities, but on their own such instances do not imply that there is a causal relationship between them. The interpretation of these associations is all the more difficult given that most patients with Parkinson's and Huntington's disease have widespread brain lesions and suffer from cognitive disorders like visuo-perceptual or executive function disorders ([@bib62]; [@bib72]), which may be independently responsible for poor performance in facial expression recognition. In line with this possibility, in a study of 108 patients with focal brain lesions, [@bib1] found no association between the ability to recognize facial expressions and motor lesions/impairment. Likewise, Moebius syndrome typically impacts not only the individuals' sensorimotor system, but also their visual, perceptual, cognitive, and social abilities ([@bib8]; [@bib13]; [@bib31]; [@bib39]). Therefore, it is not clear whether the facial expression recognition deficit observed in these cases was the direct consequence of the production disorder or, instead, the result of other impaired but functionally separate processes. In a study by [@bib8], for instance, five out of six participants with Moebius Syndrome were impaired in at least one of three facial expression recognition tasks. It may be tempting to conclude that this finding supports motor theories. However, the same five individuals were also impaired in their ability to recognize facial identity and/or in tests assessing low-level vision and object recognition indicating that the facial expression recognition impairment cannot unambiguously be associated with the facial paralysis.

In favor of the view that recognition does not require motor simulation, there are reports of individuals with Moebius Syndrome (IMS) who achieve a normal level of performance in facial expression recognition despite their congenital facial paralysis ([@bib8]; [@bib11]; [@bib63]). For instance, in contrast to the five other MS participants from Bate et al.'s study (2103) cited above, one IMS (the only one who obtained normal scores in facial identity recognition, object recognition and low-level vision tests, MB4) performed very close to the average level of performance of the controls in three facial expression recognition tests (the Ekman 60 faces test, the Emotion Hexagon test, and the Reading the Mind in the Eyes test) despite having facial movements restricted to slight puckering of the mouth bilaterally. In [@bib63] study, the performance of 37 IMS participants was comparable to that of 37 control participants in a task in which they viewed pictures of one of seven emotions (anger, contempt, disgust, fear, happiness, sadness, and surprise) and were asked to select the corresponding emotion from a list of the alternatives.

Although these findings undermine the hypothesis that facial expression recognition requires motor simulation, it has been suggested that a mild or subtle deficit in facial expression recognition may have gone undetected in these studies because they relied mostly on untimed picture labelling tasks ([@bib19]; [@bib74]). In addition, these previous findings left open the possibility that motor simulation may contribute to facial expression recognition efficiency when the tasks are more challenging, such as when facial expressions are more complex, must be interpreted quickly, only partial information is available, or when the task requires subtle intra-category discriminations such as discriminating fake versus genuine smiles ([@bib53]; [@bib57]). The research reported here was designed to explore this large remaining hypothesis space for a role of motor simulation in facial expression recognition: is it *possible* to achieve efficient facial expression recognition without motor simulation in the type of sensitive and challenging tasks that have been cited by proponents of the motor theories as examples of tasks in which motor simulation is needed to support facial expression recognition?

We studied 11 individuals with Moebius Syndrome using an experimental procedure designed to overcome the sensitivity and interpretative issues that have been raised for previous reports of intact facial expression recognition abilities in IMS:

1.  Given the heterogeneity of the clinical expression of Moebius Syndrome, especially in terms of associated visuo-perceptual symptoms ([@bib8]; [@bib13]), and the specific prediction of the motor simulation hypothesis tested in this study -- viz., that none of the individuals with congenital facial paralysis should be as efficient as the controls in facial recognition -- we conducted analyses focused on the performance of each IMS.

2.  To ensure the sensitivity of the facial expression recognition measures and the specificity of the assessment with respect to the predictions of the motor theories, we selected five challenging facial expression tasks that have been shown to be sensitive to even subtle facial expression recognition difficulties and/or that have been explicitly cited by proponents of the motor theories as examples of tasks in which motor simulation should support facial expression recognition (see Materials and Procedures for detail).

3.  To minimize the likelihood of false negatives, that is, the risk to conclude erroneously that an IMS achieves a 'normotypical level' of efficiency in a facial expression recognition experiment, we compared the performance of each IMS to that of 25 typically developed highly educated young adults and selected a high alpha level (p*\>*0.2), which set the threshold for 'typically efficient' performance in a given experiment to scores above 0.85 standard deviations below the mean of the controls *after* control participants with an abnormally low score were dismissed (i.e., a score below two standard deviations from the mean of the controls).

4.  To gain more power to detect even subtle degradations of facial expression recognition skills than in simple IMS versus controls comparison, we also examined each participant's performance in two experiments assessing facial identity recognition abilities and in one experiment assessing the ability to recognize emotions from emotional speech. This allowed us to assess the impact of the inability to engage in motor simulation on facial expression recognition skills in a within-subject design, by comparing the IMS's ability to recognize facial expressions versus facial identity and emotional speech recognition, in comparison to the controls' performance for these tasks.

5.  To investigate the possibility that the IMS who achieve typically efficient performance in facial expression recognition could do so by completing the task through different means or somewhat differently than the control participants, we included planned qualitative analyses of the performance of the IMS who achieved quantitatively normotypical performance profiles.

Using the outlined experimental procedures, we established three criteria for concluding that an individual achieves 'normotypically efficient facial expression recognition': (1) s/he scores above 0.85 standard deviations below the mean of the controls in *all* the facial expression recognition tasks, (2) s/he does not perform significantly worse in these tasks than in other face-related visual tasks (face identity) and emotion recognition tasks (vocal emotion recognition), (3) and, s/he performs these tasks in a way that is qualitatively similar to the controls. If motor simulation were necessary for efficient facial expression recognition, then, none of the tested IMS should meet these criteria.

Results {#s2}
=======

The results of all participants are displayed in [Figure 1](#fig1){ref-type="fig"}. We conducted six series of analyses. We first conducted analyses to verify the sensitivity of the facial expression recognition tasks and the representativity of our sample of control participants. To this end, we first performed a series of one-sample *t*-tests to verify that the controls' performance was significantly above chance and a series of Shapiro-Wilk tests to verify that the controls' data were distributed normally in all the facial expression recognition experiments. The results of these analyses showed that the controls' data were indeed significantly above chance (all *t*-tests \> 8) and normally distributed in all five facial expression experiments (all five Ws \> 0.930, all ps \> 0.13). Then, we compared the results of our control participants to those of comparable samples available in the literature. The aim of these analyses was to verify that our control sample was representative. Previous data were available for Experiments 3--5. One-sample *t*-tests indicated that our control participants' average performance (M = 28.6; SD = 2.4) in Experiment four was significantly better than that reported in the only other study reporting the results of the same (French) version of the task (M = 24.8; SD = 3.8; *t* (24)=7.9; [@bib61]). Our control group also performed slightly better (M = 63.04, SD = 10.22) than the average performance of the three comparable age groups reported in a previous study using the task of Experiment 3 (M = 62.6, SD = 9.6; *t* (24)\<0.2; [@bib40]). Our control sample performed lower than the performance expected from [@bib57] norming study of the Amusement from Smiles experiment (66% in our study vs 75%). However, our experiment included only half the number of trials of the original experiment ([@bib57]) offering less perceptual learning opportunity to our participants ([@bib37]). Taken together, the outcomes of these analyses thus provided confidence in the sensitivity of the tasks and in the representativity of the controls' data.

![Results of Experiments 1--8 by individual participant.\
In black: control participants; in light grey: mean of the controls; in green and yellow: IMS 8 and 10 who performed Experiments 1--5 with normotypical efficiency; in red: the nine other IMS. A small circle (°) indicates IMS participants with a 'normotypical' score (at least above 0.85 standard deviation below the controls' mean performance) after control participants with an abnormally low score (below 2 SD from the other control participants) was/were discarded (indicated by an \*). An asterisk (\*) also indicates IMS participants with a score below two standard deviations from the mean of the controls.](elife-54687-fig1){#fig1}

In a second step, we turned to our main question and investigated whether at least one IMS performed at a 'normotypical' level of performance (at least above 0.85 standard deviation below the controls' mean performance) in the five facial expression experiments. To obtain a stringent test of performance equality, we first excluded from the control sample participants who performed below two standard deviations from the controls' mean (one participant in Experiment one and one participant in Experiment 2, indicated by an \* in [Figure 1](#fig1){ref-type="fig"}). Then, a series of [@bib17] modified t-tests were used to test whether each IMS's performance in the various facial expression recognition experiments was or was not 'normotypical' (indicated by an ° in [Figure 1](#fig1){ref-type="fig"}). These analyses indicated that IMS 8 and 10, displayed in green and yellow in [Figure 1](#fig1){ref-type="fig"}, performed the five experiments with normotypical efficiency.

Third, we focused on the two IMS who met the criteria for normotypical performance and assessed whether any discrepancy between their performance and that of the controls was larger on facial expression recognition (Experiments 1--5) than on facial identity (Experiments 6--7) and speech emotion recognition (Experiment 8). The aim of these analyses was to seek evidence that despite their normotypical performance on facial recognition tasks, IMS 8 and 10 may nevertheless be comparatively less good in facial expression recognition than in other tasks not assumed to rely on motor simulation. To this end, we computed Crawford and Garthwaite\'s Bayesian Standardized Difference Test (BSDT) ([@bib16]). The BSDT allows computing an estimate of the percentage of the control population exhibiting a more extreme discrepancy between two tasks than a given individual. We performed 15 BSDTs for each IMS (comparison of three control tasks and five facial expression recognition tasks of interest). All the comparisons were either clearly not significant (3/30 comparisons, all BSDTs \> 0.6) or indicated a comparatively better performance in facial expression recognition tasks than in the control tasks (27/30 comparisons). Thus, there was no evidence that IMS 8 and 10 performed facial expression recognition tasks less efficiently than facial identity recognition or emotional speech recognition tasks.

Fourth, we conducted a qualitative analysis of the performance of these two IMS (IMS 8, 10) in the facial expression recognition experiments. The aim of these analyses was to seek evidence that despite their quantitative normotypical performance, these IMS might have performed the task somewhat differently than the controls; for instance, that they used different facial diagnostic features. Any such processing differences would likely result in different patterns of behavioral responses to expressions and, in particular, in different patterns or errors. To explore this possibility, we computed response matrices between the six displayed facial expressions (in rows) and the six response alternatives (happiness, surprise, anger, sadness, fear, and disgust) for Experiments 1--3 separately for the control participants and for IMS 8 and 10 ([Figure 2](#fig2){ref-type="fig"}). Then, to examine the similarity between the controls' and the IMS's matrices, we vectorized the matrices and correlated them with each other. The resulting correlation coefficients were very high both when all responses were considered (all three Pearson's Rs (36)\>0.95; all *p*s \< 0.001) and when only errors were considered (all three Pearson's Rs (30)\>0.63; all *p*s \< 0.001), indicating that the groups consistently confused the same set of alternatives. Note that the confusion matrices of the other IMS were also strongly correlated to that of the control participants (all three Pearson's Rs (36)\>0.95; all *p*s \< 0.001; see [Figure 2---figure supplement 1](#fig2s1){ref-type="fig"}).

![Confusion matrices.\
(**A, B, C**) Distribution of control participants' (left) and IMS 8 and 10's (right) percentage of trials in which they chose each of the six response alternatives when faced with the six displayed facial expressions in Experiment 1 (**A**), 2 (**B**), and 3 (**C**).](elife-54687-fig2){#fig2}

Fifth, we conducted additional tests and analyses of IMS 8 and 10's facial movement abilities to explore the possibility that, despite their severe facial paralysis, they could nevertheless imitate some aspects of the facial expressions tested in Experiments 1--5, which would provide them with sufficient information to support facial expression recognition by simulation. In an additional orofacial motor examination that included attempted imitation of the six basic facial expressions, IMS 8 and 10 could execute a few (very) small facial movements. IMS eight was able to execute a mild combined backward/upward movement of the right angle of the mouth, a slight backward movement of the left angle of the mouth, a slight contraction of the mentalis and some slight movements of the upper eye lids. IMS10 was only able to execute a slight bilateral movement of the angles of the mouth backwards and downwards and some up and down movements of the superior eye lids. Importantly, however, these movements covered only a small part of the facial movements that would be required to imitate the different facial expressions of emotions ([Supplementary file 2](#supp2){ref-type="supplementary-material"}) and they were largely the same when they attempted to imitate the different facial expressions (sadness, happiness, anger, surprise, disgust, fear, see [Figure 2---figure supplement 2](#fig2s2){ref-type="fig"}). Control participants were unable to recognize video-clips showing the two IMS attempting to imitate the six same facial expressions (see [Figure 2---figure supplement 3](#fig2s3){ref-type="fig"}). In sum, the facial movements that the IMS were able to execute are small in amplitude, very limited in types, and do not discriminate different facial expressions.

Sixth, we investigated whether the discrepant results between IMS 8 and 10 and the other IMS, who did not meet the criteria for 'normotypical' performance (i.e., they performed below 0.85 standard deviation from the controls' mean performance in at least one experiment) could be because IMS 8 and 10 were affected by milder facial paralysis. This was clearly not the case: IMS 10 was among the participants with the most severe facial paralysis (see [Table 1](#table1){ref-type="table"}).

###### Summary of the IMS participants' facial movements.

  IMS     Inf. lip   Sup. lip   Nose   Eyebrows   Forehead   R. cheek   L. cheek   Sup. R. eyelid   Inf. R. eyelid   Sup. L. eyelid   Inf. L. eyelid
  ------- ---------- ---------- ------ ---------- ---------- ---------- ---------- ---------------- ---------------- ---------------- ----------------
  IMS1    None       None       None   None       None       None       None       None             None             None             None
  IMS2    Slight     None       None   None       None       Slight     Slight     Slight           Slight           Slight           Slight
  IMS3    Slight     None       None   None       None       None       None       Slight           None             Slight           None
  IMS4    Slight     None       None   None       None       Slight     Slight     None             None             None             None
  IMS5    Slight     Slight     None   None       None       Slight     Slight     Slight           None             Slight           None
  IMS6    Mild       None       None   None       None       Mild       Mild       Slight           None             Slight           None
  IMS7    None       None       None   None       None       Mild       None       Mild             Slight           None             None
  IMS8    Slight     None       None   None       None       Mild       Slight     Slight           Slight           Slight           Slight
  IMS9    Mild       None       None   None       None       Mild       Slight     Slight           Slight           None             None
  IMS10   None       None       None   None       None       Slight     Slight     None             None             None             None
  IMS11   None       None       None   None       None       Slight     None       None             None             None             None

Instructively, and by contrast, the performance of the IMS who performed more poorly than controls in Experiments 1--3 was strongly and significantly correlated with their respective performance on the mid-level perception screening test (three *r*s \> 0.5, *p*s \< 0.05), and 7/9 of the IMS participants (IMS1, 2, 4, 5, 6, 7, 9) who failed to meet the criteria for normotypical efficient facial expression recognition obtained also equally weak or weaker performance in the facial identity and/or the emotional speech recognition task (see [Figure 1](#fig1){ref-type="fig"}). Thus, the IMS's performance variability seems to be at least partly due to associated visual and/or cognitive disorders, rather than to their facial paralysis. To further explore this possibility, we first performed a series of one-way ANCOVAs with Group as a fixed effect and participants' performance in Experiments 6--8 as covariates. Participants performing below two absolute deviations from the median of their group were discarded in order to satisfy ANCOVA normality assumptions ([@bib44]). In line with the possibility that the IMS's performance variability is likely due to associated visual and/or cognitive disorders rather than to their facial paralysis, these analyses failed to reveal any significant effect of Group in Experiments 1, 2, 4 and 5 (all Fs \<1; all *p*s \> 0.37). The same analysis could not be performed on the results of Experiment three due to the low number of IMS who took part to this experiment. Then, to test more directly the possibility that at least some IMS may have some facial expression recognition impairment that cannot be explained by a visual or cognitive deficit, we used [@bib16] Bayesian Standardized Difference Test (BSDT) to test whether the performance of IMS1-7, 9 and 10 in at least some facial expression experiments may be comparatively less good than in the three control tasks. Only IMS1 performed significantly less well in Experiment five than in the three control experiments (Experiments 6--8). All other comparisons indicated either better performance in facial expression recognition experiments than in at least one of the control experiments (55% of the comparisons) or slightly but non-significantly weaker performance (45% of comparisons, all BSDTs \> 0.1).

Discussion {#s3}
==========

According to popular motor theories of facial expression recognition, efficient recognition of others' facial expressions cannot be achieved by visual analysis of the movements alone but requires additional unconscious covert imitation -- motor simulation -- of the observed movements. In this study, we tested a prediction drawn from these theories, namely, that any individual who has no motor representations of facial expressions due to congenital facial paralysis should be less efficient than typically developed individuals in recognizing facial expressions. We did this by assessing the performance of eleven individuals born with Moebius Syndrome, an extremely rare congenital nonprogressive condition resulting in severe or complete bilateral facial paralysis often accompanied by visual and mid-level perceptual deficits, in five challenging facial expression experiments. We compared their performances to that of 25 young and highly educated control participants. As in previous studies ([@bib8]; [@bib11]; [@bib30]; [@bib52]), several IMS failed to recognize facial expressions as efficiently as control participants in one (IMS 1, 3, 5, 7) or several (IMS 2, 6, 9, 11) experiments (see [Figure 1](#fig1){ref-type="fig"}). Although these difficulties have to be interpreted with caution because the performance of these IMS was compared to that of highly educated young adults who performed Experiments 3 and 4 at a higher level of performance than previously published norms, this finding suggests that some individuals with Moebius Syndrome have difficulty in recognizing facial expressions in at least some tasks. Such association of deficits is interesting but is difficult to interpret because of the co-occurrence of motor, visual and perceptual deficits in the IMS we tested ([Table 2](#table2){ref-type="table"}) makes it difficult to establish unambiguously the (possibly multiple) origins of these difficulties. Nevertheless, and more interestingly, we also found that two of the IMS (IMS 8 and 10) fulfilled the criteria for 'normotypical efficient facial expression recognition': (1) they both scored above 0.85 standard deviations below the mean of the controls in all five facial expression recognition experiments; (2) they performed as well in these tasks as in other face-related visual tasks (face identity) and emotion recognition tasks (vocal emotion recognition); and (3) they performed these tasks in a way that is qualitatively similar to the controls. These two IMS had severe facial paralysis. They could not execute most of the facial movements that would be required to imitate the different facial expressions of emotions ([Supplementary file 2](#supp2){ref-type="supplementary-material"}). In addition, they executed largely the same inappropriate movements when they attempted to imitate the different facial expressions (sadness, happiness, anger, surprise, disgust, fear, see [Figure 2---figure supplements 2](#fig2s2){ref-type="fig"}--[3](#fig2s3){ref-type="fig"}). These dissociations challenge the central premise of the models of facial expression recognition centered on facial mimicry: they constitute existence proof that it is *possible* to account for efficient facial expression recognition without having to invoke a mechanism of 'motor simulation', even in very sensitive and challenging tasks requiring, for instance, the identification of a facial expression in 150 milliseconds, only from information available in the eye region, when the stimuli are morphs composed of a mixture of emotions, and when the task involves discriminating fake versus genuine smiles.

###### Information regarding IMS participants' visual and visuo-perceptual abilities.

  ----------------------------------------------------------------------------------------------------------------------------------------------------------
          Vision                      Reported best corrected acuity                    Strabismus   Eye movements                 Mid-level perception\*\
                                                                                                                                   (modified *t*-test)^2^
  ------- --------------------------- ------------------------------------------------- ------------ ----------------------------- -------------------------
  IMS1    Hypermetropy, astigmatism   Mild vision loss (7/10)                           Slight       H: Absent; V: Reduced         0.9

  IMS2    Hypermetropy, astigmatism   Normal vision                                     Slight       H: Absent; V: Reduced         −3.3

  IMS3    Myopia                      Normal vision                                     None         H: Absent; V: Reduced         −0.3

  IMS4    Hypermetropy, astigmatism   Mild vision loss (5/10)                           None         H: Absent; V: Typical         −2.9

  IMS5    Hypermetropy, astigmatism   Mild vision loss (8/10)                           Slight       H: Very limited; V: Typical   −0.3

  IMS6    Hypermetropy, astigmatism   Normal vision                                     Slight       H: Typical; V: Typical        0.1

  IMS7    Hypermetropy, astigmatism   Moderate vision loss of the left eye (2/10)       None         H: Typical; V: Typical        0.5

  IMS8    Normal                      Normal vision                                     None         H: Typical; V: Typical        0.5

  IMS9    Normal                      Normal vision                                     Slight       H: Absent; V: Absent          −3.3

  IMS10   Myopia                      Mild vision loss (8/10)                           None         H: Absent; V: Typical         −0.3

  IMS11   Myopia, astigmatism         Mild vision loss: 6/10 right eye; 5/10 left eye   Slight       H: Reduced; V: Typical        −4.2
  ----------------------------------------------------------------------------------------------------------------------------------------------------------

\* Leuven Perceptual Organization Screening Test, L-POST ([@bib70]). ^2^([@bib17]).

This conclusion is in line with previous reports of MS participants who achieved normal performance in facial expression recognition despite their congenital facial paralysis ([@bib8]; [@bib11]; [@bib63]). However, the interpretation of those findings was limited by the putative relative insensitivity of the facial expression recognition tasks used in those studies ([@bib74]; [@bib19]). The findings reported herein go beyond this previous evidence and demonstrate that motor simulation contributes neither to the ease of facial expression recognition nor to its robustness in particularly challenging tasks.

Our findings are also in line with the results of previous behavioral studies showing that individuals congenitally deprived of hand motor representations nonetheless perceive and comprehend hand actions, which they cannot covertly imitate, as accurately, as fast, with the same biases, and very similar brain networks as typically developed participants ([@bib77]; [@bib79]; [@bib80]; [@bib76]; [@bib75]). As such, beyond contributing to the question of the nature of the mechanisms involved in facial expression recognition, our findings are also relevant for theories of the types of representations that support action perception and recognition in general. According to motor simulation theories of action recognition, the recognition of others' actions cannot be achieved by visual analysis of the movements alone but requires unconscious covert imitation -- motor simulation -- of the observed movements ([@bib64]). Our results challenge this premise.

In sum, our finding constitutes existence proof that the visuo-perceptual system can support efficient facial expression recognition unaided by motor simulation. Of course, this does not *imply* that motor simulation does not support facial expression in typically developed participants. Correlated sensorimotor experience may be necessary for the development of motor contributions to action perception (e.g., [@bib14]) and IMS 8 and 10 may have developed an atypically efficient visual system to compensate for their congenital paralysis, for instance. However, the observation that these IMS performed the facial recognition tasks in a qualitatively similar manner to the controls makes this unlikely. In any event, and more importantly, in the current absence of compelling direct evidence that motor simulation does underlie facial expression recognition in typically developed participants, our results at the very least emphasize the need for a shift in the burden of proof regarding this question. If there were to be unambiguous evidence that efficient visual perception and interpretation of facial expressions requires the involvement of one's motor system this would revolutionize our understanding of how the Mind/Brain is organized and our results would have to be re-interpreted as useful evidence about the range of computational neural plasticity that is possible in a system that typically relies on motor simulation; but so far this claim is neither justified by current experimental evidence nor necessary to account for typically efficient facial expression recognition. At this juncture, facial expression recognition is thus better explained by the perceptual-cognitive view according to which it is supported by visuo-perceptual, structural and conceptual, but not sensorimotor, representations.

Materials and methods {#s4}
=====================

Participants {#s4-1}
------------

We tested eleven individuals with severe to complete facial paralysis in the context of the Moebius Syndrome (IMS participants; eight females; all right-handed; various education levels; mean age ± SD: 27.7 ± 9.25 years) and compared their performance to that of 25 typically developed highly educated young adults (15 females; three left-handed; all college students or graduates without any history of psychiatric or neurological disorder; Mean age ± SD: 28.6 ± 6.5 years). All IMS were able to speak intelligibly and to convey emotions in their speech. Information regarding all participants' neurological and psychiatric history and about the IMS's medical, surgical and therapeutic history associated with the syndrome was obtained through a series of questionnaires ([Supplementary file 1](#supp1){ref-type="supplementary-material"}). Information about all participants' visual and mid-level perceptual skills were obtained through questionnaires and a perceptual screening test ([Table 2](#table2){ref-type="table"}). Information about the IMS's facial motor abilities was obtained through a facial movements examination (see supplemental methods for detail; [Table 1](#table1){ref-type="table"}).

Materials and procedures {#s4-2}
------------------------

The experimental investigations were carried out from October 2015 to April 2019 in sessions lasting between 60 and 90 min. The study was approved by the biomedical ethics committee of the Cliniques Universitaires Saint-Luc, Brussels, Belgium and all participants gave written informed consent prior to the study.

Participants performed five facial expression recognition tasks, two facial identity recognition tasks, and an emotional speech recognition task. These experiments were controlled by the online [testable.org](https://www.testable.org/) interface (<http://www.testable.org>), which allows precise spatiotemporal control of online experiments. Control participants were tested on the 15.6-inch anti-glare screen (set at 1366 × 768 pixels and 60 Hz) of a Dell Latitude E5530 laptop operated by Windows 10. During the experiment, they sat comfortably at a distance of about 60 cm of the screen. The IMS were tested remotely under supervision of the experimenter through a Visio conference system (Skype). They sat at about 60 cm from their own computer screen. All procedures were the same for all participants. At the beginning of each experiment, the participant was instructed to set the browsing window of the computer to full screen, minimize possible distractions (e.g., TV, phone, etc.) and position themselves at arm's length from the monitor for the duration of the experiment. Next, a calibration procedure ascertaining homogeneous presentation size and time on all computer screens took place.

Experiments 1 and 2 tested whether motor simulation supports efficient recognition of briefly-presented facial expressions. In each of the 60 trials of Experiments 1 and 2, participants viewed a picture of an actor's face expressing one of six facial expressions (anger, disgust, fear, happiness, sadness, and surprise; [@bib45]) presented for either 150 ms (Experiment 1) or 1 s (Experiment 2) between two pictures of the same actor displaying a neutral expression (presented for 1 s each). Participants were asked to carefully observe the target picture and to associate it with its corresponding label, presented among five alternatives.

Experiments 3 and 4 tested whether motor simulation enhances stimulus identification under adverse perceptual conditions, such as when the emotion must be inferred from minimal information or when it is subtle and ambiguous. In Experiment 3, participants viewed 96 video clips depicting an actor's face expressing one of the six basic emotions at one of four different levels of intensity (40%, 60%, 80%, and 100%; [@bib40]; [@bib49]) and had to associate it with its corresponding label among six alternatives. This experimental paradigm has been shown to be sensitive to subtle emotion recognition disorders in clinical conditions such as post-traumatic stress disorder ([@bib59]), amygdalectomy ([@bib3]) and social phobia ([@bib48]).

In Experiment 4, we tested the ability to recognize more complex mental states (e.g., skeptical, insisting, suspicious) from information restricted to the actor's eye region. On each of the 36 trials of this experiment (the 'Reading the Mind in the Eyes' test Revised version; [@bib7]), participants were asked to associate a picture depicting the eye-region of someone's face to the verbal label that best described that person's emotion or mental state (e.g., skeptical, insisting, suspicious) among four subtly different alternatives. Performance in this experiment has been previously shown to be sensitive to both subtle experimental modulations of the observers' motor system and slight emotion recognition disorders in clinical conditions: It is affected by botulinum toxin (Botox) injections on the forehead ([@bib51]), oxytocin administration ([@bib23]), and hampered in persons with autism ([@bib7]), schizophrenia ([@bib41]), anorexia nervosa ([@bib34]), depression ([@bib69]), Parkinson's disease ([@bib73]) and Huntington's disease ([@bib2]).

Experiment five tested the hypothesis that motor simulation is particularly important for the ability to discriminate fake versus genuine smiles (e.g., [@bib57]). In each of the 32 trials of this experiment, participants viewed a video clip showing an actor who was either spontaneously smiling out of amusement (genuine smile) or producing a forced (fake) smile and had to use subtle morphological and dynamic features of the smile in order to discriminate genuine from fake smiles ([@bib27]; [@bib42]; [@bib57]). Performance in the Amusement from Smiles task is influenced by simple procedures such as wearing a mouth guard ([@bib66]), TMS in the face sensorimotor cortex ([@bib57]), and vowel articulation ([@bib38]).

Experiments 6 and 7 tested participants' facial identity recognition skills. Experiment six used the Cambridge Face Memory Test (CFMT; [@bib26]), which has two parts. In the first phase, participants were asked to observe, memorize, and recognize six persons' faces. For each person, they were presented with three pictures of the person's face displayed from three different viewpoints for 3 s each and they were then asked to recognize this face among two foils in three successive forced-choice trials. In the second phase, participants were first presented with a frontal view of these six faces for 20 s, and then asked to recognize any of these six faces from a set of 30 three-alternative forced-choice trials containing new images of faces studied in the first phase. Performance was measured by counting the number of trials, out of 48, in which the learned face was chosen correctly. In each of the 8 trials of Experiment 7 -- the Cambridge Face Perception Test (CFPT; [@bib25]) -- participants were presented with a target face and, below it, six pictures morphed to contain different proportions of the target face (28%, 40%, 52%, 64%, 76% and 88%) and were asked to sort them from most like to least like the target face. For each trial, the ﬁnal order was scored by summing the deviations from the correct order (e.g., if a face is three places away from its correct place, it is given a score of 3).

Experiment eight tested participants' ability to recognize emotions from emotional speech. In each of the 60 trials of this experiment, participants were asked to listen to a \~ 2 s long audio-clip in which a female or a male speaker simulated one of seven emotions (anger, anxiety/fear, boredom, disgust, happiness, sadness, neutral) while producing a sentence which could be applied to any emotion in a language that none of the IMS or control participants declared to understand (in German; from [@bib10]). Participants were asked to listen carefully to the audio-clips and, then, to pick its corresponding label presented among the six other alternatives. We counted each participant's number of correct responses.

The participants with Moebius Syndrome additionally participated to a motor, which included three main parts: (1) They were asked to imitate facial movements involving specific muscles on the territory of the facial nerve: the buccinator (pressing cheeks on the side of the teeth and pull back the angle of the mouth), zigomaticus major (large smile), risorius (draw the angle of the mouth straight backwards), levator anguli oris (pulling the angle of the mouth upward), depressor anguli oris (pulling the angle of the mouth downward), levator labii superioris (raise and protrude the upper lips), depressor labii inferioris (pull the lower lip and angle of the mouth down), the mentalis (protrude the lower lip and make a pouting face), the frontalis (elevate the eyebrows), the corrigator supercilia and depressor supercilia (frown), orbicularis oculi (close the eyes gently, close the eyes tightly), and the procerus and nasalis (wrinkle the nose) muscles. (2) In order to test the trigeminal and hypoglossal nerves, we asked them to produce various facial other movements upon verbal command: opening and closing the jaws, moving the tongue from left to right, up and down, back and forth, and articulating repeatedly the syllable/pa/for 5--6 s. (3) In order to document their ability to execute facial expressions, they were asked to imitate as well as possible six facial expressions (happiness, anger, fear, disgust, sadness and surprise) based on a picture example from the Karolinska Directed Emotional Faces set (Actress AF01, front view; Lundqvist, D., Flykt, A., and Öhman, A., 1998). Their performance during these tasks was recorded and analyzed offline. The results of these analyses are presented on [Table 1](#table1){ref-type="table"}.
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In the interests of transparency, eLife publishes the most substantive revision requests and the accompanying author responses.

**Acceptance summary:**

An influential theory of face perception builds on the general concept of embodied cognition, with the idea that this perceptual process requires the engagement of more motoric brain regions, those involved in the generation of facial expressions. By this view, recognition might entail the operation of simulation, where the perceiver simulates the action that might best match the sensory input to identify the affective intent. As a test of this hypothesis, the current study turns to an atypical population, individuals with Moebius Syndrome, a condition marked by congenital facial paralysis. The results show that some of these individuals exhibit normal performance on facial expression recognition, despite an absence of facial motor representations. As such, the results present an intriguing counter-example to the claim that facial expression recognition requires referent to motoric representations.

**Decision letter after peer review:**

Thank you for submitting your article \"Efficient recognition of facial expressions does not require motor simulation\" for consideration by *eLife*. Your article has been reviewed by three peer reviewers, and the evaluation has been overseen Richard Ivry as the Senior Editor and Reviewing Editor. The following individual involved in review of your submission has agreed to reveal their identity: Adrienne Wood.

The reviewers have discussed the reviews with one another and the Reviewing Editor has drafted this decision to help you prepare a revised submission. As you will see, there are no serious issues for revision. It is mostly about the theoretical framing and the weight to be given individual cases-issues we have covered to some extent in our initial email correspondence. They did come up again in review and I\'ve consolidated things so you have the feedback from some new \"samples.\" But I don\'t expect they will require much revision on your part.

Summary:

The study aims to assess whether individuals who suffer from Moebius syndrome (IMS) can achieve normotypical efficient facial expression recognition despite the congenital absence of relevant facial motor representations (a necessity hypothesis). The manuscript is well written. The research design is well thought out and uses a very high standard for the assessment of normotypical performance. The results show that some of the IMS patients perform well within the normal range on the emotional facial recognition tests even though they are unable to produce such expressions. As such, they present examples arguing against the necessity hypothesis, challenging simulation-based models of facial recognition. The study obviously suffers from a small sample, but this is a rare population.

Major Comments for Revision:

1\) Theoretical framing:

a\) Concern that the presentation of the motor theories of action perception are a straw man. Question the strong claim that the \"standard belief\" in the field is that sensorimotor activity is necessary for action perception.

b\) More recent accounts of mimicry and the closely-related idea of sensorimotor simulation emphasize how motor-perceptual mappings could emerge through associative learning. If, over the course of development, an infant is regularly experiencing the correlation between their own facial movements and the visual perception of others\' facial expressions (because adults are engaging in extensive mimicry), then they could learn to recruit this cross-modal association in the service of efficient interpretation of others\' facial expressions. But if the infant never experiences that correlation-for instance, if their facial muscles are impaired-then that association won\'t be made and won\'t be drawn on to process the meaning of others\' facial expressions. We agree that it is unlikely that perception of actions would require motor activity; humans can learn to recognize the differences between thousands of bird species without sensorimotor simulation, so if necessary, they could rely on purely visual activity to recognize the differences between others\' facial movements. A fairer Introduction and Discussion would acknowledge these more nuanced sensorimotor perspectives, which are compatible with the present findings (see de Klerk et al., 2018; Catmur and Heyes, 2019; Koban et al., 2019).

c\) The \"necessity hypothesis\" is ascribed to articles that do not make such claims (Wood et al., 2016; Goldman and Sripada, 2005). Wood et al., 2016, argue simply that sensorimotor activity can support facial expression processing, saying, \"whether chronic facial paralysis disrupts emotion recognition or compensatory perceptual strategies can eventually develop is not fully clear\". Similarly, Goldman and Sripada, 2005 write about Moebius patients, \"...given the long-standing nature of their impairments, these subjects\' normal performance may reflect the operation of a compensatory strategy.\" So at least these two papers are not properly represented in the present manuscript.

2\) Weight to be given to individual cases, especially when they are the exception, not the rule:

Does the presence of two individuals with Moebius Syndrome performing within normal bounds contradict contemporary sensorimotor perspectives? And even here, the pattern is more of a trend. As shown in Figure 1, patients 8 and 10 are the top two IMS performers in three of the five expression recognition tasks.

3\) Selectivity of impairment:

a\) The IMS group perform less well overall than the controls in the facial emotion recognition. They also tend to perform less well on other tasks as well including emotion recognition from speech.

b\) There is a high bar here for rejecting the necessity hypothesis, using a larger alpha (any p \<.20 would be taken as evidence that the Moebius patients are different from the healthy controls), discarding the low-performing healthy controls, and including the non-facial expression tasks. Moebius syndrome can have other symptoms besides facial motor impairment-importantly, visual impairment-that might account for deficits in perception tasks. Indeed, there is a correlation between the patients\' mid-level visual screening test performance and their performance on the facial expression tasks, suggesting any group differences might be due to visual, not motor, disruptions.

4\) Additional analyses:

Consider a between-group comparison of performance on the expression recognition tasks, since that\'s the analysis most people would expect. This could even include performance on the facial identity tasks as a covariate to control for \"general\" performance on such tasks.

\[Editors\' note: further revisions were suggested prior to acceptance, as described below.\]

Thank you for submitting your article \"Efficient recognition of facial expressions does not require motor simulation\" for consideration by *eLife*. I felt it was only important to engage one of the original reviewers, Adrienne Wood, to assist me in evaluating the revision.

We think the paper is essentially there but Adrienne has one substantive request and I find it reasonable. To quote her:

I appreciate the authors\' thorough responses to our comments on their manuscript. I continue to think that in an effort to carefully define and then reject the motor simulation hypothesis, they have shifted the burden of proof too far in the other direction. As we agreed originally, I do think the case study nature of their approach is ok. If they can find any IMS with normal expression recognition, then it brings into question the strong motor simulation position that motor functioning is "necessary" for expression recognition on challenging tasks. But I think they go too far when they reject even running the between-group statistical test (reviewer point \#4) that might create a more nuanced picture. Perhaps IMS often suffer expression recognition impairment (even controlling for more general visual impairment), but not always. The authors write, \"we would prefer to limit the statistical analysis presented in the paper to only those meaningful for the question at hand: is it possible to achieve efficient facial expression recognition without motor simulation.\" There is no rule that secondary questions cannot be answered in a Results section; they could identify those analyses as \"post-hoc\" if they are concerned about fishing.

10.7554/eLife.54687.sa2

Author response

> Major Comments for Revision:
>
> 1\) Theoretical framing:
>
> a\) Concern that the presentation of the motor theories of action perception are a straw man. Question the strong claim that the \"standard belief\" in the field is that sensorimotor activity is necessary for action perception.

The prediction that we tested is not simply whether motor simulation is "necessary for action perception". The experiments reported in this study were specifically designed to test the more fine-grained hypothesis that motor simulation is necessary for *efficient* (i.e., fast and accurate) facial expression recognition, in particular when the tasks are challenging, such as when facial expressions must be interpreted after only a short exposure (Experiment 1 and 2), when they are more complex or ambiguous (Experiment 3 and 4) or when the task requires subtle intra-category discriminations such as discriminating fake versus genuine smiles, like it is predicted by numerous authors (see below). There is no doubt that this hypothesis is currently widespread in the field. To quote only some of the most recent and influential articles, for instance:

Niedenthal et al., 2010, propose that "Embodied simulation supports the recognition and access to meaning of facial expressions". They further clarify their position and explain that although "recognition tasks on prototypic expressions can be accomplished by perceptual analysis alone, without motor mimicry (....) in some cases, however, mimicry does facilitate recognition". They go on providing three examples of tasks in which motor simulation may contribute to facial expression recognition: "Niedenthal et al., 2001, for example, observed effects of mimicry when participants had to detect the boundary of facial expression between happiness and sadness. In a more recent study, Stel and van Knippenberg, 2008 found that blocking mimicry affected the speed, but not the accuracy, of categorizing facial expressions as positive or negative. These ﬁndings point to the possibility that simulation does become important in recognition tasks when they require ﬁne distinctions in smile meaning, such as the processing of different smile types." These three hypotheses were specifically tested in our Experiments 3, 1 and 2, and 5, respectively.

Wood et al., 2016's paper "Sensorimotor Simulation Contributes to Facial Expression Recognition", proposes that "When we observe a facial expression of emotion, we often mimic it. This automatic mimicry reflects underlying sensorimotor simulation that supports accurate emotion recognition." In the paragraph titled "Simulation and the Recognition of Facial Expression", they note that "Substantial research evidence suggests that sensorimotor simulation contributes to accurate and efficient recognition of the specific emotion, valence, intensity and intentionality conveyed by facial expressions." And, they go on with "Factors that disrupt somatosensory feedback from, or motor output to, the facial muscles are expected to affect emotion recognition." and continue noting that motor simulation may be particularly useful precisely for the types of tasks that we presented to our participants: "Sensorimotor simulation may be especially useful for emotion recognition when the perceived expression is subtle or ambiguous, or the judgment to be made particularly challenging. Judging the authenticity of a smile, for instance, is a complex task that relies on detecting subtle differences in the morphological specificities and temporal dynamics of the smile. (...). Disrupting mimicry impairs the ability of observers to distinguish between videos of people producing spontaneous and intentional smiles" They end the paragraph with "to summarize the current evidence, automatic sensorimotor simulation plays a functional role not only in the recognition of actions, but also in the processing of emotional expressions".

Paracampo et al., 2016's paper "sensorimotor network crucial for inferring amusement from smiles" argues that " motor and somatosensory circuits for controlling and sensing facial movements are causally essential for inferring amusement from another's smile", once again a prediction that applies precisely to the ability that we tested in one of our experiments (Experiment 5). Note that, in fact, we used precisely the same stimuli as Paracampo and colleagues.

Ipser and Cook, 2016, conclude their article by emphasizing that their findings "are consistent with models proposing that the motor system makes *a causal contribution* to the perception and interpretation of facial expressions".

We think the paper is clear about the hypotheses that we tested. When presenting the motor simulation theories of facial expression recognition, for instance, we wrote that they assume that "*efficient* (i.e., fast and accurate) facial expression recognition cannot be achieved by visual analysis *alone* but requires a process of motor simulation". At a later point we are even more specific and wrote "previous findings left open the possibility that motor simulation may contribute to facial expression recognition efficiency when the tasks are more challenging, such as when facial expressions are more complex, must be interpreted quickly, only partial information is available, or when the task requires subtle intra-category discriminations such as discriminating fake versus genuine smiles. The research reported here was designed to explore this large remaining hypothesis space for a role of motor simulation in facial expression recognition: is it possible to achieve efficient facial expression recognition without motor simulation in the type of sensitive and challenging tasks that have been cited by proponents of the motor theories as examples of tasks in which motor simulation is needed to support facial expression recognition?".

> b\) More recent accounts of mimicry and the closely-related idea of sensorimotor simulation emphasize how motor-perceptual mappings could emerge through associative learning. If, over the course of development, an infant is regularly experiencing the correlation between their own facial movements and the visual perception of others\' facial expressions (because adults are engaging in extensive mimicry), then they could learn to recruit this cross-modal association in the service of efficient interpretation of others\' facial expressions. But if the infant never experiences that correlation-for instance, if their facial muscles are impaired-then that association won\'t be made and won\'t be drawn on to process the meaning of others\' facial expressions. We agree that it is unlikely that perception of actions would require motor activity; humans can learn to recognize the differences between thousands of bird species without sensorimotor simulation, so if necessary, they could rely on purely visual activity to recognize the differences between others\' facial movements. A fairer Introduction and Discussion would acknowledge these more nuanced sensorimotor perspectives, which are compatible with the present findings (see de Klerk et al., 2018; Catmur and Heyes, 2019; Koban et al., 2019).

In this paper, we tested whether congenital facial paralysis hampers facial expression recognition efficiency in challenging tasks, as is predicted by various theories of facial expression recognition based on motor simulation (e.g., the generate-and-test model, the reverse simulation model, Niedenthal and coworkers' simulation of smiles hypothesis). The reviewer asks us to acknowledge the possibility that motor simulation could be necessary for efficient facial expression recognition (would be "drawn on to process the meaning of others\' facial expressions") *only* in people in whom associative learning has formed connections between sensory and motor representations of actions.

We followed this suggestion, we now write "In sum, our finding constitutes existence proof that the visuo-perceptual system can support efficient facial expression recognition unaided by motor simulation. Of course, this does not imply that motor simulation does not support facial expression in typically developed participants. For example, correlated sensorimotor experience may be necessary for the development of motor contributions to action perception (e.g., Catmur and Heyes, 2019) and IMS 8 and 10 may have developed an atypically efficient visual system to compensate for their congenital paralysis."

Importantly, however, there is currently no evidence that the IMS would perform the task differently and no empirical evidence that motor simulation is indeed necessary for individuals who have benefitted from correlated visuo-motor experience. Hence, our results at the very least emphasize the need for a shift in the burden of proof regarding this question.

> c\) The \"necessity hypothesis\" is ascribed to articles that do not make such claims (Wood et al., 2016; Goldman and Sripada, 2005). Wood et al., 2016, argue simply that sensorimotor activity can support facial expression processing, saying, \"whether chronic facial paralysis disrupts emotion recognition or compensatory perceptual strategies can eventually develop is not fully clear\". Similarly, Goldman and Sripada, 2005, write about Moebius patients, \"...given the long-standing nature of their impairments, these subjects\' normal performance may reflect the operation of a compensatory strategy.\" So at least these two papers are not properly represented in the present manuscript.

We cite these two papers in the Introduction : "an alternative view suggesting that efficient (i.e., fast and accurate) facial expression recognition cannot be achieved by visual analysis alone but requires a process of motor simulation -- an unconscious, covert imitation of the observed facial postures or movements -- has gained considerable prominence".

We decided to cite Goldman and Sripada, 2005, on the ground that they discuss two potential simulationist models (the generate-and-test model on p202 and the reverse simulation model on p203, see Figure 2 on P. 204) and emphasize (p. 209) that these two models predict "reduced recognition" of facial expressions in case of a decrease of motor resources (e.g., dual task paradigm). The prediction that "reduced recognition" should result from a decrease of motor resources follows necessarily from the claim that motor simulation is necessary for efficient facial expression recognition.

Even though Wood et al., 2016, wrote "whether chronic facial paralysis disrupts emotion recognition or compensatory perceptual strategies can eventually develop is not fully clear", we decided to cite that paper on the ground that, on the first page of the article, they write : "People's recognition and understanding of others' facial expressions is compromised by experimental (e.g., mechanical blocking) and clinical (e.g., facial paralysis and long-term pacifier use) disruption to sensorimotor processing in the face. Emotion perception involves automatic activation of pre and primary motor and somatosensory cortices and the inhibition of activity in sensorimotor networks reduces performance on subtle or challenging emotion recognition tasks. Sensorimotor simulation flexibly supports not only conceptual processing of facial expression but also, through cross-modal influences on visual processing, the building of a complete percept of the expression". The interfering, automatic and constitutive nature of the role assigned to motor simulation by the authors in their article led us to assume that they view motor simulation as necessary for efficient recognition of facial expression.

Admittedly, both Goldman and Sripada, 2005, and Wood et al., 2016, mention that "compensatory strategies" may develop in individuals with facial paralysis. However, as this claim is not supported by any evidence (or explanation of what that compensatory strategy could be or why it would not develop in typically developed people) it seems to serve no other purpose than insulating the motor simulation hypothesis from the implications of the performance of these individuals. Hence, while the authors refer to "compensatory strategies" to discard incompatible evidence from patients with facial paralysis, they nevertheless cite evidence that "People's recognition and understanding of others' facial expressions is compromised by experimental (e.g., mechanical blocking) and clinical (e.g., facial paralysis and long-term pacifier use) disruption to sensorimotor processing in the face" as evidence in favor of the same theory.

In the revised version of the manuscript we nevertheless decided to follow the reviewer's suggestion and delete the reference to Wood et al., 2016, and we took the liberty of replacing it with a more recent paper with a less ambiguous stand on the role of motor simulation in the recognition of motor actions (Paracampo et al., 2017).

> 2\) Weight to be given to individual cases, especially when they are the exception, not the rule:
>
> Does the presence of two individuals with Moebius Syndrome performing within normal bounds contradict contemporary sensorimotor perspectives? And even here, the pattern is more of a trend. As shown in Figure 1, patients 8 and 10 are the top two IMS performers in three of the five expression recognition tasks.

We identified two separate issues in this comment.

The first concerns whether "the presence of two individuals with Moebius Syndrome performing within normal bounds contradict contemporary sensorimotor perspectives?". It depends what the reviewer means by "contradict". As written in the final paragraph of the Discussion, we propose that this finding constitutes existence proof that the visuo-perceptual system can support efficient facial expression recognition unaided by motor simulation. However, this observation does not necessarily *imply* that motor simulation does not support facial expression in typically developed participants. Nevertheless, in the absence of convincing evidence that motor simulation is used in the normotypical population, this finding emphasizes the importance of a shift in the burden of proof regarding the role of motor simulation for facial expression recognition.

The second concerns the weight to be given to individual cases vs the group (or the other individuals), especially when the cases are the exception, not the rule. We suggest that the issue should be considered on a case-by-case basis: one should ask which result constitutes the most valid constrain for the theories tested and what is the most plausible account of the discrepancy between the cases and the rest of the group.

Concluding that facial paralysis hampers facial expression recognition based on the result of the 9 IMS who perform among the weak participants (*p \< 0.2)* in at least one experiment would require that (1) their weak performance can be related specifically to their facial paralysis and (2) that a plausible account of the performance of the two best IMS compatible with the simulation thesis can be formulated. In the paper, however, we found no empirical support for either (1) or (2). In contrast to (1), we report that the weak performance of the 9 IMS in facial expressions tasks is likely not due to their facial paralysis but rather, to their associated visual and/or cognitive disorder (Results final paragraph). In contrast to (2), we found that the performance of IMS 8 and 10 cannot be explained by them being extraordinarily efficient individuals across-the-board (In comparison to control participants, these two individuals were as efficient in facial expression recognition experiments than in other experiments, see Results paragraph three) or by them being less severely paralyzed (Results paragraph six).

In sum, in the specific case of our study, the data from the 9 IMS provides no support for the motor simulation theory. In contrast, the results of IMS8 and 10 provide unambiguous evidence that efficient facial expression recognition can be achieved in the absence of facial movements.

> 3\) Selectivity of impairment:
>
> a\) The IMS group perform less well overall than the controls in the facial emotion recognition. They also tend to perform less well on other tasks as well including emotion recognition from speech.

This is correct. As written: "Moebius syndrome typically impacts not only the individuals' sensorimotor system, but also their visual, perceptual, cognitive, and social abilities." Therefore, a weaker than normal average performance across-the-board is expected.

> b\) There is a high bar here for rejecting the necessity hypothesis, using a larger alpha (any p \<.20 would be taken as evidence that the Moebius patients are different from the healthy controls), discarding the low-performing healthy controls, and including the non-facial expression tasks. Moebius syndrome can have other symptoms besides facial motor impairment-importantly, visual impairment-that might account for deficits in perception tasks. Indeed, there is a correlation between the patients\' mid-level visual screening test performance and their performance on the facial expression tasks, suggesting any group differences might be due to visual, not motor, disruptions.

We thank the reviewer for this positive assessment of our approach. Setting such as high bar allowed us to minimize the likelihood of false negatives (i.e., the risk to conclude erroneously that an IMS achieves a "normotypical level" of efficiency) and provided more power to detect even subtle degradations of facial expression recognition skills.

> 4\) Additional analyses:
>
> Consider a between-group comparison of performance on the expression recognition tasks, since that\'s the analysis most people would expect. This could even include performance on the facial identity tasks as a covariate to control for \"general\" performance on such tasks.

We thank the reviewer for this suggestion but we would prefer to limit the statistical analysis presented in the paper to only those meaningful for the question at hand: is it possible to achieve efficient facial expression recognition without motor simulation. We are already clear about this in the paper (Introduction section).

\[Editors\' note: further revisions were suggested prior to acceptance, as described below.\]

> We think the paper is essentially there but Adrienne has one substantive request and I find it reasonable. To quote her:
>
> I appreciate the authors\' thorough responses to our comments on their manuscript. I continue to think that in an effort to carefully define and then reject the motor simulation hypothesis, they have shifted the burden of proof too far in the other direction. As we agreed originally, I do think the case study nature of their approach is ok. If they can find any IMS with normal expression recognition, then it brings into question the strong motor simulation position that motor functioning is "necessary" for expression recognition on challenging tasks. But I think they go too far when they reject even running the between-group statistical test (reviewer point \#4) that might create a more nuanced picture. Perhaps IMS often suffer expression recognition impairment (even controlling for more general visual impairment), but not always. The authors write, \"we would prefer to limit the statistical analysis presented in the paper to only those meaningful for the question at hand: is it possible to achieve efficient facial expression recognition without motor simulation.\" There is no rule that secondary questions cannot be answered in a Results section; they could identify those analyses as \"post-hoc\" if they are concerned about fishing.

We decided to follow the reviewer and the Editor's suggestion to include between-group statistical tests in the result section of the manuscript devoted to discussing whether the IMS's performance variability is most likely due to associated visual and/or cognitive disorders or to their facial paralysis. We have now added:

"To further explore this possibility, we first performed a series of one-way ANCOVAs with Group as a fixed effect and participants' performance in Experiments 6-8 as covariates. Participants performing below 2 absolute deviations from the median of their group were discarded in order to satisfy ANCOVA normality assumptions (Leys, Ley, Klein, Bernard and Licata, 2013). In line with the possibility that the IMS's performance variability is likely due to associated visual and/or cognitive disorders rather than to their facial paralysis, these analyses failed to reveal any significant effect of Group in Experiments 1, 2, 4 and 5 (all Fs \< 1; all *p*s \> 0.37). The same analysis could not be performed on the results of Experiment 3 due to the low number of IMS who took part to this experiment."

In addition, in order to address more directly the possibility raised by the reviewer that "Perhaps IMS often suffer expression recognition impairment (even controlling for more general visual impairment), but not always", we now report the results of a new set of single case analyses allowing to test this possibility:

"Then, to test more directly the possibility that at least some IMS may have some facial expression recognition impairment that cannot be explained by a visual or cognitive deficit, we used Crawford and Garthwaite's, 2007, Bayesian Standardized Difference Test (BSDT) to test whether the performance of IMS1-7, 9 and 10 in at least some facial expression experiments may be comparatively less good than in the three control tasks. Only IMS1 performed significantly less well in Experiment 5 than in the three control experiments (Experiments 6-8). All other comparisons indicated either better performance in facial expression recognition experiments than in at least one of the control experiments (55% of the comparisons) or slightly but non-significantly weaker performance (45% of comparisons, all BSDTs \> 0.1)."

In sum, these two additional series of analyses corroborate the conclusion that "the IMS's performance variability seems to be at least partly due to associated visual and/or cognitive disorders, rather than to their facial paralysis".
