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ABSTRACT
We present solutions for Hall equilibria applicable to neutron star crusts. Such mag-
netic configurations satisfy a Grad-Shafranov-type equation, which is solved analyti-
cally and numerically. The solutions presented cover a variety of configurations, from
purely poloidal fields connected to an external dipole to poloidal-toroidal fields con-
nected to an external vacuum field, or fully confined within the star. We find that a
dipole external field should be supported by a uniformly rotating electron fluid. The
energy of the toroidal magnetic field is generally found to be a few percent of the
total magnetic field energy for the fields with an external component. We discuss the
evolution due to Ohmic dissipation which leads to slowing down of the electron fluid.
We also find that the transition from an MHD equilibrium to a state governed by
Hall effect, generates spontaneously an additional toroidal field in regions where the
electron fraction changes.
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1 INTRODUCTION
Neutron stars contain strong magnetic fields that are known
to be steady or evolve very slowly with time. Their external
field, responsible for the spin-down of pulsars and magneto-
spheric activity, is anchored in the crust of the neutron star
and has been extensively studied as a force-free or an MHD
equilibrium, i.e. Goldreich & Julian (1969); Sturrock (1971);
Contopoulos et al. (1999); Spitkovsky (2006); Tchekhovskoy
& Spitkovsky (2012). Evidence from pulsars and quiescent
magnetars suggests that the field is in stable equilibrium and
small changes in the magnetosphere are radiated away with
the exception of some rare giant flares in magnetars (Mazets
et al. 1979; Hurley et al. 1999; Palmer et al. 2005) where
the magnetospheric field suffers a major rearrangment. In
general, any long-term evolution of the magnetospheric field
will be because of changes of the magnetic field emanating
from the neutron star. Thus, it is important to find solutions
of stable fields in the crust to maintain the stable external
fields observed.
? E-mail: kostasg@physics.mcgill.ca
The crust can be thought of as a conducting crystal lat-
tice where electrons are free to move and advect the mag-
netic field. Except for magnetars, Lorentz forces are weak,
and they are balanced by elastic forces from the lattice. Be-
cause of this, force-free or MHD equilibria are not applicable.
Since only electrons are able to move, the currents are car-
ried by electrons and the evolution of the magnetic field is
determined by a combination of the Hall effect and Ohmic
decay (Jones 1988; Urpin & Shalybkov 1991; Goldreich &
Reisenegger 1992).
Studies of magnetic field evolution in neutron star
crusts have tended to focus on the natural approach of start-
ing with an initial field and following its evolution under the
joint action of the Hall effect and Ohmic decay (e.g. Urpin
& Shalybkov 1991; Pons & Geppert 2007, 2010; Kojima &
Kisaka 2012). Despite its conceptual simplicity, this method
requires a knowledge of the field structure at the moment
of solidification of the crust. As the formation of a neutron
star and its crust involves gravitational collapse and phase
transitions, the resulting field will have only a limited resem-
blance to the progenitor’s MHD equilibrium field, which can
only be approximately guessed from simulations. Some basic
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properties, such as total magnetic flux and helicity will be
conserved and hint at a starting point, but there is consid-
erable uncertainty in the initial condition for the magnetic
field in the crust.
We shall take the reverse approach by looking for long-
term equilibrium solutions of the magnetic field under the
action of the Hall effect. Cumming et al. (2004) pointed out
that a purely poloidal dipole magnetic field would not evolve
under the Hall effect if the toroidal currents were distributed
so that the electron fluid rotates rigidly, J ∝ ner sin θ. The
magnetic field lines, advected by the electron fluid, remain
unchanged if the electrons are rigidly rotating. The existence
of steady solutions under the Hall effect is interesting for a
number of reasons. It suggests that accelerated Ohmic decay
driven by Hall evolution may not be able to completely dis-
sipate the magnetic energy and could instead saturate. Such
a configuration might then be expected to represent the long
term configuration of the magnetic field after several Hall-
times. Indeed, recent axisymmetric simulations of crustal
fields show that the initial evolution due to the Hall effect
saturates (Pons & Geppert 2007; Kojima & Kisaka 2012),
which provides additional motivation to study steady-state
solutions.
In this paper, we show that there is a family of ax-
ially symmetric Hall equilibria with mixed poloidal and
toroidal fields inside the star and a poloidal field outside the
star. These solutions generalize the rigidly rotating, purely
poloidal equilibrium found by Cumming et al. (2004) to in-
clude toroidal fields. This is important because a toroidal
field is an essential component for the stability of an MHD
structure (Mestel 1956; Prendergast 1956; Woltjer 1958;
Markey & Tayler 1973; Wright 1973; Flowers & Ruderman
1977; Braithwaite & Spruit 2004; Spruit 2008; Marchant
et al. 2011; Braithwaite 2009, 2012), so that even if the
stability of a Hall equilibrium is possible with a purely
poloidal field, the progenitor field will have a non-zero helic-
ity and thus the toroidal field cannot be entirely dissipated.
Toroidal fields are also essential for the magnetar energy
budget (Thompson & Duncan 1995).
We find axisymmetric Hall equilibrium solutions corre-
sponding to a Grad-Shafranov equation (Shafranov 1966).
This equation is in general a non-linear partial differential
equation and contains three unknown functions, related to
the poloidal flux, the poloidal current, and a third one which
in the Hall description is related to the advection of the
magnetic field by the electron fluid. We develop analytic
solutions for Hall equilibria and describe a numerical tech-
nique to solve the non-linear version of the Grad-Shafranov
equation that self-consistently solves for the boundary of the
region of closed poloidal field lines inside the star.
We also discuss the application of our results to mag-
netostatic equilibria of fluid stars. A Grad-Shafranov type
equation can be derived for barotropic fluid stars where grav-
itational forces, pressure gradients and Lorentz forces are
in equilibrium (Prendergast 1956). Despite the physics be-
ing very different, one ends up solving the same variant of
Grad-Shafranov equation we find for Hall equilibria.
The long standing question of magnetic equilibria of
stars, first discussed in the context of the solar magnetic field
(Cowling 1945) and then in more general arguments (Fer-
raro 1954; Prendergast 1956; Mestel 1956; Roxburgh 1966),
has received much attention recently after Braithwaite &
Spruit (2004) and Braithwaite & Nordlund (2006) numeri-
cally found stable equilibria consisting of mixed poloidal and
toroidal fields. Analytical and semi-analytical solutions have
been proposed by Lyutikov (2010) and Aly & Amari (2012),
with Glampedakis et al. (2012) and Lander (2013) discussing
the importance of the superconducting component of the
star. MHD equilibria can also be found through a variation
principle (Broderick & Narayan 2008; Duez & Mathis 2010;
Duez et al. 2010). By solving self-consistently for the bound-
ary of the closed field line region, our calculations avoid the
issue of the Grad-Shafranov equation being overconstrained
as discussed by Lyutikov (2010). In agreement with these
previous analytic calculations, we find our solutions have a
very similar character to the simulation results of Braith-
waite & Spruit (2004) and Braithwaite & Nordlund (2006).
We note however, that the fluid in these simulations is an
ideal gas stratified by entropy, so it not barotropic and thus
not constrained to satisfy the Grad-Shafranov equation. The
similar appearance of the solutions might thus be unrelated
to this equation.
An outline of the paper is as follows. The formulation of
the Grad-Shafranov equation in the cases of Hall equilibrium
and MHD equilibrium is given in §2. Our numerical and an-
alytic solutions are presented in §3, including a discussion
of the rigidly-rotating nature of the electron flow in equilib-
rium solutions. In §4 we discuss the application to magnetic
field evolution in neutron stars, including the importance of
the differences between MHD and Hall equilibria. We con-
clude in §5. The details of our numerical method are given
in the Appendix.
2 FORMULATION OF THE PROBLEM
We first derive the Grad-Shafranov equation for both the
Hall and MHD equilibria, and highlight the similarities and
differences between the two cases. We assume an axially
symmetric magnetic field configuration. The flux emerging
from the surface of the star is the source of a vacuum field
in the exterior that vanishes at infinity. We adopt spherical
coordinates (r, θ, φ), and µ = cos θ. We express the magnetic
field in terms of two scalar functions: Ψ(r, µ), the poloidal
magnetic flux, and cI(r, µ)/2, the poloidal current, both of
them passing through a spherical cap of radius r and cosine
of opening angle µ:
B = ∇Ψ×∇φ+ I∇φ . (1)
Field lines lie on surfaces of constant Ψ. By construction,
the field is divergence-free. Faraday’s induction law is:
∂B
∂t
= −c∇×E . (2)
The electric field is E = − 1
c
v × B + j
σ
, where v is the
velocity of the electrons, j the electric current density and
σ is the electric conductivity. Given that the electric current
is carried by electrons, we write for the current density j =
−neev, where ne is the number density of electrons, and
e the elementary charge. From Ampe`re’s law, the electric
current density is j = c
4pi
∇ × B, and by substitution into
equation (2), we find:
∂B
∂t
= − c
4pie
∇×
(∇×B
ne
×B
)
− c
2
4pi
∇×
(∇×B
σ
)
. (3)
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The first term in the right hand side of equation (3) leads
to Hall evolution, where the electric current advects the
magnetic field lines, while the second term is the Ohmic
dissipation. The typical timescale for Hall evolution is
τH ≈ 4pineeL2cB , while for the competing Ohmic dissipa-
tion is τOhm ≈ 4piσL2c2 . The ratio of the two timescales is
τOhm
τH
∼ 4×104 B14
T2
8
(
ρ
ρnuc
)2
(Goldreich & Reisenegger 1992),
where ρ is the mass density, ρnuc is the nuclear density, T8
is the temperature scaled to 108K and B14 is the magnetic
field scaled to 1014G. Thus there is a range of densities, tem-
peratures and magnetic field intensities where the Hall effect
is much faster than Ohmic dissipation. In this range we seek
for Hall equilibria.
2.1 Hall equilibrium
Assuming infinite conductivity, Hall equilibria are states
where the Hall term of equation (3) is equal to zero. In-
tegrating once yields
1
ne
(∇×B)×B = ∇S , (4)
where S is an arbitrary scalar function of r and µ. Substi-
tuting the magnetic field from equation (1), the azimuthal
component of (4) is
∇Ψ×∇I = 0 , (5)
which shows that I = I(Ψ). We then obtain the poloidal
component of equation (4):(
∂2Ψ
∂r2
+
1− µ2
r2
∂2Ψ
∂µ2
+ II ′
)
∇Ψ
+r2(1− µ2)ne(r, µ)∇S = 0 , (6)
where a prime denotes differentiation with respect to Ψ.
From equation (6) we deduce that ∇Ψ ‖ ∇S, so S = S(Ψ).
Defining the Grad-Shafranov operator ∆∗ = ∂
2
∂r2
+ 1−µ
2
r2
∂2
∂µ2
,
the Hall equilibrium equation (6) reduces to
∆∗Ψ + II ′ + r2(1− µ2)ne(r, µ)S′ = 0 . (7)
In the mathematical derivation, the electron number density
ne can in principle be a function of r and µ and is related to
the mass density ρ of the star, so that ne = ρYe, where Ye
is the electron number per unit mass. For realistic cases the
dependence on the radius will be much stronger than the
angular dependence, so we shall use ne = ne(r) through-
out this paper. Note that we have not taken into account
relativistic terms, as v/c  1. We have also assumed that
conductivity is large enough so that Ohmic dissipation can
be neglected in first approximation; its subdominant effect
is discussed in §4.2.
2.2 Barotropic MHD equlibrium
In barotropic matter, pressure P is a function of the density
P = P (ρ) only. Force equilibrium is given by
1
cρ
j ×B = 1
ρ
∇P +∇Φ , (8)
where Φ is the gravitational potential. Taking the curl of
the above equation, using the fact that ∇P is parallel to
∇ρ, and substituting B for j from Ampe`re’s law, we find
∇×
(∇×B
ρ
×B
)
= 0 . (9)
Integrating once and with SB an arbitrary scalar
1
ρ
(∇×B)×B = ∇SB , (10)
which is mathematically identical to the equation we have
found for the Hall equilibrium (4). Following the same line
of arguments as in the Hall case, it reduces to
∆∗Ψ + II ′ + r2(1− µ2)ρ(r, µ)S′B = 0 . (11)
The physical interpretation, however, is very different, as
for instance here the mass density ρ plays the role played
by the electron density ne is Hall case, and S and SB have
different physical meaning. Although the equations govern-
ing the equilibrium in both cases are nearly identical, the
equations for the time-evolution of small perturbations are
completely different, and therefore stability or instability of
an equilibrium in one case can by no means be extrapolated
to the other. We discuss this key difference further in §4.
3 SOLUTIONS
In this section, we calculate equilibrium solutions for the
magnetic field. After discussing analytical solutions in §3.1,
we present a new numerical method for calculating equilib-
ria in §3.2. In §3.3, we discuss the current distribution and
electron velocity profile, which is particularly important for
Hall evolution with magnetic field lines frozen into the elec-
tron fluid.
Before attempting to solve for equilibria we first outline
some general properties of magnetic fields, which constrain
our solutions. Both components of the field normal and par-
allel to the boundary must be continuous to ensure that the
field is everywhere divergence-free and there are no current
sheets. Even if current sheets had formed at some stage, we
expect they had dissipated fast enough and they are not
present in a steady-state solution.
We separate the domain where we solve the equation
into three regions, as shown in Figure 1. Region I is the
exterior of the star, where the field is current-free and con-
sequently there cannot be any toroidal field. Region II is
the part of the interior of the star containing field lines that
penetrate the surface and connect to the field of region I.
These field lines cannot accommodate a toroidal field either,
because I = I(Ψ) implies I is constant along field lines. Re-
gion III contains the field lines inside the star that are not
connected to the external field and form closed tori; these
field lines may have both toroidal fields and toroidal cur-
rents. In region I, we have I = 0 and ne = 0, thus the term
proportional to S′ is eliminated. In region II, I = 0, and in
region III there is no constraint for S or I, and they are in
general non-zero. Therefore in the three regions, Ψ satisfies:
∆∗Ψ = 0, I ,
∆∗Ψ + r2(1− µ2)ne(r)S′ = 0, II ,
∆∗Ψ + II ′ + r2(1− µ2)ne(r)S′ = 0, III ,
(12)
respectively.
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Figure 1. Meridional cut of the star showing schematically its
poloidal field lines and the different regions defined by them. Re-
gion I is the vacuum outside of the star where the field is current-
free. Region II is the part of the star containing field lines that
are connected to region I; in this region, there cannot be any
toroidal field, but it is not current-free. Region III is the part of
the star containing field lines that are not connected to Region
I and close inside the star; in this region it is possible to have
both toroidal and poloidal fields and currents. Note that the field
in this picture reaches the centre of the star; as it would be per-
mitted for (barotropic) MHD equilibria. Hall equilibria, however,
need to be excluded from the fluid core of the star to be physically
meaningful.
3.1 Analytical solutions
We seek analytical solutions with the method of separation
of variables. We assume that the flux function is a product of
a radial and an angular function. Then we choose the func-
tional dependence of I(Ψ) and S(Ψ) so that they allow such
separable solutions. Finally, we match the solutions of the
various regions to ensure continuity along the boundaries.
We shall present two families of analytical solutions that
satisfy the requirements we have set: solutions with purely
poloidal fields (§3.1.1); and solutions with both poloidal and
toroidal fields fully confined inside the star (§3.1.2). We have
not been able to solve for a more general configuration an-
alytically, thus we explore numerical solutions in §3.2.
3.1.1 Purely poloidal fields
In this solution we have no toroidal field, thus I = 0 and
the magnetic field inside the star satisfies equation (12-II)
everywhere inside the star. The external vacuum satisfies
equation (12-I).
We solve equation (12) in region I by separation of vari-
ables in r and µ, writing for the solution RI(r)MI(µ). We
find MI,` = (1− µ2) dP`(µ)dµ , P` being the `th-order Legendre
polynomial and RI,` = cI,`r
−` + dI,`r`+1, with dI,` = 0 to
avoid divergence at infinity. The solution is a sum of the
products of RI,`MI,`. Non-trivial separable solutions inside
the star are possible for S′ = SII, where SII is a constant.
This choice provides a useful example, as it can be well un-
derstood and used to test numerical solutions. We solve the
following equation:
∆∗Ψ + r2(1− µ2)ne(r)SII = 0 . (13)
There is one term that does not depend on Ψ, so the equa-
tion is inhomogeneous. Its general solution is a sum of the
general solution of its homogeneous counterpart (obtained
by eliminating the term in question) plus any particular so-
lution of the full, inhomogeneous equation. Matching the
fields from regions I and II without discontinuities, and thus
no surface currents, impose the conditions ∂Ψ
∂r
|
r+∗
= ∂Ψ
∂r
|
r−∗
and Ψ|
r+∗
= Ψ|
r−∗
. The flux has to be zero at the inner
boundary thus Ψ(rin) = 0, where rin is the deepest point
the field threads the star. For a star where the field reaches
the centre it is rin = 0, but it can be much larger for a
star where the field is confined in a thin crust. The resulting
solution is
Ψ = cI,1
(1−µ2)
r
, I ,
Ψ = (1− µ2)
(
cII,1r
2 + dII,1r
−1+
SII
3r
[ ∫ r
rin
ne(r˜)r˜
4dr˜ − r3 ∫ r
rin
ne(r˜)r˜dr˜
])
II, III .
(14)
In this solution there are four constants to be determined
(cI,1, cII,1, dII,1, SII). They are found using the continuity
and boundary conditions outlined above and the freedom
of the overall normalization of the magnetic flux emerging
from the star. The results are plotted in Figure 2. In the
assumption of constant ne, rin = 0 and r∗ = 1 we find that
it is cI,1 =
1
15
SIIne, cII,1 =
1
6
SIIne and dII,1 = 0.
In the cases where fields are confined in a thin crust
and do not reach the centre of the star, the inner boundary
of the crust has a current sheet as the field is pushed out
of the arguably super conducting core; such fields will have
a non-zero ∂Ψ
∂r
|rin . Another important consequence is that
the magnetic field in the crust is stronger than the inferred
dipole field by about an order of magnitude Bθ ∼ r∗/(r∗ −
rin)Br, because the field lines are confined within the crust,
providing a large reservoir of accessible magnetic energy.
3.1.2 Fully confined fields
Analytical solutions with both poloidal and toroidal field
are possible if the field is fully confined within the star, thus
region III covers all the star. In this solution there is no field
in region I.
The field in region III has a non-zero I(Ψ), in addition
to the non-zero S(Ψ). Analytical separable solutions can be
found for I = α(Ψ−Ψ0), and S = S0 +SIII(Ψ−Ψ0); where
Ψ0 is the value of Ψ on the boundary of region III. Under
these assumptions the solution for equation (12-III) is
Ψ =
`=∞∑
`=1
{
r1/2[g1,`J`+1/2(αr) + g2,`Y`+1/2(αr)]
×(1− µ2)P ′`(µ)
}
−piSIIIr
1/2(1− µ2)
2
[
Y3/2(αr)
∫ r
rin
r˜5/2J3/2(αr˜)ne(r˜)dr˜
c© - RAS, MNRAS 000, 1–12
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a b
c d
Figure 2. The structure of the field for the analytical solutions
of equation (14). In all examples the field is purely poloidal. In
cases (a) and (b) the electron number density is uniform while in
(c) and (d) it varies as ne ∝ (r2∗ − r2). In (a) and (c) the field is
allowed to reach the centre of the star, while in (b) and (d) it is
excluded from the core starting at rin = 0.8r∗.
−J3/2(αr)
∫ r
rin
r˜5/2Y3/2(αr˜)ne(r˜)dr˜
]
+ Ψ0 , (15)
where J and Y are Bessel functions (Abramowitz & Stegun
1972). In this particular solution it is Ψ0 = 0.
Requiring the field to vanish on the surface of the star
with no surface currents, thus Ψ(r∗) = 0 and ∂Ψ∂r |r=r∗ = 0,
leads us to keep only the ` = 1 term from the sum. This is
because the inhomogeneous term is proportional to (1−µ2)
and can be arranged so that it can cancel the contribution
of the homogeneous dipole term on the surface, while the
non-dipole terms, because of orthogonality, cannot. There
are four constants left (α, g1,1, g2,1, SIII), that can be de-
termined using the above boundary conditions, the inner
boundary condition Ψ(rin) = 0 and the overall normaliza-
tion of the flux contained inside the star. Note that if we had
required ∂Ψ
∂r
|r=rin = 0 the problem would have be overdeter-
mined and insoluble, unless rin = 0 which leads to solutions
which are proportional to r2 near r = 0. For the case of
constant density ne and rin = 0 the solution is
Ψ =
[(√
2g1√
piα
+
3SIIIne
α4
)(
sin(αr)
αr
− cos(αr)
)
−SIIIner
2
α2
]
(1− µ2) . (16)
Applying the boundary conditions at r∗ = 1,
we find that tanα = 3α/(3 − α2) and g1,1 =
[pi/(2α7)]1/2
(
α3+3α cosα−3 sinα
sinα−α cosα
)
SIIIne. This gives an
infinite sequence of solutions with progressively more nodes
in the domain. The first of these, with no internal nodes,
is α = 5.763 and g1,1 = −0.1031SIIIne. This solution is
plotted in Figure 3.a along with a solution where the field is
only confined in the crust, Figure 3.b. In this configuration,
a b
Figure 3. The confined solution to equation (15) as described
in Section 3.1.2 for uniform electron density, which contains both
poloidal and toroidal fields confined in the star. Poloidal field
lines, which are also sections of surfaces of constant poloidal flux
Ψ and constant I, are plotted. The field reaches the centre of the
star in case (a) and is confined in a crust whose inner radius is
0.8r∗ in (b).
the toroidal field contains 58.3% of the total magnetic
energy in the case of the full sphere and 70.6% for the case
of the crust. This solution has been discussed in the context
of stellar fields (Roxburgh 1966; Duez & Mathis 2010) and
also in the context of magnetic bubbles (Gourgouliatos
et al. 2010; Gourgouliatos & Lyutikov 2012).
3.2 Numerical Solutions
We have developed a relaxation scheme implementing the
Gauss-Seidel method for elliptic differential equations (Press
et al. 1992). The details of the numerical scheme appear in
the Appendix. We solve equation (12) everywhere in the star
and its surroundings we choose
I = α(Ψ−Ψ0)ζ ,Ψ > Ψ0
I = 0 ,Ψ 6 Ψ0 . (17)
where Ψ0 = Ψ(r∗, pi/2), the value of the flux function on
the equator of the star, which is determined self-consistently
in each iteration, thus determining the boundary of regions
II and III as the locus Ψ(r, θ) = Ψ0. A choice of ζ = 1.1
allows the comparison with Lander & Jones (2009). We have
also solved for I ∝ Ψ(Ψ − Ψ0) and we find that the results
are qualitatively similar. We choose a linear form for S =
S0 + SII(Ψ−Ψ0) in region II and S = S0 + SIII(Ψ−Ψ0) in
region III.
In the examples we present, we have chosen ne =const.
and ne ∝ (r2∗ − r2), the Tolman (1939) solution of Ein-
stein field equations for spheres of fluid, which is a good
approximation for many equations of state of neutron stars
(Lattimer & Prakash 2001) and is close to the mass den-
sity profile for an n = 1 polytrope P = ρ2. The latter form
of ne(r) shares the important property that the crust elec-
tron density drops by orders of magnitude as one approaches
the outer edge of the crust. We have explored the param-
eter space by choosing various combinations of α, SII and
SIII. We have performed our solutions in both spherical and
cylindrical coordinates, going up to resolution 400×400 and
finding consistent results.
c© - RAS, MNRAS 000, 1–12
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Figure 4. Numerical and analytical solutions of Ψ(r) at the equa-
tor µ = 0 for I = α(Ψ − Ψ0)1.1, SII = SIII = 1, ne = (1 − r2),
rin = 0 and r∗ = 1 T˙he analytical solution of a purely poloidal
field is the solid line, while the black crosses are the numerical
solution for the same case (α = 0). The red circles are the numer-
ical solution corresponding to α = 10. The blue asterisks are the
numerical solution for α = 20. Larger values of α, corresponding
to stronger toroidal fields, steepen the profile.
Figure 5. Angular dependence of the solutions presented in Fig-
ure 4. The value of Ψ(rmax, µ) is plotted, where rmax is the radius
at which the global maximum of Ψ occurs. The symbols are the
same as in Figure 4. Larger values of α, corresponding to stronger
toroidal fields, steepen the profile.
3.2.1 Reproduction of analytical solutions
To test the accuracy of our numerical scheme, we have solved
for the field corresponding to the dipole without toroidal
field given by equation (14). We find that the numerical
scheme converges to the analytical solution, see Figures 4 –
7, where the solid lines are the analytical solution and the
crosses show the numerical result for the same parameters.
Figure 6. Numerical and analytical solutions of Ψ(r) at the
equator µ = 0 for crust confined fields, for I = α(Ψ − Ψ0)1.1,
SII = SIII = 1, ne = (1 − r2), rin = 0.8 and r∗ = 1. The solid
line is the analytical solution of the purely poloidal field, while
the black crosses show the solution for the same case. The red
circles is the numerical solution corresponding to α = 50. The
blue asterisks are the numerical solution for α = 100. Similarly
to the solution for the full star, larger values of α, corresponding
to stronger toroidal fields, lead to steeper profile.
Figure 7. Angular dependence of the solutions presented in Fig-
ure 6. The value of Ψ(µ, rmax) is plotted, where rmax is the radius
at which the maximum of Ψ occurs. The symbols are the same as
in Figure 6. Similarly to the solution for the full star, larger val-
ues of α, corresponding to stronger toroidal fields, lead to steeper
profile.
c© - RAS, MNRAS 000, 1–12
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3.2.2 Solutions with toroidal field
We have solved the equation numerically, including a
toroidal field in region III. The results presented in the fig-
ures and discussed correspond to ζ = 1.1. As can be seen
in Fig. 8, increasing the coefficient α leads to a progressive
shrinkage of region III and to an increase of the maximum
compared to a solution with the same parameters as in the
purely poloidal field. The maximum of Ψ occurs closer to
the surface of the neutron star for higher α. The maximum
of the poloidal flux becomes higher as the system requires a
stronger poloidal field to support the extra toroidal field. In
the MHD barotropic equilibrium case, as the toroidal flux
leads to a greater increase in the magnetic pressure, com-
pared to the magnetic tension, the toroidal loops are pushed
closer to the surface. The field now accommodates higher
order multipoles of small amplitude, superimposed to the
overall dipolar structure. This can be seen from the Grad-
Shafranov equation, as the presence of the term II ′ = 1
2
dI2
dΨ
causes the maximum of the solution to rise and become more
narrow, thus the loops hosting the toroidal field shrink.
The energy content of the toroidal field is in general
a small fraction of the total magnetic energy. We found
that the toroidal energy is ∼ 3% for α = 20, in the full
sphere case, and ∼ 1% in the crust solution for α = 100.
Locally however the intensity of the toroidal field is a few
times stronger than the poloidal. Analytical solutions of
self-similar fields (Lynden-Bell & Boily 1994; Gourgouliatos
2008; Beloborodov 2009; Gourgouliatos & Vlahakis 2010)
found that as the twist of the magnetic field lines increases,
the toroidal component of the field tends to concentrate near
the maximum of the flux function and eventually in an in-
finitesimally thin sheet or wire depending on the geometry
of the system, while the energy carried by the toroidal field
increases, reaches a maximum and then decreases. These
effects have also been found in the numerical solutions of
Lander & Jones (2009), which were done in an MHD con-
text. These effects on the behaviour of Ψ are visualised in
Figures 4 – 7, where we plot the dependence of Ψ on r along
the equator, and Ψ on µ at rmax which is the radius where
the maximum occurs. Sections of the poloidal flux function,
showing the geometry of the poloidal field lines, are plotted
in Figure 8 for the full star and in Figure 9 for the crust. We
have not explored solutions for α above 35 in the full sphere
and 110 for the crust because of numerical difficulties, thus
we have not seen the decrease of the energy carried by the
toroidal component of the field. As these solutions have ne
that decreases drastically from the centre to the surface,
we find that the maximum is less steep than the one found
in the example of uniform density, with the inhomogeneous
term being smaller closer to the surface.
As we explored the parameter space of ζ, we find that
for ζ > 0.5 the results are qualitatively similar to the ones
discussed above, note however that for ζ < 0.5, II ′ becomes
infinite on the boundary of regions II and III. In general,
for smaller ζ (but larger than 0.5) and larger α we can have
stronger toroidal fields, but the energy carried by them is
subdominant to the poloidal field energy. In particular, for
α ∼ 30 and ζ in the range of 0.7 to 1.5 the toroidal field
energy is only a few percent of the poloidal field energy.
The mathematical form of equation (12-III) shows that for
such choices of ζ we always add a positive quantity to the
a b
Figure 8. The structure of the poloidal field lines with toroidal
field as described in §3.2.2. In all cases we used SII = SIII = 1,
rin = 0 r∗ = 1 and ne = (r2∗ − r2). The colour represents the
value of Ψ. Field structure for α = 10 (a) and α = 30 (b). The
toroidal field is hosted in the enclosed loops, which shrink as α
increases. This solution was implemented in cylindrical geometry
(R, z) with resolution (400× 400).
Grad-Shafranov operator, thus we are making the maximum
sharper and steeper so that the toroidal magnetic field oc-
cupies a smaller volume. To expand the volume occupied by
the toroidal magnetic field one needs to add a negative II ′
term. To do so in this context of power law dependence we
would need a negative ζ, which is unacceptable, as it leads
to infinite toroidal fields.
In the case where we solve only for the crust, we have
explored a different density profile ne ∝ (r∗ − r)4 which is
a good approximation for the crust (Cumming et al. 2004).
This solution leads to a more extended region III, and a less
steep maximum, as expected from the mathematical form of
the Grad-Shafranov equation.
We have also experimented with S′(Ψ) ∝ Ψ and we
found that the system converges to a structure that has
a strong dipolar component and weaker multipoles as ex-
pected from our previous discussion. We remark however
that this leads to differential rotation within the star, with
the constraint that each field line rotates rigidly.
We find consistent results when we apply a different
code, the details of which will be presented in the future
(Armaza et al. 2013). This code solves iteratively a finite-
difference version of the GS equation, starting from an initial
seed until it converges. As a boundary condition, it assumes
a multipolar expansion, consistent with equation (12-I), for
the flux function outside the star with an arbitrary num-
ber of multipoles. The coefficients of such an expansion are
solved self-consistently with the inside solution by demand-
ing continuity of Ψ at the stellar surface. For the magnetic
functions I(Ψ) and S(Ψ) considered here, with and without
crust, the code converges to a predominantly dipolar solu-
tion, with negligible contributions of higher multipoles, in
agreement with the results discussed above.
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a b
Figure 9. The structure of the poloidal field lines with toroidal
field as described in §3.2.2, in all cases we used SII = SIII = 1,
rin = 0.8, r∗ = 1 and ne = (r2∗ − r2). The colour represents the
value of Ψ. Field structure for α = 15 (a) and α = 45 (b). The
toroidal field is hosted in the enclosed red loops which shirk as α
increases. This solution was implemented in cylindrical geometry
(R, z) with resolution (400× 400).
3.3 Electron velocity profile
Knowing the form of the magnetic field it is possible to eval-
uate the currents flowing in the crust. The electric current is
due to the motion of the electrons, thus we can solve for the
velocity profile. Taking the curl of equation (1), in regions
II and III the electric current is
j =
c
4pi
(∇I ×∇φ−∆∗Ψ∇φ) . (18)
Substituting from equation (12) for the Grad-Shafranov op-
erator, and given that the current is due to the electron
motion, we obtain
vp = − c
4piene
I ′∇Ψ×∇φ = − c
4piene
I ′Bp , (19)
vφ = − c
4pie
(
II ′
r(1− µ2)1/2ne + r(1− µ
2)1/2S′
)
φˆ (20)
= − c
4pie
(
I ′
Bφ
ne
+ r(1− µ2)1/2S′φˆ
)
.
We find that the velocity of the electron fluid has a compo-
nent which is parallel to the magnetic field (force-free) and a
second azimuthal component related to the scalar function
S′. The angular velocity of the electron fluid after having
subtracted any motion along the field lines, corresponding
to the second component, is given by
Ωe =
c
4pie
S′ . (21)
In the examples, we have solved we have chosen
S′ =const. and we have found that the angular structure
of the solution, in the absence of a toroidal field, is a dipole.
To test the robustness of the inverse, we next modified the
numerical scheme so that we assume a purely poloidal field
that connects to a dipole field on the surface of the neutron
star, but we allow S′ to be free so that the solver chooses
the appropriate value from the boundary conditions in a pro-
cess similar to the simultaneous relaxation solution used in
the solution for pulsar magnetospheres of Contopoulos et al.
(1999). Having chosen a dipole field as the external solution,
continuity of Ψ requires Ψ(r∗, µ) = Ψ0(1−µ2). Substituting
into equation (12,II) we find
S′ = − 1
r2∗ne(r∗)
(
1
1− µ2
∂2Ψ
∂r2
∣∣∣
r=r∗
− 2
r2∗
)
. (22)
Having evaluated the value of S′ on the boundary we can
write it as a function of Ψ and then proceed with the nu-
merical solution inside the star, iterating until convergence.
We find that the system indeed relaxes to a solu-
tion with S′(Ψ) constant except for a small variation
(|δS′(Ψ)/S¯′(Ψ)| < 0.02), compared to the average value
S¯′(Ψ). The average value found in this scheme is less than
5% different from the value of the corresponding analytical
solution. When we chose a quadrupole field as the boundary
condition however, the system could not relax to an accept-
able solution with a single valued function S′(Ψ). Instead
S′ would have different values for two values of µ which
nevertheless correspond to the same Ψ.
We conclude that this is a strong indication that a
dipole external field requires a uniformly rotating electron
fluid to support it. The presence of toroidal field induces
some higher order multipoles in the equilibrium solution,
however the dipole field is always dominant.
4 DISCUSSION
In this section, we discuss the application of our solutions
to MHD equilibria (§4.1), evolution of magnetic fields in
neutron star crusts (§4.2), and the possible interplay of MHD
and Hall equilibria (§4.3).
4.1 Application to barotropic equilibria
As we discussed in §2, there is a direct mapping between so-
lutions for Hall equilibria and MHD equilibria. The solutions
found in this paper are based on the assumption that the
density is a function of the radius only, which means that in
the MHD case both the gravity and pressure gradient forces
are radial and so they cannot formally balance the angular
component of the magnetic force. This will lead to some de-
formation from spherical symmetry or ellipticity which has
been neglected in our calculations. However, this ellipticity
is small, being roughly equal to the ratio of the magnetic
energy to the gravitational potential energy (Ferraro 1954;
Haskell et al. 2008), of the order of 10−7 for a neutron star
with B ∼ 1014G. In turn, the resulting perturbation to the
magnetic field because of the difference in density profile is
also small, so assuming the density is a function of radius
only when deriving the field structure is in fact an excellent
approximation. Akgu¨n et al. (2013) show that in the limit of
a weak magnetic field compared to pressure and gravity, the
magnetic equilibrium can be approached as a perturbation
on the background.
Our solutions extending to the centre of the star are
very similar to the final state of the magnetic evolution found
by Braithwaite & Nordlund (2006) and Braithwaite & Spruit
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(2006) who studied the evolution of tangled fields in non-
barotropic stars towards a stable steady state and are in
general accordance with other studies (Ciolfi et al. 2009;
Duez et al. 2010; Lander & Jones 2012). For example, the
choice of I(Ψ) and S(Ψ) in our numerical solutions with
mixed toroidal and poloidal fields is the same as the “type
Ia” solutions of Lander & Jones (2012) (see also eq. [42] of
Duez et al. 2010). They also found other choices of S(Ψ)
that led to solutions with an external dipole magnetic field,
such as S′(Ψ) ∝ Ψ and a discontinuity in S′(Ψ) within the
star (their type Ib and Ic solutions respectively, see eqs. [14]
and [15] of Lander & Jones 2012) which we have been able
to reproduce, within the limit of weak fields.
Our numerical approach is different to previous work,
which relies on a Green’s function method to solve the Grad-
Shafranov equation (Hachisu 1986; Tomimura & Eriguchi
2005; Lander & Jones 2009). Instead, we apply the Gauss-
Seidel method to the Grad-Shafranov equation directly. The
fact that in the numerical treatment of the problem we have
allowed the boundary between regions II and III to adjust
itself is an improvement to previous studies of Lyutikov
(2010), and we have avoided the formation of current sheets
on the surface of the star (Broderick & Narayan 2008). The
solutions confined in the crust have inevitable current sheets
at the inner boundary of the crust, and such discontinuities
can also be present in studies where the field penetrates the
superconducting medium (Lander 2013).
4.2 Evolution of crust fields due to the Hall effect
and Ohmic dissipation
Hall drift has generally been discussed as leading to en-
hanced magnetic dissipation in neutron star crusts. Gol-
dreich & Reisenegger (1992) proposed that it would lead
to a cascade of magnetic energy to small scales where it
would dissipate Ohmically. Numerical simulations in carte-
sian boxes do indeed show this and have clarified the scal-
ings of the turbulent cascade (Biskamp et al. 1996; Cho &
Lazarian 2009; Wareing & Hollerbach 2010). Alternatively,
in magnetars, Hall drift has been discussed as providing an
efficient transport of helicity into the magnetosphere, where
it can drive flaring behavior (Thompson & Duncan 1995).
In contrast, simulations of the field evolution in spher-
ical geometry show that, while there is rapid evolution ini-
tially, the Hall drift quickly saturates and the field evolves
on a slower Ohmic timescale (Pons & Geppert 2010; Kojima
& Kisaka 2012; Vigano` et al. 2012, 2013). These simulations
so far have assumed axisymmetric fields, which could be re-
sponsible for the different outcome. However, the fact that
there is a family of steady-state solutions for the Hall ef-
fect in the crust suggests an alternative picture in which
the field initially evolves rapidly due to the Hall effect be-
cause the initial condition is far from equilibrium, but as the
field approaches an equilibrium state, the Hall drift slows
down. Pons & Geppert (2007) noted that after the fast ini-
tial transient evolution, the field in their simulation reaches
a “quasi-equilibrium field” with a slow decay.
Whether the simulations are evolving into a Hall equi-
librium state is not clear, but assuming this to be the case,
we can make a simple model of the field evolution by as-
suming that the Hall drift is rapid enough that the field
structure and geometry remains that of a Hall equilibrium
as Ohmic decay operates and reduces the overall magnetic
energy. Note that Ohmic dissipation will preserve the angu-
lar structure of the field provided that the diffusivity only
depends on radius, as dipoles and higher order multiples are
angular eigenstates of the dissipation operator and they do
not couple.
Consider the poloidal dipole Hall equilibrium discussed
in §3.1.1 for ne =const. and rin = 0. In that solution,
the electron fluid is rigidly rotating, and assuming that the
Hall term acts to maintain rigid rotation as the currents
Ohmically decay, the effect is to reduce the angular velocity
of the electrons with time. To calculate the braking rate, we
write down an equation for the rate of change of magnetic
energy due to Ohmic dissipation. We first write Ψ in terms
of Ωe using equation (21),
Ψ = (1− µ2)2pieΩene
c
(
r2
3
− r
4
5
)
. (23)
Assuming the global structure to be preserved, we then sub-
stitute this form for Ψ into
d
dt
∫
1
8pi
B2dV = −
∫
1
σ
j2dV . (24)
which gives
dΩe
dt
= −3.42c
2
piσr2∗
Ωe , (25)
for σ(r) =const. We find that Ωe drops exponentially with
time, slowing down the electron fluid within the crust on a
timescale that is faster than the slowest Ohmic dissipation
rate for a field that connects to an external dipole which
is 3.09c2/piσr2∗. By keeping the electron fluid close to rigid
rotation, the Hall term acts to maintain the amplitudes of
higher order Ohmic modes, enhancing the dissipation rate
compared to pure Ohmic decay.
We stress that while transient evolution to a Hall equi-
librium state qualitatively matches the behavior seen in nu-
merical simulations, further work is needed to investigate
whether the field is actually evolving in this way. Indeed, it
is important to emphasise that it is not even clear whether a
magnetic field would naturally evolve to equilibrium under
Hall drift, as the equilibria are not necessarily attractors in
electron MHD. This is because the energy principle applica-
ble to MHD is not appropriate for Hall evolution. Whereas
equilibrium solutions in MHD map directly to Hall equi-
libria, the dynamics is quite different. It will be of great
interest to look in detail at the field structures and currents
that emerge in the time-dependent calculations to determine
whether the slowly evolving field observed in simulations is
close to a Hall equilibrium state.
4.3 General implications for neutron star
magnetic field evolution
Neutron star evolution potentially involves an interesting
interplay between MHD and Hall equilibria, as the solidifi-
cation of the neutron star crust occurs after many Alfven
crossing times (Ciolfi et al. 2009). Therefore, the field struc-
ture is presumably in an MHD equilibrium state when the
crust forms and starts to obey Hall dynamics.
For example, an important difference between MHD
and Hall equilibria could be their stability. In this paper, we
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have calculated equilibria without addressing whether they
are stable or not. One possibility is that, whereas twisted-
torus type MHD equilibria are stable (Braithwaite & Spruit
2004), the corresponding equlibria in electron MHD may
not be stable. Cumming et al. (2004) found that the purely
poloidal field is neutrally stable under Hall evolution, but
the stability of mixed poloidal-toroidal fields has not been
addressed. If there was such a difference, this could be a
driver of magnetic activity in young neutron stars as the
crust forms and the previously stable MHD equilibrium field
would become unstable under the action of Hall drift. In
general, steep derivatives of the electron velocity excite in-
stabilities as it has been shown for plane parallel geometry
(Rheinhardt & Geppert 2002; Pons & Geppert 2010), how-
ever, spherical geometry instabilities are more complicated
(Reisenegger et al. 2007) as non axially symmetric modes
may become unstable.
Another important effect could be the difference be-
tween confined fields, which can have a large fraction of en-
ergy in a toroidal component, and fields that are not con-
fined, for which only a small fraction of the energy can lie
in the toroidal field. Newborn neutron stars are believed to
host strong toroidal fields and higher order multipoles (Rea
et al. 2010; Shabaltas & Lai 2012) which are buried inside
the neutron star. We have provided a solution that is fully
confined within the neutron star, §3.1.2, which is an extreme
example of this configuration. If the neutron star starts with
a mostly confined magnetic field with poloidal and toroidal
magnetic components, the two components could contain
about the same amount of energy (Ciolfi et al. 2009). As we
have shown, for fields that are not fully confined in the star,
only a small fraction of energy can be hosted by the toroidal
field, at least for axially symmetric equilibria. This difference
requires that older neutron stars should have undergone a
stage when they were expelling toroidal fields.
Even under the approximation of the barotropic solu-
tions as an initial condition, the magnetic field will not be in
Hall equilibrium as the electron number density ne is differ-
ent from the mass density ρ, because the number of electrons
per unit mass Ye ≡ ne/ρ varies with r. Assuming a magnetic
field that satisfies equation (10) we substitute into equation
(3). In the Hall description we shall use the electron density
ne = Yeρ; leading to the evolution of the magnetic field by
δB = − c
4pie
∇ 1
Ye
×∇SBδt . (26)
Ye is a function with a very steep gradient near the neutron
drip (4 × 1011g cm−3). We are going to focus on this point
assuming it occurs at some r = rd, thus ∇Ye = dYedr rˆ. Using
as an example the dipole solutions SB = g(r) sin
2 θ, we find
δB = − c
2pie
g(r)
rY 2e
dYe
dr
sin θ cos θδtφˆ . (27)
Thus this will spontaneously generate a quadrupole toroidal
field inside the crust. Depending on the steepness of the gra-
dient Ye, this field may be concentrated in a thin shell and
dissipate fast, providing a source of thermal energy. How-
ever, the detailed evolution from this point onwards is be-
yond the capacity of the numerical scheme presented in this
paper and requires the use of a simulation. The generation
of this toroidal field, however, demonstrates that switching
to a solid lattice changes the equilibrium requirements from
a barotropic MHD fluid state. It also provides a sponta-
neous mechanism for the generation of higher order multi-
poles which have been discussed in the context of magnetar
activity and rejuvenate the energy supply.
A general picture for field evolution is then that, start-
ing from an MHD equilibrium, after some Hall timescale
(∼ 105/B15 years, where B15 = B/1015G), the field relaxes
to a stable Hall equilibrium. The difference between MHD
and Hall equilibria drives the expulsion of toroidal loops of
magnetic field which power flaring activity (Thompson &
Duncan 1995; Braithwaite & Spruit 2006). Even when the
magnetic field in the crust reaches a stable Hall equilibrium,
it will Ohmically decay and continue to exert stresses on the
lattice as j×B 6= 0. Strong fields (B ∼ 1015G) are known to
exceed the maximum strain of the crust (Thompson & Dun-
can 1995), but as is evident from the solutions presented in
this paper, the field inside the crust can be an order of mag-
nitude stronger compared to the inferred dipole value. Such
hidden strong fields are consistent with magnetar activity
from not so strongly magnetised neutron stars (Dall’Osso
et al. 2012). As we have stressed already, it is important to
confront the calculations of Grad-Shafranov equilibria and
numerical simulations of crustal fields to investigate further
the role of Hall equilibria in neutron star field evolution.
5 CONCLUSIONS
In this paper, we have investigated Hall equilibria for mag-
netic fields. Such equilibria are given as solutions to the
Grad-Shafranov equation, which is a well studied mathe-
matical equation. Analytical solutions known in other as-
trophysical contexts are indeed applicable to the context
of Hall equilibria, whereas we have solved numerically the
Grad-Shafranov equation in cases where a toroidal field was
confined in regions of closed poloidal field lines inside the
star. We find that our numerical scheme reproduces the
known analytical solutions. We stress the importance of so-
lutions which are connected to a dipole external field: these
solutions correspond to uniformly rotating electron fluids.
The inclusion of higher order multipoles is likely to be as-
sociated with velocity gradients in the electron fluid which
lead to evolution. Hall simulations focus more on the evo-
lution of the magnetic field and its Ohmic dissipation and
are not easily comparable with our solutions, nevertheless,
our solutions bear little difference with the relaxed states
that dissipate Ohmically found through these simulations,
especially in the fact that the field is dominated by a dipole,
it retains its shape, and its intensity decreases exponentially
with time. We stress the importance of these results in the
context of magnetars. Even if a young magnetar comes from
a barotropic progenitor in magnetic equilibrium, it will not
be in Hall equilibrium as the electron density does not di-
rectly reflect the mass density. This excites higher order mul-
tipoles which may be associated to magnetar activity. It may
be plausible that through this activity the field relaxes to a
Hall equilibrium that dissipates Ohmically.
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APPENDIX
We have implemented the Gauss-Seidel method in Fortran
for the solution of the Grad-Shafranov equation (12), both
in a cylindrical and a spherical grid. We start with a trial
solution, in every iteration we evaluate the Grad-Shafranov
equation and we correct accordingly the trial solution un-
til convergence. Here we present the solution in spherical
geometry. The grid points are numbered with i, j, where
i is related to the radial distance from the centre run-
ning from i1 = 0 at r1 = 0 to i2 at r2 = 10, while
dr = (r2 − r1)/(i2 − i1). We have normalized the radius
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of the star to r∗ = 1 and i∗ = ‖r∗/dr‖ is given by rounding
to the nearest integer. The cosine of the polar angle µ is
given by the variation of j’s, so that the south pole µ = −1
is at j1, the north pole µ = 1 is at j2 = −j1, and the equator
µ = 0 corresponds to j = 0, while dµ = 2/(j2 − j1), thus a
point i, j on the grid corresponds to a point whose spherical
coordinates are r = idr and µ = jdµ. The nth iteration of
Ψ at point i, j will be given by
Ψni,j = Ψ
n−1
i,j + L
n
i,j . (28)
Whether a given point lies in region II or III is determined
in each iteration by comparing the local value Ψi,j with the
value at the equator, Ψi∗,0. This translates into
Lni,j = h
(
(idr)2
Ψni−1,j + Ψ
n−1
i+1,j − 2Ψn−1i,j
dr2
+(1− (jdµ)2)Ψ
n
i,j−1 + Ψ
n−1
i,j+1 − 2Ψn−1i,j
dµ2
+S′(idr)4ne i,j(1− (jdµ)2)
+H(Ψn−1i,j −Ψ0)1.1α2(idr)2
×(Ψn−1i,j −Ψ0)1.2
)
1
(idr)2
, (29)
where H is the Heaviside step function so that the solver
distinguishes between regions II and III. We remark that
we use the updated values of Ψ whenever possible, which
accelerates the convergence, while we choose h = 1
50
drdµ,
which increases the number of iterations needed to reach
the solution but reduces the chance of divergence; formally
it must be h 6 1
4
drdµ. The boundary conditions chosen are
Ψi1,j = Ψi2,j = Ψi,j1 = Ψi,j2 = 0, and we repeat the iter-
ation while i1 < i < i2 and j1 < j < j2. As an alternative,
we also used a dipole field at the i2 boundary of the do-
main normalized at every iteration by the value we found at
the equator of the star Ψi2,j = Ψi∗,0(1− (jdµ)2)/(i2dr). We
found that in both choices of boundary conditions the solu-
tion inside the star was very weakly affected. We used this
scheme with a chosen value for S′ and α, i.e. in the dipole
constant density solution, Figures 4 – 9, we chose S′ = 1 and
α was (0, 10, 20, 30) for the full star and (0, 50, 100) for the
rin = 0.8 crust. We also implemented a varying grid in R
where R = r/(r+ 1), 0 6 R 6 1, so that R = 1 corresponds
to infinity. In that case we have set Ψ(R = 1) = 0 and
we found indistinguishable results compared to the previous
grid.
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