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Abstract—This paper presents a swarm teaming perspective
that enhances the scope of classic investigations on survivable
networks. A target searching generic context is considered as
test-bed, in which a swarm of ground agents and a swarm of
UAVs cooperate so that the ground agents reach as many targets
as possible in the field while also remaining connected as much
as possible at all times. To optimise the system against both these
objectives in the same time, we use an evolutionary computation
approach in the form of a differential evolution algorithm. Results
are encouraging, showing a good evolution of the fitness function
used as part of the differential evolution, and a good performance
of the evolved dual-swarm system, which exhibits an optimal
trade-off between target reaching and connectivity.
Keywords—Survivable Networks; Differential Evolution;
Swarm Teaming
I. INTRODUCTION
The use of mobile aerial agents to support ground com-
munication has gained significant traction in recent years,
especially due to advances in drone technology. Typically,
current research in this direction considers unmanned aerial
vehicles (UAVs) that act as relays to facilitate wireless com-
munication between mobile ground agents operating on the
ground. The success of the UAV support, i.e. the ground
network survivability, is given by the extent to which the
ground agents remain connected in spite of various sources of
disruption, thanks to the convenient positioning of the UAVs.
One of the main assumptions in studies on survivable
networks is that the air and ground swarms operate as separate
swarms, with their own purposes and mobility models. Thus,
the UAV swarm only acts as a facilitator, which means that
the ground swarm operates in the field to accomplish a certain
task and is unaware of the UAVs’ existence. As a consequence,
the behaviour of the UAVs is influenced by the behaviour
of the ground agents, but not the other way around. Also,
the UAVs are unaware of the task the ground agents need
to perform; they only offer communication support based on
the perceived movement of the ground agents. Arguably, this
is sufficient in a narrow view on survivable networks, where
only ground communication is at stake. However, we believe
that is pertinent and useful to attempt to integrate the two
swarms as much as possible, and consider not only a one way
facilitation, but true cooperation. That means, the UAV swarm
could (and should, we argue) offer communication support
while also explicitly participating in the accomplishment of the
ground task, which involves a two way interaction between the
swarms. We see this integration as a two fold endeavour: (1) as
an attempt to model the two types of agents (i.e. the swarms)
using similar, if not identical, conceptual representations and
(2) model the two way interactions (i.e. cooperation) to
optimise system performance beyond the narrow survivability
view.
Thus, in this paper we promote a swarm teaming perspective
that enhances the scope of classic investigations on survivable
networks. We consider a target search context in which the
ground swarm has to search for and reach as many targets as
possible in the field. The UAVs provide connectivity support,
which is an indirect way of facilitating the success of search
operations, but also directly search for targets, acting as range
extensions for the sensing capabilities of the ground agents.
From an interaction point of view, each agent type influences
and is influenced by the other type. From a goal achievement
point of view two objectives are followed in the same time:
maintaining ground connectivity (which is the typical surviv-
able networks goal) and the number of targets reached. To
optimise the system against both these objectives in the same
time, we use an evolutionary computation approach in the form
of a differential evolution (DE) algorithm. The generic “target
search” context is pertinent to numerous real-world scenarios
and applications, such as finding and treating survivors in
disaster areas, finding and exploiting resources, and many
others.
The rest of the paper is organized as follows. Section II
briefly discusses the main achievements reported in the lit-
erature in relation to survivable networks. Then, Section III
describes the methodology used to model the agents and
optimise the system in relation to the two objectives. Further,
Section V presents and discusses the experiment results, and,
in the end, Section VI summarises the findings and concludes
the paper.
II. BACKGROUND
Traditionally, research on survivable networks concentrates
on the mobility models adopted by the UAVs in an aerial
swarm to facilitate communication between the agents of the
ground swarm. These refer to the decision-making mech-
anisms that provide the optimal air trajectories and/or po-
sitions. As a historical note, the aerial support for ground
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communication first used satellites and high-altitude fixed-
wing aircraft. However, these have substantial limitations
from multiple points of view, such as mobility or scalability,
and thus, the concept of swarms of aerial agents can be
hardly considered. The use of UAV swarms was only possible
when substantial progress in drone technology have been
achieved [1], [2]. Availability of miniaturised, versatile and
low-cost multi-copter drones made possible the investigation
of systems with larger numbers of UAVs, and also opened
doors for using swarm intelligence mobility models for these
UAVs. The increased number of agents also raised the question
about the information available to UAVs, where information
can be global, as proposed in [3], [4], or local as proposed
in [5], [6], where inputs come only from the neighboring
agents. However, most of the literature concentrates on models
that use local information, which will be discussed further.
The most relevant studies using local information can be
grouped in three major categories: random models, para-
metric/mathematical models and nature-inspired models. The
random models were initially based on pure random trajecto-
ries, as discussed in [3]. More recent work in this direction
proposed the so-called chaos-enhanced mobility, which build
on the early random approaches. Chaos-enhanced mobility
generated a considerable amount of research in the recent lit-
erature [7], [8], [9]. The parametric/mathematical approaches
consider analytic methods with fixed pre-tuned parameters.
Many of these studies date from the early times of survivable
network research [10], [5], [11], [12], [13], but few recent
ones exist too [14], [15]. The nature-inspired methods consider
swarming behaviours, such as ant colony pheromone-based
mobility [3], bat algorithms [16], or boids-based finite state
machines [5]. Artificial evolution have been also used, with
evolutionary computation techniques evolving parameters of
the controllers used in aerial agents [6]. This direction has
been less investigated because of the slow convergence of
evolutionary computation techniques [17], especially when
large numbers of parameters need to be optimised. Instead
of the sole use of evolutionary computation, hybrid methods
have been proposed recently, which use boids-based flocking
behaviours (i.e. based on Reynolds’ boids [18]) to implement
UAVs’ movement and evolutionary computation with reduced
number of parameters to optimise their movement towards
supporting ground communication. Such hybrid methods have
been used very recently [2], [1], and proved to be usable in
real-time contexts.
Most of the existing studies mentioned above consider the
UAVs and ground agents as separate groups, and as a result,
their operation is implemented using different conceptual mod-
els. Ideally, as explained in the introductory session, it would
be desired that aerial and ground agents operate based on
identical, or at least similar mobility models. This integration
is beneficial especially from a swarm teaming perspective,
where the different types of agents are aware of each-other’s
tasks and can cooperate to achieve those tasks together. Thus,
it would be desirable that the swarms share certain behavioural
features, such as their interaction architecture (i.e. boids-
based neighborhoods and forces). In the survivable networks
literature there is very little preoccupation for this aspect.
Only very recently, in [2] and [1] the authors take some steps
towards a certain degree of integration. In these studies the
UAV and ground swarms are both modelled using boids-based
swarms which share the key aspects of flocking-boid agents:
the neighborhood and the interaction forces. The authors claim
that the two swarms can be treated as one dual-level swarm,
with two sub-swarms having their own settings but common
operational (i.e. mobility) model. While this is a step forward
from the typical approach in survivable networks, it still
does not account for a true two-way interaction between the
swarms. The UAV swarm is still a facilitator only, and the
influence is one one-way (i.e. only the UAVs are influenced
by the ground agents’ movement).
In light of the above discussion, in this paper we take
another step, and enhance the concepts presented in [2], [1]
with a two way interaction between swarms, which makes
the conceptual model of operation appropriate for real-world
contexts like like search and rescue, resource seeking and
exploitation, military operations, etc.
III. METHODOLOGY
A. Environment and goals
The environment we use in this paper is typical for research
on survivable networks, having been used in various studies
over time [5], [19], [2], [1]. This is a 2D rectangular simulation
space S (i.e. a plane surface) of length L and width W ,
which is populated with obstacles and targets for the ground
agents, as explained in detail later in the experiment design
section. The ground agents operate in the simulation space
avoiding collisions with each-other, avoiding obstacles and
seeking targets. The UAVs move over the simulation space
with no restriction, since no obstacles exist in the air, except
avoiding collisions with each-other; they also seek for targets.
The origin of the space, which is used for force, velocity, and
position vector calculation, is the bottom left corner.
The behaviours of the two types of agents, UAVs and
ground, are modeled based on the classic boids model of
Reynolds [18], which means all agents are flocking boids.
We use the two key concepts of the original boids model, i.e.
the neighborhood-based interaction and the three boids forces:
cohesion, alignment, and separation. However, the concepts
are altered differently for each of the two swarms, to suit the
context investigated in this paper. The resultant agent features
are discussed below, in Sections III-C and III-B).
As explained in the introductory section, we consider two
objectives that the swarms need to achieve together: com-
munication between ground agents is maintained as much as
possible at all times, and the highest possible number of targets
is reached.
The communication between ground agents is evaluated
based on the “connectivity” concept. This uses the graph
theoretical concept of connected network component [20],
which denotes a sub-graph where any two nodes are con-
nected to each other. Connectivity is the number of connected
components that exist at a moment in time within the swarm
of ground agents. Ideally, when the ground swarm is fully
connected, the connectivity has the value 1, which means that
there is only one sub-graph equal to the entire ground network.
In practice, more than one connected component may exist at a
certain moment in time, but among them one or several giant
connected components should exist [21]. In this paper, we
measure the survivability by calculating the size of the largest
(giant) connected component throughout the simulation.
The targets appear in the field one after the other at random
positions, so that only one of them is present in the field at
moment in time. A target is considered “reached” when a
number nr of ground agents arrive at and touch the target.
When a target is reached, it disappears and a another one
is generated. This describes contexts like search and rescue,
where a survivor is needs to be reached by several rescuers
to be properly treated, or resource seeking, where a source
of goods is found and several exploiting agents are needed to
harvest it until depletion.
B. UAVs
The swarm of ma airborne agents is denoted by A =
{Ai|∀i = 1..ma}. This is a boid-based swarm, where the
behavior of each individual UAV is governed by a network-
based neighbourhood [22], and six forces.
1) Neighbourhood: The neighbourhood used for UAV force
computation is calculated based on a communication range
R, which means an UAV senses the presence of other agents
(UAVs or ground) up to a distance equal to the communication
range R, over a 360 degree angle (a detailed discussion on
network-based versus classic vision-based boids can be found
in [22]). The sensing capabilities also include a target detection
range RAT .
2) Forces: The first three forces are air-to-air cohesion,
alignment, and separation, representing the influence received
from the peer UAVs. These forces are denoted as CAA, AAA
and SAA respectively. The separation distance associated to
the air-to-air separation force is denoted SDA. The next two
forces are ground-to-air cohesion and alignment, representing
the influence received from the ground agents situated in
the neighbourhood. These are denoted as CGA and AGA (a
ground-to-air separation force is not deeded because there
is no possibility for a collision between UAVs and ground
agents). The last force is attraction to a target situated in the
neighbourhood. This is denoted with TA and is similar to
a cohesion force; it applies when the target is in the target
detection range RAT , but the UAV is attracted only by the
target instead of a group of neighbors. As a result, the direction
of TA is towards the target center instead of the center of mass
of neighbouring entities. All six forces are calculated like in
the original study of Reynolds [18].
In addition to the communication with ground agents, the
airborne agents can also communicate directly with other
airborne agents, which means the UAV swarm operates as an
ad-hoc network.
3) Velocity and position update: Updating the velocity of
an UAV employs a weighted sum of all forces applied to it.
A weighted sum with six terms is considered, corresponding
to the six forces mentioned above. In this sum all forces are
normalised. Thus, the velocity (VAi ) of an UAV (Ai) can be
expressed as in Equation 1:
VAi(t) =VAi(t− 1)+
+WCAACAAi(t) +WAAAAAAi(t) +WSAASAAi(t)
+WCGACGAi(t) +WAGAAGAi(t)+
+WTATAi(t)
(1)
where Cs, As, S, and T are the normalised force vectors, and
Ws are the weights of the force vectors.
Then, the position PAi at time t of each airborne agent Ai
can be updated as in Equation 2, where the position vector
has always its origin in the simulation space origin, and the
velocity vector at time t has its origin in the position vector
tip at time t−1 (i.e. a tip-to-tail vector addition is performed).
If the new position of an agent (position vector tip) is outside
the boundary of the space S, a reflection rule is applied to
keep the agent within the simulation space; this is a simple
reflection, such as a ray of light in the mirror, or a ball that
hits a wall.
PAi(t) = PAi(t− 1) + VAi(t) (2)
The rules considered above for the airborne agents allow
them to move according to a swarming behavior, where they
are influenced by the neighboring agents’ status. However, just
modeling the airborne agents as a swarm does not lead to
optimality. In order to do that an optimisation of the weights
is needed. The optimisation algorithm is described in detail in
Section IV-B.
C. Ground Agents
The swarm of ng ground agents is denoted by G =
{Gi|∀i = 1...ng}. This is a boid-based swarm, where the
behavior of each individual agent is governed by a classic
vision-based neighbourhood [18], and seven forces.
1) Neighbourhood: The neighbourhood used for force
computation is calculated based on vision, which includes
a visual distance Vd and a visual angle Vα. The sensing
capabilities also include an obstacle detection range RO and
a target detection range RGT , respectively.
2) Forces: The first three forces are ground-to-ground
cohesion, alignment and separation, representing the influence
received from the peer ground agents. These forces are denoted
as CGG, AGG and SGG respectively. The separation distance
associated to the ground-to-ground separation force is SDG.
The next two forces are air-to-ground cohesion and alignment,
representing the influence received from the UAVs that the
ground agent is connected to directly. These are denoted as
CAG and AAG (an air-to-ground separation force is not deeded
because there is no possibility for a collision between UAVs
and ground agents). The next force is attraction to a target
situated in the neighbourhood. This is denoted with TG and
is similar to the one of the UAVs except the target detection
range is RGT . All six forces are defined like in the original
study of Reynolds [18].
The seventh force is the ground obstacle avoidance force
(OG). This ensures the agent steers away from an obstacle in
the environment. The obstacles and the corresponding force
are modelled based on the method described in [23]. As stated
in [23], an obstacle of any shape can be approximated roughly
by its bounding circle, or in more detail by a convenient
aggregation of multiple circles. Thus, in this paper we consider
for convenience simple obstacles of a circular shape. Figure 1
depicts the obstacle detection and avoidance scheme. As
shown in the figure, aground agent is moving with a velocity
V , and can detect obstacles in a range RO. An obstacle is
a static disc of radius r. OG is perpendicular on agent’s
movement direction. The force is applied only if the obstacle
is in agent’s detection range (d1 < RO) and intersects its
direction of movement (d2 < r).
𝑟
𝑑
𝑑1
agent movement
direction
V
obstacle
agent
RO
𝑂
𝑑2
Fig. 1. Obstacle detection and avoidance of a ground agent
3) Velocity and Position Update: Similar to the UAV case,
the velocity VGi of a ground agent Gi at time t is updated
according to Equation 3.
VGi(t) =VGi(t− 1)+
+WCGGCGGi(t) +WAGGAGGi(t) +WSGGSGGi(t)
+WCAGCAGi(t) +WAAGAAGi(t)+
+WTGTGi(t)+
+WOGOGi(t)
(3)
where Cs, As, S, OG, TG are the normalised force vectors,
and Ws are the weights of the force vectors.
Based on the velocity calculated in Equation 3, the position
PGi at time t of each ground agent Gi can be updated as
in Equation 4, using the same vector addition method like in
the UAV case. The ground agents are also bounded to the
operation space through a reflection rule, which is similar to
that applied to UAVs.
PGi(t) = PGi(t− 1) + VGi(t) (4)
Unlike the UAV case, for the ground agents not all weights
will need to be optimised. We consider that only the two forces
representing the influence from UAVs need to be optimised.
All other forces describe a baseline searching behaviour which
manifests regardless of the UAVs’ existence. Therefore, the
corresponding weights are fixed throughout the simulation; the
values are presented in Table I.
TABLE I
THE GROUND MOVEMENT PATTERNS,IMPLEMENTED VIA VARIOUS FORCE
WEIGHTS APPLIED TO GROUND AGENTS.
Force weights value
Cohesion 0.01
Alignment 0.125
Separation 1
Obstacle avoidance 1
Target Tracking 1
IV. OPTIMISATION AND COOPERATION
A. Cooperation
As explained in the introductory section, the two swarms
need to achieve two objectives through cooperation: ground
network survivability and number of targets reached. Main-
taining the ground communication is achieved by the UAVs by
following the movement of ground agents ad conveniently po-
sitioning to maximise connectivity. This is done by considering
the two ground-to-air forces that influence the behaviour of the
UAVs. The target reaching is achieved by the ground agents (1)
through own search capabilities represented by their ground
target attraction force, and (2) by following the movement
of the UAVs, which can search targets too through their air
target attraction force. The influence received from the UAVs
is captured through the two air-to-ground forces of the ground
agent model 1.
We note that our approach does not contain an explicit
cooperation mechanism. Instead, an implicit cooperation ef-
fect emerges due to the forces that create mutual influences
between agents of the two swarms. Thus, the optimisation pro-
cess, which we describe in the following sections, optimises
the weights of those forces involved in this implicit mutual
influencing process.
B. Optimisation via differential evolution
To optimise the behaviours of the two swarms towards
the two objectives, we use differential evolution in an offline
setting, i.e. for each solution generated by the evolutionary
algorithm the whole simulation is run. That means, the optimal
solution found by the DE algorithm is a set of optimal param-
eters of the individual agents, which lead to the emergence of
1When we say influence we refer to the information received by ground
agents from an UAV about the position of the target, via communication
a collective cooperative behaviour that reaches a high number
of targets while maintaining high connectivity. The parameter
values are the same for all agents of the respective swarms.
1) Chromosome: A candidate solution in the DE algorithm
is defined by (1) the weights of all UAV forces except air-
to-air separation, (2) the air-to-air safe distance SDA, (3) the
speed of the UAVs (sa), and (3) the two air-to-ground forces
of ground agents. Thus, the chromosome is a 9-component
tuple, as shown in Equation 5.
ch = ch{WCAA ,WAAA , SDA,WCGA ,WAGA ,WTA , sa,
WCAG ,WAAG}
(5)
2) Fitness: The fitness function used by the DE is a
weighted sum of the two objectives, and is modelled as below:
f =WnNC +Wt
NT
ss
(6)
where NC is the average percentage of ground agents in the
largest connected component during the simulation, and NT is
the number of targets tracked by the ground agents. Since NC
is always between 0 and 1, a scaling scalar value (ss = 10) is
used for the second term of the sum to bring it into the same
variation interval.
3) Differential evolution with elitism: A population of
individuals (candidate solutions) is initially generated. Each
of the individuals in this population is represented by the
chromosomes discussed earlier. Let us denote the chromosome
as shown in Equation 7:
Xi,G = [x1,i,G, x2,i,G, x3,i,G, . . . , xj,i,G] j = 1, 2, . . . , N
(7)
where, i is the individual number, j is the parameter number,
G is the generation number and N is the total number
of parameters. Each parameter is initialized with a random
number within the range minj ≤ xj , i, 1 ≤ maxj , where
minj and maxj are predefined ranges for each parameter type.
At each generation, two best individuals were kept: one
is the best individual for target tracking and another is the
best for network connectivity. And then, for each individual
in the population three different individuals, xi,r1, xi,r2, xi,r3,
are randomly selected from the population and are treated
as vectors. The weighted difference of two of the selected
vectors is summed with the remaining vector, as shown in
Equation 8, to produce a donor vector. In this equation vi,G+1
is the donor vector corresponding to the individual xi,G and
F is the scaling factor, a number between 0 and 2.
vi,G+1 = xi,r1 + F (xi,r2 − xi,r3) (8)
Once the donor vector vi,G+1 has been generated, a trial
vector ui,G+ 1 is generated by combining elements from
both the donor vector and the target vector xi,G based on
Equation 9. Element j in the trial vector is equal to the element
j of the donor vector if a random number between 0 and 1
is less than or equal to the crossover rate, CR. If the random
number is greater than CR then element j in the trial vector
is equal to element j in the target vector.
uj,i,G+1 =
{
vj,i,G+1 rand([0, 1]) ≤ CR
xj,i,G rand([0, 1]) > CR
(9)
Once the trial is evaluated by our simulation, its fitness
can be calculated using Equation 6 and compared against the
fitness of the original individual xj,i,G. The one with the larger
fitness value is selected for the next generation.
C. Experimental settings
The following settings are applicable to the elements dis-
cussed in the methodology.
Operational settings The operation space is a 1000 × 1000
units square, where ng = 100 ground agents and na = 4
airborne agents operate for 10000 simulation time-steps.
Ground agents: The ground agents have vision range Vd = 30
units, vision angle Vα = 360 degrees, omnidirectional obstacle
detection range of radius RO = 30 units, and omnidirectional
target detection range of radius RT = 30 units. The safety
distance used by the separation force is SDG = 10 units for
all agents. The speed of ground agents is constant |Vg| =
1unit/timestep throughout the simulation for all agents. The
agents are initialised at the beginning of each simulation with
random positions and random direction of the velocity vectors.
Airborne agents: The UAVs have a communication range of
R = 300 units. The weight of the air-to-air separation force is
fixed to fWSAA to implement an implicit collision avoidance
mechanism between UAVs. The UAVs are initialised at fixed
positions around the centre of the operation space, to form a
full connected network. Their velocity (speed and direction)
is randomly initialised.
Obstacles: There are five obstacles in the field, of circular
shape of radius r = 80. The obstacles have fixed positions, as
follows: one in the centre of the space, and four in the centres
of each quadrant.
Targets: The targets are placed at random positions in the
space, and are only active one at a time. A target remains
active until is reached by at least nr = 10 ground agents,
then is deactivated (disappears) and another target is placed
(appears) in the space.
DE settings: The population size is 50 and number of gen-
erations is 100. The donor factor F is 0.6 and the crossover
rate CR is 0.8. The value range for genes in the chromosomes
are given in Table II, and are typical for boid-based swarming
agents, as reported in previous studies [22], [2].
Randomness: All elements and processes that use random
assignment of values follow the uniform distribution, to ensure
a uniform spread of the values within their designated ranges.
A total of 20 simulation runs are conducted, with different
random generator seeds for the evolutionary algorithm, to
ensure statistical validity of the results. The seeds for agent
initialisation are kept constant to ensure traceability and con-
sistency of results over various simulation runs.
TABLE II
VALUE RANGE FOR EACH GENE IN A CHROMOSOME
Gene Min Max
UGV alignment to air 0 0.1
cohesion to air 0 0.1
UAV alignment to air 0 1
cohesion to air 0 1
separation distance 100 290
speed 1 5
alignment to ground 0 1
cohesion to ground 0 1
attraction target 0 1
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Fig. 2. Average Fitness over 100 generations of each run
V. RESULTS AND DISCUSSION
A. Evaluation of the DE algorithm
To evaluate the proposed method we first collate the results
showing how the optimisation process works. Figure 2 shows
for each of the 20 simulation runs how fitness improves over
100 generations of differential evolution. The value displayed
at each generation in each run is the average fitness over
the entire population. It can be seen that the average fitness
improves significantly over the 100 generations; however, it
appears that convergence is not reached. To test this we also
show how the fitness of the best individuals improves over
time, in Figure 3. It can be seen that the best individuals
reach fitness values above 3.5 and remain stable after approx.
50 generations. This confirms that the DE algorithm reaches
convergence, and the apparent lack of convergence from
Figure 2 is due to averaging the values over all individuals
in a population.
In light of the above, we conclude that the behaviour of the
fitness function is consistent with the typical behaviour of a
DE algorithm, and we confirm that convergence is reached;
therefore the optimisation method proposed is verified.
B. Evaluation of the optimal system behaviour
With the optimisation process verified, the next step is to
discuss the performance of the optimal system, as resulting
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Fig. 3. Best individual fitness over 100 generations of each run
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Fig. 4. The individual with highest performance on reaching targets. Sample
from one simulation run.
from the various values of the fitness function. First, we show
two sets of results where we isolate the systems with highest
value on each of the objectives (Figure 4 and Figure 5).
It becomes apparent that a trade-off exists between the two
objectives. Figure 4 shows the evolution of the system that
reaches the highest number of targets (i.e. a total of 21 targets);
however the connectivity represented through the largest giant
component contains less than 50 ground agents. Figure 5
shows the opposite situation, when the system that maintains
the highest level of connectivity (i.e. giant component contains
over 97 ground agents), but can only reach 7 targets.
We made no assumptions in the beginning that the ob-
jectives are in contradiction, however this trade-off can be
explained through the way the two swarms operate in the field.
It has been shown in [2] that a certain extend of grouping is
necessary on the ground for the UAVs to be able to maintain
high levels of ground connectivity. Since in this paper the
swarm models we adopt are similar, we can conclude that
0 10 20 30 40 50 60 70 80 90 100
generations
0
2
4
6
8
10
12
14
16
18
20
22
Th
e 
nu
m
be
r o
f T
ar
ge
t R
ea
ch
ed
0
10
20
30
40
50
60
70
80
90
100
Av
er
ag
e 
nu
m
be
r o
f n
od
es
 in
 th
e 
la
rg
es
t s
ub
-n
et
 o
ve
r t
im
e
Fig. 5. The individual with highest performance on connectivity. Sample from
one simulation run.
0 10 20 30 40 50 60 70 80 90 100
generations
0
2
4
6
8
10
12
14
16
18
20
22
Th
e 
nu
m
be
r o
f T
ar
ge
t R
ea
ch
ed
0
10
20
30
40
50
60
70
80
90
100
Av
er
ag
e 
nu
m
be
r o
f n
od
es
 in
 th
e 
la
rg
es
t s
ub
-n
et
 o
ve
r t
im
e
Fig. 6. The best individual with overall performance. (The number of target
reached is 20 and average percentage of nodes in the larges sub net is 85.40%).
a similar ground behaviour is necessary in our case too.
However, in this paper we add target search, which involves
a spreading of the ground agents in the field to be better
distributed spatially and thus more likely to be in te proximity
of a target.
In light of the above discussion we expect that the best per-
forming system over both objectives, which corresponds to the
highest value of the fitness function, shows an optimal trade-
off between the two. Figure 6 confirms this, showing a system
that is able to reach 20 targets while maintaining throughout
the simulation on average a giant connected component of over
85 ground agents.
The visual results presented in Figures 4, 5 and 6 are
further summarised in Table III together with the values of
the corresponding genes/parameters.
VI. CONCLUSIONS
In this paper we augment the existing literature on surviv-
able networks by presenting a swarm teaming perspective on
the narrow “communication only” problem typically addressed
in this research domain. The paper considers a swarm of UAVs
that not only facilitates connectivity between the agents of a
ground swarm, but also participates directly in the ground task
depending on that connectivity.
A target searching generic context is considered as test-bed,
in which a swarm of ground agents and a swarm of UAVs
cooperate so that the ground agents reach as many targets as
possible in the field while also remaining connected as much
as possible at all times. To optimise the system against both
these objectives in the same time, an evolutionary computation
approach was used, in the form of a differential evolution
algorithm. Results obtained showed a good evolution of the
fitness function used as part of the DE and a good performance
of the evolved dual-swarm system.
The optimal system obtained through the bi-objective opti-
misation provided an optimal trade-off between target reaching
and connectivity, thus validating the air-ground swarm teaming
approach we proposed. While they are nevertheless bounded
to the context chosen for investigation in this paper (which
is one of the limitations that we acknowledge), the results
are encouraging and open doors for numerous directions of
investigation in the future.
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