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ABSTRACT
The standard form of Halo Occupation Distribution (HOD) models were originally
developed based on results from semi-analytic and hydrodynamical galaxy formation
models. Those models have since progressed, in particular to include AGN feedback to
match the galaxy luminosity function in a universe with the observed baryon fraction.
AGN feedback affects the relationship between galaxy stellar mass and luminosity,
in particular making the relationship non-monotonic. For matched number density
samples, galaxies in luminosity-threshold samples occupy a different range of halo
masses from those in stellar-mass-threshold samples. We find that the shapes of the
HODs of luminosity-threshold samples are slightly more complicated in semi-analytic
galaxy formation models that include AGN feedback than are assumed by standard
HOD models, even when the large-scale clustering matches. We also find that subhalo
abundance matching (SHAM) does not preserve these non-standard shapes. We show
that catalogues created using SHAM and the semi-analytic model galform that have
the same large-scale 2-point clustering by construction have different void probability
functions (VPFs) in both real and redshift space. We find that these differences arise
from the different HOD shapes, as opposed to assembly bias, which indicates that the
VPF could be used to test the suitability of an HOD model with real data.
Key words: cosmology: theory – large-scale structure of Universe
1 INTRODUCTION
The statistical model known as the Halo Occupation Distri-
bution (HOD Seljak 2000; Peacock & Smith 2000; Berlind
& Weinberg 2002), which built on the study of galaxy clus-
tering (Kauffmann et al. 1997; Benson et al. 2000) in semi-
analytic models of galaxy formation, has become an impor-
tant tool in connecting the observed galaxy distribution to
the underlying distribution of dark matter. It has two dis-
tinct applications. In the forward direction it is used to pro-
duce mock galaxy catalogues from dark matter only N-body
simulations (e.g. Smith et al. 2017) or other approximate
methods of generating dark matter halo catalogues. The re-
sulting mock galaxy catalogues are now recognized as a vital
part of all galaxy redshift surveys. They are used for sur-
vey design and forecasts, in developing and testing analysis
? E-mail: nuala.mccullagh@durham.ac.uk. The Python code
used to generate the figures in this paper can be found at
https://github.com/nualamccullagh/hods-revisited
tools, and to provide Monte Carlo estimates of covariance
matrices in order to obtain robust parameter constraints
(Manera et al. 2013). In the reverse direction the HOD is
used to model the observed galaxy clustering and infer the
statistics of how galaxies populate dark matter haloes (e.g.
Zehavi et al. 2011; Rodr´ıguez-Torres et al. 2016), which in
turn constrains galaxy formation models.
The HOD model makes the explicit assumption that
the probability that a dark matter halo hosts a galaxy with
particular properties depends only on the mass of the halo.
Thus for galaxies specified by a threshold in stellar mass or
luminosity the HOD is completely specified by the proba-
bility distribution P(N |Mh), the probability that a halo of
mass Mh hosts N such galaxies. In turn this distribution
is normally specified by a simple analytic functional form
(e.g. Zheng et al. 2005) for how the mean of the distribu-
tion, 〈N(Mh)〉, depends on halo mass (see §2.3) and a simple
ansatz for the dispersion about this mean.1
1 〈N (Mh)〉 is decomposed into central, 〈Ncen(Mh)〉, and satellite,
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To be confident in the inferences that are made from
HOD modelling it is important to scrutinize the assump-
tions that underpin it. The functional forms used in standard
HOD models were originally motivated by the form found in
semi-analytic models and hydrodynamical galaxy formation
simulations (Berlind et al. 2003). However, since then it has
been recognised that AGN play a much larger role in modu-
lating the cooling of gas in massive haloes (Bower et al. 2006;
Croton et al. 2006) than was assumed in that generation of
models and simulations. Hence it is interesting to compare
the clustering and HODs of current semi-analytic models
with that assumed in most HOD modelling. We investigate
deviations of the semi-analytic HOD from the assumed form
and whether these deviations have a measurable effect on
galaxy clustering. Even if the HOD is described well by a
standard analytic form, the clustering in the semi-analytic
model could differ from that of the HOD prediction due to
assembly bias, which is the degree to which the formation
and properties of a halo depend on its environment. Specif-
ically semi-analytic models make full use of the merger his-
tory of each dark matter halo and these are known to depend
on environment as well as mass (Gao & White 2007).
An alternative way of placing galaxies in dark matter
cosmological N-body simulations is the method of sub-halo
abundance matching (SHAM Conroy et al. 2006; Vale & Os-
triker 2006; Hearin et al. 2016). This method, described in
§2.2, does not assume that the number of galaxies hosted
by a particular halo depends only on the halo mass. Halos
of the same mass can have differing numbers of subhaloes
and the way in which this depends on formation history and
environment is captured directly in the N-body simulation.
Hence assembly bias, is included, at least to some extent, in
the SHAM process, but neglected in HOD models. To inves-
tigate the differences in clustering which are due to assembly
bias and those that are due to the effects of the non-standard
HOD, we compare the clustering of our semi-analytic model
with two other catalogues. Firstly one produced by applying
the SHAM process to the semi-analytic catalogue, result-
ing in one that still contains assembly bias, but has a more
standard HOD shape. Secondly we compare to a catalogue
where galaxies are shuffled between haloes of the same mass
which preserves the non-standard HOD, but erases assem-
bly bias. In this way we can disentangle the effects of the
non-standard HOD from assembly bias and identify their
distinctive characteristics.
The paper is organized as follows: in §2 we describe the
N-body simulation used throughout this paper, as well as the
methods used to populate dark matter haloes with galax-
ies, namely galform, SHAM, and HOD. In §3, we present
the clustering and measured HODs of galform luminosity-
threshold samples with the same number densities as SDSS
samples given in Zehavi et al. (2011). We compare the gal-
form samples to both SDSS and to SHAM samples made to
match the large-scale clustering of galform. In §4, we in-
vestigate whether we can distinguish samples with the same
large-scale clustering and different HOD shapes, and find
〈Nsat(Mh)〉, contributions. As there can be only one or zero central
galaxies the fraction of haloes with one central galaxy simply
equals 〈Ncen(Mh)〉. Normally the satellite occupation distribution
is assumed to be Poissonian.
that the void probability function (VPF) can be used for
this purpose. We conclude in §5.
2 SIMULATIONS AND METHODS FOR
CREATING GALAXY CATALOGUES
We use the subhalo merger trees from the P-Millennium
simulation (Baugh et al. 2017), which is a dark-matter
only N-body simulation with Planck cosmology: H0 = 67.77
km s−1 Mpc−1, ΩΛ = 0.693, ΩM = 0.307, σ8 = 0.8288 (Planck
Collaboration et al. 2014). The box size is Lb = 800 Mpc or
542.16 h−1Mpc, and particle mass Mp = 1.061 × 108 h−1M
(50403 dark matter particles). Between the starting redshift,
zinit = 127, and the present day, z = 0, particle data was writ-
ten out at 272 snapshots, of which 16 have been saved and
the others were discarded after (sub)halo catalogues were
created from them.
Subhalo merger trees are constructed using the P-
Millennium snapshots. Haloes are identified in each snap-
shot using the friends-of-friends algorithm, and then sub-
haloes are identified using subfind (Springel et al. 2001).
Subhaloes are tracked between output times, and a new set
of haloes (called Dhaloes) are created that have consistent
membership over time (see Appendix A of Jiang et al. 2014,
for more details).
We use two methods to populate the P-Millennium sub-
halo catalogue with galaxies: galform and SHAM. We com-
pare the clustering of the resulting samples with that of
luminosity threshold samples from SDSS by Zehavi et al.
(2011). We also compare the HODs of these galaxy cata-
logues, which we measure directly from the simulations, to
those inferred by Zehavi et al. (2011) through HOD mod-
elling of the observed SDSS galaxy clustering.
2.1 GALFORM
Semi-analytic galaxy formation models such as galform
model the formation and evolution of galaxies using simple,
physically motivated equations to predict baryonic physics
within dark matter halo merger trees (e.g. Cole et al. 2000;
Baugh et al. 2005; Bower et al. 2006; Gonzalez-Perez et al.
2014; Lacey et al. 2016). We use simulated galaxy samples
from galform run on the P-Millennium simulation (Baugh
et al. 2017). The output is a galaxy catalogue with realistic
clustering. We use the snapshot at z = 0.1 to match the
effective redshift of the samples in Zehavi et al. (2011).
The galform model used here is an evolution of the
model described in Gonzalez-Perez et al. (2014) and Guo
et al. (2016). Like Gonzalez-Perez et al. (2017), it includes
a new treatment of merging satellites (Simha & Cole 2016).
In essence this model is very similar to that of Gonzalez-
Perez et al. (2017), except for the cosmology considered,
with the latter using WMAP7 cosmology with the associ-
ated MR7 N-body simulation (Guo et al. 2013a). Hence the
model parameters have been recalibrated to account for the
new merging scheme, the higher resolution N-body simu-
lation and the new cosmology compared to Gonzalez-Perez
et al. (2014) and Gonzalez-Perez et al. (2017): in this model,
both supernova feedback and AGN feedback are slightly less
efficient. We refer the reader to both Gonzalez-Perez et al.
(2017) and (Baugh et al. 2017) for more specific galform
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details regarding this model and the tuning process of the
model parameters.
As for the satellite merging scheme, previous galform
models used analytic dynamical friction models (Lacey &
Cole 1993; Jiang et al. 2008) to follow the orbits of satel-
lite galaxies. In the current model, the subhaloes hosting
galaxies are followed until they are stripped and destroyed,
or until they merge with another subhalo. When a galaxy
loses its host subhalo (not due to a subhalo merger), it fol-
lows the previously most bound particle and its fate is de-
termined with an analytic formula tuned to produce good
agreement between subhalo abundances in Millennium I and
the 125 times higher-resolution Millennium II simulations
(see Simha & Cole 2016, for more details). This work is
the first galform study presenting clustering properties of
galform galaxies at z ∼ 0.1 since the adoption of the new
satellite merging scheme, while Gonzalez-Perez et al. (2017)
considers that of emission line galaxies at z ∼ 1.
One aspect of galform that is relevant to our study is
the treatment of dust attenuation. Because we are defining
our samples based on r-band luminosity, we have the choice
in galform to use the total magnitude, or the magnitude
with dust extinction included2. We note that galform is
tuned to match the luminosity function of observed galaxies
including dust extinction. We find that including dust is im-
portant in achieving accurate luminosity-dependent cluster-
ing, but that a small fraction of the extinctions computed
by galform are unphysically large (e.g. about 7% of the
galaxies have greater than 2.0 magnitudes of extinction in
the faintest sample we consider). The way galform cur-
rently computes dust attenuation is related to the sizes of
the galaxies, which do not accurately match observations
and contain a small population of unrealistically compact
galaxies (see Lacey et al. 2016). Due to their sizes, these
galaxies end up with unrealistically large optical depths,
and therefore large extinctions (Gonzalez-Perez et al. 2013;
Lacey et al. 2016; Merson et al. 2016). We therefore apply
a tapering to the r-band extinction which preserves the or-
dering (the galaxies with the largest extinction remain so)
but imposes a maximum value of the extinction. The ta-
pering has a negligible impact on the overall dust extincted
luminosity function. The tapering procedure is described in
detail in Appendix A. The top panel of Fig. 1 shows the
stellar mass versus r-band luminosity in galform includ-
ing full dust extinction, and the bottom panel shows this
relation with the tapered dust extinction, with maximum
extinction set to 2.0 magnitudes. This figure shows that the
population of galaxies that are given unphysically large ex-
tinctions in galform have stellar masses that are typically
> 1010.5 h−1M, and that they are spread over a range of
luminosities.
We find that the tapering does not significantly affect
the clustering or HOD of any of our galform samples as
compared to samples made with un-tapered magnitudes, be-
cause the highly extincted galaxies are always a negligible
contribution to the population in any luminosity threshold
sample. In the remainder of this paper, the galform r-band
magnitudes used include dust extinction tapered to a maxi-
2 Throughout we refer to absolute magnitude as “magnitude”
only.
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Figure 1. Stellar mass versus r-band magnitude of galform
galaxies. The top panel shows the magnitude with the full dust
extinction computed by galform. The bottom panel shows the
magnitude with the tapered dust extinction. The colour shows
the log10 of the number of galaxies in each 2D bin.
mum of 2.0 magnitudes, and g-band magnitudes are tapered
consistently as described in Appendix A. While the choice of
2.0 magnitudes as a maximum value is somewhat arbitrary,
we note that tapering to this value has little effect on the
majority of the galaxies: in the faintest sample we consider,
roughly 10% of the extinctions are changed by more than
0.4 magnitudes by the tapering procedure.
Fig. 2 shows the (tapered) colour-magnitude diagram
of galform galaxies. The clouds of red and blue galaxies
are clear in this figure, and we show an empirical colour cut
(black line) corresponding to: (g−r) = −(Mr−20)/21.28+0.55.
This is the cut used to separate red and blue galaxies later
in the paper.
MNRAS 000, 1–14 (2017)
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Figure 2. Colour-magnitude diagram of galform galaxies with
tapered dust extinction included. The colour scale is the same as
in Fig. 1. The black line shows a colour cut separating red and
blue galaxies.
2.2 Subhalo Abundance Matching
The other method we use to populate subhaloes with galax-
ies is SubHalo Abundance Matching (SHAM). In SHAM,
luminosities or stellar masses from an observed sample of
galaxies are mapped onto a subhalo catalogue by requiring
the number of galaxies above a certain luminosity or mass
threshold to be the same as the number of subhaloes above
a threshold in some property of the subhalo. In its simplest
form, SHAM requires only one free parameter: the choice of
what subhalo property is mapped onto the galaxy luminos-
ity or stellar mass. Following common practice, we use the
quantity vpeak, which is the peak value that the maximum
circular velocity attains along a subhalo’s merger history
(e.g. Reddick et al. 2013). We focus here on the luminosity
as opposed to stellar mass because observationally the sam-
ples are best defined in terms of luminosity, as they are flux
limited by nature. SHAM then takes the following form:
ng(> L) = nh(> vpeak). (1)
Because we match on the quantity vpeak, which contains
some information about the subhalo merger history, we ex-
pect that our SHAM catalogue will have some level of as-
sembly bias (Croton et al. 2007; Zentner et al. 2014; Hearin
et al. 2015).
In practice, it is necessary to introduce scatter in this re-
lation for the large-scale clustering of the SHAM catalogue
to match that of the galaxy sample, which introduces at
least one additional free parameter per galaxy sample into
SHAM. In this work, we introduce a fixed scatter in magni-
tude (∆Mr ) for a given sample in the following way:
• From the array of galaxy magnitudes, Mr , create an ar-
ray, M ′r , which are each drawn from a Gaussian distribution
with mean equal to the initial Mr and fixed σ = ∆Mr
• Find the ordering that will rank order the new array of
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Figure 3. Top panel: subhalo peak velocity (vpeak) versus r-
band magnitude in galform. Bottom panel: vpeak versus r-band
magnitude for a SHAM catalogue with ∆Mr = 1.2. In the top
panel, the vertical lines correspond to the luminosity cuts for the
samples used throughout the paper. A scatter of ∆Mr = 1.2 is
what is needed to create a SHAM catalogue that matches the
clustering of Sample 8, whose luminosity threshold is indicated
by the vertical line in the lower panel. For this SHAM catalogue,
only objects to the right of this line are used. The colour scale is
the same as in Fig. 1.
scattered magnitudes (M ′r ), and sort the array of (original)
galaxy magnitudes (Mr ) by that ordering
• Rank order vpeak of the subhaloes
• Assign the original values of galaxy magnitudes (Mr ) to
the subhaloes such that the subhalo with the highest vpeak
gets assigned the galaxy magnitude with the brightest M ′r
In this work we take the r-band magnitudes from gal-
form as our ‘observed sample of galaxies’ and use abun-
dance matching to assign the magnitudes to subhaloes. We
add scatter to match the observed large-scale clustering in
MNRAS 000, 1–14 (2017)
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galform for each sample, which implies that in our imple-
mentation, each sample requires a different level of scatter.
Note that we perform abundance matching on the P-
Millennium subhalo catalogue at a single snapshot, which
means that our SHAM catalogues do not include orphan
galaxies (Guo & White 2014), whereas galform contains
orphan galaxies by tracking galaxies that lose their subhalo.
The fraction of orphans in each of our samples can be found
in Table 1.
By matching the galform galaxies to their true sub-
haloes in the subhalo merger trees, We can compare the true
underlying properties in the galform catalogue to those in-
ferred by SHAM. For example, the top panel in Fig. 3 shows
the true relationship between vpeak and r-band magnitude
in galform. The vertical lines correspond to the luminos-
ity cuts for the 4 samples we highlight later in the paper
(S1, S2, S3, and S8 in Table 1). The bottom panel of Fig. 3
shows the resulting vpeak – r-band magnitude relation in a
SHAM catalogue with scatter. For a SHAM catalogue with
no scatter, this relation would be a line. The SHAM cata-
logue shown in Fig. 3 uses a scatter of ∆Mr = 1.2, which is
the amount needed to match the clustering in Sample 8 in
Table 1, and the luminosity cut for this sample is indicated
by the vertical line in the lower panel. Only objects to the
right of this line are used in this SHAM catalogue. As Fig. 3
shows, the vpeak – r-band magnitude relation in the SHAM
catalogue is much simpler and contains less structure than
that of galform, which is to be expected from the simplistic
procedure of abundance matching.
2.3 Halo Occupation Distribution
The final method we consider for connecting galaxies to their
haloes is the Halo Occupation Distribution (HOD) model.
While a HOD can itself be used to populate a halo catalogue
with galaxies given some assumptions about the density pro-
file of the halos, here we use the HOD purely as a descriptor
of the samples in our galaxy catalogues.
For a given sample, a full HOD model specifies the
probability that N galaxies live in a halo of a given mass:
P(N |Mh). This conditional probability is often assumed to
be Poisson with mean 〈N(Mh)〉, which can be modelled in
various ways. Here we consider the 5-parameter model de-
scribed in Zehavi et al. (2011) (see also Zheng et al. 2005,
2007, 2009) for the mean occupation function 〈N(Mh)〉:
〈N(Mh)〉 =
1
2
[
1 + erf
(
log Mh − log Mmin
σlog M
)]
×
[
1 +
(
Mh − M0
M ′1
)α]
. (2)
The first line in this expression is a step function which de-
scribes the occupation of central galaxies. It has mass scale
Mmin and is smoothed with σlog M to account for scatter
between galaxy luminosity (or stellar mass) and halo mass.
The second line in Eq. 2 is a power law with index α in
halo mass, which is associated with the occupation of satel-
lite galaxies. The satellite term also has a cutoff mass scale
M0 and normalization M ′1. Note that this formulation of the
HOD does not include any assembly bias, in that the num-
ber of galaxies in a halo is only a function of the halo mass,
and nothing else. However, it is possible to extend standard
HOD models to include dependences on other parameters
(e.g. Hearin et al. 2015, 2016).
In simulations, there are a variety of ways to define
the halo mass, Mh. Here we use the DHalo mass from the
galform catalogue. This gives a halo mass function that
agrees reasonably well with that predicted from Jenkins
et al. (2001) for the P-Millennium cosmology for Mm,200,
which is the mass within rm,200, the radius at which the mean
enclosed density of the halo is 200 times the mean density of
the universe. To compare our P-Millennium measurements
to the SDSS analysis, we map our DHalo mass function onto
a Jenkins mass function of Mm,200 in a WMAP7 cosmology
at z = 0.1. To map one mass function to another, we com-
pute the cumulative number density for a given mass in one
cosmology and associate it to the mass at the same number
density in the other cosmology.
In the halo model, the mean occupation function can be
connected to the bias and number density of a given galaxy
sample (Sheth et al. 2001) (for a review, see Cooray & Sheth
2002). The number density of a galaxy sample is defined as:
n¯g =
∫ ∞
0
dn¯h
dMh
〈N(Mh)〉 dMh, (3)
and the bias of a sample is:
bg =
1
n¯g
∫ ∞
0
dn¯h
dMh
〈N(Mh)〉b(Mh) dMh, (4)
where b(Mh) is the halo bias as a function of halo mass, and
dn¯h
dMh
is the halo mass function. We use the halo bias rela-
tion predicted from ellipsoidal collapse (Eq. 8 in Sheth et al.
2001), and we use the Jenkins et al. (2001) mass function,
as this is what is used in Zehavi et al. (2011). Note that we
do not use Eq. 4 to determine the bias of our samples, as
we measure the clustering directly, but we use both Eqs. 3
and 4 to examine the relationship between the HODs of our
samples and their number density and their large-scale bias.
3 GALFORM CLUSTERING RESULTS
In this section we discuss the clustering and HOD of our
galform catalogue compared to both SDSS (Zehavi et al.
2011) and SHAM. We limit our discussion to the results from
galform specifically, and we will generalize our findings in
§4.
We create galaxy samples by rank ordering the (ta-
pered) r-band magnitude and matching number densities
from the samples in Zehavi et al. (2011). Because the lumi-
nosity function in galform is slightly different from that in
SDSS, and because we are using the rest-frame r-band mag-
nitude from galform at z = 0.1, the luminosity thresholds
of the samples differ slightly from those in SDSS. These are
given in Table 1. We will refer to the samples by their num-
ber densities as opposed to luminosity thresholds for clarity.
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Figure 4. Left panel: projected correlation function of galform (solid lines) versus the corresponding sample in SDSS (points with error
bars). Right panel: the corresponding HODs of the samples. These are measured directly from the simulation for the galform samples,
and inferred through HOD fitting to the clustering for SDSS. All halo masses are mapped onto the WMAP7 Jenkins et al. (2001) mass
function at z = 0.1 to ensure the HODs can be compared on a fair basis. The shaded box highlights the feature in S3 that we attribute
to AGN feedback.
3.1 Comparison: GALFORM vs SDSS
We measure the real-space 2-point correlation functions of
our samples using the CUTE pair-counting code3 (Alonso
2012). In order to compare the clustering in galform with
that of SDSS from Zehavi et al. (2011), we compute the pro-
jected correlation function wp(rp), which is related to the
real-space correlation function ξ(r), by:
wp(rp) = 2
∫ ∞
rp
ξ(r)(r2 − r2p )−1/2r dr . (5)
In practice, we integrate up to a maximum separation of r =
200 h−1Mpc using the measured ξ(r) up to r = 30 h−1Mpc,
and extrapolating it to r = 200 h−1Mpc assuming a linear
theory dark matter correlation function with linear bias.
In the left panel of Fig. 4, we show the projected corre-
lation functions of four galform samples (S1, S2, S3, and
S8 in Table 1), along with those of the corresponding sam-
ples from SDSS (Zehavi et al. 2011). The number densities
of the samples are given in the figure legend. We highlight
these samples in particular because they show a large range
in number density and they are not very affected by the
Sloan Great Wall (unlike S4 and S5, see e.g. Zehavi et al.
2011, for further details). They provide a good match to
the SDSS clustering, despite the model not being tuned to
reproduce the SDSS clustering.
The corresponding HODs are shown in the right panel
of Fig. 4. For the galform samples, these are measured
directly from the simulation, whereas in SDSS the HODs
shown are the best-fit 5-parameter model (Eq. 2) to the
galaxy clustering measurements (Zehavi et al. 2011). For
the faintest sample (S8), there is a weak constraint on the
σlog M parameter from SDSS, so we also show an HOD with
a low σlog M imposed, to give a sense for the range of models
that fit the data well. Although we do not fit HODs to the
3 The CUTE code is publicly available at http://members.ift.
uam-csic.es/dmonge/CUTE.html
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Figure 5. Top panel: the integrand of the bias (Eq. 4) as a func-
tion of halo mass in the galform samples (solid lines) and SDSS
samples (dashed lines). The area under each curve is the large-
scale bias of the sample. Bottom panel: integrand of the number
density (Eq. 3) as a function of halo mass, normalised by the
number density of each sample. The area under each curve is 1.
Although the large-scale bias and number densities are the same
for the galform and SDSS samples, they differ in the halo masses
that contribute in each sample.
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Figure 6. Top panel: HOD of the four galform samples split
by central and satellite galaxies. Bottom panel: same as above,
but split by red and blue galaxies according to the colour cut
shown in Fig. 2. In the top panel, the HODs of central galaxies
are shown in dashed lines in each sample and those of satellites
are shown in dot-dashed lines. In the bottom panel, the HODs of
red galaxies are shown in dashed lines in each sample and those
of blue galaxies are shown in the dot-dashed lines. Many of the
non-standard features appear to come from blue central galaxies.
galform clustering measurements, we can assume that they
will have fairly similar shapes to the best fit HODs of SDSS,
since the clustering signal in the five samples is similar.
There are several interesting features in the HODs of
the galform samples when compared to the best fit SDSS
HOD models. The most glaring difference is the feature in
the n¯ = 1.2 × 10−3 (Mpc/h)−3 sample (S3) between 1011 <
Mh < 1012h−1M, which is highlighted with a shaded box
in the figure. The feature is also present to some extent in
the n¯ = 2.8× 10−4 (Mpc/h)−3 sample (S2) at the same mass.
Such a feature will never be captured by a standard param-
eterization of the HOD, such as the 5-parameter model we
are considering, because they are smooth and monotonic by
construction.
An interesting aspect of this feature is that it appears
at 〈N〉 < 0.1, while most HOD model fits are presented for
〈N〉 > 0.1. One might wonder how significant such a feature
is to the overall bias and number density of the sample. We
can answer that by looking at the integrands in the Eqs. 3
and 4.
The top panel of Fig. 5 shows the HODs in Fig. 4 mul-
tiplied by the Jenkins et al. (2001) mass function, which is
the quantity inside the integral in Eq. 4. The area below
each curve gives the bias of that sample, and these values
are given in Table 1 (bg from HOD). We find that the values
of the bias measured from the HODs are significantly differ-
ent from those measured from the 2-point clustering for the
faintest samples (S3 and S8). We attribute this to assembly
bias, which we expect to be present in galform because
it is built from subhalo merger trees, and by construction
is absent in the standard HOD formalism. As we discuss in
§4, if we remove assembly bias by shuffling galaxies within a
halo mass bin, the bias from the clustering of these shuffled
catalogues agrees within the error for each sample with that
measured from the HODs.
The bottom panel of Fig. 5 shows the integrand of the
number density of the sample, which is the quantity inside
the integral in Eq. 3, normalized by the number density of
the given sample (so the area under each curve is unity).
These two figures show how much various features in the
HODs contribute to the overall number density and bias of
the sample. So although the feature in the HOD of S3 is
below 〈N〉 = 0.1, it contributes significantly (roughly 10%)
to the bias and number density of that sample. This is due
to the fact that the HOD is multiplied by the halo mass
function in Eqs. 3 and 4, and the halo mass function is steep,
so low halo masses get a relatively high weight.
Another notable difference in the HOD shapes appears
in the faintest sample (S8), where we see in Fig. 4 that the
turn-over that is imposed to be at 〈N〉 = 1 in standard HOD
models is at roughly 0.8 occupation in the galform sam-
ple. Regardless of the value of σlog M , the commonly used
5-parameter HOD model cannot perfectly fit this feature,
because it assumes a step function at 〈N〉 = 1.
In all of the galform HODs, the satellite contribution
lies below that predicted from SDSS. In the brightest sample
(S1), the occupation barely reaches 〈N〉 = 1 at the highest
halo masses shown here (Mh = 1015 h−1M). Note that the
clustering of galform deviates from that of SDSS on small
scales (1-halo term) in the brighter samples, which means
we should not expect the HODs to be exactly equivalent,
especially for the satellites.
In order to further investigate the non-standard features
seen in the galform HOD, we split our galaxy samples in
a number of ways. Fig. 6 shows the galform HODs for the
four samples, split into central and satellite galaxies (top
panel), and red and blue galaxies (bottom panel). The red-
blue split used is given by the black line in Fig. 2. As can be
seen in this figure, the galaxies that contribute the bump to
S3 are largely blue central galaxies. These blue centrals also
contribute to the shape of the turn-over in S8 (Contreras
et al. 2015; Gonzalez-Perez et al. 2017).
There are several notable features in Fig. 6 that help
explain the non-standard shapes of the galform HODs. In
the brightest two samples, n¯ = 2.3 × 10−2 and 1.2 × 10−3
(Mpc/h)−3 (S1 and S2), the mean occupation of central
galaxies does not plateau at 〈N〉 = 1 as is assumed in
the standard HOD formalism. Also, the occupation of blue
galaxies in galform is not monotonic for the faintest two
samples, n¯ = 2.8×10−4 and 5.0×10−5 (Mpc/h)−3 (S3 and S8).
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Figure 7. Left panel: projected correlation function of galform samples (solid lines) versus the average clustering from 10 SHAM
catalogues (dashed lines). The shaded regions show the standard deviation in the clustering of the 10 SHAM catalogues. Right panel:
the HODs of galform (solid lines) and SHAM (dashed lines) samples, measured directly in all cases. The spread in HOD from the 10
SHAM catalogues is not shown because it is so small.
Table 1. Luminosity-threshold samples used in SDSS clustering and HOD analysis as defined in Zehavi et al. (2011). Columns are:
number density, SDSS luminosity threshold, the corresponding galform luminosity threshold, fraction of orphan galaxies, the amount of
scatter needed in our SHAM method to match the large-scale clustering amplitude of the galform sample, the large-scale bias computed
by multiplying the measured HOD by the mass function and integrating over Mh (Eq. 4), and the large-scale bias estimated from the
2-point correlation function between 10 and 40 h−1Mpc. The difference in these two bias values quantifies the level of assembly bias in
the sample, as the bias from the HOD does not include assembly bias, whereas the 2-point correlation function does. We only make
SHAM catalogues for S1, S2, S3, and S8.
Sample n¯ (Mpc/h)−3 SDSS M faintr galform M faintr f orphan SHAM ∆Mr bg from HOD bg from ξ(r)
S1 5.0 × 10−5 -22.0 -22.50 0.0038 0.6 1.98 2.03
S2 2.8 × 10−4 -21.5 -21.88 0.0050 0.8 1.57 1.55
S3 1.16 × 10−3 -21.0 -21.12 0.0098 1.1 1.31 1.34
S4 3.18 × 10−3 -20.5 -20.54 0.0118 1.15 1.16
S5 6.56 × 10−3 -20.0 -20.06 0.0168 1.10 1.13
S6 1.120 × 10−2 -19.5 -19.57 0.0267 1.10 1.14
S7 1.676 × 10−2 -19.0 -19.10 0.0380 1.09 1.14
S8 2.311 × 10−2 -18.5 -18.66 0.0486 1.2 1.09 1.13
S9 3.030 × 10−2 -18.0 -18.26 0.0591 1.08 1.13
Table 2. Parameters of best fit 5-parameter HOD models in each of the four samples considered, showing in turn for each sample the
results from SDSS (from Zehavi et al. 2011), galform and SHAM. For the galform and SHAM samples, the mean of 50 bootstrap
realizations is given, and the errors quoted are the standard deviations of these realizations. As mentioned in the text, the halo masses
of galform and SHAM have been converted to the equivalent of Mm,200 in a WMAP7 cosmology.
Central Satellite
Sample n¯ (Mpc/h)−3 log Mmin σlog M log M0 log M′1 α
S1 5.0 × 10−5 SDSS 14.06 ± 0.06 0.71 ± 0.07 13.72 ± 0.53 14.80 ± 0.08 1.35 ± 0.49
galform 13.94 ± 0.01 0.59 ± 0.01 10.34 ± 0.65 17.48 ± 0.42 1.81 ± 0.20
SHAM 14.07 ± 0.01 0.75 ± 0.01 13.77 ± 0.38 14.78 ± 0.12 1.22 ± 0.37
S2 2.8 × 10−4 SDSS 13.38 ± 0.07 0.69 ± 0.08 13.35 ± 0.21 14.20 ± 0.07 1.09 ± 0.17
galform 13.60 ± 0.07 0.85 ± 0.05 12.72 ± 0.09 14.69 ± 0.18 0.30 ± 0.19
SHAM 13.52 ± 0.01 0.85 ± 0.01 13.22 ± 0.10 14.23 ± 0.02 1.02 ± 0.10
S3 1.2 × 10−3 SDSS 12.78 ± 0.10 0.68 ± 0.15 12.71 ± 0.26 13.76 ± 0.05 1.15 ± 0.03
galform 12.85 ± 0.02 0.77 ± 0.02 12.37 ± 0.05 13.83 ± 0.02 0.97 ± 0.06
SHAM 12.91 ± 0.01 0.85 ± 0.01 13.15 ± 0.10 13.65 ± 0.02 0.99 ± 0.03
S8 2.3 × 10−2 SDSS 11.33 ± 0.07 0.26 ± 0.21 8.99 ± 1.33 12.5 ± 0.04 1.02 ± 0.03
galform 11.25 ± 0.01 0.25 ± 0.01 9.91 ± 1.40 12.59 ± 0.08 1.07 ± 0.06
SHAM 11.41 ± 0.01 0.51 ± 0.01 9.02 ± 0.01 12.51 ± 0.01 1.06 ± 0.01
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Figure 8. Same as Fig. 5 but for galform (solid lines) versus
SHAM (dashed lines). The main differences between galform
and SDSS, shown in Fig. 5, seem to be preserved in the compar-
ison between galform and SHAM.
These features indicate that the galform HODs cannot be
well described within the standard HOD formalism.
We attribute the feature at Mh ≈ 5 × 1011 h−1Min the
HOD of S3 to AGN feedback. galform assumes an equa-
tion in which AGN energy prevents the gas from cooling in
haloes in which the dynamical time is less than the cooling
time. This results in a transition in behaviour for haloes of
around 5×1011h−1M (Bower et al. 2006). For a fixed stellar
mass, AGN feedback decreases the luminosity of galaxies by
quenching star formation, so formerly blue galaxies become
redder. While the relationship between halo mass and stel-
lar mass may be monotonic, the relationship between halo
mass and luminosity may not be when AGN feedback is in-
cluded. We also looked at the HODs in galform with AGN
feedback switched off, and we found the sharp feature in S3
was not present, and the HODs had more standard shapes.
We do not show this model here because it was not tuned to
match observational constraints, and thus cannot be com-
pared on equal footing.
While AGN feedback may be the main culprit for the
particular feature in S3, there are other factors that are im-
portant in shaping the HOD in galform, such as disk insta-
bilities and variations in the strength of supernova feedback
(Mitchell et al. 2016).
3.2 Contrasting GALFORM and SHAM
We create 10 SHAM catalogues from each of the galform
samples using the method described in §2.2. To tune the
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Figure 9. Top panel: Solid lines and shaded regions show the
mean and 1-sigma spread in the HODs measured from 50 boot-
strap samples from galform. Dashed lines show the best-fitting
5-parameter model to the solid lines of the same colour. Bottom
panel: same as above but for SHAM samples. Dashed lines again
show the best-fitting 5-parameter model to the solid lines of the
same colour. SHAM HODs are better described by standard HOD
model than galform HODs.
scatter, We try a range of values (0.5 ≤ ∆Mr ≤ 1.5 in steps
of size 0.1), measure the average clustering in the resulting
SHAM samples, and choose the value of the scatter that
best matches the large-scale clustering of the given galform
sample. The values of ∆Mr needed for the four samples are
given in Table 1. The average projected correlation function
of these SHAM samples is shown with dashed lines in the left
panel of Fig. 7, along with those of the galform samples in
solid lines. The shaded regions show the 1-sigma spread in
the 10 SHAM realisations of each sample.
The HODs of the four samples are shown in the right
panel of Fig. 7. These HODs are measured directly for both
the galform and SHAM samples, as we have access to all
of the information needed to measure the HOD. Here we
show the HODs from a single SHAM realisation, as there is
almost no spread in the HOD shape between the 10 realisa-
tions. As mentioned previously, all halo masses shown have
been converted to the equivalent of Mm,200 in a WMAP7
cosmology.
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The satellite contributions in the SHAM HODs are gen-
erally steeper than those in galform, which we might ex-
pect due to the difference in small-scale clustering between
the samples. We also see that the features in the galform
HODs that we mentioned in §3.1 are not preserved when
SHAM is applied. In particular, the feature in S3 in gal-
form is not present in the corresponding SHAM sample.
Overall, the SHAM HODs have a more standard (mono-
tonic) shape. The bias and number density integrands are
shown in Fig. 8. These show similar differences to what is
seen in the comparison to the SDSS best-fit HODs. For clar-
ity, we show only the integrand for a single SHAM realisation
in Fig. 8, because the spread between the SHAM realisations
is very small.
Next we examine how well the 5-parameter HOD model
describes the HODs measured in galform and SHAM. We
quantify this by doing a least-squares fit of the model to
the measured HODs in each sample. In order to estimate
the errors on the 5 parameters, we fit the model to 50
bootstrap realizations (with replacement) of the haloes in
each galaxy sample and look at the spread in the best-
fitting parameter values. The fits are done in log10 Mh and
log10〈N(Mh)〉, in the range Mh < 1014.9 h−1M, 〈N(Mh)〉 >
(10−2.0, 10−2.5, 10−3.0, 10−3.0) for (S1, S2, S3, S8), respectively,
and with the constraint that the number density of the sam-
ple is fixed. We also assume uniform errors as a function of
halo mass. Table 2 gives the mean and standard deviation
of the best-fitting parameters of the bootstrap realizations
of the galform and SHAM samples, along with the best-
fitting parameters from the SDSS clustering from Zehavi
et al. (2011).
As can be seen from Table 2, the brightest sample (S1)
in galform gives very poor constraints on the parameters
associated with satellite occupation (log M0, log M ′1, and α).
This is because the HOD of that sample only barely reaches
〈N〉 = 1 in the range of halo masses considered.
Fig. 9 shows the measured HOD and best fit HODs for
galform (top panel) and SHAM (bottom panel) samples.
Note that the best fit HOD models shown use the best-
fitting parameters to the actual measured HOD, as opposed
to the mean of the bootstrap realizations, but the values are
very close in all cases. It is clear from this figure that the
SHAM samples have HODs that are better described by the
5-parameter HOD model than the HODs of the galform
samples.
One way to quantify how well the model fits the data
is through the sum of the squares of the residuals: S ≡∑ [
log10〈N(Mh)〉data − log10〈N(Mh)〉model
]2
. For S3 in gal-
form, for example, S = 2.2, whereas for SHAM S = 0.22.
This quantity is lower in SHAM for all samples, indicating
that the model is a better fit to the SHAM HODs than it
is to the galform HODs. From Fig. 9 it is clear that the
5-parameter model does not provide a good fit to the curva-
ture of the galform HODs for the brightest two samples,
and as was mentioned previously, the AGN feature in S3
and the turn-over at 〈N〉 < 1 in S8 are not well fit by the
model. However, the clustering on large scales of SHAM and
galform is well matched in all cases. This highlights one of
the limitations of HOD modeling and the information that
can be inferred from it.
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Figure 10. HODs of galaxy samples from l-galaxies (like Fig.
6). Top panel: HODs split by centrals (dashed lines) and satel-
lites (dot-dashed lines). Bottom panel: HODs split by red (dashed
lines) and blue (dot-dashed lines) galaxies. Solid lines show HODs
of all galaxies in both panels. As in galform there are features
that deviate from the standard HOD form that arise largely from
blue central galaxies.
4 DISCUSSION
4.1 Shape of the HOD
In order to discuss our results in a broader context, it is im-
portant to understand how generic the HODs in galform
are: are these HODs non-standard because of the specific
way AGN feedback is implemented in the model, or do other
semi-analytic models that include AGN feedback show simi-
lar non-standard HODs? To address this question, we look at
the HODs of luminosity-threshold samples in another semi-
analytic model, l-galaxies (Guo et al. 2011, 2013b). AGN
feedback in l-galaxies is implemented in a very different
way than in galform: the feedback is proportional to black
hole accretion rate which is based on Bondi accretion argu-
ments (Croton et al. 2006). Unlike in galform, AGN feed-
back in l-galaxies does not have a specific halo mass scale.
Fig. 10 shows the HODs of galaxy samples with the
same number densities as S1, S2, S3, and S8 in Table 1
from l-galaxies, split by centrals and satellites (top panel)
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Figure 11. Top panel: HODs of stellar-mass-threshold samples
in galform, split into centrals (dashed lines) and satellites (dot-
dashed lines). Bottom panel: Same as above but for l-galaxies
stellar-mass-threshold samples. These HODs have more standard
shapes, indicating that stellar mass is a more suitable property
for HOD modelling.
and red and blue galaxies (bottom panel). The colour cut
used for l-galaxiesis slightly different to the one used for
galform: (g − r) = −(Mr − 20)/33.3 + 0.6. As in galform
(see Fig. 6), there are features in the l-galaxies HODs that
deviate from the standard HOD form. These arise largely
from blue central galaxies, although the sharp feature seen
in S3 in galform is not present in l-galaxies. Similarly to
the galform HODs, the occupation of blue galaxies is not
monotonic in all but the brightest of the l-galaxies samples
(S2, S3, and S8). However, the top panel shows that the
occupation of central galaxies in l-galaxies does plateau at
〈N〉 = 1 as is expected in the standard HOD model, which
is not the case for all of the galform samples.
Fig. 10 indicates that while the shapes of the galform
HODs may be somewhat extreme, some of the features we
noted may be generic of semi-analytic models that include
AGN feedback, such as the non-monotonic occupation of
blue galaxies.
Because AGN feedback more strongly affects galaxy lu-
minosity than stellar mass, it is interesting to look at the
HODs of samples defined by stellar mass as opposed to lu-
minosity in both semi-analytic models. In fact, the standard
HOD model was based in part on semi-analytic galaxy sam-
ples defined by mass as opposed to luminosity (Benson et al.
2003), so one could expect these to have a more standard
shape, even though they were developed before the inclusion
of AGN feedback in semi-analytic galaxy formation models
(e.g. Croton et al. 2006; Bower et al. 2006).
The top panel of Fig. 11 shows four samples from gal-
form with the same number densities as the samples used
previously, but here we rank-order in stellar mass as opposed
to luminosity (we refer to these samples with an asterisk
to distinguish them from the luminosity-threshold samples).
We also show the occupation of central (dashed lines) and
satellite galaxies (dot-dashed lines) in these samples. The
bottom panel of Fig. 11 shows the same as the top panel,
but for stellar-mass threshold samples in l-galaxies. It is
clear from this figure that samples ranked by stellar mass
have more standard shapes than those ranked by luminos-
ity. This has been pointed out previously in e.g. Contreras
et al. (2015). The non-standard features in the HODs of
luminosity-threshold samples in galform are not present
in these stellar-mass-threshold samples. Also, the occupa-
tion of central galaxies in each sample is closer to a step
function, as assumed in the standard HOD model.
4.2 Distinguishing samples with different HODs
Now that we have established that the HODs of luminosity-
threshold samples in semi-analytic models including AGN
feedback display non-standard features, it is interesting to
ask whether it is possible to distinguish two samples with the
same 2-point correlation function, at least on large scales,
but different HOD shapes? This would give us a possible way
to establish whether the standard HOD model is adequate
for describing the HODs of real samples, which are often
defined in luminosity-threshold samples, like in Zehavi et al.
(2011).
We focus on the void probability function (VPF), which
gives the probability of finding zero objects within a sphere
of a given radius. We use the publicly available Corrfunc
code, which contains various OpenMP parallelized clustering
measures, to compute the VPF4 (Sinha 2016). We compare
the VPF in galform and SHAM for the four clustering-
matched, luminosity-ranked samples. Fig. 12 shows the VPF
in real space (left panels) and redshift space (right panels)
of the four samples in galform (solid lines) and SHAM
(dashed lines). We show the real-space VPFs because we
are interested in whether differences exist in the samples,
and we show redshift-space VPFs because we want to know
if these differences persists when probed with real data. The
lower panels in both plots show the ratio of the galform
VPF to the SHAM VPF. The shaded regions show the 1-
sigma spread in the VPFs from these 10 SHAM realisations.
Each VPF is measured with the same 105 random spheres
over the simulation volume, reducing Poisson noise in the
VPF ratios.
This figure shows that in all four samples, the VPF
4 The Corrfunc code is publicly available at https://github.
com/manodeep/Corrfunc
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Figure 12. Void probability function of the 4 samples from galform and SHAM in real space (left panels) and redshift space (right
panels). The solid lines show the VPFs of the galform samples, and the dashed lines show the mean VPFs of 10 SHAM realisations
(with scatter tuned as discussed in §3.2). The shaded regions show the 1-sigma spread in the VPFs from these 10 SHAM realisations.
Each VPF is measured with the same 105 random spheres over the simulation volume.
of galform and SHAM catalogues differ significantly from
each other on large scales, even though the 2-point correla-
tion functions on these scales agree. For example, it is clear
from this plot that in the faintest sample (n¯ = 2.3 × 10−2
(Mpc/h)−3, S8), the galform catalogue is more ‘empty’
(higher probability of finding an empty sphere) on scales
larger than about 5 Mpc/h. For the brightest sample, n¯ =
5.0 × 10−5 (Mpc/h)−3 (S1), the SHAM catalogue is more
empty on scales larger than about 20 Mpc/h.
Because the 2-point correlation functions of the SHAM
samples have been tuned to match that of galform on large
scales, the differences in the VPF must arise from either the
difference in the HOD shape or from differing levels of assem-
bly bias in the samples. We do not expect the differences in
the small-scale 2-point correlation function to significantly
impact the VPF on these large scales.
As mentioned previously, we expect both galform and
SHAM to have some level of assembly bias inherently. For
galform, this is because the galaxy catalogue is built using
the full merger history of the subhaloes. For SHAM, the sub-
halo quantity that we abundance match on, vpeak, contains
information about the merger history of the subhalo. Thus,
in order to examine the impact of assembly bias on the VPFs
in galform and SHAM, we form shuffled versions of these
catalogues, which removes any halo assembly bias present
in the original samples. In practice, this involves taking all
galaxies (or subhaloes) living in haloes within a given halo
mass bin, and randomly shuffling them around to different
haloes within that mass bin, keeping satellite galaxies with
their centrals. The resulting shuffled samples have exactly
the same HOD shape as the original sample, but removes
any dependence of the HOD on other halo properties.
Fig. 13 shows the projected correlation functions (top
panel) and VPFs (bottom panels) of the shuffled galform
and SHAM samples in real space. For SHAM, we shuffle each
of the 10 unique SHAM catalogues once, and the shaded re-
gions around the dashed lines show the spread in those mea-
surements. For galform, we shuffle the original samples 10
times, and the shaded regions around the solid lines show
the spread in the measurements from the shuffled samples.
The bias measured from the correlation function of the shuf-
fled samples on large scales agrees statistically with the bias
values in Table 1 measured from the HODs, as expected.
The bottom-most panel of Fig. 13 shows the ratio between
the VPFs. The solid lines show the mean ratio between all
100 combinations of shuffled galform and shuffled SHAM,
and the shaded regions show the 1-sigma spread in these.
It is clear from the bottom panel of Fig. 13 that even
when assembly bias is removed from the galform and
SHAM catalogues, differences in the VPFs remain, and show
similar trends to the differences we observed in Fig. 12. From
this, we conclude that the differences in the VPFs in Fig. 12
arise from the differences in the HOD shape between gal-
form and SHAM. Because the differences persist in redshift
space, in principle the VPF could be used to distinguish two
catalogues with similar large-scale 2-point clustering but dif-
ferent HODs. Such a study is left to a future paper.
5 CONCLUSIONS
We explored various aspects of HOD and SHAM in the con-
text of the semi-analytic galaxy formation models, galform
and l-galaxies. We showed that the standard 5-parameter
HOD model (Eq. 2) is not adequate to describe the mean
galaxy occupation of haloes in luminosity-threshold samples
in these models, whereas it is adequate for describing SHAM
samples with the same large-scale clustering. The shortcom-
ings of the standard HOD model may be related to AGN
feedback, which complicates the relationship between stel-
lar mass, luminosity, and halo mass. We showed that the
HODs of stellar-mass threshold samples in galform and
l-galaxies have more standard shapes than luminosity-
threshold samples.
MNRAS 000, 1–14 (2017)
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Figure 13. Top panel: projected correlation functions of shuf-
fled galform and SHAM samples (solid and dashed lines, re-
spectively). Shaded regions show 1-sigma spread from 10 shuf-
fled samples. Bottom panels: void probability functions of shuf-
fled galform and SHAM samples. Bottom-most panel shows the
mean ratio between VPFs in all 100 pairs of shuffled galform
and SHAM samples. Shaded region shows 1-sigma spread in the
ratio. The differences in VPFs here must arise from differences
in HOD shapes, rather than assembly bias. For description of
shuffling procedure, see §4.2.
We used the VPF to distinguish samples with the same
large-scale clustering but different HOD shapes. While the
observed differences in VPFs of our samples could arise from
assembly bias, we showed that the differences persist even
when assembly bias is removed from all samples through
shuffling. Thus, we showed we can in principle use the VPF
to test whether the HOD model is a good description of a
sample.
We also noted that, while much of the HOD fitting done
in the literature is presented for a mean occupation of 0.1
and above, features below this level can have a significant
impact on the overall number density and bias of the sample,
due to the steepness of the halo mass function.
This study should be extended to hydrodynamical simu-
lations once the volumes are large enough for precision mea-
surements on large scales: current clustering studies from
state-of-the-art hydrodynamical simulations are restricted
to scales below ∼ 5 h−1Mpc (e.g. Artale et al. 2017; Chaves-
Montero et al. 2016).
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APPENDIX A: DUST EXTINCTION IN
GALFORM
We apply a tapering transformation to the r-band extinc-
tions in galform because of the small population of galax-
ies with unrealistically small sizes, large optical depths, and
thus large dust attenuation. The tapering we apply has the
functional form:
δMTr (δMr, τ) =
2τ
pi
arctan
(
piδMr
2τ
)
(A1)
where δMTr is the tapered dust extinction, which is a func-
tion of the original dust extinction found in galform, δMr ,
as well as the desired maximum extinction value, τ. Eq. A1
smoothly tapers the extinctions to the fixed maximum value
of τ while preserving the values for small extinctions.
We find that the tapering does not significantly affect
the clustering or HOD of any of our galform samples, as the
highly extincted galaxies are always a negligible contribution
to the population in any luminosity threshold sample.
In order to taper the extinctions in g-band (δMTg ), we
fit a power law to the original extinctions in r-band and
g-band (δMr , δMg), and then compute the tapered g-band
extinction with the tapered r-band extinction (δMTr ) with
the parameters of the power-law fit.
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