We study the synchronization of coupled maps on a variety of networks including regular one-and twodimensional networks, scale-free networks, small world networks, tree networks, and random networks. For small coupling strengths nodes show turbulent behavior but form phase synchronized clusters as coupling increases. When nodes show synchronized behavior, we observe two interesting phenomena. First, there are some nodes of the floating type that show intermittent behavior between getting attached to some clusters and evolving independently. Second, we identify two different ways of cluster formation, namely self-organized clusters which have mostly intracluster couplings and driven clusters which have mostly intercluster couplings. The synchronized clusters may be of dominant self-organized type, dominant driven type, or mixed type depending on the type of network and the parameters of the dynamics. We define different states of the coupled dynamics by considering the number and type of synchronized clusters. For the local dynamics governed by the logistic map we study the phase diagram in the plane of the coupling constant ͑⑀͒ and the logistic map parameter ͑͒. For large coupling strengths and nonlinear coupling we find that the scale-free networks and the Caley tree networks lead to better cluster formation than the other types of networks with the same average connectivity. For most of our study we use the number of connections of the order of the number of nodes. As the number of connections increases the number of nodes forming clusters and the size of the clusters in general increase.
I. INTRODUCTION
Several complex systems have underlying structures that are described by networks or graphs and the study of such networks is emerging as one of the rapidly growing subjects ͓1,2͔. One significant discovery in the field of complex networks is the observation that a number of naturally occurring large and complex networks come under some universal classes and they can be simulated with simple mathematical models, viz. small-world networks ͓3͔, scale-free networks ͓4͔, etc. These models are based on simple physical considerations and they give simple algorithms to generate graphs which resemble several actual networks found in many diverse systems such as the nervous systems ͓5͔, social groups ͓6͔, World Wide Web ͓7͔, metabolic networks ͓8͔, food webs ͓9͔, and citation networks ͓10͔.
Several networks in the real world consist of dynamical elements interacting with each other and the interactions define the links of the network. Several of these networks have a large number of degrees of freedom and it is important to understand their dynamical behavior. Here, we study synchronization and cluster formation in networks consisting of interacting dynamical elements.
Synchronization and cluster formation lead to rich spatiotemporal patterns when opposing tendencies, i.e., the nonlinear dynamics of the maps that in the chaotic regime tends to separate the orbits of different elements, and the couplings that tend to synchronize them, compete. There are several studies on coupled maps/oscillators on regular lattices as well as globally coupled networks. Coupled map lattices with nearest neighbor or short range interactions show interesting spatiotemporal patterns and intermittent behavior ͓11,12͔. Globally coupled maps ͑GCM͒ where each node is connected with all other nodes, show interesting synchronized behavior ͓13͔. Formation of clusters or coherent behavior and then loss of coherence are described analytically as well as numerically with different viewpoints ͓14-19͔. Chaotic coupled map lattices show beautiful phase ordering of nodes ͓20͔. There are also some studies of coupled maps on different types of networks. References ͓21-23͔ shed some light on the collective behavior of coupled maps/ oscillators with local and nonlocal connections. Random networks having a large number of connections also show synchronized behavior for large coupling strengths ͓24-26͔. There are some studies on synchronization of coupled maps on Caley tree ͓27͔, small-world networks ͓28-30͔, and hierarchal organization ͓31͔. Coupled map lattice with sine-circle map gives synchronization plateaus ͓32͔. The analytical stability condition for synchronization of coupled maps for different types of linear and nonlinear couplings are also discussed in several papers ͓33-36͔. Synchronization and partial synchronization of two coupled logistic maps are disc-elegans ͓52͔, cosmology ͓53͔, and quantum field theories ͓54͔.
Here we study the detailed dynamics of coupled maps on different networks and investigate the mechanism of cluster formation and synchronization properties. We explore the evolution of individual nodes with time and study the role of different connections in forming the clusters of synchronized nodes in such coupled map networks ͑CMNs͒.
Most of the earlier studies of synchronized cluster formation have focused on networks with a large number of connections ͑ϳN 2 ͒. In this paper, we consider networks with a number of connections of the order of N. This small number of connections allows us to study the role that different connections play in synchronizing different nodes and the mechanism of synchronized cluster formation. The study reveals two interesting phenomena. First, when nodes form synchronized clusters, there can be some nodes which show an intermittent behavior between independent evolution and evolution synchronized with some cluster. Second, the cluster formation can be in two different ways, driven and selforganized phase synchronization ͓55͔. The connections or couplings in the self-organized phase synchronized clusters are mostly of the intracluster type while those in the driven phase synchronized clusters are mostly of the intercluster type. As the number of connections increases more and more nodes are involved in cluster formation and also the coupling strength region where clusters are formed increases in size. For a large number of connections, typically of the order of N 2 and for large coupling strengths, mostly one phase synchronized cluster spanning all the nodes is observed.
Depending on the number and type of clusters we define different states of synchronized behavior. For the local dynamics governed by the logistic map, we study the phase diagram in the − ⑀ plane, i.e., the plane defined by the logistic map parameter and the coupling constant.
The paper is organized as follows. In Sec. II, we give the model for our coupled map networks. We also define phase synchronization and synchronized clusters. Some general properties of synchronized clusters in CMNs are discussed in Sec. III. In Sec. IV, we present our numerical results for synchronization in different networks and illustrate the mechanism of cluster formation. This section includes the study of the phase diagram, Lyapunov exponent plots, behavior of individual nodes, floating nodes, dependence on number of connections, and behavior for different types of networks. Section V considers the circle map. Section VI concludes the paper.
II. COUPLED MAPS AND SYNCHRONIZED CLUSTERS

A. Model of a coupled map network (CMN)
Consider a network of N nodes and N c connections ͑or couplings͒ between the nodes. Let each node of the network be assigned a dynamical variable x i , i =1,2, ... ,N. The evolution of the dynamical variables is written as
where x t i is the dynamical variable of the ith node at time t and ⑀ is the coupling constant. The topology of the network is introduced though the adjacency matrix C with elements C ij taking values 1 or 0 depending upon whether i and j are connected or not. C is a symmetric matrix with diagonal elements zero and k i = ͚C ij is the degree of node i. The factors ͑1−⑀͒ in the first term and k i in the second term are introduced for normalization. The function f͑x͒ defines the local nonlinear map and the function g͑x͒ defines the nature of coupling between the nodes. Here, we present detailed results for the logistic map,
governing the local dynamics. We have also considered some other maps for the local dynamics. We have studied different types of linear and nonlinear coupling functions and here discuss the results for the following two types of coupling functions.
We refer to the first type of coupling function as linear and the later as nonlinear. Note that the nonlinear coupling function ͓Eq. ͑3b͔͒ is equivalent to a diffusive type of coupling with the diffusion being equally likely along all the connections from any given node.
B. Phase synchronization and synchronized clusters
Synchronization of coupled dynamical systems ͓56-58͔ is manifested by the appearance of some relation between the functionals of different dynamical variables. The exact synchronization corresponds to the situation where the dynamical variables for different nodes have identical values. The phase synchronization corresponds to the situation where the dynamical variables for different nodes have some definite relation between their phases ͓59-62͔. When the number of connections in the network is small ͑N C ϳ N͒ and when the local dynamics of the nodes ͓i.e., function f͑x͔͒ is in the chaotic zone, and we look at exact synchronization, we find that only a few synchronized clusters with a small number of nodes are formed. However, when we look at phase synchronization, synchronized clusters with a larger number of nodes are obtained. Hence in our numerical study we concentrate on phase synchronization. We define phase synchronization as follows ͓63͔.
Let i and j denote the number of times the dynamical variables x t i and x t j , t = t 0 , t 0 +1,2, ... ,t 0 + T − 1, for the nodes i and j show local minima during the time interval T starting from some time t 0 . Here the local minimum of x t i at time t is defined by the conditions x t i Ͻ x t−1 i and x t i Ͻ x t+1 i . Let ij denote the number of times these local minima match with each other, i.e., occur at the same time. We define the phase distance, d ij , between the nodes i and j by the following relation ͓64͔: In the subsequent discussion the word "phase" is omitted when the meaning is clear.
III. GENERAL PROPERTIES OF SYNCHRONIZED DYNAMICS
We consider some general properties of synchronized dynamics. They are valid for any coupled discrete and continuous dynamical systems. Also, these properties are applicable for exact as well as phase synchronization and are independent of the type of network.
A. Behavior of individual nodes
As the network evolves, it splits into several synchronized clusters. Depending on their asymptotic dynamical behavior the nodes of the network can be divided into three types.
͑a͒ Cluster nodes: A node of this type synchronizes with other nodes and forms a synchronized cluster. Once this node enters a synchronized cluster it remains in that cluster afterwards.
͑b͒ Isolated nodes: A node of this type does not synchronize with any other node and remains isolated all the time.
͑c͒ Floating nodes: A node of this type keeps on switching intermittently between an independent evolution and a synchronized evolution attached to some cluster.
Of particular interest are the floating nodes and we will discuss some of their properties afterwards.
B. Mechanism of cluster formation
The study of the relation between the synchronized clusters and the couplings between the nodes represented by the adjacency matrix C shows two different mechanisms of cluster formation ͓55͔.
͑i͒ Self-organized clusters: The nodes of a cluster can be synchronized because of intracluster couplings ͓see, e.g., Fig. 3͑b͔͒ . We refer to this as the self-organized synchronization and the corresponding synchronized clusters as selforganized clusters.
͑ii͒ Driven clusters: The nodes of a cluster can be synchronized because of intercluster couplings ͓see, e.g., Fig.  3͑d͔͒ . Here the nodes of one cluster are driven by those of the others. We refer to this as the driven synchronization and the corresponding clusters as driven clusters.
In our numerical studies we have been able to identify ideal clusters of both types, as well as clusters of the mixed type where both ways of synchronization contribute to cluster formation. We will discuss several examples to illustrate both types of clusters.
Geometrically the two mechanisms of cluster formation can be easily understood by considering a tree type network. A tree can be broken into different clusters in different ways.
͑a͒ A tree can be broken into two or more disjoint clusters with only intracluster couplings by breaking one or more connections. Clearly, this splitting is not unique and will lead to self-organized clusters.
͑b͒ A tree can also be divided into two clusters by putting connected nodes into different clusters. This division is unique and leads to two clusters with only intercluster couplings, i.e., driven clusters.
͑c͒ Several other ways of splitting a tree are possible. For example, it is easy to see that a tree can be broken into three clusters of the driven type.
Quantitative measure for self-organized and driven behavior. To get a clear picture of self-organized and driven behavior we define two quantities f intra and f inter as measures for the intracluster and intercluster couplings as follows:
where N intra and N inter are the numbers of intra-and intercluster couplings, respectively. In N inter , couplings between two isolated nodes are not included. The quantities f intra and f inter allow us to determine the dominant behavior when there are several clusters and it is not easy to identify the main mechanism of cluster formation.
C. States of synchronized dynamics
Normally, the states of coupled dynamical systems are classified on the basis of the number of clusters as in Ref.
͓65͔. Our finding of two mechanisms of cluster formation allow us to refine this classification.
͑a͒ Turbulent state ͑I-T͒: All nodes behave chaotically with no cluster formation.
͑b͒ Partially ordered state ͑III͒: Nodes form a few clusters with some isolated nodes not attached to any cluster. We can further subdivide the clusters of the partially ordered state into subcategories depending on the type of clusters, i.e., self-organized ͑S͒, driven ͑D͒, or mixed type ͑M͒.
͑c͒ Ordered state ͑IV͒: Nodes form two or more clusters with no isolated nodes. The ordered state can be further divided into three substates based on the nature of dynamics of the synchronized clusters as chaotic ordered state ͑C͒, quasiperiodic ordered state ͑Q͒, and periodic ordered state ͑P͒. Also, as for the partially ordered state we can have subcategories as self-organized ͑S͒, driven ͑D͒, or mixed type ͑M͒.
͑d͒ Coherent state ͑V͒: Nodes form a single synchronized cluster. The dynamical behavior is usually periodic ͑P͒ or of a fixed point ͑F͒.
͑e͒ Variable state ͑II͒: Nodes form different states, partially ordered or ordered state depending on the initial conditions.
IV. NUMERICAL RESULTS
Now we present the numerical results for the CMNs on different types of networks. The adjacency matrix C depends on the type of network and C ij = 1 if the corresponding nodes in the network are connected and zero otherwise. Starting from random initial conditions the dynamics of Eq. ͑1͒, after an initial transient, leads to interesting phase synchronized behavior.
A. Coupled maps on scale-free network
First we present a detailed discussion of our numerical results for the scale-free network. Other types of networks will be discussed briefly indicating the similarities and differences in the behavior.
Generation of network
The scale-free network of N nodes is generated by using the model of Barabasi et al. ͓66͔ . Starting with a small number, m 0 , of nodes, a new node with m ഛ m 0 connections is added at each time step. The probability ͑k i ͒ that a connection starting from this new node is connected to a node i depends on the degree k i of node i ͑preferential attachment͒ and is given by
After time steps the model leads to a network with N = + m 0 nodes and m connections. This model leads to a scalefree network, i.e., the probability P͑k͒ that a node has degree k decays as a power law,
where is a constant and for the type of probability law ͑k͒ that we have used = 3. Other forms for the probability ͑k͒ are possible which give different values of . We have tried out a few more forms of ͑k͒ giving different values of and we find results similar to the ones reported here. This indicates that the exact form of ͑k͒ is probably not important for the properties that we have studied.
Linear coupling
Phase diagram. First we consider the linear coupling, g͑x͒ = x. Figure 1 shows the phase diagram in the two parameter space defined by and ⑀ for the scale-free network with m = m 0 =1, N = 50, and T = 100. For m = 1, the network has a tree structure. The behavior for larger m values will be discussed afterwards. The different regions of the phase diagram are labeled as explained in the Sec. III C. For Ͻ 3, we get a stable coherent region ͑region V-F͒ with all nodes having the fixed point value. To understand the remaining phase diagram, consider the line = 4. Figure 2 shows the largest Lyapunov exponent as a function of the coupling strength ⑀ for = 4. For small values of ⑀, we observe turbulent behavior with all nodes evolving chaotically and there is no phase synchronization ͑region I-T͒. Figure 3 shows nodenode plots of the synchronized clusters with any two nodes belonging to the same cluster shown as open circles and the couplings between the nodes ͑C ij =1͒ shown as closed circles. Turbulent behavior with no synchronization is shown in Fig. 3͑a͒ . There is a critical value of the coupling strength ⑀ c beyond which synchronized clusters can be observed. This is a general property of all CMNs and the exact value of ⑀ c depends on the type of network, the type of coupling function, and the parameter .
As ⑀ increases beyond ⑀ c , we get into a variable region ͑region II-S͒ which shows a variety of phase synchronized behavior, namely ordered chaotic, ordered quasiperiodic, ordered periodic, and partially ordered behavior depending on the initial conditions. The mechanism of cluster formation is of dominant self-organized type. In the middle of region II-S, we can observe ideal self-organized behavior with two clusters ͓Fig. 3͑b͔͒ ͓67͔.
The next region ͑region III-M͒ shows partially ordered chaotic behavior. Here, the number of clusters as well as the number of nodes in the clusters depend on the initial conditions and also they change with time. There are several isolated nodes not belonging to any cluster and floating nodes which keep on switching intermittently between an independent evolution and a phase synchronized evolution attached to some cluster. The synchronized clusters are of the mixed type where both mechanisms of cluster formation contribute and intracluster and intercluster connections are almost equal in number ͓Fig. 3͑c͔͒.
The last two regions ͑IV-DQ and IV-DP͒ are ordered quasiperiodic and ordered periodic regions showing driven synchronization. In these regions, the network always splits into two clusters. The two clusters are perfectly antiphase synchronized with each other, i.e., when the nodes belonging to one cluster show minima those belonging to the other cluster show maxima. Figure 3͑d͒ shows the node-node plot of ideal driven synchronization obtained in the middle of region IV-DP ͓67͔. The phenomena of driven synchronization in this region is a very robust one in the sense that it is obtained for almost all initial conditions, the transient time is very small, the nodes belonging to the two clusters are uniquely determined, and we get a stable solution.
We note that region III-M acts as a crossover region from the self-organized to the driven behavior. Here, the clusters are of the mixed type and there is a competition between the self-organized and driven behavior. This appears to be the reason for the formation of several clusters and floating nodes as well as the sensitivity of these to the initial conditions. Figure 4 shows the plot of f intra and f inter ͓Eq. ͑5b͔͒ as a function of the coupling strength ⑀. The figure gives a clear picture of the different features of the phase diagram discussed above. It shows that for small coupling strength ͑tur-bulent region I-T͒ both f intra and f inter are zero indicating that there is no cluster formation. In region II-S, we get f intra ϳ 1 at ⑀ ϳ 0.2 showing that there are only intracluster couplings leading to self-organized clusters. As coupling strength increases further f intra decreases and f inter increases, i.e., there is a crossover from self-organized to driven behavior ͑regions III-M͒. Finally, in regions IV-DQ and IV-DP, we find that f inter is large which shows that in this region most of the connections are of the intercluster type. In region IV-DP we get f inter almost one corresponding to an ideal driven synchronized behavior.
Behavior of individual nodes forming clusters. Now we explore the time evolution of individual nodes. Figure 5͑a͒ shows nodes belonging to one of the synchronized clusters as a function of time for ⑀ = 0.4 ͑region III-M͒ where the symbols ͑closed circles͒ indicate the time for which a given node belongs to that cluster. We observe that there are some nodes which intermittently leave the cluster, evolve independently, or get attached with some other cluster and after some time again come back to the same cluster, e.g., the nodes 12 and 24 in Fig. 5͑a͒ . These are the floating nodes discussed in Sec. III A. Note that the node 12 spends about 90% of its time in phase synchronization with the given cluster while for the node 24 this time is about 10%.
Let denote the residence time of a floating node in a cluster ͑i.e., the continuous time interval that the node is in a cluster͒. Figure 6 plots the frequency of residence time ͑͒ of a floating node as a function of the residence time . A good straight line fit on a log-linear plot shows an exponential dependence,
where r is the typical residence time for a given node. We have also studied the distribution of the time intervals for which a floating node is not synchronized with a given cluster. This also shows an exponential distribution. Figure 5͑b͒ demonstrates the nonuniqueness of the selforganized clusters. The figure shows a set of nodes ͑crosses͒ FIG. 5 . ͑a͒ The time evolution of nodes in a cluster for a scale-free network with both cluster nodes and floating nodes. The nodes belonging to the cluster are shown by closed circles. Here, ⑀ = 0.4, f͑x͒ = x͑1−x͒, and g͑x͒ = x. Node numbers 12, 24, 38, and 50 are of the floating type. They spend some time intermittently in a synchronized evolution with the given cluster and the remaining time in either a synchronized evolution with other clusters or in an independent evolution as an isolated node. ͑b͒ belonging to a cluster for ⑀ = 0.19 ͑region II-S͒ and another set of nodes ͑open circles͒ belonging to another cluster for the same ⑀ but obtained with different initial conditions. For this ⑀ value the nodes form self-organized clusters with no isolated nodes. Comparing the members of the two clusters which are obtained from different initial conditions we see that there are some common nodes while some are different. This demonstrates that the splitting of nodes into selforganized clusters is not unique ͑see Sec. III B͒. On the other hand, driven synchronization ͑region IV-DP͒ mostly leads to a unique cluster formation and does not depend on the initial conditions.
Nonlinear coupling
Now we discuss the results for the nonlinear coupling of the type g͑x͒ = f͑x͒. As noted earlier this is equivalent to a diffusive type of coupling. The phase space diagram in the − ⑀ plane is plotted in Fig. 7 . Here we do not get clear and distinct regions as we get for the g͑x͒ = x form of coupling. For Ͻ 3.5, we get coherent behavior ͑regions V-P and VI-F͒. To describe the remaining phase diagram consider the = 4 line. Figures 8 and 9 show, respectively, the largest Lyapunov exponent and f intra and f inter as a function of the coupling strength ⑀ for = 4. For small coupling strengths no cluster is formed and we get the turbulent region ͑I-T͒. As the coupling strength increases we get into the variable region ͑II-D͒. In this region we get a partially ordered and ordered chaotic phase depending on the initial conditions and the clusters of dominant driven type. In a small portion in the middle of region II-D, all nodes form two ideal driven clusters. These two clusters are perfectly antiphase synchronized with each other. Interestingly the dynamics still remains chaotic. Figure 10͑a͒͑a͒ shows the node-node plot as in Fig. 3 demonstrating ideal driven clusters in the middle of region II-D.
In region III-T, we get almost turbulent behavior with very few nodes forming synchronized clusters. Regions III-M and III-D are partially ordered chaotic regions. In these regions some nodes form clusters and several nodes are isolated or of the floating type. In region III-M, the clusters are of the mixed type ͑both inter-and intra-cluster couplings͒ while in region III-D the clusters are of the dominant driven type ͑see Fig. 9͒ . In these regions, we get phase synchronized clusters but both the size of clusters as well as the number of nodes forming clusters are small. Figures 10͑b͒ and 10͑c͒ are node-node plots demonstrating typical cluster formation in regions III-M and III-D, respectively.
It is interesting to note that for the scale-free network and for the nonlinear coupling, the largest Lyapunov exponent is always positive ͑Fig. 8͒, i.e., the whole system remains chaotic but we get phase-synchronized behavior.
We have found significant differences in the synchronization properties for the linearly and nonlinearly coupled maps. Differences in the behavior of linearly and nonlinearly coupled maps have been noted before in connection with other properties ͓68͔.
Dependence on the number of connections
So far we have treated the scale-free network with m =1 which gives a tree structure and the number of connections is of the order of the number of nodes ͑N c = N −1͒. As m increases the number of connections increases.
For m Ͼ 1 and g͑x͒ = x the dynamics of Eq. ͑1͒ leads to a similar phase diagram as in Fig. 1 with region II-S dominated by self-organized synchronization and regions IV-DQ and IV-DP dominated by driven synchronization. Though perfect inter-and intra-cluster couplings between the nodes as displayed in Figs. 3͑b͒ and 3͑d͒ are no longer observed, clustering in the region II-S is such that most of the couplings are of the intracluster type while for the regions IV-DQ and IV-DP they are of the intercluster type. As m increases the regions I and II are mostly unaffected, but the region IV shrinks and the region III grows in size. Figure  11͑a͒ is a node-node plot for m = 3 in region II-S ͑⑀ = 0.19͒ showing two clusters. It is clear that synchronization of nodes is mainly because of intracluster connections but there are a few intercluster connections also. Figure 11͑b͒ is a node-node plot for the ordered periodic region at coupling strength ⑀ = 0.78. Here the clusters are mainly of the driven type but they have intracluster connections also. Note that for Figs. 11͑a͒ and 11͑b͒ the average degree of a node is 6, and breaking the network into clusters with only intercluster or intracluster couplings is not possible. As the average degree of a node increases further and the number of connections become of the order of N 2 , self-organized behavior starts dominating and for large values of ⑀ we get one big synchronized cluster.
For m Ͼ 1 and g͑x͒ = f͑x͒ we get a similar kind of behavior as for m =1 ͑Fig. 7͒ with dominant driven clusters for most of the coupling strength region, but we do not get any ideal driven clusters. Figure 11͑c͒ is a node-node plot for coupling strength ⑀ = 0.9 and m =3. As m increases the region I showing turbulent behavior remains unaffected, but the region II grows in size while the region III shrinks. As m increases more and more nodes participate in cluster formation. The driven behavior decreases in strength with increasing m and self-organized behavior increases in strength. For m = 10, all nodes form one cluster for larger ⑀ values which is obviously of the self-organized type ͓Fig. 11͑d͔͒.
We have also studied the effect of size of the network on the synchronized cluster formation. The phenomena of selforganized and driven behavior persists for the largest size network that we have studied ͑N = 1000͒. The region II showing self-organized or driven behavior is mostly unaffected while the ordered regions showing driven behavior for large coupling strengths show a small shrinking in size.
B. Coupled maps on different networks
We now consider several other networks and investigate synchronization properties of these networks.
One-dimensional networks
For one-dimensional CMN, each node is connected with m nearest neighbors ͑degree per node is 2m͒. First we consider m = 1, i.e., each map is connected with just next neighbors on both sides and we take the open boundary condition. Note that this a tree structure with N c = N − 1. Figures 12͑a͒  and 12͑b͒ show f intra and f inter versus ⑀ for =4, N = 50, and, FIG. 10 . Examples illustrating the phase synchronization for a scale-free network with coupling form g͑x͒ = f͑x͒ using node vs node diagram for a scale-free network as in Fig. 3 . ͑a͒ An ideal driven phase synchronization for ⑀ = 0.13. ͑b͒ Mixed behavior for ⑀ = 0.71. ͑c͒ A dominant driven behavior for ⑀ = 0.88.
respectively, for g͑x͒ = x and g͑x͒ = f͑x͒. For g͑x͒ = x, the behavior of clusters as well as the phase diagram and Lyapunov exponent graph are very similar to the scale-free network with the coupling form f͑x͒ = x.
However, for g͑x͒ = f͑x͒ coupling and m = 1 we observe a considerable deviation from the corresponding behavior for the scale-free network. In region I-T of Fig. 7 , we get turbulent behavior as for the scale-free network. But we observe clusters only in the region corresponding to the region II-D in Fig. 7 . These clusters are of the driven type ͓Fig. 12͑b͔͒. For the rest of the coupling strength region, i.e., region III in Fig. 7 , there is almost no cluster formation and the behavior is close to turbulent and chaotic. Figure 13͑a͒ shows a node-node plot of two clusters of the mixed type and several isolated nodes for ⑀ in region III-M for g͑x͒ = x. Figure 13͑b͒ shows a node-node plot of driven clusters for an ⑀ value in the region II-D for g͑x͒ = f͑x͒.
We now consider the case m Ͼ 1. For g͑x͒ = x as m increases, i.e., the number of connections increases, the behavior is similar to that of the scale-free network.
For g͑x͒ = f͑x͒ and m Ͼ 1, we find that as the number of connections increases we get two dominant driven phase synchronized clusters as for m = 1 in region II-D. For large coupling strength the number of nodes forming clusters and the sizes of clusters both increase with the increase in the number of connections. This behavior is seen in Figs. 12͑c͒ and 12͑d͒ which show f intra and f inter versus ⑀ for g͑x͒ = f͑x͒, = 4, and, respectively, for m = 5 and m = 10. Figure 14͑a͒ Cluster formation with a large number of connections ͑of the order of N 2 ͒ and its dependence on the coupling strength is discussed in Refs. ͓69,70͔. It is reported that for these networks it is the coupling strength which affects the synchronized clusters and not the number of connections. However, as discussed above, we find that when the number of connections is of the order of N the size of the clusters and the number of nodes forming clusters increase as the number of connections increases. This behavior approaches the reported behavior ͓69,70͔ as the number of connections becomes of the order of N 2 .
Small world networks
Small world networks are constructed using the following algorithm by Watts and Strogatz ͓3͔. Starting with a onedimension ring lattice of N nodes in which every node is connected to its nearest k neighbors ͑k /2=m͒, we randomly rewire each connection of the lattice with probability p such that self-loops and multiple connections are excluded. Thus p = 0 gives a regular network and p = 1 gives a random network. The typical small world behavior is observed around p = 0.01. We find that for g͑x͒ = x, the synchronization behavior is very similar to that for the scale-free networks and one-dimensional lattice. We note that this result for g͑x͒ = x is a general result and appears to be valid for all the networks with the same number of connections. But, for g͑x͒ = f͑x͒, nodes form clusters only for region II-D of coupling strength and there is almost no cluster formation for larger values of ⑀. This trend can be seen from Fig. 15͑a͒ where we plot f intra and f inter for g͑x͒ = f͑x͒ as a function of ⑀ for p = 0.06, =4, N = 50, and k =2. As k increases, we observe some clusters for large ⑀ values. This behavior is similar to that of the one-dimensional network.
Caley tree
We generate a Caley tree using the algorithm given in Ref. ͓27͔ . Starting with three branches at the first level, we split each branch into two at subsequent levels. For g͑x͒ = x, the synchronization behavior is similar to all other networks with the same number of connections. For g͑x͒ = f͑x͒ all nodes form driven clusters for region II-D, and for larger coupling strengths about 40% of nodes form clusters of the dominant driven type ͓Fig. 15͑b͔͒.
Higher dimensional lattices
First we consider the two-dimensional square lattice with nearest neighbor interactions. Figures 15͑c͒ and 15͑d͒ plot f intra and f inter for g͑x͒ = x and g͑x͒ = f͑x͒, respectively, as a function of ⑀ for = 4. For g͑x͒ = x the cluster formation is similar to other networks described earlier except for very large ⑀ close to one where we get a single self-organized cluster. For g͑x͒ = f͑x͒ cluster formation is similar to that in one-dimensional networks with nearest and next nearest neighbor couplings. In small coupling strength region II-D ͑see Fig. 7͒ , nodes form two clusters of the driven type and for large coupling strength driven clusters are observed with about 25-30% nodes showing synchronized behavior ͓Fig. 15͑d͔͒.
Coupled maps on three-dimensional cubic lattice ͑degree per node is six͒ for g͑x͒ = x show clusters similar to the other networks discussed earlier. For g͑x͒ = f͑x͒, nodes form driven clusters in region II-D and mostly we observe three clusters. For large coupling strengths nodes form driven clusters and the nodes participating in cluster formation are now much larger than the two-dimensional case.
Random networks
Random networks are constructed by connecting each pair of nodes with probability p. First consider the case where the average degree per node is two. For linear coupling g͑x͒ = x cluster formation is the same as for other networks with the same average degree. For g͑x͒ = f͑x͒ driven clusters are observed in region II-D and no significant cluster formation is observed for larger coupling strengths. This behavior is similar to the one-dimensional network with k =2 but different from the corresponding behavior for the scalefree network. For coupled maps on random networks with the average degree per node equal to four and g͑x͒ = f͑x͒, clusters with dominant driven behavior are observed for all ⑀ Ͼ ⑀ c . FIG. 12 . The fraction of intracluster and intercluster couplings, f inter ͑closed circles͒ and f intra ͑open circles͒, are shown as a function of the coupling strength ⑀. ͑a͒ and ͑b͒ are for the onedimensional coupled maps with nearest neighbor coupling ͑m =1͒ and for g͑x͒ = x and g͑x͒ = f͑x͒, respectively. ͑c͒ and ͑d͒ are for g͑x͒ = f͑x͒ and, respectively, m =5 and m = 10.
C. Parameter variation
So far we have considered homogeneous coupled systems, i.e., with identical local dynamics. We now consider a situation of coupled systems where the maps are not identical but have some parameter mismatch. We have done some FIG. 13 . The cluster formation for one-dimensional nearest neighbor network using node-node plot as in Fig. 3 . ͑a͒ is for g͑x͒ = x and ⑀ = 0.30 and ͑b͒ is for g͑x͒ = f͑x͒ and ⑀ = 0.15. preliminary calculations of synchronization in such systems. We vary the parameter of the logistic map first with a linear increase
and secondly with a random distribution in a range ͑4.0-⌬ , 4.0͒. ͑For the linear change of in random and other similar networks the ordering of the node indices is arbitrary.͒ For small coupling strength ͑region II͒ the driven behavior is somewhat strengthened while for large coupling strength there is not much variation. The region of complete synchronization shows a slight decrease.
How does the transition to complete synchronization take place? Opisov et al. ͓71͔ have analyzed coupled Rössler and coupled circle maps and found that there are two ways in which transition to complete synchronization takes place: soft and hard. In these studies, the state with no parameter mismatch is always the state of complete synchronization. The soft transition takes place without cluster formation and occurs when the parameter mismatch is smaller while the hard transition takes place through formation of smaller clusters and it occurs when the parameter mismatch is larger. The case of synchronization in complex networks that we are considering is somewhat different. We have cluster formation even when there is no parameter mismatch. However, it is interesting to see how the transitions occur in our case as the coupling strength is varied. Let us first consider the case of a small number of connections ͑ϳN͒. As the coupling strength increases we get synchronization around ⑀ = 0.2 ͑region II͒. This transition is soft, i.e., without clusters. However, the desynchronization for further increase in the coupling strength is a hard transition and several smaller clusters are formed. Again the transition to complete synchronization for large coupling strength is hard. Second, when the number of connections are increased ͑ϳN 2 ͒ the self-organized state is favored and in this case the transition to a completely synchronized state is hard.
D. Example
There are several examples of self-organized and driven behavior in naturally occurring systems. An important example in physics that includes both self-organized and driven behavior is the nearest neighbor Ising model treated using Kawasaki dynamics. As the strength of Ising interaction between spins changes sign from positive to negative there is a change of phase from a ferromagnetic ͑self-organized͒ to an antiferromagnetic ͑driven͒ behavior. In the ferromagnetic phase, domains ͑or clusters͒ of spins aligned in the same direction can be observed. In the antiferromagnetic state, i.e., driven behavior, the lattice spits into two sublattices with opposite spin states and having only intercluster interactions and no intracluster interactions. Several other examples are discussed in Ref. ͓55͔ . Several natural systems show examples of floating nodes, e.g., some birds may show intermittent behavior between free flying and flying in a flock.
V. CIRCLE MAP
We have studied the cluster formation with the circle map defining the local dynamics, given by f͑x͒ = x + + ͑k/2͒sin͑2x͒ ͑mod 1͒. ͑7͒
Due to the modulo condition, instead of using the variable x t , we use a function satisfying periodic boundary conditions, e.g., sin͑x t ͒, to decide the location of maxima and minima which are used to determine the phase synchronization of two nodes ͓Eq. ͑4͔͒. Here we discuss the results with the parameters of the circle map in the chaotic region ͑ = 0.44 and k =6͒. For linear coupling g͑x͒ = x and scale-free networks with m = 1, for small coupling strength nodes evolve chaotically with no cluster formation ͑turbulent region͒. As the coupling strength increases nodes form clusters for 0.21Ͻ ⑀ Ͻ 0.25. In most of this region the nodes form two dominant driven clusters, except in the initial part, ⑀ Ϸ 0.21, where self-organized clusters can be observed. As the coupling strength increases nodes behave in a turbulent manner and after ⑀ Ͼ 0.60 nodes form clusters of dominant driven type. Here the number of nodes forming clusters and the sizes of clusters, both are small. For the one-dimensional linearly coupled network with m = 1, for linear coupling the nodes form phase synchronized clusters for the coupling strength region 0.21Ͻ ⑀ Ͻ 0.25. The clusters are mainly of the driven type except in the initial part, ⑀ Ϸ 0.21, where they are of the self-organized type. For large coupling strength they do not show any cluster formation.
For g͑x͒ = f͑x͒ we found very negligible cluster formation for the entire range of the coupling strength for both scalefree and one-dimensional network with m = 1. However, as m increases the nodes form phase synchronized clusters for ⑀ larger than some critical ⑀ c .
For the circle map the normalization factor ͑1−⑀͒ in the first term of Eq. ͑1͒ is not necessary and the following modified model can also be considered.
We now discuss the synchronized cluster formation for the same parameter values as above ͑ = 0.44 and k =6͒ for this modified model. For linear coupling ͓g͑x͒ = x͔, clusters are formed only for 0.02Ͻ ⑀ Ͻ 0.17 with dominant selforganized behavior for most of the range except near ⑀ Ϸ 0.17 where the behavior is of dominant driven type. For the scale-free networks ͑m =1͒ we have ordered states while for the one-dimensional networks we have partially ordered states. For nonlinear coupling ͓g͑x͒ = f͑x͔͒, the clusters are formed for 0.0Ͻ ⑀ Ͻ 0.09. The scale-free networks show mostly mixed clusters while one-dimensional networks show dominant self-organized clusters. There is no cluster formation for larger coupling strengths for both linear and nonlinear coupling. However, as for the logistic map, synchronized clusters are observed for large ⑀ as the number of connections increases.
VI. CONCLUSION AND DISCUSSION
We have studied the properties of coupled dynamical elements on different types of networks. We find that in the course of time evolution they form phase synchronized clusters. We have mainly studied networks with a small number of connections ͑N c ϳ N͒ because a large number of natural systems fall under this category of a small number of connections. More importantly, with a small number of connections, it is easy to identify the relation between the dynamical evolution, the cluster formation, and the geometry of networks. We have studied the behavior of individual nodes, either forming clusters or evolving independently, and also the mechanism of cluster formation.
In several cases when synchronized clusters are formed there are some isolated nodes which do not belong to any cluster. More interestingly there are some floating nodes which show an intermittent behavior between an independent evolution and an evolution synchronized with some cluster. The residence time spent by a floating node in the synchronized cluster shows an exponential distribution.
We have identified two mechanisms of cluster formation, self-organized and driven phase synchronization. By considering the number of inter-and intra-cluster couplings we can identify phase synchronized clusters with dominant selforganized behavior ͑S͒, dominant driven behavior ͑D͒, and mixed behavior ͑M͒ where both mechanisms contribute. We have also observed ideal clusters of both self-organized and driven type. In most cases where ideal behavior is observed, the largest Lyapunov exponent is negative or zero giving stable clusters with periodic evolution. However, in some cases ideal behavior is also observed in the chaotic region.
By defining different states of the dynamical system using the number and type of clusters, we consider the phasediagram in the − ⑀ plane for the local dynamics governed by the logistic map. When the local dynamics is in the chaotic region, for small coupling strengths we observe turbulent behavior. There is a critical value ⑀ c above which phase synchronized clusters are observed. The critical value depends on the type of network and the coupling function. For g͑x͒ = x type of coupling, self-organized clusters are formed when the strength of the coupling is small. As the coupling strength increases there is a crossover from the selforganized to the driven behavior which also involves reorganization of nodes into different clusters. This behavior is almost independent of the type of network. For the nonlinear diffusive coupling of type g͑x͒ = f͑x͒, for small coupling strength phase synchronized clusters of driven type are formed, but for large coupling strength the number of nodes forming clusters as well as sizes of clusters both are very small and almost negligible for many networks. Only scalefree networks and Caley tree show some cluster formation for large coupling strengths.
As the number of connections increases, most of the clusters become of the mixed type where both the mechanisms contribute. We find that in general, the self-organized behavior is strengthened and also the number of nodes forming clusters as well as the size of clusters increase. As the number of connections become of the order of N 2 , self-organized behavior with a single spanning cluster is observed for ⑀ larger than some value.
It is interesting to consider the dynamical origin of the self-organized and driven phase synchronization and of floating nodes. A clue can be obtained by considering some tailor-made networks such as globally coupled networks and complete bipartite networks. These are considered in Part II ͓72͔. where X = n ik max͑n i ,n k ͒ + n jk max͑n j ,n k ͒ − n ij max͑n i ,n j ͒ .
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