& In previous functional neuroimaging studies, left anterior temporal and temporal-parietal areas responded more strongly to sentences than to randomly ordered lists of words. The smaller response for word lists could be explained by either (1) less activation of syntactic processes due to the absence of syntactic structure in the random word lists or (2) less activation of semantic processes resulting from failure to combine the content words into a global meaning. To test these two explanations, we conducted a functional magnetic resonance imaging study in which word order and combinatorial word meaning were independently manipulated during auditory comprehension. Subjects heard six different stimuli: normal sentences, semantically incongruent sentences in which content words were randomly replaced with other content words, pseudoword sentences, and versions of these three sentence types in which word order was randomized to remove syntactic structure. Effects of syntactic structure (greater activation to sentences than to word lists) were observed in the left anterior superior temporal sulcus and left angular gyrus. Semantic effects (greater activation to semantically congruent stimuli than either incongruent or pseudoword stimuli) were seen in widespread, bilateral temporal lobe areas and the angular gyrus. Of the two regions that responded to syntactic structure, the angular gyrus showed a greater response to semantic structure, suggesting that reduced activation for word lists in this area is related to a disruption in semantic processing. The anterior temporal lobe, on the other hand, was relatively insensitive to manipulations of semantic structure, suggesting that syntactic information plays a greater role in driving activation in this area. &
INTRODUCTION
Sentence comprehension requires the analysis of structural relationships between words. A distinction can be made between syntactic structure, which is determined by the grammatical identity and the order of words, and semantic structure, which is based on relationships between individual word meanings. To fully understand a sentence, a listener must make use of both sources of information. Evidence from studies investigating the neural basis of sentence processing suggests that these two components may be processed by partly distinct brain systems. The traditional view from neuropsychology is that parts of the frontal lobe, such as the left inferior frontal gyrus (IFG), take part in syntactic analysis (Berndt & Caramazza, 1981; Caramazza & Zurif, 1976) , whereas the left posterior superior temporal lobe plays a dominant role in semantic analysis (Hickok & Poeppel, 2000; Geschwind, 1970) . More recent data suggest that the actual picture may be more complex, as lesions outside of the left IFG have been found to produce syntactic processing deficits (Dronkers, Wilkins, Van Valin, Redfern, & Jaeger, 2004; Grodzinsky, 2000) , and many cortical regions throughout the temporal lobe have been associated with semantic processing (Binder & Price, 2001; Martin, 2001; Grabowski & Damasio, 2000) .
A first step in syntactic parsing involves analyzing relationships between individual words based on information such as lexical category and word order. In this process, called phrase-level or constituent parsing, basic grammatical elements of the sentence-noun and verb phrases and their components, auxiliaries, modals, prepositions, and so forth-are first represented. Later stages of syntactic analysis are thought to involve processes related to linking together displaced syntactic elements (Grodzinsky, 2000) , repairing and reanalyzing misparsed fragments (Kaan & Swaab, 2003) , and representing syntactic information in working memory (Caplan & Waters, 1999) . Semantic processing, on the other hand, involves determining an overall semantic representation of the sentence by fitting the meanings of individual words into the framework of the sentence (i.e., Who did what to whom, and what are the implications of such?). Event-related potential (ERP) experiments provide some evidence for the existence of separate neural systems for syntactic and semantic analysis. For example, several ERP responses have been found in association with different kinds of sentence manipulations, including Medical College of Wisconsin components such as the left anterior negativity (ELAN, LAN) thought to be involved in early parsing (Friederici, Hahne, & Mecklinger, 1996; Münte, Heinze, & Mangun, 1993) , a component (P600) considered to be involved in syntactic reanalysis (Hagoort & Brown, 2000) , and a component (N400) sensitive to semantic expectancy (Kutas & Hillyard, 1980) . Neuroimaging experiments concerning the brain areas involved in sentence processing have mainly focused on later stages of syntactic analysis. For example, experimenters have manipulated the relative syntactic complexity of sentences. Compared to simple sentences, syntactically complex sentences are thought to make greater demands on resources such as working memory and transformational analysis of misplaced syntactic fragments (Wartenburger et al., 2004) . Given that the number of words was controlled in these studies, however, the relative amount of low-level constituent parsing should be fairly equivalent across conditions. Thus, these experiments, which have mainly found activation differences in the left IFG (Keller, Carpenter, & Just, 2001; Caplan, Alpert, & Waters, 1998; Inui et al., 1998; Just, Carpenter, Keller, Eddy, & Thulborn, 1996) and left posterior temporal and inferior parietal areas (Keller et al., 2001; Just et al., 1996) , may not reflect activation of the entire syntactic processing system. Other studies have attempted to isolate components of sentence processing by using violations in syntactic (Friederici, Rüschemeyer, Hahne, & Fiebach, 2003; Ni et al., 2000) or semantic Newman, Just, Keller, Roth, & Carpenter, 2003; Luke, Liu, Wai, Wan, & Tan, 2002; Kuperberg et al., 2000; Ni et al., 2000; Kang, Constable, Gore, & Avrutin, 1999) structure. However, violations may induce additional cognitive processes, such as error detection and syntactic reparsing, which, given the poor temporal sensitivity of fMRI, cannot be distinguished from initial syntactic parsing processes.
An alternative approach to investigating sentence processing, one intended to highlight early stages of parsing, is to compare listening to or reading sentences with a linguistic control lacking coherent sentence structure. Such control stimuli are typically created by selecting random lists of words, resulting in stimuli that are equal in length and lexical content to the sentences but lack syntactic structure. This approach differs from the previously mentioned studies in that it is designed to activate all postlexical components of sentence processing instead of focusing on later components. When such a contrast is performed, greater activation is seen for sentences compared to word lists in the lateral aspect of the anterior temporal lobe (ATL) (Humphries, Swinney, Love, & Hickok, 2005; Vandenberghe, Nobre, & Price, 2002; Stowe et al., 1999; Bottini et al., 1994; Mazoyer, Tzourio, Frak, & Syrota, 1993) and in the angular gyrus (AG) (Humphries et al., 2005; Vandenberghe et al., 2002; Bottini et al., 1994) . Differences in the left IFG have generally not been reported. One difficulty in interpreting these results is that sentences are likely to engage systems related to both syntax and semantics to a greater extent than random word lists. That is, the individual content words of a meaningful sentence can be combined to produce a larger, global semantic interpretation describing plausible events with real-world implications, whereas this is often not possible when content words are selected at random. Therefore, it is difficult to determine if the activations seen in this contrast represent syntactic processing, semantic processing, or both. Vandenberghe et al. (2002) addressed this issue by including, in addition to sentences and word lists, conditions designed to manipulate combinatorial semantic processing. In their study, the content words of both sentences and word lists were either semantically related or selected at random. This created sentence and word list conditions in which the degree of overall meaning was systematically varied. The results showed the expected ATL and AG activation for sentences over lists. A subset of the activated ATL voxels also showed a main effect of the semantic manipulation, with greater activation for the ''semantically random'' conditions. The authors concluded that this region of the ATL is involved in integrating semantic information during sentence processing. Greater activation in the semantically random conditions was thought to result from a greater effort exerted in attempting to integrate such stimuli into a semantic whole. A surprising result was the lack of posterior temporal lobe activation as seen in other studies of sentence-level semantic processing Newman et al., 2003; Kuperberg et al., 2000; Ni et al., 2000) . One potential problem with the design of this experiment is that the subjects performed a repetition monitoring task that did not necessarily require them to integrate semantic information.
In the current experiment, we examine these issues further using a design based partially on the experiment by Vandenberghe et al. (2002) . This includes the four conditions used in that study: normal sentences, sentences in which the content words have been replaced by random content words, and ''scrambled'' versions of these two stimuli in which the word order is randomized (Table 1) . Here we refer to the normal sentences and their randomly reordered versions as semantically ''congruent'' because the content words can be thematically linked to produce more complex meanings. Our design differs from that of Vandenberghe et al., however, in several respects. Whereas Vandenberghe et al. used PET imaging with stimuli presented in blocks, we chose an event-related fMRI design. One important advantage of an unblocked design is that subjects are unable to anticipate the type of stimulus that will appear next and so are less likely to systematically change their level of attention and effort across conditions. In addition, we included two conditions in which content words were replaced by pseudowords. The pseudoword conditions are designed to disrupt not only the sentence-level semantic information in the stimuli but also access to word-level semantics, thereby providing a more pure manipulation of syntactic structure. One problem in interpreting the results from the Vandenberghe et al. study was that the task used during scanning did not specifically require sentence comprehension. In contrast, we had participants perform a behavioral task during scanning that was designed to engage both semantic and syntactic processing. In this task, which has been used in other studies of sentence comprehension (Kuperberg et al., 2000; Ni et al., 2000) , subjects rated the ''meaningfulness'' of each of the stimuli on a 4-point scale. We expected activation in known semantic and syntactic networks involving the frontal, temporal, and parietal lobes; however, our hypotheses mainly concern differences in temporal and parietal lobe regions. We expected ATL and AG activation in the syntactic contrast (sentences > lists), as seen in other studies. With the addition of a sentence comprehension task, we also expected the semantic manipulation to produce activation in temporal lobe regions known to be involved in semantic processing. We predicted that semantically congruent stimuli would activate lateral and inferior temporal lobe areas relative to both the semantically random and pseudoword stimuli. On the basis of previous studies of single word lexical access Small et al., 1996; Howard et al., 1992) , we also expected the semantically random word stimuli to activate portions of the middle temporal gyrus relative to the pseudoword stimuli.
METHODS Subjects
Twenty-one right-handed, native English-speaking subjects (7 men, 14 women; ages 23-48 years) participated. Subjects gave informed consent under a protocol approved by the Institutional Review Board of the Medical College of Wisconsin.
Materials
The experiment used a factorial design with two independent variables. The first variable, syntactic structure, had two levels: sentences and word lists. The second variable, semantic structure (i.e., meaning), had three levels: congruent, random, and pseudoword. This gave a total of six conditions (see Table 1 for examples). The conditions were created in the following ways. For the semantically congruent sentences, 40 novel sentences were created using several constraints. All sentences described concrete events and were in active voice. Sentences were composed of either one independent clause, two independent clauses, or an independent and a dependent clause. Each sentence contained five content words, that is, nouns, verbs, and adjectives. The verbs in the sentences were all in the past tense and included transitive, bitransitive, and intransitive verbs. The nouns were all singular and concrete. The number of words (content and function) for each sentence varied between 9 and 13 (mean = 10.8).
The remaining five conditions were generated from the semantically congruent sentences using a computer program (see Table 1 for examples). The semantically random sentences were created by replacing all of the content words in each original sentence with randomly selected content words. The new content words were chosen by randomly sampling from the entire list of content words used in all of the original sentences, with the constraint that content words of a particular grammatical category replaced words of the same category. For example, nouns were replaced by nouns, adjectives by adjectives, intransitive verbs by intransitive verbs, and so on. Thus, the new sentences were grammatically correct, but the overall meaning of the sentence was disrupted. In addition, because the random sentences were the same length and included the same set of content words as the semantically congruent sentences, they were well controlled for nuisance factors such as stimulus length, word frequency, and word imageability.
The pseudoword sentences (i.e., ''jabberwocky sentences'') were created by replacing the content words in the original sentence with randomly generated pseudowords. The pseudowords were generated using a Markov chaining program based on bigram frequencies from the CELEX lexical database (Baayen, Piepenbrock, & Gulikers, 1995) . For each pseudoword that replaced a verb, the morphological affix ''-ed'' was added to the end of the word to signify its grammatical role as a past tense verb. Pseudowords were matched to the content words used in the other conditions in terms of syllable and phoneme length.
Finally, three sets of word lists (congruent, random, and pseudoword) were generated from each of the three sentence conditions in the following way. First, all of the function words were replaced by randomly chosen functions words using the same random sampling procedure that was used for the content words. Second, the order of resulting words was randomized. All words and pseudowords used in the study were natural speech utterances spoken by a single male speaker and digitized to a computer. During recording, the words were read individually from a list in random order and without sentence prosody. Each individual word was normalized by the total energy in the recording. The stimuli used in the experiment were then created by piecing together the individual words or pseudowords to form the sentences and lists. The spacing between individual items was varied so that all stimuli were 6.1 sec in length. This process was used to generate stimuli without any intelligible sentence-level prosody (Humphries et al., 2005) .
Procedure
The stimuli were generated from computer files and presented using the E-Prime software package (Psychology Software Tools, Pittsburgh, PA). Sounds were presented using wave-guide headphones (Avotec Corp., Stuart, FL). The headphones consisted of ear inserts surrounded by foam padding designed to reduce the sound level of the scanner noise. The stimuli were played at a volume loud enough that subjects could easily perceive individual words in each stimulus. A four-key response box was used to record subjects' responses.
Examples of each of the six types of stimuli were presented to subjects before scanning. During scanning, subjects performed a rating task in which they judged the ''meaningfulness'' of each stimulus on a scale from 4 (most meaningful) to 1 (least meaningful). Subjects were instructed to make their response after the termination of each stimulus.
The experiment used an event-related design. There were eight separate imaging runs. Each run contained 30 trials. Each trial consisted of 6.1 sec of stimulus followed by either 3.9, 5.9, 7.9, or 9.9 sec of rest. The length of the rest period was varied to increase statistical power (Birn, Cox, & Bandettini, 2002) . The length of each run was 396 sec. There were 40 trials for each of the six conditions over the entire experiment. The conditions were pseudorandomly ordered such that the probability of any condition being followed by another particular condition was equal over all conditions.
Imaging was performed on a GE scanner operating at 1.5 T. Each subject underwent a series of functional runs followed by a high-resolution anatomical scan. For the functional images, 18 axial slices were collected continuously every 2 sec. The images were collected using an echo-planar imaging pulse sequence (FOV = 240 mm, matrix = 64 Â 64, voxel size = 3.75 Â 3.75 mm, thickness = 4 mm, TE = 40 msec, flip angle = 908).
Care was taken, for each subject, to choose slice positions that covered the entire temporal lobe, inferior parietal lobe, and inferior frontal lobe. The anatomical scan was collected using a spoiled gradient recalled echo sequence (FOV = 240 mm, matrix = 256 Â 256, voxel size = 0.9375 Â 0.9375 mm, thickness = 1.2 mm, flip angle = 408) in the sagittal plane.
To correct for head motion artifact, the functional images of each subject were aligned to the first volume in the series using a 3-D rigid body, six parameter model in the AIR 5.0 program (Woods, Grafton, Holmes, Cherry, & Mazziotta, 1998 ). The functional volumes were then coregistered to the corresponding anatomical image. Finally, the images were normalized to the MNI atlas using a fifth-order polynomial model in the AIR 5.0 program.
The subsequent analysis was performed using Matlab (Mathworks Inc., Natick, MA). A gaussian spatial filter (FWHM = 6 mm) was applied to each image. A mask was applied so that voxels outside the brain were excluded from the analysis. The data were then temporally filtered to remove low-frequency noise using a high-pass filter (13-order Butterworth filter; 0.01 Hz). A regression analysis was applied to each voxel time course in each individual subject. Three regressors were used for each condition to model the signal at time lags 5, 6, and 7 (10, 12, and 14 sec after stimulus onset). These lags were chosen because they fell within the range of peak activities of brain regions outside of the primary auditory cortex for all six conditions. After the regression coefficients were calculated, voxelwise contrasts were performed to quantify differences between the conditions for each subject. A random effects analysis was then used to test the significance of the contrast maps across subjects (Friston, Holmes, & Worsley, 1999) . Finally, the resulting statistical maps were thresholded using a cluster-based thresholding procedure. First, the statistical images were thresholded at an uncorrected p value of .01, contiguous clusters were identified, and the clusters were then thresholded based on spatial extent (Worsley et al., 2002) . The resulting clusters are significant with a corrected p value of less than .05. Cluster centers, based on center of mass, and individual local maxima are reported in coordinates based on the MNI brain. Local peak maxima of clusters were found using a criterion that excluded peaks that were closer than 24 mm. Bar graphs of activation level above baseline for individual clusters were derived by calculating the mean regression coefficient for each condition across voxels in the cluster and across subjects.
RESULTS

Behavioral
Behavioral responses from 19 subjects are shown in Figure 1 . Behavioral data from two other subjects were not collected due to equipment malfunction. Ratings differed significantly across conditions, F(5,108) = 193.29, p < .0001. Of the six conditions, the congruent sentences were rated the most meaningful, and the pseudoword lists were rated the least meaningful. We were interested in whether subjects perceived differences in meaningfulness between each of the six conditions, so paired t tests were conducted for all condition pairs. All conditions were significantly different except for the semantically congruent word lists and the semantically random sentences [congruent sentences vs. congruent lists: t(18) = 15.0, p < .0001; congruent sentences vs. random sentences: t (18) 
Imaging
When contrasted with rest, each of the six conditions showed activation in expected auditory, language, and executive processing areas in the temporal and frontal lobes, including bilateral anterior, middle and posterior superior temporal gyrus (STG), bilateral superior temporal sulcus (STS), and bilateral IFG (Figure 2 ). In the following analyses, our aim was to test specific hypotheses about temporal and parietal lobe processing, therefore, we confined our analyses to voxels located in the temporal and parietal lobes. To examine the differences between activation for sentences and word lists, a contrast of the main effect of syntactic structure was calculated, collapsed across all three semantic levels (congruent, random, and pseudoword). A significant cluster of activation (center = [À49, 2, À25]) was seen for sentences over word lists in the left anterior STS (Figure 3) . Coordinates of peak activation for this and the remaining contrasts are presented in Table 2 .
The next set of contrasts tested for differences between the semantic levels, collapsed across syntactic structure. The main contrast of interest was between semantically congruent and semantically random word stimuli, as this comparison should show areas that respond more to stimuli with coherent semantic structure while controlling for word-level semantic input. The resulting map included a large expanse of activation in the bilateral anterior, middle, and posterior STS and middle temporal gyrus (MTG) as well as bilateral ITG and bilateral (left > right) AG ( Figure 4A ). Additional contrasts were calculated between the congruent and pseudoword conditions and between the random and pseudoword conditions. In these contrasts, the congruent and random stimuli, which both contain meaningful content words, are compared against the pseudoword stimuli, which lack meaningful content words. Thus, these comparisons should identify additional areas involved in processing meaning at the level of individual words. The contrast between congruent and pseudoword conditions showed a pattern of temporal-parietal activation very similar to the contrast between congruent and random stimuli ( Figure 4B ), including the anterior, middle, and posterior STS and MTG, left ITG, and bilateral AG. The contrast between random and pseudoword stimuli (Figure 4C ), on the other hand, showed a spatially more confined region of activation in the temporal lobe, involving primarily the left anterior, middle, and posterior STS.
In order to examine possible dependencies between the syntax and semantics conditions, interactions were calculated ( Figure 5 ). Most of the temporal lobe regions that had shown effects of the semantic factor (MTG, ITG) did not show significant interactions with the syntactic manipulation. Interactions between syntax and the congruent and random semantic levels were observed in the left and right STG, and in small regions of the right MTG ( Figure 5A ). Interactions between syntax and the congruent and pseudoword semantic levels were observed in the STG bilaterally, right MTG, and left AG ( Figure 5B ). No significant interactions were found between syntax and semantics with the random and pseudoword stimuli. Given this evidence for significant interactions between the syntactic and semantic factors, a number of more specific contrasts were carried out to examine effects of syntactic and semantic structure for the word conditions alone, as well as effects of semantic structure separately for sentences and word lists.
The first analysis focused on activation for the congruent and random stimuli not including the pseudoword conditions (Figure 6 ). This allowed a more direct comparison of the current results to those of the Vandenberghe et al. (2002) study, which used only congruent and random word conditions. Although this analysis was based only on the congruent and random word conditions, activation levels depicted for individual clusters also give results for the two pseudoword conditions for comparison. A syntactic contrast was performed between sentences and word lists that included only the semantically congruent and random word conditions. As in the full main effect of syntactic structure, a cluster was found in the anterior STS (center = [À46, À3, À25]). Additional clusters were seen in the left AG (center = [À52, À56, 27]) and right anterior MTG (center = [52, 1, À32]). When this activation map is Figure 3 . Functional activation map of the main effect of syntactic structure. Displayed voxels had greater activation levels for sentences over word lists collapsed across semantic conditions (congruent, random, pseudoword). The graph shows mean BOLD signal (in arbitrary units relative to the resting interstimulus interval) for each of the six conditions, averaged over the activated voxels and the subjects. plotted against the semantic contrast of congruent and random, overlap can be seen in the left AG and in a region of the left anterior STS ( Figure 6A ). In the AG, the cluster identified in the syntactic contrast was completely overlapped by the semantic activation. A plot of the mean activation for all six conditions for this AG region of overlap shows that the activation in this area is dominated by the semantically congruent sentences, which show much higher activity than the congruent word lists or random sentences ( Figure 6B ). An interaction between the syntactic and semantic factors is apparent in this region, in that the large effect of syntactic structure observed for the semantically congruent stimuli was not observed for the pseudoword stimuli. Overlap was also seen between the syntactic and semantic maps in the ATL; however, the majority of the syntactic activation in this region did not show overlap. Plots of the mean activation for those voxels in the syntactic cluster that overlap with the semantic activation and those that do not are shown in Figure 6D and E. The voxels in the overlap region show only weak responses to the random word stimuli and no response to the pseudowords, suggesting sensitivity to semantic structure ( Figure 6D ). In contrast, the nonoverlapping voxels ( Figure 6E ) show a strong response to both the random and pseudoword sentences, suggesting that they are less sensitive to semantic structure. Finally, a plot of the activation levels for those temporal lobe voxels that showed significant activation in the semantic contrast but not in the syntactic contrast is shown in Figure 6C . This extensive region of temporal cortex showed a strong preference for semantically congruent over random and pseudoword stimuli but no effect of syntactic structure. A final analysis examined the effect of semantic structure (congruent > random) separately for sentences and word lists. A composite map of the two contrasts is shown in Figure 7 . Voxels showing a significant difference between congruent and random word lists were located primarily in the middle part of the STS and MTG. In contrast, voxels showing a difference between congruent and random sentences were located in more inferior temporal lobe regions (ITS and ITG) . A plot of the activation levels across all six conditions for those temporal lobe voxels that responded to the semantic effect only for word lists is shown in Figure 7B , whereas activation levels for the temporal lobe voxels showing a semantic effect only for sentences are shown in Figure 7C . For the voxels located in the MTG, which showed a greater semantic effect for word lists, high levels of activity were seen for all conditions, including the two pseudoword conditions, with slightly higher activation for congruent compared to random and random compared to pseudoword stimuli. In the areas of the temporal lobe that showed a greater semantic effect for sentences, activation was greater than baseline for only the two congruent stimuli. For these voxels, congruent sentences showed higher activation than congruent word lists.
DISCUSSION
The goal of this experiment was to explore the neural activation patterns associated with processing semantic and syntactic structure during sentence comprehension. Our results show two distinct patterns of activity modulation depending on whether word order (i.e., syntax) or combinatorial word meaning (i.e., semantics) was manipulated. Randomly ordered stimulus lists (word lists lacking syntactic structure) produced a reduced blood oxygen level dependent (BOLD) signal in the left anterior STS compared to syntactically well-formed sentences, regardless of whether the stimuli were composed of semantically congruent words, semantically random words, or pseudowords. This region thus appears to be sensitive primarily to the presence of syntactic structure in spoken sentences. Replacing content words in a sentence with randomly chosen content words or with pseudowords resulted in reduced activity in large regions of the temporal lobe (STS/MTG, ITG) bilaterally, and in the insula, frontal lobe, and the AG, regardless of whether the stimuli were syntactically wellformed or not. These regions thus appear to be sensitive to the degree of global semantic structure present in word strings. Brain areas that responded to both of these manipulations included the left AG and a small region of the left ATL immediately adjacent to the ATL region modulated by syntactic structure. Finally, the effect of semantic structure was different for sentences and word lists. Greater activation for congruent word lists over random word lists was observed in the middle aspect of the STS and MTG, whereas greater activation for congruent sentences over random sentences was seen in more inferior temporal lobe areas (ITS and ITG). The results indicate a network of temporal and parietal areas involved in semantic and syntactic aspects of auditory sentence comprehension.
Four of the conditions (congruent and random sentences and word lists) were similar to stimuli used by Vandenberghe et al. (2002) . Similar results were found in the two studies for the contrast of sentences over word lists, showing clusters in the left ATL and left AG. Divergent results occurred, however, in the contrast between congruent and random stimuli. We found stronger activation for the semantically congruent stimuli throughout large regions of the temporal lobe. Vandenberghe et al., on the other hand, found a semantic effect only in a small set of voxels in the ATL, and this effect was in the opposite direction, with greater activation for the semantically random stimuli. These differences may be related to differences in the tasks performed during scanning. A repetition monitoring task was used in the Vandenberghe et al. study, in which participants responded if they saw a stimulus repeated. This task can be performed easily using orthographic or phonological analysis and thus does not require processing of combinatorial semantic information. In the current study, subjects rated the meaningfulness of each stimulus, a task that explicitly requires semantic and syntactic processing at both the word and sentence level. The differential demands on semantic processing in the two experiments could explain the different pattern of results. In what follows, we discuss the possible functional roles of individual brain areas in the temporal and parietal lobes based on the results of our experiment and previously published data.
Anterior Temporal Lobe
Activation in the ATL can be separated into two distinct regions based on response patterns. The first region, centered in the most anterior part of the STS, responded to the syntactic manipulation (sentences > lists) across all semantic conditions. A second group of voxels, located immediately posterior to the first, responded to both the syntactic manipulation and the semantic (congruent > random) manipulation.
Various accounts of the functional role of the ATL in sentence comprehension have been proposed. In one theory, the ATL is thought to be involved in sentencelevel semantic integration (Stowe, Haverkort, & Zwarts, 2005; Noppeney & Price, 2004; Vandenberghe et al., 2002) . This view is supported in part by studies of semantic dementia, a syndrome characterized by deficits in processing word meaning associated with degeneration in the anterior inferior temporal lobe (Hodges, Patterson, Oxbury, & Funnell, 1992) . Additional evidence comes from neuroimaging experiments showing ATL activation during semantic manipulations such as semantic priming (Rossell, Price, & Nobre, 2003; Mummery, Shallice, & Price, 1999) . According to this view, sentences produce greater activation in the ATL than word lists because scrambling the order of words in a sentence disrupts the ability of the ATL to integrate the semantic information. One prior result that this theory does not explain, however, is that pseudoword sentences, which presumably lack semantic information in the form of content words, can show levels of activity in the ATL similar to normal sentences (Friederici, Meyer, & von Kramon, 2000; Mazoyer et al., 1993 ). An alternative account of ATL function is that this region is involved in analyzing syntactic structure (Dronkers et al., 2004; Friederici & Kotz, 2003) . Because the word lists used in these studies lacked coherent syntactic cues, such as word order or morphological markings, the sentence versus word list difference is attributed to a disruption of basic syntactic structure. More specifically, because the ATL does not show a differential response to sentences with simple versus complex syntactic structure (Keller et al., 2001; Just et al., 1996) , it has been proposed that this area may be involved in an early stage of syntactic parsing related to constituent and phrase structure analysis (Friederici & Kotz, 2003; Meyer et al., 2000) .
Constituent analysis refers to the rapid, highly efficient parsing processes that assign words their grammatical roles and construct phrase structure representations from these grammatical elements. At a minimum, this process requires simultaneous input from lexical systems, morphological decomposition mechanisms, and phonetic and prosodic systems that analyze word and phrase boundary cues (Clifton, Carlson, & Frazier, 2002; Cutler, Dahan, & van Donselaar, 1997; MacDonald et al., 1994; Shapiro, Zurif, & Grimshaw, 1987; Chomsky, 1957) . The superior ATL, which includes the anterior STS, is most likely composed of polymodal and heteromodal cortex with strong connections to other regions of the temporal and frontal lobes. Because of these connections with various sensory, motor, and executive cortices, the ATL has been considered a ''convergence zone'' (Damasio & Damasio, 1994) , and thus may be ideally suited for carrying out highly interactive processes like constituent parsing. Our results show a region of the left ATL that responds more to sentences than to randomly ordered lists and does not show a significant difference in response to semantically congruent and semantically random stimuli. This pattern suggests that this area is not simply processing the increased amount of semantic information present in a sentence but instead responds to the presence of syntactic structure. This region also showed a greater response to pseudoword sentences than to pseudoword lists, further suggesting that semantic information in the form of content words is not required to activate this area. Adjacent voxels were found that did respond to both syntactic and semantic manipulations, and voxels in slightly more posterior parts of the STS and MTG responded only to the semantic contrast. Thus, a possible functional division of the ATL may exist between the most anterior parts of the STS, which are sensitive primarily to syntactic structure, and more posterior parts of the ATL, which play a greater role in processing semantic information.
Angular Gyrus
The left AG responded robustly to both syntactic and semantic manipulations. Previous evidence strongly suggests a role for this region in semantic processing (Binder & Price, 2001) . For example, increased activation has been observed in the AG for words over nonwords during visual lexical decision tasks (Binder, Westbury, Possing, McKiernan, & Medler, 2005; Ischebeck et al., 2004; Binder et al., 2003) and for concrete words over abstract words Sabsevitz, Medler, Seidenberg, & Binder, 2005) . Activation occurs in the left AG for single word semantic tasks over phonologic tasks (Scott, Leff, & Wise, 2003; Roskies, Fiez, Balota, Raichle, & Petersen, 2001; Binder, Frost, Hammeke, Bellgowan, et al., 1999; Mummery, Patterson, Hodges, & Price, 1998; Price, Moore, Humphreys, & Wise, 1997; Demonet et al., 1992) . The AG also appears to be involved in semantic processing at the sentence level. Increased activation in the left AG is seen during reading of sentences compared with viewing consonant letter strings (Bavelier et al., 1997) , hearing or reading sentences compared with lists of nonwords (Homae, Hashimoto, Nakajima, Miyashita, & Sakai, 2002) , hearing sentences compared to lists of content words only (Humphries et al., 2005) , and hearing or reading sentences compared to randomly ordered word lists (Humphries et al., 2005; Vandenberghe et al., 2002; Bottini et al., 1994) . The left AG shows greater activation for sentences with semantic violations than for normal sentences Newman et al., 2003; Ni et al., 2000) . During reading of syntactically complex and simple sentences, activation in the AG has been found to interact with the lexical frequency of words in the sentence, with low-frequency words producing greater activation in more complex sentences (Keller et al., 2001) . Neuropsychological data also support the idea that the AG is involved in semantic processing. Lesions in the temporal-parietal junction including the AG can produce comprehension deficits in the form of transcortical sensory aphasia (Dronkers et al., 2004; Rapcszak & Rubens, 1994) .
Our results suggest that the left AG is particularly involved in sentence-level semantic processing. This region showed greater activation for semantically congruent stimuli than for random or pseudoword stimuli, with little difference between random and pseudoword conditions. Thus, single word semantics, which the random stimuli have in the form of content words and the pseudoword stimuli lack, did not play a large role in driving AG activation. Instead, the AG appears to be especially sensitive to stimuli that have combinatorial semantic structure, which arises when individual words fit together to form a more complex meaning (Gagné & Shoben, 1997; Smith & Osherson, 1984) . For example, in the sentence, ''the chef burned a hand on the hot oven,'' the content words together describe a particular scene about a chef cooking in a kitchen. This is true even if the syntax of the sentence is disrupted; for example, in the semantically congruent word list, ''chef for hand oven burned the a hot on,'' the overall scene of the chef and the oven can be computed from the content words alone. Both sentences and word lists produced this combinatorial effect on left AG activation, suggesting that increased activation for semantically related words appears whether the words occur together in the context of a sentence or randomly within a list.
In addition to a semantic effect, the left AG also showed an effect of syntax for congruent and random stimuli. Sentences produced greater activation than word lists, suggesting that the left AG also uses syntactic structure. This pattern was not seen, however, in a contrast that included the two pseudoword conditions, indicating that the AG responds to syntactic structure only when lexical information is present in the input.
These patterns of activation strongly suggest that the AG integrates semantic and syntactic information to compute an overall sentence meaning. The fact that syntactic information is not strictly required to activate the AG (i.e., the AG also shows activation for semantically related word lists), but semantic information is required (i.e., pseudoword sentences do not activate the AG), suggests that the AG is engaged in primarily a semantic process. This process, which most likely involves integrating incoming pieces of semantic information, nevertheless appears to be modulated by syntactic information. This pattern can be contrasted with the anterior aspect of the ATL, which showed modulation primarily by syntactic information and much less sensitivity to semantic structure. Given the interactive nature of semantic and syntactic processing, it is likely that the processes carried out by the AG and ATL are also highly interactive, either through direct neural connections along the temporal lobe or through subcortical networks involving the thalamus or basal ganglia. This would explain the modulation of AG activity by syntactic information and the modulation of other ATL regions by semantic information.
Middle and Inferior Temporal Gyri
Complex effects of global semantic structure and single word meaning (congruent > random, congruent > pseudoword, random > pseudoword) were observed over large portions of the left STS, MTG, and ITG. These areas have all been strongly implicated in language comprehension (Dronkers et al., 2004; Binder, Frost, Hammeke, Cox, et al., 1997; Vandenberghe, Price, Wise, Josephs, & Frackowiak, 1996; Demonet et al., 1992) and specifically in lexical-semantic processes (Martin, 2001; Damasio, Grabowski, Tranel, Hichwa, & Damasio, 1996 ). An interesting pattern was observed when the semantic structure effect (congruent > random) for word lists was compared with the semantic structure effect for sentences. Activation differences for the word lists were primarily seen in the middle part of the STS and MTG, whereas the same comparison for sentences showed activation in more inferior parts of the temporal lobe (Figure 7) . The region showing a significant difference for word lists, in the middle STS and MTG, responded to all conditions above baseline, including the pseudoword conditions. The activation levels were greater for the more meaningful stimuli, with the highest levels of activity for the congruent word lists. The regions that showed semantic differences for sentences, on the other hand, had much greater activation for the congruent stimuli over both the random and pseudoword stimuli.
All of the temporal lobe areas seen in these contrasts show greater responses to stimuli with coherent semantic structure. Because the random stimuli contained the same words, randomized across trials, as the congruent stimuli, these activation differences cannot be explained by differences in lexical semantic information between the two conditions, but instead must be due to differences in the extent to which this information could be meaningfully combined. The two patterns of activation suggest somewhat different functional roles for midtemporal and more inferior temporal areas. The middle STS and MTG region responded to some extent to all six conditions and did not show large differences between sentences and word lists. We propose that this region plays a primary role in mapping from auditory word forms to lexical semantic representations. Mid-STS regions in the left hemisphere have recently been linked to phoneme recognition processes (Dehaene-Lambertz et al., 2005; Liebenthal, Binder, Spitzer, Possing, & Medler, 2005; Davis & Johnsrude, 2003; Binder et al., 2000; Scott, Blank, Rosen, & Wise, 2000) . Activation in the STS and adjacent MTG may represent an intermediate processing stage in which combinations of phonemes activate semantic representations of single words. Pseudowords might activate this system somewhat due to the presence of familiar phoneme and syllable input, but are unable to produce strong activation of lexical semantic codes. Conversely, the presence of coherent semantic structure might induce somewhat stronger activation of such codes by facilitating the recognition of individual words. This interpretation is similar to earlier proposals that the left mid-STS and adjacent MTG represent neural correlates of the lexicon Small et al., 1996; Howard et al., 1992) .
In contrast, more inferior parts of the temporal lobe (ITS and ITG) responded much more to stimuli with a coherent semantic structure, and showed very little activation for the random and pseudoword stimuli. In addition, these areas showed greater activation for congruent sentences than congruent word lists. These regions thus appear to be involved in representing more complex semantic information arising from the combination of individual word meanings, including such information as who did what to whom, where and when the event took place, the possible motivations of the actor in the sentence, and the possible implications of the event. This difference in activation pattern between midtemporal and surrounding regions is concordant with findings from a recent large-scale study of 64 left-hemisphere stroke patients, in which it was found that anterior, middle, and posterior temporal lobe lesions correlated with sentence comprehension deficits, whereas the patients with more isolated middle temporal lesions tended to also have greater deficits in single word comprehension (Dronkers et al., 2004) .
Conclusion
In conclusion, our results suggest that syntactic and semantic processes engaged during sentence comprehension occur in distinct but overlapping parts of the temporal and parietal lobes. These regions make use of syntactic and semantic information in different ways. The middle part of the temporal lobe appears to function in initial access to semantic information at the word level, whereas more inferior, anterior, and posterior temporal and inferior parietal regions process combinatorial semantic information that arises when content words can be integrated to form a more complex meaning. Two areas, the ATL and the AG, appear to be specifically involved in sentence parsing. The ATL, which responded to syntactic structure regardless of the semantic structure present in the stimuli, appears to use syntactic information in building basic constituent structure. Semantic context could influence this process, and the fact that some voxels in the ATL sensitive to syntax showed overlap with semantic areas provides evidence for this interaction. The AG, on the other hand, responded only to sentences that contained recognizable content words. This suggests that the AG may be involved in combining discrete semantic information (i.e., content words) into a global meaning that is constrained by the syntactic structure of the sentence.
