This paper investigates how existing software engineering techniques can be employed, adapted and integrated for the development of large-scale systems of systems. Starting from existing system-of-systems (SoS) studies, we identify computing paradigms and techniques that have the potential to help address the challenges associated with SoS development, and propose an SoS development framework that combines these techniques in a novel way.
Introduction
The functionality and flexibility underpinning today's applications in areas ranging from transportation and healthcare to aerospace and defence can no longer be provided by a monolithic information system, however complex this might be. Instead, the required capabilities can only be achieved through employing collections of collaborative, heterogeneous and autonomouslyoperating systems-or systems of systems.
The crucial importance of many systems of systems and the high rates of late delivery, overspending and failure associated with their development have prompted the initiation of research programmes for the investigation of this new class of systems [13, 17, 27, 29] and its extensions [10, 24, 30] . The results of this research provide valuable insights into the distinguishing features of systems of systems [3, 5, 20, 25] , and the challenges posed by their unprecedented size, diversity, variability, complexity, unforeseen interactions and emergent behaviour [10, 15, 19, 26] .
The components of a system-of-systems (SoS) possess a level of operational autonomy that allows them to pursue their own, local objectives, independently and in addition to contributing to the global SoS objective(s) [5, 19] . SoS components are often developed, procured and managed independently [18, 25] , and may belong to multiple open and evolving systems of systems that they could join and leave dynamically [5, 6, 13, 26] . Additionally, an SoS subclass that typifies key information systems of the future-i.e., the so-called large-scale complex (IT) systems [24] or ultra-large-scale systems [10, 30] -is characterised by incomplete and continually changing requirements and components, and by normal failures.
The challenges associated with the development of systems of systems are tremendous. They include the need to ensure the interoperability of a vastly diverse range of components [6, 25] , to convey global objectives to SoS components in meaningful ways [10, 13] , to achieve these objectives predictably and dependably in a dynamically changing environment [24, 30] , and to attain high levels of SoS longevity [10, 26] . The decision to adopt an SoS solution, and hence to accept these challenges, often involves a degree of necessity. Thus, the planned application may have an inherently SoS nature, or may require the use of commercial, off-the-shelf systems and proprietary legacy systems as part of the overall solution. The primary justification, however, is the need to leverage the emergence of systems of systems, i.e., their ability to provide capabilities and levels of flexibility significantly beyond those provided by the sum of their components [3, 5, 18, 19, 26] .
These major advances in the understanding of systems of systems laid the foundation for essential work to identify high-level principles and practices governing their development [6, 10, 18, 19, 25] . Our paper takes this work further by investigating for the first time ways in which existing software engineering techniques can contribute to the development of systems of systems. After describing the results of this investigation in Section 2, the paper proposes a novel approach to integrating these techniques within a framework that extends the authors' previous work on probabilistic model checking [22, 23] , model-driven development [8] and self-* computing [7, 9] to the realm of systems of systems (Section 3). We conclude with a brief summary in Section 4.
Software Engineering Techniques for SoS Development
This section examines existing software engineering paradigms and techniques that could help tackle some of the challenges associated with the development of systems of systems, and which are therefore likely to be part of the SoS development frameworks of the future. A summary of this analysis is presented in Table 1 .
Service-oriented architectures (SOA) SoS development involves the integration and secure interoperation of vastly diverse technical systems [3, 5, 6, 10, 13, 18, 26] . Thanks to their platform independence, loose coupling and support for security, SOA solutions [33] represent strong candidates for implementing new computer systems or front-ends to legacy systems that need to be integrated into an SoS.
Policy-based autonomic computing Ecosystems, cities and economies are often pointed out as examples of effective systems of systems. A common characteristic of all these systems of systems is the way in which their global objectives are specified through high-level incentives, rewards and penalties rather than by setting concrete, precise targets [10, 24, 25] . Thus, the behaviour of ecosystems is governed by laws of nature. The development and everyday life of cities are subject to common or civil laws and regulations. The evolution of economies is guided by taxation policies. If these successful real-world examples are to be followed, techniques will be required that can convey the global objectives of systems of systems as high-level policies to their autonomous components. (Policy-based) autonomic computing addresses the development of systems that can manage themselves based on a set of high-level policies [21] , and therefore represents an ideal paradigm for developing the computer-system components of an SoS.
Formal verification A major concern of systems of systems is their ability to achieve an overall objective in predictable and dependable ways, through the collaboration of component systems with different (and potentially conflicting) local goals [10, 24, 28] . Formal verification, and in particular model checking [11] and probabilistic model checking [23] , comprise a range of techniques that could be used or adapted for use in the verification of SoS policies, and ultimately for SoS dependability management and assurance.
Model-driven development and code generation
The open, evolving nature of systems of systems allows their components to join and leave dynamically [24, 28] . Having SoS components collaborate with peer systems whose characteristics are often unknown until runtime is a major challenge. A combination of model-driven development and runtime code generation in which a dynamically acquired model of a peer system is used to generate the necessary interfaces and logic for collaborating with this peer system [7] represents a promising approach to addressing this challenge.
Component-based development SoS engineering requires the integration of existing and future commercial, open-source and proprietary systems, and component-based development provides techniques that can help achieve this goal [1, 2, 12] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Dynamic reconfiguration Systems of systems are required to adapt continually to changes in their environment, structure and objectives [6, 18] . Recent advances in the study of dynamically reconfigurable software and hardware [14, 16] provide promising approaches for the development of the computer systems to be incorporated into the systems of systems of the future.
Online machine learning The levels of self-management that SoS components must achieve in impossible to anticipate circumstances are significantly beyond what can be pre-programmed into a computer system [15, 24, 30] . The online use of techniques specific to machine learning [4] is therefore likely to play a major role in the development of computer-based SoS components.
Resource discovery In the era of mobile computing, SoS components are expected to actively seek partner systems and establish collaborations with them, thus joining (and leaving) looselycoupled federations of systems on a regular basis [5, 10, 24] . The rich spectrum of resource discovery techniques employed by today's distributed (e.g., grid-and web-based) computer systems [31] can be used as a basis for the development of techniques to support these capabilities.
A Framework for System-of-Systems Development
Our approach to integrating the software engineering techniques analysed in the previous section involves the use of a reconfigurable policy engine with the structure in Figure 1 . 1 The SOA implementation of this policy engine as a web service [7] takes a model of a system and a set of policies, and ensures that the system achieves the objectives specified by these policies by adapting continually to changes in its environment. The system model has the form
where S and C represent the state and configuration parameters of the modelled system, and the partial function
Figure 2: System-of-systems architecture [9] . In a future version of the policy engine, online machine learning will be employed to continually improve the accuracy of (and ultimately to generate) the partial function f from (1) based on the observed behaviour of the system. In this paper, we describe for the first time a new policy type that supports componentbased development and enables the policy-driven interoperation and collaboration of heterogeneous collections of legacy and new information systems. The new policy type is termed a component-definition policy and is formally defined as
where M represents the set of all models (1), and
The policy in (6) specifies how the high-level sensor and high-level effector interfaces of the policy engine should expose the system (components) under its control as a single entity with model model , state s ∈ S and configuration c ∈ C . Figure 2 depicts the generic architecture of an SoS built around an extension of the policy engine from [7] that supports component-definition policies. Each of the top-level autonomic-enabled components 1 to N in this architecture is a system managed by an appropriately configured instance of the policy engine. At the SoS level, the policy engine instances expose the state and configuration of their systems, employ resource discovery to identify peer SoS components, and collaborate with these. At the local level, the policy engines organise heterogeneous collections of components into a single system. These collections can comprise legacy components whose interfaces are accessed through manageability adaptors [7] and autonomic-enabled components (i.e., new systems that expose sensor and effector interfaces permitting their direct management by the policy engine, or other instances of the top-level autonomic-enabled components in Figure 2) .
The policy engine in [7] was used to architect monolithic self-managing systems in areas including server capacity allocation, dynamic power management and management of datacentre cluster availability [7, 9] . To validate our extended version of the policy engine, we used it to develop a simulated enterprise-wide SoS comprising several collaborating datacentres and a "dashboard" system for monitoring their performance. Each datacentre consists of several clusters with variable workloads, and uses an instance of the policy engine in Figure 1 to optimise the availability-driven allocation of its servers to these clusters. The architecture of an individual autonomic-enabled datacentre and the utility policy (5) it employs are described in detail in [9] .
Figure 3(a) shows how N ≥ 1 datacentres can be combined into a system of systems. A component-definition policy (6) supplied to each datacentre configures its policy engine to expose: (a) any spare servers, so that they can be leased to other datacentres; and (b) the utility achieved by the datacentre, so that datacentre dashboards can be generated dynamically. With the notation in (6)-(7), the exposed datacentre state and configuration are given by S = {id : string, spareServers : int, utility : int, maxUtility : int} C = {peerId : string, requestedServers : int, svc : string} dom f = ∅ By appropriately setting the configuration parameters in C , a datacentre peerId can ask datacentre id to run service svc on requestedServers ≤ spareServers of its servers, thus gaining the ability to cope with workloads that exceed its local capacity. Figures 3(b) and 3(c) depict the automatically-generated dashboards for the simulation of an isolated datacentre (i.e., N = 1) over a 20-day period in simulated time, and for the simulation of the same datacentre when it operates as part of a two-datacentre SoS (i.e., N = 2), respectively. These dashboards show that a better utility (i.e., a larger number of clusters operating at optimal availability [9] ) is achieved when the considered datacentre can take advantage of the spare servers of a peer datacentre.
Conclusion
A common finding of SoS studies is that existing techniques and tools are unable to address the whole spectrum of challenges associated with the development of systems of systems. Notwithstanding the disparity between what can be achieved using current approaches and these challenges, the SoS development frameworks of the future are bound to incorporate some of today's software engineering techniques or adapted variants of them. This paper examined techniques that are candidates for this role. Having first identified the SoS challenge(s) that each such technique can help address, we then proposed a new approach to combining these techniques into a policy engine for the development of systems of systems. Areas of future work include the validation of the proposed framework within new application domains, the development of SoS-specific online machine learning techniques, the synthesis of high-level SoS policies from specifications, and the design of metrics for the assessment of global SoS effectiveness.
