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ABSTRACT
We call a subspace Y of a Banach space X a DBR subspace if its unit ball BY admits farthest points from
a dense set of points of X. In this paper, we study DBR subspaces of C(K). In the process, we study
boundaries, in particular, the Choquet boundary of any general subspace of C(K). An infinite compact
Hausdorff space K has no isolated point if and only if any finite co-dimensional subspace, in particular,
any hyperplane is DBR in C(K). As a consequence, we show that a Banach space X is reflexive if and
only if X is a DBR subspace of any superspace. As applications, we prove that any M-ideal or any closed
∗-subalgebra of C(K) is a DBR subspace of C(K). It follows that C(K) is ball remotal in C(K)∗∗.
1. INTRODUCTION
For a closed and bounded set A in a Banach space X, the farthest distance map φA
is defined as φA(x) = sup{‖z − x‖: z ∈ A}, x ∈ X. For x ∈ X, we define the farthest
point map as FA(x) = {z ∈ A: ‖z − x‖ = φA(x)}, i.e., the set of points of A farthest
from x. Note that this set may be empty. Let R(A) = {x ∈ X: FA(x) = ∅}. Call a
closed and bounded set A remotal if R(A) = X and densely remotal if R(A) is norm
dense in X.
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Sets that are remotal or densely remotal have been studied in [4,8,13]. In
particular, any compact set is clearly remotal while any weakly compact set is
densely remotal [8].
The following definition is motivated by a recent paper [2].
Definition 1.1. Let us call a subspace Y of a Banach space X:
(a) ball remotal (BR) if its closed unit ball BY is remotal in X;
(b) densely ball remotal (DBR) if BY is densely remotal in X.
Let C(K) denote the Banach space of all scalar-valued continuous functions on
a compact Hausdorff space K with the supremum norm. In this paper we study
DBR/BR subspaces of C(K). Most of our results hold for both real and complex
scalars and most often we prove them for complex scalars with more or less obvious
modifications in the real case.
In Section 2, we study a special class of subspaces Y , called (∗)-subspaces, such
that φBY (x) = φBX(x) for all x ∈ X. We completely characterize:
(a) subspaces of C(K) that are (∗)-subspaces, and
(b) subspaces of C(K) that are both (∗)- and DBR/BR subspaces
in terms of the density of certain subsets of K . In the process, we prove that any
Banach space embeds isometrically as a (∗)- and DBR subspace of some C(K)
space.
In Section 3, we study boundaries of a general subspace Y of C(K). In
particular, we relate the Choquet boundary of Y with other boundaries, in the
process recapturing some classical results. We also show that if Y is a subspace
of co-dimension n in C(K), then any closed boundary for Y can miss at most n
points of K . In particular, if K has no isolated points, then any finite co-dimensional
subspace cannot have any proper closed boundary.
Applying these results to the question of DBR subspaces, in Section 4, we show
that an infinite compact Hausdorff space K has no isolated point if and only if any
finite co-dimensional subspace, in particular, any hyperplane is DBR in C(K). We
characterize (∗)- and DBR hyperplanes in C(K) in terms of the defining measure.
We also show that a Banach space X is reflexive if and only if X is a DBR subspace
of any superspace in which it embeds isometrically as a hyperplane.
In Section 5, we obtain some partial results in the remaining cases. As applica-
tions, we prove that any M-ideal or any closed ∗-subalgebra of C(K) is a DBR
subspace of C(K). It follows that C(K) is BR in C(K)∗∗.
The closed unit ball and the unit sphere of a Banach space X are denoted by BX
and SX respectively. We denote by NA1(X) the set of all x∗ ∈ SX∗ which attain their
norm on BX . For t ∈ K , let δt be Dirac measure at t , and for a subspace Y of C(K),
let et = δt |Y . T ⊆ C denotes the unit circle.
Any unexplained terminology can be found in [7].
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2. (∗)-SUBSPACES
Let Y be a subspace of a Banach space X. Notice that φBY (x)  φBX(x) = ‖x‖ + 1
for all x ∈ X.
Definition 2.1. Let us call a subspace Y a (∗)-subspace of X if
φBY (x) = ‖x‖ + 1 for all x ∈ X.
Remark 2.2. This notion was introduced in [2] in a slightly different form.
Several examples of (∗)-subspaces are discussed in [2]. For example, any Banach
space is a (∗)-subspace of its bidual.
Definition 2.3. We say that A ⊆ BX∗ is a norming set for X if ‖x‖ = ‖x|A‖ :=
sup{|x∗(x)|: x∗ ∈ A} for all x ∈ X.
In [2, Proposition 2.4] it is noted that if
AY =
{
x∗ ∈ SX∗ :
∥∥x∗|Y
∥∥ = 1}
is a norming set for X, then Y is a (∗)-subspace of X. We do not know if the
converse is true in general.1 However, for subspaces of C(K), we have the following
result.
We will encounter the following subsets of K repeatedly throughout the paper.
So let us fix our notations here.
Definition 2.4. Let Y be a subspace of C(K). We define:
K ′ = {t ∈ K: δt ∈ AY } = {t ∈ K: ‖et‖ = 1},
K0 = {t ∈ K: |g(t)| = 1 for some g ∈ SY } = {t ∈ K: et ∈ NA1(Y )}.
Clearly, K0 ⊆ K ′. Also let K1 = K0.
Theorem 2.5. Let Y be a subspace of C(K). The following are equivalent:
(a) Y is a (∗)-subspace of C(K).
(b) AY is a norming set for C(K).
(c) K ′ is dense in K .
(d) K ′ is residual, i.e., contains a dense Gδ set in K .
Proof. (d) ⇒ (c) ⇒ (b) ⇒ (a) is clear.
(a) ⇒ (d). Let F(t) = ‖et‖. Then F is clearly lower semicontinuous.
CLAIM: K ′ = {t ∈ K: F is continuous at t}, and hence, is residual [5].
Since F is lower semicontinuous and F  1, it is easy to see that F is continuous
at points of K ′ = {t ∈ K: F(t) = 1}.
1 We have recently shown that the converse is always true.
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Now, suppose F is continuous at some t0 /∈ K ′. Then F(t0) < 1. Let 0 < ε <
(1−F(t0))/2. By continuity, there is an open neighborhood U of t0 such that |F(t)−
F(t0)| < ε for all t ∈ U .
Let f ∈ C(K) be such that f (K) ⊆ [0,1], f (t0) = 1 and f |K\U ≡ 0.
By (a), φBY (f ) = ‖f ‖ + 1 = 2. Therefore, there exists g ∈ BY such that ‖f −
g‖∞ > 2 − ε. It follows that f − g must attain its norm at some t1 ∈ U . But
|g(t1)| = |et1(g)|  ‖et1‖ = F(t1) < F(t0) + ε.
Thus,
‖f − g‖∞ = |f (t1) − g(t1)|  |f (t1)| + |g(t1)| < 1 + F(t0) + ε < 2 − ε,
a contradiction that completes the proof. 
Remark 2.6. If the scalars are real, the above claim can also be proved by using
the characterization of sets in C(K) that are intersection of closed balls given in
[9, Proposition 4.1] and observing that Y is a (∗)-subspace of X if and only if the
intersection of closed balls containing BY equals BX .
Coming to ball remotality, it is easy to see that:
Proposition 2.7. If Y is a subspace of C(K) such that K0 is finite, then Y is BR.
Proof. Clearly, Y embeds isometrically into C(K0). If K0 is finite, it follows that
Y is finite-dimensional, and hence, BR. 
Proposition 2.8. Let Y be a subspace of C(K), K0 as defined above and let A =
{f ∈ C(K): f (t) = ‖f ‖∞ for some t ∈ K0}. Then A ⊆ R(BY ).
If Y is a (∗)-subspace, then A = R(BY ).
Proof. Let f ∈ A and t ∈ K0 be such that |f (t)| = ‖f ‖∞. By definition of K0, there
exists g ∈ SY such that |g(t)| = 1. Then for a suitable scalar α ∈ T, ‖f − αg‖∞ =
|f (t) − αg(t)| = ‖f ‖∞ + 1. Thus, f ∈ R(BY ).
Conversely, if Y is a (∗)-subspace and f ∈ R(BY ), then ‖f − g‖∞ = ‖f ‖∞ + 1
for some g ∈ BY . Now, if f − g attains its norm at t0 ∈ K , then ‖f ‖∞ = |f (t0)| and
|g(t0)| = 1. Thus t0 ∈ K0 and hence, f ∈ A. 
Proposition 2.9. For a compact Hausdorff space K , the following are equivalent:
(a) Each singleton in K is a Gδ .
(b) For any t0 ∈ K , there exists f ∈ C(K) such that f (K) ⊆ [0,1], f (t0) = 1 and
f (t) < 1 for all t = t0.
Proof. (a) ⇒ (b). Let t0 ∈ K . By (a), there exists open sets {Un} such that {t0} =⋂
n Un. Get {fn} ⊆ C(K) such that fn :K → [0,1], fn(t0) = 1 and fn(Ucn) = 0.
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Define f (t) = ∑n 2−nfn(t). Clearly, f ∈ C(K) and f (t0) = 1. If t ∈ K and t = t0,
there exists Um such that t /∈ Um. So fm(t) = 0, and hence, f (t) < 1.
(b) ⇒ (a). If such an f ∈ C(K) exists, then {t0} = f −1({1}) is a Gδ . 
Theorem 2.10. Let Y be a subspace of C(K) and K0 as above.
If K0 = K , then Y is (∗)- and BR in C(K).
And if each singleton in K is a Gδ , in particular if K is metrizable, then the
converse is also true.
Proof. If K0 = K , it follows from Theorem 2.5 that Y is a (∗)-subspace. Moreover,
in Proposition 2.8, A = C(K) and therefore, Y is BR.
Conversely, if Y is (∗) and BR, let t0 ∈ K . By Proposition 2.9, there exists f ∈
C(K) such that f (K) ⊆ [0,1], f (t0) = 1 and f (t) < 1 for all t = t0. Since f ∈
R(BY ), by Proposition 2.8, t0 ∈ K0, that is, K0 = K . 
Corollary 2.11. Let Y be a subspace of C(K).
(a) If Y contains a unimodular function, in particular, if Y contains constants, then
Y is BR in C(K).
(b) Y = {g ∈ C[0,1]: ∫ 10 g(t) dt = 0} is BR in C[0,1].
For a Banach space X, let C(K,X) denote the space of all continuous functions
from K to X. We will need the following result only when X is the scalars, but the
general result follows at no extra effort.
Lemma 2.12. Let L ⊆ K be such that L = K . For f ∈ C(K,X) and ε > 0, there
exists g ∈ C(K,X) such that g attains its norm on L and ‖f − g‖∞ < ε.
Proof. Let ‖f ‖∞ = M . There exists x0 ∈ f (K) such that ‖x0‖ = M .
Since L is dense in K , there exists u ∈ L such that ‖f (u) − x0‖ < ε.
Let x1 = f (u). Choose r0 such that ‖x1 − x0‖ < r0 < ε and split X into three
disjoint regions:
X1 = {x ∈ X: ‖x − x0‖ > ε},
X2 = {x ∈ X: ‖x − x0‖  r0}
and
X3 = {x ∈ X: r0 < ‖x − x0‖  ε}.
Define φ :X1 ∪ X2 → X as follows:
φ(x) = x if x ∈ X1, φ(x) = x0 if x ∈ X2.
To define φ on X3, notice that any point in X3 is of the form x0 + ry for some r ∈
(r0, ε] and y ∈ SX . Define h : [r0, ε] → [0, ε] by h(r) = r−r0ε−r0 ε and define φ :X3 → X
by φ(x0 + ry) = x0 + h(r)y.
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CLAIM: φ :X → X is continuous.
It clearly suffices to check the continuity of φ on X3.
Let (zn), z0 ∈ X3 such that zn → z0. Then zn = x0 + rnyn and z0 = x0 + ry, for
some rn, r ∈ [r0, ε] and yn, y ∈ SX .
Clearly, rn → r , and since r  r0 > 0, rnr yn → y. Therefore, ‖yn − y‖  ‖yn −
rn
r
yn‖ + ‖ rnr yn − y‖ → 0 as n → ∞. Now
‖φ(zn) − φ(z0)‖ = ‖h(rn)yn − h(r)y‖  |h(rn) − h(r)| + |h(r)|‖yn − y‖
 ε
(∣∣∣∣
rn − r
ε − r0
∣∣∣∣ + ‖yn − y‖
)
→ 0
as n → ∞. This proves the claim.
Define g :K → X by g = φ ◦ f .
Note that g(K) ⊆ φ(MBX) ⊆ MBX as the last set is convex and φ maps a point
z of X3 to a point on the straight line [z, x0]. It follows that ‖g‖∞  M = ‖x0‖ =
‖φ(x1)‖ = ‖g(u)‖. Thus, g attains its norm on L.
Moreover,
‖f − g‖∞  sup
{‖x − φ(x)‖: x ∈ X} = sup{‖x − φ(x)‖: x ∈ X2 ∪ X3}
= max{sup{‖x − φ(x)‖: x ∈ X2}, sup{‖x − φ(x)‖: x ∈ X3}
}
= max{r0, sup{|r − h(r)|: r ∈ (r0, ε]}
}
= max
{
r0, sup
{
r0(ε − r)
ε − r0 : r ∈ (r0, ε]
}}
 r0 < ε.
This completes the proof. 
Theorem 2.13. Let Y be a subspace of C(K) and K0 as above. Then Y is a (∗)-
and DBR subspace of C(K) if and only if K0 = K .
Proof. With the notation of Definition 2.4, since K0 ⊆ K ′, if K0 = K , then by
Theorem 2.5, Y is a (∗)-subspace of C(K).
Putting L = K0 in Lemma 2.12, we get that the set A in Proposition 2.8 is dense
in C(K). And hence, Y is DBR.
Conversely, if Y is a (∗)-subspace of C(K), by Proposition 2.8, A = R(BY ). It
follows that for any f ∈ R(BY ), ‖f ‖∞ = ‖f |K0‖∞. Since {f ∈ C(K): ‖f ‖∞ =
‖f |K0‖∞} is a closed set containing R(BY ), it follows that if Y is also DBR, then
‖f ‖∞ = ‖f |K0‖∞ for all f ∈ C(K). Hence K0 = K . 
Corollary 2.14. Any Banach space X is a (∗)-subspace as well as DBR subspace
of C(K), where K = (BX∗ ,w∗) if X is infinite-dimensional, and K = (SX∗ ,norm),
if X is finite-dimensional.
Proof. If X is finite-dimensional, it is BR in any superspace.
If X is infinite-dimensional, let K = (BX∗ ,w∗). Then X embeds isometrically as
a subspace of C(K). Now notice that K0 = NA1(X), which is norm dense in SX∗
by Bishop–Phelps Theorem, and hence w*-dense in BX∗ . 
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3. ON BOUNDARIES OF SUBSPACES OF C(K)
Some of the results in this section may be folklore, but we have not found them
recorded anywhere, hence we include proofs.
Definition 3.1. Let Y be a subspace of C(K). A set B ⊆ K is said to be a boundary
for Y if for every g ∈ Y , there exists t ∈ B such that |g(t)| = ‖g‖∞.
For a subspace Y of C(K), recall (Definition 2.4) that K0 = {t ∈ K: |g(t)| =
1 for some g ∈ SY } and K1 = K0. Clearly, K0 is a boundary for Y and K1 is a
closed boundary.
Lemma 3.2. Let Y be a subspace of C(K). Let B ⊆ K be a closed boundary for Y .
For any t ∈ K , there exists a regular complex Borel measure μt on B such that
‖μt‖ = ‖et‖ and g(t) =
∫
B
g dμt for all g ∈ Y . Call μt a representing measure for
t on B .
If Y separates points of K , the map t → μt is one-one.
Proof. Since B is a closed boundary for Y , the map g → g|B is an isometry
between Y and Y |B ⊆ C(B). Therefore, et induces a functional  ∈ (Y |B)∗ with
‖‖ = ‖et‖. Any norm preserving extension of  on C(B) corresponds to a regular
Borel measure μt on B such that ‖‖ = ‖μt‖.
The last statement in the lemma is obvious. 
Theorem 3.3. If Y is a subspace of co-dimension n in C(K) and B ⊆ K is a closed
boundary for Y , then K \ B contains at most n distinct points.
In particular, if K has no isolated points, then B = K .
Proof. Suppose there are (n + 1) distinct points t1, t2, . . . , tn+1 in K \ B . Let μi be
a representing measure for ti on B . If eti = 0 for some i, then μi = 0 and δti ∈ Y⊥.
Since each μi has no point mass outside of B , it is clear that the measures μi − δti
are linearly independent. Since each μi − δti ∈ Y⊥, this contradicts the fact that Y
has co-dimension n.
Now, if K \ B is nonempty, it contains at most n points and necessarily these
points are isolated. Thus, if K has no isolated points, then B = K . 
Definition 3.4. Let Y be a subspace of C(K). The Choquet boundary of Y is
defined as
∂Y = {t ∈ K: et ∈ extBY ∗},
where extBY ∗ denotes the set of extreme points of BY ∗ .
This definition (given in [10, p. 29], when 1 ∈ Y ) coincides with the classical
definition of the Choquet boundary when Y separates points of K and contains the
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constants [10, Proposition 6.2, p. 29]. We use the same definition even when 1 /∈ Y .
It is clear that ∂Y is a boundary and therefore we obtain the following corollary.
Corollary 3.5. If Y is a subspace of co-dimension n in C(K), then K \∂Y contains
at most n distinct points. And if K has no isolated points, then ∂Y = K .
Remark 3.6. The stronger result that the set K \ ∂Y itself contains at most n
points, was proved, under the additional assumption that Y separates points of K ,
in [6, Lemma 5.6, Theorem 7.3] and in full generality in [1, Proposition 3.1]. Our
argument is significantly simpler.
It is well known that when Y separates points of K and contains the constants, the
Choquet boundary is contained in any closed boundary [10, Proposition 6.4, p. 30].
In our next result, we relate the Choquet boundary with other closed boundaries for
a general subspace Y of C(K).
Let B ⊆ K be a closed boundary for Y . The map e :K → (BY ∗ ,w∗) defined by
e(t) = et is clearly continuous and hence, Te(B) is a w*-compact subset of BY ∗ .
Theorem 3.7. Let Y be a subspace of C(K) and B ⊆ K a closed boundary for Y .
Then:
(a) e(∂Y ) ⊆ Te(B).
(b) If Y contains the constants and separates points of K , then ∂Y ⊆ B .
(c) If {|f |: f ∈ Y } separates points of K then also ∂Y ⊆ B .
(d) If K0, as in Definition 2.4, is closed, then ∂Y ⊆ K0.
Proof. (a). Since e(B) is a norming set for Y , by separation arguments,
BY ∗ = convw∗
(
Te(B)
)
.
By Milman’s theorem [10, Proposition 1.5, p. 6], we have
e(∂Y ) ⊆ extBY ∗ ⊆ Te(B).
(b). If t ∈ ∂Y , then by (a), there are γ ∈ T and b ∈ B such that g(t) = γg(b) for
all g ∈ Y . (b) follows.
(c). By (a), if t ∈ ∂Y , then there is b ∈ B such that
|g(t)| = |g(b)| for all g ∈ Y.(1)
Now the hypothesis implies t = b, i.e., ∂Y ⊆ B .
(d) follows from (1) and the definition of K0. 
Remark 3.8. (a) If Y = {f ∈ C(K): f |D ≡ 0}, where D ⊆ K is a closed set, then
K ′ = {t ∈ K: ‖δt |Y ‖ = 1} = K \ D and points of K ′ are separated by nonnegative
functions in Y . Therefore, (c) holds.
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(b) Though ∂Y ⊆ K0 when K0 is closed, the two sets need not be equal. For
example, if Y = {f ∈ C[0,1]: f (0) = ∫ 10 f (t) dt}, then K0 = [0,1] is closed but
0 /∈ ∂Y as it has a representing measure other than δ0, namely, the Lebesgue measure
on [0,1].
4. FINITE CO-DIMENSIONAL SUBSPACES OF C(K)
Coming back to DBR subspaces, let Y be a subspace of finite co-dimension in
C(K). Let K0 and K1 be as in Definition 2.4. Now, Theorem 3.3 yields the following
corollary.
Corollary 4.1. If Y has co-dimension n, then there can be at most n distinct points
in K \ K1. And if K has no isolated points, then K1 = K .
And therefore:
Theorem 4.2. If K has no isolated points, then any finite co-dimensional subspace
of C(K) is a (∗)- and DBR subspace.
Remark 4.3. If K is infinite and has no isolated points, e.g., K = [0,1], then C(K)
clearly has hyperplanes that are not proximinal. Thus, DBR subspaces need not be
proximinal.
It also follows that:
Corollary 4.4. If μ1,μ2, . . . ,μn are non-atomic measures, then Y = ⋂ni=1 ker(μi)
is a (∗)- and DBR subspace of C(K).
Proof. If K \ K1 is nonempty, let t1, t2, . . . , tm ∈ K \ K1 for some m  n.
Let μi be a representing measure for ti on K1. Then μi − δti ∈ Y⊥. It follows that
at least some elements of Y⊥ must put nonzero mass on the points t1, t2, . . . , tm.
Hence the result follows. 
Theorem 4.5. If Y is of co-dimension n and K \K1 contains exactly n points, then
K0 is closed. Moreover, ∂Y = ∂Y = K0 = K1.
Proof. For simplicity, we give the proof for n = 2 as no new ideas are required for
other values of n.
Let t1, t2 ∈ K \ K1 with representing measures μ1,μ2 respectively. Let Yi =
ker(μi − δti ), i = 1,2. Then Y = Y1 ∩ Y2.
Find f1, f2 ∈ C(K) such that fi(tj ) = δij and fi |K1 = 0 for i, j = 1,2. Then (μi −
δti )(fj ) = −δij . It follows that for any f ∈ C(K), g = f + (μ1 − δt1)(f ) ·f1 + (μ2 −
δt2)(f ) · f2 ∈ Y .
Now define f ∈ C(K) by f |K1 = 1, f (t1) = f (t2) = 0 and consider g ∈ Y as
above. Then g|K1 = 1 and g(ti) = μi(K1), i = 1,2. Thus, ‖g‖∞ = max{1, |μ1(K1)|,
|μ2(K1)|}.
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Since g attains its norm only on K0 ⊆ K1, we must have |μ1(K1)| < 1,
|μ2(K1)| < 1 and K1 ⊆ K0, and so, K0 is closed.
Now by Theorem 3.7(d), ∂Y ⊆ ∂Y ⊆ K0. If K0 \ ∂Y were nonempty, there would
be more than n points outside ∂Y contradicting [1, Proposition 3.1]. 
Remark 4.6. What happens if Y is of co-dimension n but K \ K1 has fewer than
n points? We don’t know the answer but a look at some examples seems to suggest
that if t /∈ K1, then et /∈ extBY ∗ , and so ∂Y ⊆ K1.
Theorem 4.7. Let K be an infinite compact Hausdorff space. The following are
equivalent:
(a) K has no isolated point;
(b) any finite co-dimensional subspace of C(K) is DBR;
(c) any hyperplane in C(K) is DBR.
Proof. (a) ⇒ (b) ⇒ (c) is clear from Theorem 4.2.
(c) ⇒ (a). Suppose t0 ∈ K is an isolated point. Then K = T ∪ {t0}, where T is
closed. Since C(T ) is nonreflexive, there exists μ ∈ SC(T )∗ such that μ is not norm
attaining on C(T ). Now let Y = ker(δt0 − μ), i.e.,
Y = {f ∈ C(K): f (t0) = μ(f |T )}.
It follows that given any h ∈ C(T ), if we define f :K → C as
f (t) =
{
h(t) if t ∈ T ,
μ(h) if t = t0,
then f ∈ Y and ‖f ‖∞ = ‖h‖∞. Thus, T ⊆ K0.
CLAIM: ‖et0‖ = 1, but t0 /∈ K0.
Since ‖μ‖ = 1, there exists (hn) ⊆ SC(T ) such that μ(hn) → 1. If we define the
corresponding fn ∈ SY as above, then fn(t0) → 1. Thus, ‖et0‖ = 1.
On the other hand, since μ is not norm attaining on C(T ), t0 /∈ K0.
It follows that K0 = T and K ′ = K . Therefore, Y is a (∗)-subspace, and hence,
cannot be a DBR subspace of C(K). 
Remark 4.8. (a) If K is finite, C(K) is finite-dimensional and hence, any subspace
is DBR, but any point of K is also isolated.
(b) Since K = T ∪{t0}, C(K) = C(T )⊕∞ C. Therefore by [2, Lemma 3.1], C(T )
is BR in C(K). Clearly, Y is isometric to C(T ), but Y is not even DBR in C(K).
This emphasizes the fact that this property not only depends on the norm, but also
on how Y ‘sits’ in X.
A simple example of the above phenomenon is given by the following example.
Example 4.9. Let K = [0,1] ∪ {2} and μ be the measure on [0,1] defined by
μ = λ|[0,1/2] − λ|[1/2,1], where λ denotes the Lebesgue measure on [0,1].
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Now define
Y =
{
F ∈ C(K): F(2) =
1/2∫
0
F(x)dx −
1∫
1/2
F(x)dx
}
.
It is easy to see that μ is not norm attaining on C[0,1]. It follows that K0 = [0,1]
and K ′ = K . Therefore, Y is a (∗)-subspace of C(K). But Y cannot be a DBR
subspace of C(K).
Similar examples can be constructed for any finite co-dimension. For example
for n = 2, let K = [0,1] ∪ {−1} ∪ {2}, and let Y = ker(μ1) ∩ ker(μ2) where
μ1 = 12 · δ2 + λ|[ 12 , 34 ] − λ|[ 34 ,1],
μ2 = 12 · δ−1 + λ|[ 14 , 12 ] − λ|[0, 14 ].
One can check as before that Y is a (∗)-subspace, but not DBR in C(K).
Now we can characterize (∗)- and DBR hyperplanes in C(K).
Theorem 4.10. Let μ ∈ C(K)∗, ‖μ‖ = 1. Then Y = ker(μ) is not (∗) and DBR in
C(K) if and only if the following conditions hold:
(a) There is an isolated point t0 ∈ K such that |μ({t0})|  1/2.
(b) If we write μ = αδt0 + ν and |α| = 1/2, then ν is not norm attaining on C(K \
{t0}).
Proof. First assume Y is not (∗) and DBR in C(K).
Then K1 = K and hence, by Theorem 4.5, K0 is closed and there exists exactly
one isolated point t0 ∈ K such that t0 /∈ K0 and K = K0 ∪ {t0}.
Now we can write μ = αδt0 + ν, where ν is supported on K0. Moreover, 1 =
‖μ‖ = |α| + ‖ν‖.
If |α| < 1/2, then ‖ν‖ = 1 − |α| > 1/2 > |α|. So there exists g ∈ BC(K0) such that
ν(g) = |α|. Define f ∈ BC(K) by
f (t) =
{
g(t) if t ∈ K0,
− sgn(α) if t = t0.
Clearly f ∈ SY and |f (t0)| = 1, which implies t0 ∈ K0. This contradiction ensures
that |α|  1/2.
Now suppose |α| = 1/2, then ‖ν‖ = 1/2. If ν is norm attaining on C(K0), we can
get g ∈ BC(K0) such that ν(g) = ‖ν‖ = 1/2 = |α| and hence, f ∈ BC(K) defined as
above satisfies f ∈ SY and |f (t0)| = 1. This again implies t0 ∈ K0. A contradiction!
Conversely assume that (a) and (b) hold. It is enough to prove that t0 /∈ K0.
If t0 ∈ K0, then there exists f ∈ BY with |f (t0)| = 1. It follows that
|α| = |αf (t0)| = |ν(f )|  ‖ν‖ = 1 − |α|
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which implies |α|  1/2. This together with (a) implies |α| = 1/2, and hence, ‖ν‖ =
1/2. It follows that |ν(f )| = |α| = 1/2. Thus ν is norm attaining, contradicting (b).
Hence t0 /∈ K0. 
Remark 4.11. In the above, if |α| = ‖ν‖ = 1/2 and ν is norm attaining on C(K \
{t0}), then Y = ker(μ) is actually (∗) and ball remotal. Indeed, from the above proof,
it follows that t0 ∈ K0. Now define g on BC(K) by
g(t) =
{
1 if t = t0,
−ν(1)/α if t = t0.
Since |ν(1)|  ‖ν‖ = |α| = 1/2, g ∈ SY and therefore, K = K0.
We now obtain a characterization of reflexivity.
Let Y be a subspace of a Banach space X. It is not difficult to see that R(BY ) ⊇
{x ∈ X: there are x∗ ∈ SX∗ , y ∈ SY such that x∗(x) = ‖x‖ and x∗(y) = 1} and
[2, Proposition 2.9] observed that if Y is a (∗)-subspace of X, then the two sets
coincide.
Proposition 4.12. Let NY = {x∗ ∈ SX∗ : x∗(y) = 1 for some y ∈ SY }. If Y is a (∗)-
and DBR subspace of X, then NY is norming for X.
Proof. If Y is a (∗)-subspace of X, it follows from the result quoted above that
‖x‖ = ‖x|NY ‖ for any x ∈ R(BY ). If Y is a DBR subspace, as in Theorem 2.13, it
follows that NY is a norming set for X. 
In the following result, we use real scalars just for notational convenience.
Theorem 4.13. Let X be a nonreflexive Banach space. Then there exists a Banach
space Z and a hyperplane Y in Z such that X is isometric to Y and Y is not a DBR
subspace of Z.
Proof. Define Z = X⊕∞ R. Since X is nonreflexive, there exists x∗0 ∈ SX∗ which
is not norm attaining.
Let Y = {(x, x∗0 (x)): x ∈ X}. Clearly, Y is a hyperplane in Z. Since ‖x∗0‖ = 1, Y is
isometric to X.
CLAIM 1: Y is a (∗)-subspace of Z.
Clearly, {(x∗,0): x∗ ∈ SX∗} ⊆ AY . And since ‖x∗0‖ = 1, it also follows that
(0,1) ∈ AY . Thus AY is norming for Z.
CLAIM 2: NY = {(x∗,0): x∗ ∈ NA1(X)}.
Let z∗ = (x∗, α) ∈ NY . Then |(x∗, α)(x, x∗0 (x))| = 1 for some x ∈ SX . But then,
1 = |x∗(x)+αx∗0 (x)|  |x∗(x)|+|α| · |x∗0 (x)|  ‖x∗‖+|α| = 1. Since x∗0 is not norm
attaining, α = 0 and |x∗(x)| = ‖x∗‖. Hence the claim.
But clearly, NY cannot be norming for Z and hence, by Proposition 4.12,
Y cannot be a DBR subspace of Z. 
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Corollary 4.14. For a Banach space X, the following are equivalent:
(a) X is reflexive.
(b) X is a DBR subspace of any superspace.
(c) X is a DBR subspace of any superspace in which it embeds isometrically as a
hyperplane.
5. OTHER DBR SUBSPACES OF C(K)
Let Y be a subspace of C(K). Recall that (Definition 2.4) K0 = {t ∈ K: |g(t)| =
1 for some g ∈ SY } and K1 = K0. We may assume K1 = K . Note that g → g|K1 is
an isometric embedding of Y into C(K1), and BY |K1 = B(Y |K1 ) is densely remotal
in C(K1).
Theorem 5.1. Let K2 = K \ K1. Suppose BY |K2 is remotal in C(K2), then Y is a
DBR subspace of C(K).
Proof. Let h ∈ C(K) and ε > 0. Let h1 = h|K1 . Since BY |K1 is densely remotal in
C(K1), there is some f1 ∈ C(K1) such that ‖f1 − h1‖∞ < ε and f1 ∈ R(BY |K1). By
Tietze’s extension theorem, there is f ∈ C(K) such that ‖f − h‖∞ < ε and f |K1 =
f1. Let g1 ∈ BY be such that for all g ∈ BY , ‖(f + g)|K1‖∞  ‖(f + g1)|K1‖∞.
Let f2 = f |K2 . Since BY |K2 is remotal in C(K2), there exist g2 ∈ BY such that
‖(f + g)|K2‖∞  ‖(f + g2)|K2‖∞ for all g ∈ BY . Then for all g ∈ BY , ‖f + g‖∞ =
max{‖(f + g)|K1‖∞,‖(f + g)|K2‖∞}  max{‖(f + g1)|K1‖∞,‖(f + g2)|K2‖∞}.
Now, depending on which of the two terms on the RHS is bigger, either −g1 or
−g2 is farthest from f in BY . Hence Y is DBR in C(K). 
Remark 5.2. If Y is finite co-dimensional, K2 is finite and hence, as soon as BY |K2
is closed in C(K2), it is remotal and Theorem 5.1 applies. However, as Theorem 4.7
shows, BY |K2 need not be closed in C(K2).
Interchanging the roles of K1 and K2 in the above argument, we also obtain the
following theorem.
Theorem 5.3. Suppose K0 is closed and BY |K2 is densely remotal in C(K2), then
Y is a DBR subspace of C(K).
Corollary 5.4. Suppose for all g ∈ Y , g|K2 ≡ 0, then Y is a DBR subspace of
C(K).
Theorem 5.5. Any M-ideal in C(K) is a DBR subspace of C(K).
Proof. Recall that any M-ideal in C(K) is of the form Y = {f ∈ C(K): f |D ≡ 0}
for some closed set D ⊆ K (see [7, Example 1.4(a)]).
It is easy to see that in this case, K0 = K \ D and therefore, K2 = D. Thus, the
result follows from Corollary 5.4. 
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Remark 5.6. It is observed in [2] that in general an M-ideal may fail to be a DBR
subspace.
Recently, we have shown [3] that in many function spaces and function algebras,
an M-ideal is a DBR subspace, including an alternative proof of Theorem 5.5.
Theorem 5.7. Let {μn} be countable family of regular Borel measures on K . Let
S(μn) denote the support of μn. Suppose
(a) for each n  1, K \ S(μn) is dense in K , and
(b)
⋃
n S(μn) is a closed subset of K .
Then Y = ⋂n ker(μn) is a DBR subspace of C(K).
Proof. Let D = ⋃n S(μn). Let Z = {f ∈ C(K): f |D ≡ 0}. By Baire Category
Theorem, K \D is dense in K . Therefore, by Theorem 2.13 and Theorem 5.5, Z is
a DBR (∗)-subspace of C(K). Since Z ⊆ Y ⊆ C(K), Y is also a DBR (∗)-subspace
of C(K). 
Proposition 5.8. Let K and S be compact Hausdorff spaces, σ :K → S a
continuous onto map, and s0 ∈ S. Then
Y = {h ◦ σ : h ∈ C(S) and h(s0) = 0}
is a DBR subspace of C(K).
Proof. Since σ is onto, ‖h ◦ σ‖K = ‖h‖S for h ∈ C(S).
Let D = σ−1({s0}). If t /∈ D, then there is h ∈ C(S) such that h(S) ⊆ [0,1],
h(s0) = 0 and h(σ (t)) = 1. It follows that g = h ◦ σ ∈ Y and ‖g‖K = 1.
Thus K0 = K \ D and therefore, K2 = D. Clearly, Y |K2 ≡ 0 and the result again
follows from Corollary 5.4. 
Theorem 5.9. Any closed ∗-subalgebra A of C(K) is a DBR subspace of C(K).
Proof. Let A be a closed ∗-subalgebra of C(K).
If A contains the unit, i.e., the constant function 1, then by Corollary 2.11, A is
a BR subspace of C(K).
If A does not contain the unit, then it follows from [11,12] that there is a compact
Hausdorff space S, s0 ∈ S and a continuous onto map σ :K → S such that A =
{h ◦ σ : h ∈ C(S) and h(s0) = 0}. Now by Proposition 5.8, A is a DBR subspace of
C(K). 
Corollary 5.10. C(K) is BR in C(K)∗∗.
Proof. It is known that C(K)∗∗ is a C(T ) space for some compact Hausdorff space
T , and C(K) is a closed ∗-subalgebra of C(T ) containing the unit. Thus the result
follows from the proof of Theorem 5.9. 
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Remark 5.11. In [2], it is shown that c0 is a DBR subspace of its bidual, while the
space X = C(T)/A, where A is the disc algebra, is not.
ACKNOWLEDGEMENTS
The authors would like to thank the referee for helpful comments that improved the
presentation of the paper.
Part of the work was done when the first author was visiting the Case Western
Reserve University at Cleveland, USA. It’s a pleasure to thank the Department of
Mathematics for the warm hospitality.
We thank Professor J.P. Moreno for helpful discussions.
REFERENCES
[1] Bandyopadhayay P., Dutta S. – Almost constrained subspaces of Banach spaces – II, Houston J.
Math. 35 (2009) 945–957.
[2] Bandyopadhyay P., Lin B.-L., Rao T.S.S.R.K. – Ball remotal subspaces of Banach spaces, Colloq.
Math. 114 (2009) 119–133.
[3] Bandyopadhyay P., Paul T., Roy A.K. – Ball remotality of M-ideals in some function spaces and
function algebras, Positivity, to appear, published online 15.08.2009.
[4] Deville R., Zizler V.E. – Farthest points in w∗-compact sets, Bull. Austral. Math. Soc. 38 (1988)
433–439.
[5] Frolík Z. – Baire spaces and some generalizations of complete metric spaces, Czechoslovak Math.
J. 11 (86) (1961) 237–248.
[6] Fuhr R., Phelps R.R. – Uniqueness of complex representing measures on the Choquet boundary,
J. Func. Anal. 14 (1973) 1–27.
[7] Harmand P., Werner D., Werner W. – M-ideals in Banach Spaces and Banach Algebras, Lecture
Notes in Math., vol. 1547, Springer-Verlag, Berlin, 1993.
[8] Lau K.-S. – Farthest points in weakly compact sets, Israel J. Math. 22 (1975) 168–174.
[9] Moreno J.P., Papini P.L., Phelps R.R. – Diametrically maximal and constant width sets in Banach
spaces, Canad. J. Math. 58 (2006) 820–842.
[10] Phelps R.R. – Lectures on Choquet’s Theorem, 2nd edn, Lecture Notes in Math., vol. 1757,
Springer-Verlag, Berlin, 2001.
[11] Rickart C.E. – General Theory of Banach Algebras, van Nostrand, Princeton, NJ, 1960.
[12] Semadeni Z. – Banach Spaces of Continuous Functions, vol. I, Monografie Matematyczne, t. 55,
Polish Scientific Publishers, Warsaw, 1971.
[13] Zizler V. – On some extremal problems in Banach spaces, Math. Scand. 32 (1973) 214–224.
(Received February 2009)
395
