Probability generating functions for first passage times of Markov chains are found using the method of collective marks. A system of equations is found which can be used to obtain moments of the first passage times.
Introduction
Suppose we have a Markov chain with n states labeled 1, 2, . . . , n.
Define the random variable X ij to be the number of steps needed to move from state i to state j for the first time. We refer to X ij as the first passage time. Define the first passage probability as f ij (k) = P (X ij = k). There are several ways to compute the first passage probabilities. For example, see Hunter ([2] ) and Kao ([3] ). First passage probabilities are important as they can be used to control processes and determine when to implement parameter changes.
Suppose we have a probability mass function for a discrete random variable X that takes on value k with probability p k for k = 0, 1, . . . . Define the probability generating function for X to be ψ X (z) =
, p. 76) gives an expression for the probability generating function of the first passage probabilities from state i to state j as follows.
where
But this is not a closed form since we need the
The method of collective marks was originated by van Dantzig ( [6] ), and discussed in Runnenburg ([5] ) and Kleinrock ([4] , chapter 7). The method gives a probabilistic interpretation of a probability generating function ∞ k=0 p k z k . Let z be the probability that an item is "marked." Then p k z k represents the probability that random variable X takes on the value k and each of the k counts is marked. Summing over all k gives the total probability that all items from a single realization of the random variable X are marked.
In this paper, we use the collective marks method to find the probability generating function for first passage probabilities, in a closed form for a fixed number of states n. We find expressions for moments of the first passage times. We present a method to find probability generating functions of second passage times.
2 Computing first passage probabilities Theorem 2.1. Let ψ ij (z) be the probability generating function for the first passage random variable from i to j for an n state Markov chain. Then we obtain an equation,
Proof. By the method of collective marks, ψ ij (z) represents the probability that the path starting from i and reaching j for the first time has all of its steps receiving a mark. Here the probability of a step being marked is assumed to be z. The first step may enter state j immediately and this occurs with probability p ij . The probability that the singleton path is marked is z. So p ij z is the probability that the first passage probability consists of 1 step and is marked. Otherwise, the process goes to some other state k with probability p ik and that step is marked with probability z. From the new position k, the process moves to state j eventually with each step being marked with probability generating function ψ kj (z). Summing over all cases gives the result.
Note: The equation in our theorem involves the generating functions ψ kj (z) (for all k) and we can get a similar equation for each of these. For fixed j, this will give us a linear system of equations in the variables ψ 1j (z), . . . , ψ nj (z), which can be solved to get any particular first passage generating function desired as a non linear function of z. The coefficients in the system of equations may involve z as well as constants. will compute first passage probability generating functions for ψ 13 (z), ψ 23 (z) , and ψ 33 (z). For the first two we use theorem 2.2 (with appropriate changes for ψ 23 (z), and for the third, we get a separate equation.
According to Theorem 2.2, the probability generating function for the first passage probabilities from state 1 to state 3 is given by
We use the Maple command series( 
Moments of first passage times Theorem 2.2 gives an expression for ψ ij (z) so we can find the moments of the first passage probabilities by simply taking derivatives and evaluating the expressions at z = 1, making any additional computations needed. But this explicitly requires solving for ψ ij (z) which can be a somewhat burdensome task as the coefficients of the linear system involve the variable z. Theorem 2.1 gives an equation for ψ ij (z) involving the probability generating function of first passage times from i to j and since we have similar expressions for ψ kj (z) (for k = j), we have a system of equations that we can work with. We can take the derivative of the SYSTEM of equations, and then substitute z = 1 into the system to create a much more tractible system of equations. Of course, ψ ij (1) = 1 and ψ ′ ij (1) = µ ij where µ ij = E(X ij , where X ij is the number of steps needed to reach state j from state i for the first time. Also, ψ Proof. Y ij = X ij + X jj where X ij is the first passage random variable, so Y ij is just the convolution of two independent random variables. Since the pgf of a convolution is the product of the pgf's of each part, the result follows. . If we expand this (using MAPLE)
into a Taylor series, we get ψ second (z) = 0.04z 2 + 0.168z 3 + 0.1872z 4 + 0.16416z 5 + . . . Thus, for example, the probability of moving from 1 to 3 for the second time on step 4 is 0.1872.
In a similar manner,we can obtain higher order passage probabilities.
