In this paper we will present a theory for simplicial diffeomorphims, that is, diffeomorphims that preserve the incidence relations of a simplicial complex. Simplicial diffeomorphisms can be regarded as curvilinear barycentric coordinates. Using the combination of piecewise linear functions on complexes with simplicial diffeomorphisms, we also propose a new representation of curves and surfaces (and hypersurfaces, in general) that is simultaneously implicit and parametric.
Introduction
Spatial transformations are basic operations for geometric modeling, visualization and computer vision. In geometric modeling, deformation techniques such as Free-Form Deformations (FFD) provide powerful tools for shape creation and editing. In visualization, warping and morphing techniques constitute the foundations of most image-based algorithms. In computer vision, projective transformations are at the heart of camera calibration and other fundamental problems.
Implicit surfaces turn out to be particularly suited to deformation based modeling and rendering techniques. In this setting, the surface S is defined as the inverse image f −1 (c) of a regular value c of a scalar function f : R 3 → R in the ambient space. Therefore, warping the domain of f causes the surface S to be deformed.
In order to effectively work with implicit surfaces in the above context, it is necessary to use well behaved spatial transformations. More specifically, the warping must be 1 − 1 and smooth. In other words, a diffeomorphism. The main reason for this requirement is that the deformation should preserve the global topology of the level set.
A popular way to create implicit surfaces, and hypersurfaces, in general, is by resorting to a spatial decomposition that allows the construction of the function f in a piecewise manner. In particular, a simplicial space partition has all the required properties.
The definition of a simplicial implicit hypersurface is as follows: Let K be a simplicial complex in R m and f : V → R − {0} a function defined on the vertices of K. It is well known that f can be extended to a functionf defined on the set of points |K| in R m that belong to the simplexes of K by linear interpolation. If p ∈ σ = v 0 , . . . , v m , dô
where w i (p) are the barycentric coodinates of p relative to σ. The implicit hypersurface O =f −1 (c) obtained in this way is clearly piecewise linear. Let's call them linear isocomplexes.
A linear isocomplex has various important properties that are intimately related with the linear structure of the simplexes which constitute its domain and the piecewise linear functionf itself. For example, it is easy to verify if a point p ∈ R m is inside or outside O. It is also easy to sample points in O. On the other hand, if we want to approximate a smooth hypersurface by an isocomplex O, probably we will have to take a mesh K with very small simplexes.
To overcome the limitations of the piecewise linear nature off we can employ a simplicial diffeomorphism, that is, a diffeomorphism X attached to complex K that preserve its incidence relations. In this way, we are able to produce curved isocomplexes O = (f • X) −1 (c) while retaining the properties of the simplicial structure. Moreover, simplicial diffeomorphisms incorporate into the implicit hypersurface definition a very powerful deformation based modeling mechanism that can be exploited in many applications. This paper is organized as follows. In section 2 we relate the concept of simplicial diffeomorphisms to other kinds of generalized barycentric coordinates. In section 3 we present our main theoretical results about simplicial diffeomorphisms. In section 4, we show that simplicial diffeomorphisms combined with isocomplexes provide a new kind of hypersurface representation. Section 5 is devoted to the delicate question of smoothness continuity conditions for curved isocomplexes. We present two applications in section 6 and we finish the paper with a conclusion and discussion of future work in section 7.
Generalized barycentric coordinates
Barycentric coordinates are ubiquous in computer graphics and geometric modeling, since they allow to reconstruct continuous data from sampled data. Classically, given a simplex σ = v 0 , . . . , v m ⊂ R m and a point p ∈ σ, the barycentric coordinates w(p) := (w 0 (p), · · · , w m (p)) of p with respect to σ are uniquely defined by the following properties:
All other properties of classical barycentric coordinates follow from (1) and (2) above, including:
where ∂ i σ denotes the face of σ opposite to vertex v i . Property (7) says essentially that the interpolation only uses information from the vertices on the same face where p is, while the meaning of properties (3-6) are obvious.
Being as useful as they are, is natural to seek generalizations of barycentric coordinates. Wachspress extended barycentric coordinates to convex polygons [16, 13] . The Wachspress coordinates satisfies properties (1) (2) (3) (4) (5) and recently Floater and Kosinka proved that property (6) also holds [5] . Note that property (7) only makes sense in a simplicial setting. Floater has proposed another kind of generalized barycentric coordinates for convex polygons, the mean value coordinates (MVC) [4] . MVC were further extended to arbitrary polygons [7] and to closed triangular meshes [6, 9] . Ju et al. have treated Wachspress and MVC (and other coordinates) in a unified way [10] . In another direction, Weber et al. have considered complex barycentric coordinates with respect to an arbitrary polygon [17] .
In all that cases, the direction of generalizations is from simplicial to polyhedral objects. In this paper, we pursuit another direction: from linear to curvilinear coordinates, in a simplicial context. Specifically, we study what happens when property (2) is dropped, while the others remain. We will see that it is necessary in order to obtain curved isocomplexes. In a recent paper [8] , Huang et al. have considered a kind of curvilinear barycentric coordinates in tetrahedra, though they have not said it explicitely. In their approach, only properties (1), (3) and (4) are ensured.
Suppose that a mapping x(p) = (x 0 (p), · · · , x m (p)) defined on σ satisfies properties (1-7), except property (2). Let's call the numbers x i (p) a system of curvilinear barycentric coordinates. We have that,
where q is different from p, in general. But from (1) and (3) it follows that q is a point of σ. Moreover, from (7) q must be in ∂ i σ whenever p is. Thus, the mapping p → q on σ that results from dropping the linear precision still is face preserving, which bring us the following definiton.
Definition 1. Let K be a simplicial complex and X: |K| → |K| a continuous function. We say that
Reciprocally, if X is a σ-invariant and injective function, we can construct a system of curvilinear coordinates setting
where w are the classical barycentric coordinates. Hence, curvilinear barycentric coordinates and injective K-invariant functions are essentially two points of view from the same object.
In applications, we need more than just continuity, so let us define the principal concept for now on.
Definition 2. Let X: |K| → |K| be a K-invariant function. We say that X is a simplicial diffeomorphism with respect to complex K or, more briefly, that X is a K-invariant diffeomorphism, if X restricted to int(σ) is a diffeomorphism for all σ ∈ K, where int(σ) is the geometric interior of σ.
Note that simplicial diffeomorphisms are not global diffeomorphisms. They are smooth inside each simplex, but not necessarily smooth across faces, just like the classical barycentric coordinates.
Construction of simplicial diffeomorphisms
In this section we present some constructions of simplicial diffeomorphisms. We focus only in the main results, but a detailed description can be seen in the technical report [1] .
The construction of a simplicial diffeomorphism can be divided in two stages: the first stage consists in to define a K-invariant mapping X in a given simplicial complex K. Initially, we define the functions x i (p) in a single simplex σ in such a way that the properties (1), (3) (4) (5) and (7) be satisfied, which is generally easy. These functions depend of control parameters associated to faces of σ. To extend the construction to a complex K, we must ensure that two adjacent simplexes σ 1 and σ 2 share the same control parameters in its common face δ. It is also essential that the coordinates x i (p) for p ∈ δ depend only of the control points associated to δ. Then, we define X by equation (8) .
The second stage consists precisely in to show that property (6) (injectivity) is satisfied, what is quite difficult in general, because injectivity is a global property. However, applying a classical result from Meisters and Olech [12] , we have proved that a locally injective K-invariant mapping is necessarily bijective [1, Corollary 2.7] . Consequently, by the inverse function theorem, if X is a differentiable K-invariant mapping with jacobian determinant det(DX) > 0, then X is a simplicial diffeomorphism. That is, the second stage comes to show that a particular function is positive at all points of a simplex σ and for all possible combinations of control parameters associated to σ. Clearly, for this to be possible, it is necessary to impose restrictions to the control parameters.
Next, we describe some types of simplicial diffeomorphisms obtained from this methodology. As the derivative is positive, g i is increasing and g i (t) > 0 if t > 0. We define the monotonic barycentric coordinates in a m-dimensional simplex σ by
Monotonic simplicial diffeomorphisms
Note the we are just doing a reparametrization of each classical barycentric coordinate, followed by a normalization, in order to achive the partition of unity property. It is easy to verify the other properties, except the injectivity. But in [1, Section 4], we have proved that such monotonic coordinates are indeed injective.
This result can be extend to a simplicial complex K, it's enough define a function g v i for each vertex v i of K. Clearly, the monotonic coordinates in a face δ shared by two adjacent simplexes σ 1 and σ 2 only depend of the coordinates associated to the vertices of δ.
One feature of this kind of simplicial diffeomorphism, is that all the information about the warping produced by X is concentrated on vertices, so can be difficult to control what happens in the interior of higher dimensional simplexes.
Polynomial simplicial diffeomorphisms
Generally, a polynomial mapping of degree n x: σ → R m+1 can be put in the form
where I is a integer vector (
are the Bézier-Bernstein polynomials [3] . The points b I are called control points of x. In order to x be a system of curvilinear barycentric coordinates, the points b I must satisfy some constraints. For example, the partition of unity property holds if, and only if, |b I | = 1 for all |I| = n. Unfortunately, it is difficult to characterize the other properties in terms of conditions on b I . Therefore, we content ourselves in to display some sufficient conditions in the control points which ensure all properties.
Let χ be a function that associates to each m-
We say that x is adjusted if χ(b I ) = χ(I) for all I with |I| = n. The intuitive idea behind this definition can be resumed as follows: if p is a point of σ, χ(w(p)) is a binary code that identifies the lower dimensional face of σ that contains p. Thus, setting c I ∈ R m as the point such that b I = w(c I ), the definition means that each point c I belongs to face of code χ(I). It is not hard to see that if x is adjusted, then all properties (3-7) hold, except injectivity. Indeed, x can be adjusted and not injective if x has degree greater than 3. It remains to find additional conditions on the control points.
Some sufficient conditions for injectivity are proved in [1, Section 5], for different combinations of degree n and dimension m. For instance, we have proved that if x is quadratic and adjusted, then x is injective, for any dimension [1, Proposition 5.6]. To shorten the presentation, however, we will describe just a set of conditions particularly useful in the applications of section 6. We say that a control point b I is fixed if b I = I/n and that is solitary if I i ∈ {0, 1} for all i = 0, . . . , m. We have proved that if the non solitary control points of a adjusted polynomial mapping x are fixed, then x is injective. In fact, we proved that only in dimensions 2 and 3 [1, Section 5.3], but we conjecture that it holds for all dimensions. We can see in figure 1 a intuitive idea of the meaning of this proposition.
Hence we have a mapping x of degree n + 1 that is controled by the control points located in simplexes of dimension n, with n = 1, 2, 3. Each one of such mappings gives rise to a simplicial diffeomorphism X 1 , X 2 and X 3 , respectively. The compatibility between adjacent tetrahedra is ensured if the control points in each common edge or face are in the same relative position. We call a compositon of diffeomorphisms X 1 , X 2 and X 3 , in some order, a stratified scheme. A stratified scheme presents a great power of control, as can be seen in figure 2 and will be demonstrated in more detail in Section 6. 
Rational simplicial diffeomorphisms
A rational mapping of degree n x: σ → R m+1 can be put in the form
where q I ∈ R are the weights of x. We define what a adjusted rational mapping is similarly to the polynomial case, and is easy to verify that all properties (3-7) hold, except injectivity.
The analysis of injectivity in the rational case is more difficult, because there is an additional degree of freedom which comes from the weights q I . But we have proved that in an adjusted rational mapping x, if all the control points are fixed and the weights are positive, then x is injective, for any dimension [1, Section 6] . Recently, we learned in [2] that this result follows from Birch's Theorem, an important theorem in the theory of maximum likelihood estimation for multinomial models. In figure 3 we can see the result of a rational simplicial diffeomorphism.
(a) (b) Fig. 3 . The action of a rational degree 5 simplicial diffeomorphism: in (a), the control points are fixed and the weights are equal; in (b), some weights were changed. Note that control points with greater weights are more atractive.
Curved isocomplexes
In section 1, we define a linear isocomplex as the piecewise linear hypersurface O =f −1 (c), wheref is the piecewise linear function obtained by linear interpolation of a real function f defined on the vertices of complex K. If X is a K-invariant diffeomorphism, we can use it to deform the set |K|, obtaining a curved isocomplex O = (f • X) −1 (c). As this deformation is bijective, continuous and preserve the incidence relations of K, it results that O has the same topology of O. Moreover, the topological and geometrical information of O are clearly separated: the topology is codified in the complex K and in the signal of f in the vertices, and the geometry is given by X.
Let's relate this representation with two other representations of hypersurfaces. In the implicit representation, the hypersurface is represented as a zero set of a given equation. In the parametric representation, the hypersurface is represented by a colection of patches that covers the hypersurface and are glued to each other in a precise way. We can write the expression of O above in two ways:
The two equalities above have sligthly different interpretations. In the first case,
is clearly a implicit hypersurface, being the set of points p ∈ R n that satisfies equationf (X(p)) = c. In the second case, says that the set O is covered by parametrizations in the form X −1 (θ), where θ is linear patch of O, being therefore a parametric hypersurface. That is why we call this a implicit-parametric representation.
Let's consider how the implicit-parametric representation performs in two typical problems: (1) determine if a point p ∈ R n is inside or outside O and (2) sample points q ∈ O. To solve (1), we find which cell σ ∈ K contains p, compute q = X| σ (p) and evaluate the signal off σ (q). For problem (2), we sample a point p ∈ O, what is a easy task because O has a simple parametrization for each linear patch θ ⊂ σ ∈ K, and compute q = X| −1 σ (p).
As we have seen, the simplicial diffeomorphism X depends on a set of intrinsic parameters β, therefore we will denote the diffeomorphism by X β when necessary. In the case of polynomial diffeomorphisms, for example, β could be represented by a vector of control points. As we will see in section 6, the main task of the applications is to fit the intrinsic parameters to the data.
Smoothness conditions for curved isocomplexes
By our definition, a simplicial diffeomorphism X is a diffeomorphism in the interior of each simplex of K, but there are no guarantees that X is a global diffeomorphism and, in fact, in the applications we focus, namely the representation of curved isocomplexes, X cannot be a global diffeomorphism. Let's understand why this happens.
Let's consider the case of complex K = σ ∪ σ , where σ = p 0 , p 1 , . . . , p n and σ = p 0 , p 1 , . . . , p n . Note that σ and σ share a common facet δ = p 1 , . . . , p n . Let X be a K-invariant diffeomorphism and f a real function defined on the vertices of K. If p is a point in δ∩O, the hypersurface normal O is proportional to the gradient
But ∇f is not well defined in δ, becausef is only piecewise linear. Let n = ∇f | σ and n = ∇f | σ . For O to be smooth in p is necessary that
If X were smooth at the point p, then DX(p) would be not-singular and therefore we would have that n = n . In other words, O would be smooth in δ only if O were also smooth. Thus, in order for O to be smooth, the simplicial diffeomorphism X must have a discontinuous derivative in δ.
We have to admit that the above fact poses a small difficulty to the analysis, since we are used to continuity conditions and not to discontinuity conditions. Among the various types of simplicial diffeomorphisms that we studied in the previous sections, only in the rational case we were able to derive simple conditions such that O be smooth. Suppose that
where
where |J| = m − 1, J 0 = 0 and (w 0 , . . . , w n ) are the barycentric coordinates of p 0 in relation to σ [1, Theorem 8.1].
We can apply the condition (12) to all faces of the complex K, what originates a system of linear equations in q I , in general underdetermined, whose solutions represent the simplicial diffeomorphisms which make the isocomplex O smooth. However, we have an additional problem: we are interested in the positive solutions, since the weights q I should be positive. The investigation of existence conditions of such positive solutions is a very interesting topic which we hope to develop in a future paper. Presently, we can attack this problem using optimization. The idea is to consider the error function
which associates to each face δ a value that measures the C 1 discontinuity of the isocomplex in δ, where β is a vector containing all the weights q I , and then we optimize min β>0 δ∈K err(δ, β).
We tested this method in an aplication with very good results, even though some numerical problems might eventually arise due to small values (near zero) in the denominator.
In any case, the smoothness criterion discussed above is valid only for rational mappings. In the case of polynomial mappings, such analysis becomes difficult because the need to reconcile smoothness criteria with injectivity criteria. Furthermore, in the polynomial models that we proposed, we made extensive use of function composition, what makes the analysis even harder. In those cases, the most viable approach is, once again, to deal with the problem through optimization, now considering the error function
which measures the deviation between the normals with respect to the cells σ and σ incident at a face δ in some number of sample points p i , where β denote the intrinsic parameters of the diffeomorphism. We have also implemented this other method with good results (see figure 5 ). Although we cannot guarantee that the surfaces generated in this way will be smooth at all points, we have a more compact representation than a piecewise linear approximation with the added benefits of a simultaneous parametric and implicit representation. As an example, we are going to discuss briefly in the next section some applications of simplicial diffeomorphisms.
Applications
In this section we are going to present two applications of using the simplicial diffeomorphisms proposed in this paper. These applications are free-form modeling of implicit shapes and adapted polygonization of implicit objects. In both applications, we use the stratified scheme described in section 3.
Free-Form Modeling of Implict Objects
To present the application of free-form modeling of implicit shapes, first we will briefly describe how the user interacts with the program and subsequently we are going to discuss the implementation.
The basic idea is that the user starts the interaction by visualizing an initial coarse grid K 0 . The user can refine the triangulation using restricted stellar subdivision [11] , obtained a finer simplicial complex K. At the same time, the user can alter some parameters associated with the vertices and edges of K, which are going to determine a curved isocomplex O with suport in K.
In each vertex v, the user can make three operations: 1) drag the vertex, moving it to a new position; 2) change the sign s(v), making v to belong either to the interior of the object if s(v) = −1, or to the exterior of the object if s(v) = +1; and change the scalar value r(v). These operations allows one to build a linear isocomplex O =f −1 (0), where f (v) = s(v)r(v), which gives a piecewise linear approximation of the object that we wish to model.
In each edge of K that is intercepted by O, the user has access to two controls, which are responsible for controlling the K-invariant diffeomorphism X. There is a control handle that can be moved along the edge, indicating the point p( ) where O should intercept the edge. The other control is a unit vector n( ), represented by an arrow, that indicates the direction of the normal of O should have at p( ), i.e., a hermite handle.
These modeling parameters are intuitive for the user, but we need to compute the intrinsic parameters β. For this purpose, we observe that when interpreted mathematically the modeling parameters should satisfŷ
such that all edges that are intecepted by O, that are the ones with vertices with opposite signs. Let's define the error function
where F σ,β =f σ • X β , that associates to each cell σ, an error err(σ, β) that measures how much the parameters β satisfy the geometric requisites in each cell σ. The parameter α is a weight that controls how much emphasis is given to the position or direction of the intersection point.
Thus, to determine the parameters β, we simply minimize the error over all cells of K: min β σ∈K err(σ, β).
Some iterations of this optimization program are performed every time the user updates the modeling parameters. It is possible also to run the optimization program with more interactions in order to obtain a beter result. In Figure 6 we show an example of user interaction. We have implemented a similar application for modeling piecewise implicit surfaces. In Figure 7 we show another example of user interaction in the modeling of a bitorus.
Polygonization of Implicit Objects
The input to the program for polygonization of implicit objects is a function g : [0, 1] n → R, which we assume continuous and differentiable. We want to determine a curved isocomplex O such that
for a small, in other words, we would like that O lies on a neighborhood of g −1 (0).
The idea is to build a sequence of isocomplexes
, for all v ∈ K 0 , and X β 0 equal to identity. In order to describe the inductive step that computes O i+1 from O i ,we need to define a function err(σ i , β i ) which associates to each cell σ i ∈ K i an error that measures how close O, restrited to σ i , is from g −1 (0).
Let θ i be the linear patch of O in σ i . We compute the m sample points p 1 , . . . , p m over θ i and define
that is, err(σ i , β i ) measures how well θ i is taken to g −1 (0) by X β i .
The inductive step is done in the following way: we choose the cell σ i ∈ K i with the largest error. Subsequently we perform
where Subdivide(K, σ) represents the subdivision of σ with adaptive propagation [15] .
After such subdivision, k new vertices v 1 , . . . , v k are inserted, in that order. For each vertex v k , we make f i+1 (v k ) = g(v k ), f i+1 being equal to f i in the other vertices, and we execute the optimization program.
in order to compute X β i+1 . Notice that in this way we are computing X β i+1 only in the regions of the mesh that were modified by the subdivision.
The stopping criterion is based on the one described in [14] . Let I σ be the smallest n-dimensional box which contains a cell σ. The inclusion function g for a function g computes for each n-dimensional box I σ an interval g(I σ ) such that x ∈ I σ ⇒ g(x) ∈ g(I σ ).
Such an inclusion function for g can be computed by the usual methods of interval or affine arithmetic. Before evaluating the subdivision in a cell σ, we evaluate the condition 0 / ∈ g(I σ ) ∨ ∇g(I σ ), ∇g(I σ ) > 0.
If the condition is true, the subdivision is not done, that is, if σ does not contains a zero of g or if g is parametrizable along one direction, then it is not necessary to perform the subdivision.
In Figures 8, 9 
Conclusion
We have presented a theory of simplicial diffeomorphisms. This type of spatial mapping is very powerful and can be used in several applications. In particular, it can be applied to the pieciewise description of shapes through curved isocomplexes. Simplicial diffeomorphisms can also be employed as a general warping mechnism with intuitive controls.
We have shown how to define simplicial diffeomorphisms using the notion of simplicial invariant functions and three alternative ways to construct them with different properties: using monotonic functions; using polynomial basis; and rational polynomials.
We have also discussed conditions to enforce smoothness fo curved isocomplexes generated with simplicial diffeomorphism, and demonstrated examples of applications to free-form modeling and implicit surface approximation.
As we just started the study of modeling based on simplicial diffeomorphisms, we believe that there is considerable room for improvements. For instance, for this representation to be competitive with other representations, it is necessary to have in one hand the least possible amount of tetrahedra. In the other hand, this increases the number of control parameters necessary to model the surface patch inside each tetrahedron. To find the proper balance, we must consider new tetrahedralization methods and new kinds of simplicial diffeomorphisms.
In any case, we believe that modeling based on simplicial diffeomorphisms can be useful in applications like colision detection, where the implicit-parametric duality of this representation can be better exploited.
