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ABSTRACT:
Molecular materials are endowed with unique properties of unrivaled potential for high density
integration of computing systems. Present applications of molecules range from organic semi-
conductor materials for low-cost circuits to genetically modi¯ed proteins for commercial imaging
equipment. To fully realize the potential of molecules in computation, information processing
concepts that relinquish narrow prescriptive control over elementary structures and functions are
needed, and self-organizing architectures have to be developed. Investigations into qualitatively
new concepts of information processing are underway in the areas of reaction-di®usion comput-
ing, self-assembly computing, and conformation-based computing. Molecular computing is best
considered not as competitor for conventional computing, but as an opportunity for new applica-
tions. Microrobotics and bioimmersive computing are among the domains likely to bene¯t from
advances in molecular computing. Progress will depend on both novel computing concepts and
innovations in materials. This article reviews current directions in the use of bulk and single
molecules for information processing.
KEY WORDS:
polymer electronics, molecular switches, self-assembly computing, conformation-based computa-
tion, self-organizing materials, bioimmersive computing
ACRONYMS:
AC|Alternating current
ATP|Adenosine triphosphate
BR|Bacteriorhodopsin
BZ|Belousov-Zhabotinsky (reaction)
CMOS|Complementary metal oxide semiconductor
CPU|Central processing unit
DNA|Deoxyribonucleic acid
DRZ|Deoxyribozyme
FET|Field e®ect transistor
FRET|Fluorescence resonance energy transfer
LB|Langmuir-Blodgett (¯lm)
LED|Light emitting diode
MDH|Malate dehydrogenase
NAND|Negation of logic AND operation
NMR|Nuclear magnetic resonance
NOR|Negation of logic OR operation
NP|Nondeterministic polynomial
PCR|Polymerase chain reaction
PET|Photoinduced electron transfer
RAM|Random access memory
RFID|Radio frequency identi¯cation
RNA|Ribonucleic acid
TTF|Tetrathiafulvalene
UV|Ultra violet
XOR|Exclusive OR logic operation
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1 INTRODUCTION
1.1 Scope and Structure
A con°uence of three research directions brings molecular information technology into focus.
The feature size of semiconductor devices [1, 2] is approaching the scale of large macromolecules
[3, 4]. The enviable computational capabilities of organisms are increasingly traced to molecular
mechanisms [5, 6]. And, techniques to engineer molecular control structures directly into living
cells start to emerge [7, 8]. Current attempts to employ molecules for computation fall into two
categories. Firstly, investigations aimed at obtaining molecules that mimic components of con-
ventional computing devices. Transistors from carbon-based semiconductors and molecular logic
gates are examples falling into this category. Secondly, explorations into innovative computation
schemes to ¯nd information processing concepts suitable for exploiting the special character-
istics of molecules. Computation based on reaction-di®usion systems and on self-assembly of
macromolecules are in the latter category. The scope of the present review will encompass both
of these areas. Nonetheless some ¯elds that are part of molecular information technology have
been excluded. Molecules have already found wide spread application in current computing de-
vices in two areas, liquid crystals displays and organic dyes in recordable compact disks (CD-R).
Both are not covered in the present review. The prospect of molecular computing attracted in-
terest from the theoretical computer science community following the publication of Adleman's
experimental work on DNA computing [9] and a considerable body of literature appeared. In a
signi¯cant part of this, however, abstractions and models have been used that are ill suited to
realization. The interested reader will ¯nd pointers to the literature in [10]; the present review
will focus on realizable computing concepts.
The next section (2) provides a brief introduction to the basic concepts of present comput-
ing technology and then describes some unconventional computing concepts. The latter are of
interest because the common paradigm of digital solid state circuits may not be the most suit-
able approach to utilizing molecules. Following the overview of computing schemes the current
directions in implementing molecular computing are considered in section 3. The various molec-
ular computing methods have been allocated to major categories. This is not unambiguously
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possible in every case. Ribozyme based logic gates, for example, combine aspects of switching,
self-assembly and conformational computation all in one single system. Of particular importance
for the practical realization of molecular computing devices is the infrastructure to interconnect
molecular components into architectures and, in many cases, to interface these molecular archi-
tectures with existing information technology; section 4 is dedicated to this aspect. Finally an
overview over the challenges and possibilities of molecular computing is o®ered in the concluding
section. In the remaining part of this section the properties of molecules key to their applica-
tion and potential in information technology will be described. The important di®erences to
solid-state technology will also be outlined.
1.2 Organic Devices
The extraordinary diversity of the biological world has its roots in an enormous number of
macromolecular structures that implement a wide variety of highly speci¯c functions. These
heterogeneous structures are assembled from a small set of molecular building blocks. The
building blocks themselves are composed form a limited subset of the elements (mainly H, C, N,
O, P, S). Proteins provide a prominent example. In nature these are assembled from 20 types of
amino acids (Gesteland [11] lists rare exceptions), which are themselves built up from between 10
and 27 atoms. The amino acids di®er in size and shape as well as in their physical and chemical
properties. Proteins are linear chains of amino acids linked by covalent chemical bonds. The
chains are typically a few hundred amino acids long and their molecular mass corresponds to the
equivalent of 10 000 to several million hydrogen atoms [12]. There is no restriction on the order
in which the di®erent types of amino acids can occur in the chain and consequently the variety of
chains is practically inexhaustible. For proteins only 60 amino acids long and formed from a set
of 20 amino acids the number of distinct possibilities (2060) is about as large as the number of
atoms in the known universe. A self-organizing folding process maps the combinatorial diversity
of possible amino acid sequences into a vast variety of speci¯c functional properties. Proteins
thus grant substantial freedom to select speci¯c stimuli to respond to, and to associate these
with a response in an essentially arbitrary way.
Macromolecules have a size that situates them at the interface between micro and macro
physics (table 1). They are small enough to exhibit quantum level features and to couple to
Table 1: Scale of molecular structures
(Supra-)Molecular structure Size [nm] Ref.
Single wall carbon nano tube 0.75{13 [13, 14]
Cytochrome c 2.6£3.2£3.3 [4]
Lysozyme 1.9£2.5£4.3 [4]
Myoglobin 2.1£3.5£4.4 [4]
Bacteriorhodopsin 5 [15]
Large ribosomal subunit 25 [16]
Ovalbumin 40£50£70 [4]
Bovine serum albumin 50£70£70 [4]
Virus 50£90 [17]
Conalbumin 50£56£95 [4]
Tobacco mosaic virus 18£18£300 [3]
the vast complexity of the heat bath, yet large enough to posses the characteristic shape fea-
tures required for speci¯city in interactions [18]. During the early 1970s it was recognized that
biological structures can be viewed as molecular computers [19, 20, 21, 22]. At the same time
the computational capabilities of chemical kinetic systems had been explored [23, 24] and the
potential of molecules as circuit elements became apparent [25]. Subsequently many theoreti-
cal concepts have been developed, however practical realization of prototypes was slower than
expected [26, 27] and at the time some authors adopted a rather pessimistic perspective [28].
Nevertheless, the study into arti¯cial molecular computers continued [29, 30, 31] and laboratory
prototypes for a variety of concepts have been demonstrated over the past years (detailed in
section 3).
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Table 2: Gates with a single input
Input 0 1
G1 0 0 constant 0
G2 0 1 PASS, identity
G3 1 0 NOT, :
G4 1 1 constant 1
From an information processing perspective the keenly discriminating speci¯city of macro-
molecular interaction entails a marvelous pattern recognition capacity [32, 33] that supports
computing based on the self-assembly of molecular data representations [34, 35]. In the past
decade the practicality of such and approach has been demonstrated for minimal problem in-
stances with self-assembly of short deoxyribonucleic acid (DNA) strands [9, 36].
Another route to molecular computing is based on the °exibility of macromolecular structures.
Changes in the conformation, i.e., changes in the spatial positions of the atoms of a molecule that
do not require disruption of covalent bonds, can be used to store and to process information. The
protein bacteriorhodpsin is a particularly successful example of the application of this principle
(c.f. sections 3.3 and 3.6). Part of the success of this protein can be attributed to its stability.
It is worth pointing out, that the existence of a ground state and discrete energy levels insure
that multiple copies of a molecule have and maintain identical properties. A water molecule,
for example, that is a million years old is indistinguishable from a water molecule produced
a millisecond ago. Fatigue or wear out as may be found in macroscopic structures [37] does
not exist for individual molecules. Their parameters are constant throughout lifetime and thus
enable the implementation of computation methods exploiting the subtle intricacy of molecular
response [38].
Within the ¯eld of molecular electronics the development of polymer conductors and semi-
conductors formed a focus point early on [39, 40, 41]. Initial predictions that polymer circuits
would arrive within 20 years [42] turned out to be quite accurate, although the advantage of
the circuits that are within reach now [43, 44, 45] is not, as had been hoped, integration den-
sity and speed, but reduced fabrication cost per circuit|but not per transistor|as compared
to conventional silicon-based circuits. The most immediate widespread application of molecular
information technology is likely to arise from the use of low cost, low performance polymer cir-
cuits in ubiquitous computing. In these applications, so far, molecular materials are enlisted to
implement essentially standard logic circuits.
2 COMPUTING CONCEPTS
2.1 Current Paradigm
The idea of a computing machine was conceived with the desire to free the mind from tedious,
repetitious calculations as they occurred in the preparation of, e.g., astronomic and trigonomet-
ric tables. Before computers took over routine calculations, the methodology for performing
these was based on standardized forms for collecting intermediate results and for tracking the
incremental progress of the computation. The architecture and operation of current computers
directly corresponds to this methodology.
The common computer is assembled from elementary pattern recognition units, the logic gates.
Theses respond with characteristic binary output signals to signal patterns arriving at one or
more binary input lines [46, 47]. For the case of a single input there are four di®erent ways to
respond and accordingly in principle four gates could be constructed to realize these responses.
The possibilities are shown in table 2 with each row showing the response for a gate labeled Gi.
Input lines and output lines are assumed to be in one of two states which arbitrarily have been
labeled 1 and 0 in the table. Two of the gates are indi®erent to the input signal shown in the top
row and respond with a constant output (G1 and G4). Gate G2 forwards the input signal without
transforming it. From purely logic considerations such a PASS gate would appear to have no use.
In practice however, it can serve to adjust signal delay or to reform a degraded signal. The gate
(G3) that inverts the input signal is the most common single-input gate. Corresponding to the
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Table 3: Common logic gates with two input lines
Input A 1 1 0 0 Implementation
Input B 1 0 1 0 Sym. with NAND with NOR
NOT 0 0 1 1 : AjA A5A
AND 1 0 0 0 ^, ¢ (AjB)j(AjB) (A5A)5(B5B)
OR 1 1 1 0 _, + (AjA)j(BjB) (A5B)5(A5B)
XOR 0 1 1 0 ©
NAND 0 1 1 1 j
NOR 0 0 0 1 5
COMP 1 0 0 1 ´
four possible gates with a single input line, there exit 16 gates with two input lines. Again some
of these ignore all or one of the inputs, and only the logic operations shown in the six lower rows
of table 3 are in practice useful. Combinations of logic gates can operate on more input lines.
For example two AND gates can be combined to form an AND with three input lines (I1, I2, I3),
by ¯rst applying an AND gate to I1 and I2 and then applying and AND gate to the output of
the ¯rst gate and I3.
A suitably chosen subset of the logic gates shown in tables 2 and 3 is su±cient to express
arbitrary logic relationship between input variables. Such a set of gates (or logic operations) is
called universal. An example of a universal set is the combination of NOT, AND and OR. To
elucidate how this set of operations can implement an arbitrary logic function, one can imagine
a table in which the n leftmost columns represent the states of n input variables. According to
the 2n possible state combinations of the input variables there would be 2n rows in the table.
A further column at the right would assign to each of the rows an output value. For simplicity
of the present explanation (but without loss of generality) a single output line may be assumed.
The ¯lled-in table de¯nes a logic gate with n input lines and one output line. To compose this
logic gate from the universal set mentioned above, it is su±cient to consider only rows for which
the output is 1. For each such row one employs NOT gates to invert any input signal that is
in a zero state. One then combines the input lines and the inverted input lines with a cascade
of AND gates. The output line of the ¯nal AND gate in the cascade is the output for the row
and will be in a 1 state only if all input variables are in the state indicated by the corresponding
row in the table. Finally the outputs of all 2n rows are combined in a cascade of OR gates. The
output of the ¯nal OR gate is the output for the logic function de¯ned by the table. While the
resulting circuit may not be the smallest possible, the construction illustrates that NOT, AND
and OR gates can be combined to implement any arbitrary logic function, and shows that this
set of gates is universal. It is possible to construct each of the three gates NOT, AND, and
OR from NAND gates alone, and it is also possible o construct the three gates using only NOR
gates, as indicated in the two rightmost columns in table 3. Consequently the NAND gate alone
is su±cient to implement any other logic function, it is a universal gate. Also the NOR gate is
universal.
To combine the gates into circuits two further building blocks will be required: a fanout
element and an exchange element. The former replicates a single input line on two output
lines, the latter exchanges the signal between two lines or two storage locations. In electronic
implementations the former may just be a forking connector and the latter could be the crossing
of two isolated connectors. Both are often implicitly assumed, but it is important to be aware
of them for unconventional implementations [47]. If, for example, a signal is represented by a
molecule instead of an electrical potential then the fanout element may need to replicate the
molecule.
In implementations of the logic gates the physical dynamics of the operation will introduce a
transient delay between the arrival of the input signal and the resulting output signal. Connecting
the output of an inverter (a NOT gate) with its input would seem a logic contradiction if the
action of the gates would be instantaneous. The switching delay, however, gives rise to oscillations
if an odd number of NOT gate are connected in sequence with the output of the last gate fed
back to the input of the ¯rst gate. An even number of NOT gates can be cascaded to form a
bistable circuit, called a °ip-°op, that will hold a set logic level inde¯nitely [48]. Similarly a
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chain of PASS gates will act as a delay line and temporarily retain the state of a previous input.
As a consequence the output of a network of gates may not be solely a function of the input
variables, but can also depend on the internal state of the network and thus on the history of
inputs [49].
If the states of the network are discrete and the network consists of a ¯nite number of com-
ponents, then the network can only assume a ¯nite number of states. Accordingly the network
can only distinguish among a ¯nite number of input histories. Such a processor is called a ¯nite
state automaton and is typically represented as a graph. The nodes in the graph correspond
to states of the processor and the edges correspond to state transitions caused by input signals
[50, 51]. Any realizable digital computer is a ¯nite state automaton, although often with a vast
number of states.
The success of digital electronic circuits in implementing such automata has been attributed
to several key factors common to relays, vacuum tubes, and transistor technology [52]:
² Tolerance to variation in component parameters arising from production, aging or environ-
mental e®ects
² Resilience with regard to signal degradation and noise
² Restoration of output through high gain
² Ability to interconnect
It is interesting to note that historically the speed of individual components was not as important
for the success of a particular technology as low power dissipation. The latter permitted high
integration density and thus provided better overall system performance based on the slower
components [53]. The scaling of electronic logic devices proceeded fairly predictable for the past
30 years with an essentially unchanged operational principle and device structure, and another
decade of scaling seems physically feasible, although the economic limit of scaling may be closer
[54, 55].
Computers excel in the tasks for which their concept was originally intended. Nevertheless
many interesting information processing problems appear to be out of reach of our current
computing devices. The ultimate limitations of computing have been discussed from theoretical
and physical perspectives. At the heart of the study of theoretical limits on computability lies
the notion of `e®ective computation'. An e®ective computation can be carried out by a machine
that executes precise instructions without any need for intuition, innovation, or guessing.
Turing [56] suggested a machine model that essentially comprises a ¯nite state automaton
coupled to an unlimited memory and permitted to operate without time restriction. This model
has been shown to be equivalent to several independent formulations of e®ective computation
by Church, Kleene, Post, and others [57]. It is now generally believed that all formulations of
e®ective computation are equivalent and that anything that in principle can be computed can
also be computed on Turing's machine. A machine capable of carrying out any computation is
called a universal machine. Such machines are hypothetical constructs, because they cannot be
limited by ¯nite memory. The central result in computability theory is the proof that problems
do exist that cannot be computed on a universal machine despite its unlimited resources. It
is worth noting that universal machines can be surprisingly simple. Minsky o®ers a Turing
machine design with a seven-state ¯nite state automaton. Similarly a processor with a unlimited
random access memory (RAM) needs an instruction set of only two instructions (`increment'
and `decrement with conditional jump') to be capable of computing anything that is computable
[50].
With this in mind it does not come as a surprise that even the early computing devices
were ¯nite memory approximations of universal machines. This universality led to many new
directions of application. The all-purpose character of the computer together with the steady
advance on the limits of memory space and CPU time shielded the underlying computing concept
from challenge, and technological progress focused on quantitative improvements.
Within mathematics the concept of computability appears to be absolute. However, the idea
of an e®ective procedure can not be de¯ned mathematically, because any such de¯nition would
require a speci¯c formal model of computation and hence undermine the absolute claim [58]. The
broad scope of what is meant by `e®ective procedure' can be extended beyond the boundaries
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of mathematics into physical reality. The border is crossed in the strong version of the Church-
Turing Thesis that can be stated as: any real-world process is e®ectively computable. A corollary
is, that no physically realizable system (e.g., the human brain) can compute anything that could
not in principle be computed on the present day computers, given enough memory and time.
The comparative capabilities of actually realizable systems shows a picture quite di®erent
from that yielded by a comparison of the ultimate theoretical limitations of their concepts.
If e®ective computation is identi¯ed with physically realizable dynamics, then computability
becomes constrained by physics. The velocity of light is the ceiling for the distribution of signals.
Heisenberg's uncertainty principle limits the speed with which system states represented by
energy di®erences can be determined. The physical upper bound on the amount of information
processed within one second by a processor with a mass of 1 g has been calculated by Bremermann
[59, 60, 61] to be about 2 £ 1047 bit.
Physical limitations on computation arise also from the need to represent information by
physical degrees of freedom and the resulting thermodynamic e®ects caused in the course of
computation [37]. Instead of imposing a prede¯ned logic behavior on the dynamics of the com-
puting system, the course of computation can be driven by physics itself [35]. If the strong
Church-Turing Thesis does hold, the class of problems that can be solved in principle with com-
putation driven by physics will be the same as the class of problems that can be solved with
formal systems. Then, in principle, every computable problem can be solved some day using
the conventional computing paradigm, assuming open ended increase in memory capacity and
processing speed [50]. But this does not mean that the current kind of computing is the suitable
tool for all information processing problems. In application areas that do not resemble the cal-
culation of tables, present-day computers have a hard time exhibiting satisfactory performance.
Do alternatives exist?
2.2 Unconventional Computing
With the prevailing success of the common general purpose computer information processing
became almost synonymous with digital computing. During the early days of computer science,
however, the term `computer' referred to a wide range of information processors [62], ranging from
mechanical function generators to hydraulic equation solvers, and included human beings [63].
For the consideration of qualitatively new types of information processing devices it is helpful to
return to this broad view of computing: A computer is a system that starts from a state which
encodes a problem speci¯cation and changes, following the laws of nature, to a state interpretable
as the solution to the problem [64]. Following this de¯nition, a system trivially computes its own
behavior. Any physical dynamics can usefully be employed for information processing if an
interpretation is found to transcend the question of the system's own behavior. The physical
dynamics can be carefully tailored to closely adhere to a formal model of computation. The
engineered constraints in the electrodynamics of the common digital computer are a case in point.
Or the physical dynamics can be used in a direct way by selecting encodings and interpretations.
The use of a lens to implement a Fourier transform is an example. The latter approach often
provides a simple implementation for an intricate input-output mapping. This, however, comes
at the price of narrowing the application domain [65]. Developing concepts of computation
that do not impose such rigid constraints on the physical dynamics of the implementation as to
abrogate its e±ciency [66], yet are °exible enough to be of general use is a challenge. In the
context of molecular information processing the search is for paradigms capable of exploiting the
speci¯c characteristics of molecules rather than requiring the molecules to conform to a given
formal speci¯cation.
A number of unconventional computation schemes may serve as stepping stones towards this
goal. Cellular Automata, for example, are arrays of usually identical ¯nite state automata. The
inputs to each automaton are the current states of its neighboring automata. A hypothetical
in¯nite array of suitably constructed ¯nite state automata could operate as a universal computer
[67]. Conceivably a cellular automaton can be implemented with individual molecules acting as
¯nite state automata. The automata states could be represented by charge distribution within
the molecule and electrostatic interaction among the molecules could serve to couple neighbor-
ing automata [68]. Molecular cellular automata may have the potential of providing an array
¯ne grained enough to consider it essentially as a continuous computing medium [69]. The re-
quirement of a highly symmetrical and homogeneous structure limits the applicability of the
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Figure 1: Communicating a desired input-output map to a machine. The input-output map can
in principle be thought of as a potentially very large lookup table that associates an
output response with every input that can be discerned by the machine (A). For n bit
input patterns I and a m bit output(O) response the, number of possible maps is 2m2
n
.
To implement an arbitrary one of these maps on a quasi-universal machine, the mapping
f has to be speci¯ed by the program p with respect of machine architecture a (B).
Selecting an arbitrary map from the set of possible maps may require a speci¯cation
of length: log2
£
2m2
n¤
= m2n. Even for moderate pattern recognition problems (e.g.,
classifying low resolution images) the program length required for most mappings is
impractical [38, 73].
cellular automata computing. However, concepts for massively parallel computing inspired by
the self-organized collaboration of biological cells in organisms are under development. Amor-
phous computing, for example, assumes a large number of identically programmed computing
devices in arbitrary positions and orientations. The computing devices interact through short
range communication and are explicitly assumed to be unreliable [70]. This concept relaxes
two constraints imposed by conventional computing architectures. The components do not have
to be arranged following exactly a predetermined spatial structure and the components do not
all need to perform according to narrow speci¯cations. The amorphous computing concept is
an important step towards broadening the material basis of computation to include molecular
and nano materials. However, it does suppose that the elementary devices are programmable
and global functionality emerges from handmade programs executed by the elementary devices.
This assumption limits the e±ciency as well as the general usability of the inherent parallelism
[71, 72].
Programming invites another restriction. The length of the program is limited by the state
space of the device and the capacity of the programmers. Both can be exhausted rather quickly
even with relatively small problems as is illustrated in Figure 1). As a consequence conventional
computing architectures are in practice restricted to the implementation of highly compressible
input-output maps [64]. The set of compressible maps is a small subset of the potential input-
output functions|most behaviors cannot be programmed. Whether the incompressible and thus
inaccessible mappings are useful is an open question. In the light of the ability of organisms to
cope with complex ambiguous pattern recognition problems it appears likely that input-output
mappings of limited compressibility can be valuable in practice. The picture painted so far opti-
mistically assumed no two di®erent programs implement the same input-output map. In practice,
however, the mapping of input into output is achieved by decomposing the transformation into
a series of sequential elementary information processing operations. Information processing is
essentially selective dissipation of information and each operation entails a, possibly delayed,
loss of information [74, 37]. Now, if the transformation of input signal patterns is decomposed
into a large number of operations, all information pertaining to the input may be dissipated in
the processing sequence. And so it may happen that the output response will be independent
of the input and thus constant [75, 76]. This further reduces the number of input-output maps
accessible through programs.
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One way to overcome this problem would be specialized hardware with only a limited applica-
tion domain. In the extreme case it may be useful to build an instance machine, i.e., a specialized
computer architecture dedicated to solving a single problem instance. This opens up several de-
sign degrees of freedom [77]. In particular the upper bounds for the number of state transitions
individual components have to support can be very low. Materials and procedures that would
not come under consideration for conventional computing devices may ¯nd niche applications in
instance machines.
Another way for implementing complex input-output maps is to avoid programming. Pro-
grammability is not a prerequisite for the realization of information processing systems as is
exempli¯ed by the enviable computing capabilities of cells and organisms. Arti¯cial neural net-
works provide a technological example of non-programmed information processing [72]. They
trade an e®ective loss of programmability for parallel operation. This approach could be taken
much further, however. As programmability has essentially been relinquished, the individual net-
work nodes do not need to perform identically. Inhomogeneity and context-sensitive components
can be introduced to increase the computational power and the e±ciency the network [66, 78].
These steps abrogate present training algorithms for arti¯cial neural networks. At the same time
however, the increased dimensionality enhances the evolvability of such networks. The evolu-
tionary paradigm of using the performance of an existing system as an estimate for the expected
performance of an arbitrarily modi¯ed version of the system can cope with the complexity and
inhomogeneity of architectures based on context sensitive components. In fact it is particularly
e®ective in this domain [79].
In general, however, evolving highly complex input-output maps from scratch may take so long
as to be impractical. It is here where the concept of `informed matter' [80], i.e., molecules delib-
erately designed to carry information that enables them to interact individually, autonomously
with other molecules, comes into play. Already the level of reaction kinetics supports considerable
computational capabilities [81] and fast algorithms for simulating kinetic computing schemes are
available [82]. Abstract concepts in arti¯cal chemistry [83] go beyond the kinetic level and encom-
pass supramolecular interactions. The developments in supramolecular chemistry [84, 3, 80] point
towards the possibility of implementing computing schemes developed as arti¯cial chemistries
with bona ¯de molecules. Conceivably this will enable orchestrated self-organization to arrive at
time scales that is practical and thus enable physics driven architectures.
3 IMPLEMENTATIONS
3.1 Carbon-based Semiconductors
3.1.1 Polymer Electronics
Current information processing devices are generally based on networks of electronically actuated
switches. The type of switch most commonly employed is a variant of the ¯eld e®ect transistor
(FET) ¯rst described by Shockley [85]. Fig. 2 depicts a typical con¯guration of an insulated gate
FET. If the electric potential at the gate electrode is zero, the current °ow between source and
drain electrodes is low. On application of a potential at the gate electrode, a charge is induced at
the insulator-semiconductor interface. The charge provides carriers in the semiconductor layer
and enables an increased current °ow between the source and drain electrode. Consequently
the gate can be used to switch the source-drain current on and o®. The characteristics of
the transistor can be modi¯ed by altering the geometry of the gate. In conventional FETs the
insulating layer can be formed by metal oxide that separates the gate electrode from an inorganic
semiconductor such as Si, a technology known as metal-oxide semiconductor (MOS).
Within two decades of the demonstration that an organic polymer (polyacetylene) can also
serve as semiconductor in a FET [86, 87] carbon-based FETs have reached the verge of commer-
cialization [88]. However, due to their low mobility (i.e., charge carrier velocity per unit electric
¯eld) they cannot compete with the speed of inorganic semiconductor switches. It has been sug-
gested that low mobility could potentially be overcome by reducing the organic semiconducting
layer to a single macromolecule [88]; thus eliminating the need for charges to hop from molecule
to molecule while traveling between source and drain.
The use of an individual molecule as active material in a transistor would be a signi¯cant
step toward single-molecule devices [89]. As early as 1974 Aviram and Rattner suggested that a
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Figure 2: Conducting, semiconducting and insulating materials are required to assemble an in-
sulated gate FET, but the con¯guration is relative simple and well suited for low-cost
production.
hypothetical molecule consisting of an electron donor part connected by a saturated (¾-) bridge
to an electron acceptor would function as a single-molecule diode [25].
Recti¯cation has been achieved in a multilayer stack of oriented molecules [90] that was pre-
pared by the Langmuir-Blodgett (LB) technique [91, 92]. Subsequently a LB monolayer acting
as photodiode was obtained [93]. This result indicated that single molecule devices are indeed
realizable. The synthesis of a molecule that acts as a recti¯er, however, turned out to be far
more arduous than what had been anticipated and an unimolecular recti¯er was achieved only
recently [94, 95]. Recti¯ers su±ce to implement logic AND and OR gates [96]. But, as noted in
section 2, for implementing the complete set of logic functions, inverters are required in addition
to AND and OR gates. Simulations suggest that individual Fullerene (C60) molecules could
potentially be used to build inverters and furthermore that the NOR operation may possibly be
implemented with two C60 molecules [97]. NOR gates alone would allow for the realization of all
logic functions as can be seen from the rightmost column of Table 3. Here may be mentioned that
C60 is of interest not only for single molecule devices but also in bulk as n-channel semiconductor
material, [98] especially because most known organic semiconductors are p-channel materials.
The rising commercial interest in molecular electronic devices focuses currently on the use
of bulk material, not individual molecules. Slow switching speed concomitant with the use of
bulk organic materials are o®set by the potential for low-cost fabrication, large circuit area,
mechanical °exibility, light weight, and production processes compatible with temperature sen-
sitive materials such as transparent plastics. To realize these possibilities, ideally all layers of
the FETs (cf. Fig. 2) should be implemented with molecular materials. Recently de Leeuw and
co-workers showed that this is feasible by building integrated circuits in which the insulating,
conducting and semiconducting layers are polymers [43]. These circuits comprise several hundred
FETs connected as 15-bit programmable code generators. Versions fabricated with pentacene
as semiconductor are reported to operate at up to 100 bit/s and to show negligible performance
loss after exposure to air for over a month [44]. The latter is encouraging since many organic
semiconductors with otherwise interesting properties degrade in the presence of oxygen through
oxygen-doping and oxidation. Encapsulation of the circuits may in principle be used for ob-
taining reliable devices with adequate shelf and operational life time. For low-cost fabrication,
however, it would be desirable to have organic materials available that are not overly sensitive
to open air and impurities.
Solubility is another property sought in organic semiconductors. Solution-processable mate-
rials which can be patterned by printing and printing techniques are ideal to facilitate cheap
production [99, 100, 101, 102]. The demonstration [45] of a ring-oscillator produced from solu-
ble polymers that is capable of operating at 106 kHz is therefore a signi¯cant step toward the
commercial application of organic FETs.
However, so far no soluble n-channel material has been found [103]. Consequently printed
circuits in complementary technology (i.e., the organic equivalent of CMOS) are not yet feasible.
In CMOS technology complementary p-channel and n-channel transistors are combined in series
to yield circuits with low power requirements (Fig. 3). Organic complementary circuits have been
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Figure 3: Logic NOT (inverter) in CMOS technology. Power is only consumed during a state
change, since for both input states (high and low) only one of the two transistors will
be conducting.
fabricated with photolithographic patterning [104]; achieving the same with printable materials
is highly desirable to allow of low cost power supply options. We note however, that the low
power consumption of complementary circuits is largely due to the small number of gates that
are active at any given point in time (see section 2 above). Architectures that rely on concurrent
operation of the active elements would considerably reduce the CMOS advantage.
A strong drive for the commercial development of polymer-electronic is the immediate and
potentially very large market for radio frequency identi¯cation (RFID) [105]. Transponder tags
for RFID are comprised of an antenna and a low complexity circuit that is powered by incoming
radio waves. Upon activation the circuit broadcasts a unique identi¯cation code that can be
matched to a database to track the movement of the tag in space and time. Cheap circuits
of su±cient speed to operate at the established RFID frequencies would make the automatic
identi¯cation of low cost items economically viable. The performance limitation of organic semi-
conductors are addressed not only by seeking new materials, but also with new circuit designs.
Baude et al. proposed an AC powered inverter, thus eliminating the need for a high quality
recti¯er component [106]. They demonstrated a pentacene-based implementation of an AC pow-
ered 7-stage ring-oscillator, but with only 1 bit modulation [107]. It remains to be seen whether
identi¯cation codes with a useful bit length can be implemented with the AC powered design.
Undoubtedly, the adaptation of the circuit design to the speci¯c properties and limitations of
the materials is a promising path.
The potential advantage of low-cost, large circuit area and fabrication methods compatible with
heat sensitive materials indicate a promising future for organic electronics. Current research fo-
cuses on utilizing the large circuit area and low processing temperatures (suitable for °exible and
transparent plastics) in displays [108]. It appears likely that these features will also enable numer-
ous biomedical and biotechnology applications based on integrating organic electronic circuitry
with biomolecules and even micro organisms [109, 110]. The shelf-life and operation time of such
bio-electronic hybrid systems may be limited by the integrated bio-compounds or cells and thus
o®er a niche application in which materials with limited stability can usefully be employed.
3.1.2 Carbon Nanotubes
The thermodynamically stable crystalline from of bulk carbon is graphite with strong covalent
bonds in a two-dimensional plane forming sheets with a hexagonal lattice structure. For an
amount of carbon small enough to be a®ected by the ¯nitude of its atom number it is energetically
favorable to give up the planar structure in order to close dangling perimeter bonds with itself
[13]. Closed cages result. The C60 structure mentioned in the previous section is an example. A
variety of sizes of globular shells starting with C28 have been found, commonly termed Fullerenes.
One can now imagine to roll a narrow strip of a two-dimensional graphite sheet into a tube such
that the carbon atoms along the two long edges of the strip form bonds. Tubes, capped with
half a Fullerene on either end can be imagined [111] and do indeed occur [112]. Single-walled
macromolecular tubes have diameters from 0.75 to 13 nm. A diameter of 1.2 nm and a length
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Figure 4: Carbon nanotube ¯eld e®ect transistor. A single walled semiconducting carbon nan-
otube (CNT) contacts two platin electrodes (Pt). A semiconducting Si substrate serves
as gate electrode insulated from the platin electrodes and the CNT by 300 nm of SiO2.
This thick insulating layer results in less than unit gain (0.35). The insulating layer
can be reduced to a few nm, permitting about unit gain. After [114].
of several ¹m is typical [13, 14]. A slight longitudinal shift can be introduced when matching
the dangling bonds along the edges and will cause a helical twist in hexagonal lattice of the tube
walls. Depending on diameter and on the degree of helicity the electronic properties of the tubes
can vary from conducting to semiconducting [113].
Tans et al. demonstrated a FET based on a single-walled semiconducting carbon nanotube
[114]. The device, illustrated in Fig. 4, operates at room temperature and a conductance change
of about six orders of magnitude for a gate potential of 10 V was reported. The contact resistance,
however, was high and a resistance of 1 M­ was measured for the conducting state. Furthermore
the gain of this transistor was below unity and hence the transistor would not be suitable in
circuits where it would need to drive other transistors.
As mentioned above, carbon nanotubes can be pictured as rolled hexagonal lattices. The end
caps however do contain six pentagons among the hexagons [13]. Owing to the higher reactivity
of pentagons compared to hexagons the end caps of nanotubes can be destroyed by oxidation.
This provides free bonds on the nanotube ends that can be functionalized by covalently linking
the tube to another molecule. It is possible, for example, to link nanotubes to single stranded
DNA [115, 116]. The self-assembly properties of complementary DNA strands, further discussed
in sections 3.5 and 4.3, can then be exploited for attaching the DNA-functionalized nanotube at
a speci¯c location of a solid support or for attaching the nanotube to other molecules, including
other nanotubes. Particularly attractive are noncovalent methods of attaching macromolecules
to single-walled carbon nanotubes, because these methods leave the extended electronic structure
of tubes intact. Noncovalent binding can be accomplished by wrapping of the tubes [117] or by
using a highly aromatic linker that adsorbs irreversibly onto the hydrophobic surface of the tubes
[118, 117].
Keren et al. devised an original strategy to form electric contacts with a carbon nanotube
[119]. They self-assembled a semiconducting nanotube in the center of a 16 ¹m DNA molecule.
The DNA molecule was then coated with gold except for some area along the tube which was
protected by a DNA binding protein. They used this assembly to implement a nanotube FET
similar to the type shown in Figure 4, but with the DNA-templated gold wire replacing the
platinum contacts on either side of the nanotube which is itself bound to the DNA molecule.
Dekker and co-workers found that nanotube FETs with an on-o® ration of ¸ 105 and a gain of
10 can be achieved by using a microfabricated aluminum wire as gate electrode which is insulated
from the nanotube by its native layer of Al2O3 [120]. These transistors are of su±cient quality to
permit multi-transistor circuits. Circuits with up to three nanotube FETs have been produced,
including the universal NOR gate (cf. table 3), a two-inverter °ip-°op as 1 bit static memory
cell, and a three-inverter ring-oscillator (cf. section 2.1).
Much attention has been bestowed on carbon nanotubes since Iijima's pointed out the helical
structure of nested, 'multi-wall', tubes [112]. The ¯eld develops rapidly [121, 122] and has only
been touched upon here. Increasing control over the fabrication of nanotubes and concomitant
wider availability of tubes with desired characteristics furthers the theoretical understanding
of the phenomena associated with them. Key issues that need to be addressed are the con-
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tact resistance and the formation of multi-device circuits without a need for positioning each
individual nanotube manually. The possibility to functionalize carbon nanotubes with macro-
molecules raises the prospect of tubes with new and tailored characteristic becoming available.
The excellent reviews of Ajayan [13] and Terrones [14] are recommended for further information.
3.2 Molecular Switches
The quest for molecular transistors discussed in the previous section is largely driven by their
potential as building blocks for switches. It may be recalled (from section 2) that current com-
puting technology is build on vast networks of simple switches that implement logic operations
as well as memory. Direct realization of a high-quality molecular switch rather than through
interconnection of molecular transistors is therefore an attractive idea. Early considerations of
switching in molecular systems showed that bistable kinetics can be realized with bulk chemical
reactions [23]. In this section, however, the focus is on individual molecules or supramolecular
systems that can act as switches.
If a very large number of switches is available and can be suitably connected then even a
switch that sustains only a single switching cycle may be of technical interest. Such devices
could be used to store input-output mappings in enormous lookup tables, essentially replacing
active computation with a vast amount of memory.
A molecular switch that can be opened irreversibly has been demonstrated with rotaxane
molecules [123]. The rotaxane comprises two motives, a molecular ring and a v-shaped molecule.
The ring is interlocked with one arm of the v. Large molecular groups cap the ends of both arms
of the v-shaped molecule and prevent the ring from sliding o®. A monolayer of these rotaxane
molecules was sandwiched between two electrodes (terminal{Al/Al2O3|C|Ti/Al{ground). At
a bias voltage below -1 V the device is conducting. A positive bias of 0.7.{0.9 V leads to oxidation
of the rotaxane and permanently opens the switch. Diode-type [124, 125] AND gates and OR
gates, and write once con¯guration by irreversible switching have been reported [123].
Reversible redox-controlled switches have also been developed [126]. [2]Catenanes are molecules
comprised of two interlocked molecular rings. Oxidation of a [2]catenane molecule results in a
rotation of one of the rings relative to the other (Fig. 5 A) and yields a conducting state. The
catenane can be reset to the open-switch conformation by applying a reducing potential. How-
ever, the switching e®ect in the [2]catenanes is less pronounced than in the irreversible rotaxanes.
Pseudorotaxanes, a family of molecules where the two sliding molecular motives are not inter-
locked, but self-assemble may point a way to more e®ective reversible molecular switches (Fig. 5
B).
The researches of Tour and collaborators appeared to indicate that conjugated phenylene
ethynylene oligomer derivatives can serve as conductance switches in electronic circuits [127, 128].
Theoretical analysis attributed the observed negative di®erential resistance of the molecules to
electron adsorption [129]. On account of the conductance switching in molecules individually
addressed by means of scanning tunneling microscopy it has been concluded that the switching is
not an electrostatic e®ect of charge transfer, but due to conformational switching in the molecule
[130]. Measurements taken on individual molecules insulated by inserting in a self-assembled
alkanethiol monolayer con¯rm a negative di®erential resistance for single molecules [131].
In the light of a recent observation that switching behavior can occur in some experiments even
in the absence of molecules, [132] the work on conductance switching with phenylene ethynylene
oligomers appears at present controversial. Perhaps, electromigration of contact metal ¯rst
forms conducting nano ¯laments at low voltages and these then break at higher voltages [132].
It remains to be seen to what degree contact e®ects, electromigration, metal ¯laments, or other
artefacts have a®ected the experiments on molecular electronic switching that have been reported
in the literature.
Molecules acting as electronic switches would most naturally interface with existing integrated
circuits, but various other signal representations, including temperature, pressure [133], and spec-
troscopic methods [134] have also been investigated. An important class of molecular switches
work with light signals. The potential of bistable molecules that can be toggled by light for infor-
mation technology was recognized early on. Hirschberg, who coined the term \photochromism"
for light-induced reversible spectral change [135], suggested already in 1956 the possibility of
photochemical memories [136]. When a photochromic molecule in its thermodynamically stable
state absorbs light, it can be transformed to a new state with a di®erent absorption spectrum.
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Figure 5: Bistable molecules can function as redox-controlled molecular switches. The left panel
(A) shows the two interlocking rings of a [2]catenane molecule schematically. A pos-
itive voltage bias oxidizes a tetrathiafulvalene group (TTF) in the crown ether ring
of the [2]catenane molecule. Electrostatic repulsion rotates the crown ether ring and
closes the switch (bottom). Removal of the voltage bias will reduce the TTF. The
[2]catenane molecule, however, will stay in the closed-switch conformation. A nega-
tive bias is required to return the crown ether to its open-switch position (top). Solid
state switches have been prepared from the [2]catenane and the currents in the open
and closed state were found to di®er by factor of about three [126]. A supramolecular
pseudorotaxane based on the same molecular motifs as the [2]catenane is schematically
shown in panel (B). A positive bias ionizes the TTF group, whereupon Coulomb forces
drive a reversible shift between the two molecular components. The pseudorotaxane
exhibits a sharp change in conductance and hysteresis characteristics that indicate the
potential to fabricate improved solid state switches. After [126].
Thermal energy or again irradiation with light returns the molecule to its thermodynamically
stable state. By means of the di®erent absorption of the two states it is possible to optically
read out the state of the molecule. The next section presents an example for photochromism in
more detail.
Optical output from molecules does not need to be conveyed by a change in the molecule's
absorption. Fluorescence is an attractive option, because it can be quenched very e®ectively
and thus a®ords large on-o® signal ratios. The quenching of a °uorophore can be achieved
photochemically through transfer of an electron to or from the °uorophore. The photoinduced
electron transfer (PET) process that turns o® the °uorophore can be a®ected by the chemical
environment of the group that provides (or accepts) the transferred electron. This principle
underlies a series of molecular switches that can be pictured as consisting of three modules, a
receptor, a spacer and a °uorophore [137]. A °uorescent AND logic gate with chemical input
signals in form of sodium and proton ions was devised along these lines [138]. Figure 6 illustrates
the concept. The modular construction of theses molecules provides considerable freedom for
design. Fluorophores can be chosen according to desired excitation and emission wavelength and
receptors can be adapted to the input signals. By now the collection of available °uorescent
switches includes XOR, NAND and NOR gates among more idiosyncratic logic tables [139].
Another approach is the use of ion dependent complex formation to shift the peak intensity of
°uorescence emission of a bulk solution in response to input signals coded as ion concentration
[140]. It is worth pointing out here, although we will return to this issue in section 4, that there is
so far no mechanism in sight that could support arbitrarily chosen connections among such gates.
Nevertheless molecular information processing in its simplest form may soon ¯nd applications
for combining signals from several molecular sensors to a single output signal. For example, one
can imagine an optical signal indicating a critical state in an intracellular compartment such as
the cell nucleus.
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Figure 6: Molecular °uorescent switch comprised of a receptor (R), spacer (S) and °uorophore
(F). Photoinduced electron transfer (PET) from the unoccupied receptor quenches the
°uorophore, the switch is o®; panel A. A cation signal (+) bound to the receptor
prevents the PET and a °uorescence signal is emitted, the switch in on; panel B. If
two receptor modules are coupled to a °uorophore the molecule behaves like a logic
AND gate. Only if both receptors are occupied the electron transfer to the °uorophore
ceases and a °uorescence signal appears. After [137].
In the °uorescence switches discussed above electrostatic in°uences on the receptor biased the
competition between °uorescence and PET. Another mechanism for turning the quenching of
a °uorophore on and o® would be to change the spatial separation between °uorophore and
quencher. Some biological macromolecules undergo large but well de¯ned change in shape in
response to interaction with other molecules or ions. By judiciously linking a °uorescent dye and
a quencher to such a macromolecule the conformational change can give rise to an optical output
signal. The folding of self-complementary DNA and RNA single strands is among the most
predictable conformational changes in large macromolecules. A strand in which the nucleotides
at one end are complementary to the nucleotides at the other end will form a hairpin like structure
in which the two complimentary ends are aligned. (Fore more detail on the self-assembly of DNA
strands see section 3.5.)
Tyagi and Kramer attached on one end of a partially self-complimentary DNA strand a °u-
orophore and on the other end a quencher [141]. The resulting molecular beacon folds into the
hairpin structure and by so bringing the quencher and °uorophore moieties close together turns
its own °uorescence o®. If this molecular beacon encounters a single stranded DNA molecule that
contains (or consists of) a sequence complementary to the beacon's sequence then the beacon
opens and °uorescence is turned on (Fig. 7).
This principle was extended by Simmel and Yurke to a three state switch that can be cycled
through its states by adding appropriate single stranded DNA molecules [142, 143]. Switch
operations occur on a time scale of minutes, with a tradeo® between closing speed and opening
speed. The three output states are distinguished by di®erent levels of °uorescence intensity. The
variation in intensity are achieved by drawing excitation energy from the °uorophore through
°uorescence resonance energy transfer (FRET) to the quencher. The amount of energy that
is transfered depends on the distance between the °uorophore and the quencher. In each of
the three conformational states this distance is di®erent and consequently results in a distinct
output intensity. Note, that the principle of the above mentioned DNA based switches allows for
the discrimination of a large number of sequence signals with essentially a single switch design.
FRET can also supply a °uorophore with excitation energy. This fact was used in conjunction
with DNA to implement logic gates [144]. However, the design of these gates does not exploit
the selectiveness of DNA self-assembly and the approach is best compared to the aforementioned
°uorescence switches based on organic molecules. Reversible conformational changes have also
been reported for double stranded DNA controlled with potassium and strontium [145]. In
passing we can point out that fast conformational change within the supra-molecular ion channels
in cell membranes functions as an important physiological switching mechanism for cellular
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Figure 7: Molecular beacons signal the recognition of a speci¯c DNA or RNA sequence [141].
The beacon consists of a piece of single stranded DNA with a sequence part at one
end (cs) being complementary to the corresponding part (¹ cs) at the other end. The
two complementary sequences surround a sequence (¹ T) complementary to the target
sequence to be recognized. One end of the sequence carries a °uorophore (F), the
other end a quencher (Q). The DNA strand folds unto itself and prevents °uorescence
by bringing the quencher close to the °uorophore; panel A. Binding of a DNA strand
containing the target sequence (T) opens the beacon and separates the quencher from
the °uorophore. The latter optically indicates the binding of the target sequence; panel
(B).
regulation and electric signaling, for example, for the generation and propagation of action
potentials in neurons [146, 147].
Molecular switches play an important part in gene regulation networks and can be used to turn
the transcription of genes on or o® [7, 8]. Overlapping protein binding sites on DNA have been
suggested for the realization of °ip-°op switches that would result in sharp on-o® transitions
[148]. The cellular response to switching in gene networks is intrinsically slow and is not a
path for advancing computing power. But it is of value as a research tool for experimenting
with dynamically modulated gene expression [8] and harbors great potential for applications
controlling individual cells. The latter could be used, for example, to orchestrate microbes in
environmental restoration tasks or to activate the production of a drug when a need for it is
sensed by a combination of sensors. A step in this direction is described in section 3.7.
A problem of optical molecular switches is that the photo excitation required to read the switch
state can lead to side reactions and therefore has the potential to alter to the molecule. Let us
proceed now to a molecule that has proved to be exceptionally stable in this regard.
3.3 Bacteriorhodopsin: a Photonic Automaton
The ¯rst successful employment of biomolecules in arti¯cial information processing architectures
has been achieved in the ¯eld of optical computing. Optical engineers were familiar with the
possibility that a biological material may surpass synthetic materials in technical applications:
gelatin, made from the protein collagen, had a long-standing reputation in the production of pho-
tographic ¯lms. During the 1970s researchers at the Biophysical Institute at Pushchino (near
Moscow) found that a bacterial protein can be processed into ¯lms with many properties desir-
able for holographic recording [149, 150, 151]. The protein used in these `biochrom ¯lms' was
bacteriorhodopsin (BR). It occurs as two-dimensional crystals in the cell membrane of Halobac-
terium salinarium, an archaebacterium adapted to a harsh environment. Growing optimally in
salt (NaCl) solution seven times more concentrated than sea water, the bacterium is also ac-
customed to high levels of ultra violet light as well as relative high temperatures [12]. When
nutrients become scarce it turns to an elementary version of photosynthesis. A single 248-amino-
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Figure 8: The protein bacteriorhodopsin (BR) is found in the cell membrane of Halobacterium
salinarium. It functions as a light-driven pump, moving protons from the cytoplasm
(Cyt) to the extracellular space. Thus, BR transduces light energy (hº) into an elec-
trochemical potential in form of a proton gradient across the cell membrane. This
potential then powers transmembrane proteins (TP) that synthesize ATP (the `energy
currency' of cells) or serve as ion pumps.
acids protein, BR, serves as a simple, e±cient, and robust solar power source (Fig. 8). BR uses
light energy to pump protons from the inside of the bacterium across the membrane to the extra-
cellular space. Thus it generates an electro chemical potential across the cell membrane which in
turn is used as a driving force for various transmembrane proteins. A photocycle (i.e., a pumping
cycle) takes 10 ms and comprises a series of conformation changes of the protein. At least eight
conformation states can be identi¯ed in the physiological photocycle, more if non-physiological
conditions are taken into account [152]. Absorption of light by a chromophore located in the
interior of BR initiates the photocycle. The ¯rst conformation change, the isomerization of the
chromophore, is reported [153] to take 500 fs. It is followed by a sequence of BR states, each
with a characteristic spectrum and state life time [154].
Conformational states with distinct absorption maxima in combination with the possibility
of photonic state switching are the basis for BR's great technical potential. Fig. 9 depicts
conformation states and photo inducible transitions that are particularly relevant for information
processing and storage applications. The large spectral shift for B$M transitions of ¼160 nm,
and state switching with wavelengths in the visual light range are notable. BR is at the same time
highly photosensitive (the quantum e±ciency for both the B!M transition triggered with green
light and the M!B transition triggered with blue light is above 60%) and exceptionally stable
against thermal, chemical and optical degradation. In combination these features are unrivaled
by any synthetic material [156]. Of great importance for technical applications is the exceptional
stability of BR. Hampp's group found that BR ¯lms can undergo over a million switching cycles
and consequently are well suited for real-time optical computing at video frame rate [15]. The
very fast initial conformation change of BR permits optical recording on picosecond time scale.
Furthermore, BR ¯lms support an optical resolution in excess of 5000 lp/mm and are routinely
fabricated with over 80 cm2 apertures [155].
The BR molecule has been studied extensively for over thirty years both from the perspective
of its physiological function and also as material for technical applications [158, 155]. Optimized
over billions of years by natural evolution BR exhibits characteristics of what has been termed
an `intelligent material'. As a single molecule it integrates the ability to sense environmental
conditions, to process the sensory information, and to adapt its function accordingly [159].
The relative detailed understanding of the molecular level mechanisms of BR [160] enabled
reverse engineering of one of nature's nanotechnology solutions. As a consequence BR became the
¯rst biomolecule that has been tailored for technical applications [161, 15] by means of genetic
engineering [162]. By now numerous BR mutants have been created. Two variants exhibit
signi¯cant advantages over wild-type BR and hence became popular as optical materials. The
¯rst variant is called BR-D96N to indicate the substitution of a single amino acid (aspartic acid
! asparagine) at position 96 of the amino acid chain that constitutes the BR protein. In the
wild type BR the amino acid at this position serves as a proton donor during the photocycle.
The genetically modi¯ed BR-D96N, being deprived of an internal proton donor, depends on
protons available in the medium. Thus the substitution permits to adjust the life time of the
M state (cf. Fig. 9) from milliseconds in wild-type BR to minutes in BR-D96N [156]. A second
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Figure 9: Transition scheme for BR states commonly used in information processing experiments.
Circles represent spectroscopically identi¯able states of the BR molecule. Characters in
the circles show the (traditional) names of the states; the peak absorbance wavelength
of each state is given below its name. A color name next to a state indicates the
appearance of bulk BR in that state. Thermal transitions (kT) are shown with straight
arrows, photonic transitions are drawn with bend arrows. The latter are labeled with
the wavelength range suitable to induce the transition. States P and Q are not occupied
under physiological conditions. The photoinduced B$M transition comprises a series
of three intermediate states (not shown) and takes place in ¼50 ¹s. The M state
facilitates the proton pumping. Under physiological conditions the thermal M!O!B
transition will take place in a few ms. Several techniques have been developed to
delay the M!O transition for short and long term storage. Note that the wavelengths
can shift several 10 nm with changes in the physiochemical conditions of the BR ¯lm.
Compiled from references [155, 156, 157].
genetic variant, BR-D85N (the corresponding substitution at position 85) provides access to the
non-physiological states P and Q (Fig. 9) under moderate conditions; in wild-type BR states P
and Q are only available at low pH or through deionization [155].
Besides photochromic switching, BR exhibits a photoelectric e®ect [163]. Technical use of the
latter is more challenging than of the former because it requires the preparation of ¯lms with
highly oriented BR molecules. Nevertheless the possibility to interface BR electrically is the basis
for several suggested applications. The use of BR in optical sensors for acquiring and low-level
processing of the input signal [164, 165, 166], and the BR-based optically reprogrammable arti¯-
cial neural network design [167, 168] illustrated in Fig. 10, are examples. Photoelectric properties
of BR have been altered with the introduction of chemical analogs of the wild-type chromophore
into the BR protein [170]. This approach complements the genetic methods mentioned above
to allow for further tuning of the protein to particular applications. An overview of the broad
spectrum of BR variations obtained through either genetic or chemical modi¯cations is o®ered
by Vsevolodov [171].
The unique properties of BR may have potential in at least two domains of computing: high
density data storage and optical processing. Several schemes for BR memories have been pro-
posed (Hampp [155] o®ers a critical comparison). In general these schemes use the B state and
M state of BR to represent the 0 and the 1 state of a data bit. Each logical bit is physically
implemented by a large number of BR molecules and addressed by focusing a light beam on
these molecules. The molecules can be embedded in a ¯lm or, for increased storage density, in a
three-dimensional transparent matrix (e.g., polyacrylamide). Photonic switching of BR's confor-
mational states in conjunction with optical state readout may be used to implement high-density
memories [172]. In particular volume storage appears possible with simultaneous two-photon ab-
sorption (Fig. 11). It is not clear yet whether BR can compete with inorganic and synthetic
storage materials, however, memory architectures that exploit BR's photoelectric properties or
utilize a larger number of its conformation states could possibly give BR an advantage over con-
ventional materials [155]. The use of BR in optical recording strips on identi¯cation cards is also
under consideration [173].
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Figure 10: The hybrid opto-electronic neural network design suggested by Haronian and Lewis
[167] exploits the photoelectric e®ect of bacteriorhodopsin (BR). Conventional elec-
tronics is used to implement the summation, ampli¯cation (Am) and thresholding
(Tr) of the neurons. The interconnection strength of the Neurons is determined by
the weight matrix (Wm). Weights are represented by the state distribution of BR
molecules in each matrix cell. A pattern of blue light from light source (Ls) can
program the entire weight matrix in parallel. Flashing the conducting glass surface
(Cg) with yellow light yields in each matrix cell an electric potential corresponding
to its programmed weight. Platinum electrodes (Pt) at the back of the weight matrix
(Wm) feed the resulting photocurrent to ampli¯ers (Am) that have been selected by
the threshold switches (Tr). Finally a red °ash restores the BR molecules that gave
rise to a photocurrent. Reprinted from [169].
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Figure 11: Three-dimensional high density bacteriorhodopsin memory based on the protein's non-
linear photochromic and photoelectric properties. A volume (several cm3) of trans-
parent matrix material carries oriented molecules of bacteriorhodpsin (BR). Two laser
beams (B1, B2) are spatially positioned in the orthogonal planes P1 and P2 to address
a volume memory cell (C) of ¼30 ¹m3 at the beam intersection. Binary information
is encoded as BR molecules predominantly occupying either the B or the M state.
The choice of wavelength for the addressing beams determines what state is set in
the addressed memory cell. Reading a memory cell is accomplished by setting the
cell to the M state. If this operation is applied to a cell that was previously in the
B state, the resulting B!M transition generates an electric potential between two
electrodes (E) on the surface of the memory material. Thus the detection of the elec-
tric potential indicates that B was stored in the memory cell and the absence of the
potential indicates that the state of the cell was M. If an electric potential occurred,
the memory cell needs to be set to the B state to restore the information content that
was present before the destructive reading operation.
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As mentioned above, light of a speci¯c wavelength range can be used to change BR's confor-
mational state and the conformation change is accompanied by a color change (i.e., a shift in
the protein's absorption spectra) and hence can also be detected by optical means. Accordingly
BR can be used as a photonic ¯nite-state-automaton. The available state transitions (Fig. 9) are
su±ciently rich to implement optical logical gates [174]. Another suggestion is the application
of BR for edge enhancement in monochrome image processing [175]. In this approach a BR ¯lm
is ¯rst illuminated with a spectrum chosen to prepare its molecules in a 1:1 ratio of B and M
states. An object is illuminated with blue and yellow light which is then projected through a
lens of high chromatic aberations onto the prepared BR ¯lm. The blue and yellow image of the
object are approximately convolved with two di®erent Gaussians by the lens. The interaction
of the two convolved images with BR results in a state distribution of molecules in the B and
the M state corresponding to the di®erence between these images. This di®erence map of two
Gaussians convolved with the object image corresponds to an edge enhanced image of the object.
Considerably more powerful image processing operations have already been implemented. BR
is particularly well suited to holographic applications because it supports not only absorption
recording, but also polarization recording. The latter allows for separating the recorded signal
from scattered light of the reference beam and thus yields a high (45 dB) signal/noise ratio when
reading out the hologram [15]. Utilizing the holographic recording properties of BR Hampp
and co-workers demonstrated an optical pattern recognition system based on a joint transform
correlator [161, 155]. The system receives two input images through electrically controlled spatial
light modulators. One image may display a complex search space, whereas the other input image
displays a pattern to be located in the search space. The light modulators are illuminated with
coherent blue light. The light emerging from each light modulator is Fourier transformed by
a lens and projected onto BR ¯lm. At locations in the Fourier plane where the input images
have Fourier components in common, holograms can be formed in the BR ¯lm. Coherent green
light is used for enabling the BR ¯lm to record these holograms and also serves to read out the
BR ¯lm. The modulated green light emerging from the BR ¯lm passes through a lens, which
implements the reverse Fourier-transform, before it is detected by a CCD camera that provides
the electric output signal of the correlator. Bright spots in the camera image correspond to
locations in the search space where the input pattern can be found. Furthermore, due to the
excellent reversibility properties of BR the pattern recognition process can be repeated with the
same BR ¯lm more than a million times [15]. This fact allows for the implementation of real-time
holographic pattern matching at video frame rate [161, 15]. The main limitation of such a system
is apparently the low input bandwidth supported by currently available spatial light modulators
[155].
If the input for the optical image processing system is provided by a real object, the above
limitation does not apply. Juchem and Hampp built a lensless holographic image processor
capable of utilizing the high resolution of BR ¯lms to some degree [157]. In realtime phase-
shifting interferometry a measurement sensitivity of about 5 nm can be achieved. This system
is commercially available since several years [176]. To the author's knowledge, BR, in form of
the engineered variant BR-D96N, is the ¯rst active biomolecular component that is employed
in a commercial information processing application [157]. Numerous patents have been ¯led
with regard to BR-based information processing [156] and the biotechnology for producing BR
on a commercial scale has been developed. It is likely that BR will establish itself as the ¯rst
o®-the-shelf biomolecular material for information processing.
3.4 Excitable Chemical Media
Bistable and astable chemical reaction systems have been considered as a potential substrate for
computing. Generally the rate of a chemical reaction changes during the progress of the reaction
due to the changing composition of the reaction medium. In some reaction schemes it is possible
that the product of a reaction in°uences the rate of its own production through auto-catalysis
or self-inhibition. As long as such a reaction scheme is far from its unique equilibrium state it
may exhibit bistable behavior [177, 178].
RÄ ossler discussed the implementation of a universal set of logic gates (cf. section 2) in homo-
geneous chemical media [24]. He suggests a bistable reaction scheme for the implementation of
the NOT operation, and also to serve as triggering device for the realization of AND and OR
operations by summing of the inputs and subsequent thresholding. In simulation studies it was
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Figure 12: Core reactions in the oscillating Belousov-Zhabotinsky medium [177]. An autocat-
alytic cycle BrO2¢/HBrO2 leads to rapid increase in HBrO2 with a concomitant ox-
idation of a metal catalyst (Mred !Mox). The resulting high concentration of the
oxidized metal catalyst leads to slow formation of bromide ions (Br¡) under regen-
eration of the catalyst in its reduced form (Mred). In su±cient concentration Br¡
inhibits the autocatalytic formation of HBrO2 and consequently the further oxidation
of the metal catalyst. The Br¡ ions are consumed by pathways leading to HOBr and
Br2. When the Br¡ concentration drops below the level required for interrupting the
autocatalytic production of HBrO2, a new phase of rapid oxidation of the catalyst
begins. A second negative feedback (not shown) is based on organic free radicals [185].
For clarity only the interplay of major molecular species is shown here; for details see
Ref. [186].
shown that networks of bistable kinetic devices can exhibit arti¯cial neural network type learning
behavior [179, 180] and thus the realization of chemical parallel computing architectures might
be practical. Pettit designed an architecture for parallel chemical computing in which stacked
reactor slices are interfaced through a pumped °uid [181], a design that has also been considered
for biochemical processors [182].
That in fact the computational properties of excitable chemical media can actually be demon-
strated in experiments was shown by Kuhnert et al. with a light-sensitive version of the Belousov-
Zhabotinsky (BZ) reaction [183, 184]. Figure 12 illustrates the interplay of the main processes
giving rise to the excitability of the BZ medium. A fast process with positive feedback gives
rise to the slow build up of a substance that in su±cient concentration inhibits the fast process.
When this negative feedback signal decays far enough, the fast process starts up again. By
manipulating the negative feedback it is possible to couple the reaction to external stimuli.
A thin layer of BZ reaction medium [187], sensitized to light by means of a ruthenium com-
plex as catalyst, is capable of performing elementary image processing steps such as contour
enhancement and contrast inversion [184, 182, 188], and can be used for path planning [189].
The application of BZ medium in a thin unstrirred layer contained in a Petri dish allows for
parallel optical input by projecting a light pattern on the surface of the reaction medium. Light
intensity patterns are transformed by the catalyst into concentration patterns. The concentra-
tion patterns are then processed in parallel by the reaction-di®usion process in the pseudo-planar
BZ medium. After a processing period that is typically in the order of seconds to several min-
utes, the pattern that developed is read from the surface of the reaction medium by a camera.
Figure 13 illustrates an experimental setup for chemical image processing. A spatial resolution
of approximately 2{5 lp/mm can be achieved [190, 189].
The BZ medium has only a limited °exibility for supporting di®erent types of information
processing operations. Currently two directions are pursued to overcome this limitation. First,
hybrid computation schemes which combine chemical information processing with conventional
computing steps are examined. Second, various methods for mechanically structuring the reac-
tion medium are under investigation. Hybrid computing has been employed to ¯nd pathways in
a maze [191] and to navigate around obstacles in a plane [194]. Shape recognition has also been
addressed with a hybrid computing scheme [195, 196]. In this case a reaction-di®usion medium
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Figure 13: Typical experimental setup for information processing with a pseudo-planar light
sensitive Belousov-Zhabotinsky rection medium. A Petri dish (D) with a diameter
of 6{9 cm is ¯lled to a height of about 1 mm with reaction medium (BZ) and held
at constant temperature in a water bath (W). Input images are projected with a
projector (P) and mirror (M) on the surface of the BZ medium. After the reaction
medium was exposed to the input image, the mirror is swiveled to position M'. The
BZ medium is uniformly illuminated at low intensity with a light-box (L) and the
progress and result of the chemical processing is recorded by a camera (C). Confer
Refs. [191, 192, 193, 189] for variations.
based on PdCl2/KI was employed. Di®usion based processing on a macroscopic scale, however,
is slow. For a Petri dish of 9 cm diameter a processing time of up to one hour may result if
interactions among spatially distant points on the processing plane are required. Miniaturization
will therefore play an important role for achieving a higher processing speed.
Spreading the reaction medium on a microstructured surface is another approach to increase
the variety of implementable operations. For example the metal catalyst of the BZ medium (cf.
Fig. 12) can be applied in a controlled pattern through ink-jet printing [197] or photolithography
[198]. Imposing rigid spatial structures on the pseudo-planar BZ medium opened the path to a
new range of chemical processors. Cellular automata with square and hexagonal grids of discrete
BZ processors and de¯ned coupling distances have been implemented [199]. Unidirectional wave
propagation has been observed in macro [200] and micro [193] structures. Notable are in partic-
ular the chemical wave circuits of Steinbock, Kettunen and Showalter [197]. They used a metal
complex that serves as catalyst in the BZ reaction in an ink-jet printer to print circuit networks
with up to three processing stages onto a membrane. The membrane with the circuit was then
brought into contact with a gel that contained a catalyst-free BZ reaction mixture. To operate
the circuit the desired input lines on the membrane was touched with a silver wire. This triggers
excitation waves representing the input pattern. The waves propagate through the circuitry and
interact according to the geometry of the printed gates. The output of the circuit is represented
by the comparative state of two output lines.
While it appears unlikely that chemical logic gates would ever become fast enough to compete
with their electric counterparts, the realization of the gates mere indicates the possibilities of
excitable media in inhomogenous spatial structures. Undoubtedly, harvesting the information
processing power of such systems requires to adapt the computational concepts to their dynamics,
rather than forcing them to conform to Boolean logic. Here also may be mentioned that there
is considerable progress in the dynamic manipulation of reaction-di®usion media on the ¹m-
scale [201]. It is conceivable that in the future chemical processors could be miniaturized and
implemented with on-chip technology [202, 203]. Miniaturization is of key importance for any
device relying on di®usion for signal propagation. Asai et al. suggested an implementation of
reaction-di®usion computing with a novel type of silicon semiconductor device using the di®usion
of charge carriers [204]. While this suggestion abandons the chemical media altogether, it o®ers
a conceptual architecture that is suitable for implementation with organic materials and is less
brittle than conventional circuits with respect to variation in the device structure. The issues of
di®usion speed and stochastic structures will be revisited in section 4.
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3.5 Self-assembly Computing
Molecules are large enough to possess speci¯c shape features, yet small enough to explore each
other by di®usion. This fact together with short-range (¼ 1 nm) additive electrostatic forces
endows molecules with the capability to spontaneously assemble into organized structures. A
comparison of binding energies resulting from electrostatic interactions is shown in table 4. With
molecular motions on a pico to nano second time scale the self-assembling macromolecules sample
a wide range of interactions for a propitious free enthalpy [208].
If the shape of two molecules is complementary, they will be able to form numerous close
contacts. The number of these contacts together with the proximity of the groups involved al-
lows the potential energy to overcome entropy even at relatively high temperatures [209]. The
interacting molecules will be held together in a well de¯ned spatial arrangement by minimization
of free energy. Furthermore, tuning the shape of the molecules modulates the strength of attrac-
tive electrostatic forces between them. Transient as well as durable supra-molecular structures
can form through self-assembly. It almost goes without saying that the self-assembly of macro-
molecules is a mechanism with signi¯cant potential for the fabrication of spatially organized
molecular systems, an aspect that will be discussed further in section 4.3.
Conrad pointed out that the jigsaw-puzzle like self-assembly of macromolecules can be regarded
as a computational process and could be harvested to implement information processors [210, 211,
34]. He suggested a Gedankenmodell of self-assembly computing [35]. In this model, depicted in
Fig. 14, input signals are encoded by molecular shapes. When brought together in a solution the
molecules interact and self-assemble to a supra-molecular complex. A characteristic shape feature
of the complex is detected by a receptor and ampli¯ed to provide the output signal. The key
idea is the conversion of a symbolic pattern recognition problem into a free energy minimization
process. Output \crystallizes" out of the input. The model abstracts intracellular information
processing and in its description proteins were suggested as molecules for representing the input
Table 4: Binding energies for electrostatic interactions; compiled from [205, 206, 207]
Interaction Energy [kJ/mol] Comment
Ionic 600{1000
Covalent bond 360 C-C bond in C2H6
Lock-key ¯t 88 biotin-streptavidin,
one of the strongest
Protein components 40{80 combined e®ects
Hydrogen bond 10{40
Van der Waals 3 ¼ kT
Free energy
minimization
Shape coded input
SMS
Output
R
A
Figure 14: Abstract model of self-assembly processing. Symbolic input is represented by molecu-
lar shapes. These representations are driven by free-energy minimization to assemble
into a supra-molecular structure (SMS). Characteristic shape features of the supra-
molecular assembly are recognized by a receptor (R) and ampli¯ed (A) to provide an
output signal or action. After [212].
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Figure 15: Hybridization of two complementary single stranded DNA oligonucleotides into a du-
plex DNA supra-molecule; panel A. Single DNA strands that are complementary only
in segments can self-assemble to double strands (DS) with dangling single stranded
segments, so called \sticky-ends" (SE). Further single strands (SS) or double strands
with sticky ends can attach; panel B. Two strands that are bound in adjoint positions
on a complementary strand can be enzymatically linked (L) with a covalent bond into
a contiguous molecule. Intramolecular hybridization is possible if a sequence contains
self-complimentary segments; panel C.
signals. Any of the three major groups of biomolecules, DNA, RNA and protein can be used
for its implementation [213]. Protein can provide the largest variability in shape as well as the
greatest °exibility in interactions. But along with this comes the fact that the self-assembly
properties of proteins cannot be predicted form their sequences and consequently engineered
protein-based self-assembly is not feasible. On the contrary DNA is much more restricted in its
shape variations, but allows for relatively good estimation of the self-assembly products formed.
RNA takes an intermediate position. On the one hand it shows much more structural variation
than DNA, on the other hand the hydrogen bonding between the nucleotides of RNA can be
more readily than the electrostatic interactions among amino acids in proteins. It may be noted
that in the laboratory work with RNA is more cumbersome than with DNA, in part because
enzymes that break down RNA are ubiquitous.
The relatively predictable self-assembly property of DNA molecules has found wide usage in
molecular information processing schemes and is also of interest as self-assembling sca®olding
material for novel fabrication methods (cf. section 4.3). Self-assembly of a short DNA oligonu-
cleotide is illustrated in ¯gure 15. DNA is a an unbranched polymer composed from a set of four
building blocks that di®er in a nitrogenous base. The four bases occurring in the building blocks
are adenine, guanine, thymine and cytosine labeled in the ¯gure A, G, T, and C, respectively.
Adenine and thymine can form two hydrogen-bonds and guanine and cytosine can form three
such weak bonds [214]. Bases that can form bonds are said to be complementary. If the sequence
of bases of an oligonucleotides is the complement of the sequence of another DNA strand, then
numerous individually weak hydrogen bonds can form. In summation, these weak electrostatic
forces lead to stable self-assembly complexes in form of a helical DNA double strand. The two
single strands in such a DNA duplex can be separated by heat (¼ 30{70oC, depending on the
sequence) or by ionizing pH levels. This process is reversible, and DNA can be cycled through
alternating assembly and disassembly stages [12].
As might be expected from the preceeding discussion, two DNA strands that do not perfectly
match, i.e., do not have complementary bases at every position of their sequences may still
establish a su±cient number of hydrogen bonds to stick together, albeit not as strongly as
perfectly matched strands would. If numerous DNA strands interact, they will compete in the
duplex formation. It is therefore necessary to calculate the binding strengths among all of them
in oder to predict what structures will be formed and how the equilibrium of structures depends
on factors like temperature, pH and salt concentrations. The thermodynamics of oligonucleotide
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duplex formation has been studied extensively by SantaLuica, Jr. [215, 216, 217], who also
provided data for hybridization with dangling ends [218]. From the experimentally determined
thermodynamic parameters the binding strength and secondary structure of DNA strands, and
to a lesser degree also of RNA strands, can be predicted [219, 220].
The extraordinary density of information storage in DNA molecules became apparent during
the time when the ¯eld of computer science was formed [214] and has been compared to existing
technology [221]. A model for a molecular computer based on DNA was o®ered by Vaintsvaig
and Liberman [21] in 1973. However, all the early considerations of DNA as a substrate for
information storage or processing assumed that the sequence of bases on the DNA molecule
would encode the information in a similar way as the base sequence encodes genetic information.
Under this assumption every operation would require the breaking and forming of covalent bonds,
a process that would presumably be slow. Moreover, an elaborate molecular machinery would
be required to carry out the desired operations.
In 1994 Adleman published a paper [9] describing how to use the predictable self-assembly
properties of a set of DNA molecules to solve a small instance of a problem that is in general
intractable. His crucial insight was that speci¯c sequences are not the only way of encoding
information with DNA, short random DNA sequences (20 bases long oligonucleotides were ac-
tually employed) can be used as symbols to represent information. As a consequence operations
to modify individual covalently linked bases in the sequences were not required. The short DNA
molecules can self-assemble to larger structures based on hybridization (¯gure 15B) and the re-
sulting structures can be detected with standard biochemical methods. In contrast to earlier
experiments in molecular computing [161, 184] this work generated considerable interest within
the computer science community and sparked a °ood of theoretical papers [10] as well as a num-
ber of experimental studies on the potential of information processing with DNA. It is worthwhile
to consider Adleman's elegant experiment in more detail as it was not only the ¯rst practical
demonstration of molecular computing with DNA, but it also used a physical machine structure
that is speci¯c to a single instance of a class of problems. The latter concept carries over to other
technologies.
Adleman devised a scheme for solving instances of the directed Hamiltonian path problem by
exploiting the self-assembly properties of DNA molecules [9]. In this problem a directed graph
with a designated start and a designated end node is given. The question to be answered is
whether or not there exists a path in the graph that follows directed edges from the start node to
the end node and ful¯lls the condition that every node of the graph is visited exactly once. No
algorithm is known that would be able to answer this question for an arbitrary given graph with
a method that is not essentially equivalent to trying out all possible pathways until either a valid
path is found or no path remains to be checked. It is generally believed that for any problem in
the fundamental class of intractable problems to which the Hamiltonian path problem belongs,
i.e., the class of NP-complete problems, no better algorithm exists [222].
On a computer with a single processor an algorithm to decide whether a Hamiltonian path
exists in a given graph would be implemented such that it tests one pathway after another.
Taking heed of the fact that start node and end node are ¯xed, the number of possibilities
for for di®erent pathways in a graph can be calculated from the permutations of nodes on the
path. Thus for a graph with n nodes, there will be (n ¡ 2)! potential pathways. In case no
Hamiltonian pathway exists, every possible path has to be checked until the negative answer
is known. Accordingly the worst case time required to solve the problem on a computer that
operates serially scales with the factorial of the number of nodes in the graph. Note, that the
pathways can be tested independent of each other, hence, with several processor, the tests can be
executed in parallel. In principle the checking of all pathways could be accomplished at the same
time if one would have (n ¡ 2)! processors available. Thus the, with respect to node number,
hyper-exponential requirement in time can be traded for an equivalent requirement in number
of processors. This tradeo® would not help to overcome the intractability of the problem, but
if the ¯ne grained parallelism of interacting molecules can be put to work it could conceivably
yield results for problems of a size di±cult to solve with a serially operating computers.
Figure 16 illustrates the DNA computing scheme for solving the Hamiltonian path problem
introduced by Adleman [9]. The graph solved by Adleman had seven nodes connected by ¯fteen
edges. To simplify the description we consider the minimalist example of a four node graph. The
directed graph for the problem instance is shown in panel A. The node labeled A is designated
as the staring node and the node labeled D is the end node. The question is whether a path
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Figure 16: Solving an instance of the Hamiltonian path problem with DNA after [9]. Lower
case letters indicate short oligonucleotides (10 bases). The sequence of these oligonu-
cleotides is of no particular importance, as longs as the sequences designated by di®er-
ent letters di®er signi¯cantly. A bar above a letter indicates a sequence complimentary
to the sequence designated by the letter. See text for explanation.
exists from node A to node D visiting nodes B and C each exactly once. With four nodes there
are (4 ¡ 2)! = 2 potential pathways to go from A to D passing through every node only once:
A{B{C{D and A{C{B{D. The former is a valid path in the directed graph and indicated in
panel B with ¯lled arrowheads. The latter, however, is not possible in the given graph, because
there is no edge connecting node A to node C. Of course there are other pathways from A to
D, for example, A{B{D or A{B{C{B{D, but these do not ful¯ll the above stated condition for
Hamiltonian paths. While in the given example only one solution exists, in general there may
not be a unique solution; discovering any one of several solutions is then su±cient to decide the
answer for the problem.
The aim is now to represent the graph shown in ¯gure 16A with a set of DNA molecules in
such a way that upon combining these molecules will form a structure that indicates whether
a solution to this particular instance of the Hamiltonian path problem exists. To this end a
20 nucleotides long DNA molecule is formally assigned to each node in the graph. The actual
sequence of the bases in these oligonucleotides is irrelevant as long as the sequences are orthogonal
in the sense that each node has a sequence that does not interact with either the sequence of
another node or the complement of a sequence of another node. Assigning random sequences to
the nodes is likely to insure orthogonality in small graphs. The oligonucleotide sequence assigned
to node A is designated in ¯gure 16B with aa0, the one for B, C and D are labeled bb0, cc0, and
dd0. The ¯rst character stands for the ¯rst 10 nucleotides in the sequence, the second, primed,
character stands for nucleotide 11{20.
Based on the formal assignment of sequences to all nodes in the graph, a set of DNA molecules
is synthesized (¯gure 16C). This set represents the entire graph and contains one DNA molecule
for every edge and one molecule for every node in the graph, except the start and the end node.
The DNA molecules representing nodes are simply the complements of the sequences formally
assigned to the nodes, ie. ¹ bb0 and ¹ cc0. A bar over a letter indicates the complement of the sequence
designated by the letter. It is convenient to use edge 2 as example in describing the construction
of DNA molecules representing edges, because edges leaving the start node or arriving at the
end node (i.e., edges 1,3,4) are treated somewhat di®erently. Edge two leaves from node B to
which the sequence bb0 was assigned. The ¯rst half of the oligonucleotide representing edge 2 will
therefore correspond to b0. The edge arrives at node C to which the sequence cc0 was assigned.
Accordingly the ¯rst half of the oligonucleotide representing edge 2 will correspond to c, thus
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an oligonucleotide with the sequence b0c will be used to represent edge 2. The same method is
applied to obtain the sequences for representing edge 5 and 6. For reasons explained below, the
edges 1,3, and 4 are represented by longer sequences (30 nucleotides).
Edge 1 leaves from the start node and is therefore represented with a longer oligonucleotide.
The ¯rst part of this molecule has the identical sequence to the one that was assigned to the start
node (aa0) this is followed by the ¯rst half of the sequence formally assigned to the node where
the edge arrives, i.e., by b, thus the full sequence representing edge 1 is aa0b. The sequences for
edge 3 and 4 are constructed analog to sequence 1, but ending with the full sequence assigned
to the end node D. The full set of single stranded DNA molecules representing the graph shown
in ¯gure 16A is depicted in panel B of ¯gure 16.
Now after DNA molecules for all sequences required for representing the graph have been
synthesized, the molecules are combined and permitted to interact under conditions where ten
complementary bases provide su±cient attraction to yield a stable self-assembly product. Due
to the o®set complementarity of the constructed molecules they will self assemble in the stag-
gered fashion with overhanging sticky ends as illustrated in ¯gure 14B. Two of the possible
self-assembled structures are shown in ¯gure 16D. The design of the sequences insures that an
edges can only bind to nodes and vice versa. Every self-assembly product corresponds therefore
to a path that exists in the graph. If the number of copies of each molecule in the set representing
the graph is su±cient, then a self-assembly product for every possible non-cyclical pathway in
the graph should be formed. If a Hamiltonian path exists in the graph then with high probability
a self-assembly complex that represents this path has been formed.
The resulting self-assembly products are stabilized by enzymatic introduction of covalent bonds
between oligonucleotides lined up next to each other (indicated with black dots in ¯gure 16D).
The self-assembled complex of molecules representing edges and molecules representing nodes are
thus converted into two complementary DNA strands, one of which is the contiguous sequence of
the molecules representing edges and the other is a continuous strand formed from the sequences
representing nodes in the self-assembly complex. In the following steps only the DNA strand
representing the edges is of interest.
Next, the reaction products are screened with analytic methods for the existence of a molecule
representing a Hamiltonian path. Three selection steps are applied to eliminate sequences that do
not meet the requirements for such a paths. First, a technique called polymerase chain reaction
(PCR) is applied to increase the concentration of those sequences that contain the correct start
and the correct end node. The replication is achieved by enzymatically synthesizing a DNA
strand from individual nucleotides using the strand to be copied as a template for the synthesis
[223]. The PCR process, illustrated in ¯gure 17 requires two short chemically activated primer
oligonucleotides that are chosen according to the two sequences representing the start node and
the end node. On theoretical grounds the PCR ampli¯cation would not be necessary, because a
later test applied to insure every node is present in the sequence will also select for the presence
of the start and end nodes. However, the number of reaction products formed from the molecules
representing a graph can be very large, indeed for a graph with loops there is in theory no limit
on this number. Therefore in practice it is important to increase the concentration of those
molecules that may represent a Hamiltonian path and PCR allows for the sequence speci¯c
selective ampli¯cation.
Subsequent to the PCR ampli¯cation of sequences with the correct start and end nodes, the
sequences are separated according to their length by means of gel electrophoresis [223]. This pro-
cess uses the fact that the mobility of DNA fragments in a gel is typically inversely proportional
to the logarithm of their length [12]. In the PCR reaction illustrated in ¯gure 17, for example,
the second sequence shown in ¯gure 16D (aa0bb0dd0) would also be ampli¯ed exponentially. From
the length of the oligonucleotides used to encode an edge together with the number of nodes
in the graph and the fact that every node has to appear exactly once in a Hamiltonian path,
the exact length of any molecule that could represent a valid path can be calculated. It is here
where the above described special representation of the edges originating in the start node and
the edges terminating in the end node comes into play.
If sequences with the correct length have been detected it is now necessary to verify that every
node in the graph is actually present in the path represented by at least one of the sequences.
While not possible in the example graph (¯gure 16A), in general a loop in the graph could lead
to the formation of a DNA molecule representing the correct start node and end node and having
correct length, but with a node that occurs more than once in the path and correspondingly one
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Figure 17: Polymerase chain reaction exponentially increases the concentration of a speci¯c target
sequence (T). Two primers oligonucleotides (P), one equivalent to the complement of
the end, the other one equivalent to the start of the target sequence are provided. The
complementary primer binds to the target strand and enables the polymerase enzyme
to synthesize (S) a complementary copy using the target strand as template. The
resulting duplex (D) is melted by heating (M) into single strands. Synthesis can now
proceed on both strands, using both primers. This cycle is repeated several times.
By using a polymerase from a thermophilic bacterium that withstands the melting
phase and supplying su±cient nucleotides, the process only requires cycling of the
temperature. Strands that match only one primer are ampli¯ed linearly with the
cycle number, strands that match start and end primer are ampli¯ed exponentially.
or several nodes missing from the path. The testing for the presence of the nodes is done one
node at a time.
The sequences remaining after the gel electrophoretic selection for length are tested for the
presence of a given node with hybridization probes. Molecules with the sequence representing
the node of interest in the set of molecules that represent the graph (¯gure 16C) are chemically
coupled to a solid support. The mixture of sequences to be tested is brought into contact with
the solid support and sequences that contain the representation of the node will bind to the
support. All sequences that did not bind to the support are washed away and discarded. Then
the bound sequences are released from the support, e.g., through warming. Any sequence in this
remaining set is now known to contain the representation of the node tested for.
The above procedure is repeated with the next node using he sequences remaining after the
previous test until the test has been executed for every node in the graph. If DNA molecules
are remaining after the ¯nal test then a Hamiltonian path exist in the graph and conversely if
no DNA molecules remain there exists no such path. Note, that the testing for the presence of
a node in the sequence is the only operation in this computing scheme for which the number
of executions depends on the size of the graph. The number of required testing steps increases
linearly with the number of nodes [9].
The linear scaling of e®ort with regard to graph size as compared to the factorial scaling for
a serial algorithm attracted attention. Clearly, trading space for time does not overcome the
intractability of NP-complete problems. But would it be possible push the boundary of what
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can be computed in practice? The answer to this question would have immediate application in
the assumptions made regarding the security of cryptographic systems.
Now, at the end of its ¯rst decade the ¯eld of DNA computing, however, appears unlikely to
advance the limits of practical computation. Three factors are impeding the realization of many
theoretical suggestions that have been published in the past decade:
1. DNA molecules are macromolecules [224]: While it is common to handle mol quantities
(1 mol = 6:0232 ¢ 1023 particles) of small molecules, the same can be impractical for
macromolecules. A mol of water ¯ts in a brandy glass, but a mol of E. coli DNA weights
2.4 tons; dry. (The mean molecular weight of a nucleotide is ¼ 308.)
2. Hybridization is not string matching [225, 226]: The interaction of DNA strands cannot be
described well with in logic formalism, physics has to be taken into account. It is possible to
calculate from empirical parameters good predictions for the association of DNA oligomers
[216], but it is not easy to design a large set of oligomers free from unintended interaction.
In addition to the variation in thermodynamic stability of assembled sequences, DNA
exhibits considerable secondary structure variation [227, 228]. For computing concepts
that rely on high-¯delity logic operations the variability in the behavior of oligonucleotides
is problematic.
3. Di®usion does not scale up [229]: Di®usion is fast on microscopic scale, but very slow on
macroscopic scale (cf. section 4.1). Mixing is also di±cult, because the highly asymmetric
DNA molecules break easily.
In combination point one and three place a limitation on how far the time-space tradeo® for
complex problems can be taken. Massive parallelism requires DNA molecules in large numbers,
which in turn requires a large volume and in the large volume the speed of interaction among
molecules is low. At present there is no technique in sight that would be suitable for scaling DNA
computing to a level relevant for the practical solution of complex problems. Nevertheless, an
application in the ¯eld self-organizing materials appears plausible and is discussed in section 4.3.
The conformational dynamics of polynucleotides that interferes with attempts to realize formal
string processing concepts in form of what has been termed [226] \hybridization logic", however,
can conceivably be used for information processing in a non-programmable device [230]. If
conformational dynamics is employed rather than suppressed then biomacromolecules exhibiting
a more pronounced variability in their secondary and tertiary structure than what is observed
in DNA become of interest for implementations [213]. Conformational switching in the BR
protein, discussed above (section 3.3), is at the core of its information processing applications.
The following section describes more generally computing concepts based on the intra-molecular
dynamics of macromolecules.
3.6 Conformation-based Computation
The conformation of a molecule describes the preferred spatial position of its atoms. Transi-
tions among di®erent conformations of a molecule do not require breaking of covalent chemical
bonds. The conformation of macromolecules has a strong in°uence on its physical and chemical
properties.
Proteins, i.e., amino-acids polymers, show a particularly pronounced variability in stable con-
formations found within the same class of molecules. The conformational variability among
ribonucleotide polymers, for example, is signi¯cantly lower [231]. This variability of protein
spatial structures a®ords large °exibility in function and underlies proteins' central role in medi-
ating almost all functions in living cells. The present section will therefore focus on information
processing with protein conformation. However, all macromolecules show conformational change
and conformation-based computation can be implemented with molecules other than proteins;
the next section will describe an implementation with RNA.
Rotation around the covalent bonds that hold the amino acid chain of a protein together
allows for extensive °exibility in the chain. As a result of electrostatic interactions among the
amino acids and between the amino acids and their chemical surround (e.g., water, and salts
or other proteins [207]) these °exible chains can curl up into compact three-dimensional shapes.
During this folding process amino acids distant from one another in the one-dimensional sequence
interact through their proximity in space [232]. The cumulative e®ect of numerous interactions
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that are individually weak relative to thermal energy lead in this way from a sequence to an
elaborate spatial gestalt. Experiments with random sequences ranging from 80 to 141 amino
acids in length indicate that, even under the restriction to physiological conditions, many of
the large set of possible sequences are likely to fold [233, 234, 235]. Folded proteins in aqueous
solution expose hydrophilic amino acids at their surface and bury hydrophobic amino acids in
their core. Within cells folding into the functional form occurs spontaneously for some proteins
while others require the assistance of special proteins, so called, chaperons [236]. The need for
chaperons arises in part from the high density of nascent proteins locally present in the cell
during protein synthesis. Chaperon bind to partially folded proteins with exposed hydrophobic
groups to prevent their aggregation [237]. The view that an amino acid sequence will fold into a
unique native structure was held for a long time [238], but evidence that seems to indicate that
variation in the physicochemical milieu in which a protein folds may result in folding variants
supporting alternate functional capabilities is accumulating [239]. The folding equilibrium of a
protein can be in°uenced, for example, by direct interaction of the solute molecules with the
protein [240] or indirectly by solutes that alter free energy of bulk water and thus a®ect the
strength of hydrophobicity [241].
The signi¯cance of the folding process as a physical rather than a formal mapping from sequence
to function has been stressed repeatedly by Conrad [242], especially with regard to evolvability
[243, 244, 245] and the role of proteins in molecular computing [29, 246, 212]. It is this self-
organizing step that fundamentally di®erentiates the building block principle as employed by
nature from the planned assembly of modular components commonly used by human engineers.
Arguably the latter is precluded by the di±culty of mapping between spatial structure and amino
acid sequence [247, 248]. The folding itself is controlled by kinetic as well as thermodynamic
factors. It has been suggested that energetically di®erent metastable folding states with similar
tertiary structure are assumed under the kinetic in°uence of the physiochemical context during
the folding [249]. Force-induced unfolding of single molecules [250, 251] may in the future shine
light on the variation in characteristics among the folding products of identical amino acid
sequences.
The spatial shape resulting from the folding is stabilized by intramolecular forces and protein-
solvent interaction [252, 253]. Still, the folding process does not simply terminate at an arbitrary
point in time [254]. The folded shape possesses a de¯ned agility that enables it to assume
numerous conformational states [255, 256]. Cavities in the folded protein allow for the amino
acid side-chains to rotation required for conformational change [257]. The energy of the con-
formational states and nearly isoenergetic substates can be described by a hierarchy of rugged
energy landscapes [258, 259]. Under given milieu conditions a distinct subset of these states is
favored. A change in physiochemical context can induce a switch to a di®erent favored set of
states [260, 261]. In fact the conformation of a folded protein remains so °exible that Gavish
likens hydrated proteins to highly associated viscous liquids [262].
The spatial structure of the folded state and its associated concerted conformational motions
are crucial to the function of a protein. That the origin of the highly speci¯c function of enzymes,
i.e., catalytically active proteins, lies in their spatial structure was proposed by Thierfelder and
Fischer and led Fisher [263] to his well known metaphor: for the enzyme to have an e®ect it has
to ¯t to the substrate like a lock to a key. Since then the picture of enzyme-substrate interaction
has become increasingly more dynamic [264, 265] and it is now thought that the above noted
selection of conformational substates is also involved in enzymatic catalysis [266]. It may be
noted that here again an instructive paradigm [267] is shifting towards a selective paradigm
[268, 269], a situation that is common in biological research, as Jerne [270] observed.
Motions of the protein occur during catalysis from substrate binding, over transition state
binding to product release [271]. The fast low energy conformational changes can be grouped into
hinge motions and shear motions [272]. The former are mainly constrained by secondary structure
and result in a few amino acids undergoing large motions, while the latter are also constraint by
tertiary structure and involve many amino acids along the shearing interface undergoing small
motions. A rather low catalytic activity of rigid antibodies for transition state analogs and other
static low molecular weight enzyme mimics point towards the importance of conformational
dynamics for the e±ciency of enzymes [273, 274]. Intriguingly, the conformational state of a
protein may depend on its previous interactions [275]. Observations on single molecules of the
enzyme horseradish peroxidase, for example, have shown that conformational states are a®ected
by past states over a range of seconds [276].
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From the viewpoint of technical applications it is interesting to note that conformational
motions in proteins have been recorded from nanosecond to second time scale by °uorescence
spectroscopic methods (e.g, [277, 278]) and conformational change induced by alterations of the
physiochemical context has also been observed via °uorescence (e.g., [279]).
The dynamics of proteins facilitates the remarkable speci¯city and speed of enzymatic catalysis.
It is also the key to precise and versatile regulation of protein mediated catalytic activity. For
the signaling nodes connecting multiple pathways in a cellular regulation network two regulatory
e®ects are found [280]. In the ¯rst, cooperative regulation, one signaling substance enhances the
sensitivity of the enzyme for another signal without a®ecting the maximum response level of the
enzyme. The second is multi-state regulation, in which the signals modulate the output level,
but do not alter the sensitivity of the enzyme to signaling substances.
The e®ect of regulator substances on binding sites is transmitted by conformational motions
to the catalytically active site [32, 281, 282]. These motions may include high-energy transitions
with repacking [283] and may spread rapidly by direct conformational interactions among proteins
that are in contact [284, 285]. The recognition of the conformational state of one protein by
another protein plays a role in regulation as well as intracellular quality control [286].
With the above description of protein conformational dynamics in mind it is evident that
a protein is not a simple molecular switch but rather a complex nonlinear processing network
of thousands of nuclei and tenth of thousands of electrons coupled in a highly re¯ned pattern
of electrostatic interactions. This network does not only comprise the protein itself, but also
molecules bound to it, and furthermore is also coupled to the detailed structure of its solvent
[264]. In general the solvent is water, but for transmembrane proteins the structure of the
lipid bilayer hosting the protein is also relevant. Accordingly proteins can sense and react to
alterations in the solvent structure caused by molecules that are not in direct contact with them
[241]. The fusion of sensory information in a seed's decision to germinate can serve as an analogy
to underline the contrast between a molecular switch and the conformation-based information
processing of a protein reacting to the physiochemical context of surrounding milieu features
[287]. The conditions under which a seed germinates and also the conditions under which an
enzyme acts do not have simple logic descriptions. Numerous factors from an essentially open
context interact in a time dependent fashion to yield a probabilistic response. Only under
narrowly prescribed conditions that largely ¯x the potential signal inputs to the protein is a
description of the protein behavior as logic gates appropriate [288, 289, 290]. Even simplistic
descriptions of enzyme kinetics, however, are equivalent to quite sophisticated circuits [291] and
in general a view of individual proteins as black-box computers [292] is more apt.
The elaborate intramolecular dynamics of proteins, commonly regarded as a nuisance for pro-
tein structure prediction, is a resource that can usefully be employed for information processing
[293, 294, 295, 38]. The concept of conformation-based computing is illustrated in ¯gure 18. A
macromolecule, for example a protein, is perceptive to the physiochemical milieu in which it is
immersed. Intricate microphysical interactions (described above) between the protein and the
milieu enable the protein to selectively respond to speci¯c signal patterns in the milieu while
ignoring other features in its complex physiochemical surroundings. Thousands of atoms com-
prising the protein act as a network to concertedly fuse the information carried by the milieu
signals. The e®ect of the milieu on the protein is a bias in the probabilities for the protein to oc-
cupy a particular subset of conformational states. Di®erent conformational states are associated
with di®erences in function. Accordingly the output could be a chemical signal, if the protein
is an enzyme, it could be a shift in its absorption spectrum (as in the BR molecule discussed in
section 3.3), or a °uorophore and quencher could be attached to the protein to obtain information
about its conformational state (cf. sections 3.2 and 3.7). The number of potential milieu factors
that could conceivably be used to encode input signals is virtually boundless [296] as there is no
need to limit the selection to chemicals and concentrations found under physiological conditions.
Biological cells contain thousands of proteins. In unicellular organisms, such as amoeba or
paramecium, all the information processing is mediated by molecular networks. Chemical sig-
nals from the environment are communicated through the cell membrane, either directly or by
triggering the release of internal chemicals through interaction with membrane receptors. The
signals in°uence speci¯c proteins in these networks, leading to cascades of reactions that even-
tually culminate in the action of the cell. In an arti¯cial device the output could, for example,
be mediated by °uorescence probes attached to the protein. But if the protein is an enzyme,
changes in physiochemical context that alter the preferred conformational state of the enzyme
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Figure 18: Conformation-based computing. Chemically coded input signals impinge on the con-
formational dynamics of a macro molecule. The complex conformational dynamics
provided by a network of thousands of electrostatically coupled atoms a®ords rich non-
linear factor interactions among the input signals. Alterations in the macromolecules
conformational state distribution yield the output signal, either by modulating chem-
ical or physical properties of the macromolecule. Reprinted from [38].
most often will alter the activity of the enzyme and hence the speed of the reaction catalyzed
by the enzyme. Therefore the catalytic activity of such enzymes provides a sensitive indicator
of conformation change.
Experimental studies with the enzyme malate dehydrogenase (MDH) showed that divalent
ions can be used to modulate its activity [297]. If inputs are coded with ionic signals and the
concentration of the product formed by the reaction catalyzed by MDH is regarded as the output
signal a variety of logic gates (AND, OR, XOR, NAND, NOR) with a response time of less than
10 s have been implemented using Mg2+ and Ca2+ as input signals [298]. Figure 19 shows ion
concentrations for signal encodings that yield logic OR, XOR or NAND output. Recall that the
NAND operation is a universal operation in the sense that any other logic gate can be composed
from a network of NAND gates (cf. table 3). Of particular interest is the XOR operation
as the simplest not linearly separable function. For implementing the XOR operation a non-
monotonic response of an elementary component is required since no non-monotonic operation
can be implemented with a network composed of only monotonic elements [299].
The non-monotonic MDH response is likely due to opposition between an activating e®ect and
a suppressive e®ect. Ions not involved as reactants have in numerous cases been found to enhance
enzymatic activity [300, 301] and an activating e®ect has been found [302] for Mg2+ (and exists
according to our observations [297] also of Ca2+) a®ecting MDH. On the other hand, high ionic
strength unspeci¯cally suppresses MDH activity [303]. For the reverse reaction a non-monotonic
e®ect on MDH activity has been observed in response to phosphate ions [304] and recently it
was reported that several other ions can also be used to achieve non-monotonic modulation of
MDH activity [305]. In this study the enhanced activity of MDH in the presence of ions at low
concentration is attributed to a stabilization of the dimeric MDH supramolecular complex, while
the reduced activity at increased ionic strength is attributed to conformational change in the
enzyme.
In the experiments with MDH chemical signals were used to in°uence its conformation. It is
also possible to alter the conformational state of a molecule through optical signals. The con-
formational state switching of BR described in section 3.3 is a case in point. Sivan and Lotan
investigated the potential of photoinduced conformational change for enzymatic computing [306].
They use two light activated components in their system. First, a chemically modi¯ed version of
the enzyme ®-chymotrypsin the catalytic activity of which can be controlled by radiation with UV
light. And, second, the ®-chymotrypsin inhibitor pro°avin. Pro°avin can be reduced photochem-
ically with blue light to acridan which does not inhibit ®-chymotrypsin. With this combination
of two reversibly photo controlled components the authors demonstrated an enzymatic AND gate
with optical input [307]. The output signal is, as in the MDH system, thresholded enzymatic
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Figure 20: Deoxyribozyme NOT gate [325]. In the absence of an RNA input strand (IS) the
deoxyribozyme (DRZ) is active and cleaves the output strand (OS). Upon separation
of the °uorophore (F) and quencher (Q), both of which are connected connected
by the intact output strand, a °uorescence signal indicates a 1-output for the gate.
Moreover the two separated parts of the output strand can serve as input for further
gates; panel A. If a the input strand (IS) is present, it will self-assemble with the
deoxyribozyme and distort its conformation. The deoxyribozyme is no longer active,
the output strand is not cleaved and consequently no output signal is produced; panel
B.
The complex context-sensitivity of macromolecular conformational dynamics poses a challeng-
ing task for investigators studying the physiological function of these molecules. But it is also
a computational resource for living cells. It enables the implementation of molecular control
networks that fuse signals with far fewer components than what would be required if simple,
context-free switching nodes would be employed. The chemotactic behavior of bacteria is a case
in point [323, 324].
We will now turn to a recently introduced computing concept that combines conformational
computation with elements of molecular switching and self-assembly computation.
3.7 Allosterically Regulated Deoxyribozymes
In a fascinating series of papers [325, 326, 327] Stojanovic and Stefanovic ¯rst described the de-
velopment of a universal set of nucleic acids-based logic gates with the crucial property of using
RNA molecules for both input and output signals. These logic gates are DNA-based enzymes,
called deoxyribozymes (DRZ), that cleave speci¯c RNA oligonucleotides. Their enzymatic ac-
tivity can be altered by oligonucleotides capable of binding to the DRZ and thus altering the
conformation of the DRZ. This process is illustrated for a NOT gate in ¯gure 20. Input and
output use the same type of signals, i.e, RNA oligonucleotides, and, moreover, these signals can
be speci¯c due to their distinct nucleotide sequences. Second, the °exibility of allosterically con-
trolled deoxyribozymes has then impressively been demonstrated by implementing a simpli¯ed
tic-tac-toe game [327]. The network, e®ectively a molecular automata, responds according to
¯xed rules to up to 8 distinct input molecules with up to 8 sequential output signals. The rule
set is implemented with a permanently active DRZ and 23 DRZ logic gates, 19 of which have
three inputs (f(x,y,z)= x AND y AND NOT z). In theory the aforementioned properties of DRZ
should allow for the implementation of networks of logic gates. This would require that one part
of a cleaved output strand can act as input for a subsequent gate. However, the logic operations
demonstrated so far have been limited to parallel operation of gates [326, 327] and sequential
operations have not yet been shown.
We must not omit to mention here that the DRZ gates have slow switching times especially
under physiological conditions. It may take 15 to 30 minutes to establish a good signal to noise
ratio for the output, the stable output being maintained in vitro for several hours [327, 326].
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Under non-physiological conditions switching times of less than one minute have been reported
for one gate [326].
Simple logic circuits operating at time scales of minutes are exceedingly slow in comparison to
their solid-state counterparts and provide no path to advancing computing power. Nevertheless,
such circuits may ¯nd broad application as they can potentially be integrated into living cells.
The implementation of arti¯cial control structures in into cells would allow for dynamic control
over cellular metabolic pathways [328] and gene expression networks. It is in this context that
switches [8] and logic gates in genetic networks [329] are studied.
That in vivo control of cells for medical and environmental applications will become an ap-
plication niche for molecular computing had been recognized a decade ago [330, 225]. Recently
an in vitro study suggested how arti¯cial intracellular control may be used in cancer treatment
[331]. A stochastic molecular automaton recognizes RNA strands, the presence or absence of
which in combination indicates an aberrant cell. If the molecular automaton reaches a state
that indicates a positive diagnosis, the cell will be treated with the release of an oligonucleotide
strand. This strand is chosen to interfere with the synthesis of a particular protein by binding
to the messenger RNA that encodes for this protein.
The following section departs from the slow information processing adequate for controlling
molecular processes such as gene expression or the cell cycle, and describes an application of
molecules aimed at computations infeasible with conventional architectures.
3.8 NMR Quantum Computing
Molecules play the central role in a computation scheme quite di®erent from the previously
discussed concepts. The the two states of an input bit of a classical logic gate can be represented
by eigenstates of a quantum mechanical system. Appropriate physical manipulation of the system
can then move the system to a new state in which the output of the gate can be obtained from
determining the state of a particular component of the quantum mechanical system. The fact
that in a quantum system bits do not need to be in one of the two states but can also be in
superposition of both is of particular interest and such bits are termed \qubits" to indicate
this property. Quantum logic gates can operate on qubits in superposition state and yield a
superposition of the output for both eigenstates of the qubit in one operation [332]. In principle
this quantum parallelism extends to quantum computers assembled from quantum logic gates. A
quantum computer with n input bits could thus map simultaneously all possible 2n inputs into
a superposition output state involving the results of each of the possible inputs. While it is not
feasible to retrieve from the output state the result for each individual input, global properties of
the output may be useful for particular problems. Global properties could be obtained with an
exponential speedup as compared to a classic computer that would need to compute the result
for each setting of the input bits separately. For a few applications, most notably for factoring
integers [333], algorithms that can make use of the global property of the result have been
developed. Another application for a quantum computer would be the simulation of quantum
systems, an intractable problem on a classical computer [334].
One possibility for implementing qubits is to use atoms with unpaired nucleons (1H, 13C, 15N
19F 31P, 35Cl, 79Cl), i.e., atoms that have magnetic moments. If such atoms are located in a
magnetic ¯eld the quantum state of the magnetic moments are split into di®erent levels (Zeeman
e®ect). Applying electromagnetic radiation at the resonance frequency of the nucleus gives rise to
transitions of the magnetic moments between the di®erentiated levels. These transitions are ac-
companied by energy absorption or emission [335]. Accordingly the quantum state of the nucleus
can be determined by probing with a pulse and measuring the absorption or emission response to
the probing pulse. By applying carefully tailored sequences of radio frequency pulses the quan-
tum state of a nucleus can be manipulated to implement the required unitary transformations
for performing reversible logic operations [336].
For implementing a network of quantum logic gates it is necessary that qubits can interact.
This is facilitated by direct or indirect coupling of the atoms that represent the qubits by connect-
ing them in an appropriately chosen molecule. A NMR quantum computer is a single molecule;
in practice, however, macroscopic ensembles of identical molecules are used. The qubits in dif-
ferent molecules are not coupled and because all molecules in the bulk material receive the same
pulsed sequences they all perform identical operations. Conversely, the measurement of the out-
put quantum state will provide an average signal from all molecules. While the output from
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the ensemble of molecules in the bulk material allows for a macroscopic response signal, this
averaging is impeding the scale up of NMR quantum computing. The small energy di®erences
that separate Zeeman levels prevent the possibility of preparing the ensemble of molecules in a
pure ground state at feasible temperatures. In practice only a bias of the bulk material towards
the ground state can be achieved, while the signals from the largely equally populated states
cancel out. The weak bias serves as a pseudo-pure state and provides a detectable signal for de-
termining the ¯nal state of a computation. The signal strength, however, falls o® exponentially
with the number of qubits employed. In principle this could be compensated by an exponential
increase in number of molecules, but doing so would nullify the exponential advantage of quan-
tum parallelism over classical computation [336]. Conceivably this di±culty could be mitigated
to some extend with procedures for preparing the initial state of the ensemble with a stronger
bias [337]. Algorithms that accept the exponential increase in resource requirements in order to
simplify initialization have also been suggested [338], but there computational power is better
compared to massive parallel computing methods such as DNA-computing (section 3.5) than to
quantum computation.
So far room temperature liquid-state NMR quantum computing has been the only method to
demonstrate nontrivial quantum computing, albeit with minimalist examples. Several quantum
algorithms including parallel search [339, 340] and integer factorization have been realized. Shor's
factorization algorithm [333], for example, was implemented by representing seven qubits with a
13C-labeled per°uorobutadienyl iron complex and the number 15 was factored into prime factors
three and ¯ve [341].
Whether NMR quantum computing can be scaled up beyond minimalist examples is unclear.
Some authors expect the limit practicable limit to lie below 20 qubit [336], while others estimate
that 50 to 100 qubit could be realistic [337]. In between these predictions lies the threshold above
which quantum computing could outperform classic computing [334]. The main di±culties in
scaling up NMR quantum computing arise from a lack of error correction methods and the
complications in preparing a suitable initial state [336]. Despite these hindrances to a generally
scalable computing scheme it seems possible that NMR quantum computing could reach a level
where it can be usefully applied. The path to this stage, however, may see molecules abandoned
in favor of solid state materials [342, 343].
4 INTERFACES, INTERCONNECTIONS, AND
ARCHITECTURES
Almost all molecular computing implementations that have been demonstrated up to now are on
the level of individual operative devices. Interconnection technologies that enable the combina-
tion of molecular devices into circuits and networks are prerequisite to arriving at fully functional
architectures. Even in conventional computing architectures communication among components
is often a larger obstacle than computation. For many molecular technologies the interconnection
of components into large architectures is an unsolved problem. Nature's molecular computers,
e.g., single cell organisms, and neurons, however, point towards some possible solutions. The
two key interconnection concepts found in natural molecular information processing are signal-
ing molecules (`messengers') and direct conformational interaction. The former does not require
spatial proximity between the communicating components, the latter can provide rapid signal
transmission.
Related to the issue of interconnecting molecular components is the problem of interfacing a
molecular architecture with the macroscopic level. Electrical and optical interfacing is available
for many molecular systems, although optical interfacing in the visible light spectrum usually re-
quires the introduction of special chromophore moieties. The recent availability of semiconductor
devices (LEDs) with emission in the near ultra-violet [344] make optical methods increasingly
more attractive for interfacing molecular materials with conventional electronic architectures.
Many proposed molecular computing devices are not intended to function stand-alone, but as
part of a hybrid molecular-conventional computing system, e.g., as a molecular co-processor [345]
or a molecular memory [172, 346, 173].
Some prototype architectures use the macroscopic ampli¯cation of signals also for intercon-
necting several molecular stages, because of a lack of molecular level interconnection. An early
proposal along these lines was to the electronically controlled release of molecules into a bu®er
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solution common to a number of molecular gates [347, 348] the individual gates would then select
from the common bu®er solution the signals relevant to them by molecular speci¯city.
Both light and electron transfer can serve for interconnecting molecular components as well
as for micro-macro interfacing [349]. Aside from electrical and optical interfaces, magnetic
and mechanical methods have also been investigated [350, 192]. Electrochemical interfacing
of redox-reactions is another possibility. It has been applied, for example, to control a Belousov-
Zhabotinsky medium with microelectrodes [351].
One of the di±culties underlying the afore mentioned interconnection problem arises from
the fact, that the e®ort required for attaining precise prescriptive control increases rapidly with
reduction of physical scale. Aside from homogeneous lattices, it is di±cult to obtain extended
architectures with nanoscale features. Top-down methods for assembling nanotechnology devices
have poor throughput and seem ill suited for mass production [1]. Clearly an increase in com-
ponent density with a concomitant increase in computational power density would be one of the
main advantages of molecular information technologies.
Two main lines of research are under way for circumventing a production bottleneck that
potentially could be more limiting to nanoscale technology than component size [1]. Firstly,
computing schemes that do not require precise control over the underlying computing substrate
are investigated, and, secondly, self-organization is studied as a bottom-up construction method.
4.1 Di®usion and Transport
Within biological cells many signals are transmitted by means of messenger molecules. The
distribution of the messengers through di®usion is relatively fast within the volume of a cell,
particularly if compared to the turnover rate of enzymes. The mean time for a molecule starting
at a random location within a sphere of radius r to reach a target at the center of the sphere
increases with r3, however [229]. For a volume larger than a few ¹m3, di®usion is therefore too
slow to be a practical means of signal transmission. To cover larger distances, for example within
an extended axon of a neuron, biological cells use intricate active transport mechanisms that use
molecular recognition to shuttle signals along ¯laments. Protein targeting is a case in point
[12]. At present it seems unlikely that this level of logistic organization could be obtained and
maintained in a man-made device. Consequently, a molecular computing architecture relying
solely on di®usion for signal transmission would need to be compartmentalized into ¹l volumes
or con¯ne the interacting species in a plane, such as a membrane, to speed up the mean time for
a signal to arrive at its receptor.
4.2 Uncontrolled Structures
On the micro level the ¯ne structure of many materials cannot be fabricated in accordance
with a precise blue print. Nevertheless, several possibilities exist to exploit such structures for
computational purposes:
² Components that perform within speci¯cation can be identi¯ed and only those are then
selected for incorporation into a larger functional unit.
² Error correcting codes can introduce redundancy into stored data to compensate for faulty
memory cells.
² Machine learning methods can be applied to learn how to make use of an existing set of
components \as is".
² An attempt can be made to reorganize the existing structure to suit the application at
hand, for example by burning out undesirable connections.
The ¯rst two methods above are part of the repertoire applied in conventional computing archi-
tectures and are commonly used in magnetic and optical disk drives.
It may be possible to con¯gure circuits composed of several random molecular networks to
perform simple logic operations.
Simulation results appear to indicate the possibility of con¯guring circuits composed of several
random molecular networks to perform simple logic operations [352]. These simulation results
are not speci¯c to a particular material and therefore interesting, despite the fact that they were
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possibly motivated by experimental artefacts [132]. However, in order to arrive at functional
circuits they assumed to know the detailed connections among the randomly connected molecules
to program the random molecular networks with speci¯c pulse sequences. Determining the
interconnections appears di±cult in practice and would not allow for changes occurring over
the lifetime of the device. Furthermore, it is not clear how much hand-crafting was involved in
arriving at structures that could yield functional circuits.
Bahar et al. proposed a framework based on Markov random ¯elds and belief propagation that
assumes a probabilistic computing substrate [353]. It thus allows to include variations in device
fabrication, changes over device life-time, or disturbances from operating close to the thermal
noise limit into consideration. Evolutionary computing provides another method for discovering
useful functionality in random molecular structures [79].
The practicality of the procedures described in this section will depend on how the yield
of functional components scales with the density and cost of the raw components. The more
complex a local structure needs to be, the less likely it is that it will appear in an uncontrolled
fabrication process. To achieve a high yield for complex structures fabrication needs to draw on
the repeatability of self-organizing processes.
4.3 Self-organization
Macroscopic properties of molecular materials are often greatly in°uenced by the orientation
of the molecules. Self-assembly can be a powerful technique to e®ect the desired arrangement
of molecules at a speed suitable for mass production. The idea of using self-organization in
the formation of information processing structures has been discussed at least since the cy-
bernetics movement in the 1960s [354] and successful self-assembly of nanostructures had been
demonstrated almost three decades before [91]. A growing understanding of the signi¯cance of
non-covalent bonds for biological structures together with increasing success in the design of syn-
thetic building blocks that self-assemble into supra molecular structures [84, 3] have highlighted
the potential of using self-assembly for the fabrication of molecular devices.
Seeman demonstrated in extensive work the versatility of DNA for constructing nanostruc-
tures with a collection of topologically interesting two- and three-dimensional supramolecular
assemblies [355]. These structures self-assemble from small carefully designed DNA duplexes
with sticky ends (cf. ¯gure 15B) and can be used as nanomechanical sca®olds [356]. In an ap-
proach reminiscent of Ulmer's suggestion to use two-dimensional protein tiles for self-assembly
of random access memory (RAM) in a mosaic tile °oor like fashion [27] the possibility of algo-
rithmic control over the self-assembly process has been considered [36, 357]. Appropriate design
of the building blocks should enables the self-organization of complex patterns. In theory even
a memory array including its address decoder can self-assemble [358]. In practice however errors
occurring during the assembly are likely to limit size and complexity of the patterns that can
be realized [359]. It will be important to develop robust self-assembly algorithms that tolerate
local faults without propagating them during the self-assembly. As long as e®ects from noise are
con¯ned and do not spread throughout the structure useful systems could be assembled even
with a relatively high error rate. A memory with 10% faulty memory cells, for example, would
still be useful. The established techniques for coping with disk drive errors, like a table keeping
track of bad memory cells and error-correcting codes can be applied to provide a virtual fault free
memory of reduced size. In general it appears likely that self-assembly will need to be combined
with techniques such as those discussed in section 4.2 to achieve systems complex enough to
possess of interesting functionality.
The °exibility of DNA self-assembly can be used to assemble other components by functionaliz-
ing them with single DNA strands [360]. Single stranded DNA can be covalently attached to the
end of carbon nanotubes [116], for example, to facilitate the controlled self-assembly of nanotube
structures that are more complex than the regular structures obtained through the application
of an alternating current electric ¯eld [361]. Nanotubes themselves can also self-assemble from
appropriately chosen DNA strands (yielding tubes of ¼ 25 nm diameter) and subsequently coated
with silver to form conductive nano-wires [362]. The speci¯c self-assembly of DNA molecules
allows for speci¯c interconnections between the DNA tubes and suitably prepared contact points
[363]. Another thing to be noted is that random DNA networks have been obtained by self-
assembly of polynucleotides [364]. For a recent review of the manifold applications of DNA for
assembling nanostructures see [365].
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Designing a set of self-assembly building blocks from DNA is particularly convenient, because
the hybridization of DNA, i.e., the self-assembly of complementary single strands, is relatively
predictable (cf. section 3.5) as compared to the self-assembly properties of proteins. Notwith-
standing the fact that so far protein sequences cannot be designed for self-assembly, it is possible
to build on proteins with known assembly properties [366] or antibodies can be developed to
bind an intended target molecule [367]. Most natural self-assembly structures are composed of
proteins. Among the advantages of self-assembled protein structures over DNA structures are
increased sti®ness. Potentially much more important, however, is another property of proteins.
If the potential for conformational switching in proteins can be employed in the control of their
self-assembly properties, as is commonly the case in natural protein structures, then protein is
likely to allow for far more sophisticated self-assembly mechanisms than what can be expected
from DNA building blocks [368].
A problem common to all self-assembly protocols is the fact that in each assembly step not
all supramolecular structures may form correctly. After a sequence of assembly steps, numerous
structures may have been formed that are defective, yet in their physiochemical properties so
similar to the correctly formed structure, that it is di±cult or outright impossible to discriminate
between a faulty and a correct self-assembly product on a macroscopic level. If the self-assembled
components are held together by relative weak forces, a self-healing process during which incor-
rectly assembled parts dissociate is sometimes possible. However, in structures with strong bonds
a dissociation is too unlikely to allow for self-healing.
Coupling of form and function together with shape based interaction [212], introduces an
automatic error control in biological systems. A protein that is missfolded or mutated and
thus is likely not to function correctly, will have an altered shape and hence is not likely to be
integrated into the protein interaction network.
To arrive at complex extended architectures an energy driven development and growth process
is required. Development of a functional structure should restrict the search space to avoid a
de nuovo design for every instance, but at the same time provide the °exibility to accommodate
a wide variation in boundary conditions and to adapt the developing structure to the speci¯c
demands encountered during growth [369, 370, 371]. Growth processes in nature are highly
adaptive and, as an essential property for evolution, are °exible with respect to variations in
the parameters of the growing system as well as adaptive to di®erent environmental conditions.
Furthermore, the integration density in three dimensions [372] far exceeds anything one could
reasonably hope to achieve with top-down assembly.
5 PERSPECTIVES
At present there is good progress in bulk molecular materials with devices reaching the market
place. A ¯rst system using a protein (BR) as main active component is commercially available
since several years [157, 155] and numerous patents for the use of this protein in information
technology applications have been ¯led [156]. Single molecule (true molecular) devices however
are still at an early laboratory stage. Tremendous challenges lie in the path to a widely applicable
molecular information technology based on single molecule devices. Yet these challenges are
matched by the opportunities they open up. Nature relies heavily on molecular structures for
information processing. It provides a proof of concept and is an invaluable source for hints on
how to overcome the obstacles.
A key area that needs to be addressed is the development of assembly routes capable of deliv-
ering extended heterogenous nanostructures at a time scale that does not increase proportional
with the component count. This will require a novel engineering approach that does not depend
on the direct control of individual components. The spontaneous generation of supramolecular
architectures from molecular components may provide a path to self-organized functional archi-
tectures [80]. Self-organizing processes ranging from self-assembly to growth and development
will play a central role in mimicking the high integration density of nature's information pro-
cessing architectures in arti¯cial devices. In the long run a dynamic exchange of components in
the functional system is desirable to insure long term reliability. Once a technology for growing
nanostructures is in place, self-repair will come into sight as an extension of the growth process.
The ultimate form of self-repair would be self-reproduction. Conceivably technical structures
could be implemented as virus like systems that rely on a host cell system for reproduction, thus
largely avoiding the overhead associated with a autonomously self-reproducing system.
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The second, and no less important issue, is the development of computing concepts that exploit
rather than suppress the physics of the materials used for their implementation. Combinatorial
synthesis is now applied in the search for new materials such as, luminescent materials, polymer
semiconductors, high temperature superconductors, and novel magnetic materials. At the same
time techniques for producing biomaterials and manufacturing nano-materials are rapidly devel-
oping. The potential for discovering novel compounds with properties of commercial interest is
high. For example, about 18 million organic compounds are known today|a negligible num-
ber if compared to the space of possible organic molecules, estimated to 1063 substances [296].
Supramolecular chemistry, by means of self-assembly of components further increases the space
of possibilities [373].
In the near future we will see materials with unprecedented characteristics arriving at an
increasing rate. But so far we are not on a path to harnessing these new materials in an e®ec-
tive way for increased computational power. Computer science has to change its requirements.
Trying to coerce any computational substrate into acting as fast boolean switching network is
likely to largely relinquish the true capabilities arising from broadening the material basis of
computation to include molecular and nano materials. Novel computing concepts need to match
the new materials [73]. Cellular automata and neural networks provide possible starting points
for parallel computing schemes more suitable to molecular implementation. The development
of simple arti¯cial biochemical `neurons' [374, 375] may provide an approach to computational
infrastructure more closely aligned with the natural capabilities of molecular materials than the
quest for logic gates.
What are the opportunities opened up by molecular materials? Many information processing
problems e®ectively addressed by cells and organisms are out of reach for present-day computers.
Nevertheless, early application domains for molecular technology are not likely to compete with
conventional technology in the near future as regard to raw computing power. Early applications
are likely to fall into two categories using biocompatibility and high integration density, respec-
tively. Bioimmersive computing requires arti¯cial information processing device at the cellular
level. Fusion of signals from multiple receptors incorporated into living cells and dynamic control
of a cell's function, behavior, or expression products for medical ('living pills') and environmen-
tal monitoring ('living sensors') are potential applications. Engineered microbes [376, 377] with
bioimmersive control structures may be employed for detoxi¯cation or for the accumulation of
rare substances.
The second domain is coherent perception-action under real-time constraints in microrobots.
Molecular technology may in the future be able to deliver the high integration density and low
power consumption that is required to narrow the gap between simple biological organisms and
present arti¯cial devices in size, performance, and adaptability [378, 379, 380].
Finally, it is worth pointing out that integrating new devices into existing technology can be
expected to be slow. Despite the close analogy between transistors and vacuum tubes [381] and
the undisputed advantages of the transistors in size and power consumption, it took ten years
from the announcement of the transistor [382] to its appearance in a practical computer [383].
It will likely take much longer until novel computing schemes and architectures will become
standard components in computers.
Until now the history of science has seen a sharpening of the line separating inanimate matter
from animate matter [384]. I am disposed to think that we are at the ¯nal stage of this process
and that in the coming decades this distinction will become increasingly blurred.
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