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Investigation over 14 months was undertaken at a representative rural location in the state of Himachal
Pradesh to understand the putative correlation between the reported high Respiratory Disease In-
cidences (RDI) with air/particulate pollution exposure in a time series based investigations. Time series
data on RDI cases from public health centers of Jawali, the sampling location, was obtained along with
the corresponding time series data of ambient particulate matter (PM) concentrations in two size
fractions (PM10 and PM2.5). The time series of PM associated carbon formsd elemental carbon (EC), black
carbon (BC), organic carbon (OC), and UV absorbing organic compounds (UVOC)d and meteorological
factors were taken into consideration as explanatory variables. De-composition of respective time series
data-sets using Empirical Ensemble Mode De-composition of separating trends from the multiple cyclic
inﬂuences of variable periods enabled to establish a correlation in the RDI trends with trends in ambient
PM2.5 concentrations and Relative Humidity (RH). Multiple linear regression analysis adequately
explained 99% of the variation in the RDI trends as a function of the trends in ambient PM2.5 and relative
humidity (RH); 77% of the variation was explained by the trends in PM2.5 and 22% by RH.
Copyright © 2016 Turkish National Committee for Air Pollution Research and Control. Production and
hosting by Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://
creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Globally, an estimated 7 million premature deaths from air
pollution exposure were reported in year 2012, 88% of these were
from developing countries (Lim et al., 2013; WHO, 2014). In India,
air pollution associated death rates have registered an increase of
12% between 2005 and 2010 (UNEP, 2014). Investigations from
different geographical locations associate ambient air pollution
exposure with Respiratory Disease Infections (RDI): Acute respira-
tory Infection, acute lower respiratory infection, lung cancer,
chronic obstructive pulmonary diseases, cardio vesicular diseases
and ischemic heart disease etc (Balakrishnan et al., 2013; Brauer
et al., 2012; Ezzati and Kammen, 2001; Mehta et al., 2013; Pope
et al., 2011; Pope et al., 2009; Pope and Dockery, 2006; Smith
et al., 2014). Ambient particulate matter (PM) concentrations,ail.com (A.K. Attri).
ational Committee for Air
ttee for Air Pollution Research and
g/licenses/by-nc-nd/4.0/).particularly PM size fraction having aerodynamic diameter
<2.5 m (PM2.5), stand as a metric for air pollution exposure (Brauer
et al., 2012). Statistical modeling of health outcome time series data
with corresponding air pollution exposure data, also takes into
consideration other factors (e.g., meteorological factors) whichmay
also play a role in causing the health outcome (Arundel et al., 1986;
Lowen et al., 2007). The association between health outcome and
explanatory variables is not always straightforward; temporal
proﬁles of data-sets in question display not only non-linearity but
also oscillations in the data on account of the presence of multi-
cyclic inﬂuences of varying periodicity. Consequently, in an
exploratory investigation the detection of association between the
health outcome and explanatory variables requires appropriate
considerations of multi-cyclic variable periodic inﬂuences: short-
term, seasonal, and trend (Peng and Dominici, 2008; Merrill,
2010). It is common to evaluate association between the two by
using overdispersed generalized additive model (GAM) (Merrill,
2010; Peng and Dominici, 2008). De-composition of respective
time series data over different time scale enables the separation of
trend from cyclic variations to examine their association separately
(Cleveland et al., 1990). In the present context, the estimation of theControl. Production and hosting by Elsevier B.V. This is an open access article under
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in PM, and meteorological variables was accomplished by using
Ensemble Empirical Mode Decomposition (EEMD) method; the
estimation of the trends using this approach follows the stepwise
de-composition of the respective time series data-sets (RDI, PM and
meteorology variables) to separate the embedded cyclic inﬂuences
with minimum assumptions from the trend (Franzke, 2012; Huang
et al., 1998). This approach was used in the present context to
analyze the correlation between the RDI trends with the trends in
PM exposure and meteorological factors from an investigation
undertaken in the state of Himachal Pradesh, part of the Western
Himalayan region, which has reported high incidences of RDI cases
(NHP, 2005e2013).
An exploratory investigation spanned over fourteen month
was undertaken at Jawali, a rural site in Kangra district
(3120e3250N and 7500e77450E) of Himachal Pradesh (Fig. S1,
supplementary material) to understand a putative association
between environmental factors and reported RDI cases. The state
has recorded 1,514,082 ± 78,576 year1 acute respiratory infec-
tion cases between 2005 and 2013 (NHP, 2005e2013). The region
surrounding the site spreads over 36 km2 and has a population of
25,000; the surrounding region is devoid of any industrial ac-
tivity and has low vehicular trafﬁc. Geophysical attributes of the
sampling site are representative of the state's rural regions. The
Jawali region has three state government funded primary health
centers (HC) catering to the population; the health centers
maintains daily outpatient data records in conformity with ICD10
code (Narayana et al., 2010; CBHI report, 2005). The prevalence of
state-wide practice of biomass combustion as a primary energy
source exists in the Himalayan region, which to a large extent
contributes to the poor ambient air quality and high concentra-
tion of PM in the environment (Kumar and Attri, 2016). The
predominant emissions from biomass combustion, ﬁne PM
(PM2.5), Elemental Carbon (EC), Black Carbon (BC), Organic Car-
bon (OC) and UV absorbing Organic Compounds (UVOC) affects
the ambient environment quality and may in turn have a role in
the reported RDI from this region; at the same time the role of
other environmental factors (e.g. meteorological variables)
cannot be ruled out (Goswami and Baruah, 2014).
The manuscript presents the collection and analysis of time
series data-sets of Respiratory Disease Infections (RDI) counts,
ambient PM (proxy for air pollution) and meteorological variables
over fourteen months. The counts included cases of respiratory
distress syndrome, cough and cold, bronchial asthma, bronchio-
litis, pneumonitis, pharyngitis, laryngitis and tonsillitis as classi-
ﬁed by Central Council of Indian Medicine conforming to ICD10
code. In addition to the consideration of mass concentration of
collected PM (PM2.5 and PM10) their composition in terms of
associated carbon forms (TC, EC, BC, OC and UVOC contents) were
also taken into account as explanatory variables. Average meteo-
rological variables conforming to the PM sample collection time
span were considered as a part of the analysis. The analysis of the
time series data-sets (RDI with PM, PM-composition and meteo-
rological factors) were subjected to descriptive exploratory sta-
tistical analysis (Merrill, 2010). The appraisal of the time scale of
multi-cyclic inﬂuences in the respective time series data-sets
was detected by measuring AutoCorrelation Function (ACF). The
respective time series data was analyzed using Ensemble Empir-
ical Mode De-composition (EEMD) algorithm to extract and eval-
uate the present multi-cycles in the respective time series data-
sets as internal mode functions (IMF) and determines non-linear
trends. Multiple linear regression analysis (MLR) was done to
evaluate the association of trend in RDI with the trends in the
respective explanatory variables (PM, PM-composition and
meteorological variables).2. Material and methods
2.1. Ambient PM10 and PM2.5 load and meteorological variables
The sampling of PM in two size fractions were initiated from Jan
2012 to Feb 2013 over fourteen months in a time series, the
collection of each sample was done over 24e30 h at a height of 20
feet above the ground. The collection of PM2.5 was done at a ﬁxed
time interval of 5 days on 46.2 mm PTFE ﬁlters (EPA certiﬁed,
Whatman 7592e104), using a low volume sampler operated at a
constant air ﬂow of 16.7 l min1 (EnvirotecheAPM 550 MFC);
whereas PM10 samples were collected in a time interval of 10 days
on Quartz microﬁber ﬁlters (Whatman QMA 1851e865) using a
high volume sampler (Envirotech, Model-APM 460 BL) at a con-
stant air ﬂow rate of 1.0 and 1.1 m3 min-1. The quartz ﬁlters used
were prebaked at 550 C for 6 h prior to their use in the collection.
The mass of the collected PM (PM10 and PM2.5) samples was esti-
mated gravimetrically (mg/m3) using a Sartorius electronic micro-
balance (precision ± 10 mg) and stored at18 C until their analysis.
The corresponding time series data of meteorological variables for
the sampling locationd Dew point (DP), Planetary Boundary Layer
(PBL), Relative Humidity (RH), ambient temperature (T), Precipi-
tation (PPT), Wind Direction (WD) and Wind speed (WS)d was
accessed from Air resource laboratory (http://ready.arl.noaa.gov/
EADYcmet.php).
2.2. The analysis of PM10 and PM2.5 associated carbon forms: TC,
OC, EC, BC and UVOC
The mass of the collected PM (PM10 and PM2.5) samples were
estimated gravimetrically (mg/m3). Carbon species (TC, OC and EC)
present in the samples were estimated by using Thermal/optical
carbon analyzer (DRI Model 2001A, Atmos-lytic, Inc., Calabasas, CA,
USA) following IMPROVE_A protocol (Chow et al., 2007). The esti-
mation of BC and UVOC (UV absorbing organic carbon) present in
the PM2.5 samples was done using a dual wavelength measure-
ments (880 and 370 nm) Transmissometer (Magee scientiﬁc, USA).
The measured values were appropriately corrected with reference
to the ﬁeld blanks.
2.3. Statistical analysis of time series data-sets: RDI, PM10, PM2.5,
PM associated carbon forms and meteorological variables
Time series data-sets of RDI cases, PM10, PM2.5, PM associated
carbon forms (TC, OC, EC, BC, UVOC) and ofmeteorological variables
(DP, PBL, RH, T, PPT, WD andWS) were subjected to descriptive and
analytical statistical analysis (skewness, kurtosis, mean, median
and mode). The average values of the collected PM10 and PM2.5
samples and the associated carbon forms, obtained over the dura-
tion of investigation, are given in Table 1. Calculated estimates of
non-parametric Spearman's r-correlation (Table S1) and Autocor-
relation Function (ACF) was used to detect the presence of persis-
tence (multi-cycles) in the respective time series data-sets.
Presence of multi-collinearity between the time series data-sets of
all variables was calculated by estimating their Variation Inﬂation
Factor (VIF). Selection of explanatory variables having VIF < 3.0
were considered as an independent variables for MLR modeling to
explain the association of RDI trends.
2.4. Determination of time dependent cyclic variability and trend in
time series data-sets
The temporal proﬁles of all data-sets, RDI cases and predictor
variables manifested a large time dependent variation; attributes
common to almost all environmental geophysical proxy temporal
Table 1
The Annual average mass concentrations of PM10, PM2.5, and of carbon forms present in PM10 (TC, OC, EC); the average data, % proportion of PM2.5, TC, OC and EC in PM10. The
given average values are over 14 months, the duration of this investigation.
Sample/Species Annual average load (mg m3) Species Percent (%) present in PM10 load
PM10 79.8 ± 45.3 PM2.5 68
PM2.5 52.4 ± 18.7 Total CAa 34.9
TC 18.5 ± 10.3 TC 24.3
OC 13.6 ± 7.3 OC 17.7
EC 4.9 ± 3.7 EC 6.5
BC 2.2 ± 1.0 in PM2.5 BC 4.9 of PM2.5
UVOC 2.0 ± 1.2 in PM2.5 UVOC 3.9 of PM2.5
a Total Carbonaceous aerosols (CA) was calculated on the basis of established relation: Total_CA ¼ 1.6OCþEC(Cao et al., 2005).
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The general representation of the respective time series data set of
variables, Y(t), was conceptualized in model form as:
YðtÞ ¼ TimelineTrendðtÞ þ
Xk
i¼1
IMFiðtÞ þ RandomNoiseðtÞ (1)
In Equation (1), t represents time, IMFi designates ith time
dependent cyclic modes in the time series, and k represents num-
ber of modes in the data set; each mode (IMF) is distinguished from
each other on the basis of their respective magnitude and fre-
quency (period). The de-convolution of the additive components of
the time series (1) were obtained by Ensemble Empirical Mode De-
composition (EEMD) analysis, a method widely applied to extract
embedded cyclic variations (IMFs) (Huang et al., 1998; Wu et al.,
2011). EEMD analysis of the respective temporal data sets (PM,
associated carbon forms and meteorology variables) allowed the
appraisal of the statistical signiﬁcance of IMFs and determination of
the trend at 95% conﬁdence level (Huang et al., 1998; Hyndman and
Kostenko, 2007); details of EEMD analysis are available in literature
(Chen et al., 2013; Huang et al., 1998; Kuo et al., 2013; Tandon et al.,
2013; Wu and Huang, 2009; Wu et al., 2011; Yadav et al., 2014).3. Results and discussion
The results of exploratory statistical analysis of the time series
data-sets (RDI cases, PM10, PM2.5, TC, BC, OC, EC, and UVOC) indicate
that all data-sets deviated from normal distribution. The average
concentration of PM (PM10 and PM2.5) and associated carbon forms
representative of the duration of this investigation are summarized
in Table 1. By proportion 68% of PM2.5 accounted for the PM10 load,
35% of the associated carbonaceous contents accounted for PM10
load. The average mass concentrations of both PM10 and PM2.5
exceeded the ambient PM pollution standards threshold levels
(WHO, 2014).3.1. Correlation between RDI, PM and meteorological variables
The non-parametric Spearman (r) multi correlation estimates
between the RDI cases and PM10, PM2.5, associated carbon forms
and meteorological variables are given in Table S1. The absence of
statistically signiﬁcant correlation between RDI and PM (PM10 and
PM2.5) load was observed, i.e. contrary to the widely reported and
well established link between the RDI and PM (Mehta et al., 2013).
At the same time the correlation of RDI was statistically signiﬁcant
with PM associated carbon forms: TC, BC, UVOC and EC (Table S1).
Correlation of RDI with meteorological variables (DP, PBL, T and
WD) was signiﬁcant, but eve. The absence of correlation of RDI
with PM size fractions reﬂected that the presence of multi-scale
cyclic inﬂuences in the respective data-sets to a large extent
would obscure the expected association of RDI cases with PM(Birmili et al., 2010). The support for this observation comes from
the presence of autocorrelation in the respective data-sets, a
measure of the pattern of time dependent signals present in the
respective time series. The calculated autocorrelation function
(ACF) with lag for RDI, PM10, PM2.5 and PM associated carbon forms
is shown in Fig. 1 [A]. ACF for RDI and meteorological variables (DP,
PBL, RH, T, WD and WS) are shown in Fig. 1 [B]. The extent of ACF
varied and persisted over considerable time span, which indicates
that the presence of cyclic inﬂuences (monthly, seasonal, annual) in
the respective time series data set. Statistically, reliable estimation
of trend proﬁle from the respective time series required an
appropriate accounting of the cyclic modes (IMFs) embedded in the
respective time series (Tandon and Attri, 2011; Weatherhead et al.,
1998). The most likely explanation for the absence of correlation
between RDI cases with PM10 and PM2.5 mass concentration may
arise due to the presence of signiﬁcant autocorrelation/persistence.
However, even in the presence of autocorrelation, the RDI time
series data manifested statistically signiﬁcant correlation with TC,
BC, EC (p-value <0.05), and with UVOC (p-value <0.01); whereas,
the correlation was not signiﬁcant with OC contents associated
with PM (Table S1). Carbon forms associated with ambient PM arise
from combustion of fossil fuel and biomass, the emissions of carbon
forms exhibit a bimodal size distribution (0.05e0.12 mm and
0.5e1.0 mm); their size is much smaller than the PM2.5
(Venkataraman and Friedlander, 1994). In general, the reported
average ratios of PM1:0PM2:5 and
PM1:0
PM10
loads reported from rural regions
respectively are 0.84 and 0.60 (Gomiscek et al., 2004), which sug-
gests that the major bulk in PM2.5 load is constituted by PM1.0 size
fraction. Consequently, it stands to reason that RDI syndromes may
correlate more with PM2.5 as this fraction's (84%) load is predom-
inantly constituted by PM1.0. Most of the carbon forms from com-
bustion would be smaller and be part of PM1.0 fraction. This
explains why the carbon forms (TC, BC, EC and UVOC) manifest
correlationwith RDI even in the presence of multi-cyclic inﬂuences
in the data, but not with PM2.5 load. It stands to reason that
PM < 1.0 mm and associated carbon forms would have an easy ac-
cess deeper into the lungs.3.2. EEMD analysis of RDI, PM10, PM2.5, and PM associated carbon
forms, and meteorological variable to determine their trend proﬁles
All time series data-sets (RDI, PM, PM associated carbon forms
and meteorological variables) of same size were de-convoluted to
determine the presence of embedded IMFs and trend. Total of 4
IMFs, indicative of the multi-cyclic inﬂuences of varying time pe-
riods, were extracted from each time series and their statistically
signiﬁcant was tested as per the EEMD algorithm (Wu et al., 2011).
The plot of the time series data for RDI, PM10 and PM2.5 loads, and
PM associated TC, EC and UVOC are shown in separate panels of
Fig. 2. Each panel of the Fig. also plots the corresponding variable's
estimated ensemble average trend (blue curve) at 95% conﬁdence.
Fig. 1. Panel [A] of the Fig. plots autocorrelation function (ACF) with lag in days for RDI cases, PM10, PM2.5, TC, BC, EC, OC and UVOC in their respective time series data set. Panel [B]
plots ACF with lag in days for RDI and meteorological variables (DP, PBL, RH, T, WD and WS) in their respective time series data set.
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rounding red curves. The trend proﬁles displayed a non-linear
character. The trends in RDI, PM2.5, TC, EC and UVOC were higher
during winter and declined during summer and monsoon period.
The close similarity in the trends among RDI, PM2.5, TC, EC and
UVOC is also reﬂected in the calculated correlation estimates
(Table 2). The absence of statistically signiﬁcant correlation be-
tween PM10 and RDI is also evident from the trend (blue curves)Fig. 2. Time series data of RDI, PM10, PM2.5, TC, EC and UVOC are plotted in separate panels
EEMD analysis is superimposed on the corresponding time series data in each panel. Each
curves. (For interpretation of the references to colour in this ﬁgure legend, the reader is reobtained for PM10 (Fig. 2). Trends associated with BC, OC data-sets
were also estimated, but are not shown in the ﬁgure as the esti-
mated correlation of these two variable's trend with RDI was not
statistically signiﬁcant (Table 2). Only one IMF was statistically
signiﬁcant in RDI, PM10 and PM2.5 time series data; whereas two
IMFs were signiﬁcant in TC, EC and UVOC; the ensemble average
proﬁle of these IMFs (blue curve) are plotted in different panels of
Fig. S2 (Supplementary Material). Conﬁdence region (95% CI) of theof the Fig. The respective variable's ensemble average trend (blue curve) obtained from
plotted trend is surrounded by the conﬁdence region (95% CI) demarcated by the red
ferred to the web version of this article.)
Table 2
Spearman r-correlation between timeline trends of RDI and explanatory variables; the values given in bold are statistically signiﬁcant at p-value <0.05*and <0.01**.
RDI PM10 PM2.5 TC BC OC UVOC EC DP PBL RH T WD WS
RDI 1.000 ¡0.393* 0.878** 0.477** 0.298 0.238 0.536** 0.745** ¡0.820** ¡0.882** 0.393* ¡0.647** ¡0.700** ¡0.172
PM10 1.000 0.036 0.493** 0.618** 0.654** 0.446** 0.242 ¡0.120 0.654** ¡1.000** ¡.344* ¡0.289 0.866**
PM2.5 1.000 0.826** 0.701** 0.656** 0.863** 0.970** ¡.992** ¡.596** ¡0.036 ¡0.926** ¡0.951** 0.303
TC 1.000 0.978** 0.962** 0.997** 0.934** ¡0.885** ¡0.068 ¡0.493** ¡0.976** ¡0.957** 0.749**
BC 1.000 0.998** 0.960** 0.845** ¡0.776** 0.120 ¡0.618** ¡0.911** ¡0.879** 0.859**
OC 1.000 0.940** 0.809** ¡0.736** 0.178 ¡0.654** ¡0.883** ¡0.847** 0.889**
UVOC 1.000 0.957** ¡0.915** ¡0.135 ¡0.446** ¡0.989** ¡0.975** 0.706**
EC 1.000 ¡0.991** ¡0.397** ¡0.242 ¡0.989** ¡0.997** 0.502**
DP 1.000 0.504** 0.120 0.963** 0.980** ¡0.397**
PBL 1.000 ¡0.654** 0.269 0.337* 0.501**
RH 1.000 0.344* 0.289 ¡0.866**
T 1.000 0.997** ¡0.608**
WD 1.000 ¡0.554**
WS 1.000
*Correlation is signiﬁcant at the 0.05 level (2-tailed).
** Correlation is signiﬁcant at the 0.01 level (2-tailed).
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lines.
Time series data-sets of RDI and meteorological variables (DP,
PBL, RH, T and WD) are plotted in separate panels of Fig. 3. The
EEMD analysis based ensemble average trends of these time series
data-sets are superimposed on their respective data (blue curve)
along with the conﬁdence region (95% CI) demarcated by the sur-
rounding red curves. The temporal proﬁles of the trends of the
meteorological variables were signiﬁcantly different than that
determined for RDI, PM10, PM2.5 and PM associated carbon forms.
The plots of the statistically signiﬁcant ensemble average IMFs
(blue curve) in DP, T, PBL and RH are shown in Fig. S3.
The average periods of the obtained signiﬁcant IMFs in the
respective time series data-sets were calculated by using Discrete
Fourier Transform (Tandon et al., 2013). The obtained periods cor-
responded to the cyclic inﬂuence (IMFs) in the data (monthly,Fig. 3. Time series data of RDI, DP, PBL, RH, T and WD are plotted in separate panels of the F
analysis is superimposed on the corresponding time series data in each panel. Each plotted tr
interpretation of the references to colour in this ﬁgure legend, the reader is referred to theseasonal and annual) for the respective time series data set are
given in Table S2. The time span spread in the periods of statistically
signiﬁcant IMFs ranged between 87 and 365 days. This indicates
that the affecting environmental factors to which the population is
exposed to, differ signiﬁcantly in terms of their magnitude and
periodicity over time; this time dependent variability would have
bearing in establishing their association with RDI.
3.3. Multiple linear regression (MLR) of RDI trends with PM, PM-
composition and meteorological variables
MLR ﬁt between RDI trends as dependent variable was ﬁtted
with the explanatory variables PM2.5 and RH trends. The selection
of independent variables in the model was determined by taking
into consideration the statistical signiﬁcance (p-value <0.001) of
the estimated correlation (Table 2), and by ensuring that theig. The respective variable's ensemble average trend (blue curve) obtained from EEMD
end is surrounded by the conﬁdence region (95% CI) demarcated by the red curves. (For
web version of this article.)
Table 3
MLR ﬁtted timeline trends in RDI as a function of PM2.5 and RH trends.
Model R R2 Std. Error of estimate Sig F change VIF
RDITrend ¼ 0.931þ0.074PM2.5Trendþ0.345RH 0.996 0.991 0.115 0.000 PM2.5 1.038
RH 1.038
Coefﬁcients Fit Value Std. Error 95% CI Lower bound 95% CI upper bound Signiﬁcance
b0 0.931 0.392 1.724 0.138 0.023
b1 0.074 0.001 0.072 0.077 0.000
b2 0.345 0.008 0.328 0.362 0.000
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was <3.0. The general form of the MLR ﬁt explaining the RDI trend
over the period of this investigation, in terms of PM2.5 and RH
is represented as RDIðtÞTrend ¼ b0 þ b1  PM2:5ðtÞTrend þ b2
RHðtÞTrend. The ﬁt statistics of MLR and estimated values of the
coefﬁcients (b0, b1, b2) in the equation are given in Table 3. The R2
value for the ﬁt was 0.991, and the calculated VIF between PM2.5
and RH was 1.038. No other combination of explanatory variables
satisﬁed the above stated twin criteria (correlation and collin-
earity). The absence of collinearity between PM2.5 and RH imply
their independent effect on the RDI trend. The relationship estab-
lished fromMLR, between RDI trend with the corresponding trends
in PM2.5 and RH is represented by Equation (2)
RDITrend ¼ 0:931þ 0:074 PM2:5Trend þ 0:345 RH (2)
The small intercept value suggests that the trend in RDI is
essentially determined by the trend in two environmental factors
(PM2.5 and RH). The ﬁtted coefﬁcients (intercept, PM2.5 and RH)
werewell determined as reﬂected by a small standard error in their
respective ﬁtted values (±0.392, ±0.001 and ± 0.008). Of the total
variation in RDI trends, PM2.5 explained 77% and RH explained 22%.
The ﬁtted Equation (2) suggests that even in the absence of low
ambient PM load, the RH variation can impact RDI trend. This in
itself is an important ﬁnding, which suggests that the ambient PM
mass concentrations, per se, may not be the only environment
factor in determining the trend proﬁle of RDI. This explanation is
further substantiated by the inferences of few reported in-
vestigations that indirect effects of RH on human health induce RDI
syndromes (Arundel et al., 1986; Lowen et al., 2007). The ﬁndings
further indicate that the inﬂuence of confounding factors can be a
signiﬁcant and their magnitude may vary with location speciﬁc
climate regime.
4. Conclusion
Time series investigation, over 14 months, was undertaken at a
representative rural location in the state of Himachal Pradesh to
ﬁnd correlation between Respiratory Disease Incidences (RDI) with
ambient air pollution and other environmental factors. Presence of
multi-cycles having variable period in the time series data-sets
constrained the determination of straightforward correlation be-
tween RDI time series with ambient PM and meteorological vari-
ables. De-composition of time series data-sets as a sum of trend and
multi-cyclic inﬂuences by using Empirical Ensemble Mode De-
composition (EEMD) method allowed the determination of corre-
lation between the RDI trends with corresponding trends in PM2.5
concentrations and Relative Humidity (RH). EEMD analysis of time
series is not constrained by the presence of non-linearity and non-
stationarity in the time series data-sets and allows the extraction of
multiple cycles as IMFs without any assumption about the scale of
the embedded cycles and determines trend, which may be linear or
non-linear. The role of other environmental factors, in present case
of ambient Relative Humidity (RH), to induce RDI cases wasestablished through MLR modeling; i.e., in addition to the air
pollution exposure. The mechanism of inducing RDI through
ambient RH is indirect, whereas the RDI from air pollution exposure
directly involve respiratory system.
Time series studies involving the de-composition of data-sets
can assist in establishing correlation between RDI cases and
explanatory variables at different time scales: trend, weekly or
seasonal. This requires access of high resolution time series data
(hourly or daily data) of health outcome, air pollution and other
environmental factors to have a better understanding about the
reported high RDI cases from the Himalayan region.
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