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Abstract
In recent years, quantum simulators have been the focus of intense research due to their
potential in unraveling the inner workings of complex quantum systems. The exponen-
tial scaling of the Hilbert space of quantum systems limits the capabilities of classical
approaches. Quantum simulators, on the other hand, are suited to efficiently emulate
these quantum systems for in-depth research. Out of the various platforms for quantum
simulators, trapped-ions have been prized for their long coherence times, exceptional ini-
tialization and detection fidelities and their innate full-connectivity. In the development
of the trapped-ion apparatus as a quantum simulator, numerous optimization problems
emerge. In this thesis, we examine, develop and refine the strategies available to us for
addressing such problems. A class of techniques of particular interest to us is the set of
machine learning algorithms. This can be attributed to their capabilities at identifying
correlations in massive data sets. Specifically, we describe how artificial neural networks
can be employed to assist in the programming of the trapped-ion system as an arbitrary
spin model quantum simulator. In addition, we present an augmentation to the trapped-
ion architecture, utilizing optical tweezers, that enables the programmable manipulation
of phonon modes. We describe the protocols developed to effectively program the phonon
modes and propose an application of the scheme for enhancing the performance of multi-
species systems. Finally, we explore the use of machine learning algorithms to perform
state readout of the trapped-ion system. The work in this thesis extends the utility of the
trapped-ion system for performing quantum information processing experiments.
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The advent of quantum theory in the 1900s has dramatically altered our understanding
of the fundamental laws of the universe. In modern times, quantum theory has been
instrumental in the advancement of technology. However, the study of quantum theory is
intractable on classical systems, requiring an exponential amount of resources. To address
this issue, Feynmann proposed a universal quantum simulator [3] which would be capable
of emulating an arbitrary quantum system, with the appropriate programming, for study.
Many platforms [4–7] have been proposed to be capable of such a feat, however, each
system is accompanied by a unique set of challenges. In this thesis, we focus on the
trapped-ion system which has proven itself as a leading platform for quantum infromation
processing (QIP) experiments. This can be attributed to long coherence times [8], ease
of qubit initialization and detection, and presence of long range interactions mediated by
collective vibrational (phonon) modes. The latter property makes the trapped-ion system
exceedingly flexible, capable of simulating numerous quantum systems of interest [9–12].
A disclaimer was previously mentioned regarding the requirement for the appropriate pro-
gramming of the quantum simulator. In practice, the task of implementing such a pro-
gramming is non-trivial and optimization of the experimental parameters is a prerequisite
to accessing the versatility of the trapped-ion system. The emergence of optimization
problems is not unique to the field of quantum information processing. Recently, machine
learning has been at the forefront of efforts to tackle such optimization problems that nat-
urally arise in the study of physics [13]. In these endeavours, machine learning has proven
its capacity to effectively analyse data and identify the inherent patterns. As a result,
machine learning is a valuable tool in the arsenal of a physicist.
1
1.1 Trapped-ion platform
In trapped-ion systems, we typically use an ion with a simple electronic structure. This
encompasses the singly ionized alkali earth metal ions as they possess only a single valence
electron making them hydrogen-like. We define the qubit states, |0〉 and |1〉, using the
electronic states of the ion. There are two distinct paradigms for defining the qubit states.
The first uses a stable ground state and a metastable excited state related by a transition
with optical frequency, this is called an optical qubit. Whereas, the second employs two
hyperfine ground states, this is called a hyperfine qubit. As an example, the usage of
ytterbium ions, 171Yb+, is commonplace in the ion trapping community. The electronic
structure of 171Yb+ is given in Fig. 1.1 and 171Yb+ forms a hyperfine qubit using the states∣∣S1/2, F = 0,mF = 0
〉
and
∣∣S1/2, F = 1,mF = 0
〉
. The transition between these two states
are in the microwave spectrum. One can manipulate these states using microwave beams





















Figure 1.1: Relevant energy levels of 171Yb+ for ion traps. The hyperfine states,∣∣S1/2, F = 0,mF = 0
〉
and
∣∣S1/2, F = 1,mF = 0
〉









Figure 1.2: Schematic of the potential in a conventional Paul trap. Here, N = 5
ions are shown to be trapped by a harmonic pseudopotential generated by DC and RF
electrodes, labelled in the diagram as the conventional trap. The ions also experience
Coulomb interactions that couple the ions to one another, only the Coulomb coupling
between the first ion and the other ions are shown, the remaining couplings have been
omitted in the diagram for cleanliness.
Conventionally, a Paul (radio-frequency) trap is used to trap the ions using dynamic elec-
tric fields. In a Paul trap, direct current (DC) and radio-frequency (RF) electrodes are
used to generate these dynamic electric fields. By taking the time average and harmonic
approximation, the ions are confined by a time-averaged harmonic pseudopotential in the
vicinity of the trap. In addition to the harmonic confinement, ions also experience mutual
Coulomb repulsion. The total potential experienced by the ions in the Paul trap has the
following form:


























Here, φconv is the total potential in the conventional trap, φCoulomb is the Coulomb potential
between the ions, φDC+RF is the time-averaged harmonic pseudopotential generated by the
DC and RF electrodes. The position, mass and charge of ion-i are represented by ri, Mi
and qi, respectively, and the vacuum permittivity by ε0. A schematic of the trapped-ion
3
potential is shown in Fig. 1.1. The DC and RF induced trap frequencies on ion-i along the


































where ξα, ψα are the trap geometric factors, VDC and VRF are the DC and RF voltages and
ΩRF is the RF frequency. Notice that the axial (z) DC confinement engender a decon-
finement in the radial (x, y) directions. This is a direct result of Earnshaw’s theorem, an
electrostatic field is incapable of trapping charged particles in all three dimensions.
Typically, QIP experiments are conducted in the regime where ions are trapped as a one-
dimensional chain, without loss of generality, we allow this axis to be the axial (z) axis.
We achieve the above configuration by setting the radial (x, y) trap frequencies to be
considerably higher than the axial trap frequencies, i.e., ωx/y  ωz.
Earlier in the Introduction, we mentioned the flexibility the phonon modes in the trapped-
ion system affords us. These phonon modes arise due to coulomb interactions between
the ions. To observe the emergence of the phonon modes, the equation of motion for the
potential given in Eq. 1.1 is solved for small perturbations about the equilibrium position.
As the ions are displaced from their equilibrium configuration by an external field, they
exhibit oscillatory behavior consistent with a linear combination of the phonon modes.
The form of the phonon modes is obtained by studying the symmetrized mass-weighted
Hessian of the potential evaluated at the equilibrium position of the ions, we dubbed this
matrix the A-matrix. Under the assumption that the x, y and z axis form the principal
axes of the system, the motion of the ions in the independent directions are uncoupled and
the A-matrix can be decomposed into three sub-matrices, A(α) for α ∈ {x, y, z}. The form























Table 1.1: Typical transverse phonon mode eigenvectors. The table shows the y-
phonon modes possessed by a single species conventional trapped-ion system of N = 5
ions with trap frequencies, ωx/2π = 1.2 MHz, ωy/2π = 1 MHz and ωz/2π = 0.2 MHz.
The numbers in the eigenvector plots correspond to normalized vectors that quantify the
relative participation of each ion in the phonon modes.
By diagonalizing the A-matrices, we obtain a set of eigenvalues and eigenvectors. The
root of the eigenvalues, w(α), directly translate to the oscillation frequencies of the phonon
modes. Additional consideration is required to determine the motional participation of
each ion in the phonon modes. In the simple case of a trapped-ion system comprised of
a single species, the eigenvectors, B(α), directly specify the motional participation of each
ion in the phonon mode. Table 1.1 shows the typical transverse mode eigenvectors that
emerge in this scenario. However, for a trapped-ion system composed of multiple species,
an additional mass weighting has to be applied to obtain the motional participation of each
ion in the phonon mode, derivation in Appendix A. Therefore, the motional participation
5























Figure 1.3: Diagram of an artificial neuron. An artificial neuron is a function that
maps multiple inputs, xi, to a single output, y, and consist of the following parameters:
the weights, Wi, the bias, b, and the activation function, Activation( · ).
Machine learning was developed with the idea that a computer is capable of learning the
properties inherent in a data set and applying the knowledge learnt to make predictions. A
subclass of machine learning algorithms is artificial neural networks. These neural networks
took inspiration from the human brain, which is composed of neurons. In these neural
networks, artificial neurons are the elementary building block. These artificial neurons are








Here, Activation( · ) is the activation function for the neuron, Wi are the weights for the
inputs, bi is the bias of the neuron and xi are the inputs to the neuron. Table 1.2 shows


























































Table 1.2: Typical activation functions for neurons.
By grouping these neurons, we form the basis of a universal function approximator ca-
pable of reproducing any function given enough neurons. The structure of the grouping
determines the architecture of the neural network.
Suppose the neurons are organized into layers, where each layer is fully connected with the
preceding and following layers and information is only transmitted in one direction. Neural
networks with such a structure are called feedforward neural networks (FFNN), diagram
shown in Fig. 1.4.
FFNNs have been extensively used to perform classification. A FFNN is trained for this
purpose in the following manner: A training data set, composed of data and the corre-
sponding labels (supervised training), is first specified. The data is propagated through
the neural network layers to obtain the outputs (predictions) of the neural network. A
cost function is then defined to measure the performance of the neural network by com-
paring the labels and predictions. Finally, the weights and biases of the neural network are
7
adjusted by an algorithm, e.g. ADAM [14], ADADELTA [15], stochastic gradient descent
(SGD), etc., to minimize the cost function. With the appropriate parameters, the neu-
ral network is capable of generalizing to data not encountered during training and make
correct classifications.































W (1) W (2)
Figure 1.4: Diagram of a feedforward neural network. This neural network has an
input, hidden and output layer, each consisting of 3 neurons. The parameters of the neural
network include the weights between the input and hidden layer and between the hidden
and output layer, W (1) and W (2), the biases of the hidden and output layer, b(1) and b(2).
The hidden and output layer each has an associated activation function that is represented
in the diagram by the color of the neurons.
Aside from FFNNs, there are convolutional neural networks (CNN), recurrent neural net-
works (RNN), restricted boltzmann machines (RBM), transformers, etc. Each of these
neural network architectures have been tailored to address problems with different fea-
tures. CNNs are commonly deployed in computer vision applications as they are highly
effective at compressing high dimensional data into essential features, a requirement for
8
the efficient processing of image data. RNNs are frequently employed to perform language
processing task as they are specialized at processing sequential data.
In addition to the various network architectures, there are also different paradigms for
learning. We have encountered the first paradigm earlier, supervised learning. Here, the
neural network is explicitly taught how to behave as labels are provided during the training
phase. The second paradigm is unsupervised learning, where unstructured data is fed to the
neural network. To identify the correlations present in the unstructured data, the neural
network undergoes self-organization. Lastly, we have reinforcement learning, in which the
neural network interacts with an environment and is rewarded for exhibiting desirable
behaviors. Maximizing the cumulative reward is the objective of the neural network in
this scenario.
1.3 Thesis outline
As mentioned previously, the development of the trapped-ion platform for quantum simu-
lation experiments is accompanied by a multitude of optimization problems. In this thesis,
we
• In Chapter 2: We will introduce the feedforward neural network developed for the
purpose of programming a trapped-ion system for the simulation of an arbitrary
spin-model. This neural network, after training, is able to achieve a high accuracy
and produce results in a relatively short amount of time compared to traditional
non-linear optimization routines.
• In Chapter 3: We will introduce a hybrid trapped-ion system that incorporates optical
tweezers into the conventional trap detailed in Section 1.1. The resultant system has
additional control over the phonon mode structure of the trapped-ion system. To
program the phonon modes of such a system, we will introduce the novel algorithm
we have developed. Additionally, we discuss an application of the scheme to enhance
the coupling in a multi-species trapped-ion system.
• In Chapter 4: We will study the mechanism used by a feedforward neural network
to perform state readout of a trapped-ion system. The feedforward neural network
functions as a linear classifier and learns the point spread function (PSF) of the
ions on the detector. Additionally, we introduce the algorithm we have developed to
perform state readout that is capable of accommodating movements in the ions and
varying number of ions.
9
Chapter 2
Machine learning programming a
trapped-ion quantum spin simulator
Spin models are extremely versatile and the efficient simulation of spin models is highly
sought after in multiple areas of physics. Spin models are currently under investigation for
their computational potential in the field of optimization [16] and their ability to simulate
problems in high energy physics [17]. Furthermore, higher dimensional spin models are used
to model the crystallization of materials at low energy in condensed matter. Of particular
interest are two-dimensional triangular or Kagome lattices, which exhibit a fascinating
property of spin models, frustration. Therefore, the capability to simulate an arbitrary
spin model greatly extends the usefulness of trapped-ion systems.
However, the simulation of an arbitrary spin model on a trapped-ion system requires many
experimental parameters (laser frequencies and intensities) be tuned appropriately, this
forms an inverse problem. Solving this inverse problem is non-trivial and in previous
work [18], individual static spin models were solved for a system of N ions with non-
linear optimization routines for the N2 control parameters. However, such techniques
are ineffective at simulating problems with dynamical interactions, such as quench and
transport problems.
In recent years, machine learning has demonstrated its capacity to solve such inverse prob-
lems [19–21]. They do so by harnessing their power as a universal function approximator
to approximate the form of the inverse function rather than optimizing for a specific target.
This pseudo-inverse function can then be utilized to determine the parameters for other
targets.
This chapter consist of work we published in the journal, Quantum Science and Technology
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[1]. In this chapter, we developed a feedforward neural network (FFNN) that is capable of
programming an arbitrary spin model onto a trapped-ion quantum simulator via the fine-
tuning of the experimental parameters. We demonstrated that this simple but powerful
neural network architecture, after training, is capable of identifying the control parameters
to high accuracy, in a relatively short amount of time compared to previous non-linear
optimization routines, for up to 50 ions on a consumer grade graphics processing unit
(GPU) workstation.
2.1 Trapped-ions quantum spin simulator
In trapped-ion systems, the spin states are equated to the qubit states defined in Section









for an arbitrary interaction graph Jij. For a system of N ions, there are N(N − 1)/2
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Figure 2.1: Illustration of the Mølmer-Sørensen scheme. Off-resonant blue and red
detuned Raman beams, with detuning µ, couple the spin states and the phonon states.
The net result is the coupling of the spin states of the ions without significant effect on the
phonon states of the trapped-ion system.
The Mølmer-Sørensen scheme [22] is used to perform the simulation of a spin-model on
a trapped-ion system. Symmetrically detuned Raman beams (blue and red sideband), of
frequency ω0 ± µ, are used to couple the spin states of the ions to the phonon states, of
frequency w, of a trapped-ion system off-resonantly. Here, ω0 is the qubit frequency, µ
is the Raman detuning. This process is illustrated in Fig. 2.1. As the Raman beams are
detuned, the phonons are only virtually excited, i.e., 1 phonon is excited by the scheme,
and can be adiabatically eliminated [18, 23].
Instead of using direct beams to generate the Raman detunings, we consider individually
addressing the ions with a bi-chromatic laser beam and applying a counter-propagating
global beam. These beams interfere to generate a beat-note. We are able to tune the
beat-note to the earlier mentioned frequency, ω0 ± µ, by adjusting the frequencies of the
bi-chromatic laser beam and counter-propagating beam. The overall Hamiltonian of the
trapped-ion system, in the presence of the optical field generated, would take the form of
12
Eq. 2.1, where the interaction graph, Jij, would be given by,
















Here, ηim is the Lamb-Dicke parameter, B
(α)
im is the phonon mode eigenvector matrix in
the α-direction, δk is the wave vector difference of the counter-propagating Raman lasers,
wm are the phonon mode frequencies, M is the mass of a single ion and Ωi are the Rabi
frequencies that characterize the strength of the interaction between the laser beam and
each ion.
To generate an arbitrary spin-model in a system of N -ions, we generalize the scheme and
apply N bi-chromatic laser beams onto each ion. These bi-chromatic beams interfere
with the counter-propagating global laser beam to generate N Raman beat-notes. By
setting each of the Raman beat-note detunings, µn, to be close to each of the N collective
phonon modes, wm, we induce coupling of the N spin states with the N phonon modes
of the system. The form of the simulated interaction graph, Jij, would be a sum of the
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Figure 2.2: Scheme for arbitrary spin-model simulation on a trapped-ion system.
(a) Diagram of 10 linearly trapped ions individually addressed by 10 bi-chromatic beams,
with different frequencies, coming from the left. A counter-propagating (from the right)
global beam, omitted from (a), is also applied on the trapped ions. Raman beat-notes,
with detuning, µn, are generated due to the frequency difference between the individual
addressing and global beams. The interaction between the ions is controlled by adjusting
the Raman beat-note detunings and Rabi frequencies, Ωin. (b) Generally, we obtain a
fully connected lattice with pairwise interaction between all ions. By tuning the control
parameters, an arbitrary lattice, e.g. (c) kagome lattice, can be generated.
Notice in Eq. 2.4, by scaling the Rabi frequencies, Ωin, globally by an arbitrary factor,
the interaction graph, Jij, scales globally by the square of that factor. Therefore, if we
are able to determine the optical field parameters to generate the shape of the interaction





ij is the vector-norm of the interaction graph, we are able to scale the Rabi
frequency to match the strength of the target interaction graph.
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A caveat with the use of Eq. 2.4 is that direct phonon excitations must be avoided, this
implies that the Raman beat-note detunings, µn, has to be sufficiently detuned from the
phonon mode eigenfrequencies, w, for a particular set of Rabi frequencies, i.e.,
|µn − wm|  ηimΩin. (2.5)
To satisfy Eq. 2.5 for the total Rabi frequencies we will be considering, we set the Raman
beat-note detunings, µn, in the following way,
µ1 = ω1 + 0.1(∆w), (2.6)
µn = ωn + 0.1(wn−1 − wn), for n > 2, (2.7)
where ∆w is the mean separation between neighbouring phonon mode frequencies. Here,
the factor of 0.1 is a conservative estimate, and it could be relaxed to allow for the simu-
lation of larger interaction strengths, ‖J‖, we will elaborate on this further.
2.2 Neural network for programming spin models
To obtain an arbitrary spin model, we look to determine the Rabi frequencies, Ωin, given
the Raman beat-note detunings, µn, defined by Eq. 2.6 and 2.7, for the normalized inter-
action graph for the spin model. Given the non-linearity in Eq. 2.4, analytically inverting
the relation between the interaction graph and the Rabi frequencies is difficult and maybe
impossible. As mentioned before, constrained non-linear optimization has been attempted
to determine a solution for a particular interaction graph [18]. In contrast, we developed a
more efficient and scalable approach to the problem, approximating the inverse of Eq. 2.4
using the ability of feedforward neural networks (FFNNs) as a universal function approxi-
mator. A data-driven approach is employed, a large amount of forward problems are first
solved to produce a data set. The data is then fed to the FFNN to train it to approximate
the inverse function.
In terms of software, we implemented the neural network using Pytorch, an open source
machine learning library [24] for Python. In terms of hardware, we ran the code on a
single Nvidia GTX 1060 graphics processing unit (GPU) with 6GB of video random access
memory (VRAM).
2.2.1 Neural Network Structure
We adopted the algorithm from previous applications to inverse problems in physics [21]
with slight modifications to tailor it to our problem. The structure of the neural network,
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shown in Fig. 2.3, is as follows,
• The first layer is the input layer which takes the target normalized interaction graph,
Ĵ tarij . The number of units in this first layer is N(N − 1)/2 given by the number of
independent elements in Ĵ tarij .
• The input layer is fully connected to the hidden layer with 16384 ReLU units. The
form of the ReLU unit is shown in Table 1.2. We empirically determined the hidden
layer size of 16384, we found that this allowed the neural network to generalize well
to unseen data for up to 50 ions. We further investigate the effects of the hidden
layer size in Section 2.2.5.
• The hidden layer is fully connected to the output layer which has N2 linear units.
We use these outputs as the Rabi frequencies predicted by the neural network, Ωpredin .
The choice of linear activation is such that the neural network has greater freedom in
its prediction of the Rabi frequencies, i.e., it is able to output negative values. These
negative Rabi frequencies correspond to a phase difference, between the individual
addressing beams and the global beam, of π.
The parameters of the neural network include the weights that connect the input and
hidden layers, W (1), and the hidden and output layers, W (2), and the biases of the hidden
and output layer, b(1) and b(2) respectively. These are the parameters that are adjusted
during the training phase.
During training, we apply a dropout layer between the hidden and output layer that
randomly drops 5% of the connections, this helps prevent overfitting in the neural network.
Also during training, the outputs of the neural network, the predicted Rabi frequencies,
are fed into Eq. 2.4 to generate the normalized interaction graph corresponding to the
predicted Rabi frequencies, Ĵpredij . The difference between Ĵ
pred
ij and the target normalized
interaction graph, Ĵ tarij , is minimized to train the parameters of the neural network.
16


































































































Figure 2.3: Feedforward neural network for programming spin models. The feed-
forward neural network takes the target normalized interaction graph, Ĵ tarij , as its inputs
and outputs the predicted Rabi frequencies, Ωin. Substituting the predicted Rabi frequen-
cies into Eq. 2.4 and normalizing, we obtain the corresponding neural network programmed
normalized interaction graph, Ĵpredij . The full details of the neural network are specified in
the text.
2.2.2 Training parameters
The data set used to train and validate the neural network is formed by randomly gener-
ating target normalized interaction graphs, Ĵ tarij . The procedure is as follows:
1. Randomly generate Rabi frequencies, Ωin, using a continuous uniform distribution
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from -1 to 1.
2. Feed the Rabi frequencies into Eq. 2.4 and obtain a target interaction graph, J tarij .
3. Normalize the target interaction graph.
4. Repeat steps 1-3 to generate the amount of data required for training and validifica-
tion of the neural network.
The ADAM algorithm [14], a method for stochastic optimization, was utilized to train
the neural network parameters (the weights and biases). The optimization was performed
on the mean squared error (MSE) loss function between the target normalized interaction











Ĵpredij − Ĵ tarij
)2
. (2.8)
Other relevant hyperparameters for the training of the neural network include: sizes for
the training and validation data sets, which are 45000 and 5000 respectively, an initial
learning rate of 10−3 which is decayed every 5 epochs by 90%. The neural network for
trained for a total of 100 epochs.
2.2.3 Numerical results
To evaluate the performance of the neural network, we consider using it to program a
trapped-ion quantum spin simulator composed of N ytterbium ions, 171Yb+, with Raman
beams, propagating along the y-directions, of mean wavelength 355 nm. As the Raman
beams are propagating in the y-direction, they only couple to the y-direction phonon modes
as is evidenced by Eq. 2.3 and 2.4 when the wave vector difference only has a y-component.
We set the trap frequencies such that the equilibrium configuration of the trapped ions
form a linear chain in the z-direction and the y-direction phonon mode eigenfrequencies lie
in the range of 2π×1 MHz to 2π×5 MHz. Following this, the Raman beat-note detuning
are set using Eqs. 2.6 and 2.7. An example is shown for N = 10 ions in Fig. 2.4.
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For N = 10 ions







Figure 2.4: Transverse phonon modes of a trapped-ion system. The y-direction (a)
eigenfrequencies, w, and (b) eigenvectors, B, of a trapped-ion system of 10 ytterbium ions,
171Yb+, with trap frequencies ωx/2π = 6MHz, ωy/2π = 5MHz and ωz/2π = 1.062MHz.
Additionally, the Raman beat-note detunings, µn, are also shown in (a).
We first consider a system of N = 10 ions. We generate the data for this system and
train the neural network using the methods described in Section 2.2.2. Fig. 2.5 shows the
loss function as the parameters of the neural network are optimized during training. After
100 epochs, the loss has plateaued indicating that the neural network has converged on a
solution for the pseudo-inverse of the problem.
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Figure 2.5: Training results of the neural network for programming spin-models.
The plot shows the loss of the neural network during the training process as more epochs
are performed. Notice that we observe good convergence after a 100 epochs.
To further quantify the trained neural network’s ability to program the trapped-ion quan-
tum simulator for a target normalized interaction graph, we define a similarity function













This similarity function has a range of -1 to 1. When F = 1, the predicted and target nor-
malized interaction graph are identical. When F = 0, the predicted and target normalized
interaction graph are “orthogonal”, i.e., they are completely different. When F = −1, the
predicted and target normalized interaction graph differ by a global negative sign.
We examined the performance of the neural network for programming several regular lattice
structures of interest onto the trapped-ion quantum simulator. As an example, Fig. 2.6
shows the results for the Rabi frequencies obtained from the trained neural network when

























































































Figure 2.6: Neural network programmed Kagome lattice spin model. (a) The
target normalized interaction graph of the Kagome lattice on 10 ions, Ĵ tarij . (b) The neural
network predicted Rabi frequencies, Ωpredin . (c) The neural network programmed normalized
interaction graph, Ĵ tarij . The neural network programmed and target normalized interaction
graphs agree to a high precision as can be deduced by the (d) difference between them. The
similarity is further quantified by a similarity function F , defined in Eq. 2.9, and shown in
Table 2.1.
Table 2.1 shows the similarity function for these lattices of interest. The neural network
programmed interaction graph was able to achieve similarities, with the target lattice





Chain 1 2 3 4 5 6 7 8 9 10 0.99988(5)
Square
1 2 3 4 5
6 7 8 9 10
0.99983(5)
Triangular
1 2 3 4 5
6 7 8 9 10
0.99989(5)
Kagome
1 2 3 4
5 6











1 2 3 4 5
6 7 8 9 10
0.99988(5)
Table 2.1: Neural network programmed regular lattice spin models. The table
shows the similarity, F , defined in Eq. 2.9, between the neural network programmed and
target normalized interaction graph for various lattice geometries. Notice that F > 0.999
for the above lattices, this is sufficiently accurate as it is comparable to the error that arises
due to a typical crosstalk of ε = 0.01, defined by Eqs. 2.11 to 2.13.
For N < 50 ions
In the preceding section, we proved the effectiveness of our technique for N = 10 ions. We
now explore the scaling of the protocol with larger number of ions. We first adjust the trap
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frequencies appropriately, i.e., such that the ions satisfy the aforementioned conditions on
its equilibrium configuration and transverse mode frequencies.
In Fig. 2.7 (a), we quantified the performance of the neural network by determining the
mean similarity between the neural network programmed normalized interaction graph and
the target for the validation data set. For N < 50, we observe that F remains above 0.99
and the decay is a good fit to a function quadratic in the number of ions, O(N2).
Next, we characterized the single epoch training time. We observed, in Fig. 2.7 (b), that
for N approaching 50 ions, the single epoch training time scales with order, O(N4), in the
number of ions. The primary limiting factor we observed here is the parallel computation
of spin-spin interaction graphs, as it is a memory intensive task. This limitation can be
alleviated by an improvement in hardware. A feasible approach to scale the protocol for
hundreds of ions would be to employ high performance computing clusters, distributed
multi-GPU systems or specialized machine learning hardware, such as tensor processing
units.
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Figure 2.7: Scaling of the neural network for programming spin-models. (a) The
performance of the neural network measured by the mean similarity between the neural
network programmed and target normalized interaction graphs for 200 randomly generated
targets. In (a), The dashed line indicates the quadratic fit and the shaded region shows
the error bar for the quadratic fit. (b) The single epoch training time (red) of the neural
network grows with O(N4) and the interaction strength (blue), ||J ||, of a linear chain
for a predetermined total Rabi frequency of,
∑
i,n|Ωi,n|/2π = 1MHz, scales inversely with
O(N2).
2.2.4 Experimental considerations
Above, we established the efficacy of our protocol for programming spin models of arbitrary
geometries. However, the magnitude of the interaction has not been taken into consider-
ation. Theoretically, we are able to match an arbitrary interaction strength by globally
scaling the Rabi frequencies produced by the neural network. However, experimentally,




|Ωi,n| = Ωmax. (2.10)
In the presence of this constraint, there is an upper bound on the maximum interaction
strength achievable. This upper bound is also affected by the amount of ions in the system,
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since the power of the laser must be distributed across all the ions. To investigate the
scaling of this upper bound with the number of ions, in Fig. 2.7 (b), we program a linear
chain spin model onto trapped-ion systems with varying number of ions. We observe that
the interaction strength scales inversely with order, O(N2), in the number of ions.
Another constraint of concern is given by Eq. 2.5. Satisfaction of the constraint ensures
the spin-phonon interactions can be ignored to obtain a pure spin-spin Hamiltonian. In the
case of violation, the Hamiltonian of the trapped ion system would not agree with Eq. 2.1
as a spin-phonon term has to be accounted for. The constraint in question is violated for
a Rabi frequency in excess of the separation between the Raman beat-note detunings and
phonon mode eigenfrequencies. As a result, the Rabi frequencies and therefore interaction
strengths attainable on the system are further limited.
The combination of the aforementioned constraints both affect the upper bound on achiev-
able interaction strengths on the system. As such, larger interaction strengths can only
be achieved through the relaxation of one of the constraints. Relaxing the first constraint
corresponds to obtaining a laser with higher power, this depends on the commercial avail-
ability of lasers and may not be a feasible option. Relaxing the second constraint entails
selecting Raman beat-note detunings that are closer to the phonon mode phonon mode
eigenfrequencies. However, this comes at the expense of additional phonon excitations
which lead to errors in the quantum simulation experiment.
In the implementation of an individual addressing scheme on the ions, due to imperfections
in the focus of the beam, light leaks to neighbouring ions. This is called cross-talk and is a
significant source of error observed when performing individual addressing. We investigate
the effect of cross-talk, for the system of N = 10 ions, by defining a cross-talk magnitude,
ε. We model the effect of cross-talk on the Rabi frequencies as follows,
Ωcross−talki,n = Ωi,n + ε (Ωi−1,n + Ωi+1,n), for 1 < i < 10, (2.11)
Ωcross−talk1,n = Ω1,n + ε Ω2,n, (2.12)
Ωcross−talk10,n = Ω10,n + ε Ω9,n. (2.13)
Considering a typical crosstalk of 1%, corresponding to ε = 0.01, we note that error due
to crosstalk is comparable with the error in the machine learning programmed interaction
graph. We surmise that our neural network produces sufficiently accurate results for the
conditions expected in a realistic experimental situation.
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2.2.5 Neural network hyperparameters
In this section, we study the relation between the hyperparameters and performance of
the proposed neural network. These hyperparameters include the size of the hidden layer,
the dropout ratio for the dropout layer used during the training phase and the amount of
training data provided.
From Fig. 2.8 (a) and (b), we observe that an increase in the number of hidden units or
the amount of data used to train the neural network results in marginal improvement to
the performance of the neural network for N = 10 ions. In addition, we see that the neural
network’s accuracy on the training and validation data sets is similar. This informs us that
the neural network does not exhibit overfitting, a major concern in machine learning as it
limits the ability of the neural network to generalize to unseen data.
In Fig. 2.8 (c), we see that the dropout layer performs as designed. Raising the ratio of
connections dropped during the training phase, closes the gap between the performance
of the neural network on the validation and training data sets. However, we discover that
this comes at the expense of the neural network’s accuracy. As overfitting does not seem















































Figure 2.8: Hyperparameter adjustment of the neural network. Performance of the
neural network, measured by the mean similarity between the neural network programmed
and target normalized interaction graphs, for the training (blue) and validation (green)
datasets as the hyperparameters, (a) number of hidden units, Nhidden, (b) the size of the
training dataset and (c) the dropout ratio, p, are adjusted. (d) Comparison between the
performance of the neural network on the training and validation datasets as the number
of ions, N is varied. It can be deduced that the neural network does not exhibit overfitting
for the parameters of the neural network given in Section 2.2.1 and 2.2.2.
In Fig. 2.8 (d), we further look for symptoms of overfitting in systems of up to N = 30
ions. We observed that for the smallest system size considered, N = 3, there is no sign of
overfitting with the settings of the neural network given in Section 2.2.1 and 2.2.2. The
accuracy of our neural network, for this smallest system, on the validation and training
data sets is within margin of error. However, for larger number of ions, we noticed a
discrepancy between the performance of the neural network on the validation and training
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data sets. Further improvements to the neural network, such as increasing the size of the
training data set and hidden layers, could possibly reduce this discrepancy.
2.3 Conclusion
In this chapter, we discussed the mechanism used by a trapped-ion system to perform the
simulation of a quantum spin model via the application of an optical field. We proposed
the use of a feedforward neural network to program an arbitrary spin model onto such a
trapped-ion quantum simulator. This protocol, unlike traditional non-linear optimization
routines, generates a pseudo inverse function for Eq. 2.4. This enables the quick determina-
tion of the control parameters for interaction graphs that were not previously encountered
during training. This simple machine learning architecture performs well for systems of up
to N = 50 ions on a consumer grade GPU workstation. By employing high performance
computing clusters, distributed multi-GPU systems, or specialized machine learning hard-
ware such as tensor processing units, the protocol could be further improved and scaled
up to hundreds of ions.
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Chapter 3
Optical tweezer manipulation of the
phonons of a trapped-ion system
As demonstrated in the previous chapter, the phonon modes that arise in a trapped-ion
system play a critical role in quantum information processing experiments. Therefore, the
ability to manipulate the structure of the phonon modes opens up new possibilities for
the trapped-ion platform [25, 26]. Implementing additional control over the phonon modes
requires individual control over the trap strength of each ion. However, this level of control
is absent in conventional radio-frequency traps.
On the other hand, optical tweezers, due to the AC Stark effect, are capable of inducing
a localized trapping potential. These optical tweezers have been shown to enable precise
manipulation in various quantum systems [26–31]. Of particular relevance, optical tweezers
have been demonstrated as an alternative method for trapping ions [32–34].
This chapter consist of work accepted for publication in the journal, Physical Review A
[2]. In this chapter, we study the shift in the electronic energy levels of an ion due to
the introduction of an optical tweezers focused onto the ion. Also, we investigate how
the introduction of optical tweezers in the trapped-ion system affects the phonon modes
of the system. Furthermore, we introduce the algorithms we developed to program the
collective phonon modes of the trapped-ion system via the precise tuning of the optical
tweezer parameters. Finally, we study possible extensions of the utility of trapped-ion
system afforded to us by the additional control over the phonon modes. Specifically, we
look to enhance the inter-species phonon mode coupling in a multi-species trapped-ion
system.
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3.1 Effect of optical tweezers on an ion
Consider a simplified model of an ion where the ion is approximated as a simple two-
level system. Let the ground state and excited state of the ion be denoted by |g〉 and |e〉
respectively. Suppose the excited state and the ground state are separated by an energy,
~ωa. Consider introducing an optical field with an electric field, E = E0 cos(ωlt)ξ, onto the
ion. Let the Fock state of the photon field be |n〉. The Hamiltonian of the system would












(σ̂+ + σ̂−) (3.1)
Here, σ̂i are the Pauli operators, â
† and â are the creation and annihilation operators of the
photon field and 〈µ̂〉 is the expectation value of the electric dipole moment of the electron.















(σ̂+ + σ̂−) . (3.3)











(σ̂+ + σ̂−) , (3.5)
and defining:





















































†σ̂+ + exp(i(ωl − ωa)t)â†σ̂−




Assuming that ωl + ωa  ωl − ωa, we can use the rotating wave approximation (RWA) to









exp(i(ωl − ωa)t)â†σ̂− + exp(i(−ωl + ωa)t)âσ̂+
)
. (3.11)











Consider the submanifold of states |g, n〉 and |e, n− 1〉 as these two states are coupled by
the introduction of the electric field, this is shown in Eq. 3.12 as terms â†σ̂− and âσ̂+. In





−ωa + (2n+ 1)ωl Ω
Ω ωa + (2n− 1)ωl
]
. (3.13)









where, I is the identity matrix.




















Therefore, the change in energy, also known as the AC Stark shift, ∆E , of the ground and
excited state in this submanifold due to interaction with the electric field is,








Notice from Eq. 3.2, the Rabi frequency, Ω, is proportional to the electric field amplitude,
E0. Therefore, Ω
2 and thus the AC Stark shift, ∆E , would both be proportional to the
intensity of the optical field, I. Let Ω̄2 be the proportionality factor between Ω2 and I.
Consider a Gaussian optical tweezer, i.e., focused laser beam, propagating along the x-













Here, σ(x) = σ0
√
1 + (x/xR)2 is the spot size, σ0 is the beam waist, xR = πσ
2
0n/λ is the
Rayleigh range, λ is the wavelength of the optical tweezer, n is the refractive index of the
optical medium, and I0 = 2P/πσ
2
0 is the peak intensity of the optical tweezer of power P .
By applying the optical tweezer onto the ion, the ion experiences a spatially dependent
Stark shift which is an additional potential on the ion of the form,




Here, φopt is the optical potential, i.e., the potential generated by applying an optical
tweezer on an ion.
By applying the harmonic approximation to the optical potential on the ion at the focus
of the Gaussian optical tweezer, i.e., r = 0, we approximate the optical potential as either
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sopt = −sign(δ). (3.25)
Here, sopt = ± determines if the potential is trapping or anti-trapping and ωoptα is the
effective trap strength of the optical tweezer in the α-direction.
In the following sections, we apply the above calculation for a physical ion of 171Yb+,
with electronic structure shown in Fig. 1.1, we consider the S1/2 manifold as our ground
states, |g〉 =
∣∣S1/2, F = 0, 1,mF = 0,±1
〉
, and the P1/2 manifold as our excited state,
|e〉 =
∣∣P1/2, F = 0,mF = 0
〉
.
3.2 Hybrid trapped-ion system
In this section, we introduce additional optical tweezers, propagating along x, focused
precisely onto each ion in the conventional trapped-ion apparatus shown in Fig. 1.2. A
schematic of this hybrid system is shown in Fig. 3.1. Since the intensity of light away
from the focus of the optical tweezer is suppressed exponentially in the z-direction, by
assuming the beam waist is sufficiently smaller than the inter-ion spacing, we can neglect
the effects of the optical tweezers on neighbouring ions. The potential of such a system
has the following form:
φhyb = φconv +
∑
i
φopti (ri − r∗i ), (3.26)
= φCoulomb + φDC+RF +
∑
i
φopti (ri − r∗i ) (3.27)
where, φCoulomb (Eq. 1.2) and φDC+RF (Eq.1.3) are the Coulomb potential and the harmonic
pseudopotential generated by the DC and RF electrodes respectively. φopti is the optical
33
potential generated by the i-th optical tweezer focused onto the i-th ion at its equilibrium








Figure 3.1: Schematic of the potential of the proposed hybrid trapped-ion sys-
tem. Additional optical tweezers, with controllable power, are introduced into a conven-
tional radio-frequency trap (Fig. 1.2). Each optical tweezer is focused onto one of the
N = 5 ions trapped.
Under the assumption that the optical tweezers induce a trapping (or weakly anti-trapping)
potential and are precisely focused onto the ions, we can neglect the changes to the equi-
librium position of the ions.
Under the harmonic approximation for the optical potential (Eq. 3.21), we can define the














i are given by Eqs. 3.22 to 3.25.
In order to determine the phonon modes of the hybrid system, we diagonalize the A-matrix
defined in Eq. 1.7 substituting φconv for φhyb.
In taking the Hessian of a harmonic potential, it is trivial to deduce that the off-diagonal
elements would be zero, whereas, the diagonal elements would be the square of the trapping
strengths. As such, it should be noted that the off-diagonal elements of the A-matrix are
completely determined by the Coulomb potential, whereas, the diagonal elements depend
on each term in φhyb. From Eqs. 1.4 to 1.6, the RF and DC electrodes induce identical
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trapping potentials for ions of the same charge and mass. In contrast, by controlling the
power of the optical tweezer on each ion, we acquire the ability to independent vary the
trapping potential at each site. This implies the diagonal elements of the A-matrix can be
modified independently. Consequently, we gain limited, not arbitrary (shown in Appendix
B), control over the phonon modes of the system via the optical tweezers.
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Figure 3.2: Effect of an optical tweezer on the phonon mode eigenfrequecies of
a trapped-ion system. (Top panel) An additional optical tweezer is applied onto ion-i
of the conventional trapped-ion system. The three independent locations for the optical
tweezer are shown in (a) through (c). Parameters of the system are described in the text.
(Bottom panel) The phonon mode eigenfrequencies of the trapped-ion system in x, y and
z as the optical trap strength is varied, the colors in the plot represent different mode
number and the dotted lines represent the conventional phonon mode eigenfrequencies.
Notice, the x-mode frequencies are barely affected by the optical tweezers and the y and
z-mode frequencies increase with optical trap strength.
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In this section, we investigate the phonon modes of the hybrid trap proposed in the previous
section, where only a single optical tweezer is switched on. We consider a system of N = 5
171Yb+ ions, where the ions have conventional trap frequencies of, ωx/2π = 1.2 MHz,
ωy/2π = 1 MHz and ωz/2π = 0.2 MHz. We then introduce an optical tweezer on ion-i,
with a wavelength of λ = 375 nm and beam waist of σ0 = 1 µm, and vary the power, P . By
varying power, we locally modify the trap strength on ion-i in accordance to Eq. 3.28. Due
to the reflection symmetry of the trapped-ion chain about the center of the system, there
are only three independent locations that would yield different behaviours of the phonon
modes.
Fig. 3.2 shows there is no appreciable change to the x-direction phonon mode eigenfrequen-
cies. This is consistent with expectations as for the Gaussian optical tweezer, the intensity
decays according to an inverse quadratic relation along the direction of propagation (x),
whereas along the directions transverse to the propagation (y, z), the intensity decays expo-
nentially. Consequently, the optical tweezer induces a much weaker confinement (Eq. 3.22)
in the x-direction compared to in the y and z-directions, which experiences similar con-
finement due to the circular symmetry of the Gaussian beam (Eq. 3.23). A weak optical
confinement in the x-direction implies the change to the A-matrix is minuscule, therefore,
the phonon modes do not experience a significant modification.
In contrast, the y and z-direction phonon mode frequencies generally increase with in-
creasing optical tweezer strength except in the case where ion-i does not participate in the
phonon mode. An example is shown in Fig. 3.2(c) and Table 3.1 where the optical tweezer
is applied on the center ion. As the center ion does not contribute to the tilt mode and
fourth mode (shown in Table 1.1), the optical tweezer on the center ion is incapable of
modifying these modes.
Additionally, it can be deduced from Fig. 3.2, that in the limit where ωopty,i ≈ ωy, the i-
th ion effectively decouples from the rest of the system. This decoupling effect is clearly
demonstrated in Fig. 3.2, where the highest mode is a localized mode for ion-i, i.e., the
eigenvector only involves ion-i, whereas, in the remaining modes ion-i is not a participant.
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Table 3.1: Effect of an optical tweezer on the phonon mode eigenvectors of a
trapped-ion system. Here, the optical tweezer is applied on the center ion and we show
the y-mode eigenvectors for the trapped-ion system. The numbers in the eigenvector plots
correspond to normalized vectors that quantify the relative participation of each ion in the
phonon modes. Notice, as the optical trap strength is increased we observe the following:
In the first mode, the participation of the center ion increases, whereas, the participation
of the other ions decrease. For the third and fifth modes, the converse is true. For the
second and fourth modes, the optical tweezer has no effect on the modes as the center ion
does not participate in these modes.
3.4 Programmable control of Phonon modes
As demonstrated in the previous section, the introduction of optical tweezers modifies the
trapping potential and results in changes to the phonon mode structure (eigenfrequencies
and eigenvectors) of the trapped-ion system. In this section, we introduce the protocols
we developed to enable the programmable control of the phonon mode eigenfrequencies or
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eigenvectors.
Without loss of generality, we are able to focus on a particular axis α ∈ {x, y, z}, as such,
we will drop the α index going forth.
3.4.1 Eigenfrequencies control
Statement of problem
A statement of the phonon mode eigenfrequencies control problem is as follows:







trapped-ion system has a target set of phonon mode eigenfrequencies, wtar.
Or equivalently, the problem could be mathematically formulated as such:








Bjm, where B is an arbitrary unitary matrix. (3.29)
Aij = A
conv
ij , ∀ i 6= j. (3.30)
Here, Aconv is the A-matrix corresponding to the conventional system. Constraint 1
(Eq. 3.29) ensures that the A-matrix has the target eigenfrequencies, wtar, whereas,
constraint 2 (Eq. 3.30) ensures that the A-matrix is realisable with the hybrid trap,
i.e., only the diagonal elements of A-matrix is modified compared to the conventional
counterpart.
From the mathematical formulation of the problem, we can deduce that: (1) a solution is
not guaranteed to exist and (2) solutions may not be unique. We derive these properties
in Appendix B.
Iterative diagonalization algorithm (IDA)
In the field of optics, there is the technique of holography. Holography allows for the
precision engineering of optical wave fronts, enabling full control over the beam profile. To
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program such a hologram, an iterative Fourier transform algorithm (IFTA), also known as
the Gerchberg–Saxton algorithm, was developed [35].
In IFTA the goal is to determine the phase profile of a complex wave front with intensity
measurements on two planes, the source and target plane. Distilling the key characteristic
of the problem, we obtain:
• There are two matrices of interest, in IFTA, these matrices represent the source and
target planes.
• The matrices are related by a unitary, in IFTA, this unitary is the Fourier transform.
• There is a constraint on each matrix, in IFTA, the amplitude of the complex wavefront
at the source and target planes have been determined by intensity measurements.
Our problem of eigenfrequencies control for the hybrid system exhibits all of the above char-
acteristics. The two matrices that are of interest are the A-matrix and its corresponding
eigenvalue matrix. As the A-matrix is symmetric, the diagonalization transform that re-
lates the two matrices is a unitary transform. Additionally, there exist a constraint on each
of these matrices, these constraints are embodied by Eq. 3.29 and 3.30. Therefore, in the
same spirit as IFTA, we propose an iterative diagonalization algorithm (IDA), a flowchart









2Bguessjm Acorrij = [T (A
imd)]ij =
{
Aimdii , if i = j
Aconvij , if i 6= j
Diagonalize Acorr to obtain wint,Bint
‖wtar −wint‖∞ ≤ ε ?Bguess = Bint ?
Set Bguess = Bint




Figure 3.3: Flowchart for iterative diagonalization algorithm (IDA).
To initialize IDA, we specify the following parameters: the conventional A-matrix, Aconv,
the target eigenfrequencies, wtar, an initial-guess eigenvector matrix, Bguess, and a desired
accuracy, ε. IDA proceeds in the following order:









By construction, Aimd satisfies constraint 1 (Eq. 3.29). However, it may not satisfy
constraint 2 (Eq. 3.30).









Aimdii if i = j,
Aconvij otherwise.
(3.32)
3. Diagonalize Acorr to obtain the intermittent eigenfrequencies and eigenvector ma-
trix, wint and Bint respectively. Contrary to Aimd, Acorr, by construction, satisfies
constraint 2 (Eq. 3.30) but may not satisfy constraint 1 (Eq. 3.29).
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4. Repeat steps 1-3, by setting Bguess as Bint, updating the initial-guess.
We terminate IDA when one of the following occurs: (i) We obtained a solution within the
desired precision, ∥∥wtar −wint
∥∥
∞ ≤ ε, (3.33)
where ‖ · ‖∞ is the infinity-norm. (ii) wint is stuck at an undesired fixed-point, wfixed.
When IDA converges (case i), the required parameters for the optical tweezers can be
calculated using the following equations,
ωopti =
√
|Acorrii − Aconvii |, (3.34)
sopti = sign (A
corr
ii − Aconvii ) , (3.35)
where ωopti is the required trap frequency of the i-th optical tweezer and s
opt
i = ±1 indicates
whether the optical potential should be trapping or anti-trapping respectively.
An undesired fixed-point (case ii), wfixed, occurs when the eigenvectors of Aimd and Acorr
are identical, i.e., the eigenvectors are invariant under operator T . This prevents the update
of the initial-guess eigenvector matrix, Bguess, in step 4, resulting in an infinite loop. We
now look at the conditions required for the eigenvectors to be invariant under operator T .

















Bfixed = Bguess = Bint. (3.37)
Let δA = Acorr−Aimd and δd =
(
wint
)◦2− (wtar)◦2. Here, ( · )◦2 is the Hadamard square,



















δdm = 0, ∀ i. (3.40)
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to have a non-empty right null space, it must not be full rank. Furthermore,
this implies its determinant must be zero.
Differential evolution (DE)
To address the issue of terminating at fixed points of IDA, we consider utilizing the tech-
nique of differential evolution (DE). DE is an evolutionary algorithm used to perform
non-linear optimization of an objective function, where the objective function need not be
differentiable. It does so by maintaining an ensemble of trial parameters as a generation
and specifying a protocol to modify the trial parameters and build the following genera-
tion of trial parameters. As DE iteratively generates new generations of trial parameters,
a biasing in the modification protocol allows for the objective function to be optimized as
DE progresses in the number of iterations.






, the conventional A-matrix, the target eigenfrequencies, wtar and the
parameters for the mutation step in DE, {ζ, κ, η}. Intuitively, the parameter ζ is a biasing
factor to the best performing member of the ensemble and parameters κ and η introduce
randomness allowing the algorithm to explore a larger parameter space. These DE param-
eters are typically set empirically. A DE step mutates the initial ensemble of parameters





























is mutated in the following way
















with {p, q, r} mutually different, and q and r chosen randomly. With probability η,
































i if i = j,
Aconvij otherwise.
(3.45)
















index p, we only keep A′(p) if w′(p) is closer to wtar compared to w(p), else we revert





A′(p) ‖w′(p) −wtar‖∞ < ‖w(p) −wtar‖∞
A(p) otherwise.
(3.46)












Iterative diagonalization algorithm with differential evolution (IDADE).
In this section, we detail the process of incorporating DE into the IDA. Henceforth, we
refer to this combined algorithm as the iterative diagonalization algorithm with differential
evolution (IDADE), a flowchart of which is shown in Fig. 3.4.
To initialize IDADE, we specify the following parameters: the conventional A-matrix,
Aconv, the target eigenfrequencies, wtar, An ensemble of initial-guesses for the eigenvector
matrix, indexed by population index p, {B(p)}p, a desired accuracy, ε, DE parameters,
{ζ, κ, η} and a maximum iteration of IDA, K. The procedure for the IDADE protocol is
as follows:
1. Apply IDA in parallel for each initial-guess, until at least one instance converges, or
we reach a maximum user-defined iteration number K.
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2. In case of no convergence, DE is applied to the ensemble of A-matrices produced at
the K-th iteration of IDA.
3. The output of DE is a new set of initial-guesses for the eigenvector matrix, {B′(p)}p.
4. Repeat step 1-3 using the DE-produced ensemble of initial-guesses eigenvector ma-
trix, {B′(p)}p.
We terminate IDADE when we obtain a solution within a desired precision, ε, or we reached
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Figure 3.4: Flowchart for iterative diagonalization algorithm with differential
evolution (IDADE).
Results for N = 5, 10 and 30 ions
To benchmark the performance of the IDADE protocol, we generate a dataset containing
sets of phonon mode eigenfrequencies for which we know a solution exist. To generate such
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calculate the A-matrix of the hybrid system with the optical tweezer parameters obtained.
Finally, we diagonalize the A-matrix to obtain the phonon mode eigenfrequencies, w. We
store this set of phonon mode eigenfrequencies in our dataset to use as our target set of
phonon mode eigenfrequencies when testing the IDADE protocol.
We tested the protocol for programming the phonon mode eigenfrequencies of N = 5, 10
and 30 systems using a data set of 1000 points. As the experimental limit of mode stabi-
lization is of order 2π × 10 Hz [36], this value sets the desired accuracy, ε, for the IDADE
protocol. Other parameters of the IDADE protocol include the values for the DE pa-
rameters, ζ = 0.9, κ = 0.5, η = 0.5, and an ensemble of 100, randomly set, initial-guess
eigenvectors. Empirically, we found that for N = 5, 10 ions, the required number of IDA
iteration is K = 100, and for N = 30, K = 600.
Fig. 3.5 demonstrates that, with the above parameters, the IDADE protocol was capable of
programming a wide range of target spectra within the desired tolerance. It also depicts a
decrease in the success probability with increasing system size. This effect can potentially
be mitigated by further optimization of the IDADE parameters.
Additionally, we observed a significant increase in accuracy, to 10−8 Hz, when the target
mode frequencies are much larger than the conventional mode frequencies. This is due to
a decoupling in the phonon modes when the Coulomb potential is negligible compared to
the sum of the optical and conventional trapping potentials. Consequently, each ion acts
as an independent oscillator, wherein the oscillation frequency can be individually set.
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Figure 3.5: Performance of the IDADE protocol. Here, the IDADE protocol is
benchmarked for N = 5, 10 and 30 ion-systems using 1000 randomly generated target
phonon mode frequencies (only 100 are shown for simplicity). The error in the normal
mode eigenfrequecies, ‖wres−wtar‖∞, is compared with the desired accuracy, ε/2π = 10 Hz
(dashed black line). All the points below the dashed line are considered ‘successful’ and
we show the success probability, Ps, of the protocol for the different number of ions.
3.4.2 Eigenvector control
Statement of problem
A statement of the phonon mode eigenvector control problem is as follows:







trapped-ion system has a target set of phonon mode eigenvectors, Btar.
Or equivalently, the problem could be mathematically formulated as such:
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jn , where D is an arbitrary diagonal matrix. (3.47)
Aij = A
conv
ij , ∀ i 6= j. (3.30)
Here, constraint 1 (Eq. 3.47) ensures that the A-matrix has the target eigenvectors,
Btar, whereas, constraint 2 (Eq. 3.30), is identical to in the previous section.
Similar to the previous problem of eigenfrequencies control, the eigenvector control problem
has the following properties: (1) a solution is not guaranteed to exist and (2) solutions may
not be unique. These properties are derived in Appendix B.
Eigenvector control protocol





jn = Dmn =
{
0 if m 6= n,
arbitrary otherwise.
(3.48)




jn , Eq. 3.48 can be rewritten as:
∑
i,j
CijmnAij = 0, ∀ m 6= n, (3.49)
Notice, Eq. 3.49 defines a linear problem. We are able to solve Eq. 3.49 using singular
value decomposition (SVD) and determine the right null space of C. Let the right null





, this defines a basis of matrices with the target eigenvector matrix
Btar.
To determine an A-matrix that satisfies the off-diagonal contraints (Eq. 3.30), we can





ij γk = A
conv
ij , ∀ i 6= j. (3.50)
Eq. 3.50 can be solved using QR decomposition and back substitution.
Similar to in the eigenfrequencies control problem , we can use Eqs. 3.34 and 3.35 to obtain




3.5 Enhancing phonon mode coupling in a mass-imbalanced
system
In recent years, extensive research has been conducted on multi-species trapped-ion sys-
tems to investigate the benefits they offer for scaling up quantum processors [37]. Another
key advantage of the multi-species system is the ability to perform sympathetic cooling.
This technique enables the simultaneous cooling of the motional modes of the system dur-
ing QIP experiments, mitigating errors due to heating effects. However, it has been shown
that when there exist a significant mass-imbalance in the system, there is an effective de-
coupling between the ions. Consequently, this introduces additional errors in the quantum
computation and restricts the efficiency of sympathetic cooling [38].
In this section, we demonstrate that the hybrid trapped-ion system proposed in this chapter
is able to mitigate the effects of mass-imbalance in a multi-species system.
3.5.1 Conventional multi-species phonon modes
Consider a conventional trapped-ion system composed of four 133Ba+ ions and a 171Yb+
ion at the left edge of the chain (shown in Fig. 3.6). The mass-imbalance of this system
is MBa/MYb = 0.778 and the conventional trap strength on the ions are given in Table
3.2. The conventional trap strengths on 133Ba+ is calculated from the conventional trap









Figure 3.6: Schematic of the potential in a multi-species conventional trapped-
ion system. Here, a single 171Yb+ (green node) ion, on the left edge of the chain, and four
133Ba+ (blue node) ions are trapped in a conventional radio-frequency trap. Additionally,
the ions interact via the Coulomb interaction, for cleanliness, only the coupling between
the 171Yb+ ion and 133Ba+ ions are shown, the coupling between 133Ba+ ions are omitted
in the diagram.
171Yb+ 133Ba+
ωx/2π (MHz) 1.2 1.519
ωy/2π (MHz) 1.0 1.32
ωz/2π (MHz) 0.2 0.227
Table 3.2: Table of conventional trapping strengths for 171Yb+ and 133Ba+. Eqs. 1.4
to 1.6 is used to calculate the trap strengths on 133Ba+ from the trap strengths of 171Yb+
using
Notice the transverse trapping strength of 133Ba+ is significantly higher than that of 171Yb+
in Table 3.2. This discrepancy in the transverse trapping strength leads to a decoupling
effect in the transverse phonon modes of the system. This decoupling is explicitly shown in
Table 3.3, where we observe a localized phonon mode for the 171Yb+ ion and the remaining
four modes are collective phonon modes for the 133Ba+ ions only. A similar decoupling












Table 3.3: Transverse phonon modes of a multi-species trapped-ion system. The
y-direction phonon modes, eigenvectors and eigenfrequencies, of the multi-species conven-
tional trapped ion system described in Fig. 3.6 with trapping parameters given in Table
3.2. The numbers in the eigenvector plots correspond to normalized vectors that quantify
the relative participation of each ion in the phonon modes. Notice, the 171Yb+ ion barely
participates in the first to fourth mode and the participation of the 133Ba+ ions in fifth
mode is small.
3.5.2 Enhancing transverse modes
Consider now introducing an optical tweezer on the 171Yb+ ion to compensate for the
discrepancy in the y-trap frequency, the system is shown in Fig. 3.7. The required optical
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For the conventional trap strengths given in Table 3.2, the optical y-trap strength required









Figure 3.7: Schematic for optical tweezer enhanced phonon mode coupling in a
multi-species trapped-ion system. This schematic describes the system in Fig. 3.6
with an additional optical tweezer applied onto the 171Yb+ ion. By appropriately adjusting
the optical trap parameters, given by Eq. 3.51, we are able to recover the phonon mode
coupling between the 171Yb+ and 133Ba+ ions as shown in Table 3.4.
Notice in Table 3.4, the inter-species coupling of the y-phonon modes of the system has
been restored by the introduction of the optical tweezer on the 171Yb+ ion. The new
phonon modes of the multi-species system resemble the phonon modes of a single species
system in a conventional trap (Table 1.1).
However, as Eq. 1.8 implies that B̄(α) is not unitary for a multi-species system. It is not












Table 3.4: Optical tweezer enhanced transverse phonon modes of a multi-species
trapped-ion system. The y-direction phonon modes, eigenvectors and eigenfrequencies,
of the multi-species trapped ion system described in Fig. 3.7. The optical tweezers on the
171Yb+ ion has a y-trap frequency of ωopty /2π = 0.861 MHz. The numbers in the eigenvector
plots correspond to normalized vectors that quantify the relative participation of each ion
in the phonon modes. Notice, compared to Table 3.3, the participation of the 171Yb+ ion
and 133Ba+ ions in all modes are significant.
3.6 Conclusion
In this chapter, we studied the effects of introducing optical tweezers into the conventional
trapped-ion system. We proposed a hybrid trapped-ion system, where the conventional
trapped-ion system is augmented with controllable optical tweezers focused on each ion.
This permits previously unattainable degrees of control over the phonon modes of the
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trapped-ion system. Furthermore, we introduced the protocols developed to program this
hybrid trapped-ion system for desired phonon mode structure. Finally, we investigated an
appealing application of this hybrid-trapped-ion system to mitigate the effects of motional
decoupling due to mass-imbalance in a multi-species trapped-ion system.
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Chapter 4
State readout of a trapped-ion
system using machine learning
techniques
In all QIP experiments, the ability to measure the state at the end of the experiment is
critical to understanding the results. For the trapped-ion platform, this measurement is
performed using fluorescent measurement, where resonant laser beams are used to couple
one of the qubit state to an excited state with an optical transition wavelength. This
induces a closed cycling transition where ions in this state continually fluoresce, i.e., emit
photons, distinguishing them from the ions, in the other state, that do not. In a multi-ion
setup, we require the ability to discriminate between the photons emitted from each ion,
therefore, a sensor with spatial resolution, e.g. multi-channel photo-multiplier tube (MC-
PMT) or a charge-coupled device (CCD), is utilized to capture the photons. Thresholding
methods are then used on the image (photon counts) to identify the state of the ions.
In recent years, machine learning methods have been investigated to assist in the process
of identifying the state of the ions from the image [39]. They have been found to be just
as accurate as, if not more accurate than, traditional approaches.
In this chapter, we study the mechanism behind the fluorescent measurement of the qubit
states of trapped-ion systems using a detector with spatial resolution. We developed a
feedforward neural network (FFNN) that is capable of learning the point spread function
(PSF) of the ions in a multi-ion system and determine the state of the ion. We observe
that the neural network has the form of a linear classifier, not unlike traditional adaptive
threshold methods , where the weights and biases of the FFNN specify the contribution of
55
each pixel and the threshold for the fluorescent measurement respectively. Furthermore, to
improve the generality and scalability of the machine learning algorithm for state readout,
we developed an algorithm to determine a region of interest for each ion using a calibration
image generated during the cooling phase of the experiment. The FFNN is then applied
only on the region of interest for each ion. This form a scalable algorithm for the state























Figure 4.1: Relevant energy levels in the fluorescent measurement of 171Yb+ ions.
During measurement, resonant lasers, of σ± and π polarities, are used to drive the tran-
sitions (red) coupling the
∣∣S1/2, F = 1
〉
submanifold of states to the
∣∣P1/2, F = 0,mF = 0
〉
state. Notice, the above mentioned lasers only off-resonantly drive the transition from∣∣S1/2, F = 0,mF = 0
〉
state to
∣∣P1/2, F = 1
〉
submanifold of states, with detuning equal to
the sum of the hyperfine splittings of S1/2 and P1/2.
In this section, we give an overview of detection theory. Fig. 4.1 shows the energy levels that
are used in the fluorescent measurement of 171Yb+. As mentioned in Section 1.1, the hy-
perfine S1/2 states are used as qubit states for
171Yb+. By applying lasers resonant with the
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transition (detection beam) from the |1〉 state to the
∣∣P1/2, F = 0,mF = 0
〉
state, ions in the
|1〉 state undergo a cycling transition and fluoresce. Whereas, for ions in the |0〉 state, the
detection beam is detuned from their allowed transition to the
∣∣P1/2, F = 1,mF = 0,±1
〉
states by a factor of ωHFS + ωHFP, where ωHFS and ωHFP are the hyperfine splittings of the
S1/2 and P1/2 state respectively. Therefore, the |0〉 and |1〉 states are distinguishable.
Notice, additional resonant laser beams, of different polarities, σ± and π, are used to
couple the
∣∣S1/2, F = 1,mF = ±1
〉
states to the
∣∣P1/2, F = 0,mF = 0
〉
. This is done to
ensure that ions in the
∣∣P1/2, F = 0,mF = 0
〉
state decay back to the
∣∣S1/2, F = 1
〉
states
and the cycling transition is closed.
The photon statistics for the bright ion, i.e., ions in state |1〉 that fluoresce under the detec-
tion beam, would follow a Poissonian distribution dependent on the following parameters:
The radiative linewidth, γ, the photon collection efficiency of the detector, η, the detuning
of the detection beam from the cycling transition, δ, the intensity of the detection beam,
ID, and the detection time, τD. The photon count probability distribution has the following
form,













Here, X is the number of photons emitted by the ion, λ0 is the mean photon count,
s = ID/Isat is the saturation parameter for the detection beam, ID is the intensity of the
detection beam and Isat is the saturation intensity.
The above distribution of photon count assumes that there is no leakage between the |1〉
and |0〉 states. To account for leakage due to the off-resonant excitations, the photon
count probability distribution for the dark and bright state is modified by convolving
the aforementioned Poissonian distribution with an exponential distribution (probability
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distribution corressponding to state leakage) [40],





















































Here, α1 and α2 are the leakage probabilities, dependent on the atomic parameters, Γ is
the lower incomplete gamma function and δn is the Kronecker delta. An example of the
photon count distribution for 171Yb+ is shown in Fig. 4.2. The leakage probabilities for























with leakage without leakage
Figure 4.2: Photon count statistics for bright and dark 171Yb+ ions. Here, the mean
bright photon count, λ0 = 19.67. The probability for X = 0 photons is omitted in the plot
for the dark state, |0〉. Without leakage, we do not obtain any photons for state |0〉.
To quantify the performance of a protocol for state readout, we define a fidelity, F , for
the process using the success probability, i.e., probability the protocol correctly classifies
the state of the ion. Based on the above distributions, we obtain a theoretical maximal






max (Pr(X = k; |0〉),Pr(X = k; |1〉)) . (4.6)
For the distribution in Fig. 4.2, Fmax = 0.99969.
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In the above we have specified the distribution for the photon counts emitted by the dark
and bright state. However, for a multi-ion system, a detector with spatial resolution is
required, as such, we have to determine the spatial distribution of the photons. Assuming
the ions are point sources of photons, the ions have a point spread function (PSF) on
the detector that describes the probability that a photon emitted by the ion impacts the
detector at a particular position. In the case where the imaging system is diffraction
limited, we obtain a PSF that follows the Airy pattern,
PSF(x, y) =
2J1 (ka sin[θ(x, y)])
ka sin[θ(x, y)]
. (4.7)
Here, J1 is the first-order Bessel function of the first kind, k is the wave number of the
incident light, a is the radius of the aperture, θ is the angle of observation and (x, y) is the
coordinate on the detector.
As detectors possess finite spatial resolution, they produce pixelized images. To account







PSF(x, y) dxdy, (4.8)
αm = m∆α, for α ∈ {x, y}. (4.9)















Figure 4.3: Point spread function (PSF) of an ion . Theoretical PSF of an ion
alongside the simulated DPSF on the detector of the ion. Here, the Airy radius is 1.95 px.
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In experiments, there are errors that enter in the fluorescent detection process. For the
photon count distribution, noise sources include, stray photons from the background im-
pacting the detector or dark current in the detector. We model these additional noises by
a Poisson distribution for each pixel on the detector.
Prnoisemn (X = k) = Poisson(k;λnoise), (4.10)
λnoise = τDRnoise. (4.11)
Here, Rnoise is the rate of erroneous photons registered by the detector. Likewise, there
are potential errors in the PSF due to aberrations in the imaging system. However, these
errors could be corrected via the fine-tuning of the imaging system or by post-processing
methods [41].
The probability distributions supplied in this section are used to generate simulated fluo-
rescent measurement data for the machine learning efforts that follow.
4.2 Feedforward neural network for state readout
The state readout problem is as follows: Given the image generated on the detector after
the measurement procedure, determine the state of the ions in the trapped-ion system that
corresponds to the image. In this section, we investigate the use of a feedforward neural
network (FFNN) for state readout of a trapped-ion system. Further study determined that
the neural network employs a linear classifier, similar to traditional adaptive threshold
schemes, to perform state discrimination. The threshold and the contribution of each pixel
in the determination of the state of an ion is learnt through the training of the neural
network.
4.2.1 Neural network structure
The structure of the neural network (shown in Fig. 4.4) is as follows,
• The first layer is the input layer which takes the image produced by the detector
during the fluorescent measurement, henceforth called the measurement image, Xmn.
The number of units in this first layer is given by the dimensions of detector, D1×D2.
• The input layer is fully connected to the hidden layer with N (number of ions) linear
units without biases.
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• The hidden layer is fully connected to the output layer with N sigmoid units. The
form of the sigmoid unit is shown in Table 1.2. This output is interpreted as the
predicted probabilities that each ion is bright, ppredk .
• The binarization of the output layer, with a threshold of 0.5, is then used to specify
the neural network predicted state, ψpredi . This process is not applied during the
training of the neural network.
The trainable parameters of the neural network include the weights between the input and










































































Figure 4.4: Feedforward neural network (FFNN) for state readout. The input of
the neural network is the (a) measurement image, which is two-dimensional. In the (b)
neural network structure, the input layer is displayed in its flattened form. The output of
the neural network is the predicted bright probability of each ion, ppredi . By binarizing the
predicted bright probability of each ion, we obtain the neural network predicted state of
each ion, ψpredi . The full details of the neural network are specified in the text.
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4.2.2 Training parameters
The neural network parameters (the weights and biases) are trained by comparing the
predicted bright state probabilities the neural network outputs, ppredi , and the actual state
of the ion, ψi. Notice, as there are only two possible states, ψi = 0 or 1, the probability of
the state being bright is equivalent to the state labels.
We utilized the ADAM algorithm [14] to optimize the binary cross-entropy cost function,





ppredi log(ψi) + (1− ppredi ) log (1− ψi) . (4.12)
Other empirically chosen hyperparameters include the sizes of the training and validation
data set, 10000 and 1000 respectively, a batch size of 100, a learning rate of 10−3 and we
trained the neural networks for 100 epochs.
4.2.3 Condensed neural network
A property of the introduced FFNN is that it can be condensed, this originates from the






























This corresponds to removing the hidden layer in the neural network and using the con-
densed weights, W cond, to connect the input and output layer. Despite the fact that the
neural network may be condensed, the hidden layer is needed for efficient training as it
expands the parameter space.
The condensed neural network employs a linear classifier to perform state discrimination.
Linear classifiers are typical protocols used for state readout. One such linear classifier is
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W thresholdmni Xmn − bthresholdi
)
. (4.15)
Here Heaviside is the Heaviside step function, W thresholdmni , b
threshold
i are the weights and
thresholds used in determining the state of ion-i.
There are stark similarities between the output of the condensed neural network and the
adaptive threshold method. The sigmoid function in the condensed neural network output
is a smooth approximation of the Heaviside step function. Further, the condensed weights
and output biases in the condensed neural network are analogous to the weights and
thresholds in the adaptive threshold method.
4.2.4 Results and analysis
Single ion system
We consider a simple trapped-ion system with a single trapped ytterbium ion, 171Yb+.
We simulated fluorescent measurement in the system with and without the noise factor in
the photon count distribution. The parameters we used for the simulation include a mean
photon count emitted by bright ions, λ0 = 19.67, an Airy radius of 1.95 px for the PSF of
the ion and a mean erroneous photon count per pixel, λnoise = 0.24. We train the proposed
FFNN on these data sets.
For the simple case of a single ion in the absence of noise, we are able to determine a
maximal fidelity threshold (MFT) method, given by Eq. 4.6, and map it to the condensed
neural network.
Cost, C Fidelity, F
MFT without noise 0.347(12) 0.9997(5)
FFNN without noise 0.003(4) 0.9993(8)
FFNN with noise 0.097(24) 0.9764(48)
Table 4.1: Single ion state readout fidelity of the state readout FFNN. The
performance of the MFT method without noise and the state readout FFNN in the presence
and absence of noise for a trapped-ion system consisting of a single ion. Notice, without
error, the infidelity, 1 − F , of the state readout FFNN and MFT method is of the same
order of magnitude. In the presence of noise, as expected, the cost function and infidelity
of the state readout FFNN both increase.
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In Table 4.1, we observe a discrepancy between the fidelity of the FFNN without noise and
MFT. FFNN without noise performs slightly worse than MFT in terms of fidelity, however,
MFT has a much higher cost compared to FFNN without noise. As the neural network
optimizes the cost function, the difference in the form of the fidelity and cost function
results in the slight discrepancy in fidelity.
In Fig. 4.5, we show that the neural network learns the characteristics of the PSF in its
weights. There are striking similarities in the structure of the condensed weights, W cond,
of the FFNN without noise and the DPSF of the ion. They both exhibit alternating bright
and dark fringes surrounding a centroid with the same coordinates.
In contrast, the FFNN trained with error has only learnt the centroid of the DPSF. This
is logically sound as the presence of noise implies that photons beyond the centroid of
the DPSF almost certainly originated from the noise sources. Based on this, the neural
network, in the presence of noise, determines a subset of important pixels, i.e., region of
interest (ROI), for the state readout of an ion. For the parameters we considered, we






















Figure 4.5: Neural network learnt discrete point spread function (DPSF). Con-
densed weights and bias, W cond and b(2), for the FFNN trained (a) without noise and (b)
with noise. (c) Simulated DPSF on the detector of the ion. Notice the stark similarities
between the condensed weights of the neural networks and the DPSF of the ion. This im-
plies that the state readout FFNN learns the form of the DPSF of the ion during training.
(a) Without noise, the state readout FFNN learns the full structure of the DPSF, (b) with
noise, the state readout FFNN learns only the centroid of the DPSF.
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Multi-ion system
Next we consider a trapped-ion system with multiple ions. The PSF for the ions are
assumed to be identical, and is specified by the Airy pattern (Eq. 4.7). One thing to note
is that the DPSF depends on the relative position of the center of the Airy disk in the
center pixel. This implies the DPSF is only translationally invariant in periods of a single
pixel. This means that even though we assume the PSF of the ions are the same, their
DPSF on the detector can be more than just translationally different.
In Fig. 4.6, we trained the FFNN for the state readout of 2 ions and compared the condensed
weights with the PSF of the ions. The FFNN, as shown previously, demonstrates the
ability to learn the centroid of the PSF for each ion and utilizes it to weight the pixels























Figure 4.6: Neural network learnt region of interest (ROI) for two ions. (Top)
Condensed weights and bias, W cond and b(2), for the FFNN and (bottom) simulated DPSF
on the detector for (a) ion 1 and (b) ion 2. The 2 ions are separated by 4 px on the
detector. Notice, the condensed weights is similar to the centroid of the DPSF of the ions,
this implies the state readout FFNN learns the centroid of the DPSF of each ion during
training.
In the case of a 2 ions system, there is also a cross-talk error in addition to the noise
sources previously mentioned. Cross-talk depends on the overlap between the DPSF of the
two ions which grows as the separation between the ions is decreased. Fig. 4.7 shows the
effect of this cross-talk error on the single ion state readout fidelity of the FFNN alongside
the overlap between the DPSF of the two ions. The DPSF overlap between the ions is
significant for separations of less than 2 px, consistent with the considered Airy radius of
1.95 px, significantly reducing the fidelity of the state readout. For separations greater
than 2 px, the overlap in the DPSF rapidly tapers out, as such, the single ion fidelity
approaches an asymptote approximately at the single ion detection fidelity shown in Table
4.1.
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Figure 4.7: Effect of cross-talk on state readout fidelity. Single ion state readout
fidelity (green circles) of the state readout FFNN for a N = 2 ion system with varying
separation between the ions. The overlap between the DPSF (blue triangle) of the 2 ions.
Notice, significant DPSF overlap between the 2 ions results in reduced single ion state
readout fidelity. However, For > 2 px ionic separation, the DPSF overlap of the 2 ions
become insignificant and the single ion fidelity converges.
We now move on to consider a system of more than two ions where the ions are in the
chain configuration, the condition for this is shown in Section 1.1. We choose the trapping
parameters such that the ions have a mean separation from their nearest neighbour of
approximately 4 px on the detector. Observe that the single ion state readout fidelity of
the FFNN is within margin of error regardless of the number of ions in Fig. 4.8. This is
explained by the cross-talk the ions experience. As we have seen in Fig. 4.7, for a separation
of 4 px or more, the error in the fidelity is negligible. Therefore, the single ion fidelity here
is not limited by cross-talk.
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Figure 4.8: Performance of neural network state readout for varying number of
ions. Single ion state readout fidelity of the FFNN for varying number of ions in a chain
configuration. The mean separation between the ions are approximately 4 px. As expected,
as the ionic separation is significant, the single ion state readout fidelity is approximately
independent of the number of ions.
The key takeaways from the investigation of the use of the FFNN for state readout in a
trapped-ion system is as follows:
• The neural network functions as a linear classifier greatly resembling traditional adap-
tive threshold methods.
• The neural network is capable of learning the full structure of the PSF (without
error) or the region of interest (ROI) (with error) of the ions. This allows the neural
network to locate the ion on the detector.
A key benefit of the neural network also limits its scalability, as the neural network learns
the centroid of the PSF of each ion in the determination of the state of the trapped-ion
system, the neural network is sensitive to any movement in the ions and changes in the
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number of ions. Any such change would require the neural network be retrained for that
specific system. However, with the knowledge of the inner workings of the FFNN, we
imagine a scheme insensitive to such changes. We split the state readout process into two
distinct stages,
1. Determine an ROI for each ion.
2. Distinguish the state of each ion using the corresponding ROI.
4.3 Two-stage state readout protocol
4.3.1 Region of interest detection
In this section, we develop a simple algorithm to solve the first stage of the proposed two
stage state readout process, i.e., determine the ROI for each ion in the trapped-ion system.
We take inspiration from object detection algorithms which use the convolutional neural
network (CNN) architecture. Our problem, however, is much simpler. In object detection
algorithms, the size of the object on the image and the key features of the object are
unknown. The CNN has to be flexible enough to accommodate the object regardless of its
size on the image and has to learn the features of the object through training. In contrast,
we are aware of the size of the ROI, with the parameters considered in the previous section,
the ROI for an ion is approximately 3 by 3 pixels. Furthermore, we know the characteristics
of an ion shown on the detector, given by the DPSF of the ion. We envision the appropriate
application of this information to an algorithm with CNN like structure would allow it to
accurately determine the region of interest for the ions in the system.
Calibration Image
Locating all the ions in the system requires the ions to fluoresce regardless of their state.
We achieve this by imaging the ions when performing Doppler cooling on the trapped-ion
system [42]. Doppler cooling is performed before any QIP experiment as cooling is required
to reduce the errors that occur during the experiments. During Doppler cooling, we choose
a ground state and an excited state for the ion with an optical transition frequency. By
applying a laser beam red-detuned from the transition, the ion preferentially scatters light
depending on its movement relative to the cooling beam. The ion scatters more light when
it moves towards the laser and scatters less light when it moves away from the laser. The net
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result is the ion reduces its speed in the direction of the laser and thus energy. To ensure
the ion stays in the cooling cycle, additional lasers are applied to depopulate the other
excited states of the ion by driving them to the ground state. By collecting the photons
scattered during Doppler cooling, we obtain an image of the ions where all ions are bright
regardless of their initial state before Doppler cooling, we call this image the calibration
image, Xcalibmn . When compared to the images used for state readout, the calibration image
created during Doppler cooling can have significantly higher signal-to-noise ratio as we are
able to use higher intensities for the cooling beam, compared to the detection beam, and
collect the scattered photons for a longer period time, compared to the detection time.
This calibration image is then used to determine the ROI for each ion in the system. The
assumption we make is that after the cooling procedure, during the QIP experiment, the
ions do not appreciably shift in position. This is a safe assumption as movements in the
ions are controlled during QIP experiments as they could lead to significant errors. For a
trapped-ion system of N = 10 ions and axial trap strength of 0.2×2π MHz cooled such that
the average phonon number in the axial modes of 〈n〉 ≈ 1, the uncertainty in the positions
of the ions is ≈ 10 nm which corresponds to ≈ 0.01 px on the detector. The positional
uncertainty of the ions increases as the average phonon number increases and decreases as
the number of ions and trap strength increases. Achieving this level of cooling for the axial
mode can be experimentally challenging for larger number of ions, e.g., the Doppler cooling
limit of the 171Yb+ ions trapped with the aforementioned trapping strength corresponds to
an average phonon number, 〈n〉 ≈ 50. Other cooling techniques, such as, resolved sideband

















Figure 4.9: Calibration image. Example calibration image with 10 ions (red circles) in
a linear configuration with a mean separation of 4 px. Here, λ0 = 127 and λnoise = 0.6.
The procedure for the region of interest (ROI) detection algorithm, example shown in
Fig. 4.10, takes the following simple form:
1. Filter out the noise in the calibration image using a threshold method,
X̃calibmn =
{
0 if Xcalibmn < θ1
Xcalibmn otherwise
(4.16)
Due to the high signal-to-noise ratio of the calibration image, a threshold method is
capable of effectively filtering out the noise.
2. Convolve the filtered image with the 3 by 3 DPSF of an ion, while keeping the
dimensions of the image. The resultant image tells us the overlap between the DPSF
and the distribution of photons in each 3 by 3 region in the image.
3. Check every 3 by 3 pixel region of the resultant image in step 2 and determine if the
center pixel has the maximum value in the region and is greater than a threshold, θ2.
If both of these conditions are true, we determine that an ion is at the center pixel
of the 3 by 3 pixel region.
A caveat of this procedure is that the ions have to be sufficiently separated, as significant
overlap in the DPSF of the ions would result in a rise of errors where multiple ions are


















Figure 4.10: ROI detection algorithm. (a) Initial calibration image fed into the ROI
detection algorithm, (b) calibration image after filtering out the noise with a threshold,
θ1 = 5, (c) image after using the DPSF (inset) as the kernel for convolution on the filtered
image and (d) predicted positions of the ions (yellow pixels), obtained using a threshold,
θ2 = 5.
The ROI detection algorithm was evaluated with a dataset composed of 10000 calibration
images with 10 ions each, the parameters for the thresholds were empirically determined,
θ1 = 5 and θ2 = 5. We found that the algorithm accurately predicted the position of
81.0(4)% of the ions, completely missed 2.7(4)% of the ions and mischaracterized the
position, i.e., the predicted position of the ions were off by a single pixel, either horizontally,
vertically or diagonally, of 16.3(4)% of the ions in the dataset it was tested on. For
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the cases where the algorithm mischaracterized the position, we further investigated the
overlap between the predicted region of interest and the DPSF of the ion and significant
overlap between the two were observed. This implies that the use of the ROIs from these
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Figure 4.11: Two-stage state readout algorithm. (a) The calibration and measurement
images are first fed into the ROI algorithm. (b) The ROI algorithm determines the ROIs for
the ions and the measurement image is decomposed into the (c) individual measurement
images for each ion. Finally, the (d) state readout FFNN is applied to the individual
measurement images for each ion and outputs the predicted state for each individual ions,
ψpredi .
After the determination of the position of each ion, we apply the FFNN described in Section
4.2.1 on the ROI of the ions to perform the state readout on the measurement image. After
training, we were able to achieve a single ion state readout fidelity of Fsingle = 0.9915(30)
for the cases where the ROI detection algorithm was able to locate the ion. Notice the
improvement in the fidelity as compared to Table 4.1, this is explained by the explicit
filtering out of the pixels not relevant to the state readout of an ion. Consequently, the
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neural network is less prone to overfitting to the training dataset here. A full description
of the overall protocol is given in Fig. 4.11
4.3.3 Conclusion
In this chapter, we discussed the theory of measurement in a trapped-ion system. We
studied the mechanism used by a feedforward neural network to perform state detection.
The feedforward neural network demonstrated the ability to learn characteristics of the
PSF of the ion. However, the feedforward neural network is not ideal due to its senstivity
to the position of the ions. We conceptualized a two-stage process for state detection
that would be capable of performing state readout by first determining a region of interest
for the ions before performing the state readout. This eliminates the need to retrain the





In summary, we have presented several optimization problems that arise in the development
of trapped-ion systems. In the programming of a trapped-ion system for the simulation
of arbitrary spin models, we demonstrated that a simple feedforward neural network was
capable of approximating the inverse function. This allowed the feedforward neural network
to obtain accurate results for the control parameters in a relatively short amount of time,
compared to traditional approaches, on a consumer grade GPU workstation.
Furthermore, we have introduced a hybrid ion trapping architecture that further enhances
the utility of trapped-ion systems by enabling control over the phonon modes of the system.
We developed protocols that would allow us to program these phonon modes for a wide
range of applications. Additionally, we studied a promising application of the protocol to
mitigate the disadvantages in multi-species trapped-ion systems.
For the readout of trapped-ion system, we developed a two-stage algorithm that would
allow additional flexibility in quantum information processing experiments.
For the future, we envision studying further applications of the hybrid trapped-ion system
proposed in this thesis. We also look to further refine the two-stage state readout algorithm
and experimentally implement the procedure.
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Derivation of motional eigenvectors
for the trapped-ion system









Here, ṙi is the velocity of ion-i and φ is the potential of the system.
Let,
q = (x1, x2, ..., xN , y1, ..., yN , z1, ..., zN), (A.2)
M̄ = (M1,M2, ...,MN ,M1, ...,MN ,M1, ...,MN). (A.3)
















As we are considering small perturbations about the equilibrium position of the ions, q∗,











(qj − q∗j). (A.6)
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Consider the following change of coordinates, from q to (q − q∗). Physically, this corre-
sponds to measuring displacements between the ions and the equilibrium position instead
of the absolute position of the ion. Mathematically, without loss of generality, we are able
to set q∗ = 0.
As the equilibrium position corresponds to the position where the ions do not experience










Here, Hess( · ) is the hessian with respect to all 3N coordinates.





























This is the harmonic oscillator equation. This system would oscillate at frequency
√
λ.
Note that we mentioned that we assume qj
√
M̄j = bj, however, qj
√
M̄j is a mass-weighted
coordinate of the ion. To obtain the eigenvectors of the system only in terms of the motion
of the ion, this mass-weighting has to be undone.




After applying the transform, we renormalize the motional eigenvector b̄.
In the case where Mj = M for all j we obtain:
qj = b̄j = bj. (A.12)
This explains why for a single species system the eigenvectors of the A-matrix directly
corresponds to the motional participation of the ion in the phonon mode, whereas, for a
multi-species system, a transform on the eigenvectors (Eq. 1.8) is required.
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Appendix B
Derivation of properties of the
phonon mode control problems
Non-existence of solutions for the control of eigenfrequencies
An important property in this derivation is that the A-matrix is a real symmetric matrix
with a unitary eigenvector matrix.






Consider taking the Frobenius norm on both sides, and note that the Frobenius norm of a
matrix is invariant under a unitary transform.
‖A‖2 = ‖w ◦w‖2 (B.2)
Consider the minimum possible value of the Frobenius norm for a feasible A-matrix, this
corresponds to setting the diagonal elements to zero. As the off-diagonal elements of a
feasible A-matrix of a system of more than N = 1 ion is non-zero, we have a lower bound






This proves we are incapable of obtaining an arbitrary set of eigenvectors using optical
tweezers if the conventional trapped-ion system is determined.
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Non-uniqueness of solutions for the control of eigenfrequencies
Due to the symmetry in the equilibrium positions of the ions, it is trivial to deduce that
reflecting the optical tweezer strengths about the center of the trapped-ion chain results in
identical phonon mode eigenfrequencies.
Non-existence of solutions for the control of eigenvectors
To prove this we consider a trivial system of a diagonal matrix. Diagonal matrices only
have eigenvectors corresponding to the identity matrix. As such we suspect that even in the
non-trivial case, there are eigenvectors unachievable by control over the diagonal elements
of the matrix.
Non-uniqueness of solutions for the control of eigenvectors
Note that the identity matrix is a diagonal matrix and maps any vector onto itself. There-
fore, the addition of a multiple of the identity matrix does not change the eigenvectors of
any matrix. As the the identity matrix is diagonal, adding a multiple of the identity to a
feasible A-matrix does not violate the constraint of feasibility. This implies that when a
solution exist for the control of the eigenvectors, there are an infinite number of solutions
that are related by multiples of the identity.
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