Anxiety and stress-related disorders are highly prevalent and debilitating conditions that impose an enormous burden on society. Sensitive measurements that can enable early diagnosis could mitigate suffering and potentially prevent onset of these conditions. Self-reports, however, are intrusive and vulnerable to biases that can conceal the true internal state.
Introduction
Anxiety and other stress-related disorders are the most common forms of mental illness with over 250 million affected people worldwide (1) . Thirty-one percent of U.S. adults will experience an anxiety disorder at some time in their lives (2) (3) (4) and 40% of graduate students may suffer from it at some point (5) . These conditions are highly treatable and early intervention improves patient outcomes (6) . Unfortunately, sensitive and reliable biomarkers to enable early diagnosis and personalized intervention strategies remain elusive (7) . Anxiety disorders are defined by excessive or uncontrolled anticipation of uncertain threat that can lead people to seek medical attention (8) . Various social and biological factors (9) may render some individuals more vulnerable to developing anxiety disorders (10) . Trait anxiety is operationalized as the proneness to experience maladaptive anxious states and foreshadows vulnerability to developing a true anxiety disorder (11) . Stress can be a major anxiogenic process. Stressful events induce physiological responses, or allostasis, (12) that generate a transient increase in state anxiety (11) , and early life stressful events or chronic, unmanaged stress may predispose individuals to developing anxiety disorders (9) .
Understanding the relationships between stress response and state and trait anxiety may help unlock the mechanisms underlying development of anxiety disorders.
Currently available screening tools to monitor stress response, like the VAS and SUDS, are quick and reliable but are overtly interventional, not amenable to continuous monitoring, vulnerable to biased reporting, and suffer from diminished sensitivity over repeated assessments (13) (14) (15) (16) (17) . To mitigate biased reporting, studies have begun to examine the efficacy of biochemical and physiological measures, which manifest spontaneously and are harder to conceal, to supplement self-reported measures of stress. While biochemical assays are invasive, expensive, not amenable to continuous measurements, and vulnerable to diurnal cycles (18) (19) (20) (21) , electrophysiological measures are non-invasive and more suitable for continuous monitoring. Measures like galvanic skin response (GSR) (22) (23) (24) (25) (26) (27) (28) (29) , heart rate (HR) (24) (25) (26) 28, 30) , heart rate variability (HRV) (27, 31, 32) , and electroencephalography (EEG) (33) (34) (35) (36) are increasingly being used to assess stress response. The relationship between these physiological measures and stress response, and both state and trait anxiety, however, remains poorly understood (37) .
Several recent studies have used new developments in machine learning to integrate features from more than one physiological measure to evaluate stress response with high accuracy (24, 25, 29, 33, (38) (39) (40) (41) (42) . These algorithms, however, have not always been validated in conditions outside the ones in which they were trained. Thus, it remains unclear whether measures obtained and algorithms developed in one condition can generalize to an untested condition. Similarly, whether the algorithms trained on physiological responses to one stressor can predict physiological responses to another stressor is not known. Finally, it is unclear whether algorithms trained to predict stress response in one cohort of individuals generalize to new cohorts of individuals.
To address these questions, we studied participants who were subjected to two types of stress tests, cold pressor test (CPT) and the trier social stress test (TSST) (43, 44) . During the session, participants also engaged in non-stressful activities that involved talking, rest, and playing a simple video game. Both standardized self-reports and physiological data were collected prior to and during the session. We first assessed the efficacy of different physiological measures to infer epochs in which stressors were applied. We then developed a novel algorithm trained on the best features from these different physiological measurements to identify a stressful epoch with ~96% accuracy. Next, by combining the algorithm-based predictions with self-report measures, we developed a procedure to identify individuals with high self-reported trait anxiety with ~84% accuracy. Finally, we examined the relationship between trait anxiety, state anxiety and the physiological response to stress and found that individuals with high trait anxiety also displayed high baseline state anxiety but a muted physiological response to acute stressors.
Results
In this study, 39 participants experienced two types of stressors, cold pressor test (CPT)
and Trier social stress test (TSST), in the following order (Fig 1) . They also played a simple decision making game both before CPT and after TSST. They were engaged in casual conversation (Talk epoch) and also received a rest period during the session (Fig 1) . Overall, a session lasted approximately 60 minutes (refer to Methods for more details).
Self-reported responses to induced stress
To determine each participants' stress response, we first examined their self-report scores for subjective units of distress (SUDs) and state anxiety (SA). An example participant (P25) whose data is plotted in Fig 2A reported a strong response to the applied stressors. This participant showed a low baseline score (SUDs = 10; SA = 28), a slightly elevated score post-CPT (SUDs = 15; SA = 34) and a much more elevated score post-TSST (SUDs = 60; SA = 65).
Some participants, like the one whose data is plotted in Fig 2B (P13) , did not report an increase in stress. For this participant, scores remained close to baseline for SA (Baseline: 25; post-CPT: 26; post-TSST: 24) and decreased from baseline for SUDS (Baseline: 60; post-CPT: 40; post-TSST: 40). We chose an arbitrary threshold for stress response (Change in SUDS > 50% and SA > 30%) to identify self-reported strong responders from weak/non-responders for illustrative purposes (Fig 2 C-D) . Twenty-three of 39 participants qualified as strong responders based the arbitrary threshold (red dots in Fig 2C-D) . For the population, the average change in state anxiety was 90±9% ( Fig. 2E ) and the change in SUDS scores was 320±61% ( Fig. 2F) . Overall, the self-reports reflected an increase in anxiety (SA) and distress (SUDS) with the application of the stressors.
Physiological response to stressors
Electrodermal activity (EDA) refers to variation in the electrical properties of the skin in response to sweat secretion. By applying a low constant voltage, the change in skin conductance --reflective of sympathetic tone --can be measured non-invasively (45) .
Application of CPT and TSST induces autonomic arousal and increases sympathetic tone,
which is expected to increase skin conductance (46) . Change in EDA with respect to baseline (BC) is plotted in Fig 3A ( Acute stress increases sympathetic tone, which increases heart rate (HR) and decreases heart rate variability (HRV) (47) . R-R intervals were extracted from a photoplethysmogram and HR and HRV were extracted (refer to Methods and Materials). decreased with increase in self-reported state anxiety following stressor application.
We finally examined EEG responses to acute stress. In particular, we plotted the difference in alpha activity between left and right frontal regions of the brain (frontal alpha asymmetry (FAS) (48) ). Greater left than right frontal alpha (F3 > F4) characterizes approachoriented situations whereas greater right than left frontal alpha (F4 > F3) is thought to reflect withdrawal-related motivational traits and states (49) (50) (51) . Following CPT and TSST we expected In summary, individual participant's EDA, HR, HRV and FAS responded to the two stressors. Although changes in these measures reflected changes in self-reported state anxiety, this relationship did not reach statistical significance. This could partly be due to mismatch between physiology and self-report (See Discussion). To address this possibility, in the next section we describe how these measures can be combined using machine learning algorithms to decode stressful epochs, which can be defined objectively.
Developing and testing a machine learning algorithm to predict stress state
We tested two qualitatively different stressor application protocols (CPT and TSST) and engaged participants in five different 'control' epochs --baseline rest epoch, a rest epoch between stressors, a simple decision making game before and after stress induction, and a 'talking' epoch (refer to Methods section for more details). For this analysis, the algorithm was simply trained to distinguish stressor application epochs from control epochs. We refer to this algorithm as the "stress state classifier."
First, we compared the accuracy with which the classifier could use features from a single physiological measure (EDA, HRV or EEG) to identify a stress application epoch from a control epoch. The features derived from these measures are listed in Supplemental Table 3 . Figure 4A shows the prediction accuracy for EEG (purple band), HRV (brown band) and EDA (green band). The x-axis plots the proportion of data utilized for training the algorithm. For example, 80% indicates that out of all the epochs from all the subjects, a random 80% of the epochs were used to train the algorithm while the remaining 20% were used for testing. As expected, as the classifier was trained on more data (50%-80%) prediction accuracy increased, for all physiological measures ( Fig. 4A and Supplemental Table 2 : Sensitivity, specificity and accuracy). EEG-based measures yielded classifiers with the highest accuracy. For example, when 80% of the data was used for training the classifier using EEG, mean accuracy was 74.5% (Across subjects: min=72%, max = 79%, N=39). When HRV was used, mean classifier accuracy dropped to 70.7% (min=67%, max = 74%, N=39), while for EDA classifier accuracy dropped to 67.2% (min=66%, max = 68%, N=39).
Next, best features were selected from the four independent streams of physiological data to train supervised machine learning algorithms (Supplemental Table 4 : All algorithms). achieved 91% sensitivity and 100% specificity ( Fig. 4C ).
Next, we tested the ability of the algorithm to predict the stress state of an individual participant whose data was fully withheld from the algorithm during training. To do this, we adopted the leave-one-out cross validation procedure. That is, one randomly-chosen participant's data was left out and the algorithm was trained on the remaining 38 participants'
data. The trained algorithm was then used to forecast the stress states of the 'left-out' participant. This procedure was iteratively applied to all the participants. Stress state prediction These findings indicate that amongst the physiological measures, EEG-based metrics predicted stressful epochs with higher accuracy than other physiological measures. Combining features from different physiological measures --EEG, HRV, HR and EDA -improved stress state prediction accuracy relative to any single physiological channel. Our stress state classifier decoded stressful epochs significantly above chance in both out-of-sample epochs and individuals. Lastly, self-reported increases in anxiety post-TSST were consistent with the predictions of the stress state classifier for most participants (26/39) . A fraction of the participants did not show alignment of self-report and physiological responses to stress induction. For 8/39 participants, the stress state classifier predicted an increase in stress, but self-reports did not. Conversely, 5/39 participants reported an increase in stress but the classifier estimate did not.
Identifying individuals with high trait anxiety
Next, we tested whether self-report and physiological responses to stress manipulation could be used to identify individuals with high trait anxiety. To do this, we first median-split the sample into high trait anxiety (STAI-T > 35) and low trait anxiety (STAI-T<35). Then we trained a classifier (complex tree in Fig. 4D ; other classifiers in Fig. 4E ) using a leave-one-out cross validation procedure (other combinations of training set are tabulated in Supplementary Table   5 ). That is, the algorithm was trained on all but one participant's SUDS scores, state anxiety scores (SA), and the stress state classifier (SC) outputs assessed both at baseline and after TSST. Prediction accuracy using baseline SUDS scores (51.4%; Sensitivity = 72%; Specificity = 32%) was near chance levels (50%). Including SUDS post-TSST increased prediction accuracy to 54.1% (Sensitivity = 28%; Specificity = 79%). Adding baseline and post-TSST STAI-S reports improved prediction accuracy to 67.6% (Sensitivity = 72%; Specificity = 63%). Including the estimates from the stress state classifier further improved prediction accuracy to 83.8% (Sensitivity = 94%; Specificity = 74%). When only baseline SA and stress state classifier outputs were used, prediction accuracy dropped slightly but was still well above chance at 73% (Sensitivity = 78%; Specificity = 68%). These results show that stress state classifier estimates Results from the mixed model indicate that individuals with higher trait anxiety displayed increased state anxiety (SA) at baseline. Further, individuals with high trait anxiety displayed a muted response to acute stressors, as indicated by the negative coefficients for SA and stress state classifier, compared with individuals with low trait anxiety. The strong interaction effects between these predictors suggests they at least partially index the same underlying states.
Notably, SUDS estimates were only weakly informative about trait anxiety. In summary, individuals with high trait anxiety can be identified with a machine learning approach that utilizes multiple physiological measures in conjunction with self-reports.
Discussion
We examined the stress responses of healthy participants using self-reports and multiple physiological measures. Participants were exposed to 2 kinds of acute stressors and engaged in five non-stressful activities. During this experience, we observed robust changes in EEG, HRV, HR, GSR that were weakly correlated with increases in self-reported stress. By combining select features from these different measures using a machine learning-based algorithm, stressful states could be identified from non-stressful states with ~96% accuracy. Further, individuals with high trait anxiety were identified with ~84% accuracy using a decision tree to optimally combine physiological measures with self-reported state anxiety. While individuals with high trait anxiety displayed high baseline state anxiety, their response to acute stressors was muted.
Identifying stressful states and non-stressful states
In this study, we used several physiological measures to understand individual responses to a stressor. GSR has been extensively used to measure stress response (22) (23) (24) (25) (26) (27) (28) (29) and, even in this study, GSR increased with stress induction. However, GSR as a measure was not as sensitive as heart rate or EEG-based measurements in identifying stress states. HRV reliably declines with increases in stress (52) (53) (54) and in our study HRV also decreased with selfreported increases in stress-induced state anxiety. Nevertheless, HRV-based measures lacked the specificity of EEG. That is, many non-stressful epochs were wrongly identified as stressful epochs, limiting the utility of HRV in this context (55, 56) . Several recent studies have attempted to combine different physiological measures to improve the ability of an algorithm to identify stress states (24, 25, 29, 33, (38) (39) (40) (41) (42) . By combining select features from these physiological modalities using a support vector machine, we achieved high sensitivity (91%) and specificity (100%)-indeed more than that achieve using any independent measure alone (Supplementary Table 2 ).
Two other factors contributed to the improvement in the prediction accuracy of the classifier. First, by including two different stressors and five different non-stressful epochs, the classifier was trained across a variety of different conditions varying in intensity, engagement, and arousal. Second, increasing the training set to >35 individuals enabled the classifier to remain robust to individual differences in stress response. Overall, by combining features from physiological measures to develop the classifier, and by training the classifier on a variety of different conditions and individuals, the classifier's ability to accurately identify a stressful state in untested conditions and individuals improved. In light of these findings, we believe that a larger training set with more diverse conditions would not only help validate the current results but also improve the generalizability of the classifier.
In a majority of participants (26/39), self-reported responses to a stressor were consistent with physiology-based assessments. In other participants, however, there were discrepancies between self-report and physiology. Some participants did not report a response to the stressor but their physiology indicated otherwise. Such mismatches suggest that participants may be unaware of, or unable to access, or simply unwilling to report physiological responses to stress and other such internal states (57) (58) (59) . By contrast, some participants reported a response to the stressor but their physiological measurements did not register it.
These findings highlight the potential for inaccuracy or bias in self-report and the need for a more objective "ground truth" rooted in observable dysfunctions in daily life activities. Digital approaches to mental health, such as search terms in web browsing (60-62), financial behaviour (63), or other observable "big data" may provide a complementary source of information to refine our biometric approach.
Recognizing individuals with high trait anxiety
Here we studied a nonclinical population by obtaining self-reported anxiety characteristics using measures like the State-Trait Anxiety Inventory (11), which we used to identify individuals with high trait anxiety. Critical differences exist between high trait anxiety and clinical anxiety disorders, but the frequency of conversion from elevated trait anxiety to clinical disorders suggests our findings could provide important insights into anxiety disorders (64) .
Unmanaged or chronic stress has been implicated in the process of conversion to anxiety disorders. Understanding the relationship between early-life stressful events or chronic, unmanaged stress may help uncover the mechanisms underlying the onset of anxiety disorders (65) .
Different personality types may vary considerably in how they respond to stressful events. Evolutionary biologists have reasoned that such differences are maintained in the population because they support frequency-dependent adaptation under different conditions.
Hawks and Doves are two phenotypes that have been related to variations in HPA axis activity and anxiety (66) . In response to threat, Doves, who are typically anxious, shy and cautious, adopt a flight strategy. They also maintain a high baseline HPA axis response due to increased anxiety, as well as low sympathetic and adrenomedullary response to acute threats. Hawks, on the other hand, display highly aggressive behavior and preferentially adopt a fight strategy.
They exhibit low baseline HPA axis response but display a high sympathetic and adrenomedullary responses to acute threats (66) (67) (68) . In our study, a blunted response to acute stressors in high trait anxiety participants is consistent with a "dove-like" phenotype (68, 69) .
From a more mechanistic perspective, these observations suggest that by manipulating stress and by measuring self-reported changes in state anxiety levels and the associated changes in physiology, one can determine biomarkers of specific phenotypes.
Overall, our study provides an approach combining self-reports with physiological responses to stress to identify individuals with high trait anxiety. Accurate and continuous stress detection is a valuable facet of any treatment plan for a broad range of anxiety and stressrelated disorders. Precisely measuring incremental progress through stressful experiences can boost patient's knowledge, confidence, and self-efficacy, which studies have shown improves mental health treatment outcomes. Specifically, improvements in self-efficacy are associated with improvements in confidence to maintain lifestyle changes, which is a key component of stress management (70) . Overall, these results demonstrate the feasibility of using machine learning analyses of biometric data to enable sensitive diagnosis and continuous monitoring of mental health conditions like anxiety and depression.
Methods

Participants
Forty (40) participants were recruited between the ages of 18 and 35 (mean = 25.15 / SD = 5.04; 43.5% Female / 56.4% Male) with no diagnosed psychiatric disorders or psychotropic medication use (based on self-report). Participants were recruited from the local community through the Wharton Behavioral Lab. Basic non-PHI demographic information (e.g., age, sex, level of education) was collected and a unique subject ID number was assigned to each participant ( Supplementary Table 1 ). Participants were instructed to not engage in exercise or consume caffeinated beverages for a minimum of two hours prior to their scheduled visit time.
Study personnel explained the purpose, potential risks of the experiment and completed the informed consent process with each participant following protocols approved by the University of Pennsylvania's Institutional Review Board (IRB) in compliance with the Helsinki Declaration. All participants gave written informed consent filed with the University of Pennsylvania's IRB.
At baseline, participants were outfitted with a wireless EEG headset (microEEG, Bio-Signal Group Corp., Acton, MA) and multiple HR/GSR sensors (Shimmer GSR+, Shimmer Inc., Boston, MA; E4 Wristband, Empatica Inc., Boston, MA). iMotions (Copenhagen, Denmark) was used to synchronize all the devices.
Procedure
Trait anxiety survey was administered online prior to the visit via Qualtrics. On the session day, set-up, and calibration was carried out upon arrival. Following initial briefing and set-up, participants were asked to relax for 10 minutes. The first 5 minutes were considered baseline control (BC) and the physiological readings during the session were measured relative to this epoch. The next 5 minutes were considered baseline period (B). Participants' self-reports -both subjective units of distress (SUDS) and state anxiety (SA) --were obtained during the baseline period. Then, participants played a simple video game for 10 minutes after 2 minutes of practice. In the game, they picked berries from a virtual berry patch (71) (72) (73) (74) . Then the cold pressor test (CPT) was administered to induce temporary acute physical stress. During this task participants were provided with an arm wrap made of cold gel packs (35-40 ºF) (75) . The cold gel packs were placed around their dominant forearm for three minutes. The wrap is designed to be stressful and uncomfortable but not painful or dangerous (76, 77) . Following this task, participants were instructed to quietly rest for 6 minutes. Second set of self-reports -both SUDS and SA --were obtained at the beginning of the rest period. After the quiet rest, participants were asked to talk about something or engaged in casual conversation for three minutes. Following this, the Trier Social Stress Test (TSST) was administered (78) . In this epoch the participants were asked to prepare and deliver a short speech to a socially evaluative audience (79) (80) (81) . Participants were provided with pen and paper to take notes and informed that they had three minutes to prepare a five-minute speech about interviewing for their ideal job (step 1). To increase stress, they were instructed that their responses would be recorded (audio only if they did not consent to video) and that an evaluator trained in public speaking would judge their speech for honesty, believability, and confidence. Prior to giving their speech, the participant's notes were taken away and a five minute timer was started (step 2). If they stopped talking before the five minutes ended, they were told by the research coordinator: "You still have time remaining, please keep talking about why you should be hired for this job." At the end of the speech, the evaluator provided the participants with the following instructions (step 3): "During the final one minute you will be asked to sequentially subtract the number 13 from 1,022. You will verbally report your answers aloud, and be asked to start over from 1,022 if a mistake is made. Your time begins now." If the participant made an error, they were told "That is incorrect, please start over from 1,022." Third set of self-reports -both SUDS and SA --were obtained soon after TSST. After that participants played the patch-foraging video game again for 10 minutes. After this, they were debriefed and the equipment was removed.
Participants completed the standardized Spielberger's state anxiety Form Y as a report for state anxiety (SA) and rated their distress level --Subjective Units of Distress (SUDs) --on a 0-100 scale (0 = calm and free from distress and 100 = the most distressed they can ever recall being) (82) .
One participant quit the study midway after the CPT. This participant's data was excluded from data analysis.
Data Analysis
All data processing and statistical analyses were carried out on MATLAB and Python.
State-Trait Anxiety Inventory (STAI): All participants completed the STAI (11) , which was used for assessing both trait and state anxiety. There are 20 items for assessing trait anxiety and 20 for state anxiety. All items are rated on a 4-point scale, with higher scores indicating greater anxiety.
Subjective Units of Distress Scale (SUDS): Participants completed the SUDS both at baseline and following each stress induction task. The SUDS is a widely used tool for assessing the subjective intensity of distress and other internal experiences, such as anxiety, anger, and agitation. The scale ranges from 1 to 100, with 100 signifying the most intense feelings. HR/Heart Rate Variability (HR/HRV): Heart rate data was obtained throughout the duration of each session through the use of an E4 Wristband. The E4 is equipped with a PPG sensor which measures blood volume pulse (BVP). From this measurement both HR and HRV were derived. HRV is the beat-to-beat alteration in heart rate that can be used as a noninvasive biomarker for autonomic nervous system activity (83) . Standard time and frequency domain derivatives of HRV were calculated.
Electrodermal Activity (EDA) / Galvanic Skin Response (GSR): Electrodermal activity (EDA) was continuously recorded throughout the duration of each session through the use of a Shimmer GSR+. The GSR sensor monitors skin conductivity which reflects the variations in the electrical characteristics of the skin. Skin conductance is modulated by sympathetic activity and it is directly correlated with emotional arousal. EEG Activity: microEEG was used to obtain EEG signals throughout the duration of the session (84) . Signals were collected at a 250 Hz sampling rate from electrode channels along the scalp. EEG signals were first re-referenced to the average of the two earlobes and then filtered between 1 and 50 Hz. Next, epochs were extracted and probabilistically improbable data points (3 SD from mean) were detected as artifacts and removed. Additional artifact detection to remove eye blink and movement artifact components was subsequently performed using independent component analysis. All the preprocessing was done using EEGLAB (85) .
For each epoch, Welch's power spectral density estimate was used to transform data from the time domain to the frequency domain in order to decompose the signal and calculate absolute and relative band powers, asymmetries, and coherence in addition to the phase of the EEG channel signals. Band powers calculated included delta (1-4 Hz), theta (4-8 Hz), alpha (8) (9) (10) (11) (12) (13) Hz), low beta (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) , high beta (25) (26) (27) (28) (29) (30) , and gamma (30-50 Hz) from the prefrontal, frontal, temporal, parietal, and occipital brain regions.
Classifier design
Following preprocessing, different features were extracted from the HR and EEG data ( Supplement table 3 ). Average data (1 to 3 min) from different epochs (stress vs control) were then used to train the classifier. Different machine learning algorithms (Supplementary table 2) were trained on the data streams. Data was upsampled to ensure class balance. Dataset was split up into partitions (2) (3) (4) (5) (6) (7) (8) (9) (10) , where data from all-but-one partitions were used as the training set and left-out data was used as the testing set. This was repeated for all partitions, so that each epoch was part of the test set at least once. Cross-validation also helped to detect and limit overfitting. Feature selection was carried out to reduce the feature set size. Grid search was implemented to optimize the parameters used. Grid search and feature selection were carried out on the training dataset prior to testing. To diagnose bias and variance in the models' outcome, area under the ROC curves were evaluated. The primary metrics used to indicate each model's performance were accuracy, sensitivity, and specificity.
For the classifier implemented to identify individuals with trait anxiety, leave-one-out crossvalidation approach was followed. In this case one participant's data was left out of the training dataset. The remaining 38 participants' data was used to train the different algorithms. Other training and testing set ratios (90-10, 95-5) were also tested (Supplementary Table 5 ).
Generalized linear model with mixed effects
To take advantage of the continuous nature of the trait anxiety scores, we developed generalized linear model with mixed effects.
The following model was tested: Other combinations -including/excluding fixed effect terms, including other interactions terms for fixed effects, including random slopes for the participants, etc, were also tested.
Since the trait anxiety score distribution is right skewed and all-positive, it was modelled using a "Gamma" distribution with an "identity" link function. All analyses were carried out in Matlab using the "fitglme" function. Following initial briefing and set-up, participants were asked to relax for 10 minutes. The first 5 minutes were considered baseline control (BC) and the physiological readings during the session were measured relative to this epoch. The next 5 minutes were considered baseline period (B). Participants' self-reports -both subjective units of distress (SUDS) and state anxiety (SA) --were obtained during the baseline period. Participants then played a simple decision making game (Game #1) for 10 minutes after 2 minutes of practice. Following this they were subjected to the Cold Pressor Test (CPT). After CPT, a 6 minute relaxation period began. During this time, the second self-report measurements of state anxiety were obtained. This was followed by 3 minute 'talk' epoch. This was followed by TSST: 3 min for speech preparation (Prep), 5 min for the speech ('talk') followed by a minute for mental countdown. After TSST, self report surveys were obtained for the third and final time. Participants then played the same video game again ('Game #2'). After this, they were debriefed and the equipment was removed. Stress induction epochs are shaded magenta, nonstressful epochs are shaded green. Table 4 ). The average prediction accuracy across participants is indicated by the bold dashed line, the standard error is indicated by the band around it. The percentage of the epochs utilized to train the algorithm -50-80% --is indicated on the x-axis. 80% of the data was used for training in (C) by default; SVM (95%) used 95% of the data for training. D) Average prediction accuracy across participants for those with high trait anxiety (> 35) using SUDS scores post-TSST (SUDS T ), state anxiety scores at baseline (SA B ) and post-TSST (SA T ), stress state classifier scores at baseline (SC B ) and post-TSST(SC T ). These measures were combined optimally using complex trees (cTrees) in D. cTrees were compared with linear discriminant analysis (LDA), logistic regression (LR), weighted k-nearest neighbors (w-KNN) and boosted Trees (bTrees) in E. Coefficients (Beta±SE) obtained from a mixed generalized linear model are plotted to understand the relationship between SUDS T , SA B , SA T , SC T , the interaction terms, specifically, SA T and SC T , and self-reported trait anxiety scores. Table 1: Demographics   Table 2 : Accuracy, Sensitivity and Specificity of the physiological measures and algorithms 
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