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Local Index Formulae on Noncommutative Orbifolds and
Equivariant Zeta Functions for the Affine Metaplectic Group
Anton Savin, Elmar Schrohe
Abstract
We consider the algebra A of bounded operators on L2(Rn) generated by quantizations
of isometric affine canonical transformations. The algebra A includes as subalgebras all non-
commutative tori and toric orbifolds. We define the spectral triple (A ,H ,D) with H =
L2(Rn,Λ(Rn)) and the Euler operator D, a first order differential operator of index 1. We show
that this spectral triple has simple dimension spectrum: For every operator B in the algebra
Ψ(A ,H ,D) generated by the Shubin type pseudodifferential operators and the elements of A ,
the zeta function ζB(z) = Tr(B|D|−2z) has a meromorphic extension to C with at most simple
poles and decays rapidly along vertical lines. Our main result then is an explicit algebraic ex-
pression for the Connes-Moscovici cyclic cocycle. As a corollary we obtain local index formulae
for noncommutative tori and toric orbifolds.
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1
1 Introduction
In this article we present a local index formula for a spectral triple associated with the affine meta-
plectic group. As special cases we obtain local index formulae for noncommutative tori of arbitrary
dimension and noncommutative toric orbifolds. We follow the noncommutative geometry approach
laid out in the classical paper by Connes and Moscovici [1], see also [2–6] for further developments.
The key notion is that of spectral triple. A spectral triple (A ,H , D) consists of an algebra A ,
a Hilbert space H , and an unbounded operator D acting on H . In addition, A acts on H by
bounded operators, and the commutators [D, a] are bounded for all a ∈ A . A classical example is
the spectral triple
(C∞(M), L2(M,S), D), (1)
where C∞(M) is the algebra of smooth functions on a closed smooth spin Riemannian manifold M ,
L2(M,S) is the space of L2-sections of the spinor bundle, while D is the Dirac operator on spinors.
Under certain conditions, spectral triples define classes in the Kasparov K-homology of A and one
obtains the Chern–Connes character
ch(A ,H , D) ∈ HP ∗(A )
in periodic cyclic cohomology of A . The local index formula of Connes and Moscovici [1] expresses
this class in terms of periodic cyclic cocycles on A , which are described in terms of regularized traces
on A . In the case of the Dirac spectral triple (1) these regularized traces reduce to the celebrated
Wodzicki residue [7], and the local formula of Connes and Moscovici gives the classical local index
formula (see [8–11]). Let us emphasize, however, that to obtain an explicit index formula in a new
situation using Connes’ and Moscovici’s formula, one has to study these regularized traces and carry
out their explicit computation. For applications of the Connes–Moscovici formula see [12–18].
Let us now describe the spectral triple under consideration. Denote by Mpc(n) the complex
metaplectic group (see e.g. Leray [19], [20–22] or Appendix A). One of many equivalent definitions
of this group says that this is the group of all unitary operators acting on L2(Rn) equal to quantized
linear canonical transformations of the cotangent bundle T ∗Rn. More generally, if we consider affine
canonical transformations of T ∗Rn, we obtain the affine complex metaplectic group. We set A to be
the algebra of bounded operators on L2(Rn) generated by quantizations of isometric affine canonical
transformations. It can be shown that A has the following generators:
1) Heisenberg-Weyl operators: u(x) 7→ eikxu(x+ a), where a, k, x ∈ Rn;
2) Shift operators: u(x) 7→ u(g−1x), where g ∈ O(n) is an orthogonal matrix;
3) Fractional Fourier transforms for ϕ ∈ (0, π) (see e.g. [23] and the references cited there):
u(x1, x2, ..., xn) 7→
√
1− i ctgϕ
2π
∫
exp
(
i
(
(x21 + y
2
1)
ctgϕ
2
− x1y1
sinϕ
))
u(y1, x2, ..., xn)dy1
Generators of the form 1) are quantizations of shifts in T ∗Rn, those of the form 2) are quantizations
of differentials of orthogonal transformations, while those in 3) are quantizations of rotations in
the (x1, p1) plane. This algebra includes as subalgebras all noncommutative tori [24] and toric
orbifolds [25–29]. Second, we set H = L2(Rn,Λ(Rn)) and show that elements in A naturally act
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on the differential forms. Finally, our operator D is the well-known Euler operator, a differential
operator of index one on Rn, see e.g. Higson, Kasparov and Trout [30].
Our first result asserts that this spectral triple satisfies the conditions in the local index theorem
of Connes and Moscovici. The main difficulty is to show that (i) the zeta functions
ζa,b(z) = Tr(ab|D|−2z),
where a ∈ A and b is a pseudodifferential operator of Shubin type on Rn, admit a meromorphic con-
tinuation to C with simple poles (in other words, the spectral triple has simple dimension spectrum),
and (ii) these zeta functions satisfy the following estimate: |ζa,b(z)Γ(z)| ≤ CN |z|−N for | Im z| large
and C1 < Re z < C2 (condition of rapid decay along vertical lines). While the analytic continuation
with simple poles is obtained by a direct computation using the stationary phase approximation,
the proof of the rapid decay along vertical lines relies on ideas of the calculus of weakly parametric
pseudodifferential operators developed by Grubb and Seeley in [31, 32].
Our second result is an explicit algebraic formula for the Connes–Moscovici cocycle. We express
this cocycle as a sum of contributions over the fixed point sets of the canonical transformations. The
computation reduces to obtaining (i) equivariant heat trace asymptotics for the quantum oscillator
with respect to elements of the affine metaplectic group (bosonic part) and (ii) heat trace asymptotics
for operators given by Clifford products acting on algebraic forms (fermionic part). To compute
these asymptotics, we use the Mehler formula and Getzler’s calculus. Furthermore, we analyze
the Connes–Moscovici periodic cyclic cocycle and show that it is in fact a sum of cyclic cocycles
localized at conjugacy classes in the group of isometric affine canonical transformations (this group
is isomorphic to the semidirect product Cn⋊U(n)). As applications, we give explicit index formulae
for noncommutative tori and for noncommutative toric orbifolds. It turns out that noncommutative
tori correspond to choosing lattices in Cn, while orbifolds correspond to finite groups acting on such
lattices.
As mentioned above, our algebra A is generated by quantized canonical transformations acting
in L2(Rn). Thus, this paper is part of our ongoing project to construct an index theory associated
with groups of quantized canonical transformations. The articles [33] and [34] focused on operators
on closed manifolds, see also Gorokhovky, de Kleijn and Nest [35] for related work. In the recent
article [22] we treated the algebra generated by the metaplectic operators and the Shubin type
pseudodifferential operators on Rn and obtained an index formula using K-theory. Here, in contrast,
we study the algebra generated by the affine metaplectic group, define a spectral triple, and find
explicit expressions for the Connes-Moscovici cocycles associated with it.
Let us briefly describe the contents of the paper. We start by recalling the local index formula
by Connes and Moscovici in Section 2. We state their result both in terms of zeta functions and
heat trace asymptotics. As a consequence, we obtain in Section 3 the local index formula in the
one-dimensional case. Section 4 is central to our paper: Here we define our spectral triple, show that
it satisfies the conditions of Connes’ and Moscovici’s theorem (Theorem 3) and give explicit formulae
for the Connes–Moscovici residue cocycle (Theorem 4). A decomposition of the residue cocycle
into a sum of cyclic cocycles localized at conjugacy classes in Cn ⋊ U(n) is obtained in Section 5,
while examples are considered in Section 6. In Section 7, we prove all the necessary results about
equivariant zeta functions for Shubin type pseudodifferential operators and metaplectic operators.
Finally, there are two appendices to our paper, where we recall necessary information about the
metaplectic group and pseudodifferential operators of Shubin type.
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2 The Local Index Formula of Connes and Moscovici
The Chern-Connes character. Let (A ,H , D) be a spectral triple. Here
• A is an algebra;
• H = H0 ⊕H1 is a graded Hilbert space with a representation of A on it by bounded even
operators;
• D is an odd self-adjoint operator on H . It is assumed that D is local: [D, a] is bounded for
all a ∈ A and (1 +D2)−1 is compact.
Suppose, moreover, that the spectral triple is p-summable, i.e.
(1 +D2)−1/2 ∈ Lp(H )
where Lp(H ) = {T | T is compact and Tr |T |p <∞} is the Schatten von Neumann ideal. Then one
defines the Chern–Connes character of the spectral triple in periodic cyclic cohomology, see [24], [4]:
ch(A ,H , D) ∈ HP ev(A ).
It contains information about the analytic indices of twisted operators. More precisely, given a
projection P ∈ MatN(A ) over A , we have
ind(P (D ⊗ 1N) : PH N0 −→ PH N1 ) = 〈ch(A ,H , D), [P ]〉,
where [P ] ∈ K0(A ) is the class of the projection in K-theory, while
〈·, ·〉 : HP ev(A )×K0(A ) −→ C
stands for the pairing of cyclic cohomology with K-theory. Let us recall the definition of this pairing.
Given a periodic cyclic cocycle ϕ = (ϕ2k)k=0,1,...,n over A and a projection p ∈ MatN(A ), we have
〈ϕ, p〉 = (ϕ0#Tr)(p) +
∑
k≥1
(−1)k (2k)!
k!
(ϕ2k#Tr)(p− 1/2, p, ..., p), (2)
where
(ϕ2k#Tr)(m0 ⊗ a0, ..., m2k ⊗ a2k) = Tr(m0...m2k)ϕ2k(a0, ..., a2k), ak ∈ A , mk ∈ MatN(C) (3)
is a 2k + 1-linear functional on MatN(A ).
4
The local index formula. Connes and Moscovici [1] (see also Higson [4]) proved that the class
ch(A ,H , D) contains a special representative, called the residue cocycle. To state their result, we
introduce several notions. Let us assume for simplicity that D is invertible (for the noninvertible
case see [1]).
The spectral triple (A ,H , D) is supposed to be regular, see Definition 3.14 in [4], i.e. for every
a ∈ A , a and [D, a] are in the domains of all iterated commutators
[|D|, ·], [|D|, [|D|, ·]], . . . .
Given a regular spectral triple, one defines the algebra Ψ(A ,H , D) as the smallest algebra of
linear operators in H ∞ = ∩j≥1Dom|D|j that contains A and [D,A ] and is closed under taking
commutators with D2: B ∈ Ψ(A ,H , D) implies that [D2, B] ∈ Ψ(A ,H , D).
Given B ∈ Ψ(A ,H , D), we introduce the zeta function ζB by
ζB(z) = Tr(B|D|−2z),
which is defined and holomorphic for Re z sufficiently large.
We say that (A ,H , D) has simple dimension spectrum, if there is a discrete set F ⊂ C such
that ζB(z) extends meromorphically to C with at most simple poles in the set F + ordB for all
B ∈ Ψ(A ,H , D).
We say that ζB(z) has rapid decay along vertical lines, if for all N > 0, γ ∈ R, there exist M > 0
and Cγ,N > 0 such that
|Γ(z)ζB(z)| ≤ Cγ,N |z|−N , whenever | Im z| > M, Re z = γ. (4)
Theorem 1. (Connes-Moscovici) Suppose that the spectral triple has simple dimension spectrum
and all the functions ζB(z), B ∈ Ψ(A ,H , D), have rapid decay along vertical lines Re z = γ.
Then the Chern–Connes character ch(A ,H , D) ∈ HP ev(A ) in periodic cyclic cohomology has a
representative (Ψ0,Ψ2,Ψ4, ...,Ψ2k, ...), where
Ψ2k(a0, a1, ..., a2k) =
∑
α
ck,αResz=0Trs
(
a0[D, a1]
[α1], ..., [D, a2k]
[α2k ]|D|−2(|α|+k+z)) , k ≥ 1, (5)
α = (α1, α2, ..., α2k) is a multi-index, B
[j] stands for the j-th iterated commutator of the operator B
with D2, and
ck,α = (−1)|α| Γ(|α|+ k)
α!(α1 + 1)...(α1 + ...+ α2k + 2k)
,
while
Ψ0(a0) = Resz=0 z
−1 Trs
(
a0|D|−2z
)
. (6)
The local index formula and heat trace asymptotics. The following proposition will enable
us to apply techniques in local index theory based on heat trace asymptotics.
Proposition 1. Assume that the assumptions in Theorem 1 are satisfied for the spectral triple
(A ,H , D). Suppose in addition that for an operator B ∈ Ψ(A ,H , D) the heat trace Tr(Be−tD2)
exists, is a continuous function of t > 0, is O(t−∞) for t→∞ and has an asymptotic expansion
Tr(Be−tD
2
) ∼
∞∑
n=0
ant
n as t→ 0+. (7)
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Then
Res
z=0
Tr(B|D|−2(m+z)) = a−m
Γ(m)
, whenever m > 0. (8)
Moreover, for m = 0,
Res
z=0
z−1 Tr(B|D|−2z) = a0. (9)
Proof. Let m > 0. We use the Mellin transform Mt→z and obtain for Re z > 0:
|D|−2z = 1
Γ(z)
∫ ∞
0
tz−1e−tD
2
dt, and hence ζB(z) =
1
Γ(z)
Mt→z(Tr(Be
−tD2)). (10)
The Mellin transform is well defined by our assumptions. Hence
Res
z=0
Tr(B|D|−2(m+z)) = Res
z=0
1
Γ(z +m)
∫ ∞
0
tz+m−1Tr(Be−tD
2
)dt
= Res
z=0
1
Γ(z +m)
∫ 1
0
tz+m−1Tr(Be−tD
2
)dt = Res
z=0
1
Γ(z +m)
∑
n
an
∫ 1
0
tz+m+n−1dt
= Res
z=0
1
Γ(z +m)
∑
n
ant
z+n+m
z + n+m
∣∣∣∣1
0
=
a−m
Γ(m)
.
The case m = 0 is considered similarly.
Remark 1. It is possible to use properties of the heat trace and properties of the Mellin transform
(see e.g. [36, Theorems 3 and 4]) in order to obtain the properties of zeta functions listed in Theorem 1.
For instance, if we require that Tr(Be−tD
2
) is smooth, O(t−∞) for t → ∞, and has an asymptotic
expansion (7) as t→ 0, then this implies that ζB(z) has a meromorphic continuation to C and rapid
decay on vertical lines.
Suppose that all the operators B = a0[D, a1]
[α1] . . . [D, a2k]
[α2k] in (5) satisfy the assumptions in
Proposition 1. Then we apply Proposition 1 and express the residue cocycle {Ψ2k} in terms of heat
invariants and get:
Ψ2k(a0, a1, ..., a2k) =
∑
α
dk,α ×
{
finite part of t|α|+k Trs
(
a0[D, a1]
[α1], ..., [D, a2k]
[α2k ]e−tD
2
)}
, (11)
for all k ≥ 0, where
dk,α =
(−1)|α|
α!(α1 + 1)...(α1 + ... + α2k + 2k)
.
3 Operators on R
We start with the case n = 1, as it is simpler and the results will be useful later on.
Heisenberg-Weyl operators. For a, k ∈ R we define the Heisenberg-Weyl operators Ta,k on
L2(R) by
Ta,ku(x) = e
ikx−iak/2u(x− a).
We shall also write Ta,k = Tz, where z = a− ik. These operators generate the Heisenberg group, and
we have the product formula
Tz1Tz2 = e
−i Im z1z2/2Tz1+z2.
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Metaplectic operators (fractional Fourier transforms). Consider the representation
R : U(1) −→ Mpc(1)
eiϕ 7−→ Rϕ = ei(1/2−H)ϕ,
where H =
1
2
(
x2 − ∂2x
)
. (12)
We obtain the commutation relation:
RϕTzR
−1
ϕ = Teiϕz. (13)
The Dirac operator. Finally we introduce
D =
1√
2
(
0 x− ∂x
x+ ∂x 0
)
: S(R,C2)→ S(R,C2), so that D2 =
(
H − 1
2
0
0 H + 1
2
)
. (14)
We extend the action of the Heisenberg-Weyl operator Tz to S(R,C2) by (u, v) 7→ (Tzu, Tzv),
denoting it by Tz as in the scalar case. Then the following commutation relations are true
[D, Tz] =
1√
2
(
0 z
z 0
)
Tz, (15)
[H, Tz] =
1
2
(
(k2 − a2 + 2ax)Tz − 2ikTz∂x
)
= Tz · (operator of order 1).
We also extend the action of the metaplectic operator Rg to S(R,C2) via
Rϕ(u, v) = (Rϕu, e
−iϕRϕv)
It turns out that D is U(1)-equivariant (see [22] for the proof), i.e.
RϕDR
−1
ϕ = D. (16)
Heat asymptotics.
Proposition 2. We have following asymptotics as t→ 0+ :
Tr(TzRϕe
−tH) =

O(t+∞) if ϕ = 0, z 6= 0;
1√
2
√
ch t− 1 =
1
t
+O(1) if ϕ = 0, z = 0;
1
1− e−iϕ exp
(
i
4
(a2 + k2) ctgϕ/2
)
+O(t) if ϕ ∈ (0, 2π).
(17)
Here TzRϕe
−tH is treated as an operator on L2(R).
Proof. 1. In case ϕ = 0, Mehler’s formula for the heat kernel
e−tH(x, y) =
1√
2π sh t
exp
(
− cth tx
2 + y2
2
+
1
sh t
xy
)
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shows that
Tze
−tH(x, y) =
ei(kx−ak/2)√
2π sh t
exp
(
− cth t(x− a)
2 + y2
2
+
1
sh t
(x− a)y
)
.
Hence, the value of the kernel at the diagonal is equal to
Tze
−tH(x, x) =
e−iak/2√
2π sh t
exp
(
−x2
(
ch t− 1
sh t
)
+ x
(
ik + a
ch t− 1
sh t
)
− a2 ch t
2 sh t
)
and we obtain1
Tr(Tze
−tH) =
∫
R
Tze
−tH(x, x)dx =
1√
2
1√
ch t− 1 exp
(
−a2 ch t + 1
4 sh t
− k2 sh t
4(ch t− 1)
)
. (18)
This readily gives us the first two lines in (17).
2. In case ϕ 6= 0 we have
TzRϕe
−tH = Tze
i(1/2−H)ϕe−tH = eiϕ/2Tze
−(t+iϕ)H .
We can compute the trace of this operator by replacing t by t+ iϕ in (18). Then
lim
t→0+
Tr(TzRϕe
−tH) =
eiϕ/2
i
√
2
√
1− cosϕ exp
(
i
4
(
a2
1 + cosϕ
sinϕ
+ k2
sinϕ
1− cosϕ
))
, (19)
where ϕ ∈ (0, 2π). Here the argument of the square root is computed using the Taylor expansion at
t = 0, ϕ = 0:
√
ch(t+ iϕ)− 1 ∼
√
(t+ iϕ)2/2 = (t + iϕ)/
√
2. This expression is equal to the last
line in (17).
The local index formula. We denote by A the algebra generated by the operators Tz and Rg,
z ∈ C, g ∈ U(1), acting on the Hilbert space H = L2(R,C2). Let us compute the Connes–Moscovici
cocycle of the spectral triple (A ,H , D) defined from the operator D. It follows from the above
commutation relations that
a0[D, a1]
[α1]...[D, a2k]
[α2k ]|D|−2(|α|+k+z)
is an operator of order ≤ |α|−2(|α|+k+Re z) = −|α|−2k−2Re z. As operators of order < −2 are
of trace class, there are only two possibilities to obtain a nontrivial contribution to the Chern-Connes
character in (5)/(6) namely a) k = 0, |α| = 0 and b) k = 1, |α| = 0. This will be important for the
proof of the following theorem.
Theorem 2. The component Ψ0 of the Connes-Moscovici cocycle is equal to
Ψ0(TzRϕ) =

0, if ϕ = 0, z 6= 0,
1, if ϕ = 0, z = 0,
exp
(
i
4
(a2 + k2) ctgϕ/2
)
, if ϕ 6= 0.
(20)
1We use the formula for the Gaussian integration∫
R
e−ax
2
+bx+cdx =
√
pi
a
eb
2/4a+c.
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Here z = a− ik. The component Ψ2 of the Connes-Moscovici cocycle is equal to
Ψ2(Tz0Rϕ0, Tz1Rϕ1 , Tz2Rϕ2) =

0 if ϕ0 + ϕ1 + ϕ2 6= 0
or z0 + e
iϕ0z1 + e
i(ϕ0+ϕ1)z2 6= 0
eiε
4
(z1z2e
−iϕ1 − z1z2eiϕ1) otherwise
(21)
where eiε = Tz0Teiϕ0z1Tei(ϕ0+ϕ1)z2.
Proof. We saw that there is no contribution to the Chern-Connes character from terms with α 6= 0.
1. In order to show (20), we note that
Trs(TzRϕe
−tD2) = Tr
(
1 0
0 −1
)
Tz
(
Rϕ 0
0 Rϕe
−iϕ
)(
e−t(H−
1
2
) 0
0 e−t(H+
1
2
)
)
= (et/2 − e−iϕe−t/2) Tr(TzRϕe−tH).
According to (6) and (9) we have to compute the constant term as t → 0+. Substituting the heat
asymptotics from Proposition 2 gives precisely (20).
2. Next let us prove (21). A direct computation using (13), (14), (15), (16) shows that
Trs(Tz0Rϕ0 [D, Tz1Rϕ1][D, Tz2Rϕ2]e
−tD2)
=
1
2
(z1z2e
−iϕ1et/2 − z1z2e−i(ϕ0+ϕ2)e−t/2) Tr(Tz0Rϕ0Tz1Rϕ1Tz2Rϕ2e−tH))
=
1
2
(z1z2e
−iϕ1et/2 − z1z2e−i(ϕ0+ϕ2)e−t/2) Tr(eiε′TwRϕ0+ϕ1+ϕ2e−tH), (22)
where
w = z0 + e
iϕ0z1 + e
i(ϕ0+ϕ1)z2, e
iε′ = Tz0Teiϕ0z1Tei(ϕ0+ϕ1)z2T
−1
w .
By (5) and (8), Ψ2(Tz0Rϕ0, Tz1Rϕ1, Tz2Rϕ2) equals 1/2 times the coefficient of t
−1 in the asymptotics
of (22) as t → 0+. By Proposition 2, this coefficient is zero if either ϕ0 + ϕ1 + ϕ2 6= 0 or w =
z0 + e
iϕ0z1 + e
i(ϕ0+ϕ1)z2 6= 0. Otherwise, we obtain
Trs(Tz0Rϕ0 [D, Tz1Rϕ1][D, Tz2Rϕ2]e
−tD2) =
1
2
(z1z2e
−iϕ1 − z1z2eiϕ1)eiε′t−1 +O(1).
This gives the desired expression (21) for Ψ2.
4 Operators on Rn
Heisenberg-Weyl operators. Given z = a− ik ∈ Cn, where a, k ∈ Rn, we define the operators
Tzu(x) = e
ikx−iak/2u(x− a).
These operators and eiε define the so-called Schro¨dinger representation of the Heisenberg group. We
note the following product formula
Tz1Tz2 = e
−i Im(z1,z2)/2Tz1+z2 , where (z1, z2) = z1z2. (23)
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Metaplectic operators. We now define the class of metaplectic operators we use below. For more
details see Appendix A or [22]. Let g ∈ U(n) 7→ Rg ∈ BL2(Rn) be the unitary representation of
U(n) by operators in the complex metaplectic group. Since U(n) is generated by O(n) and U(1)
(see [22, Lemma 1]), this homomorphism is uniquely defined by the following properties:
• Rgu(x) = u(g−1x), if g ∈ O(n) ⊂ U(n) (thus, Rg is the shift operator for an orthogonal matrix
g);
• Rgu(x) = eiϕ(1/2−H1)u(x), where g = diag(eiϕ, 1, ..., 1), and H1 = (x21 − ∂2x1). The operator Rg
is called the fractional Fourier transform with respect to x1 and is equal to
Rgu(x) =
√
1− i ctgϕ
2π
∫
exp
(
i
(
(x21 + y
2
1)
ctgϕ
2
− x1y1
sinϕ
))
u(y1, x2, ..., xn)dy1.
This formula is just Mehler’s formula with complex time.
By Theorem 7.13 in [21]
RgTzR
−1
g = Tgz. (24)
The Euler operator. We introduce the Euler operator
D =
1√
2
(d+ d∗ + xdx ∧+(xdx∧)∗) : S(Rn,Λev(Rn)⊗ C) −→ S(Rn,Λodd(Rn)⊗ C). (25)
Here d is the exterior differential, xdx∧ is the operator of exterior multiplication by xdx = dr2/2 =∑
j xjdxj , where r = |x|, while d∗ and (xdx∧)∗ stand for the adjoint operators. Its symbol is invertible
for |x|2 + |ξ|2 6= 0.2 We consider this operator in the Schwartz spaces of complex-valued differential
forms. Below, we will use the identification Λ(Rn)⊗ C ≃ Λ(Cn). According to [30, Lemma 14]
D2 = H + F, where H =
1
2
n∑
j=1
(
− ∂
2
∂x2j
+ x2j
)
, F |Λk =
(
k − n
2
)
Id. (26)
The Heisenberg-Weyl operators are extended to the space of forms by the trivial action on the
differentials, and this extension is denoted by the same symbol. The metaplectic operators are also
extended to the space of forms by the formula:
Rg : S(Rn,Λ(Cn)) −→ S(Rn,Λ(Cn))
u⊗ ω 7−→ Rg(u⊗ ω) = Rgu⊗ g∗−1ω, (27)
where g∗−1 : Λ(Cn)→ Λ(Cn) stands for the induced action on forms for g : Cn → Cn.
One has the following properties:
[D, Tz] =
1√
2
Tzc(z), where c(z) = zdx ∧+zdxy; (28)
[D,Rg] = 0, for all g ∈ U(n). (29)
Equality (28) is straightforward, while (29) is [22, Lemma 4].
2Indeed, σ(D)(x, ξ) = 2−1/2[(iξ + xdx) ∧+((iξ + xdx)∧)∗ ]. Hence, σ(D)2(x, ξ) = 2−1(|x|2 + |ξ|2)Id.
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Main results. Let A be the operator algebra generated by the operators Tz and Rg for z ∈
Cn, g ∈ U(n) on the graded Hilbert space H = L2(Rn,Λ(Cn)). It follows from (23) and (24) that
an arbitrary element in A can be written as a finite sum
a =
∑
z,g
az,gTzRg : L
2(Rn,Λ(Cn)) −→ L2(Rn,Λ(Cn)), az,g ∈ C. (30)
By Ψ(A ,H , D) we denote the algebra of all operators of the form
B =
∑
k
DkTzkRgk ,
where the sum is finite, zk ∈ Cn, gk ∈ U(n) and the Dk are Shubin type pseudodifferential operators.
We refer to Appendix B for more information on Shubin operators. This algebra Ψ(A ,H , D) might
be larger than the one defined by Connes and Moscovici (see Section 2).
Theorem 3. The conditions in Connes–Moscovici’s local index theorem (Theorem 1) are satisfied for
the graded spectral triple (A ,H , D). More precisely, the spectral triple is regular, finitely summable,
has simple dimension spectrum and zeta functions ζB(z) have rapid decay along vertical lines for all
B ∈ Ψ(A ,H , D).
Proof. The regularity of the spectral triple follows from the invariance of the Shubin pseudodifferen-
tial calculus under the affine metaplectic group. Moreover, the explicit description of the spectrum
of D2 = H + F enables one to prove that |D|−1 is p-summable whenever p > 2n.
The proof that zeta functions for this spectral triple extend to meromorphic functions on C with
simple poles is deferred to Section 7.
Theorem 4. The components of the Connes–Moscovici residue cocycle Ψ = (Ψ0,Ψ2, ...,Ψ2n) of the
spectral triple in Theorem 3 are equal to
Ψ2k(a0, a1, ..., a2k) =

0, if the mapping w 7→ gw + z has no fixed points or k > dimCng
i−k
(2k)!
eiε
m∏
j=1
e
i
4
|(z,ej)|
2 ctgϕj/2
∫
Cng
σ(w1) ∧ σ(w2) ∧ ... ∧ σ(w2k) ∧ e−ω else,
(31)
where
• aj = TzjRgj , zj ∈ Cn, gj ∈ U(n);
• Cng ⊂ Cn is the fixed point set of g = g0g1...g2k; m = n− dimCng ;
• eiϕj for 1 ≤ j ≤ m are the eigenvalues of g which are 6= 1, while ej ∈ Cn are corresponding
eigenvectors;
• z = w0 + w1 + ...w2k, where wj = (g0g1...gj−1)zj ;
• eiε = Tw0Tw1Tw2 ...Tw2kT−1z ;
• σ(a− ik) = −kdx+ adp ∈ Λ1(R2n);
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• ω =∑nj=1 dxj ∧ dpj is the symplectic form on R2n.
• ∫
Cng
: Λ(Cng ) → C stands for the Berezin integral on Cng ⊂ Cn, where we use isomorphism
Cn ≃ R2n, z = p+ ix and use the volume form dp1 ∧ dx1 ∧ . . . ∧ dpn ∧ dxn on Cn.
Remark 2. Note that the affine mapping w 7→ gw + z is equal to the composition of the affine
mappings w 7→ gjw + zj for j = 0, 1, ..., 2k.
Remark 3. If n = 1, then (31) coincides with the residue cocycle in (20) and (21).
Proof of Theorem 4. The proof is divided into three steps. First, we compute the heat trace
asymptotics for scalar operators. We then use these asymptotics and Getzler’s calculus to identify
the contribution of the terms with α = 0 in the Connes–Moscovici formula. Finally we show that
the contributions of the terms with α 6= 0 are equal to zero.
Step 1. Heat trace asymptotics for scalar operators in Rn. Given g ∈ U(n), we diagonalize
it: g = hg0h
−1, where g0, h ∈ U(n), while g0 = diag(eiϕ1 , ..., eiϕm, 1, ..., 1), ϕ1, ..., ϕm ∈ (0, 2π),
ϕm+1 = ... = ϕn = 0. Then we have
Tr(TzRge
−tH) = Tr(TzRhRg0R
−1
h e
−tH) = Tr(R−1h TzRhRg0e
−tH) = Tr(Th−1zRg0e
−tH). (32)
In the second equality we used the fact that Rh commutes with H , while in the last we used (24).
Since g0 is diagonal, the trace in (32) is the product of the traces of n operators on R:
Tr(TzRge
−tH) =
n∏
j=1
Tr(T(h−1z)jRϕje
−tHj ), Hj =
1
2
(x2j − ∂2xj ),
where (h−1z)j is the j-th component of h
−1z. We now apply the one-dimensional heat expansion of
Proposition 2 and obtain the following asymptotics.
Proposition 3.
Tr(TzRge
−tH) ∼

O(t+∞) if the affine mapping w → gw + z has no fixed points;
t−(n−m)
m∏
j=1
e
i
4
|(z,ej)|
2 ctgϕj/2
1− e−iϕj otherwise.
(33)
Here {ej}mj=1 is an orthonormal system of eigenvectors of g with eigenvalues eiϕj 6= 1. Also, if B is
a differential operator of order ordB, then one has
Tr(BTzRge
−tH) ∼
{
O(t+∞) if the mapping w → gw + z has no fixed points;
O(t−(n−m+ordB/2)) otherwise.
(34)
Note that (z, ej) = (h
−1z)j and the condition that the fixed point set is nontrivial is equivalent
to the following condition: (z)j = 0 for all j > m (equivalently, z is orthogonal to the fixed point set
of g).
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Step 2. Computation of the Connes–Moscovici cocycle for α = 0. Given aj = TzjRgj , we
have3
a0[D, a1]...[D, a2k]e
−tD2 = 2−kTz0Rg0c(z1)Tz1Rg1...c(z2k)Tz2kRg2ke
−t(H+F )
= 2−k
(
Tz0Rg0Tz1Rg1 ...Tz2kRg2ke
−tH
)
⊗
(
g−10
∗
c(z1)g
−1
1
∗
c(z2)g
−1
2
∗
...c(z2k)g
−1
2k
∗
e−tF
)
= 2−k
(
eiεTzRge
−tH
)
⊗
(
c(w1)c(w2)...c(w2k)g
−1∗e−tF
)
(35)
where
z = w0 + w1 + w2 + ..., wj = (g0g1...gj−1)zj ,
while eiε = Tw0Tw1Tw2 ...Tw2kT
−1
z . Hence, we obtain for the supertrace
Trs(a0[D, a1]...[D, a2k]e
−tD2) = 2−keiε Tr
(
TzRge
−tH
)
Trs
(
c(w1)c(w2)...c(w2k)g
−1∗e−tF
)
. (36)
The heat trace Tr
(
TzRge
−tH
)
here is computed using (33). Note that (33) is exponentially small if
the fixed point set of the affine mapping w → gw+ z is empty. It remains to compute the expansion
of the supertrace in (36).
We have wj ∈ Cn ≃ R2n with the base e1, e2, ..., e2n−1, e2n:
e1 = (i, 0, 0, ..., 0), e2 = (1, 0, 0, ..., 0), ..., e2n−1 = (0, 0, ..., 0, i), e2n = (0, 0, ..., 0, 1)
and let Cl(2n) be the real Clifford algebra generated by these vectors with the relations
e2j = 1 for all j; ejek + ekej = 0 for all k 6= j.
The mapping z 7→ c(z) ∈ EndΛ(Cn) defined in (28) enjoys the property
c(z1)c(z2) + c(z2)c(z1) = 2Re(z1 · z2).
Thus, c(ej)
2 = 1, and c(ej)c(ek) + c(ek)c(ej) = 0, k 6= j. Hence, this mapping uniquely extends to a
homomorphism of algebras denoted by c : Cl(2n)→ EndΛ(Cn).
The symbol mapping σ is given by
σ : Cl(2n) −→ Λ(R2n)
ej1ej2...ejk 7−→ σ(ej1) ∧ σ(ej2) ∧ ... ∧ σ(ejk),
where j1, ..., jk are all different, and σ(e2j−1) = dxj, σ(e2j) = dpj. The Berezin integral is defined by∫
Rn
: Λ(C2n) −→ C, u 7−→ u2n
dp1 ∧ dx1 ∧ ... ∧ dpn ∧ dxn .
Note also the Berezin lemma:4
Trs(c(a)) = (−2i)n
∫
C2n
σ(a), ∀a ∈ Cl(2n).
3Here we used the property g−1
∗
c(z) = c(gz)g−1
∗
, which is easy to prove using the property g∗(vyω) = (g∗v)y(g
∗ω)
for a vector v and a differential form ω.
4To check that the constant here is chosen correctly, we consider the special case n = 1. Then Cl(2) is spanned by
1, e1, e2, e1e2. Both sides of the formula are nontrivial only for a = e1e2 and we have
c(e1)c(e2) = (−idx ∧+idxy)(dx ∧+dxy) = −i(dx ∧ dxy− dxydx∧).
Hence, we get Trs(c(e1)c(e2)) = i+i = 2i. On the other hand, we have σ(e1e2) = dx∧dp and
∫
C
σ(e1e2) =
dx∧dp
dp∧dx = −1.
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Proposition 4. Given k ≤ n−m, we have
Trs
(
c(w1)c(w2)...c(w2k)g
−1∗e−tF
)
∼ tn−m−k2ki−k
m∏
j=1
(
1− e−iϕj) ∫
Cng
σ(w1) ∧ σ(w2) ∧ ... ∧ σ(w2k) ∧ e−ω, (37)
where ω = dx1 ∧ dp1+ . . .+ dxn ∧ dpn is the symplectic form on Cn with coordinate z = p+ ix. Also
if k > n−m, then the left hand side in (37) is O(1).
Proof. If k > n −m, then the statement in this proposition is true, since the expression is smooth
up to t = 0. Let us now obtain the asymptotics for k ≤ n − m. Since both sides of the formula
are invariant under changes of coordinates, we choose coordinates, in which g is a diagonal matrix
diag(eiϕ1 , ..., eiϕm , 1, ..., 1).
Lemma 1. The operators F, e−tF , g−1
∗ ∈ EndΛ(Cn) are expressed in terms of the Clifford multipli-
cation as
F =
i
2
n∑
j=1
c(e2j−1e2j), e
−tF =
n∏
j=1
(
ch
t
2
− ic(e2j−1e2j) sh t
2
)
g−1
∗
=
m∏
j=1
(
cos
ϕj
2
+ sin
ϕj
2
c(e2j−1e2j)
)
e−iϕj/2. (38)
Proof. The proof is straightforward.
We now use Lemma 1 and the Berezin lemma to obtain
Trs
(
c(w1)c(w2)...c(w2k)g
−1∗e−tF
)
= Trs
(
c(w1)c(w2)...c(w2k)
m∏
j=1
(
cos
ϕj
2
+ sin
ϕj
2
c(e2j−1e2j)
)
e−iϕj/2
n∏
j=1
(
ch
t
2
− ic(e2j−1e2j) sh t
2
)
= (−2i)n
∫
Cn
σ
(
w1w2...w2k
m∏
j=1
(
cos
ϕj
2
+ sin
ϕj
2
e2j−1e2j
)
e−iϕj/2
n∏
j=1
(
ch
t
2
− ie2j−1e2j sh t
2
))
.
(39)
Since 2k ≤ 2n− 2m by assumption, the main term of the expansion of (39) is of order tn−m−k and
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equal to
(−2i)n
∫
Cn
σ
(
w1w2...w2k
m∏
j=1
(
cos
ϕj
2
+ sin
ϕj
2
e2j−1e2j
)
e−iϕj/2
n∏
j=1
(
ch
t
2
− ie2j−1e2j sh t
2
))
∼ (−2i)n(−it/2)n−m−k
∫
Cn
σ
(
w1w2...w2k
m∏
j=1
(
sin
ϕj
2
e2j−1e2j
)
e−iϕj/2
∑
J
∏
j∈J
e2j−1e2j
)
=
= (−2i)n(−it/2)n−m−k
m∏
j=1
sin
ϕj
2
e−iϕj/2×
×
∫
Cn
σ(w1) ∧ σ(w2) ∧ ... ∧ σ(w2k) ∧ dx1 ∧ dp1 ∧ ... ∧ dxm ∧ dpm ∧
∑
J
∏
j∈J
dxj ∧ dpj
= (−2i)n(−it/2)n−m−k(−1)m
m∏
j=1
1− e−iϕj
2i
∫
Cng
σ(w1) ∧ σ(w2) ∧ ... ∧ σ(w2k) ∧ eω
= tn−m−k2ki−k
m∏
j=1
(
1− e−iϕj) ∫
Cng
σ(w1) ∧ σ(w2) ∧ ... ∧ σ(w2k) ∧ e−ω. (40)
Here the summations
∑
J are over all subsets J ⊂ {m+ 1, ..., n} of n−m− k different numbers.
The proof of Proposition 4 is now complete.
Now we substitute the asymptotics (33) and (37) into (36) and obtain the desired expression (31)
for the Connes–Moscovici residue cocycle.
Step 3. Computation of the Connes–Moscovici cocycle for α 6= 0. We claim that for α 6= 0
the contribution to the Connes–Moscovici residue cocycle is equal to zero. Indeed, similar to (35) we
get
Trs(a0[D, a1]
[α1] . . . [D, a2k]
[α2k ]e−tD
2
)
= Trs(Tw0 [D, Tw1]
[α1] . . . [D, Tw2k ]
[α2k]Rge
−t(H+F ))
= Trs(Tw0[D, Tw1]
[α1] . . . [D, Tw2k ]
[α2k ](Rg ⊗ g∗−1)(e−tH ⊗ e−tF )). (41)
To study the asymptotics of this supertrace, we recall the following definition of Getzler order.
Definition 1. Given an operator
B =
∑
k
(BkTzk)⊗ c(ak) : S(Rn,Λ(Cn)) −→ S(Rn,Λ(Cn)), (42)
where Bk are scalar Shubin differential operators, zk ∈ Cn, ak ∈ Cl(2n), its Getzler order is equal to
ordB = max
k
(ordBk + deg ak).
Thus, in the order we count the order in x, ∂/∂x and the Clifford filtration.5
5Recall that Cl(2n) is a filtered algebra and we define orda for a ∈ Cl(2n) to be equal to the Clifford filtration
d, where Cld(2n) ⊂ Cl(2n) is the subspace of elements spanned by the products v1 · · · vd ∈ Cl(2n), where vj ∈ Cn ⊂
Cl(n).
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The Getzler orders of the operators in (41) are computed in the following lemma.
Lemma 2. One has ord g∗−1 = 2m and ord[D, Tw]
[γ] ≤ 1 + γ.
Proof. The first equality follows from (38). The second estimate is proved by induction. Indeed, if
γ = 0, then (28) shows that ord[D, Tw] ≤ 1. Let us now show that ord[D2, B] ≤ ordB + 1 for all B
as in (42). We have:
[D2, B] = [H + F,B] = [H,B] + [F,B] =
∑
k
([H,BkTzk ]⊗ c(ak) +BkTzk ⊗ [F, c(ak)]) . (43)
It follows from the properties of Shubin operators that ord[H,BkTzk ] ≤ ordBk + 1, and from the
properties of the Clifford multiplication that ord[F, c(ak)] ≤ ord ak + 1. These estimates and (43)
imply the desired estimate
ord[D2, B] ≤ max
k
(ordBk + ord ak + 1) = ordB + 1.
The proof of Lemma 2 is now complete.
Lemma 3. Given an operator B as in (42), we have
Trs(BRge
−tD2) =
{
O(t+∞) if the fixed point set of w 7→ gw + z is trivial
O(t− ordB/2) otherwise.
(44)
Proof. We have
Trs(BRge
−tD2) =
∑
k
Trs
(
(BkTzk ⊗ c(ak))(Rg ⊗ g∗−1)(e−tH ⊗ e−tF )
)
=
∑
k
Tr(BkTzkRge
−tH) Trs(c(ak)g
∗−1e−tF ). (45)
On the one hand, the trace of scalar operators is estimated by Proposition 3:
Tr(BkTzkRge
−tH) =
{
O(t+∞) if the fixed point set of w 7→ gw + z is trivial
O(t−dimC
n
g−ordBk/2) otherwise.
(46)
On the other hand, the supertrace in (45) is computed by Proposition 4:
Trs(c(ak)g
∗−1e−tF ) =
{
O(1) if ord ak is odd or dimC
n
g − ord ak/2 < 0
O(tdimC
n
g−ordak/2) otherwise.
(47)
Estimating the traces in (45) using (46) and (47), we obtain the desired estimate (44).
Now, we see from Lemma 2 that
ord[D, a1]
[α1], ..., [D, a2k]
[α2k] ≤ 2k + |α|.
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Thus, Lemma 3 implies that
Trs(a0[D, a1]
[α1], ..., [D, a2k]
[α2k ]e−tD
2
) = O(t−(2k+|α|)/2).
Hence
tk+|α|Trs(a0[D, a1]
[α1], ..., [D, a2k]
[α2k ]e−tD
2
) = O(t|α|/2)
and the constant term in the asymptotic expansion is equal to zero. This implies the desired statement
that the terms in the Connes–Moscovici residue cocycle for α 6= 0 are equal to zero.
The proof of Theorem 4 is now complete.
5 Cyclic Cocycles
In this section, we show that each component of the periodic cyclic cocycle in Theorem 4 is actually a
cyclic cocycle. Moreover, each of these cocycles is a sum of cyclic cocycles localized at the conjugacy
classes in the semidirect product of Cn and the unitary group U(n) which we denote by Cn ⋊ U(n).
Here we use the approach due to Connes to define cyclic cocycles as characters of cycles, see [24].
Noncommutative differential forms. We consider A as a subalgebra of the differential graded
algebra Ω∗ ⊂ BL2(Rn,Λ(R2n)) consisting of all operators a that are finite sums
a =
∑
k
ukTzkRgk , zk ∈ Cn, gk ∈ U(n), uk ∈ Λ(R2n).
This algebra is graded by the degree of forms. We define the operator d : Ω∗ → Ω∗+1 by
d(uTzRg) = (−1)deg uuσ(z)TzRg.
Lemma 4. The operator d is a graded differentiation on Ω∗. More precisely, the following equalities
hold:
d2a = 0, d(a1a2) = (da1)a2 + (−1)deg a1a1da2, for all a, a1, a2 ∈ Ω∗.
Proof. The first equality is seen as follows
d(d(uTzRg)) = d((−1)deg uuσ(z)TzRg) = −uσ(z)σ(z)TzRg = u · 0 · TzRg = 0.
Before proving the second, we first show that
g∗−1(σ(z)) = σ(gz) for all g ∈ U(n) and z ∈ Cn. (48)
In fact, given g = B + iA ∈ U(n), where A and B are real matrices, we have on the one hand
σ(gz) = Re(gzd(p+ ix)) =
∑
kl
Re ((Bkl + iAkl)(Re zl + i Im zl)(dpk − idxk))
=
∑
kl
(Bkl(Re zldpk + Im zldxk) + Akl(− Im zldpk + Re zldxk)) . (49)
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On the other hand, g−1 = Bt − iAt with the transposed matrices At and Bt, and
g−1
(
x
p
)
=
(
Bt −At
At Bt
)(
x
p
)
.
Now (48) follows from the fact that
g∗−1σ(z) =
∑
l
(Im zl)g
∗−1(dxl) +
∑
l
(Re zl)g
∗−1(dpl)
=
∑
kl
(Im zl)(Bkldxk −Akldpk) +
∑
kl
(Re zl)(Akldxk +Bkldpk) (50)
which coincides with (49).
As for the second statement: Given a1 = u1Tz1Rg1 and a2 = u2Tz2Rg2, we find that
d(a1a2) = d((u1Tz1Rg1)(u2Tz2Rg2)) = d(u1g
∗
1
−1u2Tz1Rg1Tz2Rg2)
= e−i Im(z1,g1z2)/2d(u1g
∗
1
−1u2Tz1+g1z2Rg1g2)
= (−1)deg u1+deg u2e−i Im(z1,g1z2)/2u1g∗1−1u2σ(z1 + g1z2)Tz1+g1z2Rg1g2
= (−1)deg u1u1σ(z1)g∗1−1u2Tz1Tg1z2Rg1g2 + (−1)deg u1+deg u2u1g∗1−1u2σ(g1z2)Tz1Tg1z2Rg1g2
= (−1)deg u1u1σ(z1)Tz1Rg1u2Tz2Rg2 + (−1)deg u1u1Tz1Rg1(−1)deg u2u2σ(z2)Tz2Rg2
= (da1)a2 + (−1)deg a1a1da2.
Localized traces. Let us fix a pair (z0, g0) ∈ Cn ×U(n) such that the fixed point set of the affine
mapping
Cn −→ Cn, w 7−→ g0w + z0
is not empty. Then we define the functional
τz0,g0 : Ω
∗ −→ C
τz0,g0
(∑
z,g
uz,gTzRg
)
=
∑
(z,g)∈〈(z0,g0)〉
m∏
j=1
e
i
4
|(z,ej(g))|
2 ctgϕj(g)/2
∫
Cng
uz,g ∧ e−ω.
Here 〈(z0, g0)〉 ⊂ Cn ⋊ U(n) stands for the conjugacy class of (z0, g0), m = n − dimCng , ej(g) stand
for the eigenvectors of g with eigenvalues eiϕj(g) 6= 1.
Lemma 5. The functional τz0,g0 is a closed graded trace on the differential graded algebra Ω
∗. More
precisely, one has
τz0,g0(da) = 0 for all a ∈ Ω∗,
τz0,g0(a1a2) = (−1)deg a1 deg a2τz0,g0(a2a1) for all a1, a2 ∈ Ω∗.
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Proof. 1. Given a = uTzRg, we have
τz0,g0(da) = (−1)deg uτz0,g0(uσ(z)TzRg) = Const ·
∫
Cng
uσ(z)e−ω = 0,
where we used the assumption that the fixed point set of w 7→ gw+z is nonempty, which is equivalent
to σ(z)|Cng = 0. Indeed, if we choose the basis in which g is diagonal, then Cng = {(0, ..., wm+1, ..., wn)}.
Hence, the fixed point set of w 7→ gw+ z is nonempty if and only if zj = 0 whenever j > m. Clearly,
this condition is equivalent to σ(z)|Cng = 0.
2. Given aj = ujTzjRgj , j = 1, 2, we denote by γ ⊂ Cn⋊U(n) the conjugacy class of (z2, g2)(z1, g1)
which coincides with that of (z1, g1)(z2, g2). Then we have
τγ(a1a2) = τγ(u1Tz1Rg1u2Tz2Rg2) = e
−i Im(z1,g1z2)/2τγ(u1g
∗
1
−1u2Tz1+g1z2Rg1g2)
= e−i Im(z1,g1z2)/2
m∏
j=1
e
i
4
|(z1+g1z2,ej)|2 ctgϕj/2
∫
Cng1g2
u1g
∗
1
−1u2e
−ω, (51)
where the ej are the eigenvectors of g1g2 with eigenvalues e
iϕj 6= 1. Similarly, we get
τγ(a2a1) = e
−i Im(z2,g2z1)/2
m∏
j=1
e
i
4
|(z2+g2z1,fj)|2 ctgϕj/2
∫
Cng2g1
u2g
∗
2
−1u1e
−ω, (52)
where the fj are the eigenvectors of g2g1 with eigenvalues e
iϕj 6= 1.
To compare (51) with (52), we first compare the integrals. We claim that∫
Cng1g2
u1g
∗
1
−1u2e
−ω = (−1)deg u1 deg u2
∫
Cng2g1
u2g
∗
2
−1u1e
−ω. (53)
Indeed, since g−11 defines an isomorphism C
n
g1g2
→ Cng2g1, we have∫
Cng2g1
u2g
∗
2
−1u1e
−ω =
∫
Cng1g2
(g∗1
−1u2)g
∗
1
−1g∗2
−1u1e
−ω =
=
∫
Cng1g2
(g∗1
−1u2)u1e
−ω = (−1)deg u1 deg u2
∫
Cng1g2
u1g
∗
1
−1u2e
−ω, (54)
where we used the fact that g∗1
−1g∗2
−1 = (g1g2)
∗−1 = 1 on Cng1g2 .
To compare the exponential functions in (51) and (52), we set fj = g
−1
1 ej and claim that
Im(z2, g2z1)− Im(z1, g1z2)
2
+
1
4
m∑
j=1
(|(z1 + g1z2, ej)|2 − |(z2 + g2z1, fj)|2) ctgϕj/2 = 0. (55)
To prove (55), we decompose z1 + g1z2 and z1 as
z1 =
∑
j
djej + z10, dj = (z1, ej), z10 ∈ Cng1g2,
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z1 + g1z2 =
∑
j
cjej, cj = (z1 + g1z2, ej).
Note that z1 + g1z2 has no component in C
n
g1g2
since by our assumption the affine mapping w 7→
g1g2w + z1 + g1z2 has nontrivial fixed point set. Let us now compute the left hand side in (55). We
have
|(z2 + g2z1, fj)|2 = |(z2 + g2z1, g−11 ej)|2 = |(g1z2 + g1g2z1, ej)|2 = |(g1z2 + z1 + (g1g2 − 1)z1, ej)|2
= |cj + (eiϕj − 1)dj|2 = |cj|2 + |dj|22(1− cosϕj) + 2Re(cjdj(e−iϕj − 1)). (56)
Hence,
Im(z2, g2z1)− Im(z1, g1z2) = Im(g1z2, g1g2z1)− Im(z1, g1z2)
= Im
(∑
j
(cj − dj)ej − z10, z10 +
∑
j
eiϕjdjej
)
− Im(
∑
j
djej + z10,
∑
j
(cj − dj)ej − z10)
= Im
∑
j
(cj − dj)dje−iϕj − Im
∑
j
dj(cj − dj) =
∑
j
(
Im(cjdj(e
−iϕj + 1)) + |dj|2 sinϕj
)
(57)
Thus, the left hand side in (55) is equal to
1
2
∑
j
(
Im(cjdj(e
−iϕj + 1)) + |dj|2 sinϕj
)
+
1
4
∑
j
(|cj|2 − |cj|2 − |dj|22(1− cosϕj)− 2Re(cjdj(e−iϕj − 1))) ctgϕj/2
=
1
2
∑
j
|dj|2(sinϕj − (1− cosϕj) ctgϕj/2) + 1
2
∑
j
[
Im(cjdj(e
−iϕj + 1))− Re(cjdj(e−iϕj + 1)(−i))
]
= 0 +
1
2
∑
j
[
Im(cjdj(e
−iϕj + 1))− Im(cjdj(e−iϕj + 1))
]
= 0. (58)
Here we used the identities
sinϕj − (1− cosϕj) ctgϕj/2 = 0, (e−iϕj − 1) ctgϕj/2 = −i(e−iϕj + 1).
Equations (53) and (55) show that the left hand sides in (51) and (52) are related as follows:
τγ(a1a2) = (−1)deg a1 deg a2τγ(a2a1).
This equality is precisely the graded trace property. The proof of Lemma 5 is now complete.
Cyclic cocycles. Lemmas 4 and 5 imply that (Ω∗, τz0,g0) is a cycle in the sense of Connes [24]. In
a standard way, we define the character of this cycle as the following cyclic cocycle:
Φk;z0,g0(a0, a1, ..., ak) = τz0,g0(a0da1...dak), aj ∈ A . (59)
Theorem 4 together with Lemmas 4 and 5 implies the following corollary.
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Corollary 1. Each component Ψ2k of the Connes–Moscovici periodic cyclic cocycle (31) is a cyclic
cocycle and has the following decomposition
Ψ2k =
i−k
(2k)!
∑
〈(z,g)〉
Φ2k;z,g (60)
into the sum of localized cyclic cocycles (59), where the summation is over all conjugacy classes in
Cn ⋊ U(n) with nontrivial fixed point set.
6 Applications to Noncommutative Tori and Orbifolds
The local index formula for noncommutative tori. Let vj ∈ Cn, 1 ≤ j ≤ N be a collection
of nonzero vectors linearly independent over Q. They generate the lattice{∑
j
njvj
∣∣∣ nj ∈ Z
}
⊂ Cn
isomorphic to Zn. We define the algebra Av ⊂ A of ‘functions on the noncommutative torus’ by
Av =
{∑
n
cnT
n1
v1
· · ·T nNvN | cn ∈ C, n = (n1, n2, ..., nN), nj ∈ Z
}
.
This is the algebra generated by the unitaries Tvj , 1 ≤ j ≤ N , with the commutation relations
TvkTvl = e
−i Im(vk ,vl)TvlTvk .
The Chern–Connes character is then expressed by the collection of cyclic cocycles
Ψ2k(a0, ..., a2k) =
i−k
(2k)!
∫
Cn
a0da1...da2k ∧ eω, k ≤ n, aj ∈ Av.
For n = 1 this coincides with the Connes cyclic cocycles in [24].
The local index formula for noncommutative Z4-orbifolds. Choose complex numbers z1 =
k, z2 = ik, k > 0 and g = i ∈ U(1). We define the square lattice L = {n1z1 + n2z2 ∈ C | n1, n2 ∈ Z}
on which the group Z4 = {iβ | β ∈ Z} acts by rotations.
To these elements, we associate the unitary operators U = Tz1 , V = Tz2, R = Rg. We obtain the
commutation relations:
V U = eiθUV, RUR−1 = V, RV R−1 = U−1, where θ = −k2.
Hence, the algebra generated by U and V is just the noncommutative torus Aθ, while the algebra
generated by U, V,R is the crossed product Aθ⋊Z4 with respect to the action of the generator of Z4
on the generators U, V ∈ Aθ as:
U 7−→ RUR−1 = V, V 7−→ RV R−1 = U−1.
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This crossed product is known as a noncommutative orbifold for the group Z4 and was studied earlier
in operator algebras and noncommutative geometry (see [25, 26, 28]).
It follows from the commutation relations that elements f ∈ Aθ ⋊ Z4 can be written as
f =
∑
(z,α)∈L×Z4
f(z, α)TzR
α
i .
For each (z, α) ∈ L× Z4 we have cyclic cocycles
Φ2l;z,α ∈ HC2l(Aθ ⋊ Z4), l = 0, 1.
Let us describe these cocycles explicitly.
First, if α = 0, then the cocycles are nontrivial only if z = 0. In this case the fixed point set of
the affine mapping w 7→ iαw + z is equal to C and we have
Φ0;0,0(f) = f(0, 0), Φ2;0,0(f0, f1, f2) =
∫
C
(f0df1df2)(0, 0),
where the exterior differential is that described above, while
∫
C
stands for the Berezin integral.
Second, if α 6= 0, then the fixed point set of the affine mapping w 7→ iαw+ z is always nontrivial
and the fixed point of the rotation w 7→ iαw coincides with the origin. Hence, the cocycle Φ2;z,α
is trivial. Let us describe the cocycle Φ0;z,α. A direct computation shows that the conjugacy class
〈(z, iα)〉 ⊂ Z2 ⋊ Z4 is equal to
〈(z, iα)〉 = {iβz + w(1− iα) | (w, β) ∈ L× Z4} × {iα}.
Hence, the cyclic cocycle is equal to
Φ0;z,α(f) =
∑
z′∈iZz+L(1−iα)
exp
(
i
4
|z′|2 ctg πα
4
)
f(z′, α).
The local index formula for noncommutative Z6-orbifolds. Choose complex numbers z1 =
k, z2 = εk, g = ε ∈ U(1), where k > 0 and ε = e2πi/3. We consider the triangular lattice L =
{n1z1 + n2z2 ∈ C | n1, n2 ∈ Z} with the group Z6 = {εβ | β ∈ Z} acting on L by rotations.
For the unitary operators U = Tz1 , V = Tz2, R = Rg we have the commutation relations:
V U = eiθUV, RUR−1 = V, RV R−1 = e−iθ/2U−1V, where θ = −
√
3
2
k2.
Hence, the algebra generated by U and V is just the noncommutative torus Aθ, while the algebra
generated by U, V,R is the crossed product Aθ⋊Z6 with respect to the action of the generator of Z6
on the generators U, V ∈ Aθ as:
U 7−→ RUR−1 = V, V 7−→ RV R−1 = e−iθ/2U−1V.
This crossed product is known as a noncommutative orbifold for the group Z6 and was studied earlier
in operator algebras and noncommutative geometry (see [27–29]).
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It follows from the commutation relations that elements f ∈ Aθ ⋊ Z6 can be written as
f =
∑
(z,α)∈L×Z6
f(z, α)TzR
α
ε .
For each (z, α) ∈ L× Z6 we have cyclic cocycles
Φ2l;z,α ∈ HC2l(Aθ ⋊ Z6), l = 0, 1.
Let us describe these cocycles explicitly.
First, if α = 0, then the cocycles are nontrivial only if z = 0. In this case the fixed point set of
the rotation w 7→ εαw is equal to C and we have
Φ0;0,0(f) = f(0, 0), Φ2;0,0(f0, f1, f2) =
∫
C
(f0df1df2)(0, 0),
where the exterior differential is that described above, and
∫
C
stands for the Berezin integral.
Second, if α 6= 0, then the fixed point set of the affine mapping w 7→ εαw+ z is always nontrivial
and the fixed point of the rotation w 7→ εαw coincides with the origin. Hence, the cocycle Φ2;z,α
is trivial. Let us describe the cocycle Φ0;z,α. A direct computation shows that the conjugacy class
〈(z, εα)〉 ⊂ Z2 ⋊ Z6 is equal to
〈(z, εα)〉 = {εβz + w(1− εα) | (w, β) ∈ L× Z6} × {εα}.
Hence, the cyclic cocycle is equal to
Φ0;z,α(f) =
∑
z′∈εZz+L(1−εα)
exp
(
i
4
|z′|2 ctg πα
6
)
f(z′, α).
7 Equivariant Zeta Functions for the Affine Metaplectic Group
Let A ∈ Ψ(Rn) be a Shubin type pseudifferential operator of order ordA, g ∈ U(n), w ∈ Cn. For
z ∈ C with Re z sufficiently large consider the zeta function
ζA,g,w(z) = Tr(RgTwAH
−z). (61)
Theorem 5. The zeta function (61) has the following properties:
1. It is well defined and holomorphic in the half-plane ordA− 2Re z < −2n;
2. It has a meromorphic continuation to C with possibly simple poles at the points
z = dim(Cn)g + (ordA− j)/2, j ∈ Z+,
where (Cn)g is the fixed point set of g : Cn → Cn. Moreover, if the fixed point set of the affine
mapping Cn → Cn, v 7→ gv + w is empty, then the zeta function has no poles;
23
Proof. 1. The operator AH−Re z is a Shubin type pseudodifferential operator of order ≤ ordA −
2Re z < −2n by the assumption. Hence, it is of trace class. Thus, the zeta function is well defined
and holomorphic in z, since Rg, Tw, H
−i Im z are bounded operators.
2. Let us now show that the zeta function has a meromorphic continuation to C. Without loss
of generality we can assume that g is a diagonal matrix. Indeed, if this is not the case, then we have
g = ug0u
−1, where u is unitary, while g0 is diagonal and unitary. Hence:
ζA,g,w(z) = Tr(RgTwAH
−z) = Tr(RuRg0R
−1
u TwAH
−z)
= Tr(Rg0R
−1
u Tw(RuR
−1
u )A(RuR
−1
u )H
−zRu)
= Tr(Rg0(R
−1
u TwRu)(R
−1
u ARu)(R
−1
u H
−zRu))
= Tr(Rg0Tw′A
′H−z) = ζA′,g′,w′(z) (62)
Here A′ = R−1u ARu is a Shubin type operator by Egorov’s theorem, R
−1
u TwRu = Tw′, where w
′ =
u−1w, and we used the fact that H commutes with Ru.
Let now g = diag(eiϕ1 , ..., eiϕm , 1, ..., 1), m = n− dim(Cn)g, and w = (w1, ..., wn) = a− ik, where
a, k ∈ Rn.
The Schwartz kernel of AH−z is written as
KAH−z(x, x
′) =
∫
ei(x−x
′)pq(x′, p; z)dp, (63)
where q(x′, p; z) is a classical symbol of order ordA − 2z. Then the Schwartz kernel of TwAH−z is
equal to
KTwAH−z(x, x
′) = Const
∫
ei((x−a−x
′)p+kx)q(x′, p; z)dp. (64)
Since g is a diagonal matrix, the operator Rg is a product of fractional Fourier transforms in the
variables x1, .., xn and its Schwartz kernel is given by the Mehler formula and, hence, the Schwartz
kernel of RgTwAH
−z is equal to
KRgTwAH−z(x, x
′) = Const
∫
eiφ1q(x′, p; z)dpdx′′, x′′ = (x′′1, ..., x
′′
m), (65)
where
φ1 =
m∑
j=1
(
− xjx
′′
j
sinϕj
+
ctgϕj
2
(x2j + x
′′
j
2
) + (x′′j − aj − x′j)pj + kjx′′j
)
+
n∑
j=m+1
((xj − aj − x′j)pj + kjxj).
Hence, the zeta function is equal to
ζA,g,w(z) =
∫
KRgTwAH−z(x, x)dx = Const
∫
eiφ2q(x, p; z)dpdx′′dx, (66)
where
φ2 =
m∑
j=1
(
− xjx
′′
j
sinϕj
+
ctgϕj
2
(x2j + x
′′
j
2
) + (x′′j − aj − xj)pj + kjx′′j
)
+
n∑
j=m+1
(−ajpj + kjxj).
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Note that if some aj 6= 0 (or kj 6= 0) for j > m6, then integrations by parts in (66) with respect to
pj (respectively xj) show that ζA,g,w(z) can also be represented by an integral, where the pseudodif-
ferential symbol has very negative order. This proves that in this case the zeta function is in fact an
entire function in C.
Thus, below we suppose that aj = kj = 0 for all j > m. Let us now compute the Gaussian integral
over x′′ in (66):∫
exp
(
i
m∑
j=1
(
ctgϕj
2
x′′j
2
+ x′′j
(
pj + kj − xj
sinϕj
)))
dx′′
= Const exp
(
− i
2
m∑
j=1
tgϕj
(
pj + kj − xj
sinϕj
)2)
and obtain
ζA,g,w(z) = Const
∫
eiφ3(x,p)q(x, p; z)dxdp, (67)
where
φ3(x, p) =
m∑
j=1
(
x2j
(
ctgϕj
2
− 1
2 sinϕj cosϕj
)
+ xjpj
(
−1 + 1
cosϕj
)
− p2j
tgϕj
2
+ xj
kj
cosϕj
+ pj (−aj − kj tgϕj)−
tgϕjk
2
j
2
)
. (68)
A change of variables (x, p) = Bv + b, where B ∈ O(2n) is an orthogonal matrix and v, b ∈ R2n,
makes the phase function φ3 quadratic in v plus a constant:
φ3(x, p) =
2n∑
j=1
λjv
2
j + Const. (69)
Note that B and b depend only on g and w. We introduce spherical coordinates v = rθ, where r ≥ 0
and θ ∈ S2n−1 in (67), and obtain
∫
eiφ3(x,p)q(x, p; z)dxdp = Const
∫ ∞
0
( ∫
S2n−1
exp
(
i
2n∑
j=1
λjv
2
j
)
q(Brθ + b; z)dθ
)
r2n−1dr
≡ Const
∫ ∞
0
c(r; z)r2n−1dr (70)
where
c(r; z) =
∫
S2n−1
exp
(
i
2n∑
j=1
λjv
2
j
)
q(Brθ + b; z)dθ. (71)
The asymptotics of c(r; z) as r →∞ can be computed by the stationary phase formula. To state it,
we denote by {µl} all the different numbers λ1, ..., λ2n in (69), and let {κl} be their multiplicities.
6 This condition is equivalent to the condition that the affine mapping z 7→ gz + w has no fixed points.
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Lemma 6. We have an asymptotic expansion as r →∞:
c(r; z) ∼ rordA−2z−2n
∑
l
rκleir
2µl
∑
j≥0
clj(z)r
−j , (72)
where the coefficients clj(z) are entire functions of z.
Proof. One shows that the stationary points of the phase function in (71) are just the unit length
eigenvectors of the diagonal matrix diag(λ1, ..., λ2n). Hence, the set of stationary points is just
the disjoint union of spheres Sκl−1 ⊂ S2n−1 over all distinct eigenvalues. Moreover, these critical
submanifolds are nondegenerate. Thus, application of the stationary phase formula (with large
parameter equal to r2) together with the fact that a(x, p; z) is a classical symbol of order ordA− 2z,
gives us the desired asymptotic expansion:
c(r; z) ∼ rordA−2z
∑
l
rκl−2neir
2µl
∑
j≥0
clj(z)r
−j . (73)
We now substitute (72) in (70) and obtain that modulo entire functions ζA,g,w(z) is equal to the
series:
ζA,g,w(z) ≡
∑
l
∑
j≥0
c′lj(z)
∫ ∞
1
rordA−2z+κl−1−jeir
2µldr. (74)
Integration by parts shows that the integral∫ ∞
1
rordA−2z+κl−1−jeir
2µldr
is an entire function of z unless µl = 0. Suppose for definiteness that µ1 = 0. Thus, we obtain the
following equality modulo entire functions:
ζA,g,w(z) ≡
∑
j≥0
c′1j(z)
∫ ∞
1
rordA−2z+κ1−1−jdr ≡
∑
j≥0
−c′1j(z)/2
z − (ordA+ κ1 − j)/2 . (75)
It remains to note that κ1 = 2dim(C
n)g is the real dimension of the fixed point set of g ∈ U(n) (this
follows from (68)).
Theorem 6. The function ζA,g,w(z)Γ(z) with ζA,g,w defined in (61) has rapid decay along vertical
lines z = c+ it, t ∈ R :
|ζA,g,w(z)Γ(z)| ≤ CN(1 + |z|)−N , for all N ≥ 0, | Im z| ≥ 1, (76)
uniformly for c in compact intervals.
For the proof we need the proposition, below, which is an abridged and simplified version of [32,
Proposition 2.9]. In order to state it, we need some notation. For 0 < δ ≤ π denote by Sδ the sector
Sδ = {λ ∈ C \ {0} | | arg λ− π| < δ} (77)
and by Ur(0), r > 0, the open disk of radius r about the origin in C. Moreover, we will denote by Cr
the contour in C going from infinity to −r on the ray {seiπ | s ≥ r}, clockwise about the origin on
the circle of radius r and back to infinity along the ray {se−iπ | s ≥ r}.
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Proposition 5. Let 0 < δ0 ≤ π, r0 > 0, and let f : Ur0(0) ∪ Sδ0 → C be a holomorphic function
satisfying f(λ) = O(|λ|−α) for some α ∈ ]0, 1] as |λ| → ∞ in each sector Sδ for δ < δ0. Define
Z(s) =
i
2π
∫
Cr
λ−sf(λ) dλ, Re s > 1− α, (78)
for a contour Cr, r < r0. Then the function πZ(s)sinπs is meromorphic for Re s > 1− α and has at most
simple poles in s = j + 1 and residues (−1)j+1Z(j + 1) =: −bj, j = 0, 1, . . ..
Moreover, the following are equivalent:
(i) For all δ < δ0, f has an asymptotic expansion as λ goes to infinity
f(−λ) ∼
∞∑
j=0
mj∑
l=0
aj,lλ
−αj lnl λ (79)
with αj ր +∞ and mj ∈ N0, uniformly for −λ ∈ Sδ.
(ii) πZ(s)
sinπs
is meromorphic on C with the singularity structure
πZ(s)
sin πs
∼
∞∑
j=0
bj
s− j − 1 +
∞∑
j=0
mj∑
l=0
αjll!
(s+ αj − 1)l+1 , (80)
and for each real C1, C2 and each δ < δ0∣∣∣∣πZ(s)sin πs
∣∣∣∣ ≤ Ce−δ| Im s|, | Im s| ≥ 1, C1 ≤ Re s ≤ C2, (81)
where C depends on C1, C2, and δ.
In order to show Theorem 6 we will apply Proposition 5 to the function
f(λ) = Tr(RgTwA(H − λ)−K) (82)
for a fixed integer K such that 2K > 2n+m and λ ∈ C \ [n/2,∞[. This makes sense: The operator
H is selfadjoint and positive on L2(Rn) with discrete spectrum starting at n/2. The resolvent of H
therefore is defined and holomorphic on Un/2(0) ∪ Sπ. On each subset Ur(0) ∪ Sδ for r < n/2 and
δ < π, (H − λ)−1 and λ(H − λ)−1 are Shubin type pseudodifferential operators of orders −2 and
zero, respectively, both uniformly in λ.
Given an operator A ∈ Ψm(Rn) and K such that 2K > 2n+m+ 2ε0, the operator A(H − λ)−K
is a trace class operator, and its trace norm is O(|λ|−ε0). As Rg and Tw are isometries, the same is
true for RgTwA(H − λ)−K . Hence the trace in (82) is defined.
The reason why we are interested in f(λ) is the following connection between the function Z
defined from f as in (78) and ζA,g,w:
ζA,g,w(z +K − 1) = (K − 1)!
z · · · (z +K − 2) Z(z), K ≥ 2. (83)
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The main effort in the proof of Theorem 6 will go into showing that the trace of RgTwA(H − λ)−K
has an expansion of the form (79) with logarithmic terms of at most first order. As a by-product, we
obtain from Proposition 5 an alternative proof of the singularity structure of ζA,g,w in Theorem 5.
Proof of Theorem 6. Step 1. As we just noticed, f is a holomorphic function on Un/2(0) ∪ Sπ.
Moreover, f(λ) = O(|λ|−ε0) for some ε0 > 0. Suppose we can show that f has an expansion (79).
Then Proposition 5 implies that the function Z defined from f as in (78) satisfies the estimate (81).
In view of the fact that π
s sin(πs)
= −Γ(−s)Γ(s), Γ(z) = (z − 1) . . . (z − k)Γ(z − k) and
|Γ(s)| ≥ ca| Im s|Re s− 12 e−pi2 | Im s|, |Re s| ≤ a, | Im s| ≥ 1
by [37, Chapter VII, Exercise Section 2.3] we see that
|Γ(z)Z(z)| ≤ C| Im z|a+ 12 e−(θ−pi2 )| Im z|
for any θ < π − δ, uniformly for | Im z| ≥ 1 and |Re z| ≤ a. From this and (83) we then obtain the
desired estimate for ζA,g,w (a similar argument was used in the proof of [38, Theorem 4.3]).
Step 2. In the sequel we shall write −λ = µ2 with argµ ∈ ]− π/2, π/2[. We denote by q =
q(x, p, µ) the symbol of A(H + µ2)−K . It follows from the standard parametrix construction that q
has an asymptotic expansion
q(x, p, µ) ∼
∞∑
ℓ=0
qm−2K−ℓ(x, p, µ). (84)
Here qm−2K−ℓ is a linear combination of terms of the form
d(x, p)(x2 + p2 + µ2)−K−L, (85)
where d is homogeneous of degree m+ 2L− ℓ in (x, p) for |(x, p)| ≥ 1.
With the same computation and notation as above we find that
Tr(RgTwA(H + µ
2)−K) =
∫∫
eiφ3(x,p)q(x, p, µ) dxdp
= C
∫
exp
(
i
2n∑
j=1
λjv
2
j
)
q(Bv + b, µ) dv (86)
= C
∫ ∞
0
∫
S2n−1
exp(ir2Q(θ))q(Brθ + b, µ) dS r2n−1 dr.
with a suitable constant C and the quadratic form Q on S2n−1 induced by the form
∑
λjv
2
j under
the change of coordinates.
Step 3. We will establish an expansion of the form (79) with logarithmic terms of at most
first order, i.e. mj ∈ {0, 1}, using the parameter-dependent pseudodifferential calculus developed by
Grubb and Seeley in [31]. For the convenience of the reader not familiar with this concept, a few basic
facts are collected at the end of this section. In order to make the connection we write (x, p) =: ξ.
We can then use the classes Sm,d, defined below, with symbols independent of the variable x in their
definition, i.e. for ν = 0 in the notation of (102). In particular, we see from Example 1 that the
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terms qm−2K−ℓ in the asymptotic expansion of q in (84) are elements of S
m−ℓ−2K,0 ∩ Sm−ℓ,−2K . As
noted above, they are positively homogeneous in (ξ, µ) = (x, p, µ) of degree m− 2K − ℓ for |ξ| ≥ 1,
and each of them is a finite sum of terms of the form (85).
The following steps are inspired by the proof of [31, Theorem 2.1].
Step 4. Our first observation is the following: Fix n0 ∈ N. For N > m − ℓ + 2n + n0 write
q =
∑
ℓ<N qm−2K−ℓ + rN with rN ∈ Sm−ℓ−N,−2K . Then∫
eiφ3(ξ)rN(ξ, µ) dξ =
n0−1∑
k=0
ckµ
−2K−k +O(µ−2K−n0), ck ∈ C. (87)
with constants ck ∈ C. In order to see this, define r(−2K,k) = 1k!∂kt (t−2KrN (x, ξ, 1t ))|t=0 ∈ Sm−ℓ−N+k
as in (103). According to Theorem 7(b) in the Appendix,
s(ξ, µ) = rN (ξ, µ)−
n0−1∑
k=0
µ−2K−kr(−2K,k)(ξ) ∈ Sm−ℓ−N+n0,−2K−n0.
In particular, µ2K+n0s(ξ, µ) ∈ Sm−ℓ−N+n0 , uniformly in µ. In view of the fact that m− ℓ−N +n0 <
−2n by assumption, we see that
µ2K+n0
∫
eiφ3(ξ)s(ξ, µ) dξ = O(1).
Since r(−2K,k) ∈ Sm−ℓ−N+k and m− ℓ−N + k < −2n for k < n0, we obtain (87).
As a consequence we can focus on the terms in the asymptotic expansion of q. We recall that
after a change of coordinates, see (86), we have to treat the integrals∫
exp
(
i
2n∑
j=1
λjv
2
j
)
qm−2K−ℓ(Bv + b, µ) dv (88)
with an orthogonal (2n)× (2n)-matrix B and a vector b ∈ R2n.
Step 5. For j = m− 2K − ℓ and N ∈ N consider the Taylor expansion
qj(Bv + b, µ) =
∑
|α|<N
∂αξ qj(ξ, µ)|ξ=Bv
α!
bα + rN(ξ, b, µ)|ξ=Bv,
where
rN (ξ, b, µ) =
∑
|γ|=N
N
γ!
bγ
∫ 1
0
(1− t)N−1∂γξ qj(ξ + sb, µ) ds.
Then rN ∈ Sm−ℓ−2K−N,0 ∩ Sm−ℓ−N,−2K as a consequence of the corresponding properties of qj . Simi-
larly as in Step 4, we obtain an expansion of the form (87) for
∫
exp
(
i
∑2n
j=1 λjv
2
j
)
rN (Bv, b, µ) dv.
As for the terms in the Taylor expansion, we note that ∂αξ qj(ξ, µ)|ξ=Bv is homogeneous in (ξ, µ)
for |ξ| ≥ 1 of degree j − |α| in view of the homogeneity of qj and the linearity of B.
29
The analysis of the integrals in (88) therefore proceeds in the same way as that of the correspond-
ing integrals for B = I and b = 0. We will therefore make this assumption in the sequel and consider
the integrals∫
eiΛ(v)qm−2K−ℓ(v, µ) dv =
(∫
|v|≤1
+
∫
1≤|v|≤|µ|
+
∫
|v|≥|µ|
)
eiΛ(v)qm−2K−ℓ(v, µ) dv (89)
with the quadratic form Λ(v) =
∑2n
j=1 λjv
2
j .
Step 6. We will now show that
∫
|v|≤1
eiΛ(v)qm−2K−ℓ(v, µ) dv has an expansion into powers µ
−2K−k,
k = 0, 1, . . .. We write (with j = m− 2K − ℓ) for n0 ∈ N
qj(−2K,k)(v) =
1
k!
∂kt
(
t−2Kqj(v,
1
t
)|t=0
)
, k = 0, . . . , n0 − 1, (90)
and
sj,n0(v, µ) = qj(v, µ)−
∑
k<n0
qj(−2K,k)(v)µ
−2K−k ∈ Sj+2K+n0,−2K−n0. (91)
Then the terms qj(−2K,k) furnish an expansion into decreasing powers of µ, while the integral over
the remainder sj,n0 is O(µ
−2K−n0), since µ2K+n0sj,n0 is uniformly bounded in S
j+2K+n0.
Step 7. For |µ| ≥ 1 we next study the integral∫
|v|≥|µ|
eiΛ(v)qj(v, µ) dv = |µ|j+2n
∫
|u|≥1
ei|µ|
2Q(u)qj(u, µ/|µ|) du
= |µ|j+2n
∫ ∞
1
∫
S2n−1
ei|µ|
2r2Q(θ)qj(rθ, µ/|µ|) dS r2n−1 dr,
where the first equality stems from the homogeneity of qj and the second from introducing polar
coordinates u = rθ, θ ∈ S2n−1 as in (86). Recalling that qj is a finite sum of terms of the form (85)
and writing ω = µ/|µ|, we have to treat a finite sum of integrals∫ ∞
1
∫
S2n−1
ei|µ|
2r2Q(θ)d(rθ)(r2 + ω2)−K−L dS r2n−1 dr
=
∫ ∞
1
∫
S2n−1
ei|µ|
2r2Q(θ)d(θ)(r2 + ω2)−K−L dS rj+2K+2L+2n−1 dr
=
∫ ∞
1
I(h)|h=|µ|−2r−2 r
j+2K+2L+2n−1(r2 + ω2)−K−L dr (92)
with
I(h) =
∫
S2n−1
e
i
h
Q(θ)d(θ) dS.
The integral converges, since Q is real and j = m− 2K − ℓ ≤ m− 2K < −2n.
We then apply the stationary phase method, similarly as around (71) and (72). We recall that
Q(u) =
∑2n
j=1 λju
2
j , and that we denote by {µl} the set of the different λj’s with multiplicities κl.
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For N ∈ N0 we obtain that
I(h) =
∑
l
N−1∑
J=0
hJ+
2n−κl
2 e
i
h
µl
∫
Sκl−1
A2J(θ
′, ∂θ′)d(θ) dS (93)
+O
hN+ 2n−κl2 ∑
|α|≤2N+2n+1
sup |∂αθ′d(θ)|
 (94)
with differential operators A2J of order 2J in the variables θ
′ transversal to the fixed point set.
Step 8. Consider one of the terms in the expansion (93). Evaluating at h = (r2|µ|2)−1, we find
that its contribution to |µ|j+2n ∫∞
1
I(h) rj+2K+2L+2n−1(r2 + ω2)−K−L dr is
Cp |µ|j+2n
∫ ∞
1
(r2|µ|2)−J− 2n−κl2 eir2|µ|2µlrj+2K+2L+2n−1(r2 + ω2)−K−L dr
= Cp |µ|j−2J+κl
∫ ∞
1
eir
2|µ|2µlr−2J+j+κl−1
(
r2
r2 + ω2
)K+L
dr (95)
with Cp =
∫
Sκl−1
A2J (θ
′, ∂θ′)d(θ) dS.
If µl = 0, then this gives a contribution of the form
Cp |µ|j−2J+κl h(ω)
for a smooth function h on {| argµ| < π
2
}∩S1. Otherwise, the identity 1
2ir|µ|2µl
∂r(e
ir2|µ|2µl) = eir
2|µ|2µl
and integration by parts show that∫ ∞
1
eir
2|µ|2µlr−2J+j+κl−1
(
r2
r2 + ω2
)K+L
dr
=
1
2i|µ|2µl
[
eir
2|µ|2µlr−2J+j+κl−2
(
r2
r2 + ω2
)K+L]∞
1
− 1
2i|µ|2µl
∫ ∞
1
eir
2|µ|2µl∂r
(
r−2J+j+κl−2
(
r2
r2 + ω2
)K+L)
dr
= − e
i|µ|2µl
2i|µ|2µl
(
1
1 + ω2
)K+L
+
1
4|µ|4µ2l
[
eir
2|µ|2µl
1
r
∂r
(
r−2J+j+κl−2
(
r2
r2 + ω2
)K+L)]∞
1
− 1
4|µ|4µ2l
∫ ∞
1
eir
2|µ|2µl∂r
(
1
r
∂r
(
r−2J+j+κl−2
(
r2
r2 + ω2
)K+L))
dr
= − e
i|µ|2µl
2i|µ|2µl
(
1
1 + ω2
)K+L
+O(|µ|−4).
We stopped the expansion here. It is clear that it can be iterated further. Together with (95), this
gives an expansion into decreasing powers of |µ|.
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The contribution from the remainder (94) to |µ|j+2n ∫∞
1
I(h) rj+2K+2L+2n−1(r2 + ω2)−K−L dr is
O
(
|µ|j−2N+κl
∫ ∞
1
(r2 + ω2)−K−Lr−2N+κlrj+2K+2L−1 dr
)
= O(|µ|j−2N+κl).
Step 9. Finally consider for j = m− 2K − ℓ the integral∫
1≤|v|≤|µ|
eiΛ(v)qj(v, ω) dv.
Define qj(−2K,k)(v) and sj,n0(v, µ) as in (90) and (91), where we choose n0 so large that j+2K+n0 >
−2n. Let us first study ∫
1≤|v|≤|µ|
eiΛ(v)qj(−2K,k)(v) dv
=
∫ |µ|
1
∫
S2n−1
eiQ(rθ)qj(−2K,k)(rθ) dS r
2n−1dr
=
∫ |µ|
1
∫
S2n−1
eir
2Q(θ)rjqj(−2K,k)(θ) dS r
2n−1dr.
We rewrite the last integral as ∫ |µ|
1
I(h)|h=r−2r
j+2n−1dr
with
I(h) =
∫
S2n−1
e
i
h
Q(θ)qj(−2K,k)(θ) dS.
The stationary phase method shows that I(h)|h=r−2 has an expansion
I(h)|h=r−2 =
∑
l
(
N−1∑
J=0
cJ,lr
κl−2n−2Jeir
2µl +O(rκl−2n−2N)
)
(96)
where
cJ,j =
∫
Sκl−1
A2J(θ
′, ∂θ′)qj,(−2K,k)(θ) dS,
with the differential operators A2J of order 2J appearing in (93). Hence∫ |µ|
1
I(h)|h=r−2r
j+2n−1 dr =
∑
l
(∫ |µ|
1
N−1∑
J=0
cJ,lr
j+κl−2J−1eir
2µl +O(rj+κl−2N−1) dr
)
.
An integration by parts of the terms with µl 6= 0 as in Step 8 then furnishes an asymptotic expansion
of the integral into decreasing powers of |µ| plus ln |µ| (the logarithm appears if µl = 0 and j+κl−2J =
0).
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Now for the contribution of the remainder term sj,n0 ∈ Sj+2K+n0,−2K−n0. It satisfies the estimates
|sj,n0(v, µ)| = O(|v|j+2K+n0µ−2K−n0), |v| ≥ 1. (97)
As sj,n0 is homogeneous of degree j in (v, µ), we also know that sj,n0(v, µ) = |v|jsj,n0(v/|v|, µ/|v|),
|v| ≥ 1. We extend sj,n0 by homogeneity in (v, µ) to a function shomj,n0 for all v 6= 0. As the estimate
(97) will continue to hold for shomj,n0 and j+2K +n0 > −2n, we find that shomj,n0 (v, µ) is integrable with
respect to v up to zero, and we write∫
1≤|v|≤|µ|
sj,n0(v, µ) dv =
(∫
|v|≤|µ|
−
∫
|v|≤1
)
shomj,n0 (v, µ) dv.
In view of the facts that estimate (97) holds up to v = 0 and j + 2K + n0 > −2n, we find that∫
|v|≤1
shomj,n0 (v, µ) dv = O(µ
−2K−n0).
Now for the integral over |ξ| ≤ |µ|. By construction, sj,n0 is µ−2K times the remainder term in
the Taylor expansion up to order n0 − 1 of t 7→ t−2Kqj(v, 1/t) at t = 0. Now qj is a finite sum of
terms of the form (85). We write
t−2K(|v|2 + t−2)−K−L = t2L(t2|v|2 + 1)−K−L
and recall the binomial series expansion
(1 + x)α =
∑
k<n0
(
α
k
)
xk +Rn0(x)
for α ∈ R and |x| ≤ 1 with
Rn0(x) = n0
(
α
n0
)∫ 1
0
(1− y)n0−1(1 + yx)−α−n0dy xn0 .
Letting α = −K −L and x = t2|v|2 we see that sj,n0, which is µ−2K times the remainder term, is by
(85) a finite sum of terms of the form
Ct2K+2L(t2|v|2)n0d(v)
∫ 1
0
(1− y)n0−1(1 + yt2|v|2)−K−L−n0 dy,
where C = n0
(
−K−L
n0
)
. Inserting µ = 1/t this becomes
Cµ−2K−2L
( |v|2
µ2
)n0
d(v)
∫ 1
0
(1− y)n0−1
(
1 + y
|v|2
µ2
)−K−L−n0
dy.
The homogeneous extension up to v = 0 is given by the same expression with d replaced by dhom.
Its contribution to
∫
|v|≤|µ|
eiΛ(v)sj,n0(v, µ) dv is, using polar coordinates
µ−2K−2L−2n0
∫ |µ|
0
∫
S2n−1
eir
2Q(θ)d(θ) dS
∫ 1
0
(1− y)n0−1
(
1 + y
r2
µ2
)−K−L−n0
dy r2n0+j+2K+2L+2n−1dr
= µ−2K−2L−2n0
∫ 1
0
(1− y)n0−1
∫ |µ|
0
I(h, y)|h=r−2r
2n0+j+2K+2L+2n−1
(
1 + y
r2
µ2
)−K−L−n0
drdy
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with
I(h) =
∫
S2n−1
e
i
h
Q(θ)d(θ) dS.
For this expression we obtain an expansion as in (96), with the coefficients cJ,l now determined from
d instead of qj,(−2K,k). Then we apply an integration by parts argument as follows: We write µ = |µ|ω
and consider one of the expressions
µ−2K−2L−2n0
∫ 1
0
(1− y)n0−1
∫ |µ|
0
cJ,l e
ir2µlrκl−2J+2n0+j+2K+2L−1
(
1 + y
r2
µ2
)−K−L−n0
drdy
= µκl−2J+j
∫ 1
0
(1− y)n0−1
∫ 1
0
cJ,l
eis
2|µ|2µl
ω
( s
ω
)κl−2J+2n0+j+2K+2L−1(
1 + y
s2
ω2
)−K−L−n0
dsdy. (98)
Abbreviating β = κl− 2J +2n0+ j+2K +2L− 1, an integration by parts for the terms with µl 6= 0
shows that this expression equals
µκl−2J+j−1cJ,l
∫ 1
0
(1− y)n0−1
[
1
2is|µ|2µl
eis
2|µ|2µl
ω
( s
ω
)β(
1 + y
s2
ω2
)−K−L−n0]1
0
dy
−µκl−2J+j−3cJ,l
∫ 1
0
(1− y)n0−1
∫ 1
0
eis
2|µ|2µl∂s
(
ω
2iµl
( s
ω
)β−1(
1 + y
s2
ω2
)−K−L−n0)
dsdy
= µκl−2J+j−3
cJ,l
2iµl
eis
2|µ|2µl
( 1
ω
)β−1 ∫ 1
0
(1− y)n0−1
(
1 + y
1
ω2
)−K−L−n0
dy
−µκl−2J+j−3cJ,l
∫ 1
0
(1− y)n0−1
[
1
2i|µ|2µl e
is2|µ|2µl∂s
(
ω
2iµl
( s
ω
)β−1(
1 + y
s2
ω2
)−K−L−n0)]1
0
dy
+O(|µ|κl−2J+j−5).
Treating the terms with µl = 0 is easier: Here, the expression (98) already is of the form
µκl−2J+jh(ω) for a suitable smooth function h on S1 ∩ {| argµ| < π
2
}.
This can be iterated to yield an asymptotic expansion into powers of µ and |µ|, respectively, of
decreasing degree as long as the exponent of s is > −1 (this condition guarantees the convergence of
the integrals at s = 0). We therefore obtain an expansion of arbitrary length by taking n0 sufficiently
large in the beginning.
Step 10. We now have achieved an expansion of Tr(RgTwA(H+µ
2)−K) into powers of µ. However,
the coefficients seem to depend on functions of the form ei|µ|
2µlgl(ω) and h(ω). Let us check that this
is actually not the case. To this end we consider the leading order term and write
Tr(RgTwA(H + µ
2)−K) = µd lnk µ
(∑
eiµl|µ|
2
gl(ω) + h(ω)
)
+ o(|µ|d lnk |µ|)
as µ→∞ in Sπ/2 with k ∈ {0, 1}. Clearly, we may restrict the summation to the µl 6= 0.
Equivalently we have∑
eiµl|µ|
2
gl(ω) + h(ω) = µ
−d ln−k µTr(RgTwA(H + µ
2)−K) + o(1). (99)
Given a point z = reiϕ, |ϕ| < π/2, and r1 < r < r2 close to r, ϕ1 < ϕ < ϕ2 close to ϕ we next define
a contour γ as follows (see Fig. 1): From r1e
iϕ1 to r2e
iϕ1 along the ray arg z = ϕ1, from r2e
iϕ1 to
r2e
iϕ2 counterclockwise along the circle |z| = r2, from r2eiϕ2 to r1eiϕ2 along the ray arg z = ϕ2, and
from r1e
iϕ2 back to r1e
iϕ1 clockwise along the circle |z| = r1.
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r1e
iϕ1
r2e
iϕ1
r1e
iϕ2
r2e
iϕ2
reiϕ
ϕ1
ϕ2
γ
Fig. 1. The path γ.
In Equation (99) we replace µ by µ/t and integrate the identity over the contour γ. Since
Tr(RgTwA(H+µ
2)−K) is holomorphic in µ and the remainder is o(1), the corresponding integrals on
the right hand side will tend to zero as t→ 0+. Hence also the left hand side attains a limit. Clearly∫
γ
h(ω) dµ is independent of t. So let us compute the terms
∫
γ
eiµl|µ|
2/t2gl(ω)dµ.
With the obvious parametrization of the four contours defining γ we obtain∫
γ
eiµl|µ|
2/t2gl(ω)dµ
= gl(ϕ1)e
iϕ1
∫ r2
r1
eiµls
2/t2ds+ eiµlr
2
2/t
2
∫ ϕ2
ϕ1
gl(s)ir2e
is ds
−gl(ϕ2)eiϕ2
∫ r2
r1
eiµls
2/t2ds− eiµlr21/t2
∫ ϕ2
ϕ1
gl(ϕ1 + ϕ2 − s)ir1ei(ϕ1+ϕ2−s) ds
=
(
gl(ϕ1)e
iϕ1 − gl(ϕ2)eiϕ2
) ∫ r2
r1
eiµls
2/t2ds (100)
+ir2e
iµlr
2
2/t
2
∫ ϕ2
ϕ1
gl(s)e
is ds− ir1eiµlr21/t2
∫ ϕ2
ϕ1
gl(ϕ1 + ϕ2 − s)ei(ϕ1+ϕ2−s) ds (101)
As t→ 0+, the term (100) tends to zero. We therefore conclude that the sum over all l of the terms
in (101) also attains a limit. However, as the µl are all different and non-zero, the exponentials e
iµlr
2
1
and eiµlr
2
2 will be all different for almost all choices of r1 and r2. Hence the existence of a limit as
t→ 0+ implies that all coefficients vanish, i.e.∫ ϕ2
ϕ1
gl(s)e
is ds = 0 =
∫ ϕ2
ϕ1
gl(ϕ1 + ϕ2 − s)ei(ϕ1+ϕ2−s) ds
for all l and all choices of ϕ1 and ϕ2. This in turn shows that all gl are zero near ω = ϕ. From this
we deduce that ∫
γ
h(ω)dµ = 0
for all these contours γ. Since the point z was arbitrary, we conclude that all the gl are zero and h is
holomorphic and - as it only depends on ω - even constant. (From another point of view, the terms
with ei|µ|
2µl arise at the sphere |ξ| = |µ| in the integrals with respect to ξ over the areas 1 ≤ |ξ| ≤ |µ|
and |µ| ≤ |ξ| and therefore should cancel.) Hence the coefficient of the leading order term µd lnk µ is
a constant. We can then apply the same conclusion iteratively to the lower order terms.
This completes the argument. 
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The parameter-dependent pseudodifferential calculus of Grubb and See-
ley
We recall some results from [31, Section 1]. Let p = p(x, ξ, µ) be a smooth function on Rν ×Rn×Sδ,
which is additionally holomorphic for µ ∈ Sδ. Here Sδ is the sector in (77).
The symbol class Sm,0(Rν × Rn, Sδ) consists of all p for which
∂jt p(·, ·,
1
t
) ∈ Sm+j(Rν × Rn) (102)
for 1
t
∈ Sδ, with uniform estimates in the Ho¨rmander class Sm+j for |t| ≤ 1 and 1t in closed subsectors
of Sδ. Moreover, S
m,d(Rν × Rn, Sδ) consists of those p for which
∂jt (t
dp(·, ·, 1
t
)) ∈ Sm+j(Rν × Rn)
for 1
t
∈ Sδ, with uniform estimates for |t| ≤ 1 and 1t in closed subsectors of Sδ.
Example 1. (a) If p = p(x, ξ) ∈ Sm(Rν × Rn) is independent of µ, then p ∈ Sm,0(Rν × Rn × C).
(b) Suppose p is smooth on Rν ×Rn×Sδ and holomorphic in µ on Sδ. If p is homogeneous of degree
m ∈ Z≤0 in (ξ, µ) for |(ξ, µ)| ≥ 1, then p ∈ Sm,0 ∩ S0,m (see [31, Lemma 1.14]).
Theorem 7. (a) For p1 ∈ Sm1,d1 and p2 ∈ Sm2,d2 we have p1p2 ∈ Sm1+m2,d1+d2.
(b) For p ∈ Sm,d set
p(d,k)(x, ξ) =
1
k!
∂kt (t
dp(x, ξ,
1
t
))|t=0. (103)
Then p(d,k) ∈ Sm+k, and for any N ,
p(x, ξ, µ)−
N−1∑
k=0
µd−kp(d,k)(x, ξ) ∈ Sm+N,d−N . (104)
8 Appendix A. The Metaplectic Group
Let us recall a few facts about the symplectic and metaplectic groups from [19, 21, 22].
The symplectic and the metaplectic groups. The metaplectic group Mp(n) ⊂ BL2(Rn) is the
group generated by unitary operators of the form
exp(−iĤ) ∈ Mp(n),
where Ĥ is the Weyl quantization of a homogeneous real quadratic Hamiltonian H(x, p), (x, p) ∈
T ∗Rn. In its turn, the complex metaplectic group Mpc(n) is similarly generated by unitaries associ-
ated with Hamiltonians H(x, p) + λ, where H(x, p) is as above, while λ is a real constant. Elements
of the metaplectic group are called metaplectic operators.
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The symplectic group Sp(n) ⊂ GL(2n,R) is the group of linear canonical transformations of
T ∗Rn ≃ R2n, i.e., linear transformations that preserve the symplectic form dx ∧ dp. The symplectic
group is generated by the canonical transformations equal to the evolution operator for time t = 1
of the Hamiltonian system
x˙ = Hp, p˙ = −Hx,
where H(x, p) is a homogeneous real quadratic Hamiltonian as above.
There is a natural projection π : Mp(n)→ Sp(n) that takes a metaplectic operator to the corre-
sponding canonical transformation. This projection is a nontrivial double covering of Sp(n). Thus,
one can not represent elements of Sp(n) unambigously by metaplectic operators. However, it turns
out that one can define a representation of the subgroup of isometric linear canonical transformations
by operators in the complex metaplectic group. Let us describe this representation.
Isometric linear canonical transformations and their quantization. Consider the maximal
compact subgroup Sp(n)∩O(2n) of isometric linear canonical transformations. It is well known that
this intersection coincides with the group U(n) of unitary transformations of T ∗Rn if we introduce
the complex structure on T ∗Rn ≃ Cn via (x, p) 7→ z = p+ ix, see [39].
Recall that the unitary group is generated by the matrices exp(B + iA), where A is a symmetric
real matrix, while B is a skew-symmetric real matrix.
Proposition 6. The following mapping is a well-defined homomorphism of groups
R : U(n) −→ Mpc(n)
g = exp(B + iA) 7−→ Rg = exp(−iĤ) exp(iTrA/2),
(105)
where Ĥ is the Weyl quantization of the Hamiltonian
H(x, p) =
1
2
(x, p)
(
A −B
B A
)(
x
p
)
.
Since U(n) is generated by the subgroups O(n) and U(1) = {diag(z, 1, . . . , 1) | |z| = 1} (see
e.g. [22, Lemma 1]), it follows that the homomorphism (105) is characterized by the properties:
• Rgu(x) = u(g−1x), if g ∈ O(n) ⊂ U(n); in this case Rg is the shift operator for an orthogonal
matrix g
• Rgu(x) = eiϕ(1/2−H1)u(x), if g = diag(eiϕ, 1, ..., 1), where H1 = (x21 − ∂2x1). In this case, the
operator Rg is called the fractional Fourier transform with respect to x1 and is equal to
Rgu(x) =
√
1− i ctgϕ
2π
∫
exp
(
i
(
(x21 + y
2
1)
ctgϕ
2
− x1y1
sinϕ
))
u(y1, x2, ..., xn)dy1.
9 Appendix B. Shubin Type Pseudodifferential Operators
A smooth function a = a(x, p) on T ∗Rn is a pseudodifferential symbol (of Shubin type) of order
m ∈ R, provided its derivatives satisfy the estimates
|DαpDβxa(x, p)| ≤ cα,β(1 + |x|+ |p|)m−|α|−|β|
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for all multi-indices α, β, with suitable constants cα,β. In this article, we only work with classical
symbols where a admits an asymptotic expansion a ∼ ∑∞j=0 am−j . Here, each am−j is a symbol of
order m− j, which is (positively) homogeneous in (x, p) for |x, p| ≥ 1.
To a symbol a as above we associate the operator op(a) on the Schwartz space S(Rn), defined by
op(a)u(x) = (2π)−n/2
∫
eix·pa(x, p)û(p) dp,
where û(p) = (2π)−n/2
∫
e−ix·pu(x) dx is the Fourier transform of u. Alternatively, we have the Weyl
quantization opw(a) of a defined by
opw(a)(x) = (2π)−n
∫∫
ei(x−y)·pa
(x+ y
2
, p
)
u(y) dydp.
The principal symbol σ(A) of the operator A = op(a) is defined as the homogeneous extension of
the leading term am to T
∗Rn \ {0}.
A full calculus for Shubin type pseudodifferential operators, i.e. pseudodifferential operators with
such symbols, has been developed in [40, Chapter IV]. We write Ψm(Rn) for the space of all Shubin
type pseudodifferential operators of order ≤ m and Ψ(Rn) for the algebra of all these operators.
A fact we need in several places is that the elements of Ψ0(Rn) extend to bounded operators on
L2(Rn) and those of Ψm(Rn) to trace class operators on L2(Rn) provided m < −2n. This is shown
in [40, Theorem 24.3 and Proposition 27.2].
Moreover, a Egorov theorem holds: Given an element S ∈ Mp(n) and A = opwa a Weyl-
quantized Shubin type pseudodifferential operator with symbol a, then S−1AS is the Weyl-quantized
Shubin type pseudodifferential operator with symbol a ◦ π(S), where π(S) ∈ Sp(n) is the canonical
transformation associated with S, see [21, Theorem 7.13]. As the principal symbol of the Weyl-
quantized operator opw(a) coincides with that of op(a), we find in particular that
σ(S−1AS) = σ(A) ◦ π(S).
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