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Zusammenfassung
Dieser Bericht gibt die Motivation fur die Verwendung des Clonings als Mobilitatsmecha-
nismus in autonomen Agentensystemen. Auf der Grundlage einer vereinfachten Abbildung
der Topologie heute existierender Netzwerke wird ein analytisches Kostenmodell fur die
Ausfuhrung verteilter Anwendungen zur Datensammlung aufgestellt. Innerhalb dieses Mo-
dells werden der klassische Client/Server{Ansatz, der herkommliche Migrationsansatz mobi-
ler Agenten und der neue Cloning{Ansatz gegenubergestellt und bewertet.
Auf Grundlage des analytischen Modells werden fur den Cloning{Ansatz Vorteile gegenuber
den bisher verwendeten Verfahren erkannt und unter verschiedenen Annahmen uber die der
Anwendung unterliegende Datenverteilung bestatigt.
1 Ziele des mobilen Agentenansatzes
Eine der wesentlichen Motivationen fur die Verwendung mobiler Agenten in verteilten Sy-
stemen besteht in der erwarteten Reduktion der im Rahmen eines entfernten Zugris an-
fallenden Netzwerkubertragungen sowohl bezuglich ihrer Anzahl als auch bezuglich des be-
wegten Datenvolumens (siehe [CGH95]). Als Referenz dient ublicherweise das verbreitete
Client-Server-Schema. Aufgaben, die hochselektive Operationen auf groen Datenvolumina
oder viele Einzelzugrie enthalten, fuhren in diesem herkommlichen Ansatz zu einem er-
heblichen Ubertragungsvolumen im Verhaltnis zur eektiven Groe der Ergebnisdaten. Bei
Verwendung eines mobilen Agenten ist hingegen nur die einmalige Ubertragung der Daten-
struktur des Agenten vom Heimatrechner zum Ort des Datenbestands und die Rucksendung
des gegenuber den beruhrten Daten wesentlich kleineren Ergebnisses zu veranschlagen, da die
Zugris- und Selektionsoperationen vom Agenten lokal auf den Daten ausgefuhrt werden.
Ein wichtiges Merkmal mobiler Agenten ist die Fahigkeit, durch Migration zwischen verschie-
denen Orten auch solche Aufgaben zu losen, die die Interaktion mit mehreren verschiedenen
Datenanbietern erfordern. Das nach aktuellem Forschungsstand verwendete Verfahren sieht
dabei vor, da ein mobiler Agent die relevanten Server sequentiell besucht, in lokaler Interak-
tion mit den Servern Teilergebnisse gewinnt, die er auf der weiteren Reise mitfuhrt und mit
denen er schlielich zu seinem Ausgangspunkt zuruckkehrt. Die Mitnahme der akkumulier-
ten Teilergebnisse fuhrt hierbei je nach konkreter Anwendungsfunktion zu einem bestandigen
Anwachsen des mit dem mobilen Agenten assoziierten Zustands und erzeugt daher wahrend
der nachfolgenden Migrationen des Agenten zusatzliche Netzlast.
Das vorgeschlagene neue Verfahren des dynamischen Cloning als Mobilitatsmechanismus fur
autonome Agenten vermeidet diesen Anteil der Netzlast, indem anstelle des einen sequentiell
wandernden Agenten eine Familie von durch Clonierung erzeugten Agenten zu den Servern
delegiert wird, die ihre Teilergebnisse unmittelbar an einen Integrationspunkt zuruckubert-
ragen. Fur Anwendungen, deren Funktionalitat diese Art der Parallelverarbeitung zulat,
indem die einzelnen Teilergebnisse in ihrer Berechnung voneinander unabhangig sind, kann
so durch Vermeidung der Akkumulation von Teilergebnissen uber mehrere Stationen hinweg
eine Reduktion des Netzverkehrs erzielt werden.
Die nachfolgende analytische Betrachtung der anfallenden Kosten fur die Ausfuhrung verteil-
ter Funktionen soll die Frage beantworten, unter welchen vom System vorgegebenen Randbe-
dingungen die Verwendung der unterschiedlichen Mobilitatsparadigmen mobiler Agenten fur
datenakkumulierende verteilte Anwendungen Kostenvorteile erbringt.
2 Analytisches Kostenmodell fur agentenbasierte verteilte An-
wendungen
2.1 Grundannahmen
Fur die folgende analytische Untersuchung werden die folgenden Grundannahmen getroen:
1. Die allgemeinen Kosten fur die Ausfuhrung einer verteilten Aufgabe teilen sich in Ubert-
ragungskosten fur den Code der Aufrufe und die Ergebnisse sowie Berechnungskosten
fur die Ausfuhrung der anwendungsspezischen Funktionen.
2. Die Kosten fur die Datenubertragung werden in Abhangigkeit vom anfallenden Daten-
volumen berechnet.
3. Die Berechnungskosten ergeben sich in Abhangigkeit vom Umfang der fur die Funktion
relevanten Daten. Hierbei wird unterschieden zwischen Datenselektion in einem Server
und der Integration mehrerer separat selektierter Teilergebnisse.
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4. Die auszufuhrende Anwendungsfunktion hat primar akkumulierenden Charakter. Dies
bedeutet, da die von einem Datenanbieter gewonnenen Daten in ihrer Gesamtheit re-
levant sind und gesammelt ausgeliefert werden sollen. Funktionen, in denen mehrere
Teilergebnisse zu einer kompakten Kennzahl integriert werden konnen (z.B. Ermitt-
lung von eindimensionalen Extremwerten) erfullen nicht diese Eigenschaft, konnen aber
durch geeignete Parametrisierung im Rahmen des Kostenmodells erfat werden (siehe
Abschnitt 2.3.6).
Diese Annahmen benden sich in Ubereinstimmung mit den allgemein verwendeten Szena-
rien fur agentenbasierte Systeme (z.B. [Whi96]). Insbesondere spiegeln sie die Verhaltnisse
in einem lose gekoppelten weltweiten Rechnerverbund uber Weitverkehrsnetze mit teilweise
schmalbandig angebundenen mobilen Teilnehmern wider.
Weiterhin werden die folgenden vereinfachenden Annahmen zugrundegelegt, die in der nach-
folgenden Abbildung 1 veranschaulicht sind:
Die Kommunikationskosten betragen einen konstanten Faktor kx des ubertragenen Daten-
volumens. Als Abstraktion der unterschiedlichen Kostenbereiche in einem realen Netz wird
eine dreifache Untergliederung gewahlt. Die erste Stufe umfat einen Bereich gunstiger Kom-
munikationsverbindungen, z.B. im Festnetz uber leistungsfahige Backbones und wird im fol-
genden als lokaler Bereich bezeichnet. Durch lokale Verbindungen verbundene Server bilden
lokale Inseln, zwischen denen teurere globale Kommunikationswege verlaufen, etwa in Form
von schmalbandigen Weitverkehrsverbindungen. Besonders betrachtet wird nochmals die Zu-
gangsverbindung der verteilten Anwendung auf das Gesamtnetz. Diese kann haug als vom
globalen Typ angesehen werden, wenn sich die Anwendung auf einem mit ins Festnetz ein-
gebundenen Rechner bendet, oder zur Modellierung der im Kontext von mobilen Rechnern


































Abbildung 1: Ubertragungskosten in der schematischen Topologie
Berechnungskosten werden ebenfalls mit einem konstanten Faktor k0x angesetzt, der fur den
Nutzerrechner die Auslastung der vorhandenen Rechenressourcen und fur die Serverrechner
den dort anfallenden Berechnungsaufwand bzw. eine explizit vom Benutzer erhobene Gebuhr
beschreibt. Auch hier wird zwischen drei Stufen unterschieden, die die lokale Berechnung auf
dem Rechner des Nutzers, besonders leistungsfahige Backbonerechner im Netz und allgemeine
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Server modelliert. Fur die nachfolgende Analyse wird angenommen, da sich in jeder lokalen
Insel ein Backbonerechner bendet.
Die zu ubertragenden Informationen gliedern sich in die von den Informationsanbietern ge-
lieferten Ergebnisdaten und | im Falle des Agentenansatzes | den Codeanteil der Agen-
tenubertragung. Im Client{Server{Fall wird ein nicht speziell selektiertes Datenvolumen von
jedem Server zum Rechner des Nutzers ubertragen und dort ausgewertet. Bei Verwendung
mobiler Agenten ist das zu ubertragende Volumen durch die lokal ausgefuhrte Selektion um
einen konstanten Selektionsfaktor verringert. Zudem wandern die Teilergebnisse nicht un-
mittelbar vom Server zum Heimatrechner zuruck, sondern werden entsprechend dem Mobi-
litatsschema zunachst zwischen verschiedenen entfernten Orten ubertragen. Bei migrierenden
Agenten werden Zwischenergebnisse uber Teile des Migrationspfads des Agenten mitgefuhrt,
im Cloning{Ansatz werden sie in einer hierarchischen Baumstruktur in mehreren Schritten
zum Ursprungsort der Anwendung zurucktransportiert.
2.2 Parameter
Die folgende Parameter werden im analytischen Modell verwendet:
k0; k1; k2 Faktoren fur die Ubertragungskosten, k0 auf der Zugangsverbindung des Nutzers,





2 Faktoren fur die Berechnungskosten, k
0
0 auf dem Rechner des Nutzers, k
0
1 auf den
Backbonerechnern und k02 auf allgemeinen Servern,
cs; cb Codegroe des mobilen Agenten, unterschieden nach Selektions- und Berech-
nungsfunktionalitat fur die Integration,
D Groe des relevanten Datenbestands auf einem Server, der von einer nicht durch
spezische Selektion eingeengten Anfrage zuruckgeliefert wird,
s; b Reduktionsfaktor fur die Ergebnisgroe, unterschieden nach Selektion und Inte-
gration,
s0; b0 Berechnungskostenfaktor fur Selektion (bezogen auf D) und Integration (bezogen
auf mehrere Teilergebnisse) von Ergebnisdaten,
nj Anzahl der Server innerhalb einer lokalen Insel j,




Anteil der redundanten Daten zwischen je zwei Servern innerhalb einer lokalen
Insel (Server h und i) und auf globaler Ebene (Server i in Insel j und Server k in
Insel l),
dhi Kurzschreibweise fur 1  rhi
rj ; R Anteil der replizierten Daten innerhalb einer lokalen Insel und auf globaler Ebene.
2.3 Abstrahierte Kostenfunktionen
Fur die Durchfuhrung der Analyse werden drei verschiedene Szenarien bezuglich der Vertei-
lung der Daten auf den Servern untersucht. Im einfachsten Fall werden die relevanten Anteile
der Datenbestande der einzelnen Server als disjunkt angenommen. Im zweiten Fall wird die
Existenz von paarweise redundanten Datenanteilen angenommen. Im abschlieenden Szenario
ist ein Teil der Daten uber mehrere Server repliziert. Die Feststellung der Disjunktheit oder
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teilweiser Redundanz von Datenelementen kann sowohl auf tatsachlicher Gleichheit als auch
auf anwendungsspezischen Kriterien beruhen und braucht fur diese Analyse nicht genauer
xiert zu werden.
Die im folgenden dargestellten Formeln beschreiben zunachst den allgemeinen Fall, in dem fur
jeden Server unterschiedliche Datenvolumina D
j
i







und Replikation rj ; R erlaubt sind. Um die symbolische Darstellung
handhabbar zu halten, wird fur die symbolischen Umformungen die vereinfachende Annah-
me gemacht, da Datenvolumina mit D gleichverteilt und die Faktoren fur paarweise Red-
undanz r;R und Replikation r;R jeweils fur die betrachtete Anwendung konstant sind. In
den Gleichungen ist dies durch das modizierte Gleichheitszeichen =0 gekennzeichnet. Die-
se Einschrankung bedeutet in der Tat eine sehr weitgehende Abstraktion von der Realitat.
Wie zusatzliche simulative Untersuchungen (siehe [Kau97]) und die weiter unten angestellte
Grenzwertbetrachtung zeigen, behalten die qualitativen Erkenntnisse dieser Analyse auch fur
kompliziertere Modellierungen ihre Gultigkeit.
Ebenfalls aus Handhabbarkeitsgrunden wird fur die Wegewahl der verwendeten mobilen
Agenten ein festes, auf die Topologie abgestimmtes Schema angenommen, das fur die an-
genommene Gleichverteilung der Daten jeweils minimale Transportkosten erzeugt:
 Der migrierende Agent bewegt sich gema dieser Vorschrift vom Ausgangsrechner uber
die Zugangsverbindung mit Kosten k0 auf einen Server des Festnetzes. Von dort aus
besucht er zunachst alle im lokalen (k2) Bereich gelegenen Server und wechselt dann uber
eine globale Verbindung (k1) in die nachste lokale Insel. In dieser Art fahrt er fort, bis er
vom letzten Server der letzten besuchten Insel aus die akkumulierten Daten wiederum
uber die Zugangsverbindung zum Ausgangsort zurucksendet (siehe Abbildung 2). Als
typische Optimierung kann im letzten Schritt auf die Rucksendung des Codes zum
Ausgangsort verzichtet werden.
 Im Cloning{Ansatz wird zunachst ein einzelner Agent uber die Zugangsverbindung
mit Kosten k0 ins Festnetz plaziert. Dieser Agent entsendet jeweils einen Clone uber
globale Verbindungen (k1) in jede andere lokale Insel und wird damit zur \Wurzel"
einer baumformigen Cloning{Hierarchie. Innerhalb der lokalen Inseln wird je ein Agent
zu den benachbarten Servern entsandt (k2), wo er die Datenselektion ausfuhrt und sein
Teilergebnis zurucksendet. Je ein Clone pro lokaler Insel fuhrt die Integration der an
ihn gesandten Teilergebnisse zuruck und schickt das Resultat an die Wurzel (k1). Der
Wurzelagent integriert die akkumulierten Teilergebnisse seiner Clones und liefert das
erhaltene Gesamtergebnis zum Ausgangsort (k0) zuruck (siehe Abbildung 2).
Hierin begrundet sich die Unterscheidung des Parameters fur die Codegroe in einen
selektions- und einen integrationsorientierten Teil, denn im Gegensatz zum migrierenden
Agenten, bei dem der gesamte Code mitgefuhrt wird, fuhren die Clone{Agenten auf der
letzten Stufe der Hierarchie nur die Datenselektion aus und benotigen daher nur den
Codeanteil cs.
 Der Berechnungsaufwand fallt fur die Datenselektion auf jedem Server in der Groe
k01s
0D bzw. k02s






+Groe der bisher akkumulierten Daten) zu Buche. Im Clone{ An-





+Selektionsergebnisse der delegierten Clone{Agenten)
betragen.
Abbildung 2 veranschaulicht die durch diese Mobilitatsschemata vorgegebenen Datenusse
auf der in Abbildung 1 eingefuhrten vereinfachten Topologie eines Weitverkehrsnetzes.
Dieses Schema berucksichtigt durch die explizite Modellierung der Zugangsverbindung spe-














ins Festnetz eingebetteten Nutzers kann durch die Wahl des Parameters k0 = k1 ebenfalls
durch das Schema erfat werden. In den Funktionen fur den Client{Server{Ansatz im reinen
Festnetz ist der Faktor k0 durch k1 fur allgemeine Server und durch k2 fur die Server in der
lokalen Insel des Nutzers zu ersetzen, da hier jeweils die direkte Verbindung vom Nutzerrech-
ner zum Server eingeht.
In den folgenden Abschnitten werden jeweils die vereinfachten Formeln fur Ubertragungs-
und Berechnungskosten in den verschiedenen Szenarien unter Annahme einer schmalbandi-
gen Nutzeranbindung gegenubergestellt. Zur Illustration des relativen Verhaltens ist jeweils
eine Grak beigefugt, die die Kosten fur eine Serveranzahl zwischen 8 und 128 darstellt, wo-
bei im Sinne einer besseren Darstellbarkeit der Parameter n fur die Inselgroe fest gewahlt
ist. Alle ubrigen Parameter sind in den verschiedenen Szenarien identisch. Entsprechend den





tor k00 fur die Berechnungen auf dem Nutzerrechner hat keine Auswirkungen auf das relative
Verhalten der beiden Formen der Agentenmobilitat, bestimmt aber wesentlich den Vergleich
zwischen Client{Server- und Agentenansatz allgemein. Fur die weitere Analyse wird eine be-
grenzte Leistung des Nutzerrechners (k00  k
0





2) begunstigt den Client{Server{Ansatz insgesamt.
2.3.1 Disjunkte Daten
In diesem Szenario werden Daten von verschiedenen Servern nachgefragt, die jeweils einmalig
sind und daher in ihrer Gesamtheit an den Nutzer ausgeliefert werden mussen. Ein Beispiel
hierfur ist eine verteilte Anwendung, die im Rahmen der Beschaung eines aus mehreren Kom-
ponenten bestehenden Rechnersystems von einer Reihe von Anbietern die aktuellen Kondi-
tionen einholt. Da es fur die Einzelkomponenten jeweils mehrere Kongurationsmoglichkeiten
(z.B. Hersteller des Mainboards und der Festplatte) gibt, genugt es nicht, den Minimalpreis
einer Komponente im Agenten mitzufuhren, sondern es mussen die vollstandigen Daten in
Form einer Typbezeichnung und ggf. zusatzliche Informationen wie Garantiedauer und Lie-
ferfristen angesammelt werden.
Der migrierende mobile Agent hat hier keine Moglichkeit, durch Datenintegration eine Reduk-
tion des akkumulierten Volumens zu erzielen. Wohl aber erreicht der mobile Agentenansatz
generell eine Reduktion des Datenvolumens gegenuber dem Client{Server{Ansatz, da vor Ort







































sDmh +Xm 1) + k0Xm





























i ) + k0Xm
=0 k0(cs+cb + bmnsD) + k1(m  1)(cs+cb + bnsD) + k2m(n  1)(cs + sD)
Die Kostenfunktion fur den Ubertragungsaufwand im Cloning{Ansatz ist in den Termen
k1 und k2 echt kleiner und im Term k0 gleich dem Migrationsansatz. Fur eine hinreichend
groe Selektivitat der Anwendungsfunktion (s 1) sind beide agentenbasierte Ansatze dem
Client{Server{Ansatz uberlegen. Im Gegensatz zum Cloning{Ansatz tritt jedoch im Migrati-
onsansatz, bedingt durch die Akkumulation der Daten uber den Migrationspfad des Agenten,
eine quadratische Abhangigkeit von der Anzahl der besuchten Server (m bzw. n) auf, was zu






















Abbildung 3: Ubertragungskosten fur disjunkte Daten
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Berechnungskosten
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(ms0D + (2m  1)b0nsD) + k0
2
m(n  1)s0D
Auch fur die berechnungsbezogenen Kosten ergibt sich ein Vorteil beim Cloning{Ansatz, da
die Kosten in beiden Termen k01 und k
0
2 echt kleiner sind als beim Migrationsansatz. Fur die
angenommenen begrenzten Rechenressourcen auf dem Nutzerrechner ergibt sich ein groer
Faktor k00, so da der Client{Server{Ansatz wiederum ungunstig abschneidet. Auch hier fuhrt
die Akkumulation von Teilergebnissen im Migrationsansatz zu einem quadratischen Term, der


























Abbildung 4: Berechnungskosten fur disjunkte Daten
2.3.2 Redundante Daten
In diesem Szenario besteht zwischen den Datenbestanden je zweier Server ein redundanter
Anteil, der im lokalen Bereich r und im globalen Bereich R betragt. Im Beispiel der Kosten-
nachfrage fur ein Rechnersystem tritt ein solcher Fall dann auf, wenn etwa mehrere Anbieter
ein Produkt vom selben Grohandler beziehen und damit identische Konditionen fur Preise
und Lieferfristen anbieten.
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Ein migrierender mobiler Agent kann durch Integration der nacheinander gewonnenen Daten
diesen redundanten Anteil schon am Ort des Servers entfernen und dadurch die Gesamt-
groe des akkumulierten Datenbestands vermindern. Die parallel arbeitenden Agenten des
Cloning{Ansatzes liefern die selektierten Daten zunachst mitsamt dem Redundanzanteil an
ihren Erzeuger zuruck. Eine dort ausgefuhrte Integration fuhrt ebenfalls zur Entfernung der
redundanten Anteile. Dieses Szenario begunstigt durch die sofortige Integrationsmoglichkeit
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Berechnungskosten

























































































Abbildung 5: Ubertragungskosten fur redundante Daten
=0 k0
1
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In diesem Szenario wird ein Anteil r der Daten uber alle Server einer lokalen Insel repliziert.
Ein weiterer Teil R ist global uber alle betrachteten Server hinweg repliziert. Konkretes Bei-
spiel bei der Rechnerbeschaung waren die fur einen Wirtschaftsraum (entsprechend einer
lokalen Insel) identischen Regelungen fur Garantie und Gewahrleistung, die vom Agenten nur
ein einfacher Ausfertigung zur kontrollierenden Anwendung zuruckgemeldet werden mussen.
Die Moglichkeiten der Auslterung der hier mehrfach vorhandenen Datenanteile durch Inte-
gration wahrend der Migration bzw. nach der Ruckkehr der delegierten Agentenclones ent-
sprechen den Moglichkeiten, die im vorstehenden Abschnitt fur redundante Daten vorgestellt
wurden. Der Verlauf der anfallenden Datenvolumina ist jedoch bei redundanten und replizier-
ten Verteilungen unterschiedlich, da im ersteren Fall der auf einem Server vorgefundene neue






), im letzteren konstant den Wert (1 r)sD
j
i
beibehalt. Somit ist eine teilreplizierte Datenverteilung nochmals gunstiger fur den migrie-

























Abbildung 6: Berechnungskosten fur redundante Daten
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=0 k0(cs+cb +mnsD(1  r  R) +mrsD +RsD) + k1(m  1)(cs+cb + nsD(1  r) + rsD)






















Abbildung 7: Ubertragungskosten fur replizierte Daten
Berechnungskosten
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Nachdem in den bisherigen Szenarien die Integrationsfunktion des mobilen Agenten alle von
der Selektion gelieferten Datenelemente unter Entfernung von Mehrfachvorkommen, bedingt
durch Redundanz oder Replikation, angesammelt hat, wird in diesem Szenario nur derjenige



























Abbildung 8: Berechnungskosten fur replizierte Daten
stellt den Extremfall einer Aufgabe dar, in der ein gewisser Redundanzgrad der ermittelten
Daten explizit erwunscht ist. Im Anwendungsbeispiel der Rechnerbeschaung tritt dies auf,
wenn der Auftraggeber etwaige widerspruchliche Angaben zu Komponenten eliminieren will
und nur ubereinstimmende zuruckerhalten mochte.
Dieses Szenario bedeutet eine weitere Begunstigung des Migrationsansatzes gegenuber dem
Cloning{Ansatz, da die vom migrierenden Agenten innerhalb einer lokalen Insel transportier-
ten Datenvolumina durch Beseitigung nicht ubereinstimmender Datenanteile stetig abneh-
men (wie (1  
P
i
h=2)sD), wahrend die ausgesandten Clones jeweils den vollen selektierten
Datenbestand sD des besuchten Servers zurucksenden. In der graphischen Darstellung wird
demgema auch deutlich, da fur wenige lokale Inseln der Migrationsansatz hier gunstiger
arbeiten kann als der Cloning{Ansatz, bevor bei zunehmender Anzahl von Inseln der im glo-
balen Netzbereich nach wie vor anfallende quadratische Anteil Uberhand nimmt.
Da innerhalb der lokalen Inseln der Migrationsansatz durch die stetig abnehmende mitgefuhr-
te Datenmenge besonders gunstig arbeitet, kann in diesem Szenario ein hybrider Ansatz, bei
dem die im ersten Schritt erzeugten Clones ihre lokale Insel durch Migration bearbeiten,
eine weitere Verbesserung erzielen. Das hierbei erreichte Ergebnis ist in den nachfolgenden
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Abbildung 9: Ubertragungskosten fur verfeinernde Daten
2.3.5 Generisches Modell
Die drei vorstehend aufgefuhrten Szenarien fur das Verhalten mobiler Agenten unter unter-
schiedlichen Annahmen uber die Datenverteilung bilden spezielle Auspragungen eines gene-
rischen Kostenmodells. Die allgemeine Formulierung der Kostenfunktionen fur Datenubert-
ragung und Berechnung akkumulierender Anwendungen wird im folgenden aufgefuhrt. Diese
Darstellung ist nur noch von den in Kapiteln 2.1 und 2.3 gemachten Annahmen uber das
Topologie- und Bewegungsschema abhangig und erlaubt es, uber die vier ausfuhrlich disku-
tierten Beispiele hinaus je nach Phantasie des Lesers mit weiteren unterschiedlichen Daten-
















i ; bmig(i  1; j)) i; j > 1
f(sD
j
i ; bmig(n; j   1)) i = 1; j > 1
f(sD
j
i ) i; j = 1












(cs+cb + bmig(i;m)) + k0bmig(nm;m)







; : : : ; sDjnj )
















i ) + k0bclo
Berechnungskosten















i + bmig(i  1; j)) i; j > 1
f 0(sD
j
i + bmig(n; j   1)) i = 1; j > 1
f 0(sD
j






































































Neben den vorgestellten unterschiedlichen Szenarien fur die Datenverteilung und Auswer-
tungsmodalitaten konnen durch geeignete Parameterwahl noch weitere Falle im Rahmen des
Kostenmodells erfat werden. Exemplarisch wird dies fur die in den einleitenden Bemerkungen
zunachst ausgenommenen nicht{akkumulierenden Auswertungsfunktionen und die Auswahl
einmaliger Datenelemente gezeigt.
Nicht{akkumulierende Auswertung Eine haug betrachtete Anwendungsaufgabe fur
mobile Agenten im Kontext des elektronischen Handels besteht in der Ermittlung bestimmter
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Kennzahlen, etwa eines Minimalpreises oder einer maximalen Qualitat, fur ein Wirtschaftsgut
bei verschiedenen Anbietern. Der hierfur im Agenten benotigte Datenbestand beschrankt sich
auf den Wert der Kennzahl und einen Verweis auf den Ort, an dem der aktuelle Extremwert
vorgefunden wurde, ist also in seinem Volumen im wesentlichen konstant.
Dieser Fall kann im vorliegenden Modell durch das Szenario der replizierten Daten mit einem
globalen Replikationsgrad von R = 1 und einem lokalen Replikationsgrad von r = 0 nachge-
bildet werden. Dadurch ergibt sich in jedem Integrationsschritt ein konstantes Datenvolumen
von D. Da das Modell nur das jeweilige Volumen und nicht die konkreten Dateninhalte be-
trachtet, wird das Verhalten dadurch korrekt wiedergegeben.
Im Ergebnis sind in diesem Fall die Ubertragungskosten fur Migrations- und Cloning{Ansatz
im Nutzdatenanteil exakt gleich, der Cloning{Ansatz besitzt nur den geringen Vorteil, da
der integrationsorientierte Codeanteil cb innerhalb der lokalen Inseln nicht mit ubertragen
wird.
Ausloschende Daten Eine weitere mogliche Anforderung der Anwendung kann darin be-
stehen, nur einmalig auftretende Daten zuruckzusenden und Verdopplungen auszusondern.
Dieser Fall wird durch das Szenario der paarweise redundanten Daten abgedeckt, wobei hier
als Redundanzfaktor mit r = 2r0 bzw. R = 2R0 der doppelte Wert der tatsachlich vorhan-
denen Redundanz r0; R0 angesetzt wird. In der Konsequenz fuhrt dies zur Entfernung beider
redundanter Datenelemente in der Integrationsfunktion und erzielt so das gewunschte Ergeb-
nis.
Der Vergleich der Ansatze in diesem Szenario entspricht im Ergebnis den oben angestellten
Betrachtungen fur redundante Daten.
2.3.7 Gemeinsame Eigenschaften
Bei Betrachtung der vereinfachten Funktionen ist zu erkennen, da die Kosten fur den
Cloning{Ansatz in allen drei Modellen fur die Datenverteilung in den Termen k1 und k2
echt kleiner sind als fur den Migrationansatz und auf der Zugangsverbindung (im Term k0)
gleich sind. Die aufgefuhrten Graken bestatigen diese Erkenntnis. Ein wichtiges Ergebnis
besteht darin, da die Migrationskosten mit hinreichend groer Serverpopulation auch bei
erheblichem Selektionspotential die Kosten fur den Client{Server{Ansatz ubersteigen. Dies
schrankt die Verwendbarkeit migrierender Agenten fur akkumulierende Anwendungsfunktio-
nen auf wenige zu besuchende Server ein.
Bei den Berechnungskosten ist prinzipiell derselbe Trend zu beobachten, was angesichts der
von der Datengroe abhangigen Wahl der Kostenfunktion nicht uberrascht.
2.4 Grenzwertbetrachtung
Eine wesentliche Vereinfachung der vorstehenden analytischen Betrachtung gegenuber der
Realitat besteht in der Annahme einer uniformen Verteilung der Datenvolumina auf die be-
suchten Server. Wahrend die Betrachtung beliebiger Verteilungen in der analytischen Auswer-
tung nicht moglich ist, sollen doch die Grenzfalle inhomogener Datenverteilung kurz diskutiert
werden.
Der Extremfall bezuglich der Datenanordnung tritt oensichtlich auf, wenn samtliche relevan-
te Daten auf genau einem Server (o.B.d.A. in Insel x auf Server y) vorgefunden werden und
die Selektion auf allen ubrigen Servern keine anwendungsrelevanten Daten entdeckt. Betrach-
tungen uber Redundanz und Replikation und die integrationsbezogenen Berechnungskosten
sind in diesem Fall gegenstandslos.
Eine naheliegende Optimierung fur dieses Szenario besteht darin, nach Erhalt der Daten von
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einem Server auf die Nachfrage bei weiteren Servern zu verzichten. Hier soll jedoch voraus-
gesetzt werden, da die Anwendung a priori keine Kenntnis uber den Gesamtumfang und die
topologische Verteilung der Daten hat, so da sie grundsatzlich alle Server kontaktieren mu.










Die in diesem Szenario anfallenden Kosten fur agentenbasierte Verarbeitung setzen sich je-
weils aus einem Anteil fur die Codeubertragung, der von der Plazierung des datentragenden
Servers unabhangig bleibt, und einem Nutzdaten{bezogenen Anteil zusammen, der je nach
Plazierung sehr stark variieren kann. Fur den Cloning{Ansatz ergeben sich nach den weiter
oben eingefuhrten Formeln Ubertragungskosten von
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x sonst
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ergibt sich hingegen in den datenbezogenen hinteren drei Termen eine erhebliche Abhangigkeit
von der zufalligen Plazierung (x; y) des ausgezeichneten Servers innerhalb der topologischen
Struktur und der dadurch bestimmten Position, an der er im Migrationspfad erreicht wird.
Der gunstigste Fall fur den Cloning{Ansatz tritt auf, wenn der erste vom Heimatrechner kon-
taktierte Backbone{Rechner die gewunschten Daten enthalt, und fur den Migrationsansatz,
wenn diese erst beim letzten besuchten Server gefunden werden. Es fallen dann fur die Migra-
tion dieselben Nutzdaten{bezogenen Kosten k0sD an wie beim Cloning, und das Cloning hat
nur leichte Vorteile bei der Codeubertragung, da wie oben schon erwahnt der Anteil cb nicht
an die Blatter der Clone{Hierarchie ubertragen wird. Im fur das Cloning ungunstigsten Fall,
da die Daten auf einem Blatt der Clone{Hierarchie vorliegen, wachsen die vom Datenanteil
verursachten Kosten moderat auf (k0 + k1 + k2)sD. Bei der Migration wachst dieser Kosten-
anteil jedoch im Mittel auf (k0 + k1
1
2
(m  1) + k2
1
2
m(n  1))sD und im ungunstigsten Fall,
wenn die Daten bereits auf dem ersten besuchten Server gefunden und uber den gesamten
Migrationspfad mitgefuhrt werden mussen, bis auf (k0 + k1(m  1) + k2m(n  1))sD. Somit
ist der Cloning{Ansatz dem Migrationsansatz auch fur den Fall extrem inhomogener Daten-
verteilung unter Kostenaspekten uberlegen.
Abbildung 10 veranschaulicht den deutlichen Unterschied im Verlauf der Kostenfunktion fur
auf einem Server konzentrierte Daten abhangig von der Position x innerhalb der lokalen Insel
y, die der Server in der willkurlichen Nummerierung einnimmt. Der Cloning{Ansatz zeigt sich
hier sehr robust gegenuber der zufalligen Plazierung des ausgezeichneten Servers, im Migra-






























































Abbildung 10: Ubertragungskosten fur Konzentration auf einem Server
3 Ergebnisse der Analyse
Als Resultat der analytischen Betrachtung der Kommunikations- und Berechnungskosten er-
gibt sich, da fur die betrachtete Anwendungscharakteristik einer Daten akkumulierenden
Funktion die parallele Auswertung durch Clone{Agenten der herkommlichen Vorgehensweise
des einzelnen migrierenden Agenten weit uberlegen ist. Sowohl fur die summierten Kosten
der Datenubertragung als auch beim berechnungsbezogenen Aufwand ergibt sich ein Vor-
teil fur den Cloning{Ansatz. Mehr noch, wahrend der herkommliche Migrationsansatz bei
hinreichender Anzahl von Zielservern durch die Mitnahme akkumulierter Zwischenergebnis-
se schlielich die Kosten des Client{Server{Ansatzes ubersteigt, kann sich das dynamische
Cloning im betrachteten Kontext gegenuber Client{Server grundsatzlich durchsetzen. Dies
bedeutet einen erheblichen Gewinn fur die Anwendbarkeit des mobilen Agenten{Paradigmas
insgesamt.
Ein interessantes Teilergebnis besteht in der Erkenntnis, da auch die Moglichkeit des mi-
grierenden Agenten, inharente Redundanz in den Datenbestanden der verschiedenen Daten-
anbieter zur Reduktion des mitgefuhrten Zustands zu nutzen, den Nachteil der Mitfuhrung
uber lange Strecken nicht aufwiegen kann.
Die beobachteten Tendenzen verstarken sich noch bei Verwendung eines auf Multicast ba-
sierenden Transportmechanismus. In diesem Fall reduzieren sich die konstanten Kostenfak-
toren k0; k1; k2 fur die Datenubertragung im Cloning{Ansatz weiter, da die Versendung ei-
ner Multicast{Nachricht an n Empfanger deutlich gunstiger ist als die Versendung von n
Unicast{Nachrichten. Die im Cloning{Ansatz der autonomen Agenten anfallenden Kommu-
nikationsmuster eignen sich grundsatzlich fur eine Multicast{Unterstutzung, wie in [HH97]
naher erlautert wird.
Als Fazit ergibt sich, da dynamisches Cloning eine sinnvolle Erweiterung der Mechanismen
fur mobile Agentensysteme darstellt. Ein vollstandiger Ersatz der Migration durch Cloning
ist jedoch nicht moglich, da nicht alle Anwendungen hinreichend parallelisierbar sind und
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