A reactive fluid dissolving the surface of a uniform fracture will trigger an instability in the dissolution front, leading to spontaneous formation of pronounced well-spaced channels in the surrounding rock matrix. Although the underlying mechanism is similar to the wormhole instability in porous rocks there are significant differences in the physics, due to the absence of a steadily propagating reaction front. In previous work we have described the geophysical implications of this instability in regard to the formation of long conduits in soluble rocks. Here we describe a more general linear stability analysis, including axial diffusion, transport limited dissolution, non-linear kinetics, and a finite length system.
A reactive fluid dissolving the surface of a uniform fracture will trigger an instability in the dissolution front, leading to spontaneous formation of pronounced well-spaced channels in the surrounding rock matrix. Although the underlying mechanism is similar to the wormhole instability in porous rocks there are significant differences in the physics, due to the absence of a steadily propagating reaction front. In previous work we have described the geophysical implications of this instability in regard to the formation of long conduits in soluble rocks. Here we describe a more general linear stability analysis, including axial diffusion, transport limited dissolution, non-linear kinetics, and a finite length system.
I. INTRODUCTION
Fracture dissolution is an important component of a number of geological processes, including the early stages of karstification [1] , diagenesis [2] , and the evolution of carbonate aquifers [3] . It also plays an important role in geoengineering applications such as dam stability [4] , oil reservoir stimulation methods [5] and leakage of sequestered CO 2 [6] . The dynamics of evolving fractures is complex, due to the highly nonlinear couplings between morphology, flow and dissolution. Theoretical [1, 7, 8] and experimental studies [9] [10] [11] have shown that the positive feedback between fluid transport and mineral dissolution leads to an instability in an initially uniform reaction front and the subsequent formation of pronounced dissolution channels, deeply etched into the rock surfaces. These processes were shown to be important in the development of limestone caves [8] , and also in the assessment of subsidence hazards, since they dramatically speed up the growth of long conduits. Understanding spontaneous flow focusing during fracture dissolution is also important to the petroleum industry, for efficient acidization of natural fractures and for acid fracturing of porous rocks. In the former process, acid is pumped into the fractured reservoir to dissolve material blocking the pathways between the wellbore and the reservoir. Spontaneous channeling increases the effectiveness of the process by creating highly permeable pathways, minimizing the amount of acid needed. In acid fracturing the fluid pressure is high enough to induce hydrofracturing; the newly created fractures are then etched with acid to increase the permeability of the system. Nonuniform dissolution is crucial in this process, since a uniformly etched fracture will close tightly under the overburden once the fluid pressure is removed; significant permeability will only be created by inhomogeneous etching when the less dissolved regions act as supports to keep more dissolved regions open.
In this paper we investigate the initiation of the instability in a fracture dissolution front and assess the wavelength and growth rate of the most unstable mode as a function of physical parameters characterizing the rates of transport and reaction in the fracture. In Sec. II we present the two-dimensional averaged equations for fracture dissolution; a detailed justification of the transport equation (3) is given in Appendix A. Next we consider a uniform fracture where an analytic solution is possible; this forms the base state for the subsequent stability analysis in Sec. IV. Results are presented in Sec. VI, extending our previous analysis [8] in several directions. We now consider axial diffusion of reactant as well as lateral diffusion and also the effect of cross-aperture diffusion on the effective reaction rate. After that we lift the assumptions that the fracture is of infinite length and that the reaction kinetics are linear. We finish with a summary of our results and conclusions. In a subsequent paper we will describe an analysis of the instability in the dissolution of a porous matrix.
II. EQUATIONS FOR FRACTURE DISSOLUTION
Fractures are geometrically characterized by a short dimension (z direction), the aperture, and two much longer dimensions, length (x direction) and width (y direction). In natural fractures the aperture is typically less than 1 mm, while the length (L) and width (W ) are of the order of meters (see Fig. 1 ). It is typical to exploit this difference in scales by introducing approximate two-dimensional equations for fluid flow, reactant transport, and erosion. fracture), q(x, y, t) = h 0 v(x, y, z, t)dz:
where µ is the fluid viscosity. The essence of the Reynolds approximation is to assume that the exact result for stationary flow between parallel plates can be applied locally to a varying aperture. In this approximation the pressure is independent of height and reduces to the two-dimensional field p(x, y). The validity of the Reynolds approximation for rough fractures has been examined in [12] and [13] . The key requirements are: (i) low Reynolds number flow, Re ≪ 1 (ii) slow variation in aperture |∇h| ≪ 1. We will assume these conditions hold in what follows. The incompressibility condition in Eq. (1) ignores effects of the reactant (or product) concentration on the mass density of the fluid. This assumption is valid for the majority of natural systems; for example, in limestone dissolution the density correction due to the dissolved species is of the order of 0.01%. However, dissolution of halite (rock salt) is a notable exception; here the increase in mass density can be as large as 25%. The transport of reactant can be described in terms of a two-dimensional concentration field that has been averaged over the aperture. The most important average is the "cup-mixing" or velocity-averaged concentration [14] ,
where we use c 3d to identify the three-dimensional concentration field. Under certain conditions, discussed in Appendix A, the three-dimensional convection-diffusion equation for reactant transport in the fracture can be reduced to a two-dimensional convection-diffusion-reaction equation for the cup-mixing concentration [1, 7, 8] ,
where R(c) accounts for reactant transfer at each of the fracture surfaces. The slow dissolution of the rock surfaces allows the time-dependence in Eq. (3) to be neglected (Appendix A 1). In this paper we will usually assume a first-order dissolution reaction at the fracture surfaces R = kc w , where k is the rate constant and c w is the reactant concentration at the fracture surface. The reactive flux R must balance the diffusive flux at the surface
where the gradient is pointing towards the surface. Alternatively, and more usefully, the diffusive flux can be expressed in terms of the difference between the surface concentration, c w , and the cup-mixing concentration, c by using a masstransfer coefficient or Sherwood number [14] ,
The Sherwood number, Sh, depends on reaction rate at the fracture surfaces (k) but the variation is relatively small [15, 16] , bounded by two asymptotic limits: high reaction rates (transport limit), Sh = 7.54, and low reaction rates (reaction limit), Sh = 8.24. In the numerical calculations we approximate the Sherwood number by a constant value Sh = 8. By equating the reactive and diffusive fluxes R = R dif f we obtain the standard relationship between c w and c [15] ,
The reactive flux can then be expressed in terms of the cup-mixing concentration,
where the effective reaction rate is given by
In sufficiently narrow apertures the dissolution kinetics are reaction limited and the concentration field is almost uniform across the aperture so that k ef f ≈ k. However, as the fracture opens the reaction rate becomes hindered by diffusive transport of reactant across the aperture. When kh/DSh ≫ 1, dissolution can become entirely diffusion limited with k ef f ≈ DSh/2h. A derivation of Eq. (3), with the kinetics described in Eqs. (7) and (8), will be given in Appendix A, starting from the full three-dimensional transport equations. In particular, the diffusive term in Eq. (3) is shown to be purely molecular for either convective (q/D → ∞) or reaction-limited (2kh/D → 0) transport. In taking the Sherwood number to be independent of the distance from the inlet, we are assuming that entrance effects are negligible. For a flat plat geometry the entrance length scale l in is given by [17] 
taking l in as the distance over which the Sherwood number is within 5% of its asymptotic value. This length is small compared to the reactant penetration length under the typical conditions of fracture dissolution (see Sec. III). Equations (7) and (8) describe a dissolution reaction controlled by the concentration of reactant; a typical example is dissolution of fractures (or porous rocks) by a strong acid. However, when calcite is dissolved by aqueous CO 2 at pH values similar to those of natural groundwater, the dissolution rate is limited by the calcium ion undersaturation c sat − c ca [18] ,
where c ca is the flow-averaged concentration of dissolved calcium ions. The sign of R accounts for a dissolution flux into the fluid rather than a reactive flux into the surface and so the transport equation for the undersaturation takes the same form as (3). In the rest of the paper we will use c to represent either the concentration of reactant or the undersaturation of dissolved minerals. A reactive fluid with an inlet (x = 0) concentration c in dissolves the surrounding rock, increasing the fracture aperture at a rate
where γ = c in /νc sol is the acid capacity number or volume of solid dissolved by a unit volume of reactant. Here c sol is the molar concentration of soluble material and ν accounts for the stoichiometry of the reaction. Mineral concentrations in the solid phase, are typically much higher than reactant concentrations in the aqueous phase and the characteristic dissolution time,
is large for natural minerals in typical groundwater conditions; for limestone fractures it is approximately 2 months [8] . Thus there is a significant separation between the dissolution time scale and the relaxation of the concentration field (t ∼ h 2 /D), which justifies dropping the time dependence in Eq. (3); for further discussion see Appendix A 1.
III. CONCENTRATION PROFILE IN A UNIFORM FRACTURE
Let us first consider a uniform aperture h(x, y) = h 0 and find the corresponding concentration profile; the solutions will form the base state for the stability analysis. The flow rate q 0 is independent of space and the transport equation is
where we have absorbed the transport correction into a single factor,
For an inlet concentration c in , Eq. (13) has an exponentially decaying solution,
with a penetration length l p = κ −1 given by
The Péclet number,
measures the relative magnitude of convective and diffusive transport of solute, and the effective Damköhler number,
relates the effective surface reaction rate, Eqs. (7) and (8), to the rate of convective transport. It will be convenient to frame our results in terms of the transport correction G (14) and the convective parameter
A discussion of the natural length scales of the problem and their relation to H can be found in Appendix B. The inverse penetration length can be written in terms of H,
with the important limiting cases:
In Appendix A we show that (3) is valid for all G when H = 0 (Sec. A 2) and for all H when G ≪ 1 (Sec. A 3). For long fractures, the reactant penetration length is the natural length scale for dissolution. On the scale of κ −1 the entrance length (9) is
In the convective (H → 0) limit, κl in = 0.016GSh/(1+G) < 0.12 over the whole range of reaction rates; it is vanishingly small in the reaction (G → 0) limit. In the diffusive (H → ∞) limit κl in = 0.016Pe GSh/(1 + G) < 0.05Pe, which is again small (since Pe ≪ 1). In Sec. VI E we will examine the instability in finite-length fractures κL < 1, but only in the reaction limit (G → 0), in which case l in /L → 0, even for finite κL.
IV. LINEAR STABILITY ANALYSIS OF A UNIFORM PROFILE
The discussion in Sec. II, supported by the derivations in Appendix A, leads to the following average equations for the concentration, aperture and flow fields in an evolving fracture:
Here the Reynolds equation (1) has been replaced by the more convenient equations for continuity (26) and compatibility (27) (see Appendix C). When supplemented by appropriate boundary conditions:
Eqs. (24)- (27) form a complete, albeit approximate, description of the erosion of a single fracture (in the domain x > 0). The constant pressure condition at the inlet has been replaced by the boundary condition q y (x = 0) = 0. The above equations allow one-dimensional solutions in which the fields depend only on x and t. This corresponds to uniform dissolution of the fracture, an assumption still commonly found in models of fracture dissolution [19, 20] . For example, in the reaction-limited, convection-dominated case (G → 0, H → 0), the solution is
In [8] we showed that the solution represented by Eqs. (30)- (32) is unstable to infinitesimal perturbations along the y direction. Here we will not limit ourselves to the reaction-limited, convection dominated regime, but consider more general kinetics and transport. Thus κ will no longer be equal to 2k/q, as in (30) and (31), but instead it will be given by the general expression (20) . An important detail in the stability analysis is that the base state for the aperture (31) is itself time-dependent. The stability of nonautonomous systems is in general a difficult problem [21] and in [8] we adopted an approximate approach [22] in which the base state is frozen at a specific time, t 0 , and the growth rate is then determined as if the base state were time-independent (the quasi-steady-state approximation). The validity of this approach was tested by comparing the results of the quasi-steady-state approximation with a numerical solution of the complete system of equations (24)- (27) . In particular, we were able to show that the most relevant instability is obtained by freezing the base state at t 0 = 0 and in the present paper we will focus on this case. The solution at t = 0 is
which simplifies the subsequent calculations. The linear stability analysis proceeds by considering infinitesimal perturbations to the base profile (33) : h = h b +δh, c = c b + δc and q = q b + δq. This gives the following linearized equations for the aperture, concentration and flow fields:
Terms in ∂ x h b have been omitted from Eqs. (34) and (37) , since the expansion is about an x−independent aperture field. In Eq. (35) we have made use of the erosion equation for the base field,
The linearized equations for fracture dissolution can be simplified by transforming to dimensionless variables. We take the penetration length κ −1 as the unit of length, and the characteristic inlet dissolution time, t d (12), as the unit of time. The dimensionless variables are then:
The concentration is scaled by the inlet concentration c in , while the aperture and flow rate are scaled by their (constant) values in the base state:ĉ
The dimensionless base-state solution is:ĉ
and the dimensionless perturbations can be found from the following equations:
In deriving (43) we have combined the continuity equation (36) and the compatibility equation (37) to eliminate δq η . The transport equation (41) involves two new dimensionless constants, each one based on the penetration length κ −1 ,
Pe κ is the ratio of convective to diffusive fluxes on the length scale κ −1 , while Da κ is the ratio of convective to reactive fluxes on the same scale. The physical significance of these parameters is discussed in Appendix B. Rewriting the transport equation in terms of Pe κ and Da κ and rearranging to isolate the term in δq ξ ,
Assuming that the perturbations are sinusoidal in η and exponential in τ ,
Note thatω andû are dimensionless quantities related to the instability growth rate ω and wavelength λ by the relationsω
Substituting the expansions (47)- (49) 
ω + Ge
Eliminating f c , we express f q in terms of f h only
and, substituting into (53), obtain a fourth-order equation for the ξ dependence of the aperture field,
The boundary conditions on the perturbations can be found from Eqs. (28) and (29) . From the inlet and outlet conditions (28) it follows that dissolution at the inlet is uniform (becauseĉ = 1),
and that far downstream the aperture is unperturbed,
The boundary conditions on the flow (29) also impose conditions on f h through Eq. (54). The uniform pressure at the inlet leads to a condition on q ξ ,
which, by means of (54), imposes a third-order boundary condition on f h ,
The outlet condition
imposes a further restriction on f h , through Eq. (54), namely that it must decay at least as fast as e −ξ ,
In most cases the constant A must be zero in order for (60) to be satisfied, but in the convective limit (H = 0), the solution f h = Ae −ξ is an eigensolution of (54) with zero eigenvalue, and therefore satisfies the far-field boundary condition on f q .
Since the initial amplitude of the instability is arbitrary, the four boundary conditions impose an additional constraint which can be used to solve for the eigenvalueω(û). We have used a spectral method, which we summarize in Sec. V, to find the dispersion relation numerically. In certain limiting cases further analysis is feasible; we describe these on a case by case basis in Sec. VI
V. SPECTRAL METHOD
The solution of equation (55), together with the boundary conditions (56), (59), and (61), was obtained using the pseudospectral, boundary-bordering method [23, 24] . For a given linear operator, H, the differential equation
is represented as a linear system
where the elements of the vector f are the coefficients of the expansion of f (ξ) in the basis functions Ψ j (ξ),
Matrix elements of H are calculated at N − 2 collocation points, ξ i ,
and the corresponding elements of the right-hand-side vector are
The first two rows of H are used impose the boundary conditions at ξ = 0. If the boundary conditions are expressed in terms of the linear operators B i ′ ,
then in the matrix representation
where i ′ = 1, 2. The basis functions are rational Chebyshev functions in
where T n (t), with n = 0, 1, 2, . . ., is a Chebyshev polynomial of the first kind, defined in the range −1 ≤ t < 1. The convergence of the solution depends on a suitable choice of the mapping parameter, L, which varies somewhat with wavelength. For small numbers of basis functions (N < 20), we took L = 1 at short wavelengths (û > 1) and L = 10 at long wavelengths (û < 1). However, for larger numbers of basis functions (N > 50), a constant L = 10 was suitable for the whole range of wavelengths, 0.01 <û < 10. For a given L and N , the N − 2 collocation points are [23] ,
The dispersion relation can be found by solving the linear system of equations represented by (65)- (68), with boundary conditions f (ξ = 0) = 0 (56) and ∂ ξ f (ξ = 0) = 1, which fixes the amplitude of the perturbation. Then, we iteratively seek the largest value ofω for which the boundary condition in (59) is satisfied and hence find the dispersion relationω(u). There is no need to separately impose the far-field regularity conditions, Eqs. (57) and (61), since this is automatically incorporated by the basis functions [23] . We have cross-checked the spectral code with analytic solutions in a number of special cases (see Sec. VI), and a Maple version of the spectral code is included in the Supplementary Material.
VI. RESULTS
In general, the dispersion relation (55) must be solved numerically; for example, using the spectral method described in Sec. V. However, in the important limiting case of convection-dominated (H → 0), reaction-limited (G → 0) dissolution, it is possible to obtain a tractable analytic dispersion relation, as shown in Sec. VI A. We can also obtain analytic solutions in other limiting cases, but the solutions are too lengthy to be reproduced in print, although we include Maple workbooks as Supplementary Material. Analytic calculations from Maple [25] and Mathematica [26] were crosschecked with each other and with the spectral code (Sec. V) in many cases. 
Growth rates of the inlet instability in the purely convective case (H = 0). The solid line corresponds to the reactionlimited case (G = 0), whereas the dash-dotted curve corresponds to the diffusive limit (G = ∞) and the dashed curve is for mixed kinetics (G = 1). The dimensionless growth rateω = ωt d , Eq. (12), is plotted against the dimensionless wavevector, u = 2π/κλ.
A. Convection-dominated dissolution: H → 0.
In convection-dominated flows (H → 0), the Damköhler number on the scale of the penetration length Da κ = 1, and the corresponding Péclet number Pe κ → ∞. The dispersion relation (55) then simplifies to
There is an analytic solution of Eq. (71) in terms of a linear combination of three generalized hypergeometric functions z α (z − 1) 3 F 2 ({a 1 , a 2 , a 3 }, {b 1 , b 2 }; z), where a k and b k are complicated algebraic functions of G andû, z = −Gω −1 exp(−ξ)/(1 + G), and α is a simple function ofû. As the solution is lengthy and not very informative we do not include it here, but a Maple notebook is included as Supplementary Material.
A much simpler equation is obtained in the reaction limit (G → 0) of (71) [8] ,
The general solution of (72) is
where A, B, and C are constants and 0 F 2 (p, q; z) is a generalized hypergeometric function. The far field boundary condition (61) requires that B = 0, while the condition f h (0) = 0 (56) is then sufficient to determine the function f h (ξ) to within an arbitrary constant, which is the initial amplitude of the perturbation. Imposing the final boundary condition (59) gives a dispersion relation forω(û), where 0F2 (p, q; z) = 0 F 2 (p, q; z)/Γ(p)Γ(q) is a regularized hypergeometric function [27] . The maximum growth rate (largest positive root) at eachû from (74) corresponds to the solid line (G = 0) in Fig. 2 . The positive growth rates show that the front is unstable across the whole spectrum of wavelengths, with a well-defined maximal growth rate,ω max = 0.79t
d , at a wavelength λ max = 4.74κ −1 . An individual fracture will therefore develop a strongly heterogeneous permeability during dissolution, with an inherent length scale that depends on the kinetics and flow rate (via κ), but not the initial topography. There is no lower limit to the reaction rate for unstable dissolution if the scale of the fracture is sufficiently large. Figure 2 also shows the impact of reaction kinetics (controlled by the parameter G) on the dispersion relation. For wider apertures (i.e. G ≫ 1), diffusional transport of reactant across the aperture has a stabilizing effect on the growth of the instability. The fastest-growing wavelength, λ max , is pushed towards longer wavelengths and at sufficiently short wavelengths perturbations in the front are stable.
The dispersion relation (55) can also be solved analytically in the reaction limit, G = 0; the solution of the dispersion equation,
is again a combination of hypergeometric functions 3 F 3 ({a 1 , a 2 , a 3 }, {b 1 
It is possible to show analytically that the only root of the dispersion relation isω = 0, which means that dissolution is neutrally stable in the diffusive limit (H → ∞). On the other hand, the numerical results in Fig. 3 imply that the dissolution is unstable for even an infinitesimal convective flux. Figure 4 summarizes the most important results of this study. Here we plot the (dimensionless) wavevector and growth rate of the dominant (most unstable) mode of the fracture instability. The convective limit extends up to H ≈ 0.01; in this range both the dimensionless wavelength and growth rate are nearly constant. Thus for convectiondominated infiltration, the wavelength and timescale are simply related to the underlying geophysical parameters:
C. Geophysical implications
In order to put these results in a geological context, we consider typical values of the physical parameters characterizing dissolving fractures. Fracture apertures are between 0.005 cm and 0.1 cm [20, 28, 29] , and hydraulic gradients are of the order of 10 −3 to 10 −1 [30, 31] . This gives a range of characteristic flow velocities in undissolved fractures from 10 
The reaction rates vary widely, depending on the mineral. For example, relatively fast dissolving gypsum has a reaction rate k of the order of 0.01 cm s −1 [32] , whereas siliceous minerals have surface reaction rates of the order of 10 −9 cm s −1 [30, 33] . The typical reaction rates for calcite are in the range 10 −5 cm s −1 − 10 −4 cm s −1 [20, 31] . Thus the limitations imposed by the diffusion of reactant across the fracture aperture vary widely, resulting in a broad range of possible G values: from G ∼ 10 −7 in quartz, through G ≈ 0.1 for a typical calcite fracture, up to G ∼ 1 − 10 in gypsum. Nevertheless, Fig. 4 shows that both the maximal growth rate and the position of the maximally unstable wavelength depend only weakly on G;ω max changes by 25% in the range 0 < G < ∞, with a similar change in the corresponding wavelength. However, the data in Fig. 4 is given in terms of dimensionless quantities and the absolute growth rates vary dramatically across different minerals. For quartz, with γ = 6 · 10 −5 [30] , the time unit t d ∼ 5000 years, whereas the relevant timescale for calcite is a few months [34] . The same holds for the instability wavelengths, λ, which vary from centimeters (gypsum) to kilometers (quartz). It is important to realize that the initial instability wavelength will in general be different from the spacing between protrusions in a mature formation. This is due to a coarsening of the pattern that is characteristic of this kind of dynamics [35] ; the fingers compete with each other for the flow such that the longer ones grow more rapidly but the shorter ones become stagnant. As a result, the characteristic length between active (growing) protrusions increases with time.
In geophysical systems, diffusion has only a small effect on the instability. Although H can vary from ∼ 10 −15 (for wide fractures in siliceous formations) up to about 1 for narrow fractures in gypsum, fracture dissolution is typically convection dominated (H ≪ 1). The residual diffusion leads to a slight shift of the peak growth rate towards longer wavelength, as observed in Fig. 4 , but the wavelength and growth rate depend primarily on Da ef f (21), via the penetration length l p and the dissolution time scale t d , with just small corrections from H.
These considerations refer to fracture dissolution in a natural geological setting. For carbonate acidization (e.g. with hydrochloric acid) the corresponding reaction rates are significantly higher than for dissolution with aqueous CO 2 ; in acidization k ∼ 10 −1 cm s −1 [36] , so that G can be larger than 100 (for h 0 ≈ 0.1 cm), which means that the dissolution rate is strongly limited by diffusion across the aperture. In the transport limit (G ≫ 1), H = Sh/Pe 2 is small under the typical flow rates used in acidization. 
D. Reaction order
Experiments on the dissolution of limestone suggest that, near saturation, dissolution follows a nonlinear rate law, c.f. Eq. (10):
where c sat is the saturation concentration of calcium ions. If we define a relative undersaturationĉ = (c sat −c ca )/(c sat − c in ), where c in is the concentration of calcium ions at the inlet, then the transport equation, from (3), is
For simplicity, we only consider reaction-limited, convection-dominated dissolution. The equation describing aperture opening, analogous to (11) , is
where γ = (c sat − c in )/νc sol . The remaining equations, continuity and compatibility, are given by Eqs. (26) and (27) . Assuming the aperture in the base state is uniform, h b (x) = h 0 , the base concentration profile iŝ
where κ = 2kn(1 − c in /c sat ) n−1 /q 0 . In the limit n → 1, Eq. (81) approaches the exponential base profile for linear reaction kinetics (15) and the expression for κ reduces to Eq. (21) .
A dispersion equation for the growth rate can be obtained for non-linear kinetics by following the procedure in Sec. IV, starting with the analogues of Eqs. (34)- (35): The continuity and compatibility relations are the same as Eqs. (36)- (37) . Introducing dimensionless variables:
and scaling δh and q as in (39), we obtain the following equations for f c , f h , and f q , defined in Eqs. (47)-(49):
The inlet saturation, c in , has been absorbed into the length and time scales (84). The base concentration (ĉ b ) can be eliminated from the equations for transport (85) and erosion (86) by using (81):
Combining these equations with (87) we get a dispersion equation for arbitrary kinetic order,
which is well behaved in the limits n → 1 and n → ∞.
The impact of kinetic order is illustrated in Fig. 5 , which shows that even strongly non-linear reaction kinetics (n → ∞) do not suppress the instability. The dimensionless growth rate depends only weakly on reaction order, reflecting our choice of scaling for the dimensionless length and time. Thus, as a first approximation we can take the peak growth rate asω max ∼ 1 and the corresponding wavevectorû max ∼ 1, independent of reaction order. Then, in absolute terms, the wavelength corresponding to maximum growth is roughly proportional to n −1 ; λ where λ max ∼ 2πq 0 /2k is the peak wavelength for linear kinetics. This is slightly counterintuitive since increasing reaction order tends to increase the penetration of reactant into the fracture. Nevertheless its effect on the instability is to shorten the wavelength of the most unstable mode. However the wavelength is also strongly dependent on c in , and a partially saturated solution at the inlet increases the wavelength of the most unstable mode. The inlet solution to the fracture must be nearly saturated (c in → c sat ) for non-linear kinetics to apply [18] , so the wavelength in such cases is almost entirely dependent on the extent of the (small) undersaturation. The corresponding growth rate of the instability ω (n) max = ω max (1 − c in /c sat ) n−1 is sharply limited by the degree of undersaturation.
E. Finite length fractures
The previous analysis corresponds to a semi-infinite system, x ≥ 0, which is the relevant limit for geophysical systems where the length of the system, L, is usually many orders of magnitude larger than the penetration length κ −1 . However, in laboratory experiments as well as in petroleum reservoir stimulation, the relevant length scales are much smaller and finite-size effects may be important. In this case, the far-field boundary condition q x (x → ∞, y, t) = q 0 must be replaced by a constant pressure condition at the outlet; then q y (x = L, y, t) = 0 or, in terms of perturbations,
(91) Figure 6 shows the effect of a finite length aperture in reaction limited, convection-dominated dissolution (H = G = 0). Now all three solutions from Eq. (73) are needed; Eqs. (56) and (91) fix the perturbation to within an arbitrary amplitude, while Eq. (59) enforces the eigenvalue condition. The additional length scale leads to a richer spectrum of possibilities; in particular, the longest wavelengths are now less stable than in unbounded (L → ∞) fractures. The shape of the dispersion curve changes considerably as the length of the system is reduced and for short fractures, (κL < 2), the growth rate is maximum at zero wavevector. As the length of the fracture increases, the wavelength of the most unstable mode shifts to largerû and the longest wavelengths are only weakly unstable; as L → ∞ the growth rate at zero wavevector vanishes altogether. In fact, the growth rate atû = 0 has a particularly simple analytical formω which is shown in Fig. 7 . Both for very small and very large lengths the long-wavelength growth rate is relatively small, with a maximum at κL ≈ 1.8. An analysis of Fig. 6 , together with Fig. 2 , offers some insight into the typical dispersion curve for a fracture dissolution instability, which exhibits a strong wavelength selection with a well-defined maximum in the growth rate for λ max ≈ κ −1 . The results presented in this section show that stabilization of the growth of long wavelength instabilities is connected with the far-field boundary condition (60), which imposes a uniform flow at large distances from the inlet. However, in a finite system, the constant pressure condition at x = L does not require q x to be uniform, and hence does not lead to a stabilization of long-wavelength modes, as shown in Figs. 6 and 7 . On the other hand, Fig. 2 shows that the shape of the short-wavelength spectrum is controlled by reaction kinetics. In particular, transport-limited kinetics decreases the short-wavelength growth rates, since in this regime dissolution slows down as the fracture opens (8).
VII. CONCLUSIONS
In this paper, we have analyzed the stability of a one-dimensional reaction front in dissolving fractures. Strikingly, the dissolution front turns out to be unstable over a wide range of wavelengths, suggesting that fracture dissolution is an inherently two-dimensional process. The maximal growth rate corresponds to wavelengths of the order of the penetration length κ −1 and this result turns out to be remarkably insensitive to the details of the reaction and transport mechanisms in the fracture: the maximum is shifted towards longer wavelengths when strong diffusion is present or for strongly nonlinear reaction kinetics, but the shift is relatively small and κλ max remains within the same order of magnitude. The only case where there is a qualitative change in the dispersion curve is a finite-length system. For relatively short fractures, κL ≤ 3, the maximum growth rate occurs at zero wavevector and long-wavelength modes remain unstable.
In summary, the reactive front instability has been shown to be a generic phenomenon in the dissolution of fractured rock. Hence the predictions of fracture breakthrough times, crucial for speleogenesis and for the assessment of subsidence hazards, cannot be based on one-dimensional models. Instead, a two-dimensional model is necessary to take into account the highly localized dissolution front. Numerical [1, 7, 8] and theoretical [35] work has suggested that the dissolutional instability leads to a strong focusing of the fluid flow into a few active channels, which advance in the fracture while competing with each other for the available reactant. However, a quantitative characterization of this non-linear process, which is essential for the prediction of fracture breakthrough times, remains elusive.
where Sh(G) is determined from the smallest root of (A14).
For reaction-limited kinetics r → 0, and the hypergeometric functions in Eq. (A14) can be expanded around r = 0; solving forG we obtain a quadratic equation for λ, 
with a solution λ = 1 − 17G/140 + O(G 2 ). The concentration is nearly uniform across the aperture and decays axially as a single exponential e −λξ . From Eq. (A17) we find the Sherwood number for reaction-limited kinetics Sh 0 = 140/17 ≈ 8.24.
In the transport limit the concentration at the walls vanishes (Graetz problem) and the eigenvalues λ n = 8r 2 n /3G can be found from the roots of the equation
The transport-limited Sherwood number, Sh ∞ ≈ 7.541, follows from the smallest eigenvalue r 0 ≈ 1.6816. In the numerical work we will ignore the weak dependence of Sherwood number onG and take Sh = 8 throughout.
3. Reaction-limit:G → 0.
The parameter H retains the same meaning with the new definitions of Péclet and Damköhler number,
and the two new parameters can be written solely in terms of H:
Although Pe κ and Da κ are not independent, Da κ = 1 + Pe
κ , it is a notational convenience to treat them so; however the results are discussed in terms of the independent parameters G and H.
On the relevant length scale for fracture dissolution, κ −1 , the ratio of convective and diffusive fluxes is characterized by Pe κ . Nevertheless we prefer to characterize the dissolution in terms of G and H rather than G and Pe κ , since both Pe κ and Da κ have simple expressions in terms of H. In the convective limit (the most important for fracture dissolution) H → Pe −1 κ , while in the diffusive limit H → Pe −2 κ . Thus the convective limit implies Pe κ → ∞ and H → 0, while the diffusive limit is the opposite, but the mapping is not a simple inverse relation.
