A supercharacter theory for Sylow $p$-subgroups of the Steinberg
  triality groups by Sun, Yujiao
ar
X
iv
:1
61
1.
09
28
7v
3 
 [m
ath
.R
T]
  9
 A
ug
 20
18
A supercharacter theory for Sylow p-subgroups
of the Steinberg triality groups
Yujiao Sun
School of Mathematics and Statistics, Beijing Institute of Technology,
Beijing 100081, PR China
E-mail: yujiaosun@bit.edu.cn
Abstract
We determine a supercharacter theory for the matrix Sylow p-subgroup 3Dsyl
4
(q3) of the
Steinberg triality group 3D4(q
3), and establish the supercharacter table of 3Dsyl
4
(q3).
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1 Introduction
Let p be a fixed prime number, N∗ the set {1, 2, 3, . . . } of positive integers, q := pk with a fixed
k ∈ N∗, Fq the finite field with q elements, and An(q) (n ∈ N
∗) the group of upper unitriangular
n×n-matrices over Fq. ThusAn(q) is a Sylow p-subgroup of the general linear groupGLn(q) and
also a Sylow p-subgroup [9] of the Chevalley group of Lie typeAn−1 over Fq if n ≥ 2. Classifying
the conjugacy classes of An(q) and hence the complex irreducible characters is known to be a
“wild” problem, see e.g. [12, 17, 21].
The notion of supercharacter theory (see 8.2) for an arbitrary finite group was introduced by
P. Diaconis and I.M. Isaacs [11], which is a coarser approximation of the character theory.
• A supercharacter theory replaces irreducible characters by supercharacters. Supercharac-
ters are pairwise orthogonal. Each irreducible character is a constituent of precisely one
supercharacter.
• A supercharacter theory replaces conjugacy classes by superclasses. The number of differ-
ent supercharacters equals the number of superclasses. Supercharacters are constant on
superclasses.
• A supercharacter theory replaces irreducible modules by supermodules.
• A supercharacter table is constructed as a replacement for the character table.
C.A.M. André [1] using the Kirillov orbit method, and later but independently N. Yan [22]
using a more elementary method determined a supercharacter theory for An(q), the André-Yan
supercharacter theory, which has beautiful combinatorial properties. P. Diaconis and I.M. Isaacs
[11] extended this theory to so-called algebra groups. The supercharacter theory for An(q)
is based on the observation that u 7→ u − 1 defines a bijection from An(q) to an Fq-vector
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space of nilpotent upper triangular matrices which is the Lie algebra associated with An(q).
Unfortunately, this does not work in general for Sylow p-subgroups of the other finite groups of
Lie type.
C.A.M. André and A.M. Neto studied in [3, 4, 5] supercharacter theories for Sylow p-
subgroups of untwisted Chevalley groups of types Bn, Cn and Dn which are finite classical
groups of untwisted Lie type. C.A.M. André, P.J. Freitas and A.M. Neto [2] extended in a uni-
form way the construction of [3, 5] to Sylow p-subgroups of finite classical groups of untwisted
Lie type. This has been extended by S. Andrews [6, 7] to unitary groups as well. Supercharac-
ters of those groups arise as restrictions of supercharacters of overlying full upper unitriangular
groups AN (q) to the Sylow p-subgroups of classical type, and superclasses arise as intersections
of superclasses of AN (q) with these groups.
As mentioned above the André-Yan supercharacter theory for An(q) relies on the map u 7→
u − 1 from An(q) onto the Lie algebra. M. Jedlitschky generalised this by a procedure called
monomial linearisation (see [15, §2.1]) for a finite group, and decomposed André-Neto super-
characters for Sylow p-subgroups of Lie type D into much smaller characters [15]. The smaller
characters are determined by certain monomial transitive representations of the group, which
are pairwise orthogonal and have the property that each irreducible character is a constituent of
exactly one of those. Thus these characters look like supercharacters for a much finer superchar-
acter theory for the Sylow p-subgroups of Lie type D. One may ask, if there exist corresponding
superclasses producing a full supercharacter theory for the group which is much finer than the
one defined by André and Neto. So far there are no corresponding finer superclasses for the
Sylow p-subgroups of type D. On the other hand, the André-Yan supercharacters for An(q) are
special cases of Jedlitschky’s construction. Thus one might ask if there is a supercharacter theory
for Sylow p-subgroups of all finite groups of Lie type behind this specialising to the André-Yan
theory in type A and to the characters defined by Jedlitschky in type D.
Finite groups of exceptional Lie type are series of matrix groups of fixed size, and only
the prime power q of the underlying field is varied. Hence it seems to be reasonable to try the
exceptional types first, apply Jedlitschky’s monomial linearisation to obtain supercharacters and
then supplement it to construct superclasses as well in order to exhibit a full supercharacter
theory. This will be done in this paper in the special case of the twisted Lie type 3D4: the
Sylow p-subgroup 3D
syl
4 (q
3) of the Steinberg triality group Dsyl4 (q
3). For this group, irreducible
characters have been classified by T. Le [16] and their character tables have been given by the
author explicitly in [20]. In particular, as opposed to the caseAn(q), the problem of determining
the irreducible characers for all q is not “wild”. Thus for 3D
syl
4 (q
3) we can in addition explicitly
decompose the supercharacters into irreducible characters. The method of this paper seems
to work for more exceptional Lie types, indeed in forthcoming papers we shall obtain similar
results for the cases of type G2 and twisted type
2G2. Thus we have some evidence that there is
indeed a general supercharacter theory for all Lie types behind this.
For the matrix Sylow p-subgroup 3D
syl
4 (q
3) (see Section 2) of the Steinberg triality group we
shall proceed as follows:
1. Determine a monomial module by constructing a monomial linearisation: Determine an in-
termediate algebra group G8(q
3) which is between 3D
syl
4 (q
3) and the overlying full upper
unitriangular group A8(q
3) (see Section 3), then construct a monomial linearisation for
G8(q
3) and obtain a monomial G8(q
3)-module C
(
3D
syl
4 (q
3)
)
(see Section 4).
2. Establish supercharacters of 3D
syl
4 (q
3) by decomposing monomial 3D
syl
4 (q
3)-modules: Every
supercharacter is afforded by a direct sum of some 3D
syl
4 (q
3)-orbit modules which is also
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a direct sum of restrictions of certain G8(q
3)-orbit modules to 3D
syl
4 (q
3) (see Sections 5, 6
and 8).
3. Calculate the superclasses using the intermediate group G8(q
3): Every superclasses is a
union of some intersections of biorbits of G8(q
3) and 3D
syl
4 (q
3), i.e. {I8 + g(u − I8)h |
g, h ∈ G8(q
3)} ∩ 3D
syl
4 (q
3) for all u ∈ 3D
syl
4 (q
3), where I8 is the identity element of
3D
syl
4 (q
3) (see Sections 7 and 8).
At the end of every section, we compare the properties of An(q), D
syl
n (q) and
3Dsyl4 (q
3).
We mention that supercharacter theories have proven to raise other questions in particular
concerning algebraic combinatorics. For instance, A.O.F. Hendrickson in [14] discovered the
relation between supercharacter theories and Schur rings.
We fix some notation: Let p be a fixed odd prime, q a fixed power of p, K a field, K∗
the multiplicative group K\{0} of K, K+ the additive group of K, Fq the finite field with q
elements, Fq3 the finite field with q
3 elements, C the complex field, Z the set of all integers, N
the set {0, 1, 2, . . . } of all non-negative integers, N∗ the set {1, 2, . . . } of all positive integers. Let
Mat8×8(K) be the set of all 8× 8 matrices with entries in the field K, the general linear group
GL8(K) be the subset of Mat8×8(K) consisting of all invertible matrices. For m ∈ Mat8×8(K),
let m := (mi,j), where mi,j ∈ K denotes the (i, j)-entry of m (the entry in the i-th row and
j-th column). For simplicity, we write mij := mi,j if there is no ambiguity. Denote by ei,j ∈
Mat8×8(K) the matrix unit with 1 in the (i, j)-position and 0 elsewhere. Denote by A
⊤ the
transpose of A ∈ Mat8×8(K). Let O8 be the zero 8 × 8-matrix O8×8, and 1 denote the identity
element of a finite group.
2 Sylow p-subgroup 3Dsyl4 (q
3) of the Steinberg triality group
In this section, we exhibit a matrix Sylow p-subgroup Dsyl4 (q) of the Chevalley group D4(q)
of type D4. The Steinberg triality group
3D4(q
3) is generated by the fixed elements under an
automorphism of D4(q
3) of order 3 which arises from a field automorphism of D4(q
3) and a
graph automorphism of D4(q
3). The Sylow p-subgroup 3Dsyl4 (q
3) of 3D4(q
3) is generated by the
fixed elements of Dsyl4 (q
3) under the above mentioned automorphism. The main references are
[9, 10].
Let J+8 :=
∑8
i=1 ei,9−i ∈ GL8(C). Then {A ∈ Mat8×8(C) | A
⊤J+8 + J
+
8 A = 0} forms the
complex simple Lie algebra of typeD4. For 1 ≤ i ≤ 4, let hi := ei,i−e9−i,9−i ∈ Mat8×8(C). Then
a Cartan subalgebra of LD4 is HD4 = {
∑4
i=1 λihi | λi ∈ C}. Let H
∗
D4
be the dual space of HD4,
and h :=
∑4
i=1 λihi. For 1 ≤ i ≤ 4, let εi ∈ H
∗
D4
be defined by εi(h) = λi for all i = 1, 2, 3, 4.
Let V4 := VD4 be a R-vector subspace of H
∗
D4
spanned by {hi | i = 1, 2, 3, 4}. Then V4 becomes
a Euclidean space (see [10, §5.1]). The set ΦD4 = {±εi ± εj | 1 ≤ i < j ≤ 4} is a root system
of type D4. The fundamental system of roots of the root system ΦD4 is ∆D4 = {ε1 − ε2, ε2 −
ε3, ε3 − ε4, ε3 + ε4}. The positive system of roots of ΦD4 is Φ
+
D4
:= {εi ± εj | 1 ≤ i < j ≤ 4}.
We choose the following Chevalley basis of LD4 to keep the description of the Steinberg triality
group as simple as possible.
2.1 Lemma (Chevalley basis of LD4). Let r1 := ε1−ε2, r2 := ε2−ε3, r3 := ε3−ε4, r4 := ε3+ε4,
r5 := r1+ r2, r6 := r2+ r3, r7 := r2+ r4, r8 := r1+ r2+ r3, r9 := r1+ r2+ r4, r10 := r2+ r3+ r4
r11 := r1 + r2 + r3 + r4, and r12 := r1 + 2r2 + r3 + r4. Then the Lie algebra LD4 has a Chevalley
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basis {hr | r ∈ ∆D4} ∪ {e±r | r ∈ Φ
+
D4
}, where
er1 := e1,2 − e7,8, er2 := e2,3 − e6,7, er3 := e3,4 − e5,6, er4 := e3,5 − e4,6,
er5 := −(e1,3 − e6,8), er6 := e2,4 − e5,7, er7 := e2,5 − e4,7, er8 := e1,4 − e5,8,
er9 := e1,5 − e4,8, er10 := e2,6 − e3,7, er11 := e1,6 − e3,8, er12 := e1,7 − e2,8,
and e−r := e
⊤
r for all r ∈ Φ
+
D4
, hr := [er, e−r] = ere−r − e−rer for all r ∈ ∆D4 .
Set the matrix group D¯4(q) := 〈 exp(t er) | r ∈ ΦD4 , t ∈ Fq 〉. The Chevalley group D4(q)
of type LD4 over the field Fq is denoted by D4(q) := 〈 exp(t ad er) | r ∈ ΦD4 , t ∈ Fq 〉. By the
adaption of [9, 11.3.2], D¯4(q) is the commutator subgroup, denoted by Ω8(q, fD), of the (pos-
itive) orthogonal group O8(q, fD), where fD is the quadratic form x1x8 + x2x7 + x3x7 + x4x5.
By [9, §11.3], D4(q) ∼= D¯4(q)/Z(D¯4(q)), and D4(q) is isomorphic to the projective group
PΩ8(q, fD) = Ω8(q, fD)/Z(O8(q, fD)) ∩ Ω8(q, fD). Set D
syl
4 (q) :=
¨
exp(ter)
∣∣∣ r ∈ Φ+D4 , t ∈ Fq ∂.
Since Dsyl4 (q) ∩ Z(O8(q, fD)) = {I8}, D
syl
4 (q) is a Sylow p-subgroup of the Chevalley group
D4(q). Since |D4(q)| =
1
4q
12(q2 − 1)(q4 − 1)(q6 − 1)(q4 − 1) (see [8]), |Dsyl4 (q)| = q
12. Com-
paring the orders of O8(q, fD) and PΩ8(q, fD) (see [13, Chapter 9]), D
syl
4 (q) is also a Sylow
p-subgroup of O8(q, fD). We set xr(t) := exp(ter) = I8 + t · er for all r ∈ ΦD4 and t ∈ Fq, and
the root subgroups Xr := {xr(t) | t ∈ Fq} for all r ∈ ΦD4.
Define the sets of matrix entry coordinates: 3 := {(i, j) | 1 ≤ i, j ≤ 8},1 := {(i, j) | 1 ≤
i < j ≤ 8} and2 := {(i, j) ∈3 | i < j < 9− i}. The following result is well known.
2.2 Lemma. For (i, j) ∈ 1 and t ∈ Fq, set x˜i,j(t) := In + tei,j. For n ∈ N
∗, we have An(q) ={∏
(i,j)∈1
x˜i,j(ti,j)
∣∣∣∣ ti,j ∈ Fq}, where the product can be taken in an arbitrary, but fixed, order. In
particular,
∏
(i,j)∈1
x˜i,j(ti,j) =
∏
(i,j)∈1
x˜i,j(si,j)⇐⇒ ti,j = si,j for all (i, j) ∈1.
A good expression for each element of Dsyl4 (q) is obtained from the following result.
2.3 Lemma (c.f. Lemma 17 of [18]). Dsyl4 (q) = {
∏
r∈Φ+
D4
xr(tr) | tr ∈ Fq}, where the product
can be taken in an arbitrary, but fixed, order. In particular,
Dsyl4 (q) =
®
xr4(tr4)xr3(tr3)xr10(tr10)xr7(tr7)xr6(tr6)xr2(tr2)
·xr12(tr12)xr11(tr11)xr9(tr9)xr8(tr8)xr5(tr5)xr1(tr1)
∣∣∣∣∣ tri ∈ Fq, i = 1, 2, . . . , 12
´
.
Now we determine the Sylow p-subgroup 3Dsyl4 (q
3) of the Steinberg triality group. Let ρ
be a linear transformation of V4 into itself arising from a non-trivial symmetry of the Dynkin
diagram of LD4 sending r1 to r3, r3 to r4, r4 to r1, and fixing r2. Then r1
ρ
7→ r3
ρ
7→ r4, r2
ρ
7→ r2,
r5
ρ
7→ r6
ρ
7→ r7, r8
ρ
7→ r10
ρ
7→ r9, r11
ρ
7→ r11, r12
ρ
7→ r12, and ρ
3 = idV4. Thus ρ(ΦD4) = ΦD4 (see [9,
12.2.2]). Let an automorphism of the Lie algebra LD4 be determined by: hr 7→ hρ(r), er 7→ eρ(r),
e−r 7→ e−ρ(r) for all r ∈ ∆D4, and for every r ∈ ΦD4 satisfying er 7→ γreρ(r). For the Chevalley
basis in 2.1, we have γr = 1 for all r ∈ ΦD4 .
The Chevalley groupD4(q
3) has a field automorphism Fq sending xr(t) to xr(t
q), and a graph
automorphism ρ sending xr(t) to xρ(r)(t) (r ∈ ΦD4) (see [9, 12.2.3]). Let F := ρFq = Fqρ. For a
subgroupX of D4(q
3), we set XF := {x ∈ X|F (x) = x}. Then D4(q
3)F = 3D4(q
3). Let r ∈ Φ+D4
and t ∈ Fq3, set
xr1(t) :=
®
xr(t) if ρ(r) = r, t
q = t
xr(t) · xρ(r)(t
q) · xρ2(r)(t
q2) if ρ(r) 6= r, tq
3
= t
.
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Then a Sylow p-subgroup of 3D4(q
3) is determined
3Dsyl4 (q
3) : =
®
xr12
(t2)xr11
(t1)xr15
(t5)xr18
(t8)xr111
(t11)xr112
(t12)
∣∣∣∣∣
®
t1, t5, t8 ∈ Fq3
t2, t11, t12 ∈ Fq
´
.
In particular, |3Dsyl4 (q
3)| = q12, since |3D4(q
3)| = q12(q2−1)(q6−1)(q8+q4+1) (see [9, 14.3.2]).
2.4 Definition/Lemma (in 3Dsyl4 (q
3)). For t ∈ Fq3, set
x1(t) : = xr11
(t) = xr13
(tq) = xr14
(tq
2
) = xr1(t) · xr3(t
q) · xr4(t
q2),
x3(t) : = xr15
(t) = xr16
(tq) = xr17
(tq
2
) = xr5(t) · xr6(t
q) · xr7(t
q2),
x4(t) : = xr18
(t) = xr110
(tq) = xr19
(tq
2
) = xr8(t) · xr10(t
q) · xr9(t
q2).
For t ∈ Fq, set x2(t) := xr12
(t) = xr2(t), x5(t) := xr111
(t) = xr11(t), x6(t) := xr112
(t) = xr12(t).
Then the root subgroups of 3Dsyl4 (q
3) are Xi := {xi(t) | t ∈ Fq3} (i = 1, 3, 4) and Xi := {xi(t) |
tq = t, t ∈ Fq3} (i = 2, 5, 6).
2.5 Corollary. |Dsyl4 (q
3)| = q36, |A8(q
3)| = q84 and 3D
syl
4 (q
3) 6 Dsyl4 (q
3) 6 A8(q
3).
2.6 Definition. A subgroup P 6 3D
syl
4 (q
3) is a pattern subgroup, if it is generated by some root
subgroups, i.e. P = 〈Xi | i ∈ I ⊆ {1, 2, . . . , 6} 〉 6
3D
syl
4 (q
3).
We get the commutators of 3Dsyl4 (q
3) by calculation.
2.7 Lemma. Let t1, t3, t4 ∈ Fq3, t2, t5, t6 ∈ Fq and define the commutator
[xi(ti), xj(tj)] := xi(ti)
−1xj(tj)
−1xi(ti)xj(tj).
Then the non-trivial commutators of 3Dsyl4 (q
3) are determined as follows:
[x1(t1), x2(t2)] =x3(−t2t1)x4(t2t
q+1
1 )x5(−t2t
q2+q+1
1 )x6(2t
2
2t
q2+q+1
1 ),
[x1(t1), x3(t3)] =x4(t1t
q
3 + t
q
1t3)x5(−t
q+1
1 t
q2
3 − t
q2+q
1 t3 − t
q2+1
1 t
q
3)x6(−t1t
q2+q
3 − t
q
1t
q2+1
3 − t
q2
1 t
q+1
3 ),
[x1(t1), x4(t4)] =x5(t1t
q
4 + t
q
1t
q2
4 + t
q2
1 t4),
[x3(t3), x4(t4)] =x6(t3t
q
4 + t
q
3t
q2
4 + t
q2
3 t4),
[x2(t2), x5(t5)] =x6(t2t5).
2.8 Notation. Set x(t1, t2, t3, t4, t5, t6) := x2(t2)x1(t1)x3(t3)x4(t4)x5(t5)x6(t6) ∈
3Dsyl4 (q
3).
2.9 Proposition (Sylow p-subgroup 3Dsyl4 (q
3)). A matrix Sylow p-subgroup of the Steinberg tri-
ality group 3D4(q
3) is 3Dsyl4 (q
3) with
3Dsyl4 (q
3) =
¶
x(t1, t2, t3, t4, t5, t6)
∣∣∣ t1, t3, t4 ∈ Fq3 , t2, t5, t6 ∈ Fq© ,
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where
x(t1, t2, t3, t4, t5, t6)
=


1 t1 −t3
t1t
q
3
+t4
t1t
q2
3
+tq
2
4
t1t
q
4
+t5
−t1t
q2+q
3 + t3t
q
4
+t6
−t1t
q
3t
q2
4 − t1t
q2
3 t4
−t1t6 + t3t5 − t
q2+1
4
1 t2
tq1t2
+tq3
tq
2
1 t2
+tq
2
3
−tq
2+q
1 t2
+tq4
−tq1t2t
q2
3 − t
q2
1 t2t
q
3
−t2t
q
4 − t
q2+q
3
−tq
2+q
1 t2t3 − t
q
1t2t
q2
4
−tq
2
1 t2t4 − t2t5
−tq3t
q2
4 − t
q2
3 t4 − t6
1 tq1 t
q2
1 −t
q2+q
1
−tq1t
q2
3 − t
q2
1 t
q
3
−tq4
−tq
2+q
1 t3 − t
q
1t
q2
4
−tq
2
1 t4 − t5
1 0 −tq
2
1 −t
q2
3 − t
q2
1 t3 − t
q2
4
1 −tq1 −t
q
3 −t
q
1t3 − t4
1 −t2 t1t2 + t3
1 −t1
1


Proof. We know that 3Dsyl4 (q
3) is a Sylow p-subgroup of 3D4(q
3). By calculation, we obtain the
matrix form from 2.4.
Let t ∈ Fq, 4 ≤ n ∈ N
∗, and xi,j(t) := I2n + tei,j − te2n−j,2n−i = x˜i,j(t)x˜2n+1−j,2n+1−i(−t) ∈
Dsyln (q) for all (i, j) ∈ 2. Let J := {(1, 2), (1, 3), (1, 4), (1, 5), (1, 6), (1, 7), (2, 3)} ⊆ 2. We
compare the Sylow p-subgroups An(q), D
syl
n (q) and
3Dsyl4 (q
3).
2.10 Comparison (Sylow p-subgroups). (1) There exists an order of
∏
(i,j)∈1
x˜i,j(ti,j), such
that for every matrix u = (ui,j) ∈ An(q), we have uk,l = tk,l for all (k, l) ∈1.
(2) There exists an order of
∏
(i,j)∈2
xi,j(ti,j), such that for every matrix u = (ui,j) ∈ D
syl
n (q),
we have uk,l = tk,l for all (k, l) ∈2 (see 2.3).
(3) For 3Dsyl4 (q
3), the property does not hold. In 2.9, for instance, we have matrix entries t1, t2
and up to sign also t3 with positions in J , but t4, t5 and t6 appear in J only in polynomials
involving the other parameters.
3 The intermediate group G8(q
3)
In this section, we construct a group G8(q
3) such that 3D
syl
4 (q
3) 6 G8(q
3) 6 A8(q
3). Then we
determine a monomial G8(q
3)-module to imitate the Dn case in Section 4. In Section 7, we use
the group G8(q
3) to calculate the superclasses of 3Dsyl4 (q
3).
3.1 Definition/Lemma (An intermediate group G8(q
3)). Let
G8(q
3) :=


u = (ui,j) ∈ A8(q
3)
∣∣∣∣∣∣∣∣∣


ui,j = 0, (i, j) = (4, 5)
ui,j ∈ Fq, (i, j) ∈ {(2, 3), (6, 7)}
ui,j+1 = u
q
i,j ∈ Fq3 , (i, j) ∈ {(2, 4), (3, 4)}
ui−1,j = u
q
i,j ∈ Fq3 , (i, j) ∈ {(5, 6), (5, 7)}


.
Then G8(q
3) is a subgroup of A8(q
3) of order q65.
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Proof. By direct calculation.
3.2 Notation. Write J¨ :=1\{(2, 5), (3, 5), (4, 5), (4, 6), (4, 7)}. For (i, j) ∈ J¨ and t ∈ Fq3, set
x˙i,j(t) :=


x˜i,j(t)x˜i,j+1(t
q) if (i, j) ∈ {(2, 4), (3, 4)}
x˜i,j(t)x˜i−1,j(t
q) if (i, j) ∈ {(5, 6), (5, 7)}
x˜i,j(t) otherwise
.
3.3 Proposition. G8(q
3) =
{∏
(i,j)∈J¨ x˙i,j(ti,j)
∣∣∣∣∣∣ ti,j ∈
®
Fq if (i, j) ∈ {(2, 3), (6, 7)}
Fq3 otherwise
}
, where
the product can be taken in an arbitrary, but fixed, order.
Proof. Let S denote the right side. Then S ⊆ G8(q
3) since x˙i,j(ti,j) ∈ G8(q
3). Fix an order of the
product, and suppose that
∏
(i,j)∈J¨ x˙i,j(ti,j) =
∏
(i,j)∈J¨ x˙i,j(si,j). Then ti,j = si,j for all (i, j) ∈ J¨
by 2.2, and |S| = q65. Hence S = G8(q
3) since |G8(q
3)| = q65.
3.4 Corollary. 3D
syl
4 (q
3) 6 G8(q
3) 6 A8(q
3).
3.5 Comparison (Intermediate groups). (1) The intermediate group of An(q) is An(q) itself.
(2) The intermediate group of Dsyln (q) is A2n(q) (see [15, 3.1.2]).
(3) The intermediate group of 3Dsyl4 (q
3) is G8(q
3) (see 3.1).
4 Monomial 3Dsyl4 (q
3)-module
Let G := G8(q
3) and U := 3Dsyl4 (q
3). In this section, we construct an Fq-subspace V of V0 (4.4),
a projection pi : V0 → V (4.5 and 4.7) and a non-degenerate bilinear form κq|V×V (4.8). Then
we determine an Fq-linear group action − ◦ − (4.14) and a surjective 1-cocycle f of G in V
(4.21). Thus the monomial linearisation (f, κq|V×V ) for G8(q
3) (4.21) is established. Since f |U
is a bijective 1-cocycle (4.20), (f |U , κq|V×V ) is a monomial linearisation for
3Dsyl4 (q
3) (4.22).
Then we make CU into a monomial G8(q
3)-module (4.23).
Let V0 := Mat8×8(q
3). For any I ⊆ 3, let VI :=
⊕
(i,j)∈I Fq3eij ⊆ V0. In particu-
lar, V
3
= V0. Then VI is an Fq3-vector space and also an Fq-vector space. We know J =
{(1, 2), (1, 3), (1, 4), (1, 5), (1, 6), (1, 7), (2, 3)}, and dimFq VJ = 21. The trace of A = (Ai,j) ∈ V0
is denoted by tr(A) :=
∑8
i=1Ai,i. The map κ : V0×V0 → Fq3 : (A,B) 7→ tr(A
⊤B) is a symmetric
Fq3-bilinear form on V0 which is called the trace form. In particular, κ(A,B) =
∑
(i,j)∈3
Ai,jBi,j
and κ is non-degenerate. Let V ⊥J denote the orthogonal complement of VJ in V0 with respect
to the trace form κ, i.e. V ⊥J := {B ∈ V0 | κ(A,B) = 0, ∀ A ∈ VJ}. Then V
⊥
J = V
3\J
and V0 = VJ ⊕ V
⊥
J . κ|VJ×VJ : VJ × VJ → Fq3 is a non-degenerate bilinear form. The map
piJ : V0 = VJ ⊕ V
⊥
J → VJ : A 7→
∑
(i,j)∈J Ai,jei,j is a projection of V0 to the first component VJ .
The support of A ∈ Mat8×8(K) is supp(A) := {(i, j) ∈3 | Ai,j 6= 0}. Let V ⊆ V0 be a subspace
of V0, and set supp(V ) :=
⋃
A∈V supp(A). Suppose A,B ∈ V0 such that supp(A)∩ supp(B) ⊆ J .
Then κ(A,B) = κ(piJ (A), B) = κ(A, piJ (B)) = κ(piJ (A), piJ (B)) = κ|VJ×VJ (piJ(A), piJ (B)).
The map φ0 : Fq3 → Fq : t 7→ t + t
q + tq
2
is an Fq-epimorphism and |kerφ0| = q
2 (see [20,
3.2]). There exists an element η ∈ Fq3\Fq (i.e. η ∈ Fq3 but η /∈ Fq) such that η
q2 + ηq + η = 1
(see [20, 3.3]). From now on, we fix an element η ∈ Fq3\Fq such that η
q2 + ηq + η = 1. Then
1 + η1−q
2
6= 0 (see [20, 3.4]).
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4.1 Notation/Lemma (3.5 of [20]). Let piq : Fq3 → Fq : x 7→ φ0(ηx) = (ηx)
q2+(ηx)q+ηx. Then
piq is an Fq-epimorphism, and Fq3 = kerpiq ⊕ Fq. In particular, piq|Fq = idFq and pi
2
q = piq.
4.2 Corollary. If x ∈ Fq3. Then piq(xy) = 0 for all y ∈ Fq3 if and only if x = 0.
4.3 Proposition. The map κq := piq ◦ κ : V0 × V0 → Fq : (A,B) 7→ piq ◦ κ(A,B) = piq
Ä
tr(A⊤B)
ä
is a symmetric Fq-bilinear form on V0.
Proof. We know that κ is a symmetric bilinear map, and that piq is an Fq-epimorphism (4.1),
then the claim is proved.
4.4 Notation/Lemma. Let
V : =
¶
A = (Aij) ∈ V0
∣∣∣ supp(A) ∈ J, A16, A17, A23 ∈ Fq, A14 = Aq15 ∈ Fq3©
=
{Ç
A12 A13 A
q
15 A15 A16 A17
A23
å
8×8
∈ V0
∣∣∣∣∣∣
®
A12, A13, A15 ∈ Fq3
A16, A17, A23 ∈ Fq
}
omitting all zero entries in the matrices, in particular at positions (1, 1) and (1, 8). Then V is a
12-dimensional subspace of VJ over Fq and supp(V ) = J .
We define the following map pi, which plays a crucial role in our later statement.
4.5 Notation/Lemma. Let
pi : V0 → V : A 7→
A12e12 +A13e13 + (
Aq
2
14+A15η
1−q2
1+η1−q2
)qe14 +
Aq
2
14+A15η
1−q2
1+η1−q2
e15
+piq(A16)e16 + piq(A17)e17 + piq(A23)e23
,
i.e.
pi(A) =
Ö
A12 A13 (
Aq
2
14+A15η
1−q2
1+η1−q2
)q
Aq
2
14+A15η
1−q2
1+η1−q2
piq(A16) piq(A17)
piq(A23)
è
Then pi is an Fq-epimorphism. In particular, pi|V = idV , pi
2 = pi and pi(I8) = O8.
Proof. Let A = (Aij), B = (Bij) ∈ V0 and k ∈ Fq. Then we obtain pi(A + B) = pi(A) + pi(B)
and pi(kA) = kpi(A) by straightforward calculation. By 4.1 and 4.4, pi|V = idV . Thus pi is an
Fq-epimorphism.
4.6 Lemma. Let V ⊥ denote the orthogonal complement of the subspace V of V0 with respect to κq,
i.e. V ⊥ := {B ∈ V0 | κq(A,B) = 0 for all A ∈ V }, and
W :=
⊕
(i,j)/∈J
Fq3eij + kerpiqe16 + ker piqe17 + kerpiqe23 + {xe15 − x
qηq−1e14 | x ∈ Fq3}
={A = (Aij) ∈ V0 | A12 = A13 = 0, A14 = −A
q
15η
q−1 ∈ Fq3 , A16, A17, A23 ∈ kerpiq}.
ThenW = V ⊥.
Proof. For all B ∈ W and A ∈ V , κq(A,B) = piqκ(A,B)=piq(A15B15 − A
q
15B
q
15η
q−1) = 0, so
B ∈ V ⊥ for all B ∈W andW ⊆ V ⊥.
For all B = (Bij) ∈ V
⊥ ⊆ V0 and A = (Aij) ∈ V , we have 0 = κq(A,B) = piqκ(A,B) =
piq(A12B12+A13B13+A
q
15B14+A15B15+A16B16+A17B17+A23B23). Assume that B12 6= 0. If
A SUPERCHARACTER THEORY FOR SYLOW p-SUBGROUPS OF 3D4(q
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A = A12e12 = B
−1
12 e12, then 0 = κq(A,B) = piq(A12B12) = piq(1) = 1, this is a contradiction, so
B12 = 0. Similarly, B13 = 0. If A = A16e16 = e16, then 0 = κq(A,B) = piq(A16B16) = piq(B16),
so B16 ∈ ker piq. Similarly, B17, B23 ∈ ker piq. Assume B14 6= −B
q
15η
q−1, i.e. Bq
2
14η
q2 + B15η 6= 0.
If A = Aq15e14 +A15e15 (A15 ∈ Fq3), then
0 = κq(A,B) = piq(A
q
15B14 +A15B15) = φ0
Ä
A15(B
q2
14η
q2 +B15η)
ä
.
Since Bq
2
14η
q2 + B15η 6= 0, we have ker φ0 = Fq3 and | ker φ0| = q
3 > q2. This is a contradiction
since | ker φ0| = q
2. Thus B14 = −B
q
15η
q−1. Hence B ∈ W and V ⊥ ⊆ W . Therefore, V ⊥ =
W .
4.7 Corollary. V0 = V ⊕ V
⊥, and pi : V0 → V is the projection to the first component V .
Proof. We know that V+V ⊥ ⊆ V0 since V and V
⊥ are Fq-subspaces of V0. IfA = (Aij) ∈ V ∩V
⊥,
then Aq15
A∈V
= A14
A∈V ⊥
= −Aq15η
q−1, so Aq15(1 + η
q−1) = 0 and A15 = 0. Thus A = 0 by 4.1 and
4.6. Hence V ∩ V ⊥ = {0}. If A ∈ V0, then A = pi(A) + (A− pi(A)) and pi(A) ∈ V . It is enough
to show that A − pi(A) ∈ V ⊥. Let B = (Bi,j) = pi(A) ∈ V and C = (Ci,j) = A − pi(A). By
4.1 we have Fq3 = ker piq ⊕ Fq. Thus it is sufficient to prove that C14 = −C
q
15η
q−1. We have
C15 =
A15−A
q2
14
1+η1−q2
and C14 =
A14−A
q
15
1+ηq−1 η
q−1 = −Cq15η
q−1. Hence V0 = V ⊕ V
⊥.
4.8 Corollary. κq|V×V is a non-degenerate Fq-bilinear form.
4.9 Lemma. pi = pi ◦ piJ . In particular, if A ∈ V0 and piJ(A) ∈ V , then pi(A) = piJ(A).
Proof. Let A ∈ V0, the pi(A) depends on the entries of {Ai,j | (i, j) ∈ J} by 4.1, thus pi(A) =
pi ◦ piJ(A). Let piJ(A) ∈ V . Then pi(A) = pi ◦ piJ(A) = pi(piJ (A)) = piJ(A) since pi|V = idV .
4.10 Corollary. Suppose A,B ∈ V0, such that supp(A) ∩ supp(B) ⊆ J and piJ(A) ∈ V . Then
κq(A,B) = κq(pi(A), B) = κq(A, pi(B)) = κq(pi(A), pi(B)) = κq|V×V (pi(A), pi(B)).
Proof. We have κq(A,B)=piq ◦ κ(A,B)=piq ◦ κ(piJ (A), B) = κq(piJ (A), B)
4.9
= κq(pi(A), B)
4.7
= κq(pi(A), pi(B))=κq|V×V (pi(A), pi(B))
pi(B)∈V
= κq(A, pi(B)).
4.11 Lemma. Let A ∈ V and g ∈ G. Then piJ(Ag
⊤) ∈ V . In particular, piJ(Ag
⊤) = pi(Ag⊤).
Proof. Let A ∈ V and g ∈ G. It is sufficient to prove that (Ag⊤)q15 = (Ag
⊤)14 and (Ag
⊤)ij ∈ Fq
for all (i, j) ∈ {(2, 3), (1, 6), (1, 7)}. We have (Ag⊤)q15 = (
∑8
j=1A1jg5j)
q = Aq15 + A16g
q
56 +
A17g
q
57
3.1&4.4
= A14 + A15g45 + A16g46 + A17g47 = (Ag
⊤)14, and (Ag
⊤)16 = A16 + A17g67 =
A16 −A17g23 ∈ Fq, (Ag
⊤)17 = A17 ∈ Fq, (Ag
⊤)23 = A23 ∈ Fq. Thus piJ(Ag
⊤) ∈ V .
4.12 Lemma. Let A,B ∈ V and g, h ∈ A8(q
3). Then we have that
supp(Bh⊤) ∩1 ⊆ J and supp(Bh⊤) ∩ supp(Ag) ⊆ J.
Proof. Every h ∈ A8(q
3) acts on V from the right by a sequence of elementary column operations
from left to right, and h⊤ acts on V from the right by a series of elementary column operations
from right to left. Then the statements are obtained.
4.13 Corollary. Let A,B ∈ V and g ∈ G. Then
κq(A,Bg) = κq(A, pi(Bg)) = κq(Ag
⊤, B) = κq(pi(Ag
⊤), B).
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Proof. If A,B ∈ V and g ∈ G, then κq(A,Bg)
4.10&4.12= κq(A, pi(Bg)), and κq(A,Bg) =
κq(Ag
⊤, B)
4.10&4.11
&4.12= κq(pi(Ag
⊤), B).
4.14 Proposition (Group action of G on V ). The map
− ◦ − : V ×G→ V : (A, g) 7→ A ◦ g := pi(Ag)
is a group action, and the elements of the group G act as Fq-automorphisms.
Proof. Let A,B ∈ V , g, h ∈ G and c ∈ Fq. Since pi is Fq-linear, it is enough to proveA◦(gh)=(A◦
g) ◦ h. We have
κq(B,A ◦ (gh))
4.10
= κq(B,A(gh)) = κq(Bh
⊤, Ag)
4.10&4.11
&4.12= κq(pi(Bh
⊤), Ag)
4.10
= κq(pi(Bh
⊤), A ◦ g)
4.10
= κq(Bh
⊤, A ◦ g) = κq(B, (A ◦ g)h)
4.10
= κq(B, (A ◦ g) ◦ h).
By 4.8, A ◦ (gh)=(A ◦ g) ◦ h. Thus the proof is completed.
4.15 Corollary. If A,B ∈ V and g ∈ G, then κq(A,B ◦ g) = κq(A,Bg) = κq(Ag
⊤, B) =
κq(pi(Ag
⊤), B).
Henceforth denote pi(Ag−⊤) (A ∈ V , g ∈ G) by A.g. Then this is a group action of G by
4.14. By [15, §2.1], we get the following result:
4.16 Corollary. There exists an unique linear action −.− of G on V :
−.− : V ×G→ V : (A, g) 7→ A.g = pi(Ag−⊤)
such that κq|V×V (A.g,B) = κq|V×V (A,B ◦ g
−1) for all B ∈ V .
4.17 Notation. Set f := pi|G : G→ V .
4.18 Lemma. Let x, g ∈ G, 1 := 1G = I8 and 0 := O8 = O8×8. Then f(x)g ≡ (x− 1)g mod V
⊥.
In particular, f(x) ≡ x− 1 mod V ⊥.
Proof. Let x, g ∈ G. We have that f(x) = pi(x)
pi(1)=0
= pi(x)−pi(1)
pi linear
= pi(x−1), so f(x) ≡ x−1
mod V ⊥. For all A ∈ V , κq(A, f(x)g) = κq(Ag
⊤, f(x))
4.10
= κq(pi(Ag
⊤), f(x))=κq(pi(Ag
⊤), x −
1)
4.12
= κq(Ag
⊤, x− 1)=κq(A, (x− 1)g). By 4.8, f(x)g ≡ (x− 1)g mod V
⊥.
4.19 Proposition. If x, g ∈ G, then f(xg) = f(x) ◦ g + f(g).
Proof. Let x, g ∈ G. For all A ∈ V , κq(A, f(xg))
4.18
= κq(A, xg − 1) = κq(A, (x − 1)g + (g −
1))
4.18
= κq(A, f(x)g + f(g))
4.10
= κq(A, pi(f(x)g) + f(g))
4.10
= κq(A, f(x) ◦ g + f(g)). Thus
f(xg) = f(x) ◦ g + f(g) by 4.8.
4.20 Proposition (Bijective 1-cocycle of 3Dsyl4 (q
3)). Let U = 3Dsyl4 (q
3). Then f |U := pi|U : U →
V is a bijection. In particular, f |U is a bijective 1-cocycle of U in V .
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Proof. Let x := x(t1, t2, t3, t4, t5, t6) ∈ U . Then we have that
f |U (x) = pi(x(t1, t2, t3, t4, t5, t6))
=
à
t1 −t3
(
tq
2
1 t3+t1t
q2
3 η
1−q2
1+η1−q2
)q
+t4
tq
2
1 t3+t1t
q2
3 η
1−q2
1+η1−q2
+tq
2
4
piq(t1t
q
4)
+t5
piq(−t1t
q2+q
3
+ t3t
q
4)
+t6
t2
í
Since f : G → V is well defined, f |U is well defined. For all A = (Aij) ∈ V , there exists an
element x := x(t1, t2, t3, t4, t5, t6) ∈ U such that f |U(x) = A, where t1 = A12, t2 = A23 ∈ Fq,
t3 = −A13, t4 = A
q
15 +
A12A
q
13+A
q
12A13η
q−1
1+ηq−1 , t5 = A16 − piq(A12(A
q2
15 +
Aq12A
q2
13+A
q2
12A
q
13η
q2−q
1+ηq2−q
)) ∈ Fq
and t6 = A17 + piq(A12A
q2+q
13 + A13(A
q2
15 +
Aq12A
q2
13+A
q2
12A
q
13η
q2−q
1+ηq2−q
)) ∈ Fq. Thus f |U is surjective.
Since |U | = q12 = |V |, f |U is bijective. Hence f |U is a bijective 1-cocycle of U in V by 4.19.
4.21 Corollary. f = pi|G : G → V is a surjective 1-cocycle of G in V , and (f, κq|V×V ) is a
monomial linearisation for G = G8(q
3).
4.22 Corollary. (f |3Dsyl4 (q3)
, κq|V×V ) is a monomial linearisation for
3Dsyl4 (q
3).
Now we establish the monomialG-module C
Ä
3Dsyl4 (q
3)
ä
, which is essential for the construc-
tion of the supercharacter theory for 3Dsyl4 (q
3).
4.23 Theorem (Fundamental theorem for 3Dsyl4 (q
3)). Let U = 3Dsyl4 (q
3), G = G8(q
3) and
[A] =
1
|U |
∑
u∈U
χA(u)u for all A ∈ V,
where χA(u) = ϑκq(A, f(u)). Then the set {[A] | A ∈ V } forms a C-basis for the complex group
algebra CU . For all g ∈ G, A ∈ V , let [A] ∗ g := χA.g(g)[A.g] = ϑκq(A.g, f(g))[A.g]. Then
CU is a monomial CG-module. The restriction of the ∗-operation to U is given by the usual right
multiplication of U on CU , i.e.
[A] ∗ u = [A]u =
1
|U |
∑
y∈U
χA(y)yu for all u ∈ U, A ∈ V .
Proof. By 4.21, (f, κq|V×V ) is a monomial linearisation for G, satisfying that f |U is a bijective
map. By 4.16, A.u := pi(Au−⊤). Thus the whole theorem is proved in view of [15, 2.1.35].
4.24 Comparison (Monomial linearisations). Let U be An(q), D
syl
n (q) or
3Dsyl4 (q
3), G an in-
termediate group of U , V0 := V
3
, V a subspace of V0, J := supp(V ), f : G → V a surjective
1-cocycle of G such that f |U is injective, κ : V ×V → Fq (or Fq3) a trace form such that (f, κ|V×V )
is a monomial linearisation for G (i.e. (f |U , κ|V ×V ) is a monomial linearisation for U). Then the
corresponding notations for An(q) (see [15, 2.2]), D
syl
n (q) (see [15, 3.1]) and
3Dsyl4 (q
3) (see §4)
are listed as follows:
U G V0 J V f : G→ V κ|V ×V
An(q) An(q) Matn×n(q) 1 V = V
1
f(g) = pi
1
(g) = g − In κ|V ×V
Dsyln (q) A2n(q) Mat2n×2n(q) 2 V = V2 f(g) = pi2(g) κ|V ×V
3Dsyl4 (q
3) G8(q
3) Mat8×8(q
3) J V 6= VJ f(g) = pi(g) 6= piJ(g) κq|V×V
From now on, we mainly consider the regular right module (CU, ∗)CU = CUCU .
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5 3D
syl
4 (q
3)-orbit modules
Let U := 3D
syl
4 (q
3), A ∈ V and xi(ti) ∈ U (i = 1, 2, . . . , 6, t1, t3, t4 ∈ Fq3, t2, t5, t6 ∈ Fq). In this
section, we classify the U -orbit modules (5.9), and determine the stabilizers StabU (A) for all
A ∈ V (5.11).
If A ∈ V , then the U -orbit module associated to A is COU ([A]) := C{[A]u | u ∈ U} =
C{[A.u] | u ∈ U} = C-span {[C] | C ∈ OU (A)}, where OU (A) := {A.g | g ∈ U} is the orbit of
A under the operation −.− defined in 4.16. Similarly, we define the G-orbit module COG([A])
for all A ∈ V . The stabilizer StabU (A) of A in U is StabU (A) = {u ∈ U | A.u = A}, and
dimCCOU ([A]) = |OU (A)| =
|U |
|StabU (A)|
. Let A,B ∈ V . Then COU ([A]) and COU ([B]) are
identical (if A.u = B for some u ∈ U) or their intersection is {0}. Two CU -modules having no
nontrivial CU -homomorphism between them are called orthogonal.
5.1 Lemma. Let A ∈ V and xi(ti) ∈ U with i ∈ {1, 2, . . . , 6}, t1, t3, t4 ∈ Fq3 and t2, t5, t6 ∈ Fq.
Then A.xi(ti) and the corresponding figures of moves are obtained as follows:
A.x1(t1) =A.
(
x34(t
q
1)x35(t
q2
1 )
)
, A.x2(t2) =A.x23(t2),
A.x3(t3) =A.
(
x24(t
q
3)x25(t
q2
3 )
)
, A.x4(t4) =A.x26(t
q
4)
A.x5(t5) =A, A.x6(t6) =A.
•
•
•
•
•
•
•
•
•
•
•
•
−t1 t1−t
q
1 t
q
1
−tq
2
1
tq
2
1
A.x1(t1)
•
•
•
•
•
•
•
•
•
•
•
•
t3 −t3
−tq3 t
q
3
−tq
2
3
tq
2
3
A.x3(t3)
•
•
•
•
•
•
•
•
•
•
•
•
−t4 t4
−tq4
tq4
−tq
2
4
tq
2
4
A.x4(t4)
•
•
•
•
•
•
•
•
•
•
•
•
−t2 t2
A.x2(t2)
•
•
•
•
•
•
•
•
•
•
•
•
−t5
t5
A.x5(t5)
•
•
•
•
•
•
•
•
•
•
•
•
−t6
t6
A.x6(t6)
5.2 Lemma. If u ∈ F∗q3 and p > 2, then the map ζu : Fq3 → Fq3 : t 7→ ut
q2 + uqtq is an Fq-
automorphism.
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Proof. c.f. Lemma 3.6 of [20].
5.3 Corollary. If p > 2, then Fq3 → Fq3 : t 7→ t+ t
q is an Fq-automorphism.
5.4 Lemma (U -orbit modules). Let A = (Ai,j) ∈ V . Then the U -orbit module COU ([A]) (A ∈ V )
is obtained as follows:
COU ([A])
=C
{


A12
−A13t2
−Aq15t
q
3
−A16t
q2
1 t
q
3
−A17t2t
q2
1 t
q
3
−A15t
q2
3
−A16t
q
1t
q2
3
−A17t2t
q
1t
q2
3
−A17t
q2+q
3
−A16t
q
4
−A17t2t
q
4
A13
−Aq15t
q
1
−A15t
q2
1
−A16t
q2+q
1
−A17t2t
q2+q
1
+A17t
q
4
Aq15
+A16t
q2
1
+A17t2t
q2
1
+A17t
q2
3
A15
+A16t
q
1
+A17t2t
q
1
+A17t
q
3
A16
+A17t2
A17
A23


∣∣∣∣ t1, t3, t4 ∈ Fq3 , t2 ∈ Fq}.
Proof. By 5.1, we calculate the orbit modules directly.
5.5 Definition. The elements of V are called patterns. The monomial action of G on CU :
([A], g) 7→ [A]∗g (e.g. 4.23) and also the corresponding permutation operation on V : (A, g) 7→ A.g
(e.g. 4.16) are called truncated column operation. So the permutation operation (A, g) 7→
A.g (A ∈ V, g ∈ G) may be derived by a sequence of truncated column operations (see 5.1) by 3.3.
Suppose A ∈ V . Then (i, j) ∈ J is a main condition of A if and only if Aij is the rightmost
non-zero entry in the i-th row. We set main(A) := {(i, j) ∈ J | (i, j) is a main condition of A}.
The coordinate (i, j) is called the i-th main condition of A, if (i, j) ∈ main(A). Setmaini(A) :=
{(i, j) ∈ J | (i, j) is the i-th main condition of A}. Note that there exists at most one i-th main
condition of A.
5.6 Definition (Staircase pattern). Let A ∈ V be a pattern. We call A a staircase pattern, if the
elements in main(A) lie in different columns. Analogously, a U -orbit module COU ([A]) is called a
staircase U -module, if the elements in main(A) lie in different columns.
The verge of A ∈ V is verge(A) :=
∑
(i,j)∈main(A)Ai,jei,j. The i-th verge of A is vergei(A) :=∑
(i,k)∈maini(A)Ai,kei,k. The (staircase) pattern A ∈ V is called the (staircase) verge pattern, if
A = verge(A). Aminor condition of A ∈ V is (i, j) ∈ J (j ≤ 4), if (i, 9− j) is a main condition.
Set minor(A) := {(i, j) ∈ J | (i, j) is a minor condition of A} ⊆ J . The core of A ∈ V is
denoted by core(A) := main(A)∪˙minor(A). A (staircase) pattern A ∈ V is a (staircase) core
pattern if supp(A) ⊆ core(A).
5.7 Notation. Define the families of U -orbit modules as follows: F6 := {COU (A) | A ∈ V, A17 6=
0}, F5 := {COU (A) | A ∈ V, A16 6= 0, A17 = 0}, F4 := {COU (A) | A ∈ V, A15 6= 0, A16 = A17 =
0}, F3 := {COU (A) | A ∈ V, A13 6= 0, A15 = A16 = A17 = 0}, F1,2 := {COU (A) | A ∈ V, A13 =
A15 = A16 = A17 = 0}. Let A ∈ V , we also say A ∈ Fi, if COU ([A]) ∈ Fi.
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5.8 Notation. Let a∗ ∈ F∗q3 = Fq3\{0}, and denote by T
a∗ a complete set of coset representatives
(i.e. a transversal) of (a∗F+q ) in F
+
q3. Then |T
a∗ | = q2. If t¯0 ∈ T
a∗ and t¯0 ∈ a
∗
F
+
q , then we set
t¯0 = 0.
5.9 Proposition (Classification of U -orbit modules). Every U -orbit module is contained in one of
the families {F1,2,F3,F4,F5,F6}, and
F6 ={COU ([A12e12 +A23e23 +A
∗
17e17]) | A12 ∈ Fq3 , A23 ∈ Fq, A
∗
17 ∈ F
∗
q},
F5 ={COU ([A13e13 +A23e23 +A
∗
16e16]) | A13 ∈ Fq3 , A23 ∈ Fq, A
∗
6 ∈ F
∗
q},
F4 ={COU ([A23e23 +A
∗
15
qe14 +A
∗
15e15]) | A23 ∈ Fq, A
∗
15 ∈ F
∗
q3},
F3 ={COU ([A23e23 + A¯
A∗13
12 e12 +A
∗
13e13]) | A23 ∈ Fq, A
∗
13 ∈ F
∗
q3 , A¯
A∗13
12 ∈ T
A∗13},
F1,2 ={COU ([A12e12 +A23e23]) | A12 ∈ Fq3 , A23 ∈ Fq}.
The dimensions of U -orbit modules are determined. In particular, every U -orbit module of families
F1,2, F4, F5 and F6 (i.e. except the family F3) contains one and only one staircase core pattern.
Proof. Let A = (Aij) ∈ V with A17 = A
∗
17 ∈ F
∗
q. Then we have that
COU ([A]) = C




A12
+
A13A16+A
q+1
15
A∗17
−
B13B16+B
q+1
15
A∗17
B13 B
q2
15 B15 B16 A
∗
17
A23


∣∣∣∣∣∣∣∣∣∣∣
®
B13, B15 ∈ Fq3
B16 ∈ Fq


Thus dimCCOU ([A]) = q
7. Let u := x(t1,−
A16
A∗17
,−
Aq
2
15
A∗17
,−
Aq
2
13−(A15t1+A
q2
15t
q
1)
A∗17
, t5, t6). Then there is a
staircase core pattern
C := A.u = A12 +
A13A16+A
q+1
15
A∗17
A∗17
A23
∈ OU (A).
Thus OU (C) = OU (A) and COU ([A]) = COU ([C]). Since C only depends on A, the staircase
core pattern is determined uniquely. Thus
F6 = {COU ([D12e12 +D23e23 +D
∗
17e17]) | D12 ∈ Fq3 ,D23 ∈ Fq,D
∗
17 ∈ F
∗
q}.
Similarly, all of the statements are proved.
5.10 Remark. Let A ∈ V . In 5.9, if COU ([A]) ⊆ F3 and A2,3 6= 0, then COU ([A]) is not a
staircase orbit module. In all the other families, the orbit modules COU ([A]) are staircase orbit
modules.
5.11 Proposition (U -stabilizer). Let A = (Aij) ∈ V .
(1) If A ∈ F1,2, then StabU (A) = U =
3D
syl
4 (q
3).
(2) If A ∈ F3 and A13 = A
∗
13 ∈ F
∗
q3, then StabU(A) = X1X3X4X5X6.
(3) If A ∈ F4 and A15 = A
∗
15 ∈ F
∗
q3, then
StabU (A) =
{
x(0, t2, t3, t4, t5, t6)
∣∣∣ t3, t4 ∈ Fq3 , t2, t5, t6 ∈ Fq, A∗15qtq3 +A∗15tq23 +A13t2 = 0}
=
®
x(0, t2,−
Aq
2
13A
∗
15
q +Aq13A
∗
15 −A13A
∗
15
q2
2A∗15
q+1 t2, t4, t5, t6)
∣∣∣∣∣ t4 ∈ Fq3 , t2, t5, t6 ∈ Fq
´
.
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(4) If A ∈ F5 and A16 = A
∗
16 ∈ F
∗
q, then
StabU (A) =
®
x(0, t2, t3,
−Aq
2
13t2 −A15t3 −A
q2
15t
q
3
A∗16
, t5, t6)
∣∣∣∣∣ t3 ∈ Fq3 , t2, t5, t6 ∈ Fq
´
.
(5) If A ∈ F6 and A17 = A
∗
17 ∈ F
∗
q, then
StabU (A) =
®
x(t1, 0,−
A16t1
A∗17
,
A15t1 +A
q2
15t
q
1 +A16t
q+1
1
A∗17
, t5, t6)
∣∣∣∣∣ t1 ∈ Fq3 , t5, t6 ∈ Fq
´
.
Proof. Let A ∈ F4 (i.e. A17 = A16 = 0, A15 6= 0) and x := x(t1, t2, t3, t4, t5, t6) ∈ U . Then we
have that
A.x = A
5.4
⇐⇒
{
−A∗15
qtq1 −A
∗
15t
q2
1 = 0
−A13t2 −A
∗
15
qtq3 −A
∗
15t
q2
3 = 0
5.2
⇐⇒
®
t1 = 0
A13t2 +A
∗
15
qtq3 +A
∗
15t
q2
3 = 0
⇐⇒


t1 = 0
A13A
∗
15
q2t2 +A
∗
15
q2+qtq3 +A
∗
15
q2+1tq
2
3 = 0
Aq13A
∗
15t2 +A
∗
15
q2+1tq
2
3 +A
∗
15
q+1t3 = 0
Aq
2
13A
∗
15
qt2 +A
∗
15
q+1t3 +A
∗
15
q2+qtq3 = 0
⇐⇒


t1 = 0
t3 = −
Aq
2
13A
∗
15
q+Aq13A
∗
15−A13A
∗
15
q2
2A∗15
q+1 t2
.
Thus (4) is proved. Similarly, all the other stabilizers are obtained.
5.12 Comparison. (1) (Classification of orbit modules). Every (staircase) An(q)-orbit module
has precisely one (staircase) verge pattern (see [22, Theorem 3.2]). Every (staircase)Dsyln (q)-
orbit module has one and only one (staircase) core pattern (see [15, 3.2.29]). Neither
(staircase) verge patterns nor core patterns can do the classification for (staircase) 3Dsyl4 (q
3)-
orbit modules (e.g. the family F3 of 5.9).
(2) (Stabilizer). Every (staircase) An(q)-orbit module has a basis element whose stabilizer is a
pattern subgroup (see [22, §3.3]). This does not hold for Dsyln (q)-orbit modules (see [15,
3.2.25]), or for 3Dsyl4 (q
3)-orbit modules (e.g. the family F5 of 5.11).
6 Homomorphisms between orbit modules
Let U := 3Dsyl4 (q
3). In this section, we define a truncated row operation of U on V (6.3).
Then we show that every U -orbit module is isomorphic to a staircase orbit module (6.10). After
that, some irreducible modules are determined, and any two orbit modules are shown to be
orthogonal when the 1st verges are different (6.15).
The following property is well known: every ϕ ∈ EndCU (CU) is of the form λa : CU →
CU : x 7→ ax for a unique a ∈ CU . Let g ∈ U and A ∈ V . Then λg|COU ([A]) : COU ([A]) →
Im(λg|COU([A])) = gCOU ([A]) is a CU -isomorphism.
6.1 Lemma. Let A ∈ V and g ∈ U . Then λg([A])=g[A] =
1
|U |
∑
y∈U ϑκq(g−⊤A, y)y.
Proof. If g ∈ U and A ∈ V , then λg([A]) =
1
|U |
∑
z∈U χA(z)gz
y:=gz
= 1|U |
∑
y∈U χA(g−1y)y =
1
|U |
∑
y∈U ϑκq(A, f(g−1y))y. Since f(g
−1y) ≡ g−1y mod V ⊥, we have
λg([A]) =
1
|U |
∑
y∈U
ϑκq(A, g−1y)y =
1
|U |
∑
y∈U
ϑκq(g−⊤A, y)y.
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6.2 Lemma. Let A = (Aij) ∈ V and x := x(t1, t2, t3, t4, t5, t6) ∈ U . Then pi(x
−⊤A)) = A −
piq(t1A13)e23.
6.3 Definition/Lemma (3Dsyl4 (q
3)-truncated row operation). The map
U × V → V : (u,A) 7→ u.A := pi(u−⊤A)
defines a (left) group action, which is called the truncated row operation. Note that the elements
of U act as Fq-automorphisms on V .
Proof. Since pi is an Fq-linear map by 4.5, it is enough to prove that (gh).A = g.(h.A) for
all g := x(t1, t2, t3, t4, t5, t6) ∈ U , h := x(s1, s2, s3, s4, s5, s6) ∈ U and A = (Aij) ∈ V . Let
gh := x(r1, r2, r3, r4, r5, r6). Then r1 = t1 + s1 by 2.9. By 6.2, we have g.(h.A) = g.(A −
piq(s1A13)e23) = A− (piq(t1A13) + piq(s1A13))e23 = A− piq(r1A13)e23 = (gh).A.
6.4 Corollary. Let A ∈ V and x := x(t1, t2, t3, t4, t5, t6) ∈ U . Then x.A = A − piq(t1A13)e23. In
particular, x1(t1).A = A− piq(t1A13)e23 and xi(ti).A = A for all i ∈ {2, 3, 4, 5, 6}.
6.5 Remark. Let A ∈ V and g, u ∈ U . In general g.(A.u) 6= (g.A).u. For example, if t1, t4 ∈ F
∗
q3
and A = A∗17e17 (A
∗
17 ∈ F
∗
q), then (x1(t1).A) .x4(t4) = A + t
q
4A
∗
17e13 and x1(t1). (A.x4(t4)) =
A+ tq4A
∗
17e13 − t1t
q
4A
∗
17e23, so (x1(t1).A) .x4(t4) 6= x1(t1). (A.x4(t4)).
6.6 Lemma. Let B := B12e12 + B13e13 + B23e23 ∈ V , g := x(t1, t2, t3, t4, t5, t6) ∈ U and y ∈ U .
Then ϑκq(g
−⊤B, y − 1) = χg.B(y). In particular, ϑκq(x1(t1)
−⊤B, y − 1) = χx1(t1).B(y) for all
t1 ∈ Fq3 .
Proof. Let B := B12e12 +B13e13 +B23e23 ∈ V , g := x(t1, t2, t3, t4, t5, t6) ∈ U and y ∈ U . Then
ϑκq(g
−⊤B, y − 1)=ϑκq(B − t1B12e22 − t1B13e23, y − 1)
=ϑ
Ä
κq(B, y − 1) + piq((−t1B13)y23)
ä
=ϑ
Ä
κq(B, y − 1) + piq(piq(−t1B13)y23)
ä
=ϑκq(B − piq(t1B13)e23, y − 1)
6.4
= ϑκq(g.B, f(y)) = χg.B(y).
6.7 Proposition. Let g ∈ U and A := A12e12 +A13e13 +A23e23 ∈ V . Then
λg([B]) = χg.B(g)[g.B] for all B ∈ OU (A).
Proof. If B ∈ OU (A), then main(B) = main(A). Thus
g[B]
6.1
=
1
|U |
∑
y∈U
ϑκq(g−⊤B, y)y =
1
|U |
∑
y∈U
ϑκq(g−⊤B, y − 1)ϑκq(g−⊤B, 1)y
=
1
|U |
∑
y∈U
ϑκq(g−⊤B, y − 1)ϑκq(B, f(g−1))y
6.6
= ϑκq(B, f(g−1)) ·
1
|U |
∑
y∈U
χg.B(y)y=χB(g−1)[g.B].
We have χg.B(g)
6.6
= ϑκq(g
−⊤B, g−1) = ϑκq(B, 1−g
−1) = ϑκq(B, g−1 − 1) = ϑκq(B, f(g−1)) =
χB(g−1). Hence λg([B]) = χg.B(g)[g.B] for all B ∈ OU (A).
6.8 Corollary. Let g ∈ U and A := A12e12 + A13e13 + A23e23 ∈ V . Then im(λg|COU ([A])) =
COU ([g.A]), and g.(B.u) = (g.B).u for all B ∈ OU (A) and u ∈ U .
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Proof. If x ∈ U , then Cg[A.x] = Cg([A]x) = C(g[A])x
6.7
= C[g.A]x. So im(λg|COU ([A])) =
COU ([g.A]). We have C[(g.B).u] = C[g.B]u
6.7
= C(g[B])u=Cg([B]u)=Cg[B.u]=C[g.(B.u)], thus
g.(B.u) = (g.B).u.
6.9 Corollary. Let A := A12e12 + A23e23 + A
∗
13e13 ∈ V , A
∗
13 ∈ F
∗
q3, and x1(t1) ∈ U such that
piq(t1A
∗
13) = A23. Then COU ([A])
∼= COU ([x1(t1).A]) = COU ([A−A23e23]), i.e.
COU (
ñ
A12 A
∗
13
A23
ô
) ∼= COU (
ñ
A12 A
∗
13
0
ô
).
6.10 Corollary. Every U -orbit module is isomorphic to a (not necessarily unique) staircase module,
and the isomorphism is given by the left multiplication by a group element.
Proof. Let A ∈ V and (1, 3), (2, 3) ∈ main(A). Then (2, 3) is deleted by 6.9. By 5.10, the claim
is proved.
6.11 Lemma. Let A ∈ V with A17 = A
∗
17 ∈ F
∗
q, x5(s5) ∈ U and s5 ∈ Fq. Then
λx5(s5)([A]) = ϑ(s5A16)[A+ s5A
∗
17e23].
Proof. Let A ∈ V with A17 = A
∗
17 ∈ F
∗
q and x5(s5) ∈ U . Then we have that
λx5(s5)([A])
6.1
=
1
|U |
∑
y∈U
ϑκq(x5(s5)−⊤A, y)y=
1
|U |
∑
y∈U
ϑκq(A− s5A16e66 − s5A∗17e67, y)y
=ϑ(s5A16) ·
1
|U |
∑
y∈U
Ä
ϑκq(A, y) · ϑpiq(−s5A∗17y67)
ä
y
2.9
= ϑ(s5A16) ·
1
|U |
∑
y∈U
Ä
ϑκq(A, y) · ϑpiq(s5A∗17y23)
ä
y=ϑ(s5A16) ·
1
|U |
∑
y∈U
ϑκq(A+ s5A∗17e23, y)y
=ϑ(s5A16) ·
1
|U |
∑
y∈U
ϑκq(A+ s5A∗17e23, f(y))y=ϑ(s5A16)[A+ s5A
∗
17e23].
6.12 Proposition. Let A,B ∈ V , A17 = A
∗
17 ∈ F
∗
q, and
A :=
A12 A13 A
q
15 A15 A16 A
∗
17
A23
, B :=
A12 A13 A
q
15 A15 A16 A
∗
17
0
.
Then COU ([A]) ∼= COU ([B]).
Proof. Let C ∈ OU (A) and s5 := −
A23
A∗17
∈ Fq. By 6.11, we get λx5(s5)([C]) = ϑ(s5C16)[C +
s5A
∗
17e23] where C+s5A
∗
17e23 ∈ OU (B) (c.f. the proof of 6.8). Thus COU ([A])
∼= COU ([B]).
For 1 ≤ i ≤ 8, the i-th hook of J is Hi := {(a, b) ∈ J | b = i or a = 9 − i}. We have
H7 = {(1, 7), (2, 3)}. A pattern A ∈ V is called hook-separated, if on every hook Hi of J lies at
most one main condition of A. Note that hook-separated patterns are always staircase patterns.
If A ∈ V is hook-separated, then COU ([A]) is called a hook-separated staircase module.
6.13 Corollary. Every U -orbit module is isomorphic to a certain hook-separated staircase module.
Proof. By 6.10, every U -orbit module is isomorphic to a staircase module. By 6.12, we get the
desired conclusion.
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Let A,B ∈ V , StabU (A,B) := StabU (A) ∩ StabU (B), ψA be the character of COU ([A]) and
ψB denote the character of COU ([B]). Then HomCU (COU ([A]),COU ([B])) = {0} if and only if
for all C ∈ OU (A) and D ∈ OU (B) holds HomStabU (C,D)(C[C],C[D]) = {0}. In particular,
dimCHomCU (COU ([A]),COU ([B])) = 〈ψA, ψB〉U
=
∑
C∈OU (A)
D∈OU (B)
|StabU (C,D)|
|U |
(
dimCHomStabU (C,D)(C[C],C[D])
)
.
If y ∈ U , thenHomStabU (A,B)(C[A],C[B]) = HomStabU (A.y,B.y)(C[A.y],C[B.y]) asC-vector spaces,
and HomCU (COU ([A]),COU ([B])) = {0} if and only if HomStabU (A,D)(C[A],C[D]) = {0} for all
D ∈ OU (B) ([15, §3.3]).
6.14 Corollary. Let A,B ∈ V . Then 〈ψA, ψB〉U =
∑
D∈OU (B)
|StabU (A,D)|
|StabU (A)|
〈χA, χD〉StabU (A,D),
where χA and χD are the characters of the CStabU (A,D)-modules C[A] and C[D] respectively.
6.15 Proposition. Every U -orbit module is isomorphic to a hook-separated staircase module in
Table 1, and they satisfy the following properties.
(1) Let A,B ∈ V . If verge1(A) 6= verge1(B), then HomCU(COU ([A]),COU ([B])) = {0}. In par-
ticular, if COU ([A]) ∈ Fi, COU ([B]) ∈ Fj and i 6= j, then HomCU (COU ([A]),COU ([B])) =
{0}.
(2) In the family F1,2, the q
4 hook-separated staircase modules are irreducible and pairwise or-
thogonal.
(3) In the family F3, the (q
3−1)q2 hook-separated staircase modules are irreducible and pairwise
orthogonal.
(4) In the family F4, F5 and F6, the hook-separated staircase modules are reducible.
Table 1: Hook-separated staircase 3D
syl
4 (q
3)-orbit modules
Family COU ([A]) (A ∈ V ) dimCCOU ([A]) Irreducible
F6 COU
(ñ A12 A∗17
0
ô)
q7 NO
F5 COU
(ñ A13 A∗16
A23
ô)
q6 NO
F4 COU
(ñ A∗15q A∗15
A23
ô)
q6 NO
F3 COU
(ñ
A¯
A∗13
12 A
∗
13
0
ô)
q YES
F1,2 COU
(ñ A12
A23
ô)
1 YES
where A∗12, A
∗
13, A
∗
15 ∈ F
∗
q3, A
∗
16, A
∗
17, A
∗
23 ∈ F
∗
q and A¯
A∗13
12 ∈ T
A∗13.
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Proof. By 6.10 and 6.13, every U -orbit module is isomorphic to a hook-separated staircase
module in Table 1. Let A = A∗15e15+(A
∗
15)
qe14+A23e23 ∈ F4, B = B
∗
15e15+(B
∗
15)
qe14+B23e23 ∈
F4 (i.e. A
∗
15, B
∗
15 ∈ F
∗
q3) and C ∈ OU (B). By 5.11, we get StabU (A)
A13=0= X2X4X5X6. Then
StabU (A,C) =
®
X2X4X5X6, C13 = 0
X4X5X6, C13 6= 0
. We calculate the inner product:
〈χA, χC〉StabU (A,C) =
1
|StabU (A,C)|
∑
y∈StabU (A,C)
ϑκq(A− C, f(y))
=
1
|StabU (A,C)|
∑
y∈StabU (A,C)
ϑκq
Ç
−C12 −C13 (A
∗
15 −B
∗
15)
q A∗15 −B
∗
15
A23 −B23
, f(y)
å
.
If C13 = 0, then
0 6= dimCHomStabU (A,C)(C[A],C[C]) = 〈χA, χC〉StabU (A,C)
=
1
|X2X4X5X6|
∑
t4∈Fq3
t2,t5,t6∈Fq
Ç
ϑpiq
(
(A23 −B23)t2 + (A
∗
15 −B
∗
15)
qt4 + (A
∗
15 −B
∗
15)t
q2
4
)å
=
Ç
1
q
∑
t2∈Fq
ϑ((A23 −B23)t2)
åÇ
1
q3
∑
t4∈Fq3
ϑφ0
(
(A∗15 −B
∗
15)t
q2
4 (η + η
q)
)å
⇐⇒ {B23 = A23} ∧ {B
∗
15 = A
∗
15}.
If C13 6= 0, then
0 6= dimCHomStabU (A,C)(C[A],C[C]) = 〈χA, χC〉StabU (A,C)
=
1
|X4X5X6|
∑
t4∈Fq3
t5,t6∈Fq
Ç
ϑpiq
(
(A∗15 −B
∗
15)
qt4 + (A
∗
15 −B
∗
15)t
q2
4
)å
=
1
q3
∑
t4∈Fq3
ϑφ0
(
(A∗15 −B
∗
15)t
q2
4 (η + η
q)
)
⇐⇒ B∗15 = A
∗
15.
We get HomStabU (A,C)(C[A],C[C]) 6= {0} ⇐⇒ 〈χA, χC〉StabU (A,C) 6= 0 (i.e. = 1) ⇐⇒ B
∗
15 =
A∗15. Thus HomCU (COU ([A]),COU ([B])) = {0} ⇐⇒ B
∗
15 6= A
∗
15.
Let A ∈ Fi and B ∈ Fj, ψA denote the character of COU ([A]) and ψB denote the character
of COU ([B]). In a similar way, we calculate 〈ψA, ψB〉U . Then the statements of (1) are proved.
The q4 hook-separated staircase modules of F1,2 are of dimension 1, so they are irreducible,
and pairwise orthogonal by calculating inner product.
Let A,B ∈ V be hook-separated staircase patterns of the family F3 and A 6= B. Then
〈ψA, ψA〉U = 1 and 〈ψA, ψB〉U = 0, thus the statements of (3) are proved.
Let A ∈ V be a hook-separated staircase core pattern of the family F4. Then the orbit
module COU ([A]) is reducible. Suppose that it is irreducible. Then by (1) and (2) we get
(dimCCOU ([A]))
2 = q12 < |U | − q4 = q12 − q4. This is a contradiction. Thus the orbit modules
of the family F4 are reducible. Similarly, (5) and (6) are proved.
6.16 Remark. There exist two hook-separated staircase modules such that they are neither or-
thogonal nor isomorphic. For example, if A,B ∈ V are hook-separated staircase core patterns of
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family F4 with A
∗
15 = B
∗
15 ∈ F
∗
q3 and A23 6= B23, then 〈ψA, ψA〉U = 〈ψB , ψB〉U = q
5 + q3 − q2 but
〈ψA, ψB〉U = q
5 − q2 /∈ {0, q5 + q3 − q2}, so COU ([A]) and COU ([B]) are neither orthogonal nor
isomorphic.
6.17 Comparison. (1) (Classification of staircase U -modules). Let U be An(q), D
syl
n (q) or
3Dsyl4 (q
3). Then every U -orbit module is isomorphic to a staircase U -module (see [22, Prop.
2.2 and Thm. 3.2], [15, 3.3.15] and 6.10).
(2) (Irreducible U -modules). Every irreducible An(q)-module is a constituent of precisely one
staircase module (see [22, Thm. 2.4 and Cor. 2.7]). Every irreducible Dsyln (q)-module is a
constituent of an unique hook-separated staircase module (see [15, 3.3.19 and 3.3.43]). Ev-
ery irreducible 3D
syl
4 (q
3)-module is a constituent of a (not necessarily unique) hook-separated
staircase module (see 6.13, 6.15 and 6.16).
7 A partition of 3D
syl
4 (q
3)
Let G := G8(q
3) and U := 3Dsyl4 (q
3). In this section, a partition of 3D
syl
4 (q
3) is determined (see
7.8) which is a set of superclasses proved in the next section 8.
7.1 Lemma. Let 1 denote I8 ∈ G. Then VG := G− 1 = {g − 1 | g ∈ G} is a nilpotent associative
Fq-algebra (G is an algebra group).
7.2 Notation/Lemma. Let 1 denote I8 ∈ G, g ∈ G and u ∈ U , and set G(g− 1)G := {x(g− 1)y |
x, y ∈ G} ⊆ VG, C
G
g := {1+x(g−1)y | x, y ∈ G} = 1+G(g−1)G ⊆ G, andC
U
u := {1+x(u−1)y |
x, y ∈ G} ∩ U ⊆ CGu .
7.3 Lemma. Let 1 denote I8 ∈ G and g, h ∈ G. Then the following statements are equivalent:
(1) there exist x, y ∈ G such that g − 1 = x(h− 1)y,
(2) CGg = C
G
h , and
(3) g ∈ CGh .
7.4 Corollary. The set {CGg | g ∈ G} forms a partition of G with respect to the equivalence
relations of 7.3. If g ∈ G, then CGg is a union of conjugacy classes of G.
7.5 Lemma. Let u, v ∈ U . Then the following statements are equivalent:
(1) there exist x, y ∈ G such that u− 1 = x(v − 1)y,
(2) CUu = C
U
v , and
(3) u ∈ CUv .
7.6 Corollary. The set {CUu | u ∈ U} forms a partition of U with respect to the equivalence
relations of 7.5. If u ∈ U , then CUu is a union of conjugacy classes of U .
We obtain a partition of 3D
syl
4 (q
3) by straightforward calculation.
7.7 Proposition (A partition of 3D
syl
4 (q
3)). Let T t
∗
1 (t∗1 ∈ Fq3) be the transversal for t
∗
1F
+
q in F
+
q3.
Then the CUu with u ∈ U are given in Table 2:
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Table 2: A partition of 3D
syl
4 (q
3)
u ∈ U #CUu C
U
u |C
U
u |
I8 1 x(0, 0, 0, 0, 0, 0) 1
x6(t
∗
6) q − 1 x(0, 0, 0, 0, 0, t
∗
6) 1
x5(t
∗
5) q − 1 x(0, 0, 0, 0, t
∗
5 , s6), ∀ s6 ∈ Fq q
x4(t
∗
4) q
3 − 1 x(0, 0, 0, t∗4 , s5, s6), ∀ s5, s6 ∈ Fq q
2
x3(t
∗
3) q
3 − 1 x(0, 0, t∗3, s4, s5, s6), ∀ s4 ∈ Fq3 , s5, s6 ∈ Fq q
5
x2(t
∗
2)x4(t
∗
4) (q − 1)(q
3 − 1) x(0, t∗2, s3, t
∗
4 −
sq+13
t∗2
, s5, s6), ∀ s3 ∈ Fq3 , s5, s6 ∈ Fq q
5
x2(t
∗
2)x5(t5) (q − 1)q x(0, t
∗
2, s3,−
sq+13
t∗2
, t5 +
sq
2+q+1
3
t∗2
2 , s6), ∀ s3 ∈ Fq3 , s6 ∈ Fq q
4
x1(t
∗
1)x3(t¯
t∗1
3 ) (q
3 − 1)q2 x(t∗1, 0, t¯
t∗1
3 + t
∗
1s, s4, s5, s6), ∀ s4 ∈ Fq3 , s, s5, s6 ∈ Fq q
6
x2(t
∗
2)x1(t
∗
1) (q − 1)(q
3 − 1) x(t∗1, t
∗
2, s3, s4, s5, s6), ∀ s3, s4 ∈ Fq3 , s5, s6 ∈ Fq q
8
where t¯
t∗1
3 ∈ T
t∗1 .
7.8 Notation/Lemma. Set
C6(t
∗
6) := C
U
x6(t∗6)
, C5(t
∗
5) := C
U
x5(t∗5)
, C4(t
∗
4) := C
U
x4(t∗4)
, C3(t
∗
3) := C
U
x3(t∗3)
,
C2(t
∗
2) :=
Ä .⋃
t∗4∈F
∗
q3
CUx2(t∗2)x4(t∗4)
ä⋃˙Ä .⋃
t5∈Fq
CUx2(t∗2)x5(t5)
ä
,
C1,3(t
∗
1, t¯
t∗1
3 ) := C
U
x1(t∗1)x3(t¯
t∗
1
3 )
, C1,2(t
∗
1, t
∗
2) := C
U
x2(t∗2)x1(t
∗
1)
, C0 := {1U} = {I8}.
Note that these sets form a partition of U , denoted by K.
7.9 Comparison (Superclasses). (1) The superclasses of An(q) are the sets C
AY
g := {In+x(g−
In)y | x, y ∈ An(q)} for all g ∈ An(q), which are called André-Yan superclasses (see [15,
2.2.30 and 3.5.3]).
(2) The superclasses ofDsyln (q) are the sets C
AN
u := D
syl
n (q)∩{I2n+x(u−I2n)y | x, y ∈ A2n(q)}
for all u ∈ Dsyln (q) (see [4, page 1279]), which are called André-Neto superclasses (see [15,
3.5.5]).
(3) The superclasses of 3Dsyl4 (q
3) are the elements of K (see 7.8 and 8.7).
8 A supercharacter theory for 3D
syl
4 (q
3)
In this section, we determine a supercharacter theory for 3D
syl
4 (q
3) (8.7), and establish the
supercharacter table of 3D
syl
4 (q
3) in Table 3. Let U := 3Dsyl4 (q
3), A∗12, A
∗
13, A
∗
15 ∈ F
∗
q3 and
A∗16, A
∗
17, A
∗
23 ∈ F
∗
q.
8.1 Definition. Let G be a finite group. Suppose that K is a partition of G and that X is a set of
(nonzero) complex characters of G, such that
(a) |X | = |K|,
(b) every character χ ∈ X is constant on each member of K and
(c) the elements of X are pairwise orthogonal.
22 YUJIAO SUN
Then (X ,K) is called a pre-supercharacter theory for G. The function ϕ : G → C is called a
superclass function, if it satisfies (b). In particular, the superclass functions form a C-vector
space.
8.2 Definition/Lemma (§2 of [11]/3.6.2 of [15]). Let G be a finite group and (X ,K) be a pre-
supercharacter theory forG. For every χ ∈ X , let Irr(χ) denote the set of all irreducible constituents
of χ. Set σχ :=
∑
ψ∈Irr(χ) ψ(1)ψ. Then the following statements are equivalent.
(1) The set {1} is a member of K.
(2) ∪χ∈X Irr(χ) = Irr(G) and every character χ ∈ X is a constant multiple of σχ.
(3) Every irreducible character ψ of G is a constituent of one character χ ∈ X .
Then (X ,K) is called a supercharacter theory for G, if one of the three statements holds. We
refer to the elements of X as supercharacters, and to the elements of K as superclasses of G. A
CG-module is called a CG-supermodule, if it affords a supercharacter of G. Note that
∑
χ∈X σχ =
regG, the regular character of G.
8.3 Notation/Lemma. Let A = (Aij) ∈ V , and set
M(A12e12 +A23e23) :=COU ([A12e12 +A23e23]) = C[A12e12 +A23e23],
M(A∗13e13 + A¯
A∗13
12 e12) :=C
{[
A¯
A∗13
12 + s2A
∗
13 A
∗
13
] ∣∣∣∣∣∣ s2 ∈ Fq
}
=COU ([A
∗
13e13 + A¯
A∗13
12 e12]),
M(A∗15
qe14 +A
∗
15e15) :=C
®ñ
A12 A13 A
∗
15
q A∗15
A23
ô ∣∣∣∣∣® A12, A13 ∈ Fq3A23 ∈ Fq ´
=
⊕
A23∈Fq
COU ([A
∗
15
qe14 +A
∗
15e15 +A23e23]),
M(A∗16e16) :=C
®ñ
A12 A13 A
q
15 A15 A
∗
16
A23
ô ∣∣∣∣∣® A12, A13, A15 ∈ Fq3A23 ∈ Fq ´
=
⊕
A13∈Fq3
A23∈Fq
COU ([A
∗
16e16 +A13e13 +A23e23]),
M(A∗17e17) :=C
®ñ
A12 A13 A
q
15 A15 A16 A
∗
17
ô ∣∣∣∣∣® A12, A13, A15 ∈ Fq3A16 ∈ Fq ´
=
⊕
A12∈Fq3
COU ([A
∗
17e17 +A12e12]).
Denote byM the set of all of the above CU -modules.
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8.4 Lemma. Let A = (Aij) ∈ V and G := G8(q
3). Then all G-orbit modules are irreducible, and
every U -module in M is a direct sum of restrictions of some G8(q
3)-orbit modules to 3D
syl
4 (q
3) as
follows:
M(A12e12 +A23e23) = Res
G
UCOG([A12e12 +A23e23]),
M(A∗13e13 + A¯
A∗13
12 e12) = Res
G
UCOG([A
∗
13e13 + A¯
A∗13
12 e12]),
M(A∗15
qe14 +A
∗
15e15) =
⊕
A23∈Fq
ResGUCOG([A
∗
15
qe14 +A
∗
15e15 +A23e23]),
M(A∗16e16) =
⊕
A23∈Fq
ResGUCOG([A
∗
16e16 +A23e23]), M(A
∗
17e17) = Res
G
UCOG([A
∗
17e17]).
8.5 Notation. Let M ∈ M, and let the complex character of the CU -module M be denoted by
ΨM . We set X := {ΨM |M ∈ M}.
8.6 Corollary. Let A = (Aij) ∈ V , and ψA be the character of COU ([A]). Then
ΨM(A12e12+A23e23) = ψA12e12+A23e23 ,
Ψ
M(A∗13e13+A¯
A∗
13
12 e12)
= ψ
A¯
A∗
13
12 e12+A
∗
13e13
, ΨM(A∗15
qe14+A∗15e15)
=
∑
A23∈Fq
ψA23e23+A∗15
qe14+A∗15e15
,
ΨM(A∗16e16) =
∑
A13∈Fq3
A23∈Fq
ψA13e13+A23e23+A∗16e16 , ΨM(A∗17e17) =
∑
A12∈Fq3
ψA12e12+A∗17e17 .
8.7 Proposition (Supercharacter theory for 3D
syl
4 (q
3)). (X ,K) is a supercharacter theory for
3D
syl
4 (q
3), where K is defined in 7.8, and X is defined in 8.5.
Proof. By 7.8, K is a partition of U . We know X is a set of nonzero complex characters of U .
(a) Claim that |X | = |K|. By 7.8, 8.3 and 8.5, |{ΨM(A∗17e17) | A
∗
17 ∈ F
∗
q}| = |{M(A
∗
17e17) |
A∗17 ∈ F
∗
q}| = |{C6(t
∗
6) | t
∗
6 ∈ F
∗
q}|. Similarly, we obtain |X | = |K|.
(b) Claim that the characters χ ∈ X are constant on the members of K. Let A ∈ F4 and
B15(A
∗
15) :=
®
C12 C13 A
∗
15
q A∗15
C23
∣∣∣∣∣
®
C12, C13 ∈ Fq3
C23 ∈ Fq
´
.
Let y ∈ U . Then we have that
ΨM(A∗15
qe14+A∗15e15)
(y) =
∑
C∈B15(A∗15)
C.y=C
χC(y) =
∑
C∈B15(A∗15)
y∈StabU (C)
χC(y).
If y = x(0, 0, 0, t4, t5, t6) ∈ C0 ∪ C4(t
∗
4) ∪ C5(t
∗
5) ∪ C6(t
∗
6) ⊆ K, then y ∈ StabU (C) for all
C ∈ B15(A
∗
15) by 5.11. Thus
ΨM(A∗15
qe14+A∗15e15)
(y) =
∑
C∈B15(A∗15)
χC(y) = q
7 · ϑpiq(A
∗
15
qt4 +A
∗
15t
q2
4 ).
If y ∈ C1,2(t
∗
1, t
∗
2) ∪ C1,3(t
∗
1, t¯
t∗1
3 ) ∪ C3(t
∗
3) ⊆ K, then y /∈ StabU (C) for all C ∈ B15(A
∗
15) by
5.11. Thus ΨM(A∗15
qe14+A∗15e15)
(y) = 0.
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If y = x(0, t∗2, s3, s4, s5, s6) ∈ C2(t
∗
2) ⊆ K, then by 5.11 we have that
ΨM(A∗15
qe14+A∗15e15)
(y) =
∑
C∈B15(A∗15)
A∗15
qsq3+A
∗
15s
q2
3 +C13t
∗
2=0
χC(y)
=
∑
C12∈Fq3
C23∈Fq
ϑκq
Ñ
C12 −
A∗15
qsq3+A
∗
15s
q2
3
t∗2
A∗15
q A∗15
C23
,
0 −s3 s4 s
q2
4 ∗ ∗
t∗2
é
=q3 · ϑpiq
(A∗15qsq+13 +A∗15sq2+13
t∗2
+A∗15
qs4 +A
∗
15s
q2
4
)
·
∑
C23∈Fq
ϑpiq(C23t
∗
2) = 0.
Similarly, we calculate the other values of the Table 3. Thus the claim is proved.
(c) The elements of X are pairwise orthogonal by 6.15.
(d) The set {I8} is a member of K.
Therefore, (X ,K) is a supercharacter theory for 3D
syl
4 (q
3).
8.8 Corollary. By 8.7, the modules of M (see 8.3) are CG-supermodules, and the number of the
supercharacters of 3Dsyl4 (q
3) is
|X | = |M| = |K| = q5 + q4 + q3 − q2 + 2q − 3
=(q − 1)5 + 6(q − 1)4 + 15(q − 1)3 + 18(q − 1)2 + 12(q − 1) + 1.
In the following proposition, we use the notations of [20].
8.9 Proposition (Supercharacters and irreducible characters). The following relations between
supercharacters and irreducible characters of 3D
syl
4 (q
3) are obtained.
ΨM(A∗17e17) = q
3
∑
A12∈Fq3
χ
A∗17,A12
6,q4 , ΨM(A∗16e16) = q
3
∑
A23∈Fq
A13∈Fq3
χ
A∗16,A23,A13
5,q3 ,
ΨM(A∗15
qe14+A∗15e15)
= q3
∑
A23∈Fq
χ
A∗15,A23
4,q3 , ΨM(A∗13e13+A¯
A∗
13
12 e12)
= χ
A∗13,A¯
A∗13
12
3,q ,
ΨM(A12e12+A23e23) = χ
A12,A23
lin .
Proof. Take ΨM(A∗15
qe14+A∗15e15)
= q3
∑
A23∈Fq χ
A∗15,A23
4,q3 for example. We must show that
ΨM(A∗15
qe14+A∗15e15)
(u) = q3
∑
A23∈Fq
χ
A∗15,A23
4,q3 (u) for all u ∈ U.
By Table 3 and the character table of 3D
syl
4 (q
3) (see [20]), it is sufficient to prove that
0 = ΨM(A∗15
qe14+A∗15e15)
(u) = q3
∑
A23∈Fq
χ
A∗15,A23
4,q3 (u) for all u ∈ C2(t
∗
2) ⊆ U.
A
S
U
P
E
R
C
H
A
R
A
C
T
E
R
T
H
E
O
R
Y
F
O
R
S
Y
L
O
W
p
-S
U
B
G
R
O
U
P
S
O
F
3D
4 (q
3)
2
5
Table 3: Supercharacter table of 3D
syl
4 (q
3)
C0 C1(t
∗
1, t¯
t∗
1
3 ) C2(t
∗
2) C1,2(t
∗
1, t
∗
2) C3(t
∗
3) C4(t
∗
4) C5(t
∗
5) C6(t
∗
6)
ΨM(0) 1 1 1 1 1 1 1 1
ΨM(A∗
12
e12) 1 ϑpiq(A
∗
12t
∗
1) 1 ϑpiq(A
∗
12t
∗
1) 1 1 1 1
ΨM(A∗
23
e23) 1 1 ϑ(A
∗
23t
∗
2) ϑ(A
∗
23t
∗
2) 1 1 1 1
ΨM(A∗
12
e12+A
∗
23
e23) 1 ϑpiq(A
∗
12t
∗
1) ϑ(A
∗
23t
∗
2)
ϑpiq(A
∗
12t
∗
1)
·ϑ(A∗23t
∗
2)
1 1 1 1
Ψ
M(A∗
13
e13+A¯
A∗
13
12
e12)
q
ϑpiq(A¯
A∗
13
12
t∗
1
−t¯
t∗
1
3
A∗
13
)
·
∑
r2∈Fq
ϑpiq(−A
∗
13
t∗
1
r2)
0 0
ϑpiq(−A
∗
13t
∗
3)
·q
q q q
ΨM(A∗
15
qe14+A
∗
15
e15) q
7 0 0 0 0
ϑpiq(A
∗
15
q
t∗4)
·ϑpiq(A
∗
15t
∗
4
q2)
·q7
q7 q7
ΨM(A∗
16
e16) q
10 0 0 0 0 0
ϑ(A∗16t
∗
5)
·q10
q10
ΨM(A∗
17
e17) q
10 0 0 0 0 0 0
ϑ(A∗17t
∗
6)
·q10
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Let u := x(0, t∗2, t3, t4, t5, t6). Then
q3
∑
A23∈Fq
χ
A∗15,A23
4,q3 (u)
=q3
∑
A23∈Fq
r1∈Fq3
ϑpiq(A23t
∗
2 +A
∗
15
q(t4 − t
∗
2r
q+1
1 + r1t
q
3 + r
q
1t3) +A
∗
15(t
q2
4 − t
∗
2r
q2+1
1 + r
q2
1 t3 + r1t
q2
3 ))
=0.
Thus ΨM(A∗15
qe14+A∗15e15)
= q3
∑
A23∈Fq χ
A∗15,A23
4,q3 is proved. Similarly, we get the other formulae.
8.10 Comparison (Supercharacters). (1) Supercharacters of An(q) are the characters of stair-
case An(q)-modules, which are called André-Yan supercharacters (see [15, 2.2.27]).
(2) Supercharacters of Dsyln (q) are the characters of the sums of all hook-separated staircase
Dsyln (q)-modules with the same verge (see [15, 3.6.13 and 3.6.16] and [4, page 1278]),
which are called André-Neto supercharacters.
(3) Supercharacters of 3Dsyl4 (q
3) of families F4, F5 and F6 are the characters of the sums of all
hook-separated staircase 3Dsyl4 (q
3)-modules with the same 1st verge (see 8.3 and 8.7).
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