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ABSTRACT 
If errors occur in all variables of a linear model, many classical techniques such as 
least squares can fail because they lose their optimal properties. To face those 
problems, the total least squares (TLS) technique introduced by Golub and Van Loan 
is proven to be very useful in rejecting noise and improving the solution accuracy. 
This paper treats the problem of subset selection for linear models with collinearities 
and errors in all its variables. A new subset selection algorithm based on TLS is 
presented and compared with the algorithm of Golub, Klema, and Stewart. The 
selection properties and accuracy in parameter estimation and prediction in the 
presence of errors are investigated. With respect to prediction, only cases in which 
one needs to predict the response from exact values of the selected predictor variables, 
e.g. in hypotheses or simulation studies, are considered. The TLS concept typically 
applies to those cases. It may be concluded that our subset selection algorithm 
guarantees better stability and reliability of its subset choice and better prediction 
accuracy in almost all cases. A computationally very attractive variant of our al- 
gorithm, which enables the same prediction accuracy, is also presented. 
1. INTRODUCTION 
The linear model Ax = b describes the relationship between a vector b 
containing m observations of one response variable and an m X n matrix A 
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containing m observations of n predictor variables in its columns. The 
n-dimensional vector x contains the unknown model parameters. If 4 is an 
estimate of x, then Ax^ is called a predictor. 
The notion of collinearity refers to the situation in which there is a nearly 
exact linear relation among the predictor variables in A. The consequences 
are well known; in particular, coefficient estimates obtained with ordinary 
least squares (LS) tend to be inflated, and the predicted values may be 
unreasonable. One technique, called ridge regression [8], for handling the 
collinearity problem and stabilizing the coefficients is to reduce the LS 
estimator with a factor k. A less commonly used way is to shrink the LS 
estimator with a shrinking factor ‘p (0 < ‘p < 1) (see [2] for a review). Another 
way is based on reducing the rank of the matrix of variables. Replacing the 
original data matrix A by its rank r approximation 
(with r<rank(A) and {ai,ni,oi}, i=l,...,r, the first T singular triplets of 
A 15, p. IS]) in the LS problem amounts to filtering out the smallest singular 
values and can make a great deal of sense in those situations where A is 
derived from noisy data. The first T singular vectors can then be regarded as 
new independent predictor variables, i.e. as in principal component regres- 
sion [ 10, 111. A similar approach is found in latent root regression [ 171. All 
those approaches offer an estimate and predictor involving all variables of the 
original model. Indeed, although principal component regression reduces the 
original matrix to rank r, each singular vector is still a linear combination of 
all its original variables. Thus, although the dimensionality of the space may 
be reduced by selecting singular vectors, one must still interpret results about 
the original number of variables. In many applications it is desirable not only 
to reduce the dimensionality of the space but also to reduce the number of 
variables that are to be considered or measured in the future. For example, 
the model builder may not be interested in a predictor such as A,x that 
involves all redundant variables. Instead, a predictor AZ may be sought 
where z has at most r nonzero components. The position of the nonzero 
entries determines which columns of A, i.e. which variables in the model, are 
to be used in approximating the response vector b. How to pick these 
columns is the problem of subset selection. 
Procedures for discarding or selecting variables in multivariate analysis 
are available in a variety of settings. The regression area has been investi- 
gated extensively (see [6] and [7] f or a review). A variety of selection criteria 
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have been proposed [6, 13, 191. Many of these criteria are simple functions of 
the mean squared error of estimation or prediction which trades off estimated 
variance against estimated squared bias on a one-to-one or weighted basis. 
Another criterion, efficient in the elimination of cohinearities is maximizing 
the independence between the selected variables. This can be expressed 
quantitatively by using a QR decomposition of the matrix of all variables with 
column pivoting. However, in settings that involve near rank deficiency, it 
can fail to obtain a set of linearly independent columns [3]. Hence it is 
advisable to use the singular value decomposition (SVD) [S, p. 161. 
A subset selection procedure that is based on this decomposition has been 
proposed by Golub, Klema, and Stewart [3; 5, pp. 414-4191. This approach is 
based on a least squares approximation and considers the columns of the data 
matrix A as values of the real variables in the model. Hence they are 
obtained without error. However, in many applications the desired variables 
as well as the response variable are unobservable and can’t be obtained 
without error. For those cases, only perturbed information about the variables 
involved in the model, e.g. the results of measurements, is available. Hence, a 
more global approximation of the problem, which takes into account the 
errors on all variables, is adequate here and can improve the reliability and 
stability of the selection. Moreover, by using the information provided by the 
response variable, the accuracy of the selected subset model with respect to 
parameter estimation and prediction can be improved. For this purpose an 
appropriate technique, total least squares (TLS), has been introduced by 
Golub and Van Loan [4; 5, pp. 420-4251 and generalized by Van Huffel, 
Vandewalle, and Staar [15]. The superiority of TLS over the ordinary least 
squares method with respect to parameter estimation in cases of perturbation 
of all data has already been proven by Van Huffel, Vandewalle, and Staar 
[15]. A new subset selection procedure based on TLS [16] will be presented 
in this paper. It will be compared with the subset selection procedure of 
Golub, Klema, and Stewart [3] with respect to its stability in subset choice 
and its accuracy in parameter estimation and prediction, when errors occur 
in all variables. 
The key to a successful prediction of future responses is a careful 
examination of the requirements. Because of its important ability [16, p. 
23-241 to estimate the true parameters of the exact model consistently (with 
probability one) from noisy data, TLS will be of primary importance in the 
prediction of responses in all cases where one deals with exact values of the 
predictor variables. For example, in hypotheses one utilizes hypothetical 
values of the predictor variables to study the response behavior. Also in 
simulation studies, one is interested in the exact model to predict the 
response and true system behavior from exact values of its predictor vari- 
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ables. Only those requirements of prediction are considered in our analysis. It 
will be shown in this paper that the new subset selection procedure presented 
here must be applied whenever only noisy data are available and one wants 
to know the exact relationship between the response and the most indepen- 
dent variables of a given model or study the exact properties of the selected 
subset model. 
This article is organized into four sections. Section 2 presents the new 
subset selection algorithm based on TLS, and discusses some variants. In 
Section 3 the subset selection algorithms and their variants are evaluated in a 
simulation setup with respect to their selection abilities and accuracy in 
parameter estimation and prediction. Finally, Section 4 summarizes the 
conclusions. 
2. SUBSET SELECTION ALGORITHMS 
Before starting, we summarize the most important symbols used 
throughout this paper and describe briefly the total least squares (TLS) 
principle: 
A is the m X n data matrix of rank r, and b is the mdimensional 
response vector of the linear model Ax = b in the unknown vector r with n 
components. 
Let A, be the selected r-dimensional subset of A, and let z be the 
r-dimensional solution vector of the subset model A,z = b. To specify the 
method, use the subscript (Y to denote the subset selection algorithm used, i.e. 
A,, b,, z,. The subscript 0 is used to denote the exact case. 
We denote the singular value decomposition (SVD) [S, p. 161 of the 
augmented matrix [A; b ] by 
UZVT, u= [Ui ,...) u,+J, v= [u, ,..*, o,+J, ui EIW”, oj eIWn+l, 
Z=diag(a,,...,a,+,) and a,> *.. >u,,+i (2) 
and we use primes to denote the SVD of A, i.e. 
A = U’Z’V’T, u’=[u; )...) z&l, v=[n; ,...) u;], U;ElkI”‘, OIEIW”, 
Z’=diag(a;,...,u,‘) and ai> ... >a,’ (3) 
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The same notation is used to distinguish the SVD of the subset matrix A, 
from the augmented matrix [A,; b]. 
The superscript T denotes the transpose of a vector or matrix. 
Denote by V, (by V,‘) the submatrix containing the first r right singular 
vectors of [A; b] (of A). 
The Frobenius norm of a matrix M is denoted by 
II”II~= 
\i 
Cm;, j 3 
i,j 
and the Euclidean norm of a vector y by 
llvlle = CY2. 
d-- i 
The TLS approach (see [4] and [15]) is as follows: Given an overde- 
termined set of m linear equations Ax = b in n unknowns x, the total least 
squares (TLS) solution is defined as the minimum norm solution f of the set 
of m linear equations 
Rf=h, (4 
where A and 6 are determined so that 
6 E R(d), 
I][ A; b] - [A; 61 IIF is minimal. 
To obtain a minimal deviation [A - d; b - &] in the generic case such that 
(5)-(6) are satisfied, we replace the smallest singular value a, +, of [A; b] by 
zero. The lower rank approximation of [A; b] is then 
[A; &] = UeVT and 2 = diag( CJ r,...,enn,6), (7) 
and the TLS solution is obtained by scaling the last column v, + 1 of V of the 
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SVD (2) of [A; b] so that its last component is - 1 or 
[P; - 1lT = - u?a+l/%+l,“+l’ 
The practical TLS computation is summarized in a generalized algorithm 
which allows for coinciding and zero singular values and for components 
U n+ 1, j of V equal to zero, and which can handle multiple right hand sides 
WI. 
The TLS approximations of A and b, defined in (5)-(6) are denoted by 
A and 8. 
The method used by Golub, Klema, and Stewart [3; 5, pp. 414-4191 to 
select the independent columns is based on the following theorem: 
THEOREM 2.1. Let the SVD of A ERmxn be given by (3), and define 
the matrix A, E Rmxr, r < rank(A), by AP = [A,; A,], where P E R”‘” is a 
permutation matrix. lf 
and V& is non-singular, then 
This result suggests that in order to obtain a sufficiently independent subset 
of columns, the permutation P should be chosen so that the resulting c/1 
submatrix is as well conditioned as possible and hence IIv’;,- ‘11 2 is as s-mull as 
possible. This implies that the computed subset A, tends to maximize its 
minimal singular value @(A r). A heuristic solution to this problem, sug- 
gested by Golub, Klemu and Stewart, is obtained by computing the QR 
factorization with column pivoting [18, p. 233-2471 of the matrix Vr ‘T = 
iu;,..., I.$]~ of A. Looking at the advantages of analyzing the augmented 
matrix [A; b] [ 15-171, we applied the same technique to [A; b] and derived 
the following subset selection algorithm: 
ALGORITHM SAB-TLS. Given A E R mxn, b E IF2 “‘, and a method for 
computing an integer r that approximates the rank of [A; b], the following 
algorithm computes a permutation P and a vector z E R’ such that the first r 
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columns A, of AP are independent and such that ll[A1 - A,; b - &][I, is 
minimal and & E R( d 1): 
Step 1. Compute the SVD (2) of [A; b] and determine r < rank[ A; b]; 
partition 
Step 2. Use QR with column pivoting to compute 
QTIVl’;;V$]P=QT[~;;~~] = [R,,;R,,] (11) 
and set 
AP= [A,; A,] 
I n--r 
Step 3. Determine the TLS solution z E R r of A iz = b. 
Golub, Klema, and Stewart base their subset selection on VrrT of A (step 
2) and compute the LS solution of the selected subset (step 3). Their 
algorithm is called SA-LS. In order to compare the subset selection abilities 
(step 2) of SAB-TLS with those of SA-LS, we introduce a variant of SA-LS, 
denoted by SA-TLS. It differs from SA-LS only in step 3, namely, SA-TLS 
computes the TLS solution of the subset equations A,z = b instead of the LS 
solution. 
R,, in (11) is nonsingular and llVi;‘l1s = IIR;l’llz. By computing the QR 
factorization with column pivoting we try to make Vii as well conditioned as 
possible with respect to the TLS solution of the equations A,.z = b. Hence by 
Theorem 2.1, this implies that SAB-TLS tends to maximize the rth singular 
value of [A,; b]. Indeed similarly to (9), one can prove 
u,[A;b] 
llcl312 
< u,.[A,; b] < c&k bl. (12) 
The extra information provided by the variable b in this algorithm might 
make the stable components of b predicted by SAB-TLS, i.e. CIC1uTb, 
superior to the stable components predicted by SA-LS, i.e. E~=l~~Tb, when 
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errors are introduced on all variables of the model under consideration. 
Furthermore, SA-LS selects the r model variables of A so that the selected 
columns are not directly related to the magnitudes of the estimated coeffi- 
cients, i.e., the selection is independent of the orientation of b with respect to 
the columns of A. The effect of those differences will be analyzed in the 
simulation study of Section 3. 
Note that it is possible in the exact case to compute the TLS solution of 
A,z = b directly from step 2 in the algorithm SAB-TLS. Indeed, as u,+i = 
. . . =(J n + r = 0, we have with A r defined in (1) 
R(A)=R(A,) and bER(A,) 
As A has rank r, it has exactly r independent columns. We will select the 
most independent ones in A, from (11). We can state that 
R(A,)=R(A,)=Span{u,,...,u,} 
and the unique solution z E IR’ is obtained from 
z = A,‘b = R,‘QTVII, (13) 
Hence z can be directly obtained from step 2 of SAB-TLS by back substitu- 
tion (R,, is upper triangular) [ 18, p. 2471: 
R,,z = Q’V,,. 
If errors are introduced in all variables, then a,, i f . . . # un+ i > 0 and 
hence the r selected columns of A will also have components in the directions 
of u,+i ,..., u,+r, i.e., R(A,) # R(A,). We can however still compute the 
solution (14) and compare it with the TLS solution of A,z = b. If we assume 
that the n - r + 1 smallest singular values of [A; b] are nonzero only because 
of the perturbation of the exact but unobservable model, then R(A,) will be 
more stable than R( A,), and hence (14) might predict the stable components 
of b, i.e. Ci,luTb, more accurately. 
This computationally more efficient variant of the SAB-TLS algorithm is 
called SAB-VTS in the simulation study of Section 3. 
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3. OVERALL COMPARISON OF SUBSET SELECTION ALGORITHMS 
We now describe an extensive set of experiments to evaluate the subset 
selection algorithms and their variants, discussed in the previous section. 
With respect to prediction, we only consider here the need of predicting 
future responses in cases where one deals with exact values of the predictor 
variables, e.g. in hypotheses and simulation studies (see Section 1). The TLS 
concept typically applies to those cases. 
Simul42tion Setup 
Starting from an exact set of m equations A,x = b, in n unknowns with 
n - r collinearities, i.e. rank(A,) = r, we add noise with zero mean and 
variance u,” to the exact data A, and b,. Call the noisy data matrix A and 
the noisy response vector b. We compute the r-dimensional subset A, of A, 
where (Y denotes one of the following subset selection algorithms: SA-LS, 
SA-TLS, SAB-TLS, or SAB-V’I’S. Subset selection based on V,‘r (V,r) of A 
([A; b]) is denoted by SA (SAB). We then calculate the corresponding subset 
solution z, of the noisy subset model A,z, = b. The prediction accuracy is 
measured by computing the mean squared error of prediction (MSEP), which 
trades off estimated variance against estimated squared bias on a one-to-one 
basis [14, p. 1331: 
MSEP(b,) = E{ lib,-- boll:} = total variance(b,)+bias(b,)‘, (15) 
bi4bJ2 = E( IIE(b,) - h liE}p 
(16) 
(17) 
where the predicted response is b, = ( A&,.z, in which (A,), is the exact 
subset of A, selected by (Y, and (Y denotes the subset selection algorithm 
used. 
The expected values are computed using a set of 100 noisy models with 
the same noise variance u,“. The simulation is repeated for larger noise 
variances, and the estimated values of the squared bias, total variance, and 
MSEP are plotted versus the noise variance in a log-log diagram. 
Note that since &A,) = R(A,), and b, E R(A,), also b, E R(A,),. 
Hence, if za is the exact subset solution of ( A,),z, = b,, then (15) can also 
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be written as 




=E{ [~a-E(~u)][~a-E(z,)]~}+ [E(z,)-z,l[E(~,>-z,l~. 
covaliance matrix bias term 
of ia of 2, 
(19) 
Comparisons 
Several conclusions can now be made: 
First of all the estimation of the coefficients of the selected subset, i.e. 
step 3 of the subset selection algorithm, by TLS is always more accurate than 
by LS. Hence, we confirm the superiority of TLS in the study of the exact 
relationships between the selected variables and the response. This is evident 
by comparing the results obtained with SA-LS and with SA-TLS (Figure 1). 
Indeed, from (18) it is easily seen that the prediction accuracy is completely 
determined by the accuracy of the solution of the subset equations A,z, = b. 
From [12] the asymptotic properties of TLS and LS estimation in the noisy 
case can be derived [16, pp. 25-281. If the errors on the data are row 
independent and identically distributed with zero mean and common covari- 
ante matrix $1, the TLS solution yields a strongly (with probability one) 
consistent estimate of the exact model parameters, whereas LS loses its 
optimal properties and is biased [Figure l(a)]. Although the asymptotic 
variance of the TLS solution remains slightly larger [Figure l(b)], causing a 
comparable prediction accuracy for very small perturbations, the TLS solu- 
tion quickly enables a better prediction accuracy than the LS solution as soon 
as the noise variance u,” increases [Figure l(c)]. 
This is evident when the set of equations is more overdetermined, as the 
TLS estimator then approaches its asymptotic properties. This is certainly the 
case when selecting a subset of r variables, as m/r > m/n. Hence the TLS 
technique is recommended. Note that this conclusion is independent from the 
subset selection procedure itself (step 2). Hence it still holds when the subset 
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IV6 W5 1om4 10 ’ 
FIG. 1. Comparison of SA-LS, SA-TLS, SAB-TLS, and SABVTS with respect to 
their prediction accuracy, computed over 100 noisy sets of equations. The exact 
original model is (A,):,X,,r = b, with a’(A,) = {10,5,1,0.5,0.1,0,0,0,0,0} and 
b,, =X,7= ,(l/fi)ui, in which five columns a, must be deleted. (a) Squared bias of 
prediction; (b) prediction variance; (c) mean squared error of prediction. 
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FIG. 1. (Continued) 
is selected by any other variable selection method described in the literature 
(see [6] and [7] for a review), provided the final solution of the set equations 
corresponding to the selected subset is calculated with TLS (step 3). This 
effect increases with m/r, e.g. when the number r of selected columns of A 
becomes smaller in comparison with the original number IZ of variables in the 
model. On the other hand, the effect decreases as m/r converges to one and 
the norm of the solution z0 to zero. This is evident from Theorem 3.4 in [15, 
p. 141. If the norm of the solution is small, b is bent towards R(A). Hence 
the TLS solution comes close to the LS solution where b is completely bent 
towards R(A). By scaling b in such a way that ]]zO1]s converges to zero, TLS 
approaches the LS solution. In this sense TLS is more general than LS 
because of the scaling factor. LS can be considered as a special case of TLS. 
Second, the SAB-VI’S solution is in all experiments equally or even 
slightly more accurate than the SAB-TLS solution. Hence the use of SABVTS 
is preferred because of its computational efficiency: the computation time is 
reduced by 20% to 50% depending on the parameters of the model. The only 
disadvantage is perhaps its adaptivity to noise superposition. SAB-VTS can 
reject noise and thus stabilize its subset solution only by further reducing the 
subset size, while SAB-TLS can reject noise by reducing either the subset size 
or the rank of the selected subset model [16, p. 361. 
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Third, by comparing the properties of subset selection performed on 
V,I’(A)(SA) and subset selection performed on VT of [A; b](SAB), we 
observe that only in cases of sufficiently small perturbations of badly condi- 
tioned datasets does SA enable a slightly better prediction accuracy (SA-TLS). 
In all other cases, i.e. when the datasets are well conditioned or the 
perturbations are no longer small, SAB is superior in prediction accuracy 
(SAB-TLS). Moreover, SAB guarantees a higher and longer stability and 
reliability of its subset choice in the presence of errors in all variables. 
All these facts will now be proven. 
First, observe that a difference between SA and SAB is only due to the 
influence of the response b, causing possibly different subset choices. If the 
norm of b is small, then b has little influence and SAB and SA will always 
choose the same subset A,. Moreover, small Ilbll, implies a small norm ]]~~]]s 
of the subset solution. As discussed previously, the TLS solution Z, then also 
approaches the LS solution. Hence as the norm of the response b converges 
to zero, all subset selection algorithms converge and compute identical 
results. A difference in prediction accuracy is apparent when SA and SAB 
choose different subsets A, and can be evaluated by comparing the results of 
SA-TLS with SAB-TLS. 
For sufficiently small perturbations this difference in prediction accuracy 
depends mainly on the condition of the subset (A,),. Indeed, the bias term 
in (19) is negligible and thus the covariance matrix of Z, determines the 
prediction accuracy. As the amount of additive noise is low, i.e. u,” is small, 
and the common covariance matrix of the errors on the rows of the data 
[A ol; b] is q21, the covariance matrix of the TLS estimate z, can be 
approximated [9, p. 2331 by 
Hence, cov(z,) depends on the variance IJ,” of the noise on the data, the 
norm of the exact solution zO, and the condition of (A,),, mainly determined 
by its minimal singular value. With respect to the difference between SA-TLS 
and SAB-TLS this latter parameter is of primary importance. 
By maximizing the minimal singular value of the subset A, we obtain the 
best condition, and thus minimize the sensitivity of the subset solution z,. 
From Theorem 2.1 we know that SA selects the subset which maximizes 
a;,“( A ,). Hence 
din( A SA ) a dint A SAB ) * (21) 
Assuming bad conditioning, the subset solution is very sensitive. We 
expect a large covariance matrix of the TLS subset solution in (19) which 
(a) 
FIG. 2. Comparison of SA-LS, SA-TLS, SABTLS, and SAB-VTS with respect to 
their prediction accuracy, computed over 100 noisy sets of equations. The exact 
original model is (Ao)zoxs x = b,, in which each column has length one; the six first 
columns of A, are essentially orthogonal to each other and b = (lOa, - us - aa + u, 
+ u,)/m. The two collinearities are defined by - 5ar - aa + us + u4 - lOa, = 0 
and 7a, +4u, - lOa, = 0. Two columns a, have to be deleted. (a) Squared bias of 
prediction; (b) prediction variance; (c) mean squared error of prediction. 
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FIG. 2. (Continued) 
essentially affects the prediction accuracy (18). Hence the subset selection 
procedure which selects A, such that the sensitivity of its subset solution z, 
is minimized, i.e. such that u,&(A,) is maximal, also minimizes the predic- 
tion accuracy. 
Therefore from (21) we usually obtain a higher prediction accuracy with 
SA-TLS in the case of bad subset condition and sufficiently small perturba- 
tions (Figure 1). This means that we assume a;( A) and a,[ A,; b] to be 
sufficiently larger than the noise variance that the rth singular triplet of A, 
and [(A,),; &,I can still be accurately defined. This is confirmed by experi- 
ments. However, in the case of good subset condition, the sensitivity of the 
subset solution is no longer of primary importance. We expect good subset 
solution accuracy. Hence the advantages of a selection which takes into 
account the extra information provided by the response b can now influence 
the prediction accuracy (15) and improve it, as shown in Figure 2. Moreover, 
a good condition of the subset equations also implies that the r largest 
singular values of the data matrix A, are of the same order of magnitude and 
hence many well-conditioned subsets of A are acceptable candidates for 
selection. It is evident that in this case, the extra information provided by the 
response b might help to choose the best subset A, for b. This is clear from 
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TABLE 1 
COMPARISON OF SUBSET SELECTION PROCEDURES SA AND SAB 
Noise 
variance Proce- Deletions” (%) 
0,” dure a1 a2 =3 a4 a5 ‘6 a7 aS 
.5D - 05 SA 100 0 0 0 0 0 0 100 
SAB 0 0 0 0 0 0 100 100 
.75D - 04 SA 100 0 0 0 0 0 0 100 
SAB 0 0 0 0 0 0 100 100 
.1D-03 SA 98 0 0 0 0 0 2 100 
SAB 0 0 0 0 0 0 100 100 
.25~ - 03 SA 93 0 0 0 0 0 7 100 
SAB 1 0 0 0 0 0 99 100 
.5D - 03 SA 81 0 0 0 0 0 20 99 
SAB 4 0 0 0 0 0 96 100 
.75D - 03 SA 77 0 0 0 0 0 25 98 
SAB 8 0 0 0 0 0 92 100 
.lD-02 SA 71 0 0 0 0 0 30 99 
SAB 12 0 0 0 0 0 88 100 
.25D - 02 SA 56 0 0 0 0 0 52 92 
SAB 19 0 0 0 0 0 85 96 
.5D - 02 SA 55 0 0 2 0 0 57 86 
SAB 38 0 0 0 0 0 71 91 
.75D - 02 SA 52 0 0 1 0 0 56 90 
SAB 37 0 0 0 0 0 68 95 
“Percentage of times (out of 100) variables are deleted in models Ax = b, 
perturbed by noise with variance u,“. The exact original model is ( A0)20 x s x = b,, , 
in which each column has length one; a,, a2, as, a4, as, and a6 are essentially 
orthogonal to each other, and b = (lOa, - a5 - a6 + a7 + a,)/m. The two 
collinearities are defined by -5a, - a2 + a3 + a4 - lOa, = 0, 7a, +4a, - lOa, 
= 0, and two columns ai have to be deleted. 
Table 1, where SA deletes a variable (column of A) arbitrarily with little 
relationship between the variables deleted and the magnitude of the esti- 
mated coefficients, i.e. the orientation of the response b with respect to the 
columns of A. For example, one would hope that a, would not be deleted, as 
this variable provides important information about the response b (large 
coefficient zr). This is not guaranteed here. SAB, on the other hand, takes 
into account the extra information provided by the response b; hence it will 
not delete a,. SAB is thus more systematic in its deletion of variables. This 
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effect is most pronounced when the selected subset is well conditioned, e.g. 
when one deals with orthogonal variables in standardized datasets or datasets 
with a multiple rth singular value, in the presence of collinearities. 
The difference in bias of prediction between SA and SAB [Figure l(a)] 
is explained as follows. If we increase the perturbations on the data, the 
bias term in (19) grows; it becomes more and more difficult for the subset 
solution z, to point in the right direction of z,,. From Section 2 we know 
that the TLS solution [zz; - l]r is always orthogonal to the rth principal 
right singular subspace VrT of [A,; b]. Hence, the subset selection procedure 
which selects a subset A, such that its rth right singular subspace VrT[ A,; b] 
has minimal noise sensitivity approaches the exact solution zO more closely, 
on the average, and thus minimizes the bias of prediction (17). 
From perturbation theory [18, pp. 63-K@] for eigenvectors of symmetric 
matrices, we know that the sensitivity-tonoise of V,‘[ A,; b] depends essen- 
tially on the noise sensitivity of the lowest singular vector u,., which is 
inversely proportional to the size of its corresponding singular value a, [ A a; b]. 
Hence, the bias is minimized if a,[ A,; b] is maximal. From Theorem 2.1 and 
(12) we know that SAB maximizes a,[ A,; b] and thus 
dAs,d] a d4,; b]. (22) 
Therefore we usually obtain a smaller bias of prediction with SAB-TLS with 
increasing perturbation rate as shown in Figure l(a). As the variance term is 
still considerably larger than the bias, this improvement in bias only slightly 
influences the mean squared error of prediction (18). 
Moreover, if we increase the noise variance u,“, the singular triplets of the 
noisy data matrix A are also more and more affected by noise and will no 
longer approach the singular triplets of the exact matrix A,. This is certainly 
the case for the rth singular triplet {u,‘, u:, u:} of A, as we know from 
perturbation theory [18, pp. 63-1691. Hence the singular vector 0: deviates 
more and more from its exact direction or( A,) with increasing noise level. As 
SA (SA-LS or SA-TLS) bases its subset selection on the rth principal 
subspace Vr’T of A, incorrect subset choices can be made due to the 
perturbation of the rth singular vector v: of A, i.e., SA fails in its subset 
selection as the noise variance u,” reaches a certain limit. 
This limit u& depends on the value of the smallest significant singular 
value a,’ of A. From [l, p. 4371 we know that the rth singular triplet 
{ a/, u:, v: } of A will be very noise sensitive, and hence inaccurately defined, 
when a,” = (R, + l)mu~, where R, is the required signal-tonoise ratio. The 
worst case happens if all noise vectors superimposed on the exact data A, are 
mainly oriented in the direction of u,!, i.e., the noise matrix = (]E]],u$$~ 
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with llEll”F = mnu,” the total noise energy. In this case, the rth singular 
triplet is already purely noise if u,‘~ = mnuv2. Hence, a,“( A,)/mn < u&, < 
u,“(Ac)/m, which is confirmed in our experiments. 
The separation theorem [18, p. 1031 for eigenvalues of symmetric matrices 
impliesthat u/f~~foralli=l,..., 12. This means that V, is always less noise 
sensitive than V,‘. This sensitivity plays an important role if data are heavily 
perturbed [ 15, p. 18-231. Indeed, the lowest singular vector v, of [A; b] can 
still be accurately computed while the lowest singular vector v,! of A may 
already be entirely worthless. This means that SAB is still able to find the 
right subset A, which maximizes u,[ A,; b], while SA fails in its subset 
selection. This has been confirmed in all our experiments showing an 
increasing variability and instability in the subset selection by SA, as soon as 
the noise variance u,” exceeds its limit a/-(Aa)/mn. This can be seen from 
Table 1, where the numbers of times each of the r variables is deleted by SA 
and by SAB are presented. Observe that SAB is more stable in its subset 
choice with respect to any perturbation of the data. This higher stability has 
been confirmed in most of our experiments. This superiority effect of SAB 
with respect to SA is more pronounced as u~[ A; b]/u,l( A) increases. This 
ratio is mainly determined by the orientation and length of the response 
vector b [15, pp. 21-231. 
4. CONCLUSIONS 
If errors are present on all variables of a linear model Ax = b, many 
classical techniques, such as least squares, can fail because they lose their 
optimal properties. To face those problems the total least squares (TLS) 
technique, introduced by Golub and Van Loan [4], can be very useful in 
rejecting noise and improving the solution accuracy [15]. 
In this paper, the problem of subset selection in case of errors in all 
variables is studied. A new subset selection algorithm SAB-TLS based on 
TLS, has been presented and compared with the subset selection algorithm 
SA-LS of Golub, Klema, and Stewart [3]. Their selection properties and 
accuracy in parameter estimation and prediction are investigated. With 
respect to prediction, only cases in which one wants to utilize the subset 
equation to predict the response from exact values of the predictor variables, 
e.g. in hypothetical and simulation studies, are considered here. 
The SA-LS algorithm is recommended only if the variables in the data 
matrix A are assumed to be free of error. As soon as the variables are 
unobservable and only perturbed data are available, the TLS technique 
should be used in order to obtain the most accurate estimates for the 
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parameters in any selected subset model. For sufficiently small perturbations 
of the model Ax = b, subset selection based on the rth right principal 
subspace V,’ T of A (SA) enables a slightly better prediction accuracy, but 
only in the case of bad subset conditioning. On the other hand, the selection 
of well-conditioned datasets must always be based on the rth right singular 
subspace VrT of [A; b] (SAB) in order to obtain the best subset and prediction 
accuracy (SAB-TLS). However, as soon as the variance of the errors present 
in the model reaches its limit, depending on the magnitude of the singular 
values of A, subset selection based on V,T of [A; b] is superior in prediction 
accuracy for all cases (SAB-TLS). Moreover, SAB takes into account the extra 
information provided by the response b and guarantees a higher and longer 
stability and reliability of its subset choice, when errors occur in all variables. 
A computationally very attractive variant of the subset selection algorithm 
SAB-VTS, which enables the same prediction accuracy has been derived and 
is preferred because of its computational efficiency. 
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