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This paper explores the impact of the rubric rating scale on the evaluation of projects from a ﬁrst year engineering design
course. A small experimentwas conducted inwhich twenty-one experienced graders scored ﬁve technical posters using one
of four rating scales. All rating scales tested produced excellent results in terms of inter-rater reliability and validity.
However, there were signiﬁcant diﬀerences in the performance of each of the scales. Based on the experiment’s results and
past experience,we conclude that increasing theopportunities for raters to deduct points results in greater point deductions
and lower overall scores. Increasing the granularity of the scale can reduce this eﬀect.Rating scales that use letter grades are
less reliable than other types of scale. Assigning weights to individual criteria can lead to problems with validity if the
weights are improperly balanced. Thus, heavily weighted rubrics should be avoided if viable alternatives exist. Placing
more responsibility for the ﬁnal score on the grader instead of the rubric seems to increase the validity at the cost of rater
satisfaction. Finally, rater discomfort can lead to intentional misuse of a rating scale. This, in turn, increases the need to
perform outlier detection on the ﬁnal scores. Based on these ﬁndings, we recommend rating scale rubrics that use simple 3
or 4-point ordinal rating scales (augmented checks) for individual criteria and that assign numerical scores to groups of
criteria.
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1. Introduction
Project-based design courses are an integral part of
engineering education. In addition to teaching stu-
dents about design, these courses expose students to
the engineering profession; encourage them to be
active learners; allow them to apply their knowledge
to real-world problems; and help them to develop
professional skills related to teamwork, communi-
cation, and project management. Many also pro-
vide opportunities to work in an interdisciplinary
environment. As a result, these courses often lead to
increased student motivation [1, 2], satisfaction [3],
and creativity [4], a greater sense of community [3],
and higher program retention rates [3].
The way that a design course is evaluated aﬀects
how the students approach the subject [4] and how
much they learn [5]. Good evaluation also helps
faculty members understand how they can improve
their courses [3, 6]. Unfortunately, evaluation in
project-based design courses is challenging at best.
The open-ended and subjective nature of design
projects makes these courses poorly suited to exam-
inations with right and wrong answers [7–8]. As a
result, faculty members are often unsure of how to
evaluate their students [6, 9–11]. In addition, multi-
ple supervisors and/or graders are often necessary
for large project-based courses, which can lead to
concerns about fairness and consistency in evalua-
tion [2, 12–13].
It is increasingly common to use rubrics to
evaluate student deliverables in project-based engi-
neering design courses [6, 10, 13–14]. Scoring rub-
rics reduce the evaluation subjectivity [15–19] and
grading time [20] by explicitly deﬁning the evalua-
tion procedure and criteria. However, the choice of
rubric rating scale can signiﬁcantly impact the
reliability and validity of a rubric. It has been
shown that diﬀerences in age [21], education [22],
knowledge [23], experience [24], andmotivation [25]
can aﬀect the inherent severity of raters, their
tendency to choose (or eschew) extreme values on
a rating scale, and their tendency to exhibit a yes- or
no-saying bias [21]. Raters also vary in how they
interpret a rating scale [17], how closely they can and
will follow a rubric that has been provided [12, 24,
26–27], and how well they are able to withhold
judgment [24].
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Since the inherent variation between raters is
diﬃcult or impossible to eliminate, much work has
been dedicated to understanding and improving
rating scale design. Researchers in a variety of
ﬁelds have explored the inﬂuence of rating scale
length [22, 28–34], the presence or absence of a scale
mid-point [29, 35–36], the use of augmentation to
indicate in-between scale ratings [27, 37], the nature
of rating scale labels [22–23] and rater training [24,
34] on rating scale accuracy [34], reliability [22, 31,
33–34], validity [22, 28, 33, 36], sensitivity [31], rater
response time [29, 33], administration time [22, 29],
the proportion of scale used [29], administrator
preference [22], anduser satisfaction [21, 33].Unfor-
tunately, their ﬁndings have been highly contra-
dictory with no consistent recommendations
beyond the encouragement of augmentation.
Payne concluded that rating scales should be
chosen based on ‘‘the nature of the task and the
sophistication of the raters’’ [38]. This implies that
rating scales may perform diﬀerently in an educa-
tional context and may also depend on the course
being oﬀered. Unfortunately, most of the research
on ratings scales in education has focused on high
stakes assessments where student essays are evalu-
ated on 3 to 6 point Likert scales by 1 to 3 raters [32,
37, 39]. It is unclear how those results translate to
the assignment of letter grades on a 100-point scale,
when more raters are used, and when engineering
design projects are evaluated. In addition, most of
the literature examines the inﬂuence of various
rating scale parameters on single item questions
instead of looking at the overall eﬀect on multi-
item scales [40]. Thus, the results may have limited
applicability to multi-item constructs such as grad-
ing rubrics.
The goals of this work were to explore the impact
of rating scale on the evaluation of engineering
design projects and to choose a rating scale for use
in a large mandatory ﬁrst-year design course in
South Korea [41–42]. The paper begins with the
background and motivation of the project. This is
followed by a description of an experiment in which
ﬁve technical posters were evaluated by twenty-one
experienced raters using four rating scales. A
detailed analysis of the experiment results and the
follow-up survey are presented. Finally, the various
factors that could explain the diﬀerences between
the rating scales and the limitations of the study are
discussed. The paper ends with a summary, conclu-
sions, and recommendations.
2. Background and motivation
The experiment presented in this paper was per-
formed to choose andvalidate the rubric rating scale
used to evaluate the student deliverables in ED100:
Introduction to Design and Communication at the
Korea Advanced Institute of Science and Technol-
ogy (KAIST). Teams in ED100 produced two mid-
term and four ﬁnal deliverables per semester. Each
deliverable was assessed by a jury that consisted of
two faculty members and up to four teaching
assistants using grading rubrics. The original rub-
rics used a 4-point ordinal rating scale (zero, check
minus, check, or check plus) with integer scores for
each category of criteria (Fig. 1). After grading was
complete, all scores were analyzed [43] and scores
that were ﬂagged as statistical outliers were hand
checked by the course director. Scores that were
deemed invalidwere removed from the grading data
set. The remaining scores were averaged. In the Fall
2009 semester, this process resulted in an outlier
removal rate of between 2% and 5% for the ﬁnal
deliverables (Table 1). This rate is representative of
a typical semester in the course.
Based on feedback from course faculty and staﬀ
members, a 7-point letter grade rating scale (A+, A,
B, C, D, F, 0) for the individual criteria was
introduced in the Spring 2010 semester (Fig. 2).
Each category still received an integer score as
before. Although the new rating scale was intended
to be easier to use, its impact on grading perfor-
mance was dismal. Outlier removal rates increased
between 160% and 900% (Table 1). All grades in the
course had to be hand checked and adjusted by
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Fig. 1. Example Poster Grading Criteria, Fall 2009.
Table 1. Number (percentage) of outliers removed from the
deliverable grading averages in the Fall 2009 and Spring 2010
semesters
Poster Paper Technical Prototype
Fall 2009 8 (2%) 20 (5%) 23 (5%) 12 (3%)
Spring 2010 93 (18%) 93 (18%) 41 (8%) 77 (15%)
expert graders.Despite these eﬀorts, the ﬁnal grades
in the course had to be curved for the ﬁrst and only
time in its history.
The only explanation for the abrupt change from
a seemingly successful grading system to one that
was nearly non-functional was the change in rubric
rating scale. Since the performance of a given rating
scale could not be predicted a priori, the course




In order to understand better how rating scales
aﬀect grader behavior and to choose a rating scale
for use in ED100, an experiment was conducted in
which 45 experienced course faculty and staﬀ mem-
bers (23 professors and 21 TAs) were asked to grade
ﬁve ﬁnal posters from previous semesters using a
grading rubric with one of four rating scales. All
grading was done using an online platform [13] that
was developed for the course. All summing opera-
tions in all four grading pages were performed
automatically. The letter grade equivalents of the
assigned numerical scores were calculated and dis-
played for each category and for all ﬁnal scores to
eliminate cross-cultural number-to-letter grade
conversion bias. Scores could be revised and re-
saved.
The experiment had a 47%participation rate for a
total of 21 raters in groups of four to six. Each rater
had taught the course for at least two semesters and
had served as a grader at least once. The four
grading juries were balanced for age, gender, experi-
ence, and nationality to the extent possible. All
graders were aware that they were participants in
an experiment, that participation was optional, that
responses were not anonymous, that the results
would not aﬀect the grades of any current students,
and that the results would determine the rating scale
used in future semesters. Participants were not
compensated for their time.
3.2 Deliverables to be graded
The ﬁnal technical posters were chosen as the
deliverable to grade in the experiment because
they were generally the fastest and easiest to grade
and required the least expert knowledge in design.
The ﬁve posters used in the experiment were at least
two semesters old in order to minimize the chance
that the graders would remember the poster, the
project, or their ﬁnal scores. The posters were
selected to represent the widest possible range of
performance in the course and were expected to
receive the following grades: A/A– (poster 3), A–/
B+ (poster 5), B+/B (poster 2), B/B– (poster 1), and
C or lower (poster 4). It was assumed that the poster
number would inﬂuence the order in which the
participants would download and grade them.
Thus, the posters were numbered randomly
(except for the requirement that the best and worst
posters were neither ﬁrst nor last) in an attempt to
disguise the expected poster rank order.
3.3 Evaluation criteria
The poster evaluation criteria used in the rubric
were the same as the ones that were used in the
course with one exception. The ﬁnal category in the
poster rubric evaluated the student presentations
and their question-and-answer sessions. Since this
could not be evaluated online, this group of criteria
was removed. As a result, the posters in the experi-
ment were scored out of 85 points instead of 100.
The detailed evaluation criteria are shown in the
Appendix.
3.4 Rating scales to be tested
The variables considered in this study were: rating
scale labels (number, letter grade, or augmented
checks), scale length (4, 5, 10, or 12 points), whether
the score was calculated by item or by category (i.e.
whether individual criteria weights existed),
whether the weights of individual criteria were
visible or hidden, and the total number of allowable
ﬁnal scores (12 or 101). Given the limited number of
graders, these variables could not be tested inde-
pendently. Only four scales (A–D) were tested to
ensure a suﬃcient number of graders per jury.
Scale Awas a numerical interval scale. It required
graders to provide an integer score (out of 5 or 10
points) for each assessment criterion (Fig. 3). The
sub-totals, ﬁnal score, and letter grade equivalents
were automatically calculated and displayed.
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Fig. 2. Example poster grading criteria, Spring 2010.
Scale B was a 4-point ordinal scale (zero, check
minus, check, or check plus) with integer scores for
each group of criteria (Fig. 4). The raters provided
the sub-total values. The ﬁnal score and letter grade
equivalents were automatically calculated and dis-
played. This scale was successfully used in the
course in 2008 and 2009.
Scale C was the same as Scale B, except that the
ﬁnal score had to be chosen from a total of 12
options using a drop down box (Fig. 5). This
eﬀectively added a high-pass ﬁlter to the ﬁnal
grades and required the grader to reﬂect on his or
her previous choices before assigning the ﬁnal score.
Scale D provided each of the 12 letter grade
options from Scale C for each individual criterion.
The raters chose the score for each criterion using a
drop down box. The percentage chosen by the rater
(100%, 96%, etc.) wasmultiplied by theweight given
to each criterion (5 or 10 points) to determine the
numerical score for each criterion. The sub-totals,
ﬁnal score and letter grade equivalents were auto-
matically calculated and displayed.
3.5 Surveys
After grading was complete, each grader was asked
to ﬁll out a short online survey about their experi-
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Fig. 3. First group of criteria for rating Scale A.
Fig. 4. First group of criteria for rating Scale B.
Fig. 5. Drop down box for ﬁnal score in rating Scale C.
Fig. 6. First group of criteria for rating Scale D.
ences. Graders were asked if the rating scale was
easy to use and if they enjoyed using the rating scale
(1 = Not at all, 5 = Very much). They were asked if
their rating scale should be used for the coming
semester (Yes/No), what they liked and disliked
most about the rating scale (free response), how
they would improve the rating scale (free response),
and if they had any additional comments. Survey
participation was optional and responses were
anonymous.
3.6 Analysis
After the grading data were collected, the scores
were normalized so all four scales were calculated
out of 100 points. The normalized scores were
analyzed using the algorithm presented in [43] to
identify potential statistical outliers. Additional
scores were ﬂagged by hand. Flagged scores were
hand checked and scores that were determined to be
‘true’ outliers (as opposed to extreme but valid view
points) were removed.
A two-way analysis of variance (ANOVA) was
performed to determine whether the posters and
rating scales could bedistinguished statistically. The
four rating scales were then assessed by examining
their inter-rater reliability using Cronbach’s alpha
[44] and their validity using expected and actual
poster rank order, a T-test, analysis of variance
(ANOVA) tests [45], and two-sample F-tests.
Finally, the aﬀect of restricting the ﬁnal grading
options in Scale C was explored.
The statistical tests used to examine the diﬀer-
ences between the grading scales in this experiment
depend on the assumption that there were no
diﬀerences between the juries. This assumption
cannot be tested for the four juries employed in
this study. However, an analysis of variance
(ANOVA) of a mixed eﬀects model that examined
the diﬀerence between the assigned grade and the
jury mean for all deliverables from the Fall 2010
semester revealed no signiﬁcant eﬀects from any of
the juries. Since these juries were also balanced for
age, gender, experience, and nationality to the
extent possible, we believe that it is reasonable to
assume no jury eﬀect in this work.
4. Results
The ﬁnal scores assigned by each grader for each
poster are shown in Table 2. Of those scores, nine
scores were ﬂagged and seven scores were removed
as outliers, resulting in a total outlier removal rate of
6.6%. The details of the outlier detection and
removal and the impact of their removal on the
mean and standard deviation of the ﬁnal scores are
shown in Table 3.
4.1 Distinguishing between posters and rating
scales
To determine whether the posters and ratings scales
could be distinguished from one another, a two-way
analysis of variance (ANOVA)with F-tests for each
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Table 2. Final scores by grader, poster, and scale
Scale Poster Grader 1 Grader 2 Grader 3 Grader 4 Grader 5
A 1 82.4 91.8 64.7 74.1 91.8
A 2 78.8 89.4 78.8 71.8 82.4
A 3 83.5 94.1 96.5 84.7 92.9
A 4 63.5 72.9 62.4 58.8 51.8
A 5 75.3 97.7 83.5 74.1 74.1
Grader 6 Grader 7 Grader 8 Grader 9
B 1 92.9 88.2 69.4 82.4
B 2 82.4 85.9 72.9 89.4
B 3 100 97.7 71.8 87.1
B 4 74.1 75.3 77.7 74.1
B 5 96.5 68.2 87.1 85.9
Grader 10 Grader 11 Grader 12 Grader 13 Grader 14 Grader 15
C 1 70 75 93 90 90 80
C 2 70 50 75 90 85 90
C 3 96 60 100 93 96 85
C 4 50 25 60 85 60 90
C 5 90 70 90 90 80 90
Grader 16 Grader 17 Grader 18 Grader 19 Grader 20 Grader 21
D 1 90.5 92.7 89.7 90.8 84.1 90.2
D 2 90.4 89.6 85.1 88.2 92.9 94.6
D 3 97.5 94.4 96.8 90.9 96.1 95.7
D 4 61.5 84.1 81.4 83.4 79.7 74.1
D 5 83.7 91.5 96.4 90.8 87.8 94.8
eﬀect was performed on the normalized results after
outlier removal treating rating scale and poster as
ﬁxed eﬀects. This revealed that both the rating scale
used (p-value: 0.0001) and the poster being rated (p-
value: < 1e–6) had a signiﬁcant eﬀect on the ﬁnal
poster score. Thus, further investigation of the
rating scales seemed warranted.
4.2 Inter-rater reliability of rating scales
To determine the inter-rater reliability of the four
rating scales, Cronbach’s alpha was computed for
each scale and for the combined scores from all of
the rating scales before and after outlier removal
(Table 4). Removed outliers were replaced with
average values for the second calculation. Values
of Cronbach’s alpha above 0.8 are generally con-
sidered to be good and values above 0.9 indicate
excellent rater agreement [47]. Thus, all of the rating
scales and the combined scores (with the exception
of the pre-outlier Scale B) show very good to
excellent inter-rater reliability.
To ensure that the low pre-outlier agreement in
Scale B was due to one aberrant grader (#8) rather
than the rating scale, Cronbach’s alpha was also
calculated for the raw scores from Scale C. The raw
scores were obtained by summing the numerical
values for each category rather than by using the
ﬁnal scores from the drop-down menu (Table 6).
This resulted in a Cronbach’s alpha of 0.84 and
conﬁrmed the inter-rater reliability of Scale B.
4.3 Validity of rating scales: poster ranking
A ﬁrst estimate of the validity of the four rating
scales was determined by comparing the rank-order
of the ﬁve posters from each of the four grading
scales to the rank order that was expected by the
experiment’s designers (Table 5). This shows that all
four rating scales were successfully able to identify
the best (3), second best (5) and worst (4) posters.
However, three of the four scales (A, B, and C)
disagreed on the relative ranking of posters 1 and 2.
One scale (A) was totally unable to distinguish
between posters 2 and 5. In addition, two scales (A
and D) provided very poor diﬀerentiation between
posters 1, 2, and 5.
The apparent disagreement in poster ranking
seems to be due to the nature of the posters
themselves rather than a failing of the grading
rubric or the individual rating scales. For example,
Poster 1 has major weaknesses in content,
mechanics andpresentation.However, the informa-
tion that it does provide is exceptionally clear. In
contrast, Poster 2 has much more and better tech-
nical content but lacks clarity. Similarly, Poster 5
provides an excellent description of the design
process and outstanding visual aids, however it
does not include any references (a major point
deduction) and would beneﬁt from additional text.
It has been observed that diﬀerent raters ‘observe
and value diﬀerent things’ [44] and that despite
‘similar training, diﬀerent scorers may focus on
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Table 3. Statistical outliers ﬂagged and removed from score set
Grader Score Old mean New mean Old st. dev. New st. dev. Flagged by Removed
2 97.7 80.9 76.8 10.1 4.5 Algorithm No
7 68.2 84.4 89.8 11.8 5.8 Hand Yes
8 69.4 83.2 87.8 10.2 5.3 Hand Yes
8 71.8 89.1 94.9 12.9 6.9 Hand Yes
11 50 76.7 82 15.4 9.1 Algorithm Yes
11 60 88.3 94 14.8 5.6 Algorithm Yes
11 25 61.8 69 23.8 17.5 Algorithm Yes
11 70 85 88 8.4 4.5 Algorithm Yes
16 61.5 77.3 80.5 8.6 4 Algorithm No
Table 4. Cronbach’s alpha for each scale and for all scales with and without outlying scores
Scale A Scale B Scale C Scale D Combined
Cronbach’s alpha (all scores) 0.92 0.22 0.84 0.91 0.96
Cronbach’s alpha (outliers removed) 0.92 0.9 0.88 0.91 0.97
Table 5. Expected and actual poster rankings and mean scores (outliers removed)
Expected Scale A Scale B Scale C Scale D Combined
3 3 (90.4) 3 (94.9) 3 (94) 3 (95.2) 3 (93.6)
5 5 (80.9) 5 (89.8) 5 (88) 5 (90.8) 5 (87.3)
2 1 (80.9) 1 (87.8) 1 (83) 2 (90.1) 1 (85.2)
1 2 (80.2) 2 (82.7) 2 (82) 1 (89.7) 2 (84.1)
4 4 (61.9) 4 (75.3) 4 (69) 4 (77.3) 4 (71)
diﬀerent . . . features’ including some ‘that are not
cited in the scoring rubric’ [24]. Thus, it is possible
that three very diﬀerent posters could receive similar
or interchangeable scores even with the aid of a
good grading rubric and a fully functional rating
scale—and that these scores could be equally valid.
4.4 Validity of rating scales: signiﬁcant eﬀects in
the diﬀerences from the overall mean
An inspection of Table 3 reveals that Scale A
produced the minimum score in 5 out of 5 cases
while Scale D produced themaximum score in 5 out
of 5 cases. To determine if these diﬀerences were
signiﬁcant, the mean scores from each rating scale
were compared with the overall mean (‘true’ score)
for each poster after outlier removal (Fig. 7). A
diﬀerence of means test (t-test) conﬁrmed that the
diﬀerences between the means of Scale A (p =
0.0032) and Scale D (p = 3.1e–5) and the overall
mean were statistically signiﬁcant, while the diﬀer-
ence between the means of Scales B (p = 0.18) and C
(p = 0.65) were not. Thus, Scale A seemed to
consistently under-estimate the ﬁnal score, while
Scale D seemed to consistently over-estimate it.
4.5 Validity of rating scales: comparison of means
and variances
For a more rigorous investigation of the diﬀerences
between the four rating scales and the overall mean,
two additional series of ANOVA tests were per-
formed. First, a series of ANOVAs with F-tests was
performed with the null hypothesis that the means
of the diﬀerences between the assigned and ‘true’
scores for each of the four rating scales are equal.
The analyses showed that the mean of Scale A was
signiﬁcantly diﬀerent from Scales B and D (p =
0.0028 and p = 1.2e–6) but was indistinguishable
from Scale C (p = 0.0906). The mean of Scale C was
signiﬁcantly diﬀerent from Scale D (p= 0.0076), but
was indistinguishable from Scale B (p = 0.26). The
means of scales B and Dwere indistinguishable (p =
0.0975).
Second, a series of F-tests was performedwith the
hypothesis that the variances of the diﬀerences
between the assigned and ‘true’ scores for each
pair of the four rating scales are equal. The variance
of Scale A was signiﬁcantly diﬀerent from that of
Scale D (p = 0.0085) whereas it was indistinguish-
able from the variances of Scales B and C (p = 0.076
and p = 0.48). The variance of Scale B was signiﬁ-
cantly diﬀerent from that of Scale C (p = 0.019) but
not from Scale D (p = 0.67). The variances of Scales
C and D were signiﬁcantly diﬀerent (p = 8e–4).
This analysis showed that Scales A and C were
statistically indistinguishable when comparing their
ability to produce scores close to the overall mean
due to their large variances. Likewise, Scales B and
D were indistinguishable due to their similar means
and small variances.
When these three perspectives on validity are
viewed as a whole, it seems logical to conclude
that all four rating scales are valid. However, Scale
B is able to distinguish between all ﬁve posters
(unlike Scales A and D), has a close correlation to
the overall mean (unlike Scale A), and has a small
variance (unlike Scales A and C). Thus, it seems
reasonable to conclude that Scale B is perhaps a bit
more valid than the others.
4.6 Inﬂuence of reduced options for ﬁnal scores
To better understand the impact of reducing the
total possible ﬁnal scores from 101 to 12, we
compared the raw scores from Scale C (Table 6)
with the ones that were submitted using the drop-
down menu (Table 7). Two of the graders (10 and
11) systematically rounded their raw scores up or
down to the closest permissible score. Two graders
(14 and 15) both chose to round in the opposite
direction once but otherwise were very faithful to
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Fig. 7. Box plot showing diﬀerences from the overall mean by
grading scale.
Table 6. Raw scores from Scale C (all scores)
Poster Grader 10 Grader 11 Grader 12 Grader 13 Grader 14 Grader 15
1 70.6 72.9 92.9 87.1 88.2 80
2 70.6 44.7 71.8 87.1 84.7 87.1
3 96.5 62.4 100 92.9 96.5 84.7
4 52.9 27.1 32.9 78.8 68.2 88.2
5 89.4 65.9 84.7 84.7 78.8 87.1
their original scores. The last two graders (12 and
13) had some major departures from their raw
scores, always rounding up. The average diﬀerence
between the raw and ﬁnal scores was quite small:
1.69 points per poster. In no case did the adjustment
aﬀect poster order. These results indicate that limit-
ing the ﬁnal score options does successfully force
some reﬂection and revision on the part of the rater.
However, the increased variance in Scale C com-
pared with Scale B (which is otherwise equivalent)
implies that rater reﬂection is occurring anyway and
that reﬂection at a ﬁner resolution (looking at
individual criteria or groups of criteria rather than
the poster as a whole) leads to better ﬁnal scores.
4.7 Grader satisfaction and feedback
Finally, we examined the results from the rater
surveys to better understand the raters’ perspectives
(Table 8). Scale D received the best feedback on the
survey, with respondents saying that it was both
easy (4.40/5) and enjoyable to use (4.00/5), followed
by Scale A. However, these were also the only two
scales that did not receive unanimous recommenda-
tions for use in the following semester.
In the free response section, raters from Scales A,
C, and D expressed discomfort with their assigned
rating scale and suggested changes to their scale or
the use of another scale. However, there was no
consensus about which scale to use or what changes
to make. (Scale B received no feedback.) This is
consistent with other faculty and staﬀ surveys in
ED100 over the years and emphasizes the need to
choose rating scales experimentally.
4.8 Selection and performance of Scale B
As noted above, the primary motivation of this
work was to choose a rating scale for use in a large
project-based engineering design course. Based on
the results above and its previous success in the
course, Scale B was chosen for use in the Fall 2010
semester. After its reinstatement, the percentage of
removed outliers ranged from0% to 6% for all of the
course deliverables. We consider this to be ﬁnal
validation of the choice of Scale B.
5. Discussion
There are four major limitations of the study: the
sample sizes of the juries, the lack of a control across
the four juries, the subjective nature of outlier detec-
tion and removal, and the fact that the raters were
aware that theywere participating in an experiment.
5.1 Insuﬃcient sample size
By experimental standards, the sample size (four to
six raters) for all four juries is small. The sample size
is particularly concerning for Scale B, which had a
total of four respondents, and only three scores for
three of the ﬁve posters after outlier removal. It is
reasonable to question whether scale B is compar-
able to the other scales, which had up to twice as
many responses. It is also logical to conclude that
the sample size is not large enough to deﬁnitively
prove anything about the rating scales. However,
we believe that general conclusions can still be
oﬀered for three reasons.
First, in the past, ED100 juries have consisted of:
(a) pairs of expert raters who discussed and com-
pared results after completing their initial evalua-
tions (3 semesters), (b) teams of four raters who
evaluated the projects independently (1 semester—
Fall 2009), and (c) teams of six (+/–1) raters who
evaluated the projects independently (4 semesters).
Teams with four raters tend to produce higher
standard deviations than larger teams. This makes
outlier detection more diﬃcult. However, teams
with four raters are still able to reach a consensus,
as indicated in Table 1. We may question whether
the particular four-rater jury for Scale B functioned
well, but there is suﬃcient evidence from the Fall
2009 semester that juries with only four members
perform reasonably well in general.
Second, the results from Scale B could be (and
were) supplemented with the raw scores from Scale
C as shown in Tables 6 and 7. When combined, the
scores from Scale B and the raw scores from Scale C
represent between 8 and 10 data points, depending
on the outlier detection. These combined scores are
still able to distinguish between all ﬁve posters and
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Table 7. Final scores from Scale C (all scores)
Poster Grader 10 Grader 11 Grader 12 Grader 13 Grader 14 Grader 15
1 70 75 93 90 90 80
2 70 50 75 90 85 90
3 96 60 100 93 96 85
4 50 25 60 85 60 90
5 90 70 90 90 80 90
Table 8. Summary of survey results
Easy to use Enjoyable For/Against
Scale A 4.2 3.6 3 to 2
Scale B 3.3 3.3 3 to 0
Scale C 3.7 3.3 3 to 0
Scale D 4.4 4 5 to 1
still have a close correlation to the overall mean.
(The combined scores dohave a larger variance than
Scale B but the larger number of responses and the
reduced reﬂection on the part of the graders prob-
ably cause this.) Thus, the combined scores also
support the recommendation of Scale B.
Finally, Scale Bhad been used successfully during
the four semesters before and the three semesters
after this experiment was performed. Thus, its
performance and stability is well understood. The
primary purpose of the experimentwas to determine
if any of the other scales performed better than Scale
B. Although we cannot say deﬁnitively that Scale B
performed better than the other scales, there seems
to be suﬃcient evidence to conclude that the other
rating scales did not outperform Scale B.
5.2 No inter-jury control
The experiment described in thisworkdidnothave a
formalcontrolacrossallof the juriesusingaseparate
poster and rating scale. This was done because of
concerns that the interpretation and usage of a
second rating scale would be inﬂuenced by the ﬁrst.
As noted in Section 3.6, no signiﬁcant eﬀects were
observed on grading from jury formulation in other
semesters of the course so it seems reasonable to
assume no jury eﬀect in this work as well.
5.3 Subjective outlier detection
In this study, outliers were ﬂagged automatically by
a formal algorithm andmanually by an expert rater.
The decisions to keep or remove a ﬂagged outlier
were also made by an expert rater. Because of the
subjective nature of design projects, outlier detec-
tion and removal will always partially depend on
personal judgment. In addition, the algorithm that
was used for outlier detection was developed for a
four-rater jury but optimized for a six-rater jury.
Thus, additional judgment was required for outlier
detection in the smaller juries (namely the jury for
Scale B).
Judgments related to outlier ﬂagging and detec-
tion in this work were accepted because they were
made by the most expert rater in ED100—an
individual who had participated in the grading of
almost 800 ED100 projects over four years. This
does not guarantee that the decisionsmadewere free
of bias. But there exists no better alternative for
outlier detection at this time.
5.4 Low stakes evaluation
Finally, all raters in this work knew that they were
participating in an experiment and that an unfair
rating would not negatively impact students. This
can be seen by rater #11’s willingness to assign
‘harsh’, ‘misleading’ and ‘low’ scores (see Section
6.6 below). Evaluation done in an authentic context
is likely to be done more carefully and with more
reﬂection and revision. This is evidenced by the fact
that the outlier detection rate in this experiment was
slightly higher than normally observed in ED100.
However, we believe that most of this eﬀect was
removed through the outlier detection process and it
is not expected to have had a major impact on the
experiment’s results.
6. Discussions
Based on the results of the experiment described
above and our experiences with rating juries in
ED100, we oﬀer seven potential conclusions and
topics for future research.
6.1 More opportunity for point reductions leads to
lower grades
One of the participants in the experiment correctly
predicted that Scale A would consistently under-
value the students’ work. She hypothesized that
raters’ standards for perfect scores would be very
high and that they would tend to deduct at least one
point for each criterion rather than assigning the full
score. Thus, providing raters with more opportu-
nities to assign (or deduct) points on a rubric would
generally lead to a lower total score. Since Scale A
oﬀers 14 opportunities for point reduction, this
reasoning implies that most scores should be lower
than 86/100 and indeed this is the case. This beha-
vior is consistent with Dolnicar’s [21] observation
that Asian respondents (speciﬁc to this study) and
individuals with higher education levels (most gra-
ders) tend touse the extreme options on rating scales
less than others.
6.2 A ﬁner rating scale reduces the impact of
increased opportunity for point deductions
Although Scales A and D provide an equal number
of opportunities to deduct points, Scale D did not
exhibit the same score ceiling that Scale A did. This
may be because ScaleDuses a ﬁner rating scale than
Scale A. Scale D allows the rater to deduct a
minimum of 0.2 points (4% of 5 points) from each
criterion instead of a full point (20% of 5 points).
With 14 opportunities for point reduction at the
ﬁner scale, this reasoning implies that most scores
from Scale D should be lower than 96/100 and
indeed this is also the case.
6.3 Letter grade based rating scales may be
unsuitable for grading rubrics
It is well known that if raters are ‘presented with a
scale in which their attitude is non-mid-point, then
they will subjectively divide the range between the
values that they recognize as being consistent with
their own attitude range and, as a consequence,
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exhibit a narrower response range than the pre-
sented scale intends’ [31]. The mid-point of a US-
type letter grading scale is usually in the B range (85)
rather than at the mid-point of the scale (50), which
represents a clear failing grade. As a result, raters
naturally limit their usage to the upper most 30% of
the letter grade scale (85 ± 15). This produces grade
that naturally fall well above 70/100 and makes a
failing grade nearly impossible to receive using a
letter grade scale—even if it is well deserved.
We tried to account for this behavior both in this
experiment and in the scale oﬀered during the
Spring 2010 semester by presenting the raters with
a letter-grade scale that oﬀered more options at the
higher end of the scale, however neither scale
functioned as expected. The raters used too few of
the options in Scale D, while the raters from Spring
2010 exhibited strong variations in their interpreta-
tion of the scale, which lead to extreme disagree-
ment between the raters. It may be that letter grades
are simply too culturally dependent, imprecise, and
ambiguous to be used in this context.
6.4 Unbalanced criteria weights lead to unbalanced
grades; heavily weighted scales should be avoided
Scale D assigned weights to the rater’s responses by
transforming their letter grades into percentages. It
also assignedweights to the individual criteria in the
rubric by oﬀering 5 or 10 points for each response.
Bothweights needed tobe chosen correctly to ensure
that the sub-totals and ﬁnal scores match the rater’s
intention. Given the high mean and low variance of
the scores from Scale D, it seems reasonable to
conclude that this scale did not adequately capture
the opinions of the raters or the performance of the
students and thus was not properly weighted.
With enough time and data, the relative weight-
ings of each letter grade in Scale D could be
adjusted. However, there is a substantial risk that
students will receive unfair and inconsistent grades
while the weighting data are being collected. We
assert that it is not reasonable or practical to use a
scale where the weightings are diﬃcult to determine
a priori when viable alternatives exist.
6.5 Increased responsibility of the rater decreases
comfort but increases reﬂection and improves validity
Scales A and D share an additional disadvantage:
both reduce the responsibility of the rater for the
ﬁnal grade. Scales A and D required the raters to
assign scores only to individual criteria. The sub-
totals and ﬁnal scores were calculated by the online
grading system. In the survey comments, some
raters expressed dissatisfaction with the scores
that these rubrics produced. However, it appears
that only someof the raters (for example, graders#2
and #20) attempted to correct for this systemati-
cally. Other raters (for example, graders #3, #16,
and #21) only seemed to make corrections in the
extreme cases (Posters 3 and 4). In most cases, the
raters seemed to defer to the rubric in determining
the ﬁnal score.
In Scales B and C, there were no weights given to
the individual criteria and no guidance was given
about how to convert their responses into a numer-
ical grade. Thus, the rater—andnot the rubric—was
ultimately responsible for the ﬁnal grade. Based on
the examination of the raw and ﬁnal scores from
Scale C, there is evidence that the raters in both
Scales B and C were actively engaging in reﬂection
during the grading process. We believe that this
reﬂection is partially responsible for the success of
those two scales.
Unfortunately, this improvement in validity is
not without a cost. As noted in the survey com-
ments, increased ambiguity in the rating scale and
increased responsibility of the grader is uncomfor-
table. This leads to lower ratings for ease of use and
scale satisfaction.
6.6 Rater discomfort can lead to intentional misuse
of the rating scale
In extreme cases, discomfort with increased respon-
sibility can lead raters to intentionally misuse the
rating scale. For example, in a post-experiment
e-mail, rater #11 said that he developed his own
rating-scale-to-score conversion system by dividing
the group point values between the criteria in the
group and then further sub-dividing those points by
the three options in the rating scale (check minus,
check, and check plus). He described this as a
‘straightforward approach that [did] not require
any . . . thinking.’ He acknowledged that his
grades were ‘harsh,’ ‘misleading,’ and ‘low’, but
since they were assigned systematically, he did not
correct them.
6.7 Misuse of the rating scale increases outliers;
outlier detection is important
The misuse of a rating scale is likely to lead to the
assignment of unfair or invalid scores. This is
evident by the fact that four of rater #11’s ﬁve
scores were removed from the data set. It also
underscores the importance of outlier detection in
any jury-based grading system.
7. Concluding remarks
This work presented the results of an experiment
thatwas designed to choose a rating scale for use in a
large project-based engineering design course and to
improve our understanding of the inﬂuence of
rating scales on design rubric performance. In the
experiment, twenty-one experienced graders scored
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ﬁve technical posters using one of four rating scales.
It was shown that all four rating scales tested
produce excellent results in terms of inter-rater
reliability and validity. However, the rating scale
that required a numerical score for each criterion in
the rubric (A) consistently under estimated the ﬁnal
score, while the scale that required a letter grade
estimate for each criterion in the rubric (D) consis-
tently over estimated the ﬁnal score. In addition,
reducing the number of possible ﬁnal scores from a
101-point continuous scale (B) to a 12-point dis-
continuous scale (C) (i.e. introducing a high pass
ﬁlter) signiﬁcantly increased the variance of the ﬁnal
scores.
Based on the experiment’s results and past experi-
ence, we conclude that increasing opportunities for
raters to deduct points results in greater point
deductions and lower overall scores. Increasing
the granularity of the scale can reduce this eﬀect.
Rating scales that use letter grades are less reliable
than other types of scales. Assigning weights to
individual criteria can lead toproblemswith validity
if the weights are improperly balanced. Thus, heav-
ily weighted rubrics should be avoided if viable
alternatives exist. Placing more responsibility for
the ﬁnal score on the grader instead of the rubric
seems to increase validity at the cost of rater
satisfaction. Finally, rater discomfort can lead to
intentional misuse of a rating scale. This, in turn,
increases the need to perform outlier detection on
the ﬁnal scores.
The ﬁnal scale selected for this work was a
simple four-point ordinal rating scale using aug-
mented checks that assign numerical scores to
groups of criteria instead of to individual criteria.
This scale appeared to have the best ability to
distinguish between diﬀerent posters, had the clo-
sest correlation to the overall mean, and the
smallest variance of the four scales tested. The
chosen scale continued to perform well for several
semesters after the conclusion of the experiment
and we believe could be used in other design
courses with equal success.
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Appendix
Rating Scales Experiment Grading Rubric Criteria and Point Values
Poster Content: ( ____ / 40 points)
The poster delivered the design problem clearly 10 points
The poster delivered the design process clearly 10 points
The poster delivered the ﬁnal concept clearly 10 points
Conclusions summarize what the audience / community learned 5 points
The poster was not an advertisement 5 points
Poster Eﬀectiveness: ( _____ / 10 points)
The poster was persuasive and convincing 5 points
The poster was able to ‘stand on its own’ without other help 5 points
Poster Formatting and Style: ( _____ / 15 points)
The poster was attractive and easy to read 5 points
The poster distributed graphic/blank space/text eﬀectively 5 points
The poster made eﬀective use of visual aids 5 points
Poster Mechanics: ( _____ / 20 points)
The poster was grammatically correct 5 points
The poster used appropriate word wrapping (no split words) 5 points
The poster contained references where appropriate 5 points
References were linked to information on the poster 5 points
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