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ABSTRACT 
Difficulties in achieving control over carrier concentration have impeded progress 
toward tailoring the electric fields in semiconducting oxide photocatalysts based on principles 
of electronic band-engineering drawn from classical microelectroncis. The present work 
demonstrates such principles using the model case of methylene blue photooxidation over 
thin-film anatase TiOgrown by atomic layer deposition. The near-surface electric field was 
controlled by tuning the space charge layer width through varying the bulk carrier 
concentration and the surface potential. The carrier concentration in the polycrystalline 
semiconductor was controlled over a range of 2.5 orders of magnitude via an unconventional 
method  film thickness, which indirectly influenced the concentration of electrically active 
donor defects at grain boundaries, through which the reaction rate constant varied by about a 
factor of 5. The surface potential of the TiO2 film was controlled by treating the surface with 
remote oxygen plasma, changing the surface Fermi level by as much as 0.4 V through which 
the reaction rate constant varied by about 35%. Both trends are well-described by a 
quantitative one-dimensional model for photocurrent. The model suggests that changes in rate 
result fundamentally from variations in the width of the space charge layer near the surface.  
Electrical characterization of the films by capacitance-voltage measurements and ultraviolet 
photoelectron spectroscopy, together with detailed physical characterization by a variety of 
other techniques, confirm this picture. 
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“…continue to work out your salvation with fear and trembling” 
– Philippians 2:12 
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CHAPTER 1:  INTRODUCTION 
1.1 Motivation and Challenges 
Since the work of Fujishima and Honda in 1972 [1], the photocatalytic potential of 
TiO2 for applications in air and water remediation [2-11] has attracted much attention, 
especially in connection with the degradation of organic pollutants [12-18]. More recently, 
TiO2 had been investigated as a photocatalyst for hydrogen production via water splitting. 
Despite the large body of published work, many aspects of TiO2 photocatalysis remain 
incompletely understood, and much of the literature reports phenomenological behavior. Yet 
TiO2 is a semiconductor, so there is good reason to believe that the behavior can be improved 
when photocatalysts are designed and fabricated according to strategies drawn from classical 
microelectronic devices. Although examples of such strategies had been described before [4], 
their implementation had largely been unsuccessful due to problems with: 
 Reducing the concentration of bulk defect sites where photogenerated charge carriers 
are destroyed 
 Controlling the concentration of electrically substitutional defects [19] 
 Controlling the exchange of charge between the bulk and defects at the free surface 
The current work implements and tests a new approach in manipulating charge carrier 
concentration in the bulk of polycrystalline anatase TiO2, as well as the electrostatic potential 
on the surface, in order to vary the reaction rate in a model reaction - the photooxidation of 
aqueous methylene blue. The TiO2 was synthesized in thin film form to enable key methods 
for electrical and physical characterization. 
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1.2 General Principles of Semiconductor Band-Engineering 
Semiconductor properties originate from the existence of a valence band of electronic 
states largely filled with electrons, a conduction band largely devoid of electrons, and an 
energy gap separating the bands. The exact degree of electron occupancy can be manipulated 
via the concentration of charged native or intentional defects. Additionally, electrical charge 
residing in defects at interfaces or free surfaces can be used to set up electric fields nearby 
and to modify the local position of the bands relative to the vacuum. The practice of 
engineering bulk and surface defects to manipulate electron occupancy and electric fields 
near interfaces or surfaces is often termed “band-engineering”. Band-engineering is 
commonly applied in microelectronic and optoelectronic devices, but its application to 
photocatalysis is a lot less common. 
Photocatalysts operate by absorbing photons having energy at least that of the band gap 
between the valence and conduction bands. When this happens, mobile electrons and their 
positive counterparts (holes) are produced, after which they could subsequently migrate to the 
free surface. Once there, they could participate in chemical oxidation and reduction reactions.  
Although the migration can take place via thermal diffusion, the presence of near-surface 
electric fields introduces field-driven “drift” migration which magnitude often dominates that 
of thermal diffusion. If the near-surface electric fields can be controlled in terms of their 
magnitude, direction, and spatial extent, a powerful additional means exists to optimize the 
flow of charges to the surface to enhance the rate-limiting step of the reaction. An example of 
how this could benefit applications is in the design of supported catalysts, wherein the 
Schwab effect is exploited to enhance yield and reaction rate [20-23]. The support could 
either be a metal or a semiconductor, while the overlayer is a semiconductor and a metal 
respectively. Charge transfer occurs between the support and the overlayer, with the support 
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inducing the resultant charge on the overlayer, effectively changing the potential activity of 
the catalyst. Figure 1.1 depicts these concepts schematically. 
Pure TiO2 in its most common states (anatase and rutile) is self-reduced, resulting from 
a stoichiometric imbalance in which oxygen is lost and reduced cations are incorporated into 
the bulk matrix [24-29]. This imbalance can be manifested in several ways, such as in the 
formation of isolated point defects (e.g. oxygen vacancies and/or Ti interstitials) or the 
formation of such defect networks. The surface defects in TiO2 appear to manifest themselves 
as occupied states within the bandgap below the conduction band minimum, and are 
primarily contributed by electrons related to the Ti 3d states, pinning the surface Fermi level 
effectively.  
Figure 1.2 shows how doping the semiconductor bulk to be n- or p-type (electron-rich 
or poor) can change the direction of the near-surface electric field. In the case of TiO2, an n-
type material has its bands bending upwards near the surface, while a p-type material bends 
downwards. Electron richness in a semiconductor is described by the energy at which the 
Fermi level EF resides.  This example assumes a simple (and common) case in which the 
Fermi level at the free surface is "pinned" at a particular position regardless of the doping in 
the underlying semiconductor.  This pinning results from the existence of large numbers of 
defect states from dangling bonds at that particular energy within the band gap. However, 
literature exists to show that the position of the surface Fermi level sometimes responds to 
various forms of surface chemical treatment and sometimes to the bulk doping level itself 
[30-32]. Control of the surface Fermi level typically tends to be more heuristic and 
phenomenological than control of the bulk Fermi level, although in metal oxide 
semiconductors, even the control of bulk Fermi level is nontrivial. 
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1.3 General Principles of Photocatalysis 
Catalysis is a field where materials are studied for their ability to affect the rate of 
chemical reactions. In photocatalysis, light acts as a means by which the catalyst is activated 
to promote a chemical reaction which would otherwise not happen, or proceed slowly in the 
dark. The two subtypes of photocatalysis are homogeneous and heterogeneous catalysis. In 
homogeneous photocatalysis, both the catalyst and the reactants in the chemical system are in 
the same phase, whereas in heterogeneous catalysis, the catalyst is in a different phase from 
the reactants. There have been numerous reviews on the subjects of heterogeneous 
photochemistry which blends principles of physics, chemistry and engineering perspectives 
[33-42], with most of them approaching the subject matter from an application-driven 
perspective. 
 Heterogeneous Photocatalysis can be further differentiated into direct or indirect 
photocatalysis. In direct photocatalysis, Molecules adsorbed onto the catalyst absorbs light of 
suitable wavelength and is brought into an excited state. The excited molecule can then inject 
an electron into the catalyst substrate. In contrast, indirect photocatalysis makes use of the 
electronic transitions in the catalyst substrate to promote surface reactions.  
A semiconductor surface, such as that of TiO2, provides a fixed platform to affect the 
chemical reactivity of a wide range of adsorbates, as well as a means to initiate light-induced 
redox reactions in these weakly associated molecules. Photocatalysts operate by absorbing 
photons having energy at least that of the band gap between the valence and conduction 
bands, a process by which mobile electrons and their positive counterparts (holes) are 
produced and migrate to the free surface where they can participate in chemical oxidation and 
reduction reactions. These energy conversions often accomplish either a specific and 
selective oxidation, or a complete oxidative degradation of an organic adsorbate, where 
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molecular oxygen is most commonly assumed to serve as an oxidizing agent in these 
reactions. Figure 1.3 illustrates these concepts. A good photocatalyst is often stable under 
illumination (as in the case of TiO2), and a large number of oxidative conversions per active 
site of the catalyst can often be attained without signs of significant degradation to the 
catalytic capacity of the semiconductor. 
1.4 TiO2 as a Photocatalyst  
The use of TiO2 as a white pigment is well known. The use of TiO2 as a photocatalyst 
is however, more recent. Following the discovery by Fujishima and Honda that water 
splitting could be accomplished with a TiO2 single crystal electrode, (with a small 
electrochemical bias applied), interest in the solar conversion and production of hydrogen 
from water as a clean fuel became rife in the research community. Since then, there have 
been numerous reviews on the subjects of photochemistry based on TiO2 [12, 43-68]. Interest 
in TiO2-based material for photocatalysis extends to water splitting and hydrogen production 
(Figure 1.4) [33, 39, 69-83], photochemical air and water treatments [43, 49, 84-99], reactor 
design and process kinetics [37, 100-102], photoelectrochemistry [81, 103-105] as well as 
dye sensitization and solar energy conversion [106-119].  It follows that a variety of TiO2 
structures, ranging from small particles such as powders, clusters and colloids to large single 
crystals could support novel oxidative and reductive reactions for many types of organic and 
inorganic adsorbates. The possibility that TiO2 might induce selective and useful 
reductive/oxidative transformations in specific organic compounds makes it all the more 
attractive.  
The study of different types of TiO2 in the research community is extensive. In 
particular for catalysis research, TiO2 is often the material of choice due to its photostability, 
low cost and low-toxicity. The understanding of various morphologies, pore sizes, phases and 
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synthesis methods are also of great interest. Specifically, research on the structure of TiO2 has 
been done on nanorods/nanotubes [120-126], nanospheres [127, 128], nanowires [129, 130], 
nanocrystalline particulates [131-134] and thin films [135-140], where the most common 
synthesis methods include hydrothermal [132, 141], chemical vapor deposition (CVD) [142-
144], pulsed laser deposition [145-147], sol-gel [148-150] and atomic layer deposition (ALD) 
[151-153]. For porous material, they can be categorized into macro-porous [154, 155], meso-
porous [156-158], and micro-porous [159, 160] where they play a significant part in 
determining the effective surface area of the catalyst during reactions.  
The three common phases of TiO2 are anatase (Figure 1.5), rutile and brookite, among 
which anatase and rutile are most extensively studied for their photocatalytic efficacy under 
ultraviolet irradiation due to their bandgap of 3.2 and 3.0 eV respectively [161, 162]. Under 
the illumination of sunlight, it is possible to perceive changes in objects incorporating TiO2, 
such as discoloration in dyes and flaking of paint which contains this semiconductor. The 
optical properties of bulk TiO2 have been investigated by a number of methods, the more 
common ones being photoacoustic spectroscopy and photoconductivity spectroscopy [162-
168]. These experiments offer insight into the absorption threshold of TiO2 where in the bulk 
limit, anatase and rutile exhibit indirect and direct bandgaps respectively.  
Between the two, the anatase phase has demonstrated superior photocatalytic 
performance in photocatalysis [2], although one of the more popular standard material used 
for benchmarking is the Degussa P25, a mixture of rutile and anatase particles in the ratio 3:1, 
implying that in-depth study of mixed-phase TiO2 may be warranted for optimal catalytic 
performance.    
A quick review of the many studies on TiO2 reveals that the understanding into the 
photocatalytic principles underpinning the performance of the material is largely 
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phenomenological (surface area, synthesis methods, etc.), whereas a more detailed study 
tying charge-transfer processes with heterogeneous photocatalysis is lacking. Our present 
work attempts to facilitate just such a study by the judicious choice of synthesis method, 
crystal phase and morphology for TiO2. 
The TiO2 material was synthesized using ALD into polycrystalline thin films of the 
anatase phase. This was done in the Seebauer group by co-workers and subsequently sent to 
the Institute of Chemical and Engineering Sciences in Singapore for further characterization 
and kinetic studies. The choice of ALD to fabricate the thin films was due to the method's 
ability to grow films with precise thickness and compositional control on large-area 
substrates. It is related to the method of CVD but differs in that layer-by-layer deposition can 
be achieved by alternating pulses of precursor and oxidant. 
The undoped TiO2 thin films grown by ALD are naturally n-type due to defects caused 
by oxygen vacancies and/or titanium interstitials present within the material. These defects 
introduce large concentrations of shallow donor levels that result in n-type conduction at 
standard temperature and pressure. Presence of grain boundaries (Figure 1.6) can alter the 
electrical properties of the film and serve as traps for charge carriers. Gaining insight into the 
correlation between charge carrier concentration, dopant type, dopant level, surface potential 
and reaction kinetics is crucial to improving the performance, control and commercial utility 
of this material.  
1.5 Significance of the Present Work on Band-Engineering 
The present work focuses on investigating the effect that near-surface band properties 
have on photocatalytic reactions. This thesis is based on the photodiode current model and 
makes use of the concept of the photocurrent to correlate changes in space charge layer 
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(SCL) width to reaction rate measurements. Two ways have been identified to effect changes 
to the photocurrent responsible for photocatalytic reactions - 1) by unpinning and shifting the 
surface Fermi level through the action on surface defect state densities and 2) varying the 
charge carrier concentration of the bulk through the action of dopants or by changing the 
thickness of the model TiO2 film, as studied by co-workers in the Seebauer lab. We will 
demonstrate band-engineering through both methods and hope to present a simple yet 
effective way to alter the behavior of photocatalysts and to optimize their utility in 
applications.   
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1.6 Figures 
 
Figure 1.1: Diagram showing a) how reactions (such as water-splitting) can be affected by 
surface charge density and b) how surface charge density could be induced directly by 
bulk charge density.    
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Figure 1.2: Comparison of the surface band-bending in an n-type and p-type semiconductor. 
As the surface Fermi level is pinned, charge transfer equilibrium will cause the surface to 
couple with the bulk, causing the bands to bend near the surface and affecting the direction of 
the electric fields.  
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Figure 1.3: Schematic diagram showing the typical processes occuring during photocatalysis. 
Incident light with photon energy greater or equal to the bandgap of the semiconductor 
catalyst stimulates charge separation into electron/hole pairs (EHPs) in the conduction and 
valence band. The photoelectrons can be scavenged by oxygen or by reactants. Similarly, the 
photoholes can oxidize hydroxyl species (from water) or reactants.   
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Figure 1.4: Schematic showing the process of water splitting. Incident light stimulates the 
generation of EHPs, where water is oxidized at the anode and hydrogen ions are reduced at 
the cathode. A potential bias is required to drive the electrons to complete the circuit.  
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Figure 1.5: Conventional anatase TiO2 unit cell where the red spheres represent oxygen atoms 
(3-fold coordinated) and the grey spheres represent Ti atoms (6-fold coordinated). The 
structure is tetragonal. 
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Figure 1.6: Diagram showing the intergranular boundaries that could exist in TiO2 where they 
can act as effective charge recombination centers. 
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CHAPTER 2: CONCEPTS IN BAND-ENGINEERING 
2.1 Abstract 
In the modern theory of solids, quantum mechanics has been successfully used to 
conceptualize and explain the behavior of atoms and molecules. It is nearly impossible to 
comprehend the principles of modern solid-state electronic device operation without invoking 
the band theory of solids. Band-engineering concepts have been routinely used in the fields of 
electrochemistry and gas sensors but rarely applied in photocatalysis. We think it useful to 
have a quick review of the band theory of solids followed by a description of band-
engineering in the context of our current study. 
2.2 Band Theory of Solids 
A good place to begin in describing energy band formation in solids is to start with the 
atom. According to quantum mechanics, free atoms have a distinct set of energy levels 
labeled 1s, 2s, 2p, etc. These levels are the only ones allowed for electronic energy transitions 
within the atom. When atoms come together, their electronic wavefunctions interact with 
each other, as well as with each other's nuclei. In other words, these atomic orbitals for the 
electrons interact to form molecular orbitals. As a result, the electrons can now choose to 
occupy the energy levels formed in the new system. As a general rule, overlap between fully 
occupied atomic orbitals does not lead to bond formation. This is because fully occupied 
orbitals repel each other and their overlap increases their energy, in accordance to the rule 
that systems tend toward states which minimize their energy. As a result, bonding occurs 
when there is an interaction between partially occupied atomic orbitals.  
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The method which is most commonly used to construct molecular orbitals from atomic 
orbitals is called the linear combination of atomic orbitals (LCAO). Through this method of 
construction, the resulting molecular orbitals end up as either symmetric or anti-symmetric as 
shown in Figure 2.1. These orbitals represent the splitting of energy levels from that of the 
original atom to those of the molecular orbitals (shown in Figure 2.2), the value of which is 
determined by the specific form of the molecular wavefunctions. The wavefunctions 
corresponding to the lowest energy levels are called bonding orbitals while the rest are called 
antibonding orbitals. Together, these energy levels form the available energy states available 
to the electrons in the material. 
In a typical solid where the number of atoms is large (~10
23
), the atomic orbitals 
interact to split each partially filled or unoccupied energy levels into many finely separated 
energy levels, effectively forming an energy band with a continuum of energy levels, shown 
in Figure 2.3. At absolute zero, all the electrons have insufficient thermal energy to occupy 
higher energy levels and have to fill each energy level starting from the bottom of the energy 
band while adhering to quantum mechanical occupancy rules, e.g. spin pairing. The energy to 
which the electrons fill up to is called the Fermi level at 0 K, shown in Figure 2.4.       
2.3 Semiconductor Band Structure 
For a semiconductor, the formation of the band structure follows the band theory 
described in the previous section. Specifically, the orbital of the atoms overlap with those of 
their neighbors, forming molecular orbitals. The atomic orbitals can add in phase or out of 
phase, resulting in bonding and antibonding molecular orbitals respectively. The interaction 
of the bonding orbitals lead to the splitting of the bonding energy level and the formation of 
the valence band (VB), a continuum of energy levels occupied by valence electrons, while the 
interaction of antibonding orbitals result in the splitting of the antibonding energy level and 
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the formation of the conduction band (CB). The CB is empty and separated from the VB by 
an energy gap, Eg. This is a zone within the semiconductor band structure for which the range 
of energies have no solution to Schrodinger's equation (commonly constructed with a 
periodic potential imposed). The electronic states in the VB and the CB extend throughout 
the whole solid and it is impossible to localize a particular electron to a specific bond or site 
since the wavefunctions corresponding to both the VB and the CB energies are not focused at 
a certain point in the material.       
At temperatures above 0 K, the thermal energy imparted to the electrons in the solid 
allows some of these electrons to overcome the energy gap, or bandgap and reach an energy 
level in the conduction band. As the electron gains more and more energy, it moves up the 
conduction band and when it loses the energy, e.g. from colliding with a lattice vibration, it 
moves back down. The energy required to move an electron from the conduction band 
minimum (CBM) to the vacuum level, EV, is termed the electron affinity while the energy 
required to move an electron from the Fermi level, EF, to EV is called the workfunction, Φ, of 
the material. This is shown in Figure 2.5.   
When an electron gains enough energy to overcome the bandgap, its promotion to the 
CB leaves a corresponding empty electronic state called an "electron-hole", or simply hole, 
behind in the VB. The hole, although really a vacancy left behind by the electron, can be 
conceptualized as an independent particle with an effective mass different from that of the 
electron counterpart. In the context of conduction, it is treated as a positively charged particle 
which contributes to total current. 
Just as the electron can be excited into the CB from the VB leaving a hole behind, it 
can also fall back down into the VB, recombining with a hole and releasing energy in the 
process. This is called recombination and results in the annihilation of an electron in the CB 
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and a hole in the VB. The energy released in the process of falling across the bandgap can be 
lost as lattice vibrations, as in the case for Si or emitted as photons, as in the case for GaAs.  
2.4 Conduction in Semiconductors 
When a bond in the semiconductor ruptures and releases an electron into the CB, the 
electron is free to wander about the solid and contribute to electrical conduction when we 
apply an electric field. An electron with energy in the CB moves around freely in the solid. 
The vacancy left behind in the VB by the electron now acquires a positive charge since a 
negative electronic charge has been removed from an otherwise neutral region. This positive 
hole can also wander around the solid and act independently from the electron, as if it were 
free. This movement is caused by a neighboring electron tunneling into the site where the 
hole is, causing it to be displaced in the opposite direction and appearing at the site where the 
electron originally was, shown in Figure 2.6. This single step can happen many times over, 
making it seem like the hole is a free and positively charged entity. Conduction in a 
semiconductor therefore comprises two types of charges - electrons and holes. It is important 
to stress that like the electron, it is not possible to attribute a hole to a localized point in space 
since its wavefunction also extends throughout the material. 
In the presence of an electric field, the energy bands bend in a direction which follows 
the increase in potential energy of the electrons, as shown in Figure 2.7. The electrons will 
move in a direction opposite to that of the applied field and gain energy while doing so, 
effectively moving up the CB. Upon colliding with lattice vibrations, these electrons will lose 
energy and move down the CB, after which they will begin to accelerate again under the 
action of the field until the next collision. This ongoing process is termed the drift of the 
electron. In a similar way, the holes gain energy from the field and subsequently lose it to 
lattice vibrations. The only differences are in the direction of travel in the field, and that holes 
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travel down the VB when they gain energy since they have an opposite charge to that of 
electrons.    
As both electrons and holes contribute to electrical conduction, we write the current 
density, J, as: 
(2.1) 
de dhJ qnv qpv   
where q is the electronic charge, n is the charge density of electrons, p is the charge density of 
holes, ve is the drift velocity of electrons and vh is the drift velocity of holes. The drift 
velocities are dependent on the mobility of the charges: 
(2.2) 
e e Xv E   
(2.3) 
h h Xv E   
 where μe and μh are the electron and hole mobility respectively and EX is the electric field, 
which we have chosen to be along the X-axis. The mobility is in turn dependent upon the 
effective masses and lifetimes of these charges: 
(2.4) ee
e
q
m

    
(2.5) hh
h
q
m

    
where τe and τh and the electron and hole lifetimes, and me and mh are the electron and hole 
masses respectively. 
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2.5 Band-Bending at a p-n junction 
When a semiconductor is doped such that the presence of electron donors ensures that 
there are much more negative charge carriers than positive ones, it is called n-type. When the 
opposite is true, where a semiconductor is doped such that electron acceptors are present in 
such an amount that there are much more positive charge carriers than negative ones, it is 
called p-type. When one side of a semiconductor is doped n-type and the other doped p-type, 
a metallurgical junction is formed between them, shown in Figure 2.8. This junction is 
considered an abrupt discontinuity between the two sides. Due to the concentration gradient 
of charges from one side of the semiconductor to the other, the p-side will have holes 
diffusing over to the n-side while electrons will diffuse from the n-side over to the p-side. 
This cross accumulation of charges builds up an internal electric field across the junction, the 
direction of which opposes that of the diffusing charges. This internal field will build up to a 
point where charges diffusing from one side to the other will be effectively balanced by like 
charges drifting in the opposite direction. During this time, the respective portions near the 
junction will be depleted of their majority charge carriers, and a space charge layer (SCL) 
forms. 
Figure 2.9 shows the energy band diagrams of a p-side and n-side of a semiconductor 
when they are isolated from each other. The n-side shows the VB and CB separated by the 
bandgap, with EF located just below the CBM while over at the p-side, EF is located near the 
VBM. The location of the Fermi level thus determines the electron richness of the material 
under thermal equilibrium conditions. When the two sides are brought together, the charges 
equilibrate through the operation of charge diffusion and drift described earlier. This can be 
represented by the spatial continuity of EF imposed across the SCL together with the bending 
of the energy bands at the junction.   
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The uniformity of EF at the metallurgical junction is important since a difference in 
Fermi levels between the two sides signifies a potential difference with which work can be 
done either on or by the system. Far away from the junction, the position of EF maintains the 
type of the bulk semiconductor, while near the junction, the curve of the bands indicates the 
situation of the charge concentration in the space charge region - when the electrons are 
depleted in the n-side near the junction, the CBM must move away from the Fermi level, and 
when holes diffuse across the junction and becomes depleted in the p-side, the VBM must 
also move away from the Fermi level. The electrostatic potential of an electron decreases as it 
moves from the p-side to the n-side. In doing so, it loses an energy equivalent to that imposed 
by the build-in potential across the junction. The bands at the junction therefore not only 
account for the variation in electron and hole concentration but also for the effect of the built-
in electric field in the SCL. 
2.6 Surface Band-Bending 
Band-bending is a phenomenon which occurs typically near the surface/interface of a 
semiconductor. It can be brought about in a number of ways, of which the formation of a 
Schottky barrier at a semiconductor-metal junction remains the oft-cited example. It is 
therefore instructive to briefly describe the mechanics of its formation.  
 The Schottky barrier is formed when a semiconductor of a certain workfunction is 
brought in contact with a metal of a different workfunction. This discrepancy of 
workfunctions means that the chemical potential on both sides will want to equilibrate, which 
results in bringing the Fermi level to the same value across the junction. If the workfunction 
of the metal is larger than that of the semiconductor, electrons will flow from the 
semiconductor into the metal to accomplish this equilibration. At the same time, the depletion 
of charges near the semiconductor surface results in formation of an electric field which 
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opposes the departure of electrons. When the magnitude of this field increases to a point 
which prevents net movement of electrons across the junction, charge equilibrium is 
obtained. The bending of the bands upwards near the surface is a reflection of this field, 
brought about by a changing potential across the SCL. In the event that the semiconductor 
workfunction is less than that of the metal, the electron flow is reversed and bands bend 
downwards.  
The potential difference between the equilibrated Fermi level and the CBM at the point 
of maximum upward bending is called the Schottky barrier height (SBH), which was 
originally postulated by Schottky and Mott to sensitively depend on the metal workfunction. 
However, experiments show that although metals with large workfunctions have 
systematically higher SBHs compared to those with small workfunctions, this dependence is 
much weaker than what was postulated by the Schottky-Mott theory. Furthermore, the SBH 
often showed dependence on the preparation of the metal-semiconductor (MS) interface, 
implying that surface states contribute significantly to the value of the SBH. The term “Fermi 
level pinning” is often used to describe the insensitivity of the SBH to the metal 
workfunction. A diagram depicting the formation of a Schottky barrier is shown in Figure 
2.10.  
Apart from contacting a semiconductor with a metal, band-bending can be brought 
about through other means. Field-effect-induced band-bending is a method of altering the 
degree of band-bending through the application of an external electric field [1, 2]. A typical 
setup includes a grounded semiconductor and a metal plate attached to a voltage generator. 
When a bias voltage is applied to the metal plate, an electric field is set up between the metal 
and the semiconductor. This electric field can take advantage of the poor screening of the 
semiconductor and penetrate through the surface, affecting the potential in the SCL. This is 
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shown in Figure 2.11. Conceivably, the bias required would have to be huge to make any 
difference since the distance between the semiconductor and metal is macroscopically huge 
when compared to typical SCL distances.  
The existence of surface states can also bring about band-bending. These surface states 
can be intrinsic or extrinsic, where the former refers to states brought about by a perfect 
surface with dangling bonds, and the latter refers to states brought about by defects or 
external dopants. The surface of a material represents the termination of a periodic structure 
in the crystal lattice which results in electronic states unique to the surface, and can be vastly 
different from those present in the bulk band structure. These states are dependent on the 
atomic structure of the surface, which are in turn determined by the minimization of surface 
energy. The density of surface states is usually large compared with dopant states in the bulk 
(~10
15
 cm
-3
 vs. 10
8
 – 1012 cm-3). The presence of these surface states means that the Fermi 
level at the surface is essentially independent of bulk dopant concentration, and is known to 
cause pinning of the Fermi level [3-5].  
 A semiconductor surface can be pictured as a p-n junction, with one side extremely 
thin compared to the other. In the case of a semiconductor such as TiO2, the bulk of the 
crystal is typically n-type due to crystal defects, e.g. O point defects, Ti interstitials and grain 
boundaries. The Fermi level of the bulk is determined by the charge carrier concentration of 
the bulk, and for an n-type semiconductor, EF will be near the CBM. The Fermi level of the 
surface layer can be different from that of the bulk, possibly caused by a different 
concentration of defects, as well as types of defects. Since the surface is a very thin layer 
usually not more than 10 nm in thickness, the SCL can be approximated by considering it as 
the bulk-side depletion region.  
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 Three types of SCL can be formed at the surface, and they are named the depletion 
layer, the accumulation layer and the inversion layer. In the case of a depletion layer, charge 
exchange between the bulk and the surface results in the depletion of majority charge carriers 
in the SCL. For an n-type semiconductor with a surface Fermi level located below that of the 
bulk Fermi level, the bands bend upward at the surface (Figure 2.12) . In the case of an 
accumulation layer, charge exchange between the bulk and the surface results in the 
accumulation of excess majority charge carriers in the SCL. This can happen when the 
surface Fermi level is located above the bulk Fermi level for an p-type semiconductor (Figure 
2.13). In the case where the difference between the bulk and surface Fermi levels become so 
large that, upon equilibrium the SCL is of the opposite polarity compared to the bulk, we 
have an inversion layer (Figure 2.14).   
2.7 Band-Engineering of the Photocatalyst 
 Band-engineering as applied to semiconductor materials refers to the manipulation of 
the energy bands in order to control charge transfer processes in a device. When the device in 
question is a photocatalyst, the charges affected by drift become the focus of the study. Band-
engineering is conceptually tied to defect engineering, where defect engineering aims to 
address issues affecting properties in the photocatalyst such as point defects, charge transfer 
and doping.  
 Band-engineering in our context essentially consists of manipulating the SCL width. 
The catalyst we use to demonstrate band-engineering is thin-film anatase TiO2, a 
semiconductor which is n-type in its undoped state due to the oxygen point defects present in 
the bulk. The width of the SCL can be affected by the concentration of charge carriers within 
the bulk, and also by the degree of band-bending induced by the coupling of the surface and 
bulk Fermi levels.  
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 The bulk concentration of charge carriers is most readily altered by doping the 
catalyst with aliovalent atoms, e.g. B or As in Si, although it is also possible to alter the 
concentration through post-synthesis treatment protocols such as annealing in order to get rid 
of point and line defects in the bulk. Protocols pertaining to the growth of the catalyst can 
also be used to affect carrier concentration, e.g. growing the catalyst to various thicknesses 
and affecting the grain sizes within the bulk, effectively increasing or decreasing the number 
of grain boundaries which in turn contributes to charge carrier concentration.  
 In practice, changes in the degree of band-bending can be measured using techniques 
such as photoelectron spectroscopy [6], photoluminescence spectroscopy [7], surface 
photovoltage measurements [8], scanning probe microscopy [9, 10], O2 electron-stimulated 
desorption [11], Raman scattering [12], high-resolution electron energy loss spectroscopy 
[13-15], as well as electron-beam induced voltage/current and photocurrent measurements 
[16-19]. The degree of band-bending can be changed through altering the state of the surface 
through oxidative or reductive treatment. The atomic configuration on the surface of the 
catalyst can be very complex and vastly different from the situation in the bulk, giving rise to 
energy states different from that of the bulk, some of which may even be found within the 
bandgap [20, 21]. The localization of these bandgap states can be altered or even removed 
through surface reconstruction [22] or through surface treatment methods, e.g. ion sputtering 
or simply thermal treatment [23]. Changing the doping level of the catalyst can also lead to 
changes in the surface potential. For instance, it has been found that the surface of GaAs 
shows differences in Fermi Level pinning behavior between the n-type and p-type material, 
with the Fermi level pinned when n-type but adjustable when p-type [24]. 
 In photocatalysis, incoming photons impart energy to electrons in the VBM. If the 
energy imparted is less than the bandgap energy, nothing interesting happens, but if the 
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energy is equal to or greater than that of the bandgap, the electrons in the VBM can be 
promoted into the conduction band. What results are EHPs, the majority of which are 
generated near the surface and are thus swept up by the drift field within the SCL to be 
directed to the surface to participate in chemical reactions. Some of these carriers reach the 
surface while others recombine to release energy. This stimulation from low-intensity light 
raises the majority carrier concentration a little but causes a huge increase in the minority 
charge carriers. The improvement to surface reactions would be significant if we could 
meaningfully direct these charges to participate in them. 
2.8 Conclusion 
Band-engineering is concerned with manipulating the energy bands of a semiconductor 
in order to control the magnitude and direction of charge flow. In our present context of 
band-engineering a photocatalyst, the SCL width near the surface is affected by both charge 
carrier concentration and the surface potential which contributes to the width of the SCL. By 
controlling the SCL, we aim to selectively promote the amount and type of charge carriers to 
the surface of the catalyst through drift in order to drive reactions on the surface more 
effectively. 
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2.9 Figures 
 
 
Figure 2.1: Schematic showing the superposition of wavefunctions from individual hydrogen 
atoms. When the atoms are far apart, their wavefunctions are isolated. When the atoms come 
close together, their wavefunctions overlap and combine to form states which can be 
symmetric or anti-symmetric.    
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Figure 2.2: Splitting of energy levels of the Li E2s state into 2N states for N Li atoms, with the 
electron occupancy taking into account electronic spin. The wavefunction corresponding to 
the filled states are called bonding orbitals while the empty states are called antibonding 
orbitals.  
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Figure 2.3: When a large number of atoms come together to interact, their energy levels split 
into many finely separated levels and overlap each other to form an energy continuum. 
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Figure 2.4: In a macroscopic material, the energy bands form a continuum from the lowest 
energy states to the vacuum level. The electrons then fill up the levels based on quantum 
mechanical occupancy rules. At ground state, the level to which the electrons fill up to is 
termed the Fermi level at 0 K. This level determines the chemical potential of the material. 
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Figure 2.5: Energy band diagram of a semiconductor consisting of the VB, CB and bandgap 
separating them. Electrons filling the highest energy states form the valence band, and when 
at ground state, fill up to the VBM. The conduction band is empty all the way up to the 
vacuum level. The Fermi level is located near the center of the bandgap for intrinsic 
semiconductors, near the CBM for n-type semiconductors and near the VBM for p-type 
semiconductors. The workfunction, Φ, of the material is defined as the energy required to 
remove an electron from the Fermi level to the vacuum level, while the electron affinity, χ, is 
defined as the energy required to remove an electron from the CBM to the vacuum level.  
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Figure 2.6: Schematics showing the diffusion of holes in a semiconductor. In a localized 
example, (a) bond breaking/electron tunneling allows the electron to occupy the electron-
vacancy, (b) leaving a vacancy behind which becomes the new location for the hole. This 
process can (c) continue, which results in (d) the continued diffusion of the hole. In reality, 
the holes are not localized and cannot be attributed to a particular spot in the material. 
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Figure 2.7: When an external bias is applied across a semiconductor, the energy bands will 
bend in a way which follows the increase in potential energy of the electrons. The movement 
of the electrons is in the direction opposite to that of the electric field. This means that the 
electrons move up the conduction band, gaining energy until losing it from subsequent 
collisions with the lattice atoms. This process of energy gain and loss repeats itself within the 
material. This picture is reversed in the valence band where the holes move in the direction of 
the electric field, gaining energy while moving down the band and falling back up upon 
losing energy.  
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Figure 2.8: Formation of the metallurgical junction, M, between a p-type and n-type 
semiconductor. Initially, diffusion of majority carriers from each side (electrons from the n-
type side and holes from the p-type side) will occur across the junction. As these charges 
build up in the opposite sides, an electric field will develop to resist further diffusion. At 
equilibrium, the diffusion of charges across M is balanced by the electric field developed 
across the junction due to a potential difference developed across the two sides. The extent to 
which this field extends is called the space charge layer. 
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Figure 2.9: (a) Band diagrams of the p and n-type semiconductors in isolation, and (b) when 
they are joined. At equilibrium, the Fermi levels align, resulting in the bending of energy 
bands near the junction. 
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Figure 2.10: Formation of a Schottky barrier depicting (a) before contact and (b) after contact 
of the semiconductor and metal.  
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Figure 2.11: Diagram depicting the bending of the surface bands via field-effect-induced 
band-bending, assuming no band bending when no bias is applied. When the bias is negative, 
(a) the electric field penetrates into the surface layer and induces a depletion SCL resulting in 
upwards band bending. When the bias is positive, (b) the electric field induces an 
accumulation SCL, resulting in downwards band-bending.  
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Figure 2.12: Formation of the depletion zone in the SCL at the semiconductor interface. For 
an n-type semiconductor, the CBM moves away from Fermi level as one approach the 
interface. The SCL becomes depleted of majority charge carriers and the bands bend 
upwards. 
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Figure 2.13: Formation of the accumulation zone in the SCL at the semiconductor interface. 
For a p-type semiconductor, the CBM moves towards the Fermi level as one approaches the 
interface. The SCL accumulates an excess of majority charge carriers and the bands bend 
downwards. 
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Figure 2.14: Formation of the inversion zone in the SCL at the semiconductor interface. In 
this scenario, the band bending becomes so severe the SCL changes type from that of the 
bulk (n-type bulk, p-type surface). 
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CHAPTER 3: METHYLENE BLUE: A MODEL MOLECULE TO TEST 
PHOTOCATALYSTS 
3.1 Abstract 
Methylene blue is a common compound found in industrial dying, analytical chemistry, 
medical research, as well as photocatalytic systems. In the photocatalysis community, it is 
used as a model molecule to probe the performance of photocatalysts. It is a well-studied 
system with a pseudo-first-order rate law at appropriate concentrations for its reactions. In 
our study, methylene blue solution was photooxidized over an anatase thin film in order to 
elucidate the effect of a changing drift current on the photooxidation rate. Changes in the drift 
current are affected by controlling the charge carrier concentration in the photocatalyst, as 
well as the surface workfunction through surface treatment using remote oxygen plasma. The 
initial rate of methylene blue degradation offers a clear and direct metric to measure changes 
induced by band-engineering protocols. 
3.2 Uses and Properties of Methylene Blue 
Methylene blue (MB) is a synthetic phenothiazine dye made up of a central aromatic 
structure and flanked by four methyl groups, with the chemical formula C16H18N3SCl. It has a 
heterocyclic aromatic structure and presents itself as a dark blue/green powder at room 
temperature. MB is easily soluble in water, forming a solution made up of cationic 
monomers, dimmers and higher order n-mers depending on the concentration of the solution. 
The molecular structure of MB is shown in Figure 3.1. 
The use of MB is varied. It ranges from acting as a redox indicator in analytical 
chemistry to being a dye for staining procedures in biology, e.g. the Wright’s stain, a 
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histological stain which facilitates the differentiation of blood cell types, and also as a stain 
for studies on DNA damage and binding [1, 2]. MB has also stirred interest in the medical 
field, playing a role in photodynamic therapy where the photosensitizing property of MB 
allows the creation of singlet oxygen responsible for malignent cell death [3-6]. MB also 
contributes to antiviral research [7, 8], cirrhosis in hepatopulmonary syndrome [9], as well as 
on studies of reproduction and fertility [10-13]. In the photocatalysis community, MB is 
frequently used as a model system to probe the properties of photocatalysts, such as rate 
comparison among catalysts, as well as a means to elucidate the degradation pathway of 
similar organic compounds for the purpose of environmental remediation [14-20].    
3.3 Methylene Blue as a model system in Photocatalysis 
MB is widely studied and an excellent model system for use in photocatalysis research. 
In fact, the photomineralization of MB was used as an early demonstration of the 
photocatalytic capabilities of TiO2 [21]. Following that, many other studies have shown that 
MB undergoes photodegradation over TiO2 when ultraviolet light is used. In the presence of 
oxygen, TiO2 is capable of catalyzing the oxidation of MB all the way to complete 
mineralization with the stoichiometry: 
(3.1) 2TiO16 18 3 2 2 2 3 2 4 3.2 eV
51
C H N SCl O 6H O 16CO 3HNO H SO HCl
2 h 
     
 
It is clear from equation (3.1) that methylene blue is oxidized while molecular 
elemental oxygen is reduced. In the photooxidation mechanism, the methylene blue oxidation 
begins with an attack of this reactant through a photogenerated hole from the substrate. 
Correspondingly, the reduction of elemental oxygen begins with an attack by an electron. In 
subsequent elementary steps, some of the intermediates exchange electrons or holes back into 
the substrate.  
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Figure 3.2 shows the reaction sequence of MB degradation over TiO2. The reaction 
sequence is stepwise, beginning with the N-demethylation of MB, followed by the attack on 
the central ring structure [22-24]. The reaction mechanism follows what is usually proposed 
in the literature [15, 21, 25-28], starting with the photo-generation of EHPs through the 
absorption of photons with energy equal to or higher than that of the TiO2 anatase bandgap, 
which has a value of about 3.2 eV : 
(3.2) 2TiO CB VBh e h
     
The electrons are then taken up by adsorbed diatomic oxygen to form anions: 
(3.3) 
-
2,ads CB 2O Oe
 
 
while the hydroxyl groups are neutralized by the photo-holes, forming OH radicals: 
(3.4) 2 ads ads adsH O H OH
    
(3.5) ads VBOH OHh
    
Since un-doped TiO2 is n-type due to native defects such as oxygen vacancies and Ti 
interstitials, the solid typically has an excess of electrons compared to holes in which case the 
reacting electrons do not necessarily need to be photogenerated.  
The O2
-
 species from equation (3.3) is neutralized by protons via: 
(3.6) 2 2O H HO
    
followed by transient peroxide formation and dismutation of oxygen and the peroxide's 
decomposition: 
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(3.7) 2 2 2 22HO H O O
    
(3.8) 
2 2H O OH OHe
     
Oxidation of methylene blue is then accomplished by either successive attack by OH radicals 
or by direct oxidation with holes, which are considered the rate limiting steps:
 
(3.9) '
2MB OH MB H O    
(3.10) MB MB degradation productsh     
 The N-demethylation of MB is commonly monitored via UV-Vis spectroscopy as its 
discoloration from blue to colorless can be tracked easily. As MB is also commonly degraded 
in solution, its spectroscopic data is readily available. MB forms monomer, dimmers and 
higher N-mers in solution at high concentrations, but at concentrations of up to 0.1 mM, the 
presence of the monomer is dominant. This can be seen from the characteristic peak at ~664 
nm photon wavelength in low concentrations of MB and as such, this peak is commonly used 
to track MB degradation. 
3.4 The Methylene Blue Monomer Peak at 664 nm 
The spectra of MB can be interpreted quantitatively following the method by 
Bergmann and O’Konski [29]. The absorbance peak at around 664 nm is often used as a 
reference by which one can track its concentration. As mentioned earlier, MB undergoes 
stepwise demethylation when it is being photooxidized. A clear indication of this can be seen 
from the shift of the characteristic peak at 664 nm to shorter wavelengths, while the fall in 
absorbance at 664 nm is taken as a quantitative measure of the MB concentration in the 
solution.   
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The absorbance peak at 664 nm can be used as a quantitative measure as it is the 
characteristic peak of the MB monomer. For concentrations up to at least 200 µM [29], the 
solution is approximately made up of monomers and dimers in equilibrium, while higher 
order aggregates factor in only when the MB concentration is much higher. The contribution 
to the peak at 664 nm comes predominantly from the MB monomer while the dimer 
contributes to a peak at about 610 nm. This can be seen explicitly by assuming the 
equilibrium: 
(3.11)  
2
MB 2MB
 
where MB represents the monomer and (MB)2 represents the dimer. We then define a 
dissociation constant, K, such that: 
(3.12) 
2
m
d
c
K
c

 
where cm and cd are the molar concentration of the monomers and dimers respectively.  
Neglecting higher n-mers, the total molar concentration of MB can be expressed as: 
(3.13) 
m d2c c c   
We let χ be the fraction of monomer present such that: 
(3.14) m
c
c
    
 and it follows that: 
(3.15) 
 
22
1
c
K




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Using the relationship between absorbance and absorption coefficient: 
(3.16) 
MBA alC   
 where A is absorbance, a is the molar absorbancy, l is the photon pathlength, CMB is the MB 
concentration. Assuming that Beer’s law holds for each component, we get: 
(3.17) 
  d
m
1
2
a
a a



    
Here am and ad represents the molar absorbance for the monomer and dimer respectively.  
3.5 Experimental Characterization of Methylene Blue 
The experimental characterization of MB was carried out using a glass batch reactor 
and a UV-Vis spectrometer. MB was tracked via the absorbance at 664 nm, which represents 
the dominant absorbance peak. Further experimental details can be found in chapter 8. 
3.5.1 Monomer-Dimer Plot of Methylene Blue 
We plot the effective molar absorbance, a, of MB at various wavelengths against the 
monomer fraction, χ, for a dissociation constant, K, of 400 µM, shown in Figure 3.3. The 
value K was chosen so that the regression lines have the best linear fit to the experimental 
data. The curves obtained from the plot can then be extrapolated to χ = 1 and 0, where we 
obtain the molar spectra of the pure monomer and dimer respectively. Figure 3.4 shows the 
molar absorbance of pure monomer and dimer of MB, derived from values extrapolated from 
Figure 3.3. In this way, the individual spectra of the MB dimer and monomer can be 
recovered. 
By assuming monomer-dimer equilibrium, we locate the monomer characteristic peak 
at around 664 nm, while the dimer has a peak at around 610 nm. The dimer spectrum does 
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not contribute to the monomer peak intensity, justifying the use of the change in peak height 
at 664 nm as a simple metric for the degradation of MB. 
3.5.2 Adsorption Characteristic of Methylene Blue on TiO2 film 
The concentration of MB in the dark was tracked via the absorbance at 664 nm using 
UV-Vis spectroscopy. Figure 3.5 shows the amount of methylene blue adsorbed onto the thin 
film surface vs. the equilibrium concentration. The amount adsorbed increases in a manner 
consistent with the Langmuir-Hinshelwood model for adsorption. In Figure 3.6, we can see 
that the amount (in terms of percentage) of methylene blue adsorbed onto the TiO2 thin film 
increases quickly with time initially and levels off after about 60 minutes. In general, the 
percentage of methylene blue adsorbed onto film increases with higher dilution, although the 
absolute amount adsorbed is higher for higher concentrations of methylene blue. 
3.5.3 UV-Vis Spectra of Methylene Blue in the photodegradation over TiO2 
The UV-Vis spectra for methylene blue in a photoreaction are shown in Figure 3.7. The 
characteristic peak is at 664 nm, contributed by a pure monomer peak, with an accompanying 
shoulder at 613 nm. This shoulder is contributed by the monomer vibronic peak and the 
dimer peak [29, 30]. Figure 3.7 includes the spectrum after every hour during the 
photoreaction of 5 hours under UV illumination. Apart from the decrease in peak absorbance, 
there is also a concomitant blue shift of the characteristic peak from 664 nm to 659 nm. When 
MB is photodegraded in this manner, the four methyl groups surrounding the central aromatic 
structure of an MB molecule is removed in a stepwise manner.  The central ring is 
subsequently broken down further after demethylation to convert carbon to CO2, and 
heteroatoms nitrogen and sulfur into inorganic ions of nitrate, ammonium and sulfate. The 
observed peak shift is the consequence of oxidative demethylation following the mechanism 
for methylene blue photodegradation [22]. 
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Figure 3.8 shows the concentration profile of MB obtained by plotting the absorbance 
for various concentrations of MB with their corresponding absorbance values. The trend of 
MB concentration being linear with absorbance with a very good fit allows the use of 
absorbance values obtained to adequately back out the MB concentration of interest. 
3.5.4 Effect of Light Intensity on Methylene Blue Degradation 
 The effect of light intensity on the rate of MB degradation was studied and presented 
in Figure 3.9 . The light intensity was varied by changing the distance between the light 
source and the thin films and measuring the resultant intensity with a radiometer. The plot 
indicates a linear trend where the reaction rates vary positively for increasing light intensity.    
3.5.5 Effect of pH on Methylene Blue 
The effect of pH on the reaction rate of methylene blue photodegradation is well 
documented in literature [18, 22, 25, 31-33]. As a rule, an acidic environment (relative to the 
zero-point charge of TiO2, pH ≈ 6.0 [34]) decreases the reaction rate whereas an alkaline 
environment increases it. The pH of an MB solution can be changed by the addition of NaOH 
or HCL for a higher or lower pH respectively. From Figure 3.10, we can see that as the pH of 
the MB solution increases, the amount adsorbed onto the TiO2 surface also increases. This is 
in agreement with the influence of pH on the ionization state of TiO2. When we have a pH 
lower than the zero-point charge of TiO2, the surface becomes positively charged whereas at 
a pH higher than the zero-point charge, it becomes negatively charged. We can state this 
according to the equilibria: 
(3.18) TiOH OH TiO     
(3.19) 2TiOH H TiOH
     
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In solution, MB has a cationic configuration, allowing it to adsorb onto the TiO2 
surface through Coulombic interaction, as evidenced by  the influence of pH [15]. Figure 
3.11 shows the change in pH before and after the photoreactions. The changes indicate that 
the solution pH is not affected by the degradation reaction and can be assumed as constant in 
our study.
  
3.5.6 Reaction Kinetics 
Previous studies in the literature have shown that the photooxidation of MB obeys a 
kinetic expression that depends on concentration [18, 22, 23, 26, 28]. The rate law follows the 
Langmuir-Hinshelwood form: 
(3.20) MB
MB
C
1
kK
r
KC


  
where r is the rate of change in concentration of methylene blue, k is the rate constant, K is 
the adsorption coefficient and CMB is the concentration of methylene blue. In a dilute 
solution, we can approximate equation (3.20) as a first-order rate equation, which then 
simplifies to: 
(3.21) 
r MBCr k   
where kr is the apparent rate constant. Thermal reaction pathways are often insignificant at 
room temperature and can be neglected. Figure 3.12 shows the plot of Log(A/A0) vs. time for 
a photoreaction occurring over a 300 nm TiO2 anatase film, showing excellent linearity. The 
gradient of the plot is obtained, following which the initial rate is calculated by generating 
points for the first one percent of the total run time, as shown in Figure 3.13. 
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3.5.7 Photolysis of Methylene Blue 
The suitability of MB for UV degradation over a TiO2 catalyst was established by 
performing preliminary studies on its conversion independent of any catalytic contribution 
from the TiO2 thin films. Figure 3.14 gives the result for a photolysis study on MB by 
irradiating the solution without catalyst for 16 hours. The drop in the peak at 664 nm is about 
6 % with an error of ± 3 % from repeated trials. The contribution from photolysis would be 
less than 1 % for the time taken for a standard reaction run of 100 minutes. MB solution was 
also kept in the dark with the catalyst immersed in it for 16 hours. Figure 3.15 shows the 
result for the dark study by comparing the UV-Vis spectra before and after. The spectra 
indicate no drop in absorbance at 664 nm at the end of the 16 hours, which shows that MB is 
not degraded in the dark. 
3.6 Conclusion 
MB is a well-studied system with a pseudo-first-order rate law at appropriate 
concentrations. In the case of our study, MB solution was degraded over an anatase thin film 
in a linear manner as a function of light intensity and pH value, indicating that MB is a good 
model system suitable for our study.  The initial rate of MB degradation offers a clear and 
direct metric to measure changes induced by band-engineering protocols. 
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3.7 Figures 
 
Figure 3.1: Molecular structure of the MB molecule. MB is a phenothiazine dye made up of a 
central aromatic structure and flanked by four methyl groups. 
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Figure 3.2:  Sequence for the N-demethylation of methylene blue during photooxidation over 
the TiO2 thin film catalyst. The oxidation is step-wise, with MB breaking down into other 
dyes along the way [35]. 
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Figure 3.3: Plot of the effective absorption coefficient of MB at various wavelengths against 
monomer fraction, for a dissociation constant of 400 µM. The molar spectra of the pure 
monomer and dimer were obtained by extrapolating to χ = 1 and 0 respectively. The points 
are experimental while the lines are regression curves.  
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Figure 3.4: Molar absorbance of monomer and dimer of MB. This plot was derived from 
values extrapolated from Figure 3.3. The dominant peak of the monomer appears at a 
wavelength of about 664 nm while that for the dimer appears at around 610 nm. The peak at 
664 nm is often used to track the concentration of MB quantitatively. 
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Figure 3.5: The amount of MB adsorbed onto the TiO2 anatase thin film surface depends on 
the concentration of the MB solution. This relationship suggests that at concentrations higher 
than about 10 µM, the amount adsorbed onto the film surface reaches a saturation value. The 
inset shows a Langmuiran transform of the plot with a good linear fit, implying the 
adsorption of MB is consistent with a Langmuir-Hinshelwood model. 
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Figure 3.6: The concentration of MB decreases over time in the dark until an equilibrium 
concentration is attained and is attributed to MB adsorption onto the TiO2 thin film. The % 
amount of MB adsorbed saturates after about 60 min, regardless of the MB concentration. 
The adsorbed amount is proportionate to the initial MB concentration and increases with 
lower MB concentration, well-described by the Langmuir-Hinshelwood isotherm. 
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Figure 3.7: UV-Vis spectra of methylene blue showing the absorbance through a 5 hour 
photoreaction. The characteristic peak at 664 nm dropped significantly in amplitude after 5 
hours of UV irradiation together with a shift in the peak position from 664 nm to 659 nm. 
This hypsochromic shift is indicative of oxidative demethylation of MB.  
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Figure 3.8: The absorbance at 664 nm taken over an MB concentration from 0.5 to 50 μM. 
The regression curve shows a good linear dependence. This plot serves as a calibration 
reference for subsequent values of MB concentration based on absorbance.  
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Figure 3.9: Plot of normalized initial rate vs. UV light intensity for an MB concentration of 1 
μM photooxidized over a 300 nm thick TiO2 anatase film where the initial rate was obtained 
by tracking the fall in absorbance at 664 nm over time (Figure 3.7) and subsequently 
normalized to the light intensity of 100 µW.cm
-2
. The regression curve shows a good linear 
fit in the range of light intensity between 100 and 600 µW.cm
-2
. 
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Figure 3.10: Amount of MB adsorbed (in terms of absorbance) onto the TiO2 surface with 
respect to solution pH. When the pH of the solution is less than the zero-point charge of TiO2 
(pH < 6.0), the surface will be positively ionized whereas if the pH is more than the zero-
point charge, the surface becomes negatively ionized. As MB is a cationic dye, it 
preferentially adsorbs onto the TiO2 surface in a more alkaline environment.   
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Figure 3.11: pH values of the MB solution before (square) and after (circle) reaction for 
various concentrations. The impact of changes in pH for our study is negligible as the pH 
value can be considered a constant with a value of 6.43 ± 0.22 before reaction and 6.40 ± 
0.25 after.   
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Figure 3.12: Plot of Log(CMB/CMB0) vs. time, where CMB0 is the initial concentration of MB. 
The regression curve indicates that MB degradation is consistent with a pseudo-first-order 
rate equation.  
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Figure 3.13: Initial rate plot derived from Figure 3.12. The rate constant kr was first obtained 
experimentally, following which initial points were generated by calculating the points for 
the first 1 % of the total run time. A linear regression was subsequently performed on the 
points to obtain the initial rate to obtain the initial rate from the gradient. 
  
86 
200 300 400 500 600 700 800
-0.2
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
 
 
A
b
s
o
rb
a
n
c
e
Wavelength (nm)
 16 hrs
 0 hrs
 
Figure 3.14: UV-Vis spectra for a 16 hour photolysis run. The drop in absorbance at 664 nm 
is about 6%. The uncertainty in the measurements for initial absorbance (taken across 
different runs for the same initial concentration of 20 μM) is about 3% in terms of standard 
error. 
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Figure 3.15: UV-Vis spectra for a 16 hour dark run. An anatase thin film was placed in the 
MB solution and kept in the dark for 16 hours (excluding the initial 1 hour equilibration 
time). The spectra show no drop in absorbance at 664 nm at the end of the run, indicating that 
there is no more adsorption taking place after the equilibration period. 
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CHAPTER 4:  THE PHOTOCURRENT MODEL 
4.1 Abstract 
The photooxidation of aqueous MB over TiO2 anatase thin film was used as a model 
reaction, from which the change in rate of reaction was extracted and compared to the model 
based on the photodiode current. The rate law for the model reaction follows the equation: 
(4.1) 
MBCrr k   
where kr, the reaction rate constant, is the sole variable to be obtained through concentration 
data. The predictive model based on the photodiode current forecasts the change in 
photocurrent with changes in charge carrier concentration. The change in photocurrent 
(normalized to the charge carrier concentration present in the 100 nm or 300 nm films) was 
then compared with the change in kr (similarly normalized to kr in the 100 nm film). The 
predicted improvement of photocurrent (over a range of surface potential from 0.0 – 1.0 V) 
with an increase in surface potential is about 2.5 times, while the improvement predicted with 
a decrease in charge carrier concentration from 10
17
 to 10
13 
cm
-3
 is about 100 times.  
Improvements to photocurrent come predominantly from the drift current component, which 
should come as no surprise as band-engineering seeks to manipulate near surface charges via 
modification to the built-in electric field near the surface of the semiconductor.    
4.2 Introduction 
 TiO2 is a material which is widely studied due to its potential application in 
photocatalytic water purification [1-4], hydrogen generation via water splitting [5-11] and as 
functional coatings for building materials [12]. It is also being considered as a promising 
material to harvest solar energy for a wide range of applications [13, 14]. In an effort to 
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understand and develop new TiO2 based functional materials which may be used for efficient 
conversion of light energy into chemical energy required for photocatalysis, there is a need to 
address issues such as: 
 the significance of point defects in the material [15, 16]  
 charge carrier concentration (e.g. through film thickness, doping, etc.)  
 charge transfer and their role in photoreactivity  
In the particular case of interfacial charge transfer, the chemical reactivity and photoreactivity 
of metal oxides are determined by their ability to donate or accept electrons. However, many 
studies on photocatalysts mainly address properties such as surface area, phase relations, 
composition and structure – phenomenological parameters, without providing further insights 
into the charge transfer characteristics of the material. In the context of photoelectrodes in 
photoelectrolysis cells, theoretical studies have shown that the physical properties of a 
semiconductor are one of the major factors determining their efficiency [17]. Consequently, 
the physical properties of the photoelectrodes,  and  the  degree  to which  they  can  be 
modified to optimize cell performance,  are  important  and  topical  areas of current  
research. 
 In order to elucidate the importance of the above-mentioned points on their impact on 
photocatalysis, there is a need for a well-defined system to work on so that results from the 
study would not be ambiguous, but clear and conclusive as to how effective charge transfer 
would impact the activity at the catalytic interface. The catalyst material should have well-
defined, well-characterized physical and electronic properties, and the choice of a model 
reaction should be one that is well studied with a well-understood reaction mechanism.  
 As TiO2 is a semiconductor, there is good reason to believe that the photocatalytic 
behavior can be improved when it is designed and fabricated according to strategies drawn 
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from classical microelectronic devices. Although examples of such strategies had been 
described before [18, 19], the implementation had been largely unsuccessful. This is due to 
problems such as:  
 Reducing the concentration of bulk defect sites where photogenerated charge 
carriers are destroyed 
 Controlling the concentration of electrically active substitutional defects 
 Controlling the exchange of charge between the bulk and defects at the free 
surface 
The work performed in this study implements an exciting approach to manipulating the 
carrier concentration in the bulk and controlling the charge transfer to improve the 
photocatalytic rate in a model reaction (the photooxidation of aqueous MB). The choice of 
photocatalyst material is anatase TiO2, a well-studied material in the field of catalysis. The 
TiO2 was synthesized in the form of thin films to enable key methods (such as capacitance-
voltage measurements and ellipsometry) for electrical and physical characterization. The 
following sections will detail the formulation of the specific design strategies for the model 
reaction so as to test the activity and the extent to which one can vary the rate of MB 
oxidation through band-engineering of the catalyst.  
4.3 Design of Strategy for Manipulating Oxidation of MB 
4.3.1 The Photocurrent Model 
 The following discussion of the photocurrent model assumes an n-type material, but 
similar arguments can be made for a p-type material. The total rate of current flow Jpc of 
holes to the surface is given by the sum of drift (i.e., electric-field-driven) and diffusion 
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components. Under steady-state conditions, the total photocurrent density of minority carriers 
to the surface is given by [20]: 
(4.2) pc diff drJ J J    
where Jdiff and Jdr are the diffusion and drift current densities respectively.  
 The drift component of the photocurrent can be estimated by assuming that the 
electric field within the SCL of width W sweeps to the surface all minority charge carriers 
created by photons.  The following treatment of the photocurrent traces that given in [20, 21]:  
(4.3)  
 
dr
0
1
1
W
W
e
qI R
J q G x dx e
h


      
 
where q is the elementary charge, I is the optical intensity, h is the Planck’s constant, R is the 
reflectance of the sample, ν is the frequency of the incident photon, α is the absorption 
coefficient, x is the distance from the surface, and Ge is the generation rate of electron-hole 
pairs. Ge is in turn given by: 
(4.4)  
 1 x
e
I R
G x e
h



 
The exponential term is the result of electron-hole generation from the surface into the bulk at 
a rate that decreases as light penetrates the material.  
 The diffusion current density is determined by solving the one dimensional Poisson 
equation to get pn: 
(4.5) 
   
 
2
0 0
2
0
n n n n
p e
p
d p p p p
D G x
dx 
  
   
    
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where Dp is the diffusion coefficient for holes, pn is the hole density, pn0 is the equilibrium 
hole density and τp is the lifetime of excess carriers. This equation is solved with boundary 
conditions that extend from the edge of the SCL to deep within the bulk.  There is no need to 
include the region between the surface and the edge of the space charge layer at W because 
those photocarriers are already swept to the surface by drift.  The formal boundary conditions 
are pn = pn0 for x → ∞ and pn = 0 for x = W. The expression for pn is then given by: 
(4.6) 
 
0 2 2
1
1
p
x
L p x
n n
p
I R
p p Ce e
L h

 
 

  
  
where Lp = (Dpτp)
1/ 2 
is the diffusion length of minority carriers and C is a constant given by: 
(4.7) 
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The diffusion current density is then evaluated at x = W and given by: 
(4.8) 
 
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We ignore contributions from the dark current term containing pno since it is a lot smaller than 
the photocurrent under normal operating conditions. The total photocurrent is then obtained 
by summing the diffusion and drift currents to give:  
(4.9) 
 1 1
1
1 p
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qI R
J e
h L

 
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 
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
 

 
 Equation (4.9) indicates that Jpc depends exponentially on the SCL width W.  There 
are two distinct ways to control W - 1) variation of the bulk doping concentration/type (i.e., 
the position of the bulk Fermi energy via ND), and 2) variation of the surface potential VS 
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(i.e., the position of the surface Fermi energy).  Manipulation of these two variables can yield 
three specific cases - 1) accumulation, 2) depletion and 3) inversion at the catalyst surface. In 
accumulation, shown in Figure 4.1a, charge exchange between the surface and bulk pulls 
majority carriers from the bulk toward the surface, so that their excess over minority carriers 
increases even further.  For n-type material such as undoped TiO2, these majority carriers are 
electrons, and the electric field points from the surface toward the bulk. 
In the case of depletion as shown in Figure 4.1b, majority carriers are repelled from 
the surface. Although those carriers remain in the majority, the amount of excess decreases. 
The direction of the electric field reverses compared to that in the case for accumulation and 
points toward the surface for un-doped TiO2. In inversion (Figure 4.1c), the surface repels the 
bulk majority carriers so strongly that they actually become the minority near the surface.  
The direction of the electric field remains the same as in the case for depletion, but with an 
increase in magnitude.   
 The SCL width, W depends upon ND and VS according to [22]: 
(4.10) 0
S
D
W V
qN

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where ε and ε0 are the relative permittivity of the catalyst material and the permittivity of free 
space respectively. If we substitute equation (4.10) into equation (4.9), we get an explicit 
form for photocurrent which is dependent on charge carrier concentration and the surface 
potential: 
(4.11) 
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In the case of an inversion layer where the surface Fermi level remains pinned as before, the 
calculation for photocurrent is similar to that for the fully depleted SCL, except that electrons 
are now the minority charge carriers. 
The prediction in the performance of the catalyst is to be compared with the initial 
rate of MB degradation, the experimentally measured reaction rate constant from the 
photooxidation of MB.  
4.3.2 Determination of Parameters  
In this subsection, we determine the value of α, Eg and Lp for use in the photocurrent 
model. The value of α and Eg can be obtained through absorption measurement, while the 
value of Lp is estimated by considering a diffusion controlled bulk-recombination process. 
Measurement of α 
The absorption coefficient near the band edge kω = 0 (in an E-kω diagram, where E is 
energy and kω is wave momentum) for indirect allowed transitions can be expressed as [23]: 
(4.12) 
 
2
gA h E
h





 
where α is the absorption coefficient and A is the absorption constant. Using this equation, it 
is possible to extract from literature values of α and Eg from plots of (αhυ)
1/2
 vs. hυ. Some of 
these values are shown in Table 4.1. The values of α clearly vary by synthesis method, and 
range over nearly an order of magnitude.  As many material properties of polycrystalline 
oxides can vary even within a given synthesis method, it is possible that α exhibits such 
variations as well.  Since this work sought to employ as few adjustable parameters as 
possible, it was decided to directly measure the value of α at 365 nm for the family of films 
employed for the kinetic studies. 
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The value of α was determined experimentally using UV-Vis spectroscopy in 
absorbance mode. TiO2 films of varying thicknesses were probed and data for α vs. 
absorbance wavelength obtained, from which the value of α was directly obtained (Figure 
4.2). The data were subsequently fitted near the absorption edge at 365 using equation (4.12) 
to extract the value for bandgap, Eg through the gradient and intercept of a linear regression 
(Figure 4.3). Tabulated values of α and Eg are shown in Table 4.2. The average value of α and 
Eg obtained this way is 6.93 x 10
5
 m
-1
 and 3.24 eV respectively. 
Estimation of Lp 
 Following the suggestion of Butler [21] for TiO2, carrier lifetime could be 
approximated by a diffusion controlled bulk recombination process, following which Lp can 
be approximated by: 
(4.13) 
1 2 1 2
0
24
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p
p e D
kT
L
q N
 
  
   
        
  
In n-type TiO2, the electron mobility is much larger than that of the hole mobility [24].  
However for the sake of calculating an upper bound, we assume that the electron and hole 
mobilities are equal, which leads to a coefficient of ¼ in equation (4.13). Values of ND for the 
films were previously obtained by the Seebauer group [25]. Table 4.3 gives us the values of 
Lp found using equation (4.13), and the average Lp obtained this way for various film 
thicknesses ranging from 100 – 300 nm values is 7.3 nm. In the photocurrent model, Lp 
appears in the compound term αLp (equation (4.11)). Since the value of αLp << 1, the exact 
value of Lp is not too crucial to the calculation of Jpc. 
Bulk Fermi level and SCL width determination  
It is possible to determine the position of the Fermi level through the equation: 
101 
(4.14) 0F i
i
ln
n
E E kT
n
   
where Ei is the intrinsic level, k is the Boltzmann constant, T is the temperature, n0 is the 
measured charge carrier density, and ni is the charge carrier density of the intrinsic 
semiconductor (with no dopants or electrically ionized native defects). The value of ni can be 
calculated using: 
(4.15) 
/gE kT
i C Vn N N e

  
where NC and NV are the effective densities of states in the conduction and valence band, 
respectively. Ei can be calculated by: 
(4.16) ln Ci C
i
N
E E kT
n
   
For undoped anatase TiO2, native point defects such as O vacancies and Ti interstitials are the 
primary contributors to the carrier concentration. We use the following key parameter values 
which are typical for TiO2: ni = ~10
-7
cm
-3
, n0 = ND = ~10
17 
cm
-3
 and Ei = EC – 1.57 eV.  These 
parameters yield the Fermi energy in the bulk as EF = EC – 0.16 eV. The Fermi level at the 
surface, EFS is obtained via UPS as described later in this thesis, and gives a value of EFS = EC 
– 0.66 eV. The difference between these two quantities yields a surface potential 0.5 eV, as 
assumed throughout this chapter.  
4.4 Results from the photocurrent model 
 The methodology employed in this study makes use of normalized changes with 
respect to reaction rate measurements made on the film of our choosing (usually 100 nm or 
300 nm). The photocurrent’s dependence on charge carrier concentration is shown in Figure 
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4.4. For instance, ridding the TiO2 thin film of most charged native defects (by varying the 
thickness of the film, defect engineering or compensation by oppositely charged dopants) 
could conceivably decrease the carrier concentration from 10
17
 to 10
13 
cm
-3
.  Jpc would then 
increase from about 0.1 μA cm-2 to 10 μA cm-2 which translates to ~1013 cm-2 s-1 extra 
charges.  This represents an increase by a factor of about 100. If every photocarrier were to 
stimulate a chemical reaction event, this photocurrent would be equivalent to roughly one 
hundredth of a monolayer per second, or a catalytic turnover frequency (TOF) of about 0.01 
s
-1
. Naturally, not all photocarriers stimulate a reaction event since we also have to consider 
direct recombination of the charges or other dissipative processes, but it is reasonable to 
believe that changes in TOF would scale by the same factor as the photocurrent. There is 
evidence from laser photolysis, time-resolved photoluminescence, photoconductance and 
transient absorption spectroscopy to show that the lifetime of EHPs reside mainly in the tens 
of nanoseconds [26, 27]. The time required to sweep the photogenerated EHPs out of the 
SCL is estimated for an SCL width of W = 10 nm and a surface potential of 0.5 V to be ~10
-
10
 s (taking μp ~10
-6
 m
2
V
-1
s
-1
 [28] and assuming a linear electric field profile), so most if not 
all of the EHPs generated within the SCL should be effectively promoted to the surface. This 
drift current would also dominate the diffusion current since a minority carrier path-length 
averaging ~10 nm would imply that most EHPs generated deeper in the bulk would be lost to 
recombination processes.   
 In a similar way, increasing the surface potential from 0.0 to 1.0 eV results in up to 
~10
12 
cm
-2
 s
-1
 of charges migrating to the surface (shown in Figure 4.5), resulting in a similar 
change in TOF by a factor of about 10. Note that this fractional change is much less than that 
induced by bulk doping, so the primary gains are likely to be achieved by variations in charge 
carrier concentration rather than through augmentation of the surface potential.  
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  According to calculations from equations (4.14) and (4.16), flat bands can be 
achieved when the doping level reaches ~10
9
 cm
-3
, assuming the Fermi energy at the surface 
does not change. The following analysis aims to trace the evolution of the photocurrent, Jpc as 
the bulk Fermi level drops toward the valence band.  
 As the Fermi level in the bulk starts dropping away from the conduction band due to 
changes in charge carrier concentration (while the surface Fermi level doesn’t move), 
the upward band-bending becomes less pronounced. The SCL width widens, and the 
drift current increases because photogenerated holes are now swept out of a larger 
volume of the semiconductor. The electric field direction remains such that holes are 
drawn toward the surface. However, as the bulk Fermi level approaches EFS, the SCL 
becomes so wide that the remaining weak electric field can no longer sweep 
photogenerated holes to the surface before they recombine.  
 When the bulk Fermi level reaches EFS, the electric field decreases to zero, and the 
drift current disappears. 
 As the bulk Fermi level drops past EFS toward the valence band, the bands start 
bending down at the surface, and the electric field direction is such that electrons are 
drawn toward the surface. This condition does not enhance the photoreaction rate, and 
need not be considered further. 
In general, the improvement to the reaction rate comes mainly from the drift 
component of the photocurrent under conditions wherein the SCL is wide. As band-
engineering seeks to control the preferential flow of electrons or holes to the surface of the 
catalyst through the manipulation of the built-in field of the space charge region, it comes as 
no surprise that the drift current plays the dominant role in the improvements previously 
mentioned. Figure 4.6 shows that when doping levels are below ~10
18
 cm
-3
, the drift current 
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plays the dominant role in the improvement of surface reactions rates.  The levelling off of 
the drift component at charge carrier concentrations below 10
13
 cm
-3
 has to do with the 
exponential character of the generation term in equation (4.4). Photocarrier generation largely 
disappears beyond the penetration depth of the light, so that increases in SCL width beyond 
the penetration exert no significant effect. 
4.5 Conclusion 
 A model based on the photodiode current is presented on the n-type semiconductor. 
Trends were predicted for changes in photocurrent with variation in surface potential, VS and 
charge carrier concentration, ND. The predicted improvement of photocurrent (over a range of 
VS from 0.0 – 1.0 eV) with an increase in surface potential is about 10 times, while the 
improvement predicted with a decrease in charge carrier concentration from 10
17
 to 10
13 
cm
-3
 
is about 100 times, indicating that improvements to photocurrent come predominantly from 
the drift current component. These trends will be compared with the values for the initial rate 
of MB degradation obtained through photoreaction rate measurements for the photooxidation 
of MB. Through tuning the available amount of electrons and holes for catalysis, we seek to 
controllably effect changes in the photooxidation rates of the MB reaction.  
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4.6 Figures and Tables 
Table 4.1:  Values of α and Eg obtained from plots of (αhυ)
1/2
 vs. hυ for a selection of five 
different synthesis methods. 
Ref Synthesis Method α (m-1) Eg (eV) 
[29] MOCVD 9.42x10
5 
3.21 
[30] Sol-gel Spin Coating 1.60x10
6 
3.56 
[31] PLD 2.13x10
6 
3.22 
[32] RF Sputtering 3.56x10
5 
3.34 
[33] ALD 2.10x10
6 
3.12 
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Table 4.2:  Measured values of α via UV-Vis spectroscopy. The values for Eg is obtained 
from the plot of (αhυ)1/2 vs. hυ. 
Film Thickness (nm) α (m-1) Eg (eV) 
315.7 631746 3.23 
359.1 854915 3.25 
412.9 624849 3.24 
449.6 645018 3.24 
496.8 706522 3.23 
Average 692609 3.24 
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Table 4.3:  Values of Lp obtained via equation (4.13). The calculation requires knowledge of 
ND, which was obtained previously by the Seebauer group.  
 Film Thickness (nm) Lp (nm) 
100 2.2 
150 4.4 
200 7.0 
250 8.8 
300 14 
Average 7.3 
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Figure 4.1: Band scheme for a) an n-type depletion, b) n-type accumulation and c) n-type 
inversion in a semiconductor. The charge of the acceptor type surface states, QSS, is 
compensated by the space charge. EF is the Fermi energy level after equilibration between the 
surface and bulk.  
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Figure 4.2: Spectrum obtained for absorption coefficient, α vs. wavelength via UV-Vis 
spectroscopy using a 497 nm film. The absorption edge can be clearly perceived to start near 
380 nm.  
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Figure 4.3: Fitting of equation (4.12) using data from Figure 4.2 near the absorption edge at 
365 nm. An excellent linear fit was obtained. Eg was calculated from the gradient and 
intercept of the fit. 
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Figure 4.4: Variation of photocurrent with charge carrier concentration. The expected 
improvement over 8 orders of magnitude is near 100 times. 
 
 
  
112 
0.0 0.2 0.4 0.6 0.8 1.0
0
2
4
6
8
10
12
14
 
 
P
h
o
to
c
u
rr
e
n
t 
(
A
.c
m
-2
)
Surface Potential (V)
N
D
 = 1017 cm-3
 = 55
 
Figure 4.5: Variation of photocurrent with surface potential. The expected improvement over 
flatband conditions is about ten times over a range of 1.0 V. 
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Figure 4.6: Comparison of drift and diffusion currents on their roles in affecting minority 
carrier flow. The contribution from the drift component dominates when the charge carrier 
concentration falls below ~10
18
 cm
-3
.   
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CHAPTER 5:  DETERMINATION OF VOID VOLUMES 
5.1 Abstract 
Synthesis of the thin films via ALD allowed the growth of anatase TiO2 which are 
geometrically ideal cuboids, allowing us to pursue band-engineering investigations on a 
simple and convenient model system. However, void volumes can exist within the film which 
could interfere with and contribute to changes in reaction rates over the sample of thin films. 
It is thus important to quantify the extent to which these void volumes could participate in 
reactions. The Brunauer-Emmet-Teller method of surface area measurement was used to 
ascertain the surface area present within the film matrix accessible to the reactants by using 
N2 as a probe. It was found that when compared to a nominally non-porous material 
(commercial Si wafer), the thin films do not exhibit surface areas which are significantly 
different. The Barrett-Joyner-Halenda method was used to determine the pore volume 
distribution for a range of pore diameters. The resulting plots show that the films exhibit 
adsorption behavior not different from that of a nominally non-porous material. We conclude 
that these void volumes, if they exist, are not accessible to the reactants and changes in 
reaction rate measurements can be ascribed to efforts in band-engineering alone.  
5.2 Introduction 
Undoped polycrystalline anatase TiO2 is a complex system comprising native defects 
such as oxygen vacancies and titanium interstitials. On top of those, there exist grain 
boundaries and void volumes (from in between, or perhaps within grains). Historically, 
knowledge of these grain boundaries was mainly obtained from Si and Ge, adding much to 
the understanding of polycrystalline semiconductor materials [1-18]. In general, these void 
volumes can contain electrically active defects [18, 19], contribute to charge trapping [20-
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22], affect charge diffusion [23, 24] and provide surfaces for chemical reaction to take place 
[25, 26]. The deleterious effect of grain boundaries on electronic devices and solar cells 
(based on either elemental or compound material) are well documented [17, 27-29], where 
efficient recombination centers for minority carriers can form at grain-grain interfaces due to 
the formation of potential barriers, effectively suppressing the flow of majority carriers.  
A void volume surface or grain boundary with a certain amount of porosity most likely 
resembles a standard free surface; that is, when considering the dangling bonds, atomic 
arrangement and other properties that might be present on a standard free surface. In our 
discussion of void volumes, it is helpful to illustrate the various material configurations 
which could give rise to them: 
 Intragranular voids - They could exist within grains and could support electrically 
active defects. They are not reachable by gas-phase diffusion and could normally be 
removed by sufficient annealing and compaction. 
 Intergranular voids - They could exist between grains and could support electrically 
active defects. Their geometry is likely to be similar to intragranular voids and they 
are reachable by gas-phase diffusion. They could also normally be removed by 
sufficient annealing and compaction. 
 Grain boundaries - These refer to interfaces between grains which could support 
electrically active defects. Their geometry is different from the aforementioned voids 
and they are not reachable by gas-phase diffusion. They do not disappear even with 
100% compaction.   
It is an assumption that the synthesized films approximates to a uniform medium; the fact 
that grain boundaries exist readily in polycrystalline material is without question. Of interest 
then is if the voids between grain boundaries are accessible to reactants during a 
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photocatalytic reaction, and if so to what extent are we able to quantify and control the 
proliferation of these voids within the bulk matrix. Earlier characterization of the thin films 
indicate a trend of changing film density with an annealing protocol, suggesting that these 
void volumes may exist within the bulk of the film. In particular, annealing of polycrystalline 
TiO2 at 550°C for an extended period of time (up to 24 hrs) induces film densification and 
causes compaction, pointing to a possible drop in overall porosity caused by a reduction in 
void surfaces responsible for charge trapping [30]. The reduction in total void volume from 
this protocol would minimize the void surface area available for capture of electrically active 
donor defects such as oxygen vacancies and Ti interstitials. Bulk density changed little with 
film thickness, implying that films of varying thicknesses up to 300 nm should be similar in 
terms of void density. 
It is important to account for the possible contribution of these void volumes to reaction 
rate measurements and the extent to which they will interfere with the analysis of band-
bending effects. The presence of accessible voids would introduce complications in 
decoupling contributions from an ill-defined increase in surface area and the enhancements in 
photoreaction rate attributable to well-defined variations in SCL width. 
5.3 Physisorption Method for Analyzing Surface Area and Porosity 
 Among the various methods of determining surface area of a material, the Brunauer-
Emmet-Teller (BET) method is unquestionably the most widely used. It is also one of the two 
methods which have a theoretical basis for calculating surface areas of unknown samples (the 
other method being χ theory, which will not be discussed herein). Associated closely with 
BET is the standard set of isotherms commonly used. These isotherms were originally 
presented by de Boer, modified by Brunauer [31, 32] and later on expanded by Sing [33]. 
They were eventually standardized by the International Union of Pure and Applied Chemistry 
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(IUPAC) into six isotherm types with four hysteresis subtypes, each corresponding to a 
different scenario of material porosity and adsorption characteristic of the adsorptive.  
 For most adsorption experiments, measurements are made at temperatures above the 
freezing point and below the triple point of the probe gas used. As such, it is normal to 
assume that the character of the adsorbate would resemble that of a liquid phase than that of a 
solid phase of the adsorptive. Out of these adsorption experiments, the principle measurement 
performed is that of the adsorption isotherm - it is the measurement of the amount of 
adsorbate adsorbed, against the adsorptive pressure at constant temperature. For the BET 
method, most of the experiments are performed under conditions which assume physisorption 
of the adsorbate in a liquid-like state. 
 While conducting the BET experiments, the volumetric method is used (the other 
method being gravimetric) where the adsorbent is held at a constant temperature near or at 
the boiling point of the adsorptive (77 K for N2 in our case). The pressure of N2 is then 
increased step-wise, after which it is held constant for a period of time to allow for 
equilibration of the temperature and also to let adsorption occur. The adsorbed amount is 
subsequently measured by comparing the actual pressure change with the pressure change if 
the adsorbent were absent. Usually, this pressure change is expressed as a ratio of the N2 gas 
pressure, P, to the vapor pressure of the pure N2 condensate, P0.  
The equation used for measuring the surface area of the material is given by: 
(5.1) 
S m AA n N a  
where AS is the surface area, nm is the number of moles of adsorbate in a monolayer and a is 
the cross-sectional area of the adsorbate molecule. In order to yield a value of nm, the BET 
equation is used. The assumption made is that the adsorbate molecules sit on two specific 
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types of local sites, that is, either 1) a site on the adsorbent surface or 2) on top of another 
adsorbate molecule. A closed packing arrangement of the solid phase adsorbent molecules is 
used to model the spaces of the sites which will yield the value for a. The value for a used in 
this thesis is 16.2 x 10
-24
 cm
2
, that for nitrogen [34].  
The BET equation is given by: 
(5.2) 
     m 0 01 1
Q CP
n P P C P P

      
where Q is the amount of the adsorbate at the corresponding pressure and C is the BET 
constant representing the relative strength of adsorption to the surface and condensation of 
the pure adsorbate. A rearrangement of the above equation will give us a more useful form: 
(5.3) 
 0 m 0 m
1 1 1
1
C P
Q P P n C P n C

 

 
Plotting the quantity on the left-hand side of this equation with P/P0, the value of nm could be 
found from a combination of the gradient and y-intercept. This plot is usually taken over the 
P/P0 range of 0.05 to 0.35, the linear range over which the BET plot is valid.   
 The porosity of the thin film was further analyzed by the method put forward by 
Barret, Joyner and Halenda (BJH), which is applicable to porous solids of any nature 
exhibiting pore sizes over a wide range [35]. The equation governing the pore volume 
distribution is given by: 
(5.4) 
n 1
pn n n n pj
j 1
V r V r c t A


    
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where Vpn is the pore volume of the nth pore, Apj is the surface area of the j-th pore, t is the 
thickness of the layers adsorbed on the pore surface, c is the ratio of the average adsorbate-
layer radius to that of the pore radius, and rn is the ratio of the pore radius of the n-th pore to 
the radius of the 2nd innermost adsorbate layer in the same pore. This equation depends on 
two fundamental assumptions - 1) the pore volume and capillary volume are related to each 
other as the square of some adequate measure of their cross-sections and 2) that the amount 
of adsorbate in equilibrium with the gas phase is retained via the adsorbent by both physical 
adsorption on the pore walls and capillary condensation in the capillary volume.    
5.4 Results 
5.4.1 Results from BET 
The BET isotherm for a sample of 100, 200 and 300 nm TiO2 anatase thin film and 
the Si standard is shown in Figure 5.1. The adsorption isotherm for the Si substrate and 
Degussa P25 are used as references and also shown in Figure 5.2. Isotherm plots for the TiO2 
films do not differ much from the Si reference. As the Si substrate is known to be non-
porous, we assume the same of the films. The linearization of the BET equation for the films 
is shown in Figure 5.3. 
5.4.2 Results from BJH 
The BJH adsorption plots of pore volume distribution vs. pore diameter are shown in 
Figure 5.4. No characteristic peaks are present to mark the existence of dominant pore sizes, 
with the distribution reaching an asymptotic value for small pore diameters, indicative of a 
non-porous material. This is especially apparent when juxtaposed with the plot for Si, the 
standard used to represent non-porous material. 
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5.5 Discussion 
The isotherms for the TiO2 films and the Si reference exhibit extremely low adsorption 
amounts for a standard BET test, to a point where the hysteresis loops are ill-defined and do 
not close, as should be the usual case. This suggests a very low surface area for N2 to adsorb 
on, which becomes apparent when they are contrasted with the adsorption isotherm of 
Degussa P25. P25 is a standard material in the field of photocatalytic reactions comprising a 
particulate mixture of TiO2 in a 3:1 ratio of rutile to anatase, with a well-documented specific 
surface area of about 50 m
2
/g [36]. Results from the BET adsorption isotherm for P25 
suggests a specific surface area of 55.49 m
2
/g, with an average pore width not exceeding 20 
nm. The isotherm is matched to type IV and H1 of the IUPAC standardized isotherm curves 
and indicates mesoporosity with regular even pores. 
When comparing the isotherms for P25 with the films and Si substrate (Figure 5.2), the 
isotherms for Si and the thin films are relegated to a baseline. This is highly suggestive of a 
material with little to no porosity, with the effective area given by its macroscopic 
geometrical surface.   
 A further comparison juxtaposes the isotherms of the thin films with that of Si. As the 
anatase thin film was synthesized by ALD on a Si substrate, the surface area of the thin film 
was determined by performing a surface area measurement on a piece of Si wafer, then 
comparing the area measurement with those of the thin films. In this way, the fractional 
increase of the thin film area over that of a nominally non-porous substrate (i.e. the Si wafer) 
can be determined. 
Figure 5.3 shows the BET plot of equation (5.3) and the tabulated results are shown in 
Table 5.1. The linear trend lines used to fit the points have an R
2
 of about 0.99, indicating an 
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excellent linearity. The intercepts and gradients were used to calculate the BET surface area 
following equation (5.1) and yielded an average value of 8.88 cm
2
.g
-1
 for the nominally 7.68 
cm
2
.g
-1
 film samples. As a reference, the nonporous Si substrate yielded a value of 11.66 
cm
2
.g
-1
. The deviation of the specific areas of the films from the nominal value of the Si 
substrate (7.68 cm
2
.g
-1
) is about 15.6 %, much less than the deviation of the calculated Si area 
from its nominal value of (51.8 %). This translates to an error of about 0.6 cm
2
 for a 4 cm
2
 
film, the size of the samples used. In analyzing these results, one should be careful not to 
interpret them too quantitatively since the starting areas were relatively small. The take-home 
message would be that it is not unreasonable to assume that the ALD films are not 
significantly different from the Si reference in terms of porosity. Results from BJH also 
indicate that aside from the very low values for pore volume for the films in general, there are 
no characteristic peaks commonly seen in samples which exhibit porosity as shown in Figure 
5.4. Comparison with pore volume distribution for the Si substrate strengthens the view that 
our ALD thin films are non-porous in nature with no evidence of accessible void volumes 
present to affect reaction rate measurements in a significant way. 
5.6 Conclusion 
The BET and the BJH methods were used to determine the presence of void volumes 
within the matrix of the thin films used for photoreaction studies. Our results show 
unambiguously that the films are non-porous and that void volumes accessible to reactants 
are not present in sufficient amount to affect photocatalytic rates. We thus discount this factor 
when considering enhancements in reaction rates.  
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5.7 Figures and Tables 
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Figure 5.1: BET adsorption isotherm for the 100, 200 and 300 nm films. The isotherms 
exhibit very low adsorption of N2 and do not form the standard closed-loop hysteresis. For 
reference, a Si wafer is used as a standard for non-porous material. The isotherms for the 
films are similar to that of the Si wafer, suggesting that our films are non-porous.   
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Figure 5.2: BET adsorption isotherm of Si, 100 nm, 200 nm and 300 nm films compared with 
the adsorption isotherm of Degussa P25. The quantity adsorbed by P25 is at least 3 orders of 
magnitude higher than that for the films.  
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Figure 5.3: Linearization of the BET equation for the 100, 200 and 300 nm films. The 
calculated areas are 10.48, 7.62 and 8.53 cm
2
.g
-1
 respectively. The Si wafer is used as a 
reference for a non-porous material and has a calculated area of 11.66 cm
2
.g
-1
. The nominal 
area is 7.68 cm
2
.g
-1
. 
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Table 5.1: Compilation of surface areas for 100, 200, 300 nm films and the Si substrate. The 
deviation of the specific area from the nominal value of the Si substrate (7.68 cm
2
/g) is about 
15.6 %, much less than the deviation of the calculated Si area from the nominal value of 4 
cm
2
 (51.8 %). This translates to an error of about 0.6 cm
2
 for a 4 cm
2
 film, the size of the 
samples used.  The films are thus assumed to be non-porous.  
 
  
 Film Thickness (nm)  
100 200 300 Si Substrate Average Surface Area of TiO2 Films 
BET Area 
(cm
2
g
-1
) 
10.48 7.62 8.53 11.66 8.88 
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Figure 5.4: BJH pore adsorption distribution for the 100, 200 and 300 nm films. No 
characteristic peaks are present which usually marks the dominant pore sizes. The pore 
volume approaches an asymptotic value for small pore diameters, indicative of a non-porous 
material. The BJH plot for a non-porous Si wafer is presented as a reference. 
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CHAPTER 6: VARIATION IN REACTION RATE WITH VS 
6.1 Abstract 
A remote oxygen plasma treatment protocol was implemented to perform surface 
treatment on the TiO2 thin films. Initial rates of MB degradation were compared before and 
after surface treatment. It was found that with increasing treatment time, the rate of MB 
degradation fell by up to 35 %. This was compared with TOF changes predicted by the 
photocurrent model and good correspondence between the two was established. The 
photocurrent model predicts a band-relaxation up to about 0.4 V, and this was corroborated 
by x-ray photoelectron spectroscopy (XPS) Ti 2p and O 1s concomitant peak shifts in the 
same direction by a similar amount, as well as by ultraviolet photoelectron spectroscopy 
(UPS) secondary electron tail shifts pointing to a workfunction change of the same 
magnitude. No significant change in surface stoichiometry was detected by XPS, although 
there is evidence of mild oxidation of the film surface. This band relaxation is likely caused 
by a decrease in surface defect density, effectively allowing the unpinning of the surface 
Fermi level, EFS. We have thus demonstrated a way of robustly altering the surface potential, 
VS, through implementing a remote oxygen plasma treatment protocol, with the change in 
surface potential irrecoverable after subsequent air and water exposure. 
6.2 Introduction 
The properties of a semiconductor surface can be rather different from that of its bulk. 
When the crystal lattice which makes up the bulk of the material terminates at the surface, 
surface-specific states are formed [1, 2]. These states could be unique to the surface, having 
their wavefunctions peak where they are localized and attenuating into the bulk, or they could 
be surface resonant states, with enhanced wave amplitudes at the surface while being coupled 
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to bulk states. When these surface states are found within the bandgap, they are known to 
“pin” the Fermi level position of the semiconductor. 
Fermi level pinning most commonly refers to the situation whereby the surface band-
bending of a semiconductor is insensitive to the workfunction of the metal it is in contact 
with. In the case of semiconductors, a similar situation arises when surface states render the 
degree of band-bending at the semiconductor surface independent of changes in the 
magnitude of charge buildup at the interface [3]. In the case of a semiconductor such as TiO2 
immersed in an aqueous medium, the pinning results in a situation whereby the potential drop 
across the surface of TiO2 is fixed, and the potential drop across the Helmholtz layer is the 
variable.  
One way to think about this is to imagine an ideal semiconductor surface in contact 
with a metal having a high density of surface states. Once the Schottky barrier forms, 
additional overlayers of another metal or subsequent contact with an electrolyte will not 
cause any changes to the Schottky barrier height. We now imagine an ideal semiconductor 
perturbed by a high density of surface states. If the surface states are located within the 
bandgap, band-bending can result in a manner analogous to that of forming a Schottky 
barrier. In this case, the surface states play the role of the contacting metal causing the barrier 
to form, the height of which is the degree of band-bending. The energy and density 
distribution of the surface states determines the pinning level, with the density of surface 
states required for pinning being at least ~10
12
 cm
-2
 [3]. This layer of surface states would in 
turn determine the extent of band-bending, after which additional contacting with a metal or 
with a liquid electrolyte, or additional charge transfer into the surface states, will not affect or 
alter the degree of band-bending. In order to tune the photocurrent characteristics of 
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photocatalytic devices, surface modification of semiconductor catalysts aimed at changing 
the density of surface states and their energy levels become important and relevant. 
The main driving force behind advances in the efficiency and understanding of 
electrochemical systems was the realization that interfacial charge transfer plays a crucial role 
in driving redox processes. The relationship between interfacial charge transfer and the 
degree of band-bending is well established in semiconductor physics [4, 5] and has become a 
central concept in electrochemistry [6-8], as well as gas sensors [9, 10]. The manipulation of 
this potential drop across the semiconductor surface in order to optimize charge transfer 
performance was intimated for heterogeneous photocatalytic systems, but very little effort 
had been put into bringing together the concepts behind band-bending and photocatalysis. We 
plan to modify the surface band-bending of the photocatalyst surface using room temperature 
remote oxygen plasma over different lengths of treatment time and correlating the changes in 
surface potential with changes in reaction rate of MB degradation.  
Oxygen plasma treatment is used frequently in industry as well as in research. In cases 
where the area of interest is the material surface, remote plasmas can be used so that the 
impinging ions do not damage the bulk material. This is commonly seen in surface cleaning 
[11] and the ashing of photoresists, as well as in the surface modification of TiO2 in order to 
change their performance profile, such as improving the efficiency of DSSC [12, 13] and 
changing the responsiveness of photodetectors [14]. There are also cases where ion 
bombardment of the material is desired, such as in extending the bandwidth of light-response 
into the visible region for photocatalysis [15]. Although it can be assumed that surface 
modification has occurred via the plasma treatment, the mechanism behind the reported 
changes was either unexplored or commonly attributed to the increase in oxide to sub-oxide 
ratios after treatment with oxygen. We believe that in the present case, the effected changes 
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can be more directly attributed to variations in the surface potential, and that it is possible to 
“re-pin” the Fermi level through the action of remote oxygen plasma treatment.  
To properly correlate our result to the degree of band-bending, we will attempt to 
preclude contributions from other sources. This will allow us to establish with confidence that 
changes in MB degradation rates were caused by efforts to affect the near-surface electric 
field responsible for electron-hole separation, and in our case the promotion of 
photogenerated holes to the catalyst surface. We shall advance this thesis through an analysis 
of the results from XPS, workfunction measurements, MB degradation rate measurement and 
the prediction of rate change from our photocurrent model. 
The work in this chapter aims to contribute to the understanding of how charge transfer 
processes and their manipulation can cause changes to photocatalytic rates.  To date, we 
believe no reports have attempted a coherent synthesis of experimental data on surface field 
changes and photocatalytic rate changes, bolstered by a simple, yet predictive photocurrent 
model. We think a fuller picture can be painted when these elements are brought together to 
offer a richer, deeper insight into the optimization of surface processes.   
6.3 Results 
In order to change the surface potential of the TiO2 films, remote oxygen plasma 
treatment of the films was utilized. A biased mesh was placed above the surface of the film in 
order to allow oxygen atom diffusion to the surface while preventing energetic ions from 
damaging it. Reaction rate measurements were taken before and after the surface treatment in 
order to compare rate differences induced by the treatment. XPS and UPS were also utilized 
to detect changes in oxidation state of TiO2, as well as changes in band-bending across the 
treated films.  
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6.3.1 Methylene Blue Degradation Rate 
Figure 6.1 shows the percentage change in initial rate of MB degradation with 
different surface treatment times. The treatment times range from 10 to 90 min with an 
obvious decrease in initial rate with increasing length of treatment time. Successive runs on a 
single piece of film show robustness and repeatability of the treatment protocol, as shown in 
Figure 6.2. The film, treated with a positive bias to shield the film from any impinging 
cations, showed a decrease in MB degradation rate and retained this diminished activity even 
after exposure to water. Successive treatment for 20 min with bias served to decrease the rate 
further in a nearly linear fashion for up to about 40 min of treatment time before showing 
signs of reaching a minimum near 60 min of treatment. Treating the film for as short a time 
as 30 s without the use of bias caused the MB degradation to revert to the rates before any 
remote oxygen plasma treatment, and subsequent treatment of the film with bias for a whole 
60 min caused a decline in the film’s photoactivity similar in magnitude to that of three 
consecutive 20 min treatments, illustrating the cumulativeness and irreversibility of the 
changes to air and water exposure. In summary, plasma treatment with the bias turned on 
caused a decrease in MB degradation rate whereas with the bias turned off, the original MB 
degradation rates were recovered. 
6.3.2 Film Composition and Phase Identification 
 Figure 6.3 shows the raw XPS survey scan of a 300 nm thin film sample. The identity 
of the spectrum is matched with that of TiO2, where clear and strong peaks for Ti 2p, O 1s 
and C 1s can be perceived. The amount of carbon in the bulk of the film was previously 
ascertained by members of the Seebauer group to be negligible [16] and again verified by 
current  members with expertise in synthesizing the films [17]. Fine scans for the Ti 2p and O 
1s peaks were acquired in order to inspect them in more detail.  
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The x-ray diffraction (XRD) spectra for the 300 nm films are shown in Figure 6.4. 
The spectra are matched to the anatase phase of TiO2 and show a predominance of (101) facet 
planes. The particle size is calculated using the Debye-Scherrer equation given by: 
(6.1) 
cos
d
S


   
where d is the particle size, ξ is a dimensionless constant that may range from 0.89 to 1.39 
depending on the specific geometry of the particles, λ is the wavelength of the incident x-ray, 
S is the full-width at half-maximum (FWHM) after taking into account the linewidth of the Si 
substrate and θ is the reflected angle where the dominant peak is detected. The value of ξ = 
0.94 was chosen as it best describes a cubic three dimensional crystal [18]. The values of 
FWHM and θ were obtained from the dominant peak at (101) and yielded an average particle 
size of ~50 nm, allowing us to reasonably model the film as a geometrically ideal cuboid. 
However, it is important to note that crystallite sizes obtained in this manner is reflective of 
that in the growth direction only. 
6.3.3 Surface Oxidation State and Binding Energy Shift 
Figure 6.5 shows the C 1s XPS peak used as a reference for the other peak positions. 
The main peak could be found at 284.6 eV, attributed to graphitic carbon. Two other peaks 
are present at higher binding energy and have been identified as C-O and O=C-OH species 
[19-23]. Figure 6.6 and Figure 6.7 compares the area ratio of these two species before and 
after treatment. The change in C-O and O=C-OH species is unremarkable and leads us to 
conclude that changes in the carbon content to the film surface is insignificant. Figure 6.8 
shows the Ti 2p XPS peaks before and after surface treatment. Comparing the synthesized 
peaks showed no evidence of any sub-oxide material present either before or after. Figure 6.9 
shows the O 1s XPS peaks before and after surface treatment. Observation of the peak 
141 
positions in Figure 6.8 and Figure 6.9 presents an obvious peak shift in the Ti 2p and O 1s 
peaks toward higher binding energy, indicative of a relaxation in band-bending near the 
surface. Furthermore, the O 1s peaks present features at higher binding energy to the main 
peak which can be attributed to the presence of surface hydroxyl species [24-27]. 
O to Ti ratio was obtained from XPS data and the change in ratio before and after 
surface treatment was plotted against treatment time, as shown in Figure 6.10. No obvious 
trend with treatment time could be perceived, although the ratio change is consistently 
positive.  
Analysis of the XPS O 1s and Ti 2p peaks also revealed a concomitant peak shift 
towards higher binding energy with increasing length of treatment time, as shown in Figure 
6.11. This indicates a relaxation of the surface band-bending, leading to a decrease in surface 
field strength, and in turn affecting the rate of photo-hole promotion to the film surface. The 
Ti 2p peaks consistently shifted more than the O 1s peaks by ~0.1 eV. This could be 
explained by a relative peak shift of the O 1s and Ti 2p peaks occurring together with their 
shift to higher binding energy. Figure 6.12 shows the plot of the relative shift with treatment 
time. This relative shift can be calculated by taking the difference in binding energy shift of 
O 1s and Ti 2p peaks for the same treatment time. The result shows a relative peak shift of 
~0.1 eV between the O 1s and Ti 2p peaks when the treatment time is > 30 min, suggesting 
that the effect of oxygen plasma treatment on surface oxidation diminishes quickly with 
longer exposure times. These shifts confirm the more quantitative determination of VS via 
UPS, which is more accurate. 
6.3.4 Workfunction Changes 
The surface Fermi level was measured via UPS by referencing the valence band edge 
of TiO2 with the Fermi edge of Ni, as shown in Figure 6.13. The surface Fermi level was 
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found to be 2.58 eV above the valence band edge. As the measured bandgap of our films is 
3.24 eV, this places the surface Fermi level at EFS = EC – 0.66 eV. Taken with the calculated 
value for the bulk Fermi level of EF = EC – 0.16 eV (Chapter 4), the band banding is taken to 
be 0.5 eV. 
The workfunction of the films are determined through the secondary electron tail of 
the UPS spectra, referenced to Ni as shown in Figure 6.14. The workfunction determined this 
way gives a value of 5.4 eV for the untreated films. 
Surface workfunction changes of the thin films with various treatment times are 
shown in Figure 6.15. The workfunction changes were obtained through the secondary 
electron tail of their UPS spectra. The result shows a decrease in surface workfunction with 
increasing treatment times, implying a relaxation of band-bending at the film surface.  
6.4 Discussion 
6.4.1 Oxygen Plasma Species 
Remote oxygen plasma was employed to change the surface properties of our TiO2 
thin films. Care was taken to set up a bias in order to inhibit the action of energetic positive 
ions which could damage the film surface. A typical plasma consists of an equal number of 
positively and negatively charged species such as ions and electrons, together with a number 
of uncharged species such as neutrals and radicals. In a radio-frequency generated 
capacitively-coupled (RFCC) oxygen plasma, the dominant positive species is the O
2+
 ion 
and the dominant negative species is the O
-
 ion. The O
2+
 and O
- 
ions have a concentration of 
about 5x10
15
 and 4x10
15
 m
-3
 respectively, while the electron density is about 1x10
15
 m
-3
. 
Among the radical species, atomic oxygen and ozone are present in the same amount at low 
pressures (< 120 mTorr) but the O/O3 ratio increases beyond that [28]. In particular, it was 
143 
found that atomic oxygen can be found in significant concentration (~10
18
 m
-3
) in the 
cathodic sheath region and plateauing above the sheath [29].     
In a typical RFCC plasma, the frequency used is 13.56 MHz which the electrons 
respond to but the ions do not due to their masses. The high mobility of the electrons causes a 
DC self-bias to develop after the first AC cycle. The electrodes experience a high electron 
current in the first few cycles and become negatively charged with respect to the plasma, 
resulting in the formation of an ion sheath around each electrode. The potential gradient set 
up within the sheath contains the negatively charged ions within the bulk plasma while 
allowing positive ions to diffuse into the sheath and accelerate towards the target placed on 
the cathode [30]. As such, negative ions play a minimal role in surface processes. A screen 
mesh could be set up over the target to affect the acceleration profile of the impinging ions. A 
positive bias can be used to decelerate and repel the positive ions from bombarding the 
surface while allowing neutral radicals to diffuse onto the target surface for reactions [31]. In 
a similar vein, a negative bias can be used to accelerate the positive ions to enhance surface 
bombardment [32]. In applications where “gentle” surface reactions are desired without 
damaging the surface through energetic bombardment, the plasma used is obtained at 
elevated pressures (100 to 1000 mTorr) [33] where the reactant supply is high and the ion 
energy low. To this end, we employed our plasma treatment at an RF power of 50 W and O2 
pressure of 100 Pa (~700 mTorr). The sheath voltage is about 100 V so a bias of a decade 
higher should be sufficient to prevent the energetic ions from bombarding the film surface. 
The magnitude of 1.1 kV was also the maximum that the sourcemeter could manage. 
6.4.2 Surface Oxidation and Band-Bending 
To assess the effectiveness of the surface treatment, XPS was employed to detect 
changes before and after the surface modification. The Ti 2p peaks before and after treatment 
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present little differences in terms of their peak shape and suggests that the starting material 
had a low defect density to begin with. The change in defect density however, could be 
evaluated based on the binding energy shift of the XPS peaks.  
Evaluating our XPS result, the Ti 2p peaks presented a shift of up to 0.5 eV to higher 
binding energy after surface treatment. While one may attribute this shift entirely to an 
increase in oxidation state of Ti, a shift in O 1s to lower binding energy of similar magnitude 
is required to support this conclusion. Our XPS result for the O 1s peak position before and 
after surface treatment runs contrary to this conclusion, since they also present a shift to 
higher binding energy, albeit of a smaller value of 0.3 eV (Figure 6.11). This result can be 
explained by invoking two concomitant phenomena – that of a mild surface oxidation causing 
an opposing shift in binding energy of the Ti 2p and O 1s peaks, as well as a relaxation of 
surface band-bending evidenced by a shift towards higher binding energy of both species. 
Figure 6.12 plots the relative shift in the XPS peak position of Ti 2p and O 1s with treatment 
time, calculated from the difference in binding energy shift for the same treatment time. This 
relative shift indicates a chemical shift due to surface oxidation from the surface treatment, 
with the Ti 2p peaks shifting to higher binding energy and O 1s peaks shifting to lower 
binding energy. This picture is in accordance with Ti acquiring a higher oxidation state (3+ 
→ 4+) and oxygen filling vacancies on the surface or in the near surface bulk (visible to 
XPS) leading to a decrease in binding energy of the electrons, pointing to a slightly more 
oxidized surface after treatment. The magnitude of the relative shift stabilizes at ~0.1 eV after 
30 min of treatment, suggesting that the effect of oxygen plasma on surface oxidation 
diminishes markedly with longer exposure. The magnitude of band-bending relaxation after 
taking into account the relative shift is then ~0.4 eV, which is roughly 80% of the original 
value.  
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Further evidence of surface oxidation was provided through an analysis of the amount 
of OH species detected on the film surface through comparing the O 1s spectra before and 
after surface treatment. The synthesized peaks provide evidence of hydroxyl species in the 
form of bridging OH and Ti-OH formed from the dissociation of molecular water adsorbed 
on the surface of the film. Taking into account the remote plasma in which there is nominally 
no hydrogen, the presence of hydrogen at the film surface is most likely derived from the 
dissociation of adsorbed water, and the dissociated hydrogen can diffuse on the surface 
through bonding to oxygen. Adsorption at subsurface sites can be entropically favored, but 
mostly in cases where there is a high coverage of hydrogen [34]. The presence of surface 
oxygen vacancies plays an important role in the chemisorption of water through the 
preferential acceptance of the oxygen in the water molecule. Mentery et al reported that the 
dissociative adsorption of water is favored by the presence of surface oxygen vacancies, 
leading to two types of surface OH groups – 1) belonging to the incorporated oxygen ion and 
2) attached to a nearby bridging oxygen site [35, 36]. Water dissociates readily on the 
stoichiometric surface of anatase TiO2 [37], with a coverage approximately 5 times that of 
molecular water at room temperature on the anatase (101) surface [38]. The adsorption site of 
water was found to be the five-fold coordinated Ti sites – Ti(5). Molecular water adsorbs on 
Ti(5) to form Ti-OH while the dissociated H
+
 bonds with a bridging O to form a bridging 
hydroxyl – OH (br) [39-41]. The presence of oxygen vacancies near the surface has been 
shown to facilitate and promote the dissociation of molecular water to its hydroxyl fragments 
[39, 42, 43]. These oxygen vacancies, predominantly found at subsurface sites in anatase 
(101) [44], have been cited as responsible for promoting many surface reactions such as 
water splitting, CO adsorption, etc. by acting as active sites for the reactants [42, 45-50]. 
Calculations from literature using density functional theory indicate that it is unlikely for the 
oxygen vacancies in the subsurface of anatase to diffuse up to the surface [51], meaning that 
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a likely explanation for these subsurface defects to affect photocatalysis could be because of 
their proximity to the surface, acting as a contributor to charge exchange to the surface. The 
calculations also show that these vacancies tend to stabilize at the first subsurface layer, 
indicating their ionic radii could very well overlap the surface and affect charge transfer to 
adsorbates. Figure 6.16 and Figure 6.17 show a consistent decrease in the OH species across 
all lengths of surface treatment time. This fall in intensity of the OH species on the film 
surface after plasma treatment can thus be indicative of a decrease in the density of these 
surface/near-surface defects post treatment. We postulate that this change in surface defect 
density affects photocatalytic rate only indirectly through a change in surface potential, and 
not directly via some atomic scale reaction. 
More evidence of mild surface oxidation is given by comparing the O and Ti ratio 
before and after surface treatment. Figure 6.10 shows the change in O/Ti ratio after treatment, 
presenting an increase in the O/Ti ratio, albeit of a modest average value of 2.5% ± 1. This 
slight increase can be construed as mild surface oxidation of the film surface with no 
contribution from suboxides (usually requiring changes of > 10%), in contrast with a heavily 
defected surface where sub-oxide XPS peaks, such as those of Ti2O3 and TiO could be 
readily identified [12].  
Surface treatment did not significantly change the adsorption of MB on the film 
surface, as evidenced by the equilibrium absorbance value of MB before and after treatment 
as depicted in Figure 6.18. MB in solution is a cationic dye which adsorbs onto the surface of 
TiO2 through Coulombic interaction with Ti-O through its cationic functional group [52]. 
This is evidenced by the influence of solution pH on the amount of MB adsorbed, which 
affects the surface charge of TiO2. Relative to the point-of-zero-charge of TiO2 (pH ~6), a 
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more acidic solution causes the surface to be more positive while a more alkaline solution 
causes it to be more negative, described by the ionization state of the surface: 
(6.2) 2TiOH H TiOH
    
(6.3) TiOH OH TiO    
The oxygen vacancies either did nothing to affect the action of MB adsorption, or the changes 
induced was of a magnitude too small to detect through UV-Vis spectrocopy. The 
insensitivity of MB adsorption to surface treatment implies that at the very least, MB supply 
at the anatase surface is not responsible for any change in MB degradation rate.  
 Rate changes caused by surface cleanliness are also unlikely since degradation rates 
actually decreased after surface treatment; the use of oxygen plasma treatment for surface 
cleaning is well documented [11, 53, 54]. A look at the C 1s XPS peaks before and after 
treatment (Figure 6.6 and Figure 6.7) revealed no significant changes to the carbon content 
that could be used to explain the fall in rates after treatment. This points to the relative 
cleanliness of the as-grown film surface, and also suggests that the surface carbon content 
plays little part in changing the rate of MB degradation. 
6.4.3 Determination of Band-Bending Via Workfunction 
Workfunction measurements from UPS showed shifts in workfunction values 
consistent with the binding energy shifts of Ti 2p and O 1s from XPS. The workfunction of a 
surface is defined as the energy required to remove an electron from the Fermi level in a 
material and put it at rest an infinite distance away from the material (usually tens to 
hundreds of angstroms would suffice). Its value is therefore indicative of the charge transfer 
properties near the surface. The workfunction of oxide semiconductors involves the following 
components [55]: 
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(6.4) S BB      
where S is the surface workfunction, µ is the chemical potential, BB is the degree of band-
bending and  is the electron affinity. This relationship is presented in Figure 6.19. For 
oxidation and reduction of oxide semiconductors within a single phase regime, changes in the 
workfunction are determined by the chemical potential and the degree of band-bending while 
the electron affinity remains constant, giving us: 
(6.5) S BB     
It has been shown that at room temperature, workfunction change is due mainly to the band-
bending component, while the change in chemical potential is negligibly small. As such, we 
can attribute the change in workfunction for our thin films after surface treatment to a 
relaxation in band-bending: 
(6.6) S BB    
The workfunction change from UPS and the binding energy change in XPS both give a value 
of ~0.4 V. This is consistent with a decrease in O vacancies after surface treatment as the 
density of surface states correlates positively with the degree of band-bending [56], where for 
charge equilibrium to occur between the surface and the bulk, less charge transfer is required, 
resulting in a smaller SCL. 
6.4.4 Correspondence of Photocatalytic Rates with Model 
A comparison between the changes in initial rate of MB degradation with the model 
prediction as embodied by equation 4-11 shows good correspondence as shown in Figure 
6.20. There are no adjustable parameters in the photocurrent model. The parameters were 
either measured (α and ND) or estimated (Lp and εr). VS was chosen based on the 
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consideration that the bulk Fermi level is calculated at as EC – 0.16 eV and the surface Fermi 
level is measured from UPS to be at EC - 0.66 eV. With longer surface treatment times, the 
rate of MB degradation falls accordingly up to about 35% from before the treatment. This 
direction of change predicted by the photocurrent model implies a relaxation of the surface 
band-bending caused by a decrease in magnitude of the surface potential. In the present 
system, we calculate our reaction probability/quantum yield by considering the initial number 
of MB molecules degraded per unit time vs. the number of holes promoted to the surface per 
unit time, according to the following equation: 
(6.7)  
 
0
PC
/MB tdC dtP r
J
   
where CMB is the concentration of MB and JPC is the photocurrent as described in equation 
4.11. JPC was determined experimentally by using a radiometer to measure the incident 
intensity of 365 nm light and the amount of light reflected was measured using UV-Vis 
spectroscopy in reflectance mode (R ~5.6 % ± 0.6) following which the photocurrent can be 
determined via equation 4.11. These calculations yield a value of 0.2% ± 0.02 for P(r). 
In developing the photocurrent model, two assumptions were made. Firstly, we 
assumed that changes in TOF are proportional to changes in photocurrent, and secondly the 
doping in the bulk is uniform throughout. What comes as surprising then is the effectiveness 
of this simple formulation in predicting rate changes simply by considering the degree of 
minority charge carriers to the surface, demonstrating the importance of the near surface field 
in the optimization of surface photocatalytic reactions. Wilson et al highlighted its 
importance when working on the rutile single crystal while investigating the reconstructed 
surfaces of the TiO2 (001) – 011 and 114 faceted surfaces, and how they affect the 
photoreaction of acetic acid [57]. They argued that changes in reactivity are due to the 
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collective changes in the electric field in the SCL caused by the last-layer atomic arrangement 
of the surface. The surface potentials and SCL width for the two facets were estimated from 
the quantum yield of acetic acid decomposition, with VS found to be 0.18 and 0.023 V for the 
011 and 114 facets respectively, while their SCL widths were estimated at 18.2 and 6.6 nm 
respectively. The quantum yield of the 110 facet over that of the 114 facet was about 2.5 
times. Using our model with key parameters of ND = 1x10
17
 cm
-3
 and εr = 170 used by the 
author, together with other non-adjustable parameters like α and Lp, the improvement 
predicted is 2.3, as shown in Figure 6.21. The increase in apparent quantum yield was 
measured by the authors to be 2.5, close to the estimated improvement in photocurrent (or 
equivalently, quantum yield) by our photocurrent model. This result reinforces the case that 
surface fields affecting charge transfer kinetics across the surface could and should play a 
dominant part in surface reactions.    
6.5 Conclusion 
We have demonstrated a robust method to vary the degree of band-bending on the 
surface of the TiO2 thin film catalyst. This is akin to “re-pinning” the Fermi level and is 
accomplished by affecting the density of O vacancies through oxygen plasma treatment of the 
film surface. The question remains as to the extent by which this method can improve the 
photoreactivity of other oxide catalysts or augment the oxidation rates of other reactants.    
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Figure 6.1: Percentage change in initial rate vs. treatment time (the line is meant to guide the 
eye). The trend is one of decreasing initial rate with plasma treatment time, stabilizing near 
the 60 min mark. Changes were calculated by comparing the initial rates after treatment with 
the average of initial rates before treatment. Errors are standard errors of coefficient from 
regression analysis.  
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Figure 6.2: The graph is divided into various regions. Starting from the left, there is no 
change in the initial rate when the film was treated for 20 min at 50 W input power and 10 Pa 
O2. When the O2 pressure was increased from 10 Pa to 100 Pa, successive treatment with a 
positive bias decreased the photoactivity of the film. Treatment of the film without bias 
caused the photoactivity to revert to that before any treatment, and a subsequent treatment 
with bias of 60 min indicates a similar drop in photoactivity as three consecutive 20 min 
treatments. Since the films were exposed to water and ambient air after each 20 min 
treatment, it is reasonable to believe that any change to the film caused by treatment is 
irreversible under normal conditions.  
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Figure 6.3: XPS survey scan of the anatase TiO2 thin film. The binding energy was aligned 
using the C 1s graphitic carbon peak at 284.6 eV. One can clearly make out the Ti 2p and O 
1s peaks identified with TiO2.  
  
154 
20 25 30 35 40 45 50 55 60
0
50
100
150
200
250
300
350
400
 
 
In
te
n
s
it
y
 (
c
p
s
)
2-Theta ()
(101)
(200)
(211)
 
Figure 6.4: XRD spectra for the 300 nm films. The dominant surface plane is (101) with its 
intensity increasing with film thickness. The phase of the TiO2 is matched to anatase and the 
particle size is estimated at ~50 nm using the Scherrer equation. 
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Figure 6.5: C1s XPS peak synthesis. The carbon peaks have been identified as having a main 
graphitic peak at 284.6 eV and two smaller peaks, namely that associated with C-O and 
carbonyl, at higher binding energy [19-23]. 
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Figure 6.6: C-O to graphitic carbon area ratio across 6 samples. No significant changes can 
be perceived before and after treatment. This result suggests that the first layer of carbon 
attached to the terminal O at the film surface changes little, if at all.    
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Figure 6.7: O=C-OH to graphitic carbon area ratio across 6 samples. Like the C-O to C-C 
area ratio shown in Figure 6.6, no significant changes in the ratios could be perceived before 
and after surface treatment. It seems that oxygen plasma treatment does little to alter the 
presence of such carbon species. Considering their presence after treatment, the change in 
photoactivity can be attributed to causes other than “cleaning” the film surface of 
carbonaceous species. 
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Figure 6.8: Ti 2p XPS peaks before and after surface treatment. Peak synthesis of the peaks 
before and after treatment does not suggest the presence of a significant amount of sub-oxide 
material, indicating a low defect density in the original film. 
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Figure 6.9: O 1s XPS peaks before and after surface treatment. Peak synthesis reveals the 
presence of OH and Ti-OH species [24, 25] on the surface of the film. Both species fall in 
magnitude after surface treatment. The decrease of OH species is consistent with the decrease 
in the density of surface defects, which has been identified as the active sites for water 
dissociation. 
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Figure 6.10: The O to Ti ratio was obtained from XPS data and the change in ratio before and 
after surface treatment is plotted against treatment time. No clear trend with treatment time 
could be perceived, although the ratio change does present itself as consistently positive. This 
implies that the O to Ti ratio has increased by an average value of 2.5% ± 1. This slight 
increase is consistent with mild surface oxidation of the film surface without a significant 
change in surface stoichiometry.   
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Figure 6.11: Binding energy shifts of the XPS O 1s and Ti 2p peaks are plotted against 
surface treatment time. Both peaks shifted to higher binding energy level, although the Ti 2p 
peaks shifted consistently more so than the O 1s peaks. The concomitant peak shift to higher 
binding energy of the O 1s and Ti 2p peaks points to a relaxation of the band-bending near 
the surface. This leads to a decrease in the magnitude of the surface field, which in turn 
lessens the degree of hole promotion to the surface. It can be seen that the peaks shift little 
past 60 min of treatment. 
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Figure 6.12: Relative shift between O 1s and Ti 2p plotted against treatment time with the 
magnitude calculated from the difference in binding energy shift for the same treatment time. 
The relative shift attains a value of ~0.1 eV with prolonged treatment time (>30 min), 
suggesting that the effect of the surface treatment on the surface oxidation state diminishes 
quickly with longer exposure. The line is drawn to aid the eye. 
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Figure 6.13: Surface Fermi level as determined via UPS. The position of zero binding energy 
was referenced to Ni and the valence band edge was measured as EFS = EV + 2.58 eV. The 
bandgap for the thin films was found to be 3.24 eV. This translates to a surface Fermi level of 
EFS = EC – 0.66 eV. 
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Figure 6.14: The surface workfunction of the anatase film was measured using the secondary 
electron tail from UPS. The measured workfunction is 5.4 eV; Ni was used as a reference.  
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Figure 6.15: Change in workfunction of the thin film surface with treatment time. As the 
TiO2 thin film is exposed to a longer treatment time, the workfunction of the film surface 
decreases. This result is consistent with observations of O 1s and Ti 2p XPS peak shifting 
toward higher binding energy, together with a decreasing surface state density due to surface 
oxidation from the oxygen plasma treatment. The inset shows the secondary electron tail of 
the UPS spectra.  
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Figure 6.16: Comparison of the terminal OH (br) to Ti-O area ratio from O 1s XPS peaks 
across 6 treated samples. The samples were treated with increasing lengths of time, starting 
with 10 min for the first sample, followed by 20, 30, 40, 60 and 90 min for the successive 
samples. It is evident that OH species on the surface dropped significantly after surface 
treatment. This can be attributed to a decrease in the number of oxygen vacancies [45, 58]. 
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Figure 6.17: Comparison of the Ti-OH to Ti-O area ratio from O 1s XPS peaks across 6 
treated samples. The samples were treated with increasing lengths of time, starting with 10 
min for the first sample, followed by 20, 30, 40, 60 and 90 min for the successive samples. It 
is evident that the Ti-OH species on the surface dropped significantly after surface treatment. 
Since water dissociation on the surface occurs in the vicinity of oxygen vacancies [45, 58], 
this decrease can be attributed to a decrease in the number of oxygen vacancies due to surface 
oxidation of the film after plasma treatment. 
  
168 
Before Treatment After Treatment
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40
 
 
 
A
b
s
o
rb
a
n
c
e
 
Figure 6.18: Comparison between equilibrium MB absorbance values in the dark before and 
after surface treatment. The values are 0.399 and 0.398 for before and after treatment 
respectively. This result shows that adsorption of MB onto the film surface is essentially 
unchanged by surface treatment protocols. 
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Figure 6.19: Band model representing the components which make up the workfunction of an 
oxide semiconductor [55]. 
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Figure 6.20: Comparison between change in initial rate of MB degradation and the change in 
the photocurrent from the model. The surface potential for the untreated surface (the point 
furthest to the right) was measured to be 0.5 eV. This value was chosen based on the 
considerations that the bulk Fermi level, EF is taken as EC – 0.16 eV (from calculations) and 
the surface Fermi level, EFS is measured as EC - 0.66 eV (from Figure 6.13). Horizontal and 
vertical errors are standard errors of coefficient from regression analysis. This direction of 
change implies a relaxation in band-bending of about 0.4 V, consistent with the workfunction 
shift shown in Figure 2.9 and also with the XPS binding energy shifts of about 0.4 eV. 
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Figure 6.21: Photocatalytic rate data taken from reference [57] matched to the photocurrent 
trend from our model. The model predicts an improvement of 2.3 times. The experimental 
data shows an improvement of 2.5 times. 
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CHAPTER 7:  VARIATION OF REACTION RATE WITH ND 
7.1 Abstract 
 Band-engineered TiO2 thin films were used to photocatalytically degrade MB in an 
aqueous solution. It was previously established that film thickness could be used as a means 
to control charge carrier concentration, ND in the bulk. Initial rates of MB degradation were 
obtained for various film thicknesses and translated to a correlation with ND. Comparison of 
rate data with the photocurrent model shows good correspondence with model predictions for 
film thicknesses up to 300 nm. Our results show that it is possible to enhance the TOF of the 
model reaction by up to 5 times through manipulation of the charge carrier concentration 
within the bulk, signifying the importance of interfacial charge transfer to surface reactions, 
as well as the possibility of control over the related charge transfer mechanisms.  
7.2 Introduction 
 TiO2 is a wide bandgap (3.2 eV) semiconductor which is well suited for numerous 
applications such as photocatalysis [1, 2], dye-sensitized solar cells [3], gas sensors [4], 
combustion products [5] and explosives [6]. In the context of photocatalysis, there have been 
numerous reports in the literature on the implementation of TiO2 as an excellent catalyst for 
the degradation of volatile organic compounds due to its many merits such as low cost and 
non-toxicity. While there have been progressive understanding on how TiO2 could be 
improved to enhance its photocatalytic efficiency, most of the effort in understanding the 
procedures used to enhance the performance of TiO2 in photoreactions had been more 
phenomenological than not.  
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 Photocatalysis could greatly benefit if charge separation at the surface of the catalyst 
could be exploited by manipulating the near-surface electric fields. This will allow the 
optimization of photoreactions by enhancing the availability of charges to the surface [7]. The 
magnitude and direction of these fields are intimately tied to the degree of band-bending near 
the surface, and its change could be effected via several methods.  
 The phenomenon of band-bending is readily exemplified by the Schottky barrier 
formation when a semiconductor is joined to a metal – the Fermi levels on either side 
equilibrates upon contact, causing the bands at the interface to bend either upwards or 
downwards, depending on the relative initial positions of the Fermi levels. This bend-bending 
concept was first advanced by Mott and Schottky to explain the rectifying effect of 
semiconductor-metal contacts [8-11]. Since then, band-bending phenomenon has been widely 
acknowledged in the photochemistry and materials community, although efforts to exploit 
this understanding with the aim to optimize photoreaction processes remain rare. 
 Besides occurring at a semiconductor-metal junction, band-bending phenomena can 
also be induced by surface states [12, 13], externally imposed electric fields [14, 15] as well 
as via adsorption [16]. Observations made by Wilson et al. indicated that the low temperature 
annealed surface of rutile (011)-faceted surface is far more reactive than the high temperature 
annealed surface, the (114)-faceted surface [13]. This point was discussed earlier in chapter 6 
where the large difference in reactivity (determined via quantum yield) was attributed to the 
changes in the near-surface electric field created by changing the atomic arrangement on the 
surface. However, it is unclear if the difference in reactivity was truly caused by the 
augmentation of the field strength in the SCL, or simply from structural changes at the 
surface which could affect the density of photoactive sites. Jiang et al studied the 
photocatalytic degradation of dye X-3B in an aqueous electrolyte and found that when an 
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external voltage bias was applied across the photocatalyst, the efficiency of the photocatalyst 
was enhanced [14]. This was attributed to the enhancement of photogenerated electrons and 
holes separation to increase recombination lifetimes. Similarly, Tank et al performed a study 
on TiO2 nanoparticles immobilized on porous Si and their efficiency when photocatalytically 
degrading MB [15]. An external voltage bias was applied to incorporate an electric field on 
the nanoparticles and observed changes in efficiency of the photoreactions were explained 
through band movements and their influence on oxidation and reduction reactions at the 
TiO2/solution interface. While their efforts are encouraging, there remain unanswered 
questions such as the penetrability of the externally imposed field, the degree of band-
bending achieved, and the unequivocal attribution of reaction rate changes to changes in 
charge separation efficiency near the surface. Zhang et al studied the effect of adsorbed donor 
and acceptor molecules on electron stimulated desorption of 
18
O2 on TiO2 in a UHV 
environment, using Cl2 and O2 as electron acceptors and CH3OH as an electron donor. 
Depending on which species is adsorbed on TiO2, the rate of 
18
O2 desorption is either 
suppressed or enhanced, with the maximum effect occurring at one monolayer coverage. This 
excellent report serves to illustrate the significance of charge transfer properties on surface 
processes, at the same time raising the problem of translating this high vacuum technique into 
the fabrication of functional materials with similar charge transfer properties in an ambient 
environment.  
In contrast to the previous chapter where band-bending changes were made through 
varying the surface potential VS, the work in this chapter seeks to change the SCL width 
through the influence of the bulk charge carrier concentration, ND. Doping studies on TiO2 is 
well documented in the literature [17-26], and the motivation for them can be roughly 
categorized as – 1) efforts to improve the photocatalytic efficacy of TiO2 by improving rates 
and 2) efforts to improve the photocatalytic efficiency of TiO2 by extending the photon 
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harvesting range into the visible spectrum. Doping TiO2 with metal ions remains a widely 
used method to improve its photocatalytic efficiency. The incorporation of metal ions such as 
Fe
3+
, Ru
3+
, Os
3+
, Rh
3+
, V
4+
, Re
5+
 and Mo
5+
 ions at 0.1 to 0.5 at.% significantly improved the 
reduction and oxidation capabilities of TiO2 [21, 26-29], while the addition of Ce
4+
 and Pt
4+
 
has been reported to have extended the spectral response of TiO2 into the visible range. Choi 
et al performed a systematic study of metal ion doping in quantum-sized (2 to 4 nm) TiO2 
colloids by measuring their photoreactivities and the transient charge carrier recombination 
dynamics. Their study showed that the presence of metal ion dopants in the TiO2 crystalline 
matrix significantly influenced photoreactivity, charge carrier recombination rates and 
interfacial charge transfer rates, and that the photoreactivity of the doped TiO2 depended on 
dopant concentration, dopant energy level within the semiconductor bandgap as well as 
dopant distribution [19]. Serpone et al performed spectroscopic, photoconductivity and 
photocatalytic studies of TiO2 colloids doped with Cr
3+
, Fe
3+
 and V
5+ 
up to 10 wt.% and 
reported a decrease in photooxidation rates, attributing the behavior to an increase in charge 
recombination centers due to introduction of the metal ions [26]. These studies demonstrate 
the contrasts that exist when considering similar research and the need to standardize a well-
defined system with which charge transfer characteristics could be coherently compared 
across the board, in which the impact of ND concentration and distribution on photoreactivity 
of the catalyst cannot be stressed enough. 
Non-metal doping is also normally used to achieve the same ends. Doping moieties of 
N, C, B and S incorporated into the TiO2 lattice have been shown to elicit a visible light 
response [30-32] while F, I, and P moieties were reported to improve the photocatalytic 
activity under UV light [22, 33, 34]. Less phenomenological and more direct to our study is 
the relationship between dopant species and their effect on ND, which determines if the TiO2 
is n-type or p-type. Nb had been identified as a popular n-type dopant candidate for TiO2, 
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reported to increase ND by up to ~10
21
 cm
-3 
[35-43], while Mn showed promise in the p-type 
doping of TiO2 [44, 45]. There is also a widely acknowledged concept of a “sweet spot” for 
ND, where too low a concentration fails maximize the charge transfer potential of the 
semiconductor and too high a concentration introduces recombination centers which 
decreases the efficiency of interfacial transfer. 
Doping of TiO2 to alter its charge carrier characteristics has to be carefully balanced 
by the consideration of defects introduced through the process [46-48]. Undoped TiO2 has ND 
varying in the range of ~10
16 
to ~10
19
 cm
-3
, depending on the synthesis method employed [40, 
44, 49-57]. Introduction or removal of defects such as O vacancies and/or Ti interstitials can 
effectively change ND, making it more/less n-type.  
 The effect of doping on the charge transfer characteristics of excited dye molecules 
has been investigated and the direction in which the bands bend (upwards or downwards) was 
shown to affect the ease of electronic injection from the molecules into the semiconductor 
substrate [58-60]. By tuning the dopant concentration, charge transfer characteristics could be 
altered near the surface through modification of the SCL width, the effect of which is most 
readily perceived through surface quenching of the adsorbate. When the bands are bent 
upwards, injection of electrons into the semiconductor substrate is facilitated as the direction 
of the near-surface field points from the bulk to the surface, promoting the event. If the bands 
bend downwards, the direction of field reverses and electron injection into the bulk becomes 
severely restricted. The donated electron can even be re-injected into the adsorbate, 
quenching the molecule [59, 61-63]. Thus, this charge transfer phenomenon could be used to 
influence the collection of charges on the catalyst surface or photoreaction efficiency. 
In heterogeneous photocatalysis, we can consider three aspects to be essential – 1) 
that of adsorption of the reactant onto the catalyst, 2) the initiation step in the photoreaction 
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and 3) desorption of products. It is conceivable that the degree of band-bending could 
influence the adsorption/desorption characteristic on the surface of the catalyst, at least for 
reactants in the gas phase [64]. It should also be capable of changing the rate of 
photoreactions by modulating the supply of photogenerated electrons/holes to the catalyst 
surface.   
The above discussions show that there is a real sense in understanding how altering 
the magnitude of the built-in electric field near the surface of the catalyst could be beneficial 
in optimizing reaction rates, and that a scalability in design could greatly benefit the 
industries invested in remediation efforts, as well as bring better understanding to the field in 
terms of controllable and predictable parameters in catalytic performance. To date, there is 
still lacking a systematic study of how photocatalytic reaction rates are affected by changes in 
ND. Our study addresses this need through – 1) synthesizing TiO2 thin films of various ND, 2) 
performing photoreaction studies using MB as a model reactant [65-75] and 3) correlating 
reaction rates with ND with the use of a predictive photocurrent model. We choose to 
manipulate the charge carrier concentration of TiO2 anatase thin films via film thickness, 
which had been demonstrated by previous work in the Seebauer lab to correlate well with 
thickness variation of the as-grown films [76, 77]. Through this methodology, significant 
enhancement of photocatalytic rates up to 5 times was observed. 
7.3 Results 
7.3.1 X-Ray Diffraction Phase Identification 
The XRD spectra for the 100, 200 and 300 nm films are shown in Figure 7.1. The 
spectra are matched to the anatase phase of TiO2 with crystallographic orientations in the 
(101) and (200) directions increasing in intensity with thickness, which implies improved 
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long range ordering with film thickness. The crystallite size does not vary significantly with 
film thickness, as shown in Figure 7.2.   
7.3.2 Workfunction Measurement 
 Figure 7.3 shows the UPS He I (21.2 eV) secondary electron tail spectra of the thin 
films with thicknesses of 100, 200, 230, 280 and 300 nm. The tails indicate a 0.05 eV spread 
of workfunction values without presenting a clear trend with thickness. The average surface 
workfunction is calculated as 5.45 ± 0.05 eV.  
7.3.3 Film Composition from X-Ray Photoelectron Spectroscopy 
Figure 7.4 shows the XPS O 1s and Ti 2p for our anatase thin film, taken from a 300 
nm sample. All O 1s spectra show distinct peak contributions to higher binding energy 
positions relative to the main peak at 529.7 eV and was previously identified as OH 
contributions on the surface from Ti-OH and OH (br) species [78-81]. The Ti 2p peaks were 
located at Ti 2p3/2 and Ti 2p1/2 at 458.5 eV and 464.2 eV respectively, with a peak separation 
of 5.7 ± 0.07 eV. The Ti spectra indicate that the peaks belong to Ti
4+
, with no significant 
variation in peak shape or obvious signs of broadening among films of different thicknesses. 
The O/Ti ratio shown in Figure 7.5 indicates that the surface stoichiometry of the films do not 
vary significantly with thickness. The OH/Ti-O area ratio for the different thicknesses mark a 
decrease in OH surface content when comparing 100 nm films with thicker films, with the 
ratio stabilizing for the thicker films as shown in Figure 7.6. If the amount of OH is used as a 
proxy for oxygen vacancies, the 100 nm films would be seen as more defected. This could be 
a reflection of the small WF change of 0.05 eV as shown in Figure 7.3. 
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7.3.4 Methylene Blue Degradation Rate 
Figure 7.7 shows the initial rates of MB degradation with increasing film thickness, 
normalized to that of the 100 nm film. The plot shows that with increasing film thickness, the 
initial rate of MB degradation increases by up to 5 times for a 300 nm film. A 
phenomenological line is drawn to guide the eye. Error bars are from surface area 
measurements of the thin films. 
7.4 Discussion 
7.4.1 Film thickness and Photocatalytic Activity 
 Figure 7.7 shows the plot for normalized changes in initial rates across films of 
varying thicknesses from 100 to 300 nm, with the normalization performed with respect to 
100 nm films. The plot shows that the initial rate can increase by as much as 5 times for the 
300 nm films. Using data previously available from the Seebauer group, film thickness was 
correlated with ND, as shown in Figure 7.8 [82]. The corresponding values of ND were then 
plotted against initial rate of MB degradation, shown in Figure 7.9. In the same plot is shown 
the increase in TOF as predicted by the photocurrent model. The experimental data shows 
good correspondence with the predicted changes from the model up to 300 nm.   
The variation of photoreaction rate with film thickness is well documented in 
literature. These reports indicate that rate increases with film thickness up to a point, after 
which it plateaus. However, the thickness for the rate to plateau ranges widely from 140 nm 
to 5 μm [83-87]. The reason given is usually related to the penetration depth of the incident 
light (using 365 nm light), with a thicker film capable of harvesting more photons to generate 
EHPs. One line of reasoning argues that rates will increase up to a certain film thickness 
because past that critical thickness, it becomes harder for the deeper charges to diffuse to the 
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surface, regardless of the penetration depth of the incident light. Another line of reasoning 
simply looks at the extent to which the light penetrates the catalyst, implying that the rate is 
limited by the penetration depth. Both lines of reasoning ignores the contribution by the SCL, 
which we postulate to be the primary factor in influencing photocatalytic rates via charge 
promotion to the catalyst surface.  
For example, Tada et al [83] studied the photoactivity of anatase films grown by sol-
gel via photooxidation of tetramethylcyclotetrasiloxane. They observed the reaction rates 
increased monotonically with film thickness, reaching a plateau at about 140 nm. The rise in 
rates was attributed to the increase in the amount of light absorbed. We believe that they 
were, to an extent, varying ND through changes in film thickness because a purely optical 
argument is inadequate. The absorption coefficient for the thin films usually range from ~10
5
 
to 10
6
 m
-1
 [88-92], putting the penetration depth at 1 μm to 10 μm, much deeper than the 
plateau at 140 nm. The limit of 140 nm could be caused by the extent to which the SCL 
extends into the bulk, which would be dependent on synthesis method and post processing. 
Jung et al [87] worked with anatase films grown by MOCVD via a TTIP precursor, 
where they obtained thin films with a columnar microstructure. They observed an increase in 
photocatalytic activity with an increase in film thickness, consistent with other reports. The 
aspect ratio of the columns increased with film thickness, such that contributions to the 
increase in reaction rates were coupled between microstructural growth of the columns and 
the macroscopic film thickness. They also observed a non-linear increase in reaction rate with 
film thickness up to about 5 µm, after which they hit a plateau. The increase in reaction rate 
for the 5 µm film over that of the 100 nm film was about 216 times.  
Jung et al attributed the reason for the increase in rate with film thickness simply to 
more light being absorbed by a thicker film.  However, this simple explanation would be at 
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odds with our earlier discussion where photocatalytic rates hit a plateau at thicknesses much 
less than 5 μm. (film thicknesses << 1 μm vs. penetration depth of 1 to 10 μm for 365 nm 
light). Clearly some other mechanism is at play, especially one that pertains to 
photogenerated charge carrier transport. By stressing the primary importance of the SCL in 
its contribution to charge promotion, it is possible to explain why rates plateau at different 
thicknesses. Jung et al used 365 nm light which puts the photon penetration depth between 1 
to 10 µm, depending on the absorption coefficient of their catalyst material (not stated). As 
their films increase in thickness, they report a maturity in columnar growth, where the 
columns do not grow any thicker beyond 2µm. As such, we approximate the films > 2µm as a 
uniform medium where microstructure is unimportant. As the films get even thicker than 
2µm, we propose that ND varies with thickness similar to what we get in our films. The 
reaction rate continues to scale up till it plateaus at 5 µm, at which point it becomes 
ambiguous whether they have reached an optical limit or an SCL width limit. For groups that 
encounter a plateau in reaction rates at thicknesses much less than the penetration depth of 
365 nm light, we contend that since the SCL is the critical location where most, if not all of 
the EHPs are efficiently separated, a limitation to the SCL width due to ND would severely 
limit the interfacial charge transfer ability of the catalyst, even though the photons are 
penetrating well beyond the SCL into the bulk. 
Fallet et al and Langlet et al [93, 94] worked with TiO2 films grown by spin-coating 
and studied the photodecomposition of malic acid. In contrast to the films we used, their 
films were porous and likely to be less dense, which prevents a direct comparison since the 
loose agglomeration of particles could lead to intergrain charge transfer issues. However, 
they observed that photocatalytic activity increased with film thickness. The increase in rates 
depended on the density of the films, with the denser films showing a rate increase of about 
3.5 times for ~300 nm over 100 nm films, while films which were less dense showed the 
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same increase for ~500 nm over 100 nm films. The rates did not plateau within the thickness 
range studied, although the rate increase was logarithmic. They concluded that the “inner 
part” of the catalyst participated in the reaction, and that the parts of the catalyst not in 
contact with the reactant might be involved in the photocatalytic process, intimating that the 
bulk structure of the catalyst is important to charge transfer characteristics at the surface. 
Comparison between films of different porosity (25% vs. 40%) showed the denser films were 
photocatalytically superior, leading to the suggestion that photoactivity might be governed by 
a process of intergranular transfer of charge carriers. The importance of interfacial charge 
transfer was also described by Hattori et al [33] where a significant limitation to photoactivity 
was the limitation imposed by photogenerated charge carrier transport to the film surface. 
Clearly while film thickness offers a means to affect photocatalytic rate, its direct 
appropriation is phenomenological at best if one does not have a clear idea of how well the 
SCL width scales. This would be especially apparent in a case of films of the same thickness 
but with vastly different ND. Therefore in certain cases, the reported explanation for why rates 
vary with thickness might not be correct, and in other cases where they are right, their 
material properties were fundamentally different from ours. 
7.4.2 Film thickness and ND 
Our synthesized films are polycrystalline anatase by nature and indicate a decreasing 
ND with increasing thickness. Similar trends have been reported for other oxide materials 
such as ZnO and SnO2 [95, 96]. A polycrystalline material like ours will contain defects 
caused by the incomplete bonding of adjacent crystallites in the material, not unlike those 
encountered in the optimization of polycrystalline Si for integrated circuit and solar cell 
applications [97, 98]. These boundary regions can contain a fair amount of disorder which 
results in localized SCL, potential barriers, as well as charge carrier traps [99, 100].   
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The relationship between ND and film thickness was inferred from the research of Van 
de Krol et al and Lee et al [50, 52]. Van de Krol et al grew 40, 80 and 120 nm films via 
electron beam evaporation and determined the ND through capacitance–voltage (C-V) 
measurements, while Lee et al prepared 62 and 83 nm films through a galvanostatic method 
and obtained values of ND through numerical analysis of voltage measurements. Both studies 
indicate an inverse relationship between ND and film thickness.  Recently, the Seebauer group 
managed to rigorously correlate and establish empirically the relationship between ND and 
film thickness while employing “Schottky diode” test structures to extract values of ND based 
on C-V measurements [76, 77]. The study indicates that an increase in film thickness is 
concomitant with a fall in ND. The cause for this can be attributed to a decrease in the 
concentration of electrically active grain boundaries where charge trapping can readily occur 
[101]. Since n-type conductivity is also increased by the aggregation of defects such as Ti 
interstitials and O vacancies at these boundaries, elimination of these boundaries would 
naturally lead to a decrease in ND [102]. Even though our XRD results do not suggest an 
increase in crystallite size, it is only indicative of changes in the growth direction; size effects 
in any other direction would be wholly missed. Furthermore, it is important to note that even 
if crystallite size remained constant, grain size need not stay the same.    
7.4.3 Systematic study of Photocatalytic Rates with ND 
While the photoreactivity of doped TiO2 has been studied for various forms of the 
material (colloids, powders, films, etc.), a systematic study of the photocatalytic capability of 
the semiconductor with ND is much rarer. Figure 7.9 plots the MB degradation rate data side-
by-side with the prediction from the photocurrent model. All parameters were either 
measured (α, ND and VS) or estimated (Lp and ε). Film thickness was transformed into values 
for ND following Figure 7.8, permitting us to plot rate data directly against ND. The rates were 
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normalized to the 100 nm film, which degraded MB at an initial rate of 0.14 μmol.hr-1cm-2 
for an initial MB concentration of 5 μM. The comparison of normalized change of rate data 
and photocurrent shows good correspondence between the increase in TOF and the increase 
in photocurrent. What immediately suggests itself from this adherence is that TOF is very 
much influenced by the width of the SCL as we have postulated, without taking into account 
other parameters such as surface structure, and the presence of microstructural voids. This 
lends credence to our assertion that it is possible to affect photocatalytic rates through the 
preferential promotion of charges to the surface, and that the surface of the catalyst could 
potentially be tuned to perform oxidation or reduction. 
As such, parameters such as the degree of crystallinity, crystal phase or even whether 
the material is poly- or monocrystalline become means of affecting the SCL width through 
ND. Formulating ND as a function of the above-mentioned parameters would be of immediate 
usefulness when one is trying to optimize the photoreactivity of the catalyst, being mindful at 
the same time that methods used to augment ND could also affect recombination lifetimes, 
etc. Good adherence of rate data to the model further suggests that the ease of interfacial 
charge transfer, through optimizing ND and VS, plays the dominant, if not the only role, giving 
impetus to seek a better understand of the relationship between ND and common 
phenomenological parameters.   
The photocurrent model is a simple model which considers the promotion of the 
minority current to the surface as the dominant contributor to changes in TOF for 
photocatalytic reactions. The simplicity of the model is its primary advantage, but also its 
major drawback. The model fails to take into account the uniformity of dopants, assuming 
that charge carriers are uniformly distributed. In cases where surface recombination 
dominates, predictions from the model would also go awry. However, the model is most 
192 
effectively utilized when normalized to a predetermined starting point, since absolute values 
for photocurrent are no longer a concern and that, within comparable systems, the treatment 
with relative changes is certainly more meaningful. These relative changes in photocurrent 
would translate reasonably into changes in TOF in most if not all situations when dealing 
with real recombination rates. In this framework, it might even be possible to back out the 
values of ND from rate measurements, granted the knowledge of at least a starting value for 
ND. 
The use of thin films in this study facilitates the correlation between ND and 
photoreaction rates since we can control for bulk microstructure, surface area, as well as 
surface structure. These controls allow us to eliminate, or at least account for variations in the 
material so that changes in TOF could be more directly attributed to changes in interfacial 
charge transfer. In real systems where photocatalysts would be deployed for e.g. 
environmental remediation, a form with much higher surface area such as powders would be 
preferred. Our study can reasonably be extended to these real systems where efforts to 
optimize ND for the particular system could bring about an improvement perhaps many times 
that of what is currently practiced.      
A comparison between changes effected through ND and VS concludes that the main 
enhancement comes from a judicious control of charge carrier concentration in the bulk, since 
varying ND causes a significantly larger change as compared to varying VS. Figure 7.10 
shows the variation in the photocurrent model for values of ΔVS = ± 0.1 eV. For the region 
we are concerned with for this study, the prediction is essentially insensitive to variations in 
VS. Only when ND attains much lower values (< ~10
15
 cm
-3
) do we start to perceive variations 
in the photocurrent. Future work with the aim in decreasing ND further should therefore be of 
immediate interest in any research focused on optimization of semiconductor photocatalysts. 
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Composite structures of TiO2 comprising of a thin layer (< 10 nm) with lower ND grown on a 
thicker substrate with higher ND can be envisioned to perform these SCL width manipulations 
to a finer degree.  
7.5 Conclusion 
Variations in ND were correlated with initial rates of MB degradation. The method of 
tuning ND with film thickness was previously established by the Seebauer Group and 
implemented in this study. Good correspondence between rate data and the photocurrent 
model suggests that the underlying mechanism in surface reactions consists primarily in the 
efficient promotion of photogenerated charges to the surface. It is therefore conceivable that 
the photocatalyst could be tailored to prefer oxidation or reduction of specific reactants. 
Photocatalytic enhancement was also shown to be more effective through varying ND than VS, 
as predicted by the model. Future research effort could be put into reducing ND further than 
where we are currently at, possibly through a combination of intrinsic and extrinsic doping 
methods. 
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7.6 Figures 
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Figure 7.1: XRD spectra for 100, 200 and 300 nm films. The dominant surface is (101) with 
its intensity increasing with film thickness. The (200) surface also becomes more prominent 
with thicker films. The phase of the TiO2 is matched to anatase and the particle size is 
estimated at ~50 nm using the Scherrer equation. The increase in the intensity of the crystal 
faces suggest a better long range ordering as the films get thicker. 
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Figure 7.2: Crystallite size as determined via the Scherrer equation plotted against film 
thickness. The relative constancy is only meaningful in the direction of film growth and is not 
indicative of grain size. 
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Figure 7.3:  Secondary electron tail taken from UPS spectra for 100, 200, 230, 280 and 300 
nm films. These spectra indicate that the workfunction for the films change little with 
thickness – to within 0.05 eV.  
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Figure 7.4: XPS analysis of our TiO2 thin films, with the above example taken from the 300 
nm sample. The left column shows the O 1s spectra with 3 peaks, with the dominant peak 
being that of the metallic oxide (~530 eV). The peak at ~531.5 eV has been assigned to OH 
groups at bridging sites while the peak at ~533.5 assigned to Ti-OH. The right column 
presents the peaks for Ti 2p. All Ti 2p3/2 peaks are in the correct ratio with their respective Ti 
2p1/2 peaks, with the dominant peak being of the Ti
4+
 variant. No other oxidation states of Ti 
were perceived from XPS. 
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 Figure 7.5: The ratio of O to Ti from XPS normalized to 100 nm films. The plot indicates 
similar surface stoichiometry for the ALD films of various thicknesses. The line is meant to 
guide the eyes. 
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Figure 7.6:  The ratio of hydroxyl species to metallic oxide at the surface of the films. In line 
with analysis in the previous chapter, this decrease could be indicative of a more defected 
surface for the 100 nm films. The line is meant to guide the eyes.  
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Figure 7.7: Change in initial rates normalized to 100 nm films, showing an increase in initial 
rate of MB degradation with increasing film thickness. We attribute this increase with the 
widening of the SCL in thicker films, as predicted by the correlation of carrier concentration 
with film thickness shown in Figure 7.8. Error bars for the 100 nm film is within the marker. 
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Figure 7.8: Change in carrier concentration for TiO2 films used in this study [76]. The fall in 
carrier concentration with film thickness is due to a reduction in concentration of electrically 
active grain boundaries [77]. The line is meant to guide the eye.  
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Figure 7.9: Normalized change in initial rates plotted against measured values of charge 
carrier concentration for each film thickness (100 to 300 nm). Model parameters were either 
measured (α, Lp and VS) or estimated (ε and Lp) with no fitted parameters. The good 
correspondence of rate data to predictions by the photocurrent model supports our assertion 
that the preferential promotion of charges to the surface plays a significant role in surface 
reactions.  
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Figure 7.10: The sensitivity of the photocurrent model to variations in VS is shown here. 
When ND varies by orders of magnitude, changes of surface potential by ~0.1 V perturbs the 
prediction in a small way. This perturbation starts to become evident only at much lower ND, 
but even then, trends are still dominated by variations in ND.  The normalization on the 
vertical axis is the same as that used in Fig. 7.9. 
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CHAPTER 8:  EXPERIMENTAL METHODS 
8.1 Abstract 
Various experimental techniques were used throughout the study to aid in better 
understanding of how band-engineering can effectively vary the performance of our 
photocatalyst. XPS was used to study the oxidation state of the film material as well as 
binding energy shifts associated with band-bending. XRD was used to determine the phase of 
the films and the particle size calculated using the Debye-Sherrer method and UPS was used 
to measure the workfunction changes induced in the films. The BET method was used to 
measure the specific surface area of the thin films in order to understand the extent to which 
void volumes in the bulk play in reaction studies. The BJH method was used to measure the 
pore volume distribution and to determine porosity of the films. A photoreaction system was 
set up to take rate measurement data for the photooxidation of aqueous MB over the thin 
films. The photoreaction system comprises a UV light source, photoreaction vessel and a 
UV-visible spectrometer.    
8.2 Introduction 
The TiO2 anatase thin film as-received was synthesized in the Seebauer lab by co-
workers via ALD. This is a pulsed-precursor vapor phase deposition method related to CVD. 
This method of deposition is especially attractive when used in the fabrication of thin films 
where precise control of the thickness and composition is required, especially on large-scale 
substrates. It is noteworthy that this technique is self-limiting in nature and allows layer-by-
layer precision while depositing. A single ALD cycle comprises alternating pulses of 
precursor and oxidant, as shown in Figure 8.1. Deposition parameters in the ALD process can 
be adjusted to effect changes in the thickness and surface smoothness of the resulting film [1, 
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2]. The films received were characterized with XPS to identify their chemical composition 
and XRD was performed to identify the phase and dominant facets of the polycrystalline 
material. 
One of the parameters underpinning the photocurrent as outlined in chapter 4 is the 
charge carrier concentration, ND, of the TiO2 thin films in the bulk. It is therefore important 
that we can control this parameter through doping with aliovalent ions or intrinsic defects 
such as O vacancies and Ti interstitials. In-house efforts to dope the thin films through metal 
ions proved to be difficult [3], with Cr and Nb dopants affording at most an order of 
magnitude variation of ND over that of undoped TiO2. Further tuning of ND through doping of 
ALD grown films is complicated by voids and grain boundaries arising from the bulk, as well 
as charge compensation by native donor defects. Subsequent work to vary ND resulted in its 
successful control by varying the film thickness.  
While investigating the effect that surface band-bending has on reaction rates, it is 
important to consider the presence of active void/pore volumes within the bulk matrix of the 
film and determine if they are accessible to gases/adsorbates. If they are present in a 
significant amount, reaction rate measurements would undoubtedly depart from the model 
prediction unless there was a way to effectively control their population density and 
characterize their properties. In order to account for their presence, the BET method [4] was 
used to calculate the effective surface area of the thin film and the BJH method [5] was used 
to calculate pore volume distribution and porosity. 
For our work, we decided to investigate the effect when surface properties were 
coupled with those of the bulk. Specifically, we wanted to understand how band-bending near 
the surface of the thin film affects charge transfer, which in turn should affect TOF, where 
TOF is defined as the maximum number of reactant molecules degraded per active site per 
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unit time. ND (correlated to the SCL width) was used to determine the degree of coupling 
between the surface and the bulk Fermi levels. The valence band structure of the thin films 
was probed using UPS and the surface Fermi level measured by referencing it to Ni. UPS was 
also used to determine the shift in workfunction of the film surface by analyzing the 
secondary electron tail of the UPS spectra.  
Photoreactions were carried out in a system comprising a reaction vessel, a UV light 
source and a UV-Vis spectrometer. Studies were carried out in batch reactions and the 
resulting data correlated to band-bending via changes in the reaction rate constant.  Finally, 
the results are compared with the photocurrent model.  
8.3 Experimental Methods 
8.3.1 X-Ray Photoelectron Spectroscopy 
XPS was performed in an ultra-high vacuum system (base pressure ~10
-10
 mbar) using 
the Thermo VG Scientific ESCALAB 250 X-ray Photoelectron Spectrometer having a pass 
energy of 40 eV and a micro-focused, monochromated X-ray source (Al kα at 1486.6 eV). 
The resolution achievable with this pass energy is a full width at half-maximum of 0.3 eV. 
The TiO2 thin film was secured to a stainless steel sample block by making use of a double-
sided conducting adhesive tape (copper tape). Care was taken to ensure that no copper tape 
was left exposed to the naked eye so as to prevent contamination when taking the spectra. All 
debris was blown off by prior to moving the sample block onto the transfer mechanism for 
insertion into the XPS chamber.  
The insertion chamber is a holding chamber where the sample mount was placed prior 
to being inserted into the XPS chamber. The sample mount was pushed into the insertion 
chamber via an extendable rod and subsequently locked within for gas evacuation to a high 
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vacuum. When evacuation is complete, the rod is used to push the sample mount into the 
XPS chamber.  
XPS data processing and analysis was accomplished using the software XPSPeak.  
The binding energy scale was referenced to the C 1s line of graphitic carbon, set at 284.6 eV.  
The relevant spectral regions were all fitted with Shirley backgrounds, while peak 
components were added to the spectra using XPSPeak’s automatic peak fitting feature.  
Estimates of peak binding energy and area were obtained by fitting an individual region (e.g. 
C 1s). Percentage atomic concentrations were then obtained by comparing the relative 
intensities of the peaks in the survey spectra.  
8.3.2 X-Ray Diffraction 
XRD was performed at room temperature with a high-resolution Bruker D8 
diffractometer from Bruker AXS operated at 45 kV and 40 mA with a Cu Kα1 primary x-ray 
beam (λ = 1.5406 Å). It has a motorized XYZ sample stage coupled with the SOL-XE x-ray 
detector. Data was taken over the 2θ angles of 20° to 60°.   
8.3.3 Ultraviolet Photoelectron Spectroscopy 
UPS was performed using the Thermo VG Scientific ESCALAB 250 with a helium 
discharge lamp accessory. The lamp source provides He I (hv = 21.2 eV) photons and the 
energy scale was calibrated to a Ni reference. The samples were biased for the He I spectra so 
as to cause narrowing in the region of the secondary electron tail by imparting energy to the 
electrons with extremely low kinetic energy. The spectra for the TiO2 films were referenced 
to the Fermi edge of clean Ni, and any changes in workfunction of the TiO2 films can be 
monitored via the relative difference between the secondary electron tails of the films and the 
Ni reference. By default, photoelectrons emitted perpendicularly to the surface were 
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monitored. Mounting of the sample on the sample block was done in a manner similar to XPS 
and data was processed and analyzed using the software XPSPEAK. 
8.3.4 Remote Oxygen Plasma Treatment 
Figure 8.2 and Figure 8.3 shows a photograph of the oxygen plasma setup and the 
schematic of the oxygen plasma setup used in surface treatment of the films respectively. The 
treatment was performed in a stainless steel chamber 12 inches in diameter with a sample 
holder 8 inches in diameter. The plasma was generated by applying an RF (13.56 MHz) 
between two electrodes and is composed of electrons, charged ions and neutral molecules. It 
remains electrically neutral as the ion density is balanced by the electron density which is 
typically ~10
8
 to 10
9
 cm
-3
 for a pressure range of 0.1–100 Torr. The electron temperatures are 
~1 to 8 eV, while the ion temperatures are lower at ~50 to 100 meV. There is also a 
spontaneous but non-equilibrium conversion of neutral species into long-lived radicals. Dark 
regions of very low electron density, called "sheaths", were formed by the plasma with the 
electrodes. Sheath voltages were formed across these dark regions with the electrodes and the 
plasma forming the two plates. The substrate in a plasma sheath was bombarded with ﬂux of 
ions and neutral species, whose kinetic energy varies from a few tens to several hundreds of 
eV [6, 7]. Electrons and negative ions were conﬁned within the plasma by the potential away 
from the sheath regions.  
The thin film was placed on a platform in the center of the chamber, which acted as 
the cathode. Oxygen was fed into the chamber via a mass flow controller set at 20 sccm. The 
plasma operates on the basis of a simplified ion space-charge-limited model [8] where the 
plasma ion energy and the ion flux are related to the sheath voltage and oxygen pressure as: 
(8.1) 
4 1
5 2
ion sh OE V P

  
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and 
(8.2) 
3
4
ion sh On V P  
where Eion is the plasma ion energy, nion is the ion flux and Vsh is the sheath voltage and PO is 
the oxygen pressure. Throughout the treatment, the RF power used was 50 W and chamber 
pressure was kept at 100 Pa. Treatment times were varied from 10 to 90 minutes. A bias of 
1.1 kV was set up via a mesh placed above the films in order to prevent the impingement of 
energetic positive ions onto the surface that might damage the film. The sheath voltage is 
about 100 V, in which case a bias one decade higher should be sufficient to repel the 
incoming ions. The purpose of the remote plasma treatment was to change the surface 
potential of the film through the long-lived oxygen radicals which can diffuse to the film 
surface, without implanting ions and inducing atomic-scale defect formation within the bulk 
of the film. That damage would change the carrier concentration near the surface, and 
possibly increase the photocarrier recombination/trapping rate as well. Figure 8.4 shows the 
plasma in operation. The biased mesh is placed in the center of the chamber above the films 
being treated. 
8.3.5 Brunauer-Emmet-Teller Method 
BET was performed using the Micromeritics ASAP 2420. A portion of the film 
weighing about 0.25 g was placed in a glass sample bulb and sealed. The sample bulb is a 
glass tube of 240 mm in length, 12.50 mm in outer diameter and 9.50 mm in inner diameter, 
with a bulbous end 29.3 mm in diameter. The weight of both the empty sample bulb and the 
sample bulb containing the TiO2 anatase thin film were noted respectively. Prior to starting 
the experimental run, it is necessary to degas the TiO2 anatase thin film so as to remove the 
physisorbed species that may be present on the surface of the material. This degassing 
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process was carried out at a temperature of 300°C for 24 hours, after which a residual gas 
pressure of 1 Pa or lower was achieved. After completing the degassing process, the film was 
allowed to cool to room temperature before the sample bulb containing it was weighed again. 
The bulb was subsequently attached to a sample port and the cooled using liquid N2. A 
reference bulb with known volume was used to determine the sample void volume and the 
manifold volume (the manifold is the portion between the sample bulb and the valves 
controlling the He gas inlet).  
Adsorption studies were carried out by exposing the film to N2 and allowing them to 
equilibrate at 77 K. The equilibrium pressure was recorded and N2 pressure in the manifold 
was increased subsequently. Using the manifold volume, sample volume and pressure data, 
the BET isotherm can be fitted to the BET equation to give the specific surface area of the 
thin films. 
8.3.6 Photoreactor Setup 
Photoreaction rate measurements were performed on a setup comprising the reaction 
vessel, the UV light source and a UV-Vis spectrometer. The reaction vessel is a 25 mL flat-
base beaker made with borosilicate glass. It is wrapped with aluminum foil in order to contain 
and reflect the light in the reaction vessel. The schematic for the batch reaction is shown in 
Figure 8.5.  
The UV light source used was the UVP Blak-Ray B-100 high intensity UV lamp. The 
lamp houses a 100 W Sylvania H44GS-100M mercury spot light bulb which strongly emits 
UV light with a peak wavelength at 365 nm, producing a focused irradiation at the center of 
the lamp. (Figure 8.6 shows the spectral response of the light emitted from the UV light 
source). The intensity profile of the light source is shown in Figure 8.7. The intensity rises 
slowly at first, followed by a rapid rise to a maximum value before decreasing to a steady 
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value. The time taken for the light intensity to equilibrate is about 20 minutes.  A quartz 
window was attached to the top of the reaction vessel. This allows the UV light to pass 
through the window with negligible attenuation since quartz is transparent to UV, as well as 
to provide a cover for the contained reactant. During a typical run, the thin film was placed at 
the bottom of the reaction vessel where the UV light shines onto the film surface 
perpendicularly. The equipment used to measure UV light intensity was the UVX digital 
radiometer coupled with the UVX-36 sensor. The radiometer has an error of ± 5% and the 
sensor had been calibrated using 365 nm wavelength light. For all photocatalysis 
experiments, the amount of UV light arriving at the surface of the films was set at 300 
µW.cm
-2
.  
The UV-visible photospectrometer used was the UV-3600 from Shimadzu. The setup 
includes an interchangeable light source (UV to near infra-red), sample mount, and a light 
detector. Quartz cuvettes with a path length, l, of 1 cm were used to hold the reactant samples 
for spectrometry, with each cuvette holding up to 3 mL of reactant. The UV-Vis spectrometer 
was controlled via a software interface (UVProbe version 2.33) which enabled the collection 
of raw data in the form of absorbance vs. wavelength of light in the range of 200 to 800 nm 
(Figure 8.8). 
The schematic of the UV-Vis spectrometer is shown in Figure 8.9. Light from the 
source passes through a monochromator before being separated by a beam-splitter. The split 
beams passes through a reference material and the sample material before reaching the photo-
detectors. The ratio between the two signals is taken before processing an output signal based 
on absorbance. The plots of absorbance vs. wavelength show characteristic peaks, of which 
the corresponding absorbance value was taken after subtracting a linear baseline.  A typical 
run consists of five readings for each sample, with each reading taken at 20 minute intervals.  
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A reading is taken by removing the reaction vessel away from the UV light, drawing an 
aliquot from the reaction vessel to fill the cuvette, taking absorbance readings through the 
UVProbe interface, and finally returning the sampled aliquot back into the reaction vessel, 
ensuring that the loss of reactant through this process is negligible. 
8.3.7 Reaction Rate Studies 
The MB was obtained from Acros MB hydrate pract. 75% (formula weight of 319.85 
gmol
-1
). Aqueous MB was prepared from a concentrated solution by dissolving 250 mg of 
hydrate in 1000 mL of deionized H2O. (Automatic Sanitation Module, Millipore). A stock 
solution of 0.8 mM was prepared, after which a concentration of 5 µM was obtained by 
diluting 0.625 mL in a 100 mL volumetric flask with deionized water.  
The purity of the MB reagent used was ascertained using the method by Bergmann and 
O’Konski [9] by plotting the ratio between the peak at 664 nm and the shoulder at 613 nm for 
various concentrations. The plot shown in Figure 8.10 indicates that the reagent used in this 
study is of a similarly high quality when calibrated to values found in the literature for high 
purity MB [10-12].  
The photooxidation reaction was carried out in a batch-wise fashion over a 
concentration of 5 µM and over a time of 100 min. The data follows a pseudo-first order rate 
equation [13-16] given by: 
(8.3) 
0.08
r MB H
r k C C 
  
where r is the reaction rate, kr is the apparent rate constant, CMB is the concentration of MB 
and CH+ refers to the pH of the solution. The concentration term in equation (8.3) can be 
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replaced by the values of absorbance obtained via UV-vis spectrometry by making use of 
Beer-Lambert’s law: 
(8.4) MBA alC  
where A is the absorbance, a is the molar absorptivity and I is the path length. Figure 8.11 
shows the degradation of MB monitored via UV-Vis spectroscopy. The peak at 664 nm was 
used as the characteristic peak to quantify the degradation of MB. As can be seen, the 
concentration of MB dropped drastically after 5 hours of UV irradiation with a concomitant 
blue shift in peak position of 10 nm, demonstrating oxidative MB degradation. 
8.4 Conclusion 
XPS and XRD were used to study the film composition, oxidation state, binding 
energy shifts and crystal phase, while UPS was used to study the degree of band-bending via 
workfunction changes. The BET method was used to measure the surface area of the films 
used while BJH was used to estimate their porosity. Reaction studies were conducted batch-
wise with chemically pure MB and the rate constants were found via the method of initial rate 
measurements. 
  
226 
8.5 Figures 
 
Figure 8.1: Schematic depicting sequence of exposure and purge steps comprising a single 
ALD cycle.  For the case of TiO2, common precursors include Ti(OCH(CH3)2)4 and TiCl4; 
H2O and H2O2 are used extensively as oxidants. 
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Figure 8.2: Photograph showing the plasma treatment chamber used to perform surface 
treatment on the TiO2 thin films. 
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Figure 8.3: Schematic of the plasma treatment chamber and the setup used to perform surface 
treatment of the TiO2 thin films. 
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Figure 8.4: Photograph showing the oxygen plasma during surface treatment. The biased 
mesh can be seen in the center, connected to a lead-out. This mesh is placed above the films 
being treated.  
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Figure 8.5: Schematic for the photooxidation of MB. The MB solution was sampled 
periodically via UV-Vis spectroscopy to determine its concentration during MB degradation.   
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Figure 8.6: Spectral output of UVP B-100 displaying a peak output wavelength at 365 nm. 
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Figure 8.7: Intensity profile of the light source. The intensity rises slowly at first, followed by 
a rapid rise to a maximum value before decreasing slowly to an equilibrium value.  The time 
taken for the light source to reach equilibrium intensity is about 20 minutes.   
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Figure 8.8: UVProbe software interface for controlling the UV-Vis photo-spectrometer. The 
window on the right shows the spectrum output. A linear background is taken across 520 - 
715 nm where the dominant peaks lie.  
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Figure 8.9: Schematic of the UV-Vis photospectrometer. Light from the source passes 
through a monochromator, then a beam-splitter. The split beams passes through a reference 
material and the sample material before reaching the photodetectors. The ratio between the 
two signals is taken before processing an output signal based on absorbance.  
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Figure 8.10: The plot on the left shows the MB monomer ratio between the peak (664 nm) 
and shoulder (613 nm) for various concentrations. This plot is used to confirm the purity of 
the MB used by comparing with data from literature [10-12]. 
  
236 
200 300 400 500 600 700 800
0.0
0.5
1.0
 
 
A
b
s
o
rb
a
n
c
e
Wavelength (nm)
Characteristic Peak at 664 nm
Peak Shift to 
654 nm
 
Figure 8.11: UV-Vis spectra of MB showing the absorbance before and after the 
photoreaction. The intensity of the characteristic peak at 664 nm fell significantly after 5 
hours of UV irradiation. There was also a concomitant shift in the peak position from 664 nm 
to 654 nm, indicative of oxidative de-methylation. 
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