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Abstract
The embedding theorems in Sobolev-Lions type anisotropic weighted spaces
W lp,γ (Ω;E0, E) are studied, here E0 and E are two Banach spaces. The most
regular interpolation spaces (E0, E)p,θα between E0 and E are found such
that the mixed differential operators Dα are bounded from W lp,γ (Ω;E0, E)
to Lp,γ
(
Ω; (E0, E)p,θα
)
, where Lp,γ denotes weighted abstact Lebesgue space
with mixed nom and
α = (α1, α2, ..., αn) , l = (l1, l2, ..., ln) , θα =
n∑
k=1
αk
lk
.
By applying this result separability properties of degenerate anisotropic dif-
ferential operator equations, well-posedeness and Strichartz type estimates for
solution of corresponding parabolic problem are established.
Key Words: Sobolev spaces, Embedding operators, vector-valued spaces,
Differential operator equations, Interpolation of Banach spaces
1. Introduction
Embedding of function spaces were studied in a series of books and papers
(see, for example [2, 4, 14, 15]). The embedding properties of abstract function
spaces have been considered e.g. in [1, 6, 12, 16-21] . Lions-Peetre [12] showed
that if u ∈ L2 (0, T,H0) and u
(m) ∈ L2(0, T,H ), then
u(i) ∈ L2(0, T, [H,H0] i
m
), i = 1, 2, ...m− 1,
where H0, H are Hilbert spaces, H0 is continuously and densely embedded
into H , and [H0, H ]θ is an interpolation space between H0, H for 0 ≤ θ ≤
1. The similar questions for H-valued Sobolev spaces W l2 (Ω;H0, H) studied
in [24] , where Ω ⊂ Rn. Then, the boundedness of differential operator u →
Dαu from W lp (Ω;H0, H) to Lp
(
Ω; (H0, H)p,|α:l|
)
were considered in [18, 19] .
This question is generalized for corresponding weighted spaces in [13]. Later,
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such type embedding results in E-valued function spaces W lp,γ (Ω;E0, E) and
its weighted versions studied in [18− 21]. In this paper, we prove the continuity
and compactness of embedding operators in weighted anisotropic function spaces
W lp,γ (Ω;E0, E) for mixed p, which will be defined in bellow.
Here l = (l1, l2, ...ln), lk are positive integers and γ (x) is a positive mea-
surable function on Ω ⊂ Rn. Let α1, α2, ..., αn be nonnegative integers, p =
(p1, p2, ..., pn) and q = (q1, q2..., qn) for 1 ≤ pk ≤ qk <∞,
κ =
n∑
k=1
αk +
1
pk
− 1qk
lk
, Dα = Dα11 D
α2
2 ...D
αn
n =
∂α
∂xα11 ∂x
α2
2 ...∂x
αn
n
.
Let A be a positive operator in E, then there are fractional powers of the
operator A (see [22] , §1.15.1) and for each powers Aθ of A let E
(
Aθ
)
denote
the domain D
(
Aθ
)
of Aθ with graphical norm. Under certain assumptions to
be stated later, we prove that differential operators u→ Dαu are bounded from
W lp,γ (Ω;E(A) , E) to Lq,γΩ; (E (A) , E)κ+µ,σ), i.e embedding
DαW lp,γ (Ω;E (A) , E) ⊂ Lq,γ
(
Ω; (E (A) , E)
κ+µ,σ
)
is continuous. More precisely, we prove the following uniform sharp estimate
‖Dαu‖Lq,γΩ;(E(A),E)
κ+µ,σ)
≤ Cµ(h
µ ‖u‖W lp,γ (Ω;.E(A)E) + h
−(1−µ) ‖u‖Lp,γ(Ω,;E))
for u ∈ W lp,γ (Ω;E(A), E), 0 ≤ µ ≤ 1 − κ and h > 0, where σ = max
k
pk.
The constant Cµ is independent of u and h. Further, we prove compactness of
embedding operator. These kind of embedding theorems occur in the investi-
gation of boundary value problems for anisotropic elliptic differential-operator
equations
n∑
k=1
(−1)lktk
∂2lku
∂x2lkk
+ (A+ λ)u (x) +
∑
|α:2l|<1
n∏
k=1
t
αk
2lk
k Aα(x)D
αu (x) = f (x) ,
(1.1)
where A, Aα (x) are linear operators in a Banach space E, tk are positive
parameters and λ is a complex number. By using the above embedding results
and operator valued multiplier theorems we obtain that problem (1.1) is uniform
separable in Lp,γ (R
n;E) , i.e. for f ∈ Lp,γ (R
n;E) problem (1.1) has a unique
solution u ∈ W 2lp,γ(R
n; (E(A), E) and the following uniform coercive estimate
holds
n∑
k=1
tk
∥∥∥∥∥∂
2lku
∂x2lkk
∥∥∥∥∥
Lp,γ(Rn;E)
+ ‖Au‖Lp,γ(Rn;E) ≤ C ‖f‖Lp,γ(Rn;E) ,
where the constant C depend only on p and l.
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Moreover, we get the following uniform sharp resolvent estimate
n∑
k=1
2lk∑
i=0
t
i
2lk
k |λ|
1− i2lk
∥∥∥∥ ∂i∂xik (Ot + λ)
−1
∥∥∥∥+
∥∥∥A (Ot + λ)−1∥∥∥ ≤ C,
where Ot is the operator generated by problem (1.1) .
For l1 = l2 =, ...,= ln = m we get the elliptic differential-operator equation
n∑
k=1
(−1)mtk
∂2mu
∂x2mk
+Au (x) +
∑
|α|<2m
n∏
k=1
t
αk
2m
k Aα(x)D
αu (x) = f (x) .
Then, by using regularity properties of (1.1) the well-posedeness and uniform
Strichartz type estimates are established for the solution of abstract parabolic
problem
∂u
∂t
+
n∑
k=1
(−1)lkεk
∂2lku
∂x2lkk
+Au = f (t, x) , (1.2)
u (0, x) = 0, x ∈ Rn, t ∈ (0, T ) ,
where A is a linear operator in a Banach space E and εk are small positive
parameters.
In this direction we should mention e.g. the works presented in [18− 21] ,
[22], [26].
Modern analysis methods, particularly abstract harmonic analysis, the op-
erator theory, interpolation of Banach spaces, theory of semigroups and pertur-
bation theory of linear operators are the main tools implemented to carry out
the analysis.
2. Notations and definitions
Let R, C be the sets of real and complex numbers, respectively. Let E1 and
E2 be two Banach spaces and L (E1, E2) denotes the spaces of bounded linear
operators from E1 to E2. For E1 = E2 = E we denote L (E,E) by L (E) . We
will sometimes write A + ξ instead of A + ξI for a scalar ξ and (A+ ξI)
−1
denotes the resolvent of operator A, where I is the identity operator in E.
Let
Sϕ = { ξ ∈ C, |arg ξ| ≤ ϕ} ∪ {0} , 0 < ϕ ≤ pi.
Definition 1. A linear operator A is said to be ϕ−positive in a Banach
space E, if D (A) is dense on E and∥∥∥(A+ ξI)−1∥∥∥
L(E)
≤M (1 + |ξ|)
−1
with ξ ∈ Sϕ, where M is a positive constant.
Definition 2. For −∞ < θ <∞ let
E
(
Aθ
)
=
{
u ∈ D
(
Aθ
)
, ‖u‖E(Aθ) =
∥∥Aθu∥∥
E
+ ‖u‖E <∞
}
.
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Let γ = γ (x) be a positive measurable function on Ω ⊂ Rn.
Definition 3. Lp,γ (Ω;E) denotes the space of strongly measurableE-valued
functions such that are defined on Ω with the norm
‖u‖Lp,γ(Ω;E) =
(∫
Ω
‖u‖
p
E γ (x) dx
)1/p
<∞, 1 ≤ p <∞.
For γ (x) ≡ 1 we denote Lp,γ (Ω;E) by Lp (Ω;E) . For p = (p1, p2, ..., pn) ,
1 ≤ pk < ∞ we denote by Lp,γ (R
n;E) the space of all E-valued strongly
measurable on Rn functions with mixed norm
‖f‖Lp,γ(Rn,E) =




∞∫
−∞

...
∞∫
−∞

 ∞∫
−∞
‖f (x)‖
p1
E γ (x) dx1


p2
p1
dx2


p3
p2
...


pn
pn−1
dxn


1
pn
<∞.
For γ (x) ≡ 1 we denote Lp,γ (R
n;E) by Lp (R
n;E) .
The weight γ (x) satisfies an Ap condition; i.e., γ (x) ∈ Ap, p ∈ (1,∞) if
there is a positive constant C such that

 1
|Q|
∫
Q
γ(x)dx



 1
|Q|
∫
Q
γ
−
1
p− 1 (x)dx


p−1
≤ C
for all compacts Q ⊂ Rn.
Remark 2.1. The result [23] implies that the space lp, p ∈ (1,∞) satisfies
the multiplier condition with respect to p and the weight functions
γ = |x|
α
, − 1 < α < p− 1, γ =
N∏
k=1

1 + n∑
j=1
|xj |
αjk


βk
,
αjk ≥ 0, N ∈ N, βk ∈ R,
Suppose that S = S (Rn) is Schwartzs space of test functions and S
′
(E) =
S (Rn;E) is the space of linear continued mapping from S into E and is called
E− valued Schwartzs distributions. For ϕ ∈ S the Fourier transform ϕˆ and
inverse Fourier transform ϕˇ are defined by the relations
ϕˆ (ξ) = (Fϕ) (ξ) = (2pi)
−n/2
∫
Rn
ϕ (x) e−iξxdx,
ϕˇ (x) =
(
F−pϕ
)
(x) = (2pi)−n/2
∫
Rn
ϕ (ξ) eiξxdξ,
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where
ξ = ( ξ1, ξ2, ..., ξn), x = (x1, x2, ..., xn) , ξx = ξ1x1 + ξ2x2 + ...+ ξnxn.
The Fourier transformation and the inverse Fourier transformation of E−valued
generalized functions f ∈ S
′
(Rn;E) are defined by the relations.
< fˆ, ϕ >=< f, ϕˆ > and < fˇ, ϕ >=< f, ϕˇ >,
where < f, ϕ > means the value of generalized function f ∈ S
′
(Rn;E) on the
ϕ ∈ S (Rn).
Definition 4. Let α = (α1, α2, ..., αn), where αi are positive integers. The
E −values generalized functions Dαf is called the generalized derivatives in the
sense of Schwarts distributions of the generalized function f ∈ S
′
(Rn;E) if the
relation
< Dαf, ϕ >= (−1)
|α|
< f,Drϕ >
holds for all ϕ ∈ S.
It is known for all ϕ ∈ S the relations
F (Dαxϕ) = (iξ1)
α1 ... (iξn)
αn ϕˆ, Dαξ F [ϕ] = F [(−ix1)
α1 ... (−ixn)
αn ϕ] (2.1)
holds.
Let η be a infinitely differentiable function with polynomial structure and
f ∈ S
′
(Rn;E). Then ηf ∈ S
′
(Rn, E) is a generalized function defined by the
relation
< ηf, ϕ >=< f, ηf > ∀ϕ ∈ S (Rn) .
By using Definition 4 and relations (2.1) we get
F (Dαxf) = (iξ1)
α1 ... (iξn)
αn fˆ, Dαξ (F (f)) = F [(−ixn)
α1 ... (−ixn)
αn f ]
(2.2)
for f ∈ S
′
(Rn;E).
The Banach space E is called an UMD-space if the Hilbert operator
(Hf) (x) = lim
ε→0
∫
|x−y|>ε
f (y)
x− y
dy
is bounded in Lp (R, E) for p ∈ (1,∞) (see. e.g. [2]). UMD spaces include e.g.
Lp, lp spaces and Lorentz spaces Lpq for p, q ∈ (1,∞).
C(m) (Ω;E) will denote the spaces of E−valued bounded uniformly strongly
m times continuously differentiable functions on Ω. Assume γ is such that
S (Rn;E1) is dense in Lp,γ (R
n;E1) .
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Definition 5. A function Ψ ∈ C(m) (Rn;L (E1, E2)) is called a multiplier
from Lp,γ (R
n;E1) to Lq,γ (R
n;E2) if the map u → Λu = F
−1Ψ(ξ)Fu, u ∈
S (Rn;E1) is well defined and extends to a bounded linear operator
Λ : Lp,γ (R
n;E1)→ Lq,γ (R
n;E2) .
We denote the set of all multipliers from Lp,γ (R
n;E1) to Lq,γ (R
n;E2) by
Mq,γp,γ (E1, E2) . For E1 = E1 = E it denotes by M
q,γ
p,γ (E) .
Let Φh =
{
Ψh ∈M
q,γ
p,γ (E1, E2) , h ∈ Q
}
denote a collection of multipliers
depending on the parameter h.
We say thatWh is a uniform collection of multipliers if there exists a positive
constant M independent of h ∈ Q such that
∥∥F−1ΨhFu∥∥Lq,γ(Rn;E2) ≤M ‖u‖Lp,γ(Rn;E1)
for all u ∈ S (Rn;E1) and h ∈ Q.
Note that, Fourier multiplier theorems in complex valued weighted Lp spaces
investigated e.g. in [9-11] . In Banach space-valued classes this question studied
e.g. in [5, 6] .
Let
Un = β = (β1, β2, ..., βn) , βi ∈ {0, 1} , σk =
(
1
pk
−
1
qk
)
,
Vn = {ξ = (ξ1, ξ2, ..., ξn) ∈ R
n, ξi 6= 0, i = 1, 2, ..., n} .
Definition 6. The Banach space E satisfies the multiplier condition with
respect to p and q (or with respect to p in the case of p = q) and with respect
to weighted function γ if for all Ψ ∈ C(n) (Rn;L (E)) with β ∈ Un, ξ ∈ Vn the
inequality
∥∥DβΨ(ξ)∥∥
L(E)
≤ C
n∏
k=1
|ξk|
−(βk+σk) (2.3)
implies Ψ ∈Mq,γp,γ (E) .
Note that, if E1 and E2 are UMD spaces, γ (x) ≡ 1 and p1 = p2 = ... =
pn = p, then by virtue of operator valued multiplier theorems (see e.g [7] , [24])
we obtain that Ψ is a Fourier multiplier in Lp (R
n;E) . It is well known (see
[12]) that any Hilbert space satisfies the multiplier condition for γ (x) ≡ 1 with
respect to any p and q with 1 < p ≤ q <∞. However, there are Banach spaces
which are not Hilbert spaces but satisfy the multiplier condition, for example
UMD spaces, ξ−convex Banach lattice spaces (see [7], [24] , [5], [6]).
Assume γk are positive measurable functions on R and
D
[i]
k =
(
γk (xk)
∂
∂xk
)i
.
Definition 7. Consider the following spaces:
W lp,γ (Ω, E0, E) =
{
u ∈ Lp,γ (Ω;E0) , D
lk
k u ∈ Lp,γ (Ω;E) , k = 1, 2, ..., n
}
,
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‖u‖W lp,γ(Ω;E0,E)
= ‖u‖Lp,γ(Ω;E0) +
n∑
k=1
∥∥∥Dlkk u∥∥∥
Lp,γ(Ω;E)
<∞,
W [l]p,γ (Ω, E0, E) =
{
u ∈ Lp (Ω;E0) , D
[lk]
k u ∈ Lp (Ω;E)
}
,
‖u‖
W
[l]
p,γ (Ω;E0,E)
= ‖u‖Lp(Ω;E0) +
n∑
k=1
∥∥∥D[lk]k u∥∥∥
Lp(Ω;E)
<∞.
For γ (x) ≡ 1 we will denoteW lp,γ (Ω, E0, E) andW
[l]
p,γ (Ω, E0, E) byW
l
p (Ω, E0, E).
Let tk be positive parameters and t = (t1, t2, ..., tn). We define the following
parametrized norms in W lp,γ (Ω;E0, E) and W
[l]
p,γ (Ω, E1, E) such that
‖u‖W lp,γ ,t(Ω;E0,E)
= ‖u‖Lp,γ(Ω;E0) +
n∑
k=1
∥∥∥tkDlkk u∥∥∥
Lp,γ(Ω;E)
<∞,
‖u‖
W
[l]
p,γ ,t(Ω;E0,E)
= ‖u‖Lp(Ω;E0) +
n∑
k=1
∥∥∥tkD[lk]k u∥∥∥
Lp(Ω;E)
<∞.
For two elements u, υ ∈ E the expression ‖u‖ ∼ ‖υ‖ means that there exist
positive numbers C1 and C2 such that
C1 ‖u‖ ≤ ‖υ‖ ≤ C2 ‖u‖ .
3. Embedding theorems
In this section, we prove that the generalized derivative operator Dα gener-
ates a continuous embedding in Sobolev spaces of vector-functions. Let αk be
nonnegative and lk positive integers and
α = (α1, α2, ..., αn) , l = (l1, l2, ..., ln) , σ = (σ1, σ2, ..., σn) ,
t = (t1, t2, ..., tn) , tk > 0, σk > 0,
1 < pk ≤ qk <∞, p = (p1, p2, ..., pn) , q = (q1, q2, ..., qn) ,
κ =
∣∣∣∣
(
α+
1
p
−
1
q
)
: l
∣∣∣∣ =
n∑
k=1
αk + σk
lk
,
ξ = (ξ1, ξ2, ..., ξn) ∈ R
n, |ξ|
α+σ
=
n∏
k=1
|ξk|
αk+σk , T (t) =
n∏
k=1
t
αk+σk
lk
k .
First of all, in a similar way as in [21, Lemma 3.1] we have
Lemma A1. Assume A is a ϕ− positive linear operator on a Banach space
E. Then for any h > 0 and 0 ≤ µ ≤ 1− κ the operator-function
Ψt (ξ) = Ψt,h,µ (ξ) = T (t) |ξ|
α+σ
A1−κ−µh−µ
[
A+
n∑
k=1
tk |ξk|
lk + h−1
]−1
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is bounded in E uniformly with respect to ξ ∈ Rn, h > 0 and t, i.e. there exists
a constant Cµ such that
‖Ψt,h,µ (ξ)‖L(E) ≤ Cµ (3.1)
for all ξ ∈ Rn and h > 0.
In a similar way as in [19,Theorem 2] we obtain the following
Theorem A. Assume E0, E are two Banach spaces and the embedding
E0 ⊂ E is compact. Let Ω be a bounded domain in R
n and γ ∈ Apk for
pk ∈ (1,∞). Then the embedding
W lp,γ (Ω;E0, E) ⊂ Lp,γ (Ω;E)
is compact.
Let
X = Lp,γ (R
n;E) , Y =W lp,γ (R
n;E (A) , E) .
One of main result of this section is the following:
Theorem 3.1. Assume E is a Banach space satisfying the multiplier
condition with respect to p, q and weighted function γ. Suppose A is a ϕ−
positive operator in E. Then for 0 ≤ µ ≤ 1 − κ, 1 < pk ≤ qk < ∞ or
0 < µ < 1− κ for 1 ≤ pk ≤ qk ≤ ∞ the embedding
DαW lp,γ (R
n;E (A) , E) ⊂ Lq,γ
(
Rn;E
(
A1−κ−µ
))
is a continuous and there exists a constant Cµ > 0 depending only on µ such
that
T (t) ‖Dαu‖Lq,γ(Rn;E(A1−κ−µ)) ≤ Cµ
[
hµ ‖u‖W lp,γ,t(Rn;E(A),E)
+ h−(1−µ) ‖u‖X
]
(3.2)
for u ∈ Y and h > 0.
Proof. We have
‖Dαu‖Lq,γ(Rn;E(A1−κ−µ)) ∽ (3.3)




∞∫
−∞

...
∞∫
−∞

 ∞∫
−∞
‖Dαu‖
q1
E(A1−κ−µ) γ (x) dx1


q2
q1
dx2


q3
q2
...


qn
qn−1
dxn


1
qn
∼




∞∫
−∞

...
∞∫
−∞

 ∞∫
−∞
∥∥A1−κ−µDαu∥∥q1
E
γ (x) dx1


q2
q1
dx2


q3
q2
...


qn
qn−1
dxn


1
qn
for all u such that
‖Dαu‖Lq,γ(Rn;E(A1−κ−µ)) <∞.
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On the other hand, it is clear to see that
A1−α−µDαu = F−1FA1−κ−µDαu = F−1A1−κ−µFDαu = (3.4)
F−1A1−κ−µ (iξ)
α
Fu = F−1 (iξ)
α
A1−κ−µFu.
Hence, denoting Fu by uˆ, we get from relations (3.3) and (3.4)
‖Dαu‖Lq,γ(Rn;E(A1−κ−µ)) ∽
∥∥F−1 (iξ)α A1−κ−µuˆ∥∥
Lq,γ(Rn;E)
.
Similarly, in view of Definition 7 for u ∈ Y we have
‖u‖W lp,γ,t,(Rn;E(A),E)
= ‖u‖Lp,γ(Rn;E(A)) +
n∑
k=1
∥∥∥tkDlkk u∥∥∥
X
=
∥∥F−1uˆ∥∥
X
+
n∑
k=1
∥∥∥tkF−1 [(iξk)lk uˆ]∥∥∥
X
∽
∥∥F−1Auˆ∥∥
X
+
n∑
k=1
∥∥∥tkF−p [(iξk)lk uˆ]∥∥∥
X
.
Therefore, for proving the inequality (3.2) it suffices to show
T (t)
∥∥F−1 (iξ)αA1−κ−µuˆ∥∥
Lq,γ(Rn;E)
≤
Cµ(h
µ
∥∥F−1Auˆ∥∥
X
+
n∑
k=1
∥∥∥tkF−1 [(iξk)lk uˆ]∥∥∥
X
+ h−(1−µ)
∥∥F−1uˆ∥∥
X
). (3.5)
Therefore, the inequality (3.2) will follow if we prove the following estimate
T (t)
∥∥F−1 [ξα+σA1−κ−µuˆ]∥∥
Lq,γ(Rn;E)
≤ Cµ
∥∥F−1G (ξ) uˆ∥∥
X
. (3.6)
for u ∈ Y, where
G (ξ) = hµ
[
A+
n∑
k=1
tk |ξk|
lk + h−(1−µ)
]
.
Due to positivity of A, the operator function G (ξ) has a bounded inverse in E
for all ξ ∈ Rn. So, we can set
T (t)F−1ξα+σA1−κ−µuˆ =
T (t)F−1ξα+σA1−κ−µG−1 (ξ)
[
hµ
(
A+
n∑
k=1
tk |ξk|
lk
)
+ h−(1−µ)
]
uˆ. (3.7)
By Definition 6 it is clear to see that the inequality (3.6) will follow immediately
from (3.7) if we can prove that the operator-function
Ψt,h,µ = ξ
α+σA1−κ−µ
[
hµ(A+
n∑
k=1
tk |ξk|
lk) + h−(1−µ)
]−1
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is a multiplier in Mq,γp,γ (E) uniformly with respect to h and t. So, it suffices to
show that for all β ∈ Un and ξ ∈ Vn there exists a constant Cµ > 0 such that
the following uniform estimate holds
∥∥DβΨt,h,µ (ξ)∥∥L(E) ≤ Cµ
n∏
k=1
|ξk|
−(βk+σk) . (3.8)
To see this, by applying the Lemma A1 for all ξ ∈ R
n we get a constant Cµ > 0
depending only on µ such that
‖Ψt,h,µ (ξ)‖L(E) ≤ Cµ
n∏
k=1
|ξk|
−σk . (3.9)
This shows that the inequality (3.8) is satisfies for β = (0, ..., 0) . Now, we next
consider (3.8) for β = (β1, ...βn) where βk = 1 and β = 0 for j 6= k. Then, by
using the positivity properties of A we obtain
∣∣∣∣ ∂∂ξkΨt (ξ)
∣∣∣∣ ≤
n∏
k=1
t
αk
lk
k (i)
|α|
αk
∣∣ξα11 ...ξαk−1k−1 ξαk−1k ...ξαnn ∣∣
∥∥∥∥∥∥A1−κ−µ
[
hµ
(
A+
n∑
k=1
tk |ξk|
lk
)
+ h−(1−µ)
]−1∥∥∥∥∥∥+
|ξ|
α
∥∥∥∥∥∥A1−κ−µ
[
hµ
(
A+
n∑
k=1
tk |ξk|
lk
)
+ h−(1−µ)
]−2∥∥∥∥∥∥htk |ξk|lk−1 ≤
Cµ |ξk|
−1
n∏
j=1
∣∣ξj∣∣−σj , k = 1, 2...n.
Repeating the above process, we obtain that for all β ∈ Un, ξ ∈ Vn there exists
a constant Cµ > 0 depending only µ such that∥∥DβΨt (ξ)∥∥L(E) ≤ Cµ |ξ|−(β+σ) .
Therefore, the operator-function Ψt,h,µ (ξ) is a uniform multiplier with respect
to h and t, i.e,
Ψt,h,µ ∈M
q,γ
p,γ (E) , for tk, h, µ ∈ R+.
This completes the proof of the Theorem 3.1.
It is possible to state Theorem 3.1 in a more general setting. For this aim,
we use the concept of extension operator.
Condition 3.1. Let A be positive operator in Banach spaces E satisfying
multiplier condition with respect to p and weighted function γ. Assume a re-
gion Ω ⊂ Rn such that there exists bounded linear extension operator B from
W lp,γ (Ω, E (A) , E) to W
l
p,γ (R
n, E (A) , E) for 1 ≤ pk ≤ ∞.
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Remark 3.1. If Ω ⊂ Rn is a region satisfying the strong l−horn condition
(see [3], p.117), E = C, A = I and γ (x) ≡ 1 then for 1 < p < ∞ there
exists a bounded linear extension operator from W lp (Ω) = W
l
p (Ω;R,R) to
W lp (R
n) =W lp (R
n;R,R) .
Theorem 3.2. Assume conditions of Theorem 3.1 and Condition 3.1 are
hold. Then for 0 ≤ µ ≤ 1− κ the embedding
DαW lp,γ (Ω;E (A) , E) ⊂ Lq,γ
(
Ω;E
(
A1−κ−µ
))
is continuous and there exists a constant Cµ depending only on µ such that
T (t) ‖Dαu‖Lq,γ(Ω;E(A1−κ−µ)) ≤ (3.10)
Cµ
[
hµ ‖u‖W lp,γ,t(Ω;E(A),E)
+ h−(1−µ) ‖u‖Lp,γ(Ω;E)
]
for u ∈ W lp,γ (Ω;E (A) , E) and h > 0.
Proof. It is suffices to prove the estimate (3.10) . Let B is a bounded linear
extension operator from W lp,γ (Ω;E (A) , E) to W
l
p,γ (R
n;E (A) , E) , and letBΩ
be the restriction operator from Rn to Ω. Then for any u ∈ W lp,γ (Ω;E (A) , E)
we have
T (t) ‖Dαu‖Lq,γ(Ω;E(A1−κ−µ)) = T (t) ‖D
αBΩBu‖Lq,γ(Ω;E(A1−κ−µ)) ≤
CT (t) ‖DαBu‖Lq,γ(Rn;E(A1−κ−µ)) ≤
Cµ
[
hµ ‖Bu‖W lp,γ,t(Rn;E(A),E)
+ h−(1−µ) ‖Bu‖Lp,γ(Rn;E)
]
≤
Cµ
[
hµ ‖u‖W lp,γ,t(Ω;E(A)E) + h
−(1−µ) ‖u‖Lp,γ(Ω;E)
]
.
Result 3.1. Assume the conditions of Theorem 3.2 are satisfied. Then for
u ∈ W lp,γ (Ω;E (A) , E) we have the following multiplicative estimate
‖Dαu‖Lq,γ(Ω;E(A1−κ−µ)) ≤ Cµ ‖u‖
1−µ
W lp,γ(Ω;E(A)E)
. ‖u‖
µ
Lp,γ(Ω;E)
. (3.11)
Indeed, setting
h = ‖u‖Lp,γ(Ω;E) . ‖u‖
−1
W lp,γ(Ω;E(A),E)
in (3.10) we obtain (3.11) .
Theorem 3.3. Assume that the conditions of Theorem 3.2 are satisfied.
Suppose Ω is a bounded domain in Rn and A−1 is a compact operator in E.
Let γ ∈ Apk for pk ∈ (1,∞). Then for 0 < µ ≤ 1− κ the embedding
DαW lp,γ (Ω;E (A) , E) ⊂ Lq,γ
(
Ω;E
(
A1−κ−µ
))
is compact.
Proof. By virtue of Theorem A we get that the embedding
W lp,γ (Ω;E (A) , E) ⊂ Lp,γ (Ω;E)
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is compact. Then by (3.11) we obtain the assertion of Theorem 3.3.
Let
σ = max
k
pk.
Theorem 3.4. Suppose conditions of Theorem 3.1 are hold. Then for 0 <
µ < 1− κ the embedding
DαW lp,γ (R
n;E (A) , E) ⊂ Lq,γ
(
Rn; (E (A) , E)
κ+µ,σ
)
is continuous and there exists a constant Cµ depending only on µ such that
‖Dαu‖Lq,γ(Rn;(E(A),E)
κ+µ,σ)
≤ hµ ‖u‖W lp,γ(Rn;E(A),E) + h
−(1−µ) ‖u‖Lp,γ(Rn;E)
(3.12)
for u ∈ Y and 0 < h ≤ h0 <∞.
Proof. It is sufficient to prove the estimate (3.12) for u ∈ Y. By definition
of interpolation spaces (E (A) , E)
κ+µ,σ (see [22, §1.14.5]) the estimate (3.12) is
equivalent to the inequality∥∥∥F−1y1−κ−µ− 1σ [Aχ+µ (A+ y)−1] ξαuˆ∥∥∥
Lp,γ(Rn+1+ ;E)
(3.13)
≤ Cµ
∥∥∥∥∥F−1
[
hµ(A+
n∑
k=1
A+
n∑
k=1
|ξk|
lk + h−(1−µ)
]
uˆ
∥∥∥∥∥
Lp,γ(Rn;E)
.
By multiplier properties, the inequality (3.13) will follow immediately if we will
prove that the operator-function
Ψ = (iξ)
α
y1−κ−µ−
1
pAχ+µ (A+ y)
−1
[
hµ
(
A+
n∑
k=1
|ξk|
lk
)
+ h−(1−µ)
]−1
is a multiplier from Lp,γ (R
n;E) to Lp,γ (R
n;Lσ (R+;E)) . This fact is proved
by the same manner as Theorem 3.1. Therefore, we get the estimate (3.12) .
In a similar way, as the Theorem 3.2 we obtain
Theorem 3.5. Suppose conditions of Theorem 3.2 are hold. Then for 0 <
µ < 1− κ the embedding
DαW lp,γ (Ω;E (A) , E) ⊂ Lq,γ
(
Ω; (E (A) , E)
κ+µ,σ
)
is continuous and there exists a constant Cµ depending only on µ such that
‖Dαu‖Lq,γ(Ω,(E(A),E)
κ+µ,p)
≤ Cµ
[
hµ ‖u‖W lp,γ(Ω;E(A),E)
+ h−(1−µ) ‖u‖Lp,γ(Ω;E)
]
(3.14)
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for u ∈ W lp,γ (Ω;E (A) , E) and 0 < h ≤ h0 <∞.
Result 3. 2. Suppose the conditions of Theorem 3.2 are hold. Then for
u ∈ W lp,γ (Ω;E (A) , E) we have the following multiplicative estimate
‖Dαu‖Lq,γ(Ω;(E(A),E)
κ+µ,p)
≤ Cµ ‖u‖
1−µ
W lp,γ(Ω;E(A),E)
‖u‖
µ
Lp,γ(Ω;E)
. (3.15)
Indeed setting ‖u‖Lp,γ(Ω;E) . ‖u‖
−1
W lp,γ(Ω;E(A),E)
in (3.14) we obtain (3.15) .
From the estimate (3.15) and Theorem A, in a similar way as Theorem 3.3
we obtain
Theorem 3.6. Assume that the conditions of Theorem 3.2 are satisfied.
Suppose Ω is a bounded domain in Rn and A−1 is a compact operator in E.
Let γ ∈ Apk for pk ∈ (1,∞). Then for 0 < µ ≤ 1− κ the embedding
DαW lp,γ (Ω;E (A) , E) ⊂ Lq,γ
(
Ω; (E (A) , E)
κ+µ,σ
)
is compact.
From Theorem 3.2 we obtain
Result 3.2. Assume the conditions of Theorem 3.2 are satisfied for l1 =
l2 = . . . = ln = m. Then for 0 ≤ µ ≤ 1− κ the embedding
DαWmp,γ (Ω;E (A) , E) ⊂ Lq,γ
(
Ω;E
(
A1−κ−µ
))
is continuous and there exists a constant Cµ depending only on µ such that
T (t) ‖Dαu‖Lq,γ(Ω;E(A1−κ−µ)) ≤ Cµ
[
hµ ‖u‖Wmp,γ,t(Ω;E(A),E)
+ h−(1−µ) ‖u‖Lp,γ(Ω;E)
]
for u ∈ Wmp,γ (Ω;E (A) , E) and h > 0, where
κ =
1
m
(
|α|+
n∑
k=1
σk
)
.
Result 3.3. If E = H , where H is a Hilbert space and pk = qk = 2,
Ω = (0, T ) , l1 = l2 = . . . = ln = m , A = A
× ≥ cI, γ (x) ≡ 1 then we obtain
the well known Lions-Peetre [11] result. Moreover, the result of Lions-Peetre
are improving even in the one dimensional case for the non selfedjoint positive
operators A.
From Theorems 3.2, 3.3 we obtain
Result 3.4. Suppose the conditions of Theorem 3.2 are satisfied for γ (x) ≡
1. Then for 0 ≤ µ ≤ 1− κ the embedding
DαW lp (Ω;E (A) , E) ⊂ Lq
(
Ω;E
(
A1−κ−µ
))
is a continuous and there exists a constant Cµ > 0, depending only on µ such
that
T (t) ‖Dαu‖Lq(Ω;E(A1−κ−µ)) ≤ Cµ
[
hµ ‖u‖W lp,t(Ω;E(A),E) + h
−(1−µ) ‖u‖Lp(Ω;E)
]
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for u ∈ W lp (Ω;E (A) , E) and h > 0.
Moreover, if Ω is a bounded domain in Rn and A−1 is a compact operator
in E, then for 0 < µ ≤ 1− κ the embedding
DαW lp (Ω;E (A) , E) ⊂ Lq
(
Ω;E
(
A1−κ−µ
))
is compact.
If E = C, A = I, γ (x) ≡ 1 we get the embedding DαW lp (Ω) ⊂ Lq (Ω)
proved in [3] for numerical Sobolev spaces W lp (Ω) .
4. Application
Let s > 0. Consider the following sequence space (see e.g. [22, § 1.18])
lsq = {u = {ui} , i = 1, 2, ...,∞, ui ∈ C}
with the norm
‖u‖lsν
=
(
∞∑
i=1
2iνs |ui|
p
) 1
q
<∞, ν ∈ (1,∞) .
Note that, l0ν = lν . Let A be infinite matrix defined in lν such that D (A) = l
s
ν ,
A =
[
δij2
si
]
, where δij = 0, when i 6= j, δij = 1, when i = j = 1, 2, ...,∞.
It is clear to see that, the operator A is positive in lν .Then from Theorem
3.2 and Theorem 3.3 we obtain the following results
Result 4.1. Suppose the conditions of Theorem 3.2 are satisfied for E = C.
Then for 0 ≤ µ ≤ 1−κ, 1 < pk ≤ qk <∞ or 0 < µ < 1−κ for 1 ≤ pk ≤ qk ≤ ∞
the embedding
DαW lp,γ (Ω, l
s
ν , lν) ⊂ Lq,γ
(
Ω, ls(1−κ−µ)ν
)
is a continuous and there exists a constant Cµ > 0, depending only on µ such
that
T (t) ‖Dαu‖
Lq,γ
(
Ω;l
s(1−κ−µ)
ν
) ≤ Cµ
[
hµ ‖u‖W lp,γ,t(Ω;lsν ,lν)
+ h−(1−µ) ‖u‖Lp,γ(Ω;lν)
]
for u ∈ W lp,γ (Ω, l
s
ν , lν) and h > 0.
Result 4.2. Suppose the conditions of Theorem 3.3 are hold for E = C.
Then for 0 < µ ≤ 1−κ, 1 < pk ≤ qk <∞ or 0 < µ < 1−κ for 1 ≤ pk ≤ qk ≤ ∞
the embedding
DαW lp,γ (Ω, l
s
ν , lν) ⊂ Lq,γ
(
Ω, ls(1−κ−µ)ν
)
is compact.
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Result 4.3. For 0 ≤ µ ≤ 1 − κ, 1 < pk ≤ qk < ∞ or 0 < µ < 1 − κ for
1 ≤ pk ≤ qk ≤ ∞ the embedding
DαW lp (Ω, l
s
ν , lν) ⊂ Lq
(
Ω, ls(1−κ−µ)ν
)
is a continuous and there exists a constant Cµ > 0, depending only on µ such
that
T (t) ‖Dαu‖
Lq
(
Ω;l
s(1−κ−µ)
ν
) ≤ Cµ
[
hµ ‖u‖W lp,t(Ω;lsν ,lν)
+ h−(1−µ) ‖u‖Lp(Ω;lν)
]
for u ∈ W lp (Ω, l
s
ν , lν) and h > 0.
Result 4.4. For 0 < µ ≤ 1 − κ, 1 < pk ≤ qk < ∞ or 0 < µ < 1 − κ for
1 ≤ pk ≤ qk ≤ ∞ the embedding
DαW lp (Ω, l
s
ν , lν) ⊂ Lq
(
Ω, ls(1−κ−µ)ν
)
is compact.
Note that, these results haven’t been obtained with classical method until
now.
5. Separable degenerate abstract differential
operators
Let us consider the problem
n∑
k=1
(−1)lktkD
[2lk]
k u (x) + (A+ λ)u (x)+ (5.1)
∑
|α:2l|<1
n∏
k=1
t
αk
2lk
k Aα(x)D
[α]u (x) = f (x) , x ∈ Rn,
considered in Lp (R
n;E), where A, Aα are linear operators in a Banach space
E, tk are positive and λ is a complex parameter.
Let
X = Lp,γ˜ (R
n;E) , Y =W 2lp,γ˜ (R
n;E (A) , E) .
Remark 5.1. Under the substitution
τk =
xk∫
0
γ−1k (y) dy (5.2)
the spaces Lp (R
n;E),W
[2l]
p,γ (Rn;E (A) , E) are mapped isomorphically onto the
weighted spaces X and Y, where
γ˜ = γ˜ (τ) =
n∏
k=1
γk (xk (τk)) , τ = (τ1, τ2, ..., τn) .
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Moreover, under this transformation the problem (5.1) is mapped to the
following undegenerate problem
n∑
k=1
(−1)lktkD
2lk
k u˜ (τ ) + (A+ λ) u˜ (τ )+
∑
|α:2l|<1
n∏
k=1
t
αk
2lk
k Aα(x)D
αu˜ (τ ) = f˜ (τ ) , τ ∈ Rn,
considered in the weighted space Lp,γ˜ (R
n;E), where
u˜ (τ ) = u (x1 (τ1) , x2 (τ2) , ..., xn (τn)) , f˜ (τ ) = f (x1 (τ1) , x2 (τ2) , ..., xn (τn)) .
By redenoting u = u˜ (τ) and f = f˜ (τ) we get
n∑
k=1
(−1)lktkD
2lk
k u (τ ) + (A+ λ)u (τ )+ (5.3)
∑
|α:2l|<1
n∏
k=1
t
αk
2lk
k Aα(x)D
αu (τ) = f (τ ) , τ ∈ Rn.
Consider first of all, the prıncipal part of (5.3), i.e. consider the problem
n∑
k=1
(−1)lktkD
2lk
k u (τ ) + (A+ λ)u (τ ) = f (τ) , τ ∈ R
n. (5.4)
Theorem 5.1. Assume the following conditions are satisfied:
(1) tk > 0, p = (p1, p2, ..., pn) , 1 < pk <∞, k = 1, 2, ..., n;
(2) E is Banach space satisfying multiplier condition with respect to p and
weighted function γ˜;
(3) A is a ϕ-positive operator in Banach space E for 0 ≤ ϕ < pi.
Then for f ∈ X and λ ∈ S (ϕ) problem (5.4) has a unique solution u (x)
that belongs to Y and the uniform coercive estimate holds
n∑
k=1
2lk∑
i=0
t
i
2lk
k |λ|
1− i2lk
∥∥∥D[i]k u∥∥∥
X
+ ‖Au‖X ≤ C ‖f‖X . (5.5)
Proof. By appllying Fourier transform to the equation (5.4) we obtain
n∑
k=1
tkξ
2lk
k uˆ (ξ) + (A+ λ) uˆ (ξ) = fˆ (ξ) . (5.6)
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It is clear that
n∑
k=1
tkξ
2lk
k ≥ 0 for all ξ = (ξ1, ..., ξn) ∈ R
n. Therefore, we
get that λ+
n∑
k=1
tkξ
2lk
k ∈ S (ϕ) for all ξ ∈ R
n. Since A is ϕ-positive, we deduce
that the operator function
Ψ (ξ) = A+ λ+
n∑
k=1
tkξ
2lk
k
has a bounded inverse Ψ−1 (ξ) in E, for all ξ ∈ Rn. Hence from (5.6) we obtain
that the solution of (5.4) can be represented in the form
u (x) = F−1
(
Ψ−1 (ξ) fˆ (ξ)
)
.
Moreover, we have∥∥Diku∥∥X =
∥∥∥F−1 (iξk)i uˆ∥∥∥
X
=
∥∥∥F−1ξikΨ−1 (ξ) fˆ∥∥∥
X
(5.7)
and
‖Au‖
X
=
∥∥F−1Auˆ∥∥
X
=
∥∥∥F−1AΨ−1 (ξ) fˆ∥∥∥
X
. (5.8)
By virtue of (5.7) and (5.8) for proving (5.5) it is suffices to show the following
estimate
n∑
k=1
2lk∑
i=0
t
i
2lk
k |λ|
1− i2lk
∥∥∥(iξk)i uˆ∥∥∥
X
+ ‖Au‖X ≤ C ‖f‖X (5.9)
for all u ∈ Y. For this aim, it sufficient to show that the operator functions
ϕλ,t (ξ) = Ψ
−1 (ξ) , ϕki (ξ) =
2lk∑
i=0
t
i
2lk
k |λ|
1− i2lk ξikΨ
−1 (ξ)
are multipliers in X uniformly with respect to tk and λ. Firstly, show that
ϕλt (ξ) = Ψ
−1 (ξ) is a multiplier in X uniformly in λ and tk. Indeed, for all
ξ ∈ Rn and λ ∈ S (ϕ) we get
‖ϕλt (ξ)‖L(E) ≤M
(
1 +
∣∣∣∣∣λ+
n∑
k=1
tkξ
2lk
k
∣∣∣∣∣
)−1
≤M0.
It is clear that
∂
∂ξk
ϕλ,t (ξ) = 2lktk
[
A+ λ+
n∑
k=1
tkξ
2lk
k
]−2
ξ2lk−1k .
Hence,
∥∥∥∥ξk ∂∂ξkϕλ,t
∥∥∥∥
L(E)
≤ 2lktkξ
2lk
k
∥∥∥∥∥∥
[
A+ λ+
n∑
k=1
tkξ
2lk
k
]−2∥∥∥∥∥∥ ≤
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2lktkξ
2lk
k
(
1 +
∣∣∣∣∣λ+
n∑
k=1
tkξ
2lk
k
∣∣∣∣∣
)−2
≤M. (5.10)
Using the estimate (5.10) we show the following uniform estimate
|ξ1|
β1 ... |ξn|
βn
∥∥∥Dβξ ϕλ,t (ξ)∥∥∥
L(E)
≤ C (5.11)
for β = β1, ..., βn) ∈ Un and ξ = (ξ1, ..., ξn) ∈ Vn. In similar way, we prove
that
|ξ1|
β1 ... |ξn|
βn
∥∥∥Dβξ ϕki (ξ)∥∥∥
L(E)
≤ C. (5.12)
Since Banach space E satisfies multiplier condition with respect to p and γ˜,
in view of estimates (5.11) and (5.12) we obtain that the operator-functions
ϕλ,t, ϕki are multipliers in X. So, we obtain the estimate (5.9) which in turn
gives the estimate (5.5) . That is we obtain the assertion.
Consider the operator O˜0 in X generated by the problem (5.4) that is
D
(
O˜0
)
= Y and O˜0u =
n∑
k=1
(−1)
lk tkD
2lk
k u+Au.
From Theorem 5.1 we obtain
Result 5.1. Assume conditions of Theorem 5.1 are satisfied. Then the
operator O˜0 is positive in X.
Theorem 5.2. Suppose the conditions of Theorem 5.1 are satisfied and
Aα (x)A
−(1−|α:2l|−µ) ∈ L∞ (R
n, L (E)) for 0 < µ < 1 − |α:2l|. Then for all
f ∈ X and λ ∈ S (ϕ) problem (5.3) has a unique solution u (x) ∈ Y and the
uniform coercive estimate holds
n∑
k=1
2lk∑
i=0
t
i
2lk
k |λ|
1− i2lk
∥∥Diku∥∥X + ‖Au‖X ≤ C ‖f‖X . (5.13)
Proof. Consider the problem (5.3) .We denote by O˜t the operator in Lp,γ˜ (R
n;E)
generated by problem (5.3) . Namely
D
(
O˜t
)
= Y, O˜tu = O˜0u+ O˜1u, (5.15)
where
O˜1u =
∑
|α:2l|<1
n∏
k=1
t
αk
2lk
k AαD
αu.
The estimate (5.5) implies that the operator O˜0+λ has a bounded inverse from
X into Y . By Theorem 3.1 for all u ∈ Y we get
∥∥∥O˜1u∥∥∥
X
≤
∑
|α:2l|<1
n∏
k=1
t
αk
2lk
k ‖Aα (x)D
αu‖X ≤
∑
|α:2l|<1
n∏
k=1
t
αk
2lk
k
∥∥∥A1−|α:2l|−µDαu∥∥∥
X
≤
18
C[
hµ
(
n∑
k=1
tk
∥∥∥D2lkk u∥∥∥
X
+ ‖Au‖X
)
+ h−(1−µ) ‖u‖X
]
. (5.16)
Then from (5.16) for u ∈ Y we obtain∥∥∥O˜1u∥∥∥
X
≤ C
[
hµ
∥∥∥(O˜0 + λ)u∥∥∥
X
+ h−(1−µ) ‖u‖X .
]
(5.17)
It is clear that
‖u‖X =
1
λ
∥∥∥(O˜0 + λ)u− O˜0u∥∥∥
X
, u ∈ Y.
By Definition1 we get
‖u‖X ≤
1
|λ|
∥∥∥(O˜0 + λ)u∥∥∥
X
+
∥∥∥O˜0u∥∥∥
X
≤
1
|λ|
∥∥∥(O˜0 + λ)u∥∥∥
X
+
+
1
|λ|
[
n∑
k=1
tk
∥∥∥D2lkk u∥∥∥
X
+ ‖Au‖X
]
. (5.18)
From Theoem 5.1 and estimates (5.16)− (5.18) for u ∈ Y we obtain∥∥∥O˜1u∥∥∥
X
≤ Chµ
∥∥∥(O˜0 + λ)u∥∥∥
X
+ C1 |λ|
−1
h−(1−µ)
∥∥∥(O˜0 + λ) u∥∥∥
X
. (5.19)
Then choosing h and λ such that Chµ < 1, C1 |λ|
−1
h−(1−µ) < 1 from (5.19)
we obtain that ∥∥∥∥O˜1 (O˜0 + λ)−1
∥∥∥∥
L(X)
< 1. (5.20)
Using the relation (5.15), Theorem 5.1, (5.20) and perturbation theory of linear
operators (see for instance [8] ) we obtain that the operator O˜ +λ is invertiable
from X into Y . It is implies that for all f ∈ X problem (5.3) have a unique
solution u ∈ Y and the estimate (5.13) holds.
Let Ot denotes the operator in Lp (R
n, E) generated by problem (5.1), i.e.
D (Ot) =W
[2l]
p,γ (R
n, E (A) , E) ,
Otu =
n∑
k=1
(−1)lktkD
[2lk]
k u+Au +
∑
|α:2l|<1
n∏
k=1
t
αk
2lk
k AαD
[α]u.
From Theorem 5.1 and Remark 5.1 we obtain the following
Result 5.2. Assume conditions of Theorem 5.2 are satisfied. Then for all
f ∈ Lp (R
n;E) and λ ∈ S (ϕ) the equation (5.1) has a unique solution u (x)
that belongs to W
[2l]
p,γ (Rn, E (A) , E) . Moreover, the uniform coercive estimate
holds
n∑
k=1
2lk∑
i=0
t
i
2lk
k |λ|
1− i2lk
∥∥∥D[i]k u∥∥∥
Lp(Rn;E)
+ ‖Au‖Lp(Rn;E) ≤ C ‖f‖Lp(Rn;E) . (5.21)
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Result 5.3. Assume the conditions of Theorem 5.2 are satisfied. Then the
resolvent of operator Ot satisfies the following sharp uniform coercive estimate
n∑
k=1
2lk∑
i=0
t
i
2lk
k |λ|
1− i2lk
∥∥∥D[i]k (Ot + λ)−1∥∥∥
Bp
+
∥∥∥A (Ot + λ)−1∥∥∥
Bp
≤ C,
where
Bp = L (Lp (R
n;E)) .
From the Result 5.3 and theory of semiroup (see e.g. [22, §1.14.5]) we obtain
Result 5.4. Assume conditions of Theorem 5.2 are satisfied for ϕ ∈
(
pi
2 , pi
)
.
Then the operator Ot is a generator of analytic semigroup in X .
Remark 5.2. There are a lot of positive operators in the different
concrete Banach spaces. Therefore, putting the concrete Banach spaces instead
of E and concrete positive differential, psedodifferential operators, or finite,
infinite matrices instead of A in (1.1) , by virtue of Theorem 5.2 we obtain
the separability properties of different class of degenerate partial differential
equations or system of equations.
6. Abstract Cauchy problem for anisotropic parabolic equation with
parameters
Consider now, the Cauchy problem (1.2) . In this section, we obtaın the
existence and uniqueness of the maximal regular solution of problem (1.2) in
mixed Lp,γ˜ (R
n;E) norms.
Let Oε denote differential operator generated by problem (1.1) for tk = εk,
Aα (x) = 0 and λ = 0, where ε = (ε1, ε2, ..., εn) . Let
X = Lp,γ˜ (R
n;E) .
Theorem 6.1. Assume E is Banach space satisfying multiplier condition
with respect to p = (p1, p2, ..., pn) and weighted function γ˜. Suppose A is a
ϕ-positive operator in Banach space E for 0 ≤ ϕ < pi. Then the operator Oε is
uniformly R-positive in X.
Proof. The Result 5.2 implies that the operator Oε is uniformly positive
in X . We have to prove the R-boundedness of the set
σt (ξ, λ) =
{
λ (Oε + λ)
−1
: λ ∈ Sϕ
}
.
From the Theorem 5.1 we have
λ (Oε + λ)
−1
f = F−1Φε (ξ, λ) fˆ ,
for f ∈ X, where
Φε (ξ, λ) = λ (A+ Lε (ξ) + λ)
−1
, Lε (ξ) =
n∑
k=1
εkξ
2lk
k .
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By definition of R-boundedness, it is sufficient to show that the operator func-
tion λ
[
Aˆ (ξ) + Lε (ξ) + λ
]−1
(depended on variable λ and parameters ξ, ε ) is
uniformly bounded multiplier in X. In a similar manner as in Theorem 5.1 one
can easily show that Φt (ξ, λ) is uniformly bounded multiplier in X. Then, by
definition of R-boundedness we have
1∫
0
∥∥∥∥∥∥
m∑
j=1
rj (y)λj (Oε + λj)
−1
fj
∥∥∥∥∥∥
X
dy =
1∫
0
∥∥∥∥∥∥
m∑
j=1
rj (y)F
−1Φε (ξ, λj) fˆj
∥∥∥∥∥∥
X
dy =
1∫
0
∥∥∥∥∥∥F−1
m∑
j=1
rj (y)Φε (ξ, λj) fˆj
∥∥∥∥∥∥
X
dy ≤ C
1∫
0
∥∥∥∥∥∥
m∑
j=1
rj (y) fj
∥∥∥∥∥∥
X
dy
for all ξ1, ξ2, ..., ξm ∈ R
n, λ1, λ2, ..., λm ∈ Sϕ, f1,f2, ..., fm ∈ X , m ∈ N , where
{rj} is a sequence of independent symmetric {−1, 1}-valued random variables
on [0, 1]. Hence, the set σε (ξ, λ) is uniformly R-bounded.
Now we are ready to state the main result of this section. LetG = (0, T )×Rn
and p˜ = (p,p0) . Let
Lp˜,γ (G;E) = Lp0 (0, T ;X) .
Theorem 6.2. Assume the conditions of Theorem 6.1 are satisfied for
ϕ ∈
(
pi
2 , pi
)
. Then for f ∈ Lp˜,γ (G;E) problem (1.2) has a unique solution u ∈
W
1,2l
p˜,γ (G;E (A) , E) and the following uniform coercive estimate holds∥∥∥∥∂u∂t
∥∥∥∥
Lp˜,γ (G;E)
+
n∑
k=1
εk
∥∥∥D2lkk u∥∥∥
Lp˜,γ(G;E)
+ ‖Au‖Lp˜,γ (G;E) ≤ C ‖f‖Lp˜,γ (G;E) .
Proof. The problem (1.2) can be expressed as the following Cauchy problem
du
dt
+Oεu (t) = f (t) , u (0) = 0. (6.1)
Theorem 6.1 implies that the operator Oε is R-positive and by Result 5.4 it is
a generator of an analytic semigroup in X. Then by virtue of [24, Theorem 4.2]
we obtain that for f ∈ Lp0 (0, T ;X) problem (6.1) has a unique solution u ∈
W 1p0 (0, T ;D (Oε) , X) and the following uniform estimate holds∥∥∥∥dudt
∥∥∥∥
Lp0(0,T ;X)
+ ‖Oεu‖Lp0(0,T ;X)
≤ C ‖f‖Lp0(0,T ;X)
. (6.2)
Since Lp0 (0, T ;X) = Lp˜,γ (G;E) , by Theorem 5.1 we have
‖Oεu‖Lp0(0,T ;X)
= ‖Oεu‖Lp˜(G;E) .
This relation and the estimate (6.2) implies the assertion.
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Consider now, the Cauchy problem for degenerate parabolic equation
∂u
∂t
+
n∑
k=1
(−1)lkεkD
[2lk]
k u+Au = f (t, x) , (6.3)
u (0, x) = 0, x ∈ Rn, t ∈ (0, T ) ,
where A is a linear operator in a Banach space E and εk are small positive
parameters.
From Theorem 6.2, and Remark 5.1 we obtain
Result 6.1. Assume conditions of Theorem 6.1 are satisfied for ϕ ∈(
pi
2 , pi
)
. Then for f ∈ Lp˜ (G;E) problem (6.3) has a unique solution u ∈
W
1,[2l]
p,γ (G;E (A) , E) and the following uniform coercive estimate holds∥∥∥∥∂u∂t
∥∥∥∥
Lp˜(G;E)
+
n∑
k=1
εk
∥∥∥D[2lk]k u∥∥∥
Lp˜(G;E)
+ ‖Au‖Lp˜(G;E) ≤ C ‖f‖Lp˜(G;E) .
7. System of parabolic equation of infinite order with small
parameters
Consider the infinity systems of Cauchy problem for the degenerate anisotropic
parabolic equation
∂um
∂t
+
n∑
k=1
(−1)
lk εkD
[2lk]
k um +
∞∑
j=1
dj (x) uj = fm (t, x) , (7.1)
um (0, x) = 0, x ∈ R
n, t ∈ (0, T ) , m = 1, 2, ...,∞, (7.2)
where dj are complex valued functions, εk are small positive parameters
B = {dm} , dm > 0, u = {um} , Bu = {dmum} , m = 1, 2, ...∞,
lq (B) =

u ∈ lq, ‖u‖lq(D) = ‖Bu‖lq =
(
∞∑
m=1
|dmum|
q
) 1
q
<∞

 .
In this section we show the following result:
Theorem 7.1. For f (t, x) = {fm (t, x)}
∞
1 ∈ Lp (G; lq) problem (7.1) −
(7.2) has a unique solution u ∈ W
1,[2l]
p˜,γ (G, lq (D) , lq) and the following coercive
uniform estimate holds∥∥∥∥∂u∂t
∥∥∥∥
Lp˜(G;lq)
+
n∑
k=1
εk
∥∥∥D[2lk]k u∥∥∥
Lp˜(G;lq)
+ ‖Au‖Lp˜(G;lq) ≤ C ‖f‖Lp˜(G;lq) . (7.3)
Proof. Assume E = lq and A is such that
A = [dmδmj ] , m, j = 1, 2, ...∞.
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It is clear that the operator A is R-positive in lq. Then, from Result 6. 1 we
obtain the assertion. Now, consider the following Cauchy problem
∂um
∂t
+
n∑
k=1
(−1)
lk εk
∂2lkum
∂x2lkk
+
∞∑
j=1
dj (x) uj = fm (t, x) , (7.4)
um (0, x) = 0, x ∈ R
n, m = 1, 2, ...,∞. (7.5)
From Theorem 7.1 and Remark 5.1 we obtain
Result 7.1. For f (t, x) = {fm (t, x)}
∞
1 ∈ Lp (G; lq) problem (7.4) − (7.5)
has a unique solution u ∈W 1,2lp˜,γ (G, lq (D) , lq) and the following coercive uniform
estimate holds∥∥∥∥∂u∂t
∥∥∥∥
Lp˜,γ (G;lq)
+
n∑
k=1
εk
∥∥∥∥∥∂
2lku
∂x2lkk
∥∥∥∥∥
Lp˜,γ (G;lq)
+ ‖Au‖Lp˜,γ (G;lq) ≤ C ‖f‖Lp˜,γ (G;lq) .
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