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Abstract
The motivation for the current work is to improve the transient fluid analysis capability 
for turbomachinery fluid systems. An integral part of the transient operability of a gas 
turbine is the transient behavior of these fluid systems. Many aspects of these systems 
may be analysed using currently available methods in published literature and these are 
reviewed thoroughly herein. Complications in the analysis of air systems arise when the 
cavity flow being modelled contains a significant amount of rotation. In this case, where the 
vortex spin-up time and the resultant pressure gradient response cannot be neglected, no
1-D transient modelling methodology previously existed.
A new 1-D formulation for computing the time varying properties of rotating flows in 
cavities with rotating or static walls is described. The model may be used in cases of inflow 
or outflow with varying amounts of inlet swirl. This methodology has been implemented 
using the Simulink simulation environment such that it can now be used for carrying out 
transient simulation under a range of applications. The accuracy of the underlying method 
and implementation is then demonstrated under a broad range of test cases.
In one case, transient outflow in a rotor/stator disk cavity is examined using 2-D GFD 
and the 1-D model. For the particular disk cavity flow analysed with GFD, rotational effects 
almost doubled the pressure response time at the lower flow rate. It was shown here that 
the 1-D modeling method is a viable approach to this problem, capable of reproducing 
many of the effects observed in a GFD solution for a rotor-stator disk cavity with outflow.
Another case presents deswirl nozzle fed, rotating cavities with radial inflow. A 
transient model of a compressor drum was able to reproduce the hysteresis, 
discontinuities and regions of no steady-state solution behavior observed in the 
experiments. In this case, a model with transient capability is required as a steady state
model would choose one of the multiple solutions without physical justification. 
Recommendations are made that will eliminate this undesirable behavior on future rig 
tests.
In the final case study, the 1-D model is incorporated in a network model for a three 
port vortex amplifier. A method has been devised for coupling the vortex cavity modelled in 
Simulink with the balance of the system, modelled in AMESim. It is shown that the model 
is capable of predicting the relevant frequencies in the device response.
It has therefore been demonstrated that the novel 1-D method proposed offers a 
practical, general predictive capability for transient air system network modeling.
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1 Introduction
The motivation for the current work is to improve the transient fluid analysis capability 
for turbomachinery fluid systems. In gas turbine engines, fluid systems refer to the internal 
air system, oil system and fuel system. An integral part of the transient operability of a gas 
turbine is the transient behavior of these fluid systems. Certain features of these systems 
have direct impact on the engine's response, whereas others may not influence the 
response as such but these systems must be designed to maintain their integrity under 
arduous transient conditions. To this end, some examples that put this in context are 
presented in Chapter 2 and a review of the methods found in literature are presented in 
Chapter 3.
Fuel systems are paramount to the transient behavior of the engine. As will be 
discussed in section 2.1, in an industrial gas turbine, the gas fuel system's ability to quickly 
respond (among other control dynamics performance metrics) to changes in fuel demand 
can be challenging due to the compressibility of the gas. The underlying physics of 
compressible flows is further discussed in section 3.2. In the liquid fuel system, slow 
response due to the fuel itself is not a concern due to the more incompressible nature of 
the fluid. Despite this, analysis must often be carried out to examine, so called. Water 
Hammer following a fast fuel shutoff. The fast valve closures commanded can cause 
undesirable forces and vibrations on the fuel system components. In this case, the 
transients do not affect the engine behavior because the liquid fuel has been shutoff. The 
methodology for analysing these types of flows are discussed in section 3.1.
Another fluid system whose transient behavior must be considered is the engine's 
internal air system. These cooling and sealing flows will behave differently during fast 
engine transients. For example, the consequent internal pressures during transients can 
induce large axial forces on the rotors which ball bearings must be designed to withstand. 
These bearings are lubricated with oil and as a result must be contained in chambers 
which isolate them from the rest of the engine. If the pressures around these chambers are 
not considered during transient excursions, oil may leak out of the chamber and find its 
way into undesirable locations.
When the air systems under consideration do not have significant amounts of swirl 
then, again, the classic methods discussed in section 3.2 can be used. An example is 
presented in section 2.2 where a system is presented that uses cooled air extracted from 
the compressor to remove residual fuel from the fuel injectors. It is shown that because 
this occurs while the engine is in operation the transient performance of this system has a 
direct impact on the capability of the engine to perform quick changes in load.
Complications in the analysis of air systems using the traditional methodology of 
section 3.2 arise when the cavity being modelled contains a significant amount of swirl. In 
this case, where the vortex spin-up time and resultant pressure gradient response cannot 
be neglected, no 1-D transient modelling methodology existed. Recognizing this short 
coming in the current toolkit, the objective of the present research is to create a 1-D 
method for the calculation of fluid transient effects in cavities containing rotating flow. It is 
shown that accurate representation of these flows requires incorporation of the interactive 
effects of conservation of mass (often referred to as 'volume packing') and angular 
momentum (swirl). The model allows the vortex profile to change with through-flow rate, 
and links this to estimates of disk windage, tangential velocity and, consequently, the 
vortex pressure gradient. The mathematical development of the method is presented in 
Chapter 4. Its implementation in Simulink is then presented in Chapter 5.
Three case studies are presented to validate the methodology developed for swirling 
flows and its implementation. In Chapter 6 an axisymmetric rotor-stator geometry with 
radial outflow is modeled using computational fluid dynamics (CFD). A pressure step is 
applied at the cavity boundary and the time responses of various properties are compared 
to the 1-D model. In one example presented the pressure response time almost doubled 
when including the effect of rotation. In Chapter 7, the 1-D method is used to model de­
swirl nozzle fed, rotating cavities (all surfaces rotating at disk speed) with radial inflow. De­
swirl nozzles can be used to reduce the pressure drop when air is drawn radially inwards 
through a rotating cavity. However, this can lead to non-unique steady state solutions; the 
solution obtained depending on how it is approached. In this case, a transient model is 
required as a steady state model would choose one of the possible solutions without 
physical justification. The transient model reproduced experimentally observed hysteresis, 
discontinuity in operating characteristics, and regions where no steady-state solution could
be found. In Chapter 8 the model is used to simulate a vortex amplifier, a static cavity with 
two inlets at its outer radius (one radial and one tangential) and a discharge at the inner 
radius. This fluidic device has no moving parts but can be used similarly to a mechanical 
valve; the main flow through the radial inlet can be turned up or down by modulating the 
flow at the tangential (control) port. Comparison between experiment and simulation 
shows reasonable agreement in the magnitude and phase frequency responses.
Chapter 9 contains conclusions and recommendations based on the case studies 
presented as well as a ‘way forward' strategy to maintain research continuity.
2 Engineering Context
This chapter presents two industry examples in which this author has had direct 
involvement. They put in context the importance of methods for predicting transient flows 
in fluid systems. Both examples involve industrial gas turbine engines. These engines are 
similar in many ways to the aerospace engines from which they are often derived [1][2]. A 
primary use of industrial gas turbine engines is for the generation of electrical power. One 
of the engine’s advantages above other power generation methods is the engine's ability 
to respond quickly to changes in load. When running in island mode (off the electrical grid) 
the engine must be capable of responding to near instantaneous changes in unbalanced 
shaft power with minimum frequency error [3]. This requires that the drive shaft be 
governed to a fixed speed which implies a need to consider the transient maneuvers to 
ensure the engine is being operated and controlled effectively.
Section 2.1 discusses fuel system transients whereas section 2.2 discusses an 
example of air system transient behavior. Both examples presented here draw from classic 
methods, detailed in Chapter 3, because there is no significant swirl in these flows. Further 
air systems examples that need to make use of the new methods for swirling flows are 
described in later chapters. Section 2.3 draws conclusions regarding the importance of the 
examples presented.
2.1 Industrial Trent, Natural Gas Fuel System
Figure 2-1 and Figure 2-2 show an example of how fluid transients can affect the 
behavior of an industrial gas turbine. These show a simulation of an industrial engine 
operating on natural gas fuel being cycled between two power levels but at varying rates of 
acceleration and deceleration. In both figures the torque on the engine output shaft is 
changing due to a varying load demand. It is the objective of the control system to govern 
the output shaft speed (NL) to 3600 RPM (this speed corresponds to 60Hz electrical 
power) to meet this load demand at the required frequency. Figure 2-1 shows power
changing at a slow rate whereas Figure 2-2 shows power changing at a fast rate. In both 
cases it can be deduced that the response time of the system is of the order of seconds.
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Figure 2-2: Simulated Shaft Load and LP Shaft Speed Response for a Fast
Loading
Part of the whole system response and its ability to govern the shaft speed is from the 
natural gas fuel system. Figure 2-3 shows the relationship between fuel metering valve 
(FMV) position and fuel flow entering the engine when taken through this cycle. When the 
fuel valve is modulated slowly there is a one-to-one correspondence between valve 
position and fuel flow. If modulated quickly, however, the fuel flow entering the engine is 
not the same as that through the FMV. As a result, when the valve initially responds to the 
load, the fuel flow into the engine lags behind as the manifold is still pressurizing. 
Furthermore, when the control system wishes to close the valve because the fuel flow is 
too high, the flow for a given valve position is then higher than the steady state value as 
the manifold is de-pressurizing.
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Figure 2-3: Dependence of Fuel Flow on Valve Position
An important consideration in the dynamics of the fuel metering system comes as 
result of the large manifold volume between the FMV and the fuel nozzles. The effect of 
this volume can be modeled using the continuity equation along with the ideal gas 
equation of state and making various simplifying assumptions (derivation to follow in 
section 3.2),
dP R T
dt V
(2-1)
This models all the gas in the volume as having one pressure and temperature and 
assumes that it undergoes an isothermal process in time (it may be argued that an 
isentropic process is more representative though the form of equation (2-1) remains much 
the same). If we assume that the fuel nozzle is choked (it generally is not, though the 
Mach number is close to 1) the mass flow can be calculated as [1], [2],
'" -" I
Inserting Equation (2-2) into Equation (2-1) to eliminate the manifold pressure, P ,
y+i ^ 7 •
r + i
^  + (2-3)
Equation (2-3) is an ordinary differential equation with a time constant, T,
T =  ^ V 2 — ^(X — (2-4)
/
On these types of industrial engines, characteristic values for the parameters in 
Equation (2-4) are,
3The volume of the gas manifold v = 0.02m'
= VThe total effective areas of the fuel nozzles =500(10
A representative Gas Constant of Methane i? = 518 ^
• Gas temperature T = 348^
• Ratio of Specific Heats 7 = 1.26
This gives the fuel system an (open-loop) time constant of, T = 0.145^. Equivalently,
the transfer function of this equation would have a cutoff frequency of /  = = 1.097 Hz ,
Im
this is the frequency where the fuel nozzle flow would be attenuated to about 70% of FMV 
flow amplitude. Furthermore, the cutoff frequency is closely related to the natural 
frequency of the system when placed in a closed loop (not including control system gain). 
Although, it appears that the fuel system time constant is not of the order of the overall NL 
speed response its cutoff frequency is close to the frequency of the oscillation in Figure
2-2. Without going into the details of the control strategy and other contributing dynamics
8
like shaft inertia, suffice it to say that an understanding of the fuel system is required to 
optimize the overall dynamic response of the engine.
2.2 P30 Air Purge System (PAPS) Flow Modeling and Monitoring Logic
The Industrial Trent, Dual Fuel, Wet Low Emissions (DFWLE) engine requires the 
capability to run on either liquid or natural gas fuel. To avoid hot gas ingestion into the gas 
fuel injector passage when running on liquid fuel, or into the liquid fuel injector passage 
when on gas fuel, the appropriate fuel injector passage must be purged with air. To 
achieve this, air is taken from the compressor discharge, cooled and re-introduced into the 
otherwise dormant passage. The purge system is driven by the pressure difference 
between the compressor discharge (P30) and the combustion chamber (P38). A simplified 
schematic of this is shown in Figure 2-4. During liquid fuel operation testing, several fast 
load step-up experiments had noted abrupt temperature spikes in gas injector passage. 
These peak temperatures were attributed to hot gas ingestion due to insufficient purging of 
the gas fuel injector passage. A method was required to protect the engine during these 
maneuvers.
P30 Source
Gas Fuel 
ManifoldP30 Purge Air Cooler
Liquid Fuel 
Manifold
LP Gas 
Vent
Figure 2-4: Purge System Schematic
The system purges the gas manifold when operating on liquid fuel and purges the 
liquid fuel manifold when operating in gas fuel mode. Generally, for a given P30, during 
steady state or slow acceleration and deceleration conditions the flow regime in the purge 
system is essentially incompressible. This is because the ratio of P38/P30 is of the order 
of 0.96 and the pressure drops across a number of components in the system. Because of 
this extremely small Mach numbers across these components can be expected and the 
flow can be assumed incompressible when in steady state. The incompressible 
assumption is less valid when the engine runs in Island mode (off the electrical grid), 
where the rapid changes in P30, the volumes of the system, and the variation of P38/P30 
can cause significant deviation from the predicted steady state performance. Another 
notable system feature is the cooler present in the purge system that delivers an 
approximately constant temperature at its exit. In this case, downstream of the cooler, the 
density of the air is only a function of pressure and, moreover, a linear function of P30. 
Prior to entering the cooler the density is additionally a function of T30. However, as T30 is 
a function of P30, as defined by the performance of the engine, the density prior to the 
cooler is, again, a function of P30, although a nonlinear one.
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To understand how the gas purging system behaves on a fast load step-up or step- 
downs it is useful to look at a much simplified, but representative, dynamic system. To 
extract the main dynamic features it is sufficient to represent the purge system as two 
restrictions, one for the P30 offtake and one for the gas fuel injector passage, with a 
volume between the two. This system with its electrical circuit equivalent circuit is shown in 
Figure 2-5; as can be seen, the resistors represent the offtake and injector. In the circuit 
analogy, the capacitor allows the exit pressure of the orifice and the inlet pressure of 
burner to be the same and equal to pressure in the volume. The source voltage (pressure) 
is P30 and the sink voltage is P38, represented as a fixed fraction of P30.
! t, PAPS/Gas ^ ,
Manifolds ^uel Injector 
Resistance Resistance
AAA
Capacitance 
T
Injector
V V V
HP 
v_y Compressor 
Offtake -  
P30
\A/V^
Injector 4% 
Discharge X  
Pressure = 
K(P30)
Figure 2-5: Purge System Electrical Analogy
The normalized response of the system shown in Figure 2-5 to a step change in P30, 
representing an idealized load step-up, is depicted in Figure 2-6. Although in steady state
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increasing P30 increases burner flow, transiently it has the opposite effect. This occurs 
because P30 increases quickly, however, initially the manifold (capacitor) pressure 
remains the same. This causes a reduction (or reversal, depending on the size of the P30 
step) in injector flow. Eventually, the transients die out when the increase in flow to the 
manifold volume causes a significant enough pressure increase to cause the injector flow 
to increase to its final value.
Purge System Ideal Step Response Dynamics
1.5
I 0.5
I  0
CO
Û.
^  -0.5 
.Ü
<5 .1
E
oz -1.5
Time [s]
— Flow — P30
Figure 2-6: Purge System Ideal Dynamics Step Response
Contrasting behavior occurs during load step-downs, ideally equivalent to P30 step- 
downs. In steady state operation, decreasing P30 decreases burner flow. Transiently, 
however, flow through the burner goes up following the initial drop in P30. The pressurized 
manifold discharges into the engine before reaching its lower flow steady state.
Results of a simulation of a full pneumatic model of the system have demonstrated 
capability to reproduce the measured offtake orifice differential pressures. An example is 
shown in Figure 2-7. The close match of the differential pressure provides confidence in 
the calculated flow through the gas fuel injector passage. This flow model is used as the
12
basis for a simplified model to provide a method for the detection of minimum purge 
system flow in the control system.
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Figure 2-7: Purge System Orifice Differential Pressure Response to
Load Step-Up
The method described uses P30 and d { P 3 0 ) / d t  as inputs to a simple differential 
equation model that is used to calculate the purge flow through the burner when in liquid 
fuel operation using the following,
d iii
dt
+ =B(P30") + C (f30) + D + E JP30
dt
(2-5)
The full flow model was used as a basis of comparison to the simplified model to 
ensure acceptable coefficients { A , B , C , D , E )  were obtained. The flow calculated by this 
equation is monitored by the control system to ensure the purge system flow is never too 
low. [4]
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2.3 Conclusions
Examples have been given that show how transient flow behavior can affect fluid 
systems and how modelling can be used to understand and aid system design. The 
examples illustrated the need for modelling tools in design and analysis of engine 
behavior. These underlying methods as well as other current methods are detailed in the 
following chapter. Other examples of internal air system application that include cavities 
with rotating flow will be provided in the further chapters however the current methods no 
longer apply and new ones have been developed to meet this need.
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3 Review of Published Transient Flow Methods
As in the previous chapters, though not explicitly stated, when talking about transient 
flow methods it is within the context of one dimensional pipe network models. The pipe 
depicted in Figure 3-1 shows a control volume which has been strategically chosen to 
overlap with the volume that is swept by an upstream traveling acoustic wave within time 
~h [5]. This volume equals {c-VXt^ - r J A ,  where, c is the speed of sound and y  is the 
initial fluid velocity, in the pipe of cross sectional area, A . Assessment of the time rate of 
change of momentum within this control volume for a fluid of initial density p  gives.
(p  + Ap)(V + AV) pV v)(t^ - Ï , )A = (/?AV + A/?(V + AV))(c -V )A (3-1)
Where Ap and AV indicate the change in density and velocity, respectively, after the wave 
has passed.
Distance traveled by wave 
in time t^ -t., = (c-V)(tg-tJ
-4#---------------------------- ............ un ---  - ---------------------
Velocity, Pressure Velocity, Pressure
upstream of the wave downstream of the wave
volume v f ^ A P
Wave position 
at time t = t
Wave position 
at time t = t."2 " M
Figure 3-1 : Control Volume of Flow In a Pipe after an Instantaneous Change In
Downstream Conditions
Using Equation (3-1) within the equation for the conservation of momentum 
(neglecting pressure losses along the pipe due to friction) gives.
15
-A p A  = {p^V +  A p fy + AV))(c -  V )A  - p V ^ A + ( p + A/))(V+ AV)" A  (3-2)
Where Ap is the change in pressure. Note Equation (3-2) makes no assumption as to 
whether the fluid is a liquid or a gas. Rearranging Equation (3-2) yields,
-A p  = /7AVcfl +  -  + — + - ^ f — + 1Y 1 + — 1] (3-3)
p  lA v  ; V
Many of the flows encountered in pipes and cavities in practice often involve low Mach 
numbers. In the case of gases, this is not to say that when the flow is accelerated at a 
discrete location by, say, an orifice it is not appropriately represented with compressible 
flow relations. However, within the pipes and plenums connecting these restrictions, which 
Equation (3-3) is modelling, the Mach numbers are assumed low. The low Mach number 
assumption will be applied throughout Sections 3.1 and 3.2. Applying Equation (3-3) to low 
Mach number flows yields,
(  K n f  \ \
In the case of liquid flows where —  is very small or in the case of gas flows, where
P
^  (in the case of isothermal flow this relationship is exact, see Equation (3-34))
can be considered small for low Mach numbers (compared to —- ^ ) ,  the same final result
pAVc
is obtained,
Ap = -pcAV  (3-5)
Equation (3-5) represents the transient change in pressure in the pipe as a result of 
the change in flow. The derivation presented is a generalization of the one shown in 
reference [5], in this case it was shown to apply to gases or liquids whereas it was 
originally presented in the context of liquid flows. In industrial applications, it can be used
1 6
to represent the change in pressure upstream of a valve as a result of the change in valve 
position. If a valve were to close completely, such that AV = 0 - V  then,
Ap = pcV (3-6)
Note that this pressure must be added to the initial pressure upstream of the valve (which 
is obtained from a steady state analysis) to get the final upstream valve pressure.
It can be shown (for example, by use of the methods described in section 3.1.1) that 
this calculated pressure is correct if the valve closure time is less than the time for 
pressure waves to reach the end of the pipe, reflect and then propagate back. For a pipe
2Lof length L, the characteristic time for this is, — .
c
For a liquid or gas, incorporating the effects of wave reflections or attenuation due to 
friction requires that the unsteady, one-dimensional, conservation equations be solved. 
The momentum equation is.
- | ^  + v | ^  + ^ + g s in , 5  + ^  = 0 (3-7)
p OX ox ot 2D
for a pipe diameter D , oriented at an angle p  relative to the horizon. /  = is the 
friction factor. The x-axis is aligned with the pipe axis. The continuity equation is.
+ + = o (3-8)
dt ox ox
where,
(3-9)
p  Dt A Dt 
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The material derivatives, = + has been used.
Dt dt dx
Equations (3-7) and (3-8) will be applied to liquid flows in section 3.1 and gas flows in 
section 3.2. Their solutions by method of characteristics will be discussed in sections 3.1.1 
for liquid flows and section 3.2.1 for gas flows. Further simplification, justified by analysis 
of the relevant timescales is discussed in sections 3.1.2 in the case of liquids and 3.2.2 in 
the case of gases. It is found that a liquid can sometimes be represented with a simple 
model to account for its inertia whereas a gas can be represented with a model to account 
for the capacitance of its volume. To allow closure and correct steady state solutions, both 
liquid and gas lumped parameter models should be coupled with appropriate friction loss 
models.
3.1 Liquid Flows
Transient liquid flow prediction methods have found relevance in industrial gas 
turbines in the prediction of pressure surges in the liquid fuel delivery system [6][7]. A fast 
valve closure has the potential to induce large damaging forces, on the valves themselves 
and the adjoining pipe work; this is called “water hammer”. As was eluded to above, if the
2Lclosure time of the valve is much slower than — , then water hammer is not a concern.
c
This characteristic time is also consistent with water hammer being much more severe for 
long pipes, where even seemingly slow valve closure causes transients. Physically, a 
longer pipe will have more liquid in it and therefore a larger reaction force (and 
corresponding pressure) will be required to decelerate it. This is why, in long pipelines, 
transient methods have been required in the prediction of pressures [8][9][10][11] as well
2Las anomaly detection [12][13][14j. The —  characteristic time is also physically relevant
c
because the speed of sound in the liquid increases with the stiffness of the liquid (and the 
pipe). Provided the valve closure is quick enough, as demonstrated by Equation (3-6) a 
very stiff liquid causes a quick deceleration of that fluid and a correspondingly high 
reaction force (and pressure) at the valve.
1 8
For one-dimensional liquid pipe flows, where water hammer is of interest, the 
momentum equation may be expressed as.
The effects of pressure and elevation have been combined into the hydraulic-grade- 
line, which is defined, implicitly, by the following relation,
p = p g [H -z )  (3-11)
Therefore, H  is the total head resulting from static pressure and elevation, %. 
Physically, it corresponds to the height to which a manometer level would rise, relative to a 
common datum. Equation (3-10) is a simplified version of Equation (3-7). It assumes that 
the Mach numbers are low and, in consequence, has neglected the convective term. 
Furthermore, Equation (3-10) may only be applied to a liquid as it has assumed that
ox ox
The continuity equation may be expressed as.
(3.12)
Ot 8  OX
Which is derived from Equation (3-8) with the same assumptions about low Mach 
numbers and liquid flows as Equation (3-10). For fluids with constant bulk moduli and 
pipes that are made from materials that behave according to the Poisson ratio relation and 
depending on how they are anchored, the wave speed, c, may be determined [5][15][16].
Equations (3-10) and (3-12) form a pair of hyperbolic partial differential equations. The 
two dependent variables are the velocity, V , and hydraulic-grade-line elevation, H . They 
may be solved using the method of characteristics.
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3.1.1 Method of Characteristics for Liquid Fiows in Pipes
The method of characteristics lends itself to the solution of types of hyperbolic 
equations known as wave equations. Its implementation for water hammer flows has been 
described in great detail in various specialised texts [5], [15] and reviews [16]. In these 
types of equations information is propagated though space at the wave speed, c. On axes 
of space and time these waves are represented as lines known as characteristics.
Because Equations (3-10) and (3-12) contain derivatives of their variables with respect 
to space and time there is a possibility that they could be combined in some linear 
combination so that they could be transformed into ordinary differential equations by
djcconstraining them to be solved along a line of constant —  which, again, is referred to as a
dt
characteristic. Combining Equations (3-10) and (3-12),
/ M g y|y| = o (3-13)
Selecting X such that.
Taking the positive value of À ,
i.ÉE.+^+JLv\v\ = o (3-15)
c dt dt 2D ' '
Noting that a total derivative can be used if applied along a characteristic line where.
—  = +c (3-16)
dt
The second equation, taking the negative value of X is.
2 0
C d t d t 2D
(3-17)
if applied along a characteristic line where,
dx
dt
= - c (3-18)
Constraining the equation to be applied to the relevant wave, speed + c  for Equation 
(3-15) or - c  for Equation (3-17), a time stepping procedure can be used to solve for H  
and Q ( =  V A ). From a numerical solution standpoint this implies that when discretizing the 
equations there is an algebraic relation between the time step and the size of the spatial 
discretization. That is, the space step is the time step multiplied by the wave speed,
Ax = c A t. Referring to Figure 3-2, Equation (3-15) may be discretized as.
j+2
o
E j+1
j +0
C+
C“
At = AX/C
1-1 AX AX i+1
distance
Figure 3-2: xt grid for calculations using MOO
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;+i (3-19)
and Equation (3-17) becomes,
;+i (3-20)
where,
Q “  0 -1,; (3-21)
(3-22)
(3-23)
F  = fAx
2gDA'
(3-24)
Combining Equation (3-19) and Equation (3-20) then the head at point, is shown to 
be.
H y „ = ( C ,+ Q )/2 (3-25)
Then volumetric flow rate can be obtained by substituting (3-25) into either (3-19) or 
(3-20).
Referring back to Figure 3-2, when trying to solve boundary location i+1 at time j+1 
only Equation (3-19) is valid. Similarly, Equation (3-20) may be used for boundary location 
j-1 at time j+1. The flow, Q , or head, H , must be known explicitly at the boundaries, or an
auxiliary relationship between the two (for example Q = fn { jH ) )  must exist. This will then 
be coupled with Equation (3-19) or Equation (3-20), as appropriate, to close the model.
2 2
A Matlab [17] code for a pipe connected between a reservoir and valve is included in 
the Appendix, section A-1. It may be used as is, modified for use with other boundary 
conditions or embedded in a Simulink [17] model. However, because this capability is built- 
in other readily available software packages [18], [19] its development was not taken any 
further.
3.1.1.1 Cavitation Modeling
It is well known that, in general, a liquid will evaporate as the pressure drops [20]. In 
the context of liquid pipe flows, one example of this occurs in oil pumps, where the suction 
causes the oil to evaporate and erode the pump [21]. There are two commonly referenced 
methods for modeling the effect of cavitation in pipe flows. The most straight forward of 
these is called Column Separation, which limits the pressure in the pipe to not go below 
the vapor pressure of the fluid [5][15]. The other method, termed Gas Release, gradually 
brings gas out of solution of the mixture as the pressure is reduced [5]. Besides the vapor 
pressure, the latter method requires additional knowledge of various empirical coefficients.
The method of column separation involves calculating the head (and corresponding 
static pressures) using two different methods depending on whether cavitation has 
occurred or not. /f the head at a given section of pipe, calculated using the method 
presented earlier in this section =0.5(Q + Q )) , results in a pressure that is above the
vapor pressure of the fluid then the calculated head is accepted as being the correct value. 
Otherwise, the pressure (and corresponding head) is limited to the vapor pressure. In 
effect, the vapour pressure becomes the exit boundary condition to the upstream portion of 
the pipe and the inlet boundary condition to the downstream portion of the pipe. This 
results in this section of pipe having a different entering and exiting flow. The difference in 
flows combined with mass conservation creates a mechanism for a vapor bubble to 
expand or contract. When the bubble is again calculated to have zero volume the head at 
that section is calculated again as an internal section where the flow has a single value.
A code for pipe flow that includes the effects of column separation is included in the 
Appendix, section A-2. It may be used as is, modified for use with other boundary 
conditions or embeded in a Simulink [17] model.
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3.1.2 Lumped Parameter Methods: Inertial and Frictional Elements
A suitable representation of transient liquid flows can sometimes be achieved 
considering discretely represented inertial and frictional aspects of the flow [15]. The 
method is most accurate when the flow system can be broken down into components 
which are either obstructions to the flow but of relatively small volume or large 
unobstructed volumes that, as a result, store large masses of liquid. Non-dimetionalizing 
Equation (3-12),
+  —  =  0 (3-26)
Where overbars indicate average values and T is characteristic time of the transient 
event, that is, the time scales of the boundary conditions. For the inertial element to be 
valid it must be shown that compresibility is negligible. It is shown that if.
y l  »  1 (3-27)
then, from Equation (3-26),
dV^  = 0 (3-28)
ox
In Equation (3-28) it is shown that the assumption of large timescales results in the 
elastic characteristic of the fluid (and/or pipe) being negligible and as a result the flow can 
be considered incompressible.
Taking Equation (3-10) and retaining the relevant terms for an incompressible, 
frictionless flow in a pipe of constant cross-section gives.
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(3 -» )dt p dx
Where P = p+pgz is the total pressure. The velocity term that would typically be found
in the definition of total pressure, 0.5pV^, has been removed because the fluid is 
incompressible and in a pipe of constant cross-section such that there is never a change in 
dynamic pressure. Furthermore note that the left hand sided uses total derivatives as a 
result of Equation (3-28).
Equation (3-29) represents the behavior of liquids in pipes because of the large mass 
of the liquid results in a transient pressure difference required to accelerate and decelerate 
it.
Integrating Equation (3-29) along the length of the pipe, and expressing in terms of 
mass flow rate.
^  = (3-30)dt L
Where m is the mass flow rate and and are the total pressures at the beginning
and end of the pipe. It is worth noting that an instantaneous valve closure would cause a 
singularity in the solution of Equation(3-30). This occurs because the fluid is being 
modeled as incompressible, the valve closure causes all the fluid to stop flowing 
instantaneously and to sustain this immediate deceleration requires an indeterminate 
pressure drop. This is a fictitious effect; as it would violate Equation (3-27). In a real liquid 
its elastic characteristics would prevent the fluid flow rate from immediately dropping to 
zero throughout the pipe. The result is that the fluid decelerates more slowly, thereby 
alleviating the required pressure drop.
The frictional elements for model closure are of the generic functional form,
Ap = f(ih) (3-31)
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where P is the total pressure and is a function of the mass flow rate. Generally, a 
relationship of this type is justified by application of the momentum equation for steady 
flow in combination with experimental data. The characteristics for various types of these 
features is well documented for steady flows [22][23].
3.2 Gas Flows
The development of the continuity and momentum equations as they apply to gas 
flows begins with the same Equations (3-7) and (3-8) with the additional equation of state,
P  = ZpRT (3-32)
where R is the gas constant. Z , is the compressibility factor that is used to correctly 
account for the properties of non-ideal gases. If Z = 1, Equation (3-32) is the ideal gas 
equation of state. The following development is applied to isothermal processes though it 
could be applied to others (for example isentropic) with similar results. Taking the 
continuity equation (3-8), applying it to a gas (using Equation (3-32)) in pipe of constant 
cross sectional area with low Mach numbers this gives Equation (3-33),
= 0 (3-33)
A ox ot
As a result, the convection term is neglected. Where from Equation (3-9), the wave speed 
is then defined as.
c ^ j p
dp
= ZRT (3-34)
isothermal
Note that in this case the wave speed is not the speed of sound as the problem is 
costrained to isothermal flows (sound waves are the result of an isentropic process). 
Whereas, the momentum Equation (3-7), with assumptions consitents with Equation (3-33) 
and, in addition, neglecting changes in elevation gives.
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dp ^ \  dm ^  fc^m^ 
dx A dt 2DA^p
Equations (3-33) and (3-35) can be solved using the method of characteristics.
3.2.1 Method of Characteristics for Gas Pipe Fiows
There are various references that describe the method of characteristics as well as 
other finite difference methods for compressible gas pipe flows [5][24][25][26]. Numerous 
publications cite the use of these methods in predicting the behavior of gas flows in 
pipeline [27][28][29][30]. The variant of the characteristic equations outlined in this section 
are similar to those described by Wylie and Streeter [5].
These equations contain derivatives of their variables with respect to both space and 
time. As was done in Section 3.1, they may be combined in some linear fashion so that 
they could be transformed into ordinary differential equations by solving the equations
djcalong a line of constant — .
dt
1 2 - 2dm dm^ (  fc^m'
Now it is shown that if selecting À to equal,
X = ± -  (3-37)
then.
+ + = Q (3.38)
A dt c dt 2DA p
if Equation (3-38) is applied along a characteristic line where,
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dx
—  =  + c  
dt
(3-39)
and the second equation is,
\ dm I dp fc^m^---------------tL + J. —  = 0
A dt c dt ID A  p
if Equation (3-40) is applied along a characteristic line where.
(3-40)
dx = —c (3-41)
Finite differencing methods, analogous to those outlined in Section 3.1.1, allow the 
transformation of these ordinary differential equations into algebraic ones. Referring to the 
grid defined in Figure 3-2, one particular differencing method yields.
C+:
— (< ;+ l +
/c"A x +mm., + '” m j
ip ij i^ + Pi-ui) 2 2
=  0
(3-42)
C -
— (< ;+ l -^M,})-Pi,}+\-^PM,j +
fc^&x
2
=  0
(3-43)
One desirable aspect of this methods is that when these equations reach steady state 
the solution is equal to the closed form steady state solution. That is,
2 2 . 
Pm -  Pi (3-44)
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3.2.2 Lumped Parameter Methods: Volume and Frictional Elements
The principle of a, compressible gas, lumped parameter model is that the elements are 
integrated as modules in various combinations. Many useful systems have been modeled 
by using volume and friction elements. Examples where these methods were employed 
were given in Chapter 2. Friction and volume elements are the direct (non-linear) analogs 
of resistance and capacitance in electrical systems [31][32][33].
For the volume element to be valid it must be shown that inertia is negligible. Non 
dimetionalizing Equation (3-35) for a frictionless flow.
■ . i d [ p W ^ d ]  d [y Ç \^  I V /  C Tm) ^ V /  m ) ^  Q (3-45)
Where overbars indicate average values and T is the characteristic time with which the 
boundary conditions vary. It is shown that if.
^ - T » l  (3-46)
Then,
dp
=  0 (3-47)
dx
In this case the continutity equation, (3-33), implies a volume element in simplified 
form can be represented as.
±  = (3-48)
dt A dx
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Integrating Equation (3-48) and assuming that total and static pressures are the same,
^  ) (3-49)
Where is the volume of the section of pipe and and are the mass flow rates
into and out of the pipe respectively. Equation (3-49) was presented earlier, in Chapter 2 
as Equation (2-1).
In simplified form, a friction element is one where,
^  = A (P M  (3-50)
This is similar to Equation (3-31) but now the mass flow rate is solved for explicitly. The 
characteristics for various types of these features including ones specific to internal air 
systems are well documented ([22][23][34][35][36][37][38][39][40][41 ]) and will therefore 
not be discussed any further.
With the appropriate initial and boundary conditions the system of equations 
representing a flow network with the above elements is solvable. Mass flow, m , 
information is transmitted to the volumes from the friction elements. P , pressures are 
available from the volumes to be supplied to the friction elements. If temperatures are not 
constant, then the energy equation or an assumption of isentropic flow maybe employed.
3.3 Conclusions
Currently published methods provide capability for predicting transient behavior in 
liquid and gas pipe flows. The most notable assumption in all these methods is that Mach 
numbers were always assumed low and as a result the convection term of Equation (3-7) 
and non-linear term in Equation (3-8) are negligible. The low Mach number assumption is 
not restrictive in terms of the flow conditions observed in gas turbine fluid systems (non- 
annulus) and as a result many of the systems present in gas turbines can be well
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predicted. However, as discussed in the Introduction, another fluid system whose transient 
behavior must be considered is the engine's internal air system. When the flows under 
consideration do not have significant amounts of swirl then, the methods of section 3.2 can 
be used. In particular, the lumped parameter methods of section 3.2.2 may be most 
suitable as the internal air system often consists of large plenums separated by orifices. 
Various codes exist that can be used in the modeling of internal air systems [42][43][44]. 
Complications in the analysis of air systems arise when the cavity being modelled contains 
a significant amount of swirl. In this case, where the vortex spin-up time and resultant 
pressure gradient response cannot be neglected, no 1-D transient modelling methodology 
existed.
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4 Mathematical Formulation for Transient Rotating Flow
In Chapter 2 various examples of fluid systems in industrial applications brought to 
light a broad range of problems that are suitably modelled with current transient analysis 
methods. The methods that underpin these analyses were discussed in Chapter 3; in 
particular, in the derivation of Equations (3-49) various assumptions are made about the 
conditions that dominate within the control volume. Namely, that the properties are 
uniformly distributed and that temperature does not change quickly. Whereas these 
assumptions may be acceptable for large quiescent plenums, the method is not suitable 
for cavities with rotating flow such as those found in internal air system cavities and fluidic 
devices. Due to mechanisms such as windage from moving walls, or devices such as pre­
swirl nozzles that affect boundary conditions, the air in these cavities will have swirl, and 
pressure gradients.
Accurate representation of transient rotating flows requires incorporation of the 
interactive effects of conservation of mass, energy and angular momentum. In the current 
study, a model is developed that incorporates these. The continuity equation is developed 
in Section 4.1, rather than assuming uniform properties as was done in Equation (3-49), it 
is shown how the average pressure in the cavity is affected by changes in mass flow and 
average temperature. In Section 4.2, an equation for the average temperature is obtained 
by considering the conservation of energy. By consideration of the conservation of angular 
momentum as developed in Section 4.3 the tangential velocity and, consequently, the 
vortex pressure gradient can be calculated.
4.1 Conservation of Mass
Rather than deriving an expression for the rate of change of pressure in a cavity with 
uniform properties, as was done in Equation (3-49), the following provides a detailed 
derivation for the rate of change of the average pressure in a cavity with non-uniform 
properties. Starting from the principal of conservation of mass in integral form.
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dm'
= i^n -  ^ out (4-1 )dt dt
Where is the mass stored in the control volume and and are the inlet and
outlet mass flow rates of the control volume, respectively. If the ideal gas equation of state 
can be applied. Equation (4-1) can be expressed as.
The development of Equation (4-2) usually proceeds under the assumption that there is no 
spatial variation of the properties [31][32][33]. However, the current development will 
express these, explicitly, in terms of the spatially averaged pressure and temperature and 
their variations. This will allow an understanding of how spatial variations modify the 
pressure response, relative to the uniform case. More importantly, the average pressure is 
required as this will be coupled with the pressure variation as considered 
later, in section 4.3.
Expanding the left hand side of Equation (4-2) yields.
+ +S(T-'))dv) = ^ ^ { W ~ '  +^^(T '" ))  (4-3)
R d t R dt
Where the over bar operates on any arbitrary property,^, according to the definition.
= (4-4)
and where S operates on an arbitrary property according to the definition,
S(ff = ({>-(/> (4-5)
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The pressure has now been expressed in terms of its average and deviation, but the 
temperature is in terms of its inverse average and deviation. This can be modified by using 
the following identity which makes use of the geometric series.
T  ^ = —  cf —  ^ dv = — I1 r 1 1
dr
(4-6)
Expanding Equation (4-6) to third order accuracy and integrating.
r - ‘ = i ( i + ^ ( T ^ + o (4-7)
where.
(7^  -  — ^  {Ô^Ÿ dv ^ 17 «V (4-8)
for any property, (j). Also, it will be shown later that an expression in terms of SF as 
opposed to ÔÇT~^ ) is more useful. From Equation (4-5) and Equation (4-7),
^{T - ^ ( 1 + p - c r ^  + O ÔT
r
+
V
(4-9)
JJ
Expressing the temperature in Equation (4-9) in terms of its average and deviation and 
then again making use of geometric series such that.
T
^Ô T ST sr^-= -(1— — + —^ + 0 ) + (4-10)
JJ
When multiplying Equation (4-10) by dp and taking the average.
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r p 2  ' rji3 f y  4 y  2
- X y
(4-11)
Inserting Equation (4-7) and Equation (4-11) into the right hand side of Equation (4-3), 
gives
r
^ s r  dpSr^  dpSr^  ^ s r  A ( - s r \
)  ÿT2 ÿT3 ÿT4  2^ 2  ^ ) (4-12)
Grouping all terms equal or greater than 3rd order in Expression (4-12) into the following 
variable.
T
3 \
T ) F
(4-13)
And defining the following correlation coefficient.
-
ÔKÔ^
(4-14)
where X  and d are arbitrary properties. Expression (4-12) can be expressed as ,
(4-15)
Replacing the left hand side of Equation (4-2) with Expression (4-15) and rearranging 
yields,
V^d_^ 
R dt
(4-16)
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Where,
n^u ^ (4-17)
Note that, = m^-m^ where, m„, the uniform mass is.
m = ^ — (4-18)
RT
and therefore, = mass calculated from non-uniformity. Expanding the first term of 
Equation (4-16),
Inserting Equation (4-19) back into Equation (4-16) yields,
Note that Equation (4-20) is an exact representation of Equation (4-2) as no additional 
simplifications have been made. Average pressure change in the control volume is a 
function of the net flow into the volume, temperature change, and change in mass stored 
non-uniformly.
The preceding equation has been used in instances where the flow is assumed
isothermal and uniform i.e. —  = 0 , =  0, [1 ][31 ][32][33]. In this case p = p , f  = T and
dt dt
Equation (4-20) reduces to Equation (3-49), repeated here.
^  = (4-21)
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In the context of certain internal air system cavities or other cavities with swirl, 
pressure gradients and windage can exist. For these cases it can be shown (see section 
A-3 in the Appendix) that a suitable model may be,
RT
%e (4-22)
where Vq is the tangential velocity at the cavity outer radius. For cavities and flows
encountered in many internal air systems, for typical orders of magnitude of the various 
terms such as,
i?2 ~ 0,1m
Vg = bR2 ~ 100rad/5*0.1m~ lOm/5
T ~ 100Æ 
- 1000JlkgK
(y ^ Y c ^ f f i s  of the order of M G "^. In general however it can vary rather widely, as shown
in Figure 4-1 depending on the flow conditions. In Figure 4-1 where ( y ^ Y c ^ r f  appears to
get excessive, these combinations of parameters are not often encountered in gas 
turbines as the low temperatures typically only occur in the lower compressor stages
where the velocities are lower. Although for the case studies investigated jCpT f  does
not appear to have an important effect, if a problem were to arise where is not 
negligible a model based on Equation (4-22) is suggested.
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Figure 4-1: Assesment of j c ^ l j
For small m the final form of Equation (4-20) is then,
(4-23)
Equation (4-23) would be exact if the properties of the cavity were uniform. However what 
is important about this development is that the validity of the uniform property assumption 
can be assessed. Equation (4-23) provides an accurate approximation using average 
properties for conditions considered here. It will be shown in Section 4.3 that the average 
pressure, obtained from Equation (4-23) is required in estimating the radial pressure 
gradient.
4.2 Conservation of Energy
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Closure of Equation (4-23), requires the rate of change in temperature. This is 
provided by considering the conservation of energy. That is,
dt [ { ^ p e d v ] =  m . X , i n  - < u t K o u t  +  Q n e t  (4“24)
Where e is the specific energy in the control volume, is the net heat and net work
input to the control volume, and are the specific total enthalpy of fluid entering
and exiting the cavity respectively. Expanding the control volume energy, such that, 
e = u+ke where u and ke are the specific internal energy and specific kinetic energy 
respectively and by making use of the Gonstant-Volume Specific Heat Capacity, 
du = C^dT,
^ ^ C J p d v ) =  m , X j n - > n c u , K , u , + Q n e ,
Where KE is the kinetic energy (non-specific). Expanding the differentiated term on the 
left hand side of (4-25) into its averages and deviations.
jc,Tpdv = {C J p + C„ 8TSp+ T 8C,5p+ p8C^8T+ 8C,8T0p) (4-26)
This expansion uses the density deviations, however for consistency with the previous 
section, it is more desirable to express this in terms of pressure and temperature 
deviations. That is.
Rô(j)ôp = (4-27)
Using the fact that ^  — = —-  — , Equation (4-27) can be shown to be equal to.
T
P
T
P
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= pSr-'ô^+T''SpS^+^ôr-'Sij> (4-28)
Equation (4-27) may be expressed in terms of temperature instead of inverse temperature. 
This is done by making use of the geometric series and grouping all 3rd order and higher 
terms by substituting relations similar to Equations (4-7) and (4-11) into Equation (4-28) to 
obtain,
R 8( j ) ô p - a ^  (4-29)
Another useful relation is obtained by expressing Q  in term of temperature.
& t> S C ,= ^  (4-30)
dTr^T
Replacing the dummy variable in Equation (4-29) with T  , the dummy variable in Equation 
(4-30) with p  and noting that = l , the right hand side of Equation (4-26) becomes.
+ _) + p - ^  _cr^) + 0^ (4-31)
K  I  1 CLl t= T  CLl T=T
Further noting that.
C , = C , ( T ) + ^ ^  a l  + 0^ (4-32)
2 d T T=T
Inserting this into Expression (4-31) and again lumping the higher order terms.
+0^ (4-33)
a i  T=T  Z  C lI  T=T
Inserting Expression (4-33) back into Equation (4-25),
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^(m„C, (T )t )=  m . „ ^  (4-34)
where,
+ + 0 ' (4-35)
a l  T=T z  CLl T=T
Note that for constant (or nearly constant) Q ,
(4-36)
To get a useful form for Equation (4-34) the following expansion is performed on the 
left hand side term.
Z ( m „ C , ( f ) f )  = m „ ® ^ + ^ ( C , ( f ) f )  (4-37)
at dt dt
and further expanding the first term of the right hand side of Equation (4-37)
Û ^^Æ E 1^É £^T  + — CPT) = ^ — T + — C,{T) = (T ^ + C , ( T ) ) —  (4-38)
dt dt dt dT dt dt dT dt
making use of Equations (4-36), (4-37) and (4-38) in Equation (4-34) yields.
(4-39)
where and are the total temperature at the inlet and exit of the cavity. Again, for
the cavities of interest, where ) is small (again, see section A-3), the change in
kinetic energy and flow non-uniformity can be neglected, such that Equation (4-39) yields.
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"  ’ - ( f f
\  I -  m out ( t y y i i n - m o u ? j  +  G „ , , (4-40)
Equation (4-40) is exact for 1 -D steady flow conditions of a perfect gas but neglects 
change in kinetic energy and spatial non-uniformity of properties for unsteady flow. If it was 
ever determined that the change in kinetic energy was important, a model such as
) ^here is a constant to align the kinetic energy.
dt dt
To allow closure of the model, it is assumed that the temperature of the flow which 
exits the cavity is a fixed proportion of the mean temperature.
T .,. (4-41)
where « is a constant. Note that Equation (4-41) for a large quiescent plenum (negligible 
kinetic energy), with well mixed flow, a = \.  This would be a fair assumption in the absence 
any prior knowledge. Also required for closure is some modeling of the external energy 
input. In this case, it is assumed that other than (perhaps) disk windage, heat transfer and 
work effects are negligible. Hence,
Qn., =0 (4-42)
or.
(4-43)
where is a moment applied by a rotor and o)^  is the angular speed of the rotor.
Equation (4-42) assumes that the enthalpy flux is much greater than the heat transfer (or 
windage). Alternatively, Equation (4-43) allows for full windage heat input. Although using 
Equation (4-43) is arguably a more accurate model, at very low through flow it could cause
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the temperatures to increase without bound as there is no mechanism to remove heat from 
the cavity (i.e. conduction through the walls is neglected).
Equation (4-40) can be used to calculate the second term on the right hand side of 
Equation (4-23). Disk moments required for Equation (4-43) are evaluted in the following 
section.
4.3 Conservation of Angular Momentum
The radial pressure gradient that allows correct calculation of mass flow rates for use 
in Equation (4-23) depends on the tangential velocity. This is calculated by consideration 
of the conservation of angular momentum. That is,
+ f;, ) (4-44)
where is the tangential velocity at radius r .M ^  is a moment applied by a disk (rotor 
and/or stators), is a moments applied by a shroud, is the angular momentum flux 
out of the control volume and F.^  is the angular momentum flux into the control volume.
Separating the left hand side into averages and deviations.
(4-45)
a t
the second term in Equation (4-45) is negligible, again, because ) is small. The
third term is also negligible. This can be shown using Equation (4-29),
iye  ^)p —  rp
V
+ 0^  (4-46)
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For example, is zero for the case of a (adiabatic) free vortex. In the case of an 
isothermal forced vortex, as shown further in Appendix A-4,
’"M p —
cv \  y 7 2
'ivgr)p (4-47)
where it can be seen that this term is only relevant in the cases of high Mach numbers.
Applying a tangential velocity profile of the form , to the first term in Equation
(4-45), neglecting the last two terms and plugging back into Equation (4-44) yields.
d
dt
P _  
R T j
V
V n + 3
f  75 «+3 75 n+3
^2____
K  j j
= (4-48)
where R^  and r  ^ are the inner and outer radii of the cavity respectively. Vq is the 
tangential velocity of the cavity at radius R^  and  ^ is the width of the shroud/cavity.
The disk moments (rotor or stator) are modelled using.
u A ^ r
 ^ J dr
(4-49)
dMg 5
-  = i:KC„J^yoysgn[o})
dr 2 )
(4-50)
=0.073 Re - 0.2 (4-51)
Equations (4-50) and (4-51) are an extension of the free disk moment result given by 
von Karman [45]. Notably, this model uses the relative angular velocity between the disk
and the fluid, A;and the Reynolds number, = pbR^ jp , is calculated with the fluid
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angular velocity, b. The model can be aligned to test or CFD data with the factor K . 
Relative disk speeds and fluid angular velocities were used in the formulation as opposed 
to absolute disk speeds because doing this allows the flexibility to calculate moments on 
stationary or rotating disks and accounts for the effect of the angular velocity of the fluid.
When the fluid is moving with a forced vortex profile then is constant. In general 
however.
c o { r ) =  co^ -  K g r " - ^ (4-52)
for a disk spinning at angular speed . The solution to Equation (4-49) is then.
For n = 1,
(4-53)
For -1 < n < 1
\coyR^ (4-54)
Fm -  F,n,disk + l)
\  J
X
sgn(6?2)^ -sgn(A?i)F
/  \  a+3
 ^(Od-(Oi
(4-55)
(4-56)
a = 6 — n 
n — l
(4-57)
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Where co^ and œ, are the relative angular speeds at and R, respectively. A full 
derivation of Equation (4-53) is provided in the Appendix, in the section A-5.
As an example, to illustrate coupling of the velocity profile and moment given by 
Equations (4-53) and (4-54) a series of velocity profiles were produced where the 
hypothetical fluid (p  =^0  kg/m^, p =10'^ Pa.s) enters a cavity at its outer radius. The 
fluid is de-swirled such that it enters at half the cavity speed and the resulting moment 
(with Æ=1, = 0.002) was calculated. Results are illustrated in Figure 4-2 and Figure
4-3. For each radius, r , Figure 4-3 plots the moment on the disk inboard of r. The results 
clearly show the benefit of using the current method. d M jd r  is positive when the disk
spins faster than the fluid and is negative when the disk is slower than the fluid. The 
moment minima in Figure 4-3 occur where the disk speed equals the speed of the fluid, 
thus co=0 and, as demonstrated by Equation (4-50), d M jd r =  0. Despite the fluid
entering the disk at the same speed in all cases the moment can be positive or negative 
depending on the vortex profile.
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Figure 4-2: Tangential Velocity Profiles,
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for Fluid Entering a Drum at Half Disk Speed
c0)
Eo
100
80
60
40
Increasing index20
0
0.6-20
-40
-60
-80
100
Radius [m]
Figure 4-3: Cumulative Moment Profiies, 
for Fluid Entering a Drum at Half Disk Speed
•n=-1
•n=-0.8
•n=-0.6
■n=-0.4
■n=-0.2
•n=0
•n=0.2
■n=0.4
'11=0.6
' 11= 0 .8
■n=1
The shroud moments are modelled as,
(4-58)
C„ =0.03l(2;rRe) - 1 /7 (4-59)
The value of the drag coefficient is derived using the momentum integral assuming a 
flat plate and a 1/7^^  power law velocity profile [46]. This is applied to any portion of the 
shroud (width s^), changing the relative velocity, as appropriate.
The angular momentum flux exiting the cavity at radius ris.
47
F .., = « » , K.r"*'- (4-60)
The angular momentum flux entering the cavity is an input to the model and is a function of 
the mass flow and the geometry of any preswirl (or deswirl) nozzles.
(4-61)
In general, this will cause a discontinuity in the model between the tangential velocity 
of the fluid inside the cavity and that entering it. This is akin to an infinitesimally thin mixing 
region. At high enough radial inflow, when the flow has reached steady state the velocity 
profile will be a free vortex. Interestingly, from Equations (4-48) and (4-61), the size of the 
discontinuity is then directly related to the moment being applied to the cavity, as follows.
<” ^2 (4-62)
for « = - 1, -^(pv ,) = o
dt
In this case, if the moment is very small (Æ«0,  ~ 0 )  then there will be no steady state
discontinuity and the inlet angular momentum is correctly conserved from the inlet radius 
to the exit radius of the cavity.
Once swirl velocity is calculated it serves as an input to the calculation of the pressure 
ratio across the cavity. The model for radial equilibrium is.
(4-63)
r p dr
Integrating from R^Xo r ,  this gives
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P i
= exp
In R T
(4-64)
Setting r = R^  gives a solution for the pressure ratio across the cavity, p ^/px
Taking the volume average of Equation (4-64),
X
exp
- 1
2n
F,
v-^ 2 y
(v&)
X
I  exp
.4bj) Ri
*  7 *r dr
(4-65)
Where r* =
vV^Ty R.
Having calculated —  and — , the pressures p^, p^  can then be obtained, with p
Pi Pi
given by Equation (4-23).
4.4 Conclusions
Chapter 4 described a 1-D formulation for computing the time varying properties of 
rotating fluids in cavities with rotating or static walls. This formulation will provide a model 
for the types of cavities found in gas turbine internal air systems or stationary cavities such 
as those used to compose fluidic devices. The model may be used in cases of inflow or 
outflow with varying amounts of inlet swirl. It is valid for fluids that are well described as
perfect gases and provided that the flow conditions are such that i y /  jc ^ T  ) is small and 
the tangential velocity profile can be approximated by Furthermore,
suggestions of how to manage situations where {y / jc ^ T  ) is not negligible are made.
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In this model average pressure is computed with Equation (4-23), average 
temperature with Equation (4-40), outer radius tangential velocity with Equation (4-48), and 
cavity pressure ratio with Equation (4-64) and Equation (4-65). The input and output 
relationship between the various equations is shown in Figure 4-4.
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Inner Radius Flow 
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Momentum 
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Radial Equilibrium 
Equation (4-64) 
Equation (4-65)
Figure 4-4: Flow Chart of Property Computation Process
In Figure 4-4, the functional blocks contained within the orange box are within the 
scope of the current formulation. This was coupled with inner and outer radius flow 
characteristics to show the nature of the coupling required for model closure. The required
inputs are m,», mout, K, and geometric data. Additionally, initial
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conditions are required for p , r  and Yq. The vortex index n may either be supplied as 
input or as a function of other flow variables.
The model presented here was implemented as a subsystem in Simulink as will be 
described in the following chapter.
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5 Model Implementation
The previous chapter described a mathematical model to be used for the prediction of 
the transient behaviour of rotating flow in cavities. This chapter presents how the method 
was implemented as tool that could be used for a wide range of cavities. Section 5.1 gives 
a short overview of Simulink, the simulation environment selected for the implementation. 
Section 5.2 provides a user-level description of the model of a cavity with rotating flow as 
implemented in Simulink. Section 5.3 gives a detailed description of the underlying 
structure of the implemented model.
5.1 Overview of Simulation Environment
The method was implemented in Simulink, a software environment used for the 
simulation of time dependant physical systems. Simulink was chosen because it is Rolls- 
Royce preferred, off the shelf, platform for Controls and Transient Simulation. The 
Simulink environment is accessible from within Matlab, an application for technical 
computing. In a model, functions or subsystems (a convenient grouping of functions) are 
interconnected graphically; this is sometimes referred to as picture code. In Simulink, the 
creation of a model or subsystem can be largely independent of the solver used for 
integration (time marching) of the states so that very little approximation goes into the 
actual translation of the model from the mathematical model to its implementation as a 
subsystem. Once created, a subsystem can be reused multiple times within the same 
model. It can be wrapped with a user interface (called a mask) so that the end user need 
not consider the underlying details of the model and is restricted to only modify a 
controlled list of model parameters.
5.2 User Description of Subsystem
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This section provides a description of the subsystem model to be used for the 
prediction of the transient behaviour of rotating flow in cavities. It includes a description of 
the model inputs, output and user input panel.
The Simulink subsystem block for the cavity with rotating flow is shown in Figure 5-1.
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M1 P2
T1
T2
P1
w
n
V th jn l Tout
Vth_in2
>
Figure 5-1: Cavity with Rotating Flow Subsystem
Descriptions of the inputs may be found in Table 5-1. These are the time varying 
signals that are fed into the subsystem via the balance of the system model.
Table 5-1 -  Description of Simulink Model Inputs
Input Description Units
M2 Flow out from the outer radius kg/s
M1 Flow in from the inner radius kg/s
71
Inlet temperature from inner radius 
(applicable to radial outflow) K
72
Inlet temperature from outer radius 
(applicable to radial inflow) K
w Disk 1 speed rads/s
n Vortex index if input externally non-dimensional
V th jn l
Inlet tangential velocity from inner 
radius (applicable to radial outflow) m/s
Vth_in2
Inlet tangential velocity from outer 
radius (applicable to radial inflow) m/s
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The convention is that radial outflow is positive whereas radial inflow is negative. 
Descriptions of the outputs may be found in Table 5-2.
Table 5-2 -  Description of Simulink Model Outputs
Output Description Units
P2 Outer radius pressure kPa
P1 Inner radius pressure kPa
Tout Cavity Outlet Temperature K
The user input panel for the rotating flow subsystem is shown in Figure 5-2. Most of 
the fields are self-explanatory. Those requiring some explanation are described below.
As the cavity is comprised of 2 disks, specifying whether ‘Disk 2 Speed’ is ‘Stator’ or 
‘Same as Disk T any combination of rotor-rotor, stator-stator (w=0), or rotor-stator cavities 
can be achieved.
Shroud modeling is handled by specifying the total width, ‘s’ and by specifying the 
portion that is attached to Disk 2 (the remaining portion is attached to Disk 1).
Enabling ‘Viscous Heating’ allows heat to be input to the cavity equivalent to 
Qne, - Otherwise, = o .
‘Moment coefficient factor’ is a multiplier to be applied to the disk moments. ‘Shroud 
Drag factor’ is a multiplier that is applied to the shroud moments. These are used for the 
purposes of aligning the model to data.
Specifying T/Tout sets the value of a in Equation (4-41).
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Q Function Block Parameters: V I2
C a v i t y  w i t h  R o t a t in g  F lo w  ( m a s k )
F o r  t h e  m o d e l l in g  o f  c a v i t i e s  t h a t  c o n t a in  r o t a t i n g  f l o w ,  C a n  b e  u s e d  f o r  c a v i t ie s  
w i t h  r o t a t i n g  w a l ls ,  r o t o r - s t a t o r  c a v i t i e s  o r  s t a t i c  c a v i t i e s .
P a r a m e te r s  
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O u t e r  R a d iu s ,  r  [ m ]
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0  S h r o u d  M o d e l l in g
D is k  2  P o r t io n  o f  S h r o u d  ( < =  s )  [ m ]
M o m e n t  C o e f f i c ie n t  F a c t o r ,  K
1
S h r o u d  D r a g  F a c t o r ,  K 2
1
0  V is c o u s  H e a t in g
V o r t e x  I n d e x ,  [ n ]  I n t e r n a l  V a r ia b le  M e t h o d
T / T o u t  C o e f f i c ie n t  [ a lp h a ] .  D e f a u l t  = 1
1
L a m b d a  D a t a ,  S m o o th  R e c t a n g le  =  [ - 0 . 2 5 ; - 0 . 0 0 0 3 ; 0 , 0 0 0 2 ; 0 , 1 2 5 ]
[ - 0 . 2 5 ; - 0 . 0 0 0 3 ; 0 . 0 0 0 2 ; 0 . 1 2 5 ]
V o r t e x  I n d e x  D a t a ,  S m o o th  R e c t a n g le  =  [ - 1 ; 1 ; 1 ; - 1 ]
G a s  C o n s t a n t ,  R  [ k N * m / ( k g * K ) ]
R
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Figure 5-2: Cavity with Rotating Flow Panel
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When specifying the ‘Vortex Index’ using the ‘Internal Variable Method’, the model 
calculates 1 and then inputs it into a function to obtain n. ‘Lambda Data’ and ‘Vortex Index 
Data’ correspond to the data points that are interpolated between.
5.3 Underlying Model of Subsystem
The underlying composition of the cavity with rotating flow block is shown in Figure
5-3. For clarity, this figure shows the most relevant interactions between the various 
functions, as a result, some of the system interaction is omitted. In particular the vortex 
index is a required feedback in many functions but has often been omitted from this 
diagram. The complete Simulink system diagram is presented later (in Figure 5-5).
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Block 1 calculates the average pressure and average temperature in the cavity. Cavity 
outlet temperature is an external output from the subsystem. This is calculated using a 
Simulink representation of Equations (4-23) and (4-40). A simple mapping is required 
because in the formulation, flows and temperatures are specified as either inlet or outlet 
whereas in the model they are input as properties at either the inner radius or outer radius 
(refer back to Table 5-1). As inputs the block requires: the mass flow rates and 
temperature signals as external inputs from the subsystem and windage heat input 
calculated by Block 8 (discussed below).
Block 2 calculates viscosity using Sutherland’s law which requires the average 
temperature as output from Block 1 and the relevant constants entered in the user 
interface.
Block 3 calculates density using the ideal gas law and requires average pressure and 
temperature as output from Block 1
Block 4 calculates tangential velocity. This is calculated using a Simulink 
representation of Equation (4-48). As inputs it requires: the density calculated by Block 3, 
the inlet tangential velocity and mass flow rates as input to the subsystem, its own velocity 
feedback for the calculation of exit momentum flux, the vortex index calculated by Block 9 
(discussed below) and the disk and shroud moments calculated by Blocks 5,6,7 
(discussed below).
Block 5 and Block 6 calculate the disk moment and work for the two disks that enclose 
the cavity. They contain identical code but may have different rotational speeds in the case 
of a rotor-stator cavity. They are the Simulink representation of Equation (4-53), Equation 
(4-54), Equation (4-55), Equation (4-56) and Equation (4-57). The code contained in these 
blocks is shown in Appendix A-6. As inputs Block 5 and 6 require: density from Block 3, 
viscosity from Block 2, disk inner radius, disk outer radius and alignment factor as input 
from the user, disk speed as an external signal, vortex index and Kq respectively from 
Block 9 and 11 (discussed below). Note they do not include any moments due to shrouds.
Block 7 calculates the moments and work due to shrouds attached to disk 1 and disk 
2. It is the Simulink representation of Equations (4-58) and Equation (4-59). As inputs it
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requires: viscosity and density provided by Block 2 and 3, outer radius, shroud widths and 
alignment factor as given in the user interface, and externally input disk speed.
Block 8 calculates total work done on the fluids by the disks and shrouds for feedback 
into Block 1 if viscous heating is enabled by the switch following the summing junction.
Block 9 calculates the vortex index, n. It can be input as either a constant or calculated 
using a look-up table of through flow parameter, À. The ‘Pchip’ interpolation function [17] is 
used as the interpolation method. In this case ‘Pchip’ (Piecewise Cubic Hermite 
Interpolating Polynomial) is favored to standard cubic spline interpolation as it does not 
allow for overshoot; consequently, it does not create as smooth a function as a cubic 
spline. A plot of the default values for the look-up table is shown in Figure 5-4. These were 
based on guidance from the Rolls-Royce capability intranet and are intended to be 
applicable to a ‘smooth rectangular cavity’. As can be seen, vortex index varies from n = 1 
for a forced vortex at A = Oto n = - ) for a free vortex for \Àj»0.
Default Vortex Index for Smooth Rectangular Cavity
---------------------------------------------------   1 .5 - , -----
c
of■oc  __ 
0  -0.4
^ t5
0.2-0.3r
-0.5O>
-1.5
—  Interpolation » Precision Points
Figure 5-4: Vortex Index Variation with Through Flow
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This function follows a proprietary method that pre-dates the present work. A notable 
exception is the way in which this guidance has been applied; the traditional definition of X 
relies on the disk speed as its reference velocity; in this application the tangential velocity 
of the fluid, Ve, is preferred in the definition of X. This was chosen so that cases with 
stationary cavities can be handled by the model in the same way as cases with rotating 
walls. For the default configuration, the guidelines by the Rolls-Royce intranet were taken 
without any modification despite this subtle change in definition and as a result some 
(albeit minor) inconsistencies may exist. For the more complex cavity geometry 
considered, some adjustment to the function was made, as explained below.
Block 10 calculates the pressures at the outer and inner radius of the cavity. These are 
both external outputs of the subsystem. Block 10 is the Simulink representation of 
Equation (4-64), Equation (4-65). As inputs it requires average pressure and temperature 
from Block 1, tangential velocity from Block 4, the gas constant, inner and outer radius as 
input by the user. Because Equation (4-65) contains an integral that cannot be solved 
analytically, this was solved for numerically using 100 discrete radial locations. The 
underlying code contained in Block 10 has been included in Appendix A-7.
Block 11 simply calculates Kg using Vg = As a result it requires the tangential
velocity as output from Block 4, the vortex index from Block 9 and the outer radius as input 
in the user panel.
The actual Simulink model is shown in Figure 5-5. The tag shapes in the figure serve 
to input and output data. The use of tags was favoured to direct connections between the 
blocks to make the subsystem more readable. When the names on output and input tags 
match, data is exchanged between them. Also, inputs were color coded according to the 
following: Constants input via the user interface, were coloured yellow, signals on the feed 
forward path were coloured blue, and signals provided by feedback were colored orange. 
To be clear, the numbers in the red squares are not part of the Simulink model, they are 
superimposed on the figure to guide the reader; they are consistent with the numbering in 
Figure 5-3.
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5.4 Summary
The methodology for a cavity with rotating flows has been implemented using the 
Simulink simulation environment. One could compare Figure 4-4, Figure 5-3, and Figure
5-5 and conclude that the formulation from Chapter 4 was mapped into the software 
environment in a transparent and intuitive manner. Details of the solver and time step are 
left up to the end user and may be set depending on the specific simulation of interest. 
These will be discussed in the relevant case study as they are presented. The accuracy of 
the underlying method and implementation may now be demonstrated under a broad 
range of test cases.
6 Stator-Rotor Disk Cavity with Outfiow
This case study will look at the performance of the 1 -D model when configured to 
represent a stator-rotor disk cavity with outflow. The behavior of the 1-D model will be 
compared with a more detailed axisymmetric computational fluid dynamics (CFD) model, 
representing the same geometry, run to the same boundary conditions. The formulation for 
the 1-D model has been created in accordance with the descriptions given in Chapters 4 
and Chapter 5. Also discussed in Chapter 6 are the results from an earlier version of the 
model [53]. Comparisons to the previous study are made and the effect of improvements 
that went in to the model are discussed.
The axisymmetric CFD model setup and validation are described in Section 6.1.
The 1-D model setup and its alignment to the CFD are explained in Section 6.2. The 
results of the 1-D simulation are then discussed in Section 6.3. Finally, conclusions are 
summarized in Section 6.4.
6.1 2-D (Axisymetric) CFD Model
6.1.1 Model setup
For this study, an axisymmetric rotor-stator cavity was chosen as shown in Figure 6-1 
and described in Table 6-1. The geometry is similar to the enclosed rotating disk studied 
experimentally by Daily and Nece [47], with the addition of inlets and outlet in the shroud 
and omission of the central drive shaft. This test case was selected as the steady flow is 
reasonably well understood, and previous steady state CFD studies are available [48][49].
Table 6-1 -  Description of Cavity Geometry
Parameter Value
Inlet Radius fm] 0.0284
Exit Width [ml 0.00161
Width [m] 0.1
Radius [m] 0.5
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Figure 6-1 : Cavity Geometry and Mesh
For this analysis, the flow has been modeled in FLUENT [50] using a pressure based 
solver, with the unsteady 2^^  order implicit formulation. The effect of turbulence was 
accounted for with the standard k-e model with FLUENT’S enhanced wall treatment. This 
treatment uses wall functions for coarser meshes and a two layer k-e/k-/ model where the 
wall layer is resolved. Total pressure, total temperature and velocity direction (axial) were 
specified at the inlet. Static pressure was specified at the flow exit. The rotation is
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incorporated by inclusion of a wall boundary condition that specifies rotations at the disk 
speed. The axisymetric mesh shown in Figure 6-1 has 19575 cells and was used for all 
analysis. Near-wall mesh y^ values were highest for Case 1 (cases described below) 
giving values of up to 57.5 at time 0 and up to 67.3 at 0.1 seconds, which corresponds to 
the time range of interest for the simulation. These y+ values are still within the log-law 
region [46] such that the wall treatment is still applicable. An example of the y^ profile for 
the rotor is shown in Figure 6-2.
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Figure 6-2: Rotor y+ Values @ t=0 (Case 1)
0.45 0.5
Two separate test cases were run as described in Table 6-2 and Table 6-3, the only 
difference between the two test cases was that Case 1 had a larger pressure drop across 
the cavity than Case 2; both were run with the rotor at 10000 rpm. After running each case 
to steady state a 10 psi (68.95 kPa) pressure step was applied to the inlet and the 
transient model was run to assess the effects. Choice of time-step in the unsteady 
solutions is discussed below.
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Table 6-2 -  Case 1, High Pressure Difference
Case 1
Initial Inlet Pressure [psi,kPa] 100 689.476
Inlet Pressure Step Size [psi,kPa] 10 68.9476
Inlet Temperature [K] 500
Exit Pressure [psi,kPa] 70 482.633
Rotational Speed [rpm] 10000
Table 6-3 -  Case 2, Low Pressure Difference
Case 2
Initial Inlet Pressure [psi,kPa] 100 689.476
Inlet Pressure Step Size [psi,kPa] 10 68.9476
Inlet Temperature [K] 500
Exit Pressure [psi,kPa] 99 682.58
Rotational Speed [rpm] 10000
6.1.2 Model Validation
The CFD model of Case 1 was first run with the rotor kept stationary. This was done to 
verify agreement between the 2-D model and a 1-D model at predicting the rate of 
pressurization in a non-rotating cavity flow (using equations (4-23) and (4-40)). The exit 
hole discharge coefficient in the 1-D model (Cd=0.73) was aligned with the steady flow 
CFD to give a similar initial flow. The resulting cavity pressure history is given in Figure 
6-3, which shows good agreement between the models. A similar comparison was done 
for Case 2, achieving even closer agreement with the CFD results; this is presented later 
in Figure 6-18.
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Figure 6-3: Case 1 with No Rotation, Comparison of CFD with 1-D Model
To verify that the solution was not excessively dependant on the chosen time step size 
Case 1 was run with 3 different time step sizes, as shown in Figure 6-4. Here the CFD 
results are recorded every 50 time steps. Results from all three calculations were in good 
agreement, and all subsequent analysis was performed with a 2.5e-4s time step. This 
corresponds to 24 time steps per rotor revolution, and it may be noted that radial and axial 
velocities (that transport the fluid across the mesh cells) are an order of magnitude smaller 
than the disk speed.
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Figure 6-4: Case 1, Effect of Time Step
The effect of rotor rotation on rate of pressurization can now be assessed. By 
assuming a response on the form,
(6-1)
The pressurization curve can be fit by least squares method such that the time 
constant, t  , can be estimated. The pressurization time constants for the two axisymetric 
cases, both with and without rotation, have been calculated and are presented in Table
6-4. Particularly for Case 2, there is a notable difference in the cases when run with and 
without rotation.
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Table 6-4: Time Constants in CFD Model
Time
Constant, t  
[s] t^o=0
Case 1 0.0256 1.33
Case 1, No Rotation 0.0192
Case 2 0.0199 1.90
Case 2, No Rotation 0.0104
Flow parameters for the two initial conditions of the two cases are shown in Table
6-5. In this table RE is the rotational Reynolds number 1^, Gw is and the
is C^jRE^-^. For Case 2 the vortex pressure rise is large compared to the overall
pressure drop, and so it is not surprising that this shows a large difference between the 
rotating and non-rotating cases. Swirl effects on the pressure response are unlikely to be 
important when the overall system pressure drop is much larger than the characteristic 
vortex pressure difference, although Case 1 still shows some effects of rotation. Note that 
in the present system the inlet air is not swirling and the vortex pressure rise will reduce as 
flow rate increases. For zero flow, a vortex at about 40% of rotor speed is expected; for 
rotor-stator systems o f’the present type, experimental and numerical studies indicate 
vortex strengths of about 25% and 15% of rotor speed for Id = 0.072 and 0.18, 
respectively [51].
Table 6-5 -  Flow Parameters In CFD at Time t=0 seconds
RE Cw Xd (P|n“Pouty(O.5pV0 )
Case 1 3.62E+07 1.98E+05 0.18 12.83
Case 2 3.84E+07 8.35E+04 0.072 0.1650
Streamlines given by the CFD solution are shown in Figure 6-5 for Case 2 at time 0, 
they are qualitatively similar to those shown in reference [52] for an axial inlet.
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Figure 6-5: Contours of Streamline (Case 2 @ t=0)
Further validation was provided by comparison of steady state solutions with previous 
work. As will be shown later (Figure 6-20) moment coefficients agree well with earlier 
studies.
As Case 2 shows the greatest effect of rotation, a detailed analysis of this case will be 
presented in the following sections to clarify the causes. To achieve this Case 2 is 
simulated in CFD with and without a rotating disk and compared to the corresponding 1-D 
models. Note that in following figures CFD results are recorded every 10 steps for the first 
100 time steps, and every 50 steps thereafter.
6.2 1-D Model Setup and Alignment
70
The 1 -D cavity with rotating flow model is setup in Simulink in such a way that it is 
representative of the rotating flow problem described in section 6.1. To achieve this, as 
shown in Figure 6-6, the subsystem block described in Chapter 5 (blocked termed ‘V I2’) is 
coupled with flow restrictions upstream (block termed ‘Restrictor’) and downstream of the 
cavity (block termed ‘Variable Gd Restrictor’). The model was run with the default Simulink 
solver, ode45, which is a variable step solver. The “Relative Tolerance”, the largest 
acceptable estimated error of a state relative to its value, was set to 1e-7 which resulted in 
smaller time steps than the default (1e-3) would have provided. The computing time (real 
time) was about 10x the simulation time on a computer containing 2 ‘Intel Core 2 Duo’ 
CPU’s.
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Figure 6-6: Simulink model of Rotor-Stator Cavity
Constructing the system in this way allows it to be constrained with boundary 
conditions similar to those described in section 6.1.1 ; namely, total pressure and 
temperature at the inlet and static pressure at the outlet. The mass flow rates in and out of 
the cavity are then calculated using.
i n  in -
2r
y - \
1- Pi
P\  T" j
(6-2)
and.
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Where, rrun and mom are the inlet and exit mass flows from the cavity respectively, \  
and the inlet and exit areas respectively, Q  the discharge coefficient of the exit area, 
Pi and P2 are the pressures at the inner and outer radius of the cavity respectively, is 
the inlet total pressure to the cavity, the static pressure at the orifice outlet, inlet 
total temperature to the cavity, A ,  outlet total temperature from the cavity. Note that there
is no discharge coefficient applied in equation (6-2) because the pressure inlet boundary 
condition in Fluent calculates the mass flow based on the relationship between the total 
and static conditions which is equivalent to equation (6-2). As such, it is not correct to use 
a Cd to align the flow across that feature in the 1-D model.
As was mentioned earlier, the CFD was run with and without a rotation of the disk. To 
handle the non-rotating flow 1-D model, the cavity subsystem no longer requires the 
conservation of angular momentum (equation (4-44)). Referring back to Figure 5-5, the 
implementation was carried out by only including Block 1 (conservation of mass and 
energy). As such, = p^  = p and equations (6-2) and (6-3) are modified accordingly.
Values for the boundary conditions in the 1-D models were exactly those of Table 6-3. 
In addition to these, the restriction of the exit hole has a discharge coefficient associated 
with it. The values of this discharge coefficient, as obtained by the CFD are presented in 
Figure 6-7. These were calculated using equation (6-3) and the predicted mass flow at the 
outlet, the pressure at the outlet boundary, the predicted total temperature at the outlet and 
the predicted pressure along the static shroud wall. As the prediction of the discharge 
coefficient is not the objective of the study, to maintain consistency between the 1-D and 
CFD models, the time dependant values were provided as inputs to equation (6-3).
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To improve the agreement between the 1-D model and the 2-D CFD, the 1-D model 
parameters may be adjusted. As can be seen by inspection of the equations in Chapter 4, 
the factors that may be adjusted are n, the vortex index, K , the disk moment alignment 
factor, K ,^ the shroud moment alignment factor and 6K, the ratio of the exit to cavity
temperature. When this model is operating in the absence of little specific data it may be 
run with the default parameters provided in the user panel, however in the presence of the 
current CFD the ability of the model to reproduce the results as closely as possible will be 
investigated.
To specify the vortex index, n, in the 1-D model it must be decided what parameters in 
the 1-D model and the CFD are to be matched. As can be seen in Figure 6-8, there is no 
vortex index, n, for a profile of the form )' , where is the outer radius
tangential velocity and , is the outer radius of the cavity, that can be selected that will 
provide an exact match to the profiles obtained in the CFD. As the end goal of the 1-D 
simulation has much to do with obtaining the correct pressure difference across the cavity, 
selecting n to match the pressure difference in the CFD is a practical proposition. To
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calculate the effective n from the pressure difference model (equation (4-65)) a value of 
Vg must be provided for closure. However, if selecting the exit velocity from the CFD for
use in equation (4-65) (and aligning the 1-D model to this exit velocity) then the angular 
momentum of the fluid in the cavity would not match the CFD and would result in an 
undesirable n (i.e. n>A ; the general expectation by the end user is that n vary in between 
-1<M <1). As such, for a given pressure difference, in addition to calculating the vortex 
index, n, an effective tangential velocity which provides the correct angular 
momentum is calculated. The vortex index n can then be provided as an adjustable input 
parameter to the 1-D model whereas Vg in the 1-D model would be aligned to
1.BI>*02 -
Swirl
Velocity
(m/s)
0,O.-s 0.50.2 0.30.10
Position (m)
Figure 6-8: Tangential Velocity in the Disk Centerline @ t=0
For a given time step and n  are calculated using a Secant Method, that is.
,eff,new
( ^ 2 , m o d e /  )  ( ' ^ 2 , m o d e /  )
F  - F
 ^ I . m o d e /  ■' \,CFD
F  - F
2 , m o d e /  2 ,CFD
K^id+
ye,cjf,oid _
(6-4)
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where,
F l = [ P 2 - P l ) (6-5)
and,
y  = (6-6)
where and F^ c^fd are evaluations of equation (6-5) and (6-6) using the CFD results. 
m^odei and F2 mode/ are an evaluation of equation (6-5) and (6-6) under the assumption that, 
Vg = , that is, from equations (4-64) and (4-65) and,
^ 1.
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and from equation (4-48).
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(6-8)
Equation (6-4) is iterated until sufficient convergence is obtained and this process is 
repeated for each time step. The results are shown below, in Figure 6-9. If this vortex 
index is input to the 1-D model and the tangential velocity in the 1-D model is aligned to 
Vg^  ^ then the pressure drop and the angular momentum in the cavity of the 1-D model will
match the CFD results.
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Figure 6-9: Tangential Velocity and Vortex index
The vortex index may be input into the model via a lookup table of vortex index versus 
throughflow parameter. The corresponding throughflow parameter at every time in the 
CFD was calculated and the lookup table was constructed as shown in Figure 6-10 (note 
that the very first point in the table was limited to n=1 in the model). There is a significant 
difference between the calculated table and the default (recall, the origin of the default 
values were explained in Chapter 5). In the case of the default, for the given throughflow it 
predicts that the vortex profile should be essentially free (n=-1). If this were the case, the 
tangential velocity at the exit would be 0 because the flow entered the cavity with no 
preswirl. The default table may be more suitable for cases where the initial flow has a 
strong preswirl.
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Figure 6-10: Vortex Index vs. Throughflow
Obtaining the correct tangential velocity relies on the angular momentum balance. As 
such, the second task was then to align K , the disk moment alignment factor and K ,^ the
shroud moment alignment factor. First, K  was solved to align the rotor moment (see 
equation (4-53) and (4-54)). Referring to Figure 6-11, although a different value of K  is 
obtained at every time, only a single value can be selected for input to the model, the 
average of the first 0.05s was selected as this would best align the fastest transient portion 
of the simulation. Then with the value of K  obtained, is solved to align the stator (recall
in this case, the stator includes the entire shroud) moment. Again, the ideal value of AT, 
changes from one time step to the next, the average of the first 0.05s was the value 
selected. Note that the value of K  is quite modest compared to default K = \, whereas 
(again, referred to as K2 in the Simulink model) is quite a bit more of a deviation from the 
default, default K = \ .
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Figure 6-11: Moment Alignment Factors
Figure 6-12 shows the value of ot the ratio of the exit to cavity temperature, needed 
for the 1-D model to match the CFD temperatures, as a function of time. A constant value 
of = 0.895 was selected to align with the results of the CFD simulation.
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The results of the alignment presented in this section can be seen in the final user 
input panel is shown in Figure 6-13.
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□  Function Block Parameters: V I2
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|2 E - 0 1 ; 5 . 1 6 E - 0 1 ; 5 . 1 9 E - 0 1 ;  5 . 2 2 E - 0 1 ; 5 . 2 4 E - 0 1 ;  5 . 2 6 E - 0 1 j5 . 2 7 E - 0 1 ; 5 . 2 9 E - 0 1 ]
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P i to
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Figure 6-13: User Panel Inputs
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6.3 1-D Model Results and Discussion
Having aligned the model to the CFD data using the available parameters, its ability 
to reproduce the results of the CFD will be evaluated. Also included in the figures are the 
results of an earlier study [53] using an earlier version of the 1-D model. It will be shown 
throughout this section that the updates to the model since the initial study was conducted 
have provided clear improvements in the ability of the model to reproduce the results of 
the CFD. Despite this, what is demonstrated by the results of the earlier study is 
essentially the ability of the model to behave in predictive mode when calibration of input 
against a known solution is not possible. In summary, the differences between the 
previous and the current versions are: the ability of the user to specify the vortex index 
(previous version assumed ^ = 1), the inclusion of shroud drag (previous model neglected 
this), and the ability of the user to specify a  (previous version assumed a = 1).
The success of the model relies in large part on its ability to obtain the correct 
(effective) tangential velocity pick-up. As discussed, the model needs to match the 
effective swirl as opposed to the exit swirl. This is shown in Figure 6-14. In this and 
subsequent figures, GT2010-22824 refers to the earlier solution found in reference [53]. If 
the swirl velocity is not sufficiently accurate, then the vortex pressure difference, and 
conversely, flow rates and temperatures cannot be expected to align. As can be seen, the 
velocity aligns best towards the beginning of the maneuvre and then begins to diverge as 
the new steady state is obtained. Recall, the disk and shroud moments were set to best 
align to the first 0.05s of the transient maneuvre and this is probably the reason for the 
observed behavior.
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Figure 6-14: Swi ri Velocity Predictions
The vortex pressure difference is shown Figure 6-15. There is a significant 
improvement in the model when compared to the earlier study. This is due, in large part, to 
2 factors, the model has been extended to include the effect of the vortex profile (again, in 
[53] only a forced vortex was possible) and rather that align the model tangential velocity 
to the exit tangential velocity in the CFD it is now aligned to the effective exit tangential 
velocity obtained from the CFD.
With regards to the models being extended to allow other velocity profiles, it was 
shown in Figure 6-9 that a forced vortex is optimal only towards the beginning of the 
manoeuvre.
Regarding the point that the model should be aligned to an effective tangential 
velocity, also shown in Figure 6-15 is a set of diamond points, these are the calculated
0.5/?v/ of the CFD. It may be shown that the pressure difference for a forced vortex is
equal to 0.5/%" and that for a given tangential velocity, a forced vortex profile gives the 
lowest pressure difference of any value of -1<n<1. This to say, had the exit tangential
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velocity been aligned to the CFD, the pressure difference would have been over predicted 
for any value of n that had been selected.
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Figure 6-15: Vortex Pressure Difference Predictions
The improvement in the pressure difference is such that the mass flow is nearly 
identical to the value predicted by the CFD as shown in Figure 6-16 and Figure 6-17. The 
effect of rotation is evident when comparing with the non-rotating case. The effect of the 
pressure gradient generated by the rotating fluid is such that the mass flow increases due 
to this pumping effect. In all cases when in the steady state the inlet and exit flows are 
equal.
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Figure 6-17: Inlet Mass Flow Predictions
As per equation (4-23), the mass flow balance is a primary factor in determining the 
average pressure in the cavity. The curve in Figure 6-18 shows good agreement with the 
CFD and the effect that rotation has on this property is well represented. There is some 
disagreement with the final steady state value, the 1-D model predicts lower pressures 
than the CFD for the rotating case, however because this is compensated by the pressure 
difference being slightly over predicted the model gives the correct final mass flow.
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Figure 6-18: Cavity Pressure Predictions
Referring to Figure 6-19, the rotor moment overall response time and initial value are 
in reasonable agreement between the two models. In the current alignment of the model, 
recall that the value of K was selected to best match the first 0.05s of the transient. As a 
result, the first transient portion of the manoeuvre is more accurately predicted than the 
previous version of the model however it is less accurate at predicting the steady state.
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There is a notable higher-order oscillation in the rotor moment CFD results that is not 
represented by the 1-D system dynamics, though the 1-D model does show the initially 
steep rise followed by the more steady period of settling. The overshoot is due to 
difference in the prediction of the disk moment coefficient, C,„ = M^/ 0 . 5 co/ . The
moment coefficient for the rotor has been plotted in Figure 6-20 where the overshoot in the 
CFD can be observed. The present CFD model steady state result for moment coefficient 
is in good agreement with previous CFD studies which (at 7d=0.072) indicate a moment 
coefficient of about 1.55 times the Daily and Nece result for a sealed cavity [52]. From 
equations (4-53), (4-54) c„, can be shown to be.
For n = 1,
C.„ = a: 0.073 Re - 0.2 1-
v-^ 2 y
(6-9)
For -1 < n < 1,
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As the vortex profile is not forced equation (4-54) applies. Because the vortex index 
was not chosen to align the rotor moment, it can be expected that the individual values 
would not be reproduced. However, overall levels established with the K factor are correct 
and the trend is apparent. Moreover the current results are an improvement on those 
presented in GT2010-22824.
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Figure 6-20: Moment Coefficient Predictions
The stator moment is shown in Figure 6-21. The stator moment is composed of the 
sum of a disk moment and the shroud moment. As discussed in the previous section, the 
disk moment factor, K , was set to align the rotor, , the shroud moment factor was then
used to align the entire stator. Although overall levels are in reasonable agreement the
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there are some significant departures. However because the stator does not generate any 
windage heat to the cavity this would not affect the temperature predictions.
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Figure 6-21 : Starter Moment Predictions
Figure 6-22 shows temperature predictions from the two models, with and without 
rotation. Without rotation there is little variation and the two models agree closely. Note 
that for the rotating case, the agreement of the rotor moment and mass flows are 
responsible for the agreement in the cavity exit temperature. Furthermore, the value of a 
selected has resulted in a reasonable match in the cavity temperature. The current model 
provides a significant improvement over the previous one, were there was no option on the 
value of a that could be selected (assumed a = \). Similar observations and conclusions 
may be made for density predictions which are shown in Figure 6-23.
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6.4 Conclusion
Transient outflow in disk cavities have been examined using 2-D CFD and the 1-D 
model. As the tangential velocity response directly affects the inlet and outlet pressures, 
the time for the flow response of rotating cavities may be longer than those for non-rotating 
cavities. For the particular disk cavity flow analysed with CFD, rotational effects almost 
doubled the pressure response time at the lower flow rate. When the pressure differences 
due to disk cavity vortices are significant for the internal air system rotational effects 
should be included in modeling of transient operations.
It has been shown here that an extension of 1-D modeling methods to include 
conservation of angular momentum is a viable approach to this problem, capable of 
reproducing many of the effects observed in a CFD solution for a rotor-stator disk cavity 
with outflow. The vortex index and tangential velocity were aligned in the model such that 
the pressure difference and angular momentum would match the CFD. There is a 
significant improvement in the model when compared to the earlier study [53] in which less 
calibration of the model was possible. Many parameters of interest are well predicted. 
There is a notable higher-order oscillation in the CFD rotor moment that is not represented 
by the current 1-D system dynamics because the moment alignment coefficient is selected 
as a constant value rather than one that changes at every time step. Despite this effect not 
being captured by the 1-D model, overall levels of moment established with the K  factor 
are correct and the trend is apparent.
A feature of the present case study is that the cavity vortex weakens as flow rate 
increases. In other situations, for example where pre-swirl nozzles are used, this will not 
be the case and quite different transient behaviour may occur. This will be explored in the 
next chapter.
The 1-D method offers a practical, general predictive capability for transient air system 
network modeling.
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7 Rotating Cavity (Rotor-Rotor) with De-swiried inflow
7.1 Background
In a gas turbine engine, air from the compressor must often be drawn from its inner 
wall, to be used for internal air system functions. When this offtake is mid-station through 
the compressor, the air will be drawn into the drum cavity, where the surrounding structure 
will all be rotating at the compressor speed. The flow structure of these cavities has been 
studied previously by Firouzian et al. [54], [55], Owen et al. [56], Chew and Snell [57] and 
Farthing [58]. If the air enters the cavity through holes or slots straight through the 
peripheral shroud, it may spin-up to nearly full disc speed. As much of the angular 
momentum is conserved as the air flows radially inward a strong pressure gradient will be 
created. One method of reducing the pressure gradient is by the use of deswirl nozzles 
[58]. By angling the offtake holes or slots in the direction opposite to the direction of 
rotation of the cavity, the tangential momentum of the fluid and consequently the pressure 
gradient is reduced. This method creates a region of negative resistance in the flow 
characteristic, whereby the radial pressure gradient reduces as the through flow increases.
Farthing et al.'s idealised schematic of the flow field in a rotating cavity with de-swirled 
inflow is reproduced in Figure 7-1. Flere it is assumed that the flow in the outer part of the 
cavity rotates slower than the disc. Hence radial outflow occurs in Ekman-type layers on 
the disc in this region. This outflow mixes with the de-swirled inflow to produce an inflowing 
free vortex that feeds the disc boundary layers. At radius rg in the diagram the free vortex 
speed equals the disc speed and at lower radii the air rotates faster than the disc, resulting 
in radial inflow in the Ekman-type boundary layers. At radius re all the inflow occurs in the 
boundary layers with the core vortex being reduced in strength compared to a free vortex.
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Figure 7-1 : Schematic of Radial Inflow in a Rotating Cavity [58]
In the case of BRR [60] and V2500 [61] engines, attempts had been made to 
characterize the behavior of these deswirl nozzle fed cavities with rig test data. Both tests 
observed difficulty in capturing the negative resistance region of the flow characteristic. 
The flow would suddenly jump from the low to high flow region of the characteristic and 
vice versa. This behavior was more pronounced in the V2500 rig testing where a region of 
hysteresis was observed in the flow characteristic, i.e., more of the high flow regime could 
be mapped when sweeping down from the high flow and more of the low flow can be 
mapped when sweeping up from the low flow regime. In the end, in both BRR and V2500 
projects, tube vortex reducers were preferred to deswirl nozzles in the final design. The 
tubes take the air from the compressor periphery to the inner radius and only a forced 
vortex pressure gradient is created.
A transient model of a cavity with rotating flow can be used to model the behavior of 
these cavities. At the core of this model is, again, the methodology and implementation 
described in Chapter 4 and Chapter 5. Particularly, in the case of air systems exhibiting
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hysteresis a model with transient capability is required as a steady state model will choose 
one of the possible solutions without physical justification.
Section 7.2 below describes validation of this model in steady state. Two separate 
case studies are performed: one for a smooth rectangular cavity and the other a 
compressor drum cavity. Section 7.3 demonstrates the ability of the model to perform 
transiently. Regions of discontinuity, hysteresis and no solution are clearly observed and 
the transition from one state to another can be modeled.
The results of this Chapter were presented at the 2012 Turbo Expo conference and 
will be published in the Journal of Turbomachinery [62].
7.2 Steady-State Behaviour
To validate the model in steady state two separate case studies are performed, one for 
a smooth rectangular cavity and the other a compressor drum cavity. It is shown that good 
matching is achieved for the smooth rectangular cavity using only the default model 
settings for moments and vortex index as a function of through flow parameter (Figure 
5-4). For the compressor drum cavity the alignment factors are shown to have the required 
capability of achieving alignment with the test data.
7.2.1 Smooth Rectangular Cavity
To validate the model in steady state, with radial inflow, the rectangular cavity of 
Farthing et al. [58] was selected as an idealized geometry of a compressor drum cavity. 
The available data set shows the dependence of the vortex pressure drop on through flow 
and speed.
Reference [58] can be consulted for a full description of the rig. Briefly however, the rig 
consisted of a rotating cavity with pressure tapping’s along its radius. It was fitted with a 
pump downstream of the cavity to control the flow which was measured with Annubar 
differential pressure devices. In this arrangement the conditions upstream of the cavity are
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ambient and the cavity would have been in suction. The de-swirl nozzles are drilled holes 
at equally spaced locations along the circumference and are angled at 30 degrees to the 
tangent. Experimental accuracy was discussed by Farthing et al. Corrections were made 
for “zero drift” of the voltage level from pressure transducers and a small leak in the air 
system. Flow measurements were to an accuracy of 3%. The measurements have been 
shown to be in good agreement with steady state computational fluid dynamics (CFD) 
results by Kumar B. G. et al. [59].
The Simulink model was set up to represent the rig such that the flow at the lower 
radius of the cavity was fixed at a given rate whereas the flow and corresponding 
tangential velocity upstream of the cavity was fed by the deswirl nozzles (see Figure 7-2). 
The deswirl nozzle flow was a function of the pressure at the outer radius of the cavity. 
Ambient conditions set the upstream pressure and temperature of the nozzles. All of the 
cavity parameters were set to their defaults K = \,K^ =1 and the vortex index function is
the recommended default presented in Figure 5-4. The solver selected was ode3 
(Bogacki-Shampine) with a step size of 1e-3 seconds. Details about the solver can be 
found in the Simulink user guide [17].
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Figure 7-2: Farthing Model
The experimental data along with the overlaid simulation results are presented in 
Figure 7-3. Here Cp is the Pressure Coefficient ^Pi ~P\)lk^-^P^e ), and Q  the Flow 
Coefficient, . The line-up of the simulation with the experimental data is very good.
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The variation of the flow characteristic with speed (Reynolds Number) is well represented 
though the pressure maxima appear slightly over predicted
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Figure 7-3: Smooth Rectangular Cavity Flow Characteristic from Farthing et al.
Despite the complicated appearance of the flow characteristic of Figure 7-3 there are 
dominant contributors to each one of their regions. At zero through flow the vortex profile is 
forced, { n  = \). That is,
C. =  1 —
Cvi=0
y
(7-1
From the no-flow/forced vortex intercept there is a region of increasing pressure 
gradient, this occurs because as the through flow increases angular momentum is no 
longer just being diffused from the disks but being convected from the cavity outer radius 
offtake. As a result, the vortex profile begins to transition from forced to free and 
consequently the pressure gradient begins to increase. However, as the through flow 
increases, despite the angular momentum being increasingly conserved (/i ^ - 1), the
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amount of angular momentum at the offtake is decreasing due to the deswirl nozzles. It is 
these two contributing factors that come into balance to create the pressure maxima on 
the flow characteristics such as those of Figure 7-3. Following the pressure maximum, the 
region of negative resistance (dC^jdCp < 0 ) occurs because as the flow increases the
amount of swirl being taken into the cavity and the consequent angular momentum 
decrease. This continues until at some point the tangential velocity in the cavity will be 
zero and no pressure gradient will be generated. Generally this will occur at a deswirl 
nozzle tangential velocity which is slightly greater than the disk speed to compensate for 
the additional moments of the disk and shroud (refer back to Equation (4-62)). Finally, the 
tangential velocity in the cavity begins to rotate in the direction opposite that of cavity and 
will again begin to generate pressure gradients. The model is capable of capturing these 
effects and the end product is a flow characteristic that closely matches the measured 
data.
7.2.2 BR700 Compressor Cavity
To validate the model in steady state for an engine representative compressor drum 
geometry the CTR3 rig run to BR700 conditions was used [60].
A general arrangement of the rig is shown in Figure 7-4. A pressurized air source is 
located upstream of the set of preswirl nozzles to simulate the main annulus conditions. 
Relevant pressure ratios and Mach number are set by means of valves located upstream 
and downstream of these nozzles. A portion of the air is bled through the offtake and flows 
between the compressor disks to the deswirl nozzles. This flow is set by a valve located 
downstream of the disks. Furthermore, to control the axial loads, minimize leakages, and 
control disk temperature gradients, air would be metered to the adjacent cavities, again 
with the use of valves. More detail can be found in reference [60], suffice it to say that the 
operation of the rig was notably complex. While the region of interest here is from the de­
swirl nozzles to the disc bore, the available experimental data is in the form of pressure 
ratio from the annulus to the bore and cavity flow rate. Pressures and temperatures were 
measured using pressure tappings and thermocouples, and flow rates were obtained from 
orifice plate meters. HoBler estimated accuracy of the mass flow parameter presented 
below as 3% and accuracy of the pressure ratio as 0.36%.
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Figure 7-4: CTR3 Rig Geometry
Cavity geometry was input into the Simulink cavity model. The region of interest in the 
Simulink model was from the deswirl nozzles to the disk bore. Complications in the 
assessment of the boundary conditions arise because all the available data is in the form 
of pressure ratio from the annulus to the bore. In reference [60] a similar issue was 
experienced when trying to validate VP94 (a Rolls-Royce steady state integral momentum 
method, see reference [63] for an example of the use of integral methods) for this cavity. 
Following Ho(3ler’s approach, to correct for the discrepancy between the measurement 
location and the desired boundary condition, a simple SPAN (a Rolls-Royce 1-D steady 
state flow network tool) model was created. More detail is provided in the appendix in 
section A-8.
The experimental data along with the overlayed simulation results are presented in 
Figure 7-5. This set of data corresponds to a deswirl nozzle disk radius of 134mm and 
nozzle area of 600mm^ (see Figure 7-6 for geometry). The line-up of the simulation with 
the experimental data is, again, very good. Both the flow characteristic and its variation
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with speed are accurately represented. Unlike the smooth rectangular cavity of the 
previous section, to achieve this level of agreement with the test data required some 
modest alignment of the model. As shown in Figure 7-7, the vortex index was set such 
that, at most through flows, the index is larger (more forced) than for a smooth rectangular 
cavity. Physically, this could be attributable to the walls and shroud creating larger 
windage than a smooth rectangular cavity and the reader may refer back to Figure 4-3 to 
see how the model modifies the moment with vortex index. Even after modifying the vortex 
index to increase the moments, the cavity parameters still required some further alignment 
and were set XoK = l3 ,K ^ = A . The approximation of the shroud as a flat plate may be
responsible for the large correction to the moment, note that similar shroud alignment 
factors were required in Chapter 6 (refer back to section 6.2). Evidently, these coefficients 
are too high at low flows and the way to compensate for this is to set the vortex index 
values lower than the smooth wall values (again, as shown in Figure 7-7). Notwithstanding 
the need to align the model, it is very encouraging that once the flow characteristic is well 
aligned at one speed it scales well to other speeds. This makes the simulation of engine 
accelerations and decelerations possible. Some guidance on how to align the model to 
test data is provided in the appendix in section A-9. On a new engine program, where 
measured flow characteristics are not available, steady state CFD, as validated by Kumar 
et al. [59], could be used to determine K, Ks and the vortex index.
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Figure 7-5: BRR Compressor Cavity Vortex Dependence on Speed
Figure 7-6: BRR De-Swirl Nozzle Geometry
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Figure 7-7: Vortex Index Variation with Lambda for BR700
The dotted lines in Figure 7-5 are to highlight the negative resistance regions where 
obtaining data was notably difficult. Interestingly, it can be observed that as pressure ratios 
of the flow characteristics reduce it appears that the no-measurement region reduces as 
well.
This data set was run in a similar fashion to the data set in Section 7.2.1, again, flow at 
the lower radius of the cavity was fixed at a given rate whereas the flow and corresponding 
tangential velocity upstream of the cavity was fed by the deswirl nozzles (see Figure 7-2). 
Flowever, as noted earlier, the means of modulating this rig was via valves. As will be 
discussed in the following section if the model is modulated in a more rig representative 
fashion, similar behavior in the negative resistance region can be produced.
7.3 Transient Behavior
Based on the previous two case studies of section 7.2, the steady state performance 
of the method has been established. Furthermore, it was noted that the BR rig test had 
some examples of difficulty in stabilizing in the negative resistance region. Similarly, the
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V2500 test [61] used the same rig and seemed to exhibit even more difficulty in obtaining 
data in this region.
7.3.1 V2500 Rig Testing
Figure 7-4 can be consulted for a general arrangement of the rig as, apart from the 
details of the nozzle and cavity geometry (see Figure 7-8), it is schematically identical to 
that of the BR700. Section 7.2.2 can be consulted for a brief description of the operating 
procedure. More detail of the rig and operating procedure can be found in reference [61].
Figure 7-8: V2500, Build 6 De-Swirl Nozzle Geometry
Shown in Figure 7-9 is the flow characteristic corresponding to the Build 6 standard of 
the rig (nozzle area 541 mm^, disk radius 154.5mm). The vortex index function is the same 
as the one used in the BR700 analysis (Figure 7-7) however the cavity parameters 
required re-alignment {K-0.1,K^  =1). Apparently, this geometry does not require as much 
adjustment of the coefficients as the BR700 geometry did.
There were various standards of deswirl nozzles designs in the V2500 tests, however 
in Builds 4,5 and 6 the deswirl nozzles were located at the same radius and had the same 
angle and area. Interestingly, despite this commonality, characteristics that are notably 
different resulted; these differences were manageable by adjustment of K .^
102
0.25
& 0.2 
d
£  0.15
v>33
C
0.1Û.
ifT'
° c
p f  0.05
E
Increasing Valve Opening
2.31.9 2.11.71.51.3
annulus/P i
Model □ Data, TD R  82355
Figure 7-9: coj^f - 537 rpm/K° ®, Build 6 V2500 Rig Test Data
Various flow characteristics of a valve, located downstream of the cavity, have also 
been overlaid on Figure 7-9. Each curve corresponds to a fixed effective area and the 
various curves can be thought of as the operating map as the valve is modulated. The 
intent was to run the rig to a fixed annulus pressure, p„/us- Moreover, the rig would direct 
all the flow, regardless of whether it was bled to the compressor cavity or remained in the 
annulus, to a common exhaust such that pressure downstream of the valve is 
assumed constant.
Mathematically, the valve curves are expressed as.
P  annulus
P i
P  annulus
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r - \
P  annulus
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(7-2)
for an un-choked valve, whereas.
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(7-3)
for choked flow.
For a given valve position, the valve curve will intersect the vortex curve at the 
operating point of the rig. Regions where multiple solutions, as well as, discontinuity can 
be observed (greyed out in Figure 7-9). A transient model is required in this case because 
the solution the model will converge on is dependent on the path taken.
7.3.2 Transient Modeling
To demonstrate the hysteresis region, the model was setup in an analogous manner to 
the rig. Similar to what has been done for Section 7.2.2, the flow and corresponding 
tangential velocity upstream of the cavity was fed by the deswirl nozzles (see Figure 7-10). 
However, as opposed to fixing the flow at the cavity bore, as was done previously, it was 
controlled by a variable area orifice (valve) with a fixed backpressure, Pexhausi^  of 210 kPa.
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Figure 7-10: V2500 Model
As was done in the rig, the valve was modulated from fully closed to fully opened and 
back down to fully closed. This input signal and the corresponding flow can be seen in 
Figure 7-11. There are distinct jumps in flow as the valve is opened and closed which are 
due to discontinuities in the steady state performance. Furthermore, the asymmetry of the 
flow when comparing the valve opening and closing is due to the system hysteresis.
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Figure 7-11 : Input to and Response of the Disk Cavity
Because the valve curve only intersects the negative resistance region when other 
solutions are possible (refer back to Figure 7-9), the rig never converges in this region. As 
shown in Figure 7-12, when there are multiple steady state solutions, on sweep up (valve 
opening) the rig converges to the low flows, whereas on sweep down (valve closing) the 
rig delivers the high flow solutions. When exiting the multiple solutions region there is 
steady state discontinuity as the rig transiently jumps from low to high flow (valve opening) 
or vice versa (valve closing).
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Figure 7-12: Valve Opening and Closing Behavior of the Rig
The various discontinuous, hysteresis and no-solution behaviors are most clear when 
looking at Figure 7-13. When the cavity behavior is not understood, it may easily be 
mistaken for instability. The operator may believe that by modulating the valve very slowly 
that they may be able to capture the negative resistance region, however despite this, the 
rig will always jump up and down and no solution in the negative resistance region is 
possible when the rig is modulated in this way.
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Figure 7-13: Radial Inflow vs Valve Opening
When the intent is to capture the full flow characteristic, discontinuous, hysteresis and 
no-solution behavior is not desirable. To eliminate it, two specific measures may be taken:
1. If modulating the flow using a valve downstream of the rig, the pressure 
downstream of the valve must be sufficiently low. This agrees with the 
observations made of Figure 7-5, where it became easier to capture the 
negative resistance region as the pressure ratio across the cavity reduced.
2. Rather than modulating the flow with a valve, the preferred option would be to 
place a pump downstream of the rig that fixes the flow. This is how the rig in 
section 7.2.1 was operated; again no difficulty in obtaining the negative 
resistance region was observed.
These two solutions are shown graphically in Figure 7-14.
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7.3.3 Complicating Factors
In the previous section pannul J  was used in Equation (7-2) and (7-3) to
align the simulation behavior with the observed behavior. Although this may have been the 
PannuiuJpexhaust ^t low flow, at high flow this conflicts with the available data.
As shown in Figure 7-9, PannuJPi =2.43 at the highest recorded flow. Noting that
Pexhaust ~  P \  >
P annuhJP exhaust ~ 2-43, if
P annulus
= 0
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Clearly, the annulus and/or the exhaust pressures must have varied. More realistic 
constraints could be say,
PannuJ P^ haus, = 2.13 3t = 0
P annulus
and,
m It
PannuJPedumst =  2-43 3t = 0.25
P annulus
A straight line characteristic could satisfy these constraints. This could mean that the 
annulus pressure rises with increased offtake flow because the annulus diffuser 
performance reduces. The resulting characterstic would not be much different because, as 
shown in Equation (7-3), once the valve chokes the characterstic is not a function of
Pannulus! Pexhaust ’
A further complication arises due to the valve discharge coefficient changing with 
pressure ratio such that for a given opening the effective area can change.
Fundamentally, when the valve characteristic only intersects the negative resistance 
region of the vortex characteristic when other solutions are possible convergence in this 
region will not occur.
7.4 Conclusion and Recommendations
A methodology for a transient model of a cavity with rotating flow has been created 
and implemented in Simulink. It allows flexibility in the selection of vortex profile which can 
be made to change with varying through flow. This allows for more realistic prediction of 
disk windage, tangential velocity and consequently the vortex pressure gradient.
The current study concentrated on deswirl nozzle fed, rotating cavities with radial 
inflow. The vortex flow characteristics (non-dimensional flow versus pressure ratio)
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predicted by the model were validated for 2 distinct cases. For the smooth rectangular 
cavity of Farthing et al. [58], the flow characteristic was predicted and no further alignment 
of the model beyond its default parameters was required. For the BRR compressor drum 
rig [60], the flow characteristic of the cavity was reproduced with alignment of the model. 
Once the model was aligned it was verified that when changing the disk speed the flow 
characteristic still aligned to the test data.
In the case of the BRR [60] and V2500 [61] rigs, when attempting to characterize the 
behavior of these cavities, although more pronounced in the V2500 case, both observed 
difficulty in capturing the characteristic in the negative resistance region. A transient model 
of the V2500 was able to reproduce the hysteresis, discontinuities and regions of no 
steady-state solution. In this case, a model with transient capability is required as a steady 
state model would choose one of the possible solutions without physical justification.
This behavior is attributed to the flow modulating valve characteristic only intersecting 
the negative resistance region of the vortex characteristic when other solutions are 
possible. In this case, convergence in this region will not occur if the valve is slowly 
opened and closed (this may be extended to fast valve stroking though this was not 
verified).
When the intent is to capture the full flow characteristic, discontinuous, hysteresis and 
no-solution behavior is not desirable. To eliminate it, two specific measures may be taken:
1. If modulating the flow using a valve downstream of the rig, the pressure 
downstream of the valve must be sufficiently low.
2. Rather than modulating the flow with a valve, the preferred option would be to 
place a pump downstream of the rig that fixes the flow.
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8 Stationary Cavity with 3 ports (Vortex Ampiifier)
8.1 Background
A vortex amplifier is a three port device which contains one discharge and two 
inlets. Of the two inlets one is oriented radially and one tangentially. A schematic of a 
vortex amplifier is shown in Figure 8-1. Vortex amplifiers can be used for modulating flow, 
for this reason, in some cases it may be used for functions that would otherwise use a 
mechanical valve. Unlike a valve, rather than turning down the flow by modulating the 
valve area, more flow is injected through the tangential (control) port setting up a vortex of 
increasing strength. This has the effect of creating an adverse pressure gradient for the 
main radial (supply) flow to overcome. Unlike a valve, which can achieve essentially full 
flow cut-off when closed, the vortex valve can usually achieve turndown (max flow/m in 
flow) on the order of 10 to 20 times [64], this occurs when the supply flow is zero and the 
discharge is only composed of the control flow. The benefit of the vortex valve is that it has 
no moving parts and thus achieves higher reliability than mechanical valves. In gas turbine 
fluid systems, which are often required to cool hot components, it is sometimes critical that 
they operate as intended and consequently failures are intolerable. In these types of 
systems vortex amplifiers may be preferred to mechanical valves for their inherent 
reliability. Because of the modulation capability of systems that contain these devices and 
because of their unique system dynamics [65][66][67][68][69] it becomes essential to have 
an understanding of the transient behaviour of these fluidic devices and the systems that 
contain them.
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Figure 8-1 : Schematic of Vortex Amplifier [69]
Steady state behavior of vortex amplifiers has been predicted using physics based 
models [70] and the transient behavior has been reproduced using linear empirical models 
that rely on experimentally derived coefficients [65][66][67][68][69]. To this authors 
knowledge no physics based transient models currently exist. This chapter will investigate 
the ability of the model as developed in Chapters 4 and 5 to reproduce the transient 
behavior of a vortex amplifier. The behavior of the model will be compared to the 
experimental results of Kitsios and Boucher reported in reference [66].
Section 8.2 will proceed with a description of the vortex amplifier and the 
experimental setup used by Kitsios and Boucher. Section 8.4 will provide the description of 
the model setup. Section 8.3 provides a description of the procedure used to post-process 
the data. Section 8.5 will discuss the results and a summary will be provided in section 8.6.
8.2 Summary of Experimental Setup of Kitsios and Boucher
The geometry of the vortex amplifier used in this study is documented in Kitsios’ thesis 
[71]. The exploded view of the vortex amplifier is shown in Figure 8-2. The geometry was 
extracted from Kitsios’ thesis by Nicolas Romero from the University of Sheffield and
112
transferred in an e-mail communication [72]. Sketches of the geometry are shown in 
Figure 8-3, Figure 8-4 and Figure 8-5. No geometric details of the manifold supplying the 
control ports were available (schematic in Figure 8-6), however the geometry that was 
selected had sensible dimensions and helped improve the alignment of the model to the 
test data.
SUPPpr PORT
PARTITION PLATE
CONTROL PORT
BACK PLATE
CONTROL NOZZLE
B O D Y
DIFFUSER
Figure 8-2: Exploded View of Vortex Amplifier [69]
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Figure 8-3: Schematic of Vortex Amplifier Geometry, Side View (not to scale)
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Figure 8-4: Schematic of Vortex Amplifier Geometry, Front View (not to scale)
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Figure 8-5: Control Port Geometry (not to scale)
Figure 8-6: Control Manifold Scematic[66]
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The Vortex Amplifier can be modeled as having three independent input pressures 
(and their derivatives) and three dependant output flows (and their derivatives). At an 
operating point, the relationship between a given input and output can be expressed using 
transfer functions. Using Laplace transforms this is conveniently expressed as,
-% (,r
= i'sc(‘«) Ycc(s) roc('5)
.goi's). .PoW .
(8-1)
Where q is flow, p is pressure, F is a transfer function. The subscript is to indicate
the location of the parameter being referenced: S is the supply, C is the control, O is the 
outlet. It is further shown that the parameters and transfer functions are a function of the 
Laplace variable, This was the chosen method for expressing the behavior of the vortex 
amplifier in reference [65].
For the particular vortex amplifier of reference [66], Kitsios and Boucher measured two 
of the transfer functions namely Ysc and Toe- This was done because in the simple circuit 
model of the vortex amplifier proposed by Kitsios and Boucher, the nine transfer functions 
contain 15 underlying parameters, of these, 13 can be inferred from the steady state 
characteristic. It was proposed that that the transfer functions measured experimentally 
allowed evaluation of the remaining 2 (consult references [65] and [66] for more details). 
This was done by measuring the frequency response. Recall that when 5 = jœ, where cc is
the radial frequency and y = V ^ ,  Y[jco) is then the frequency response. To do this, the 
device was placed in the two rigs, schematically described in Figure 8-7 and Figure 8-8.
Briefly, to measure the control flow to supply pressure (referring to Figure 8-7), Ysc, at 
the operating point of interest the discharge fan was turned on and the throttle was tuned 
to provide the desired discharge flow as measured via the discharge flow rotameter. Lpsc, 
the source and control port pressure difference, and ruc, the control port mass flow, could 
be measured directly using instrumentation whereas the other parameters were inferred 
from the steady state characteristics of reference [66]. Pressures of varying frequency 
were generated via an actuated valve upstream of the supply of the device. The resultant 
input waveform was then measured with the use of a pressure transducer placed at the
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supply port. The control flow was measured with the use of a hot wire probe placed 
upstream of the control port manifold. The post processing of the two signals essentially 
involved taking FFT’s of the input and output signals such that the magnitude and phase 
response could be computed for the fundamental frequency generated by the valve. The 
test was repeated for various supply pressure frequencies to construct the Ysc frequency 
response curve. So that this frequency response is representative of Ysc, the pressure at 
the discharge is required to be kept constant. By placing a large volume at the discharge 
this could be approximated down to low frequency. However, as the supply pressure 
frequency reduces the mass in the discharge volume begins to vary with increasing 
significance causing the pressure in the discharge to vary, producing larger error at lower 
frequencies.
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Figure 8-7: Test Arrangement for Measuring the Supply to Control Transfer
Function, Ysc [66]
To measure the outlet flow to supply pressure transfer function, Yoc, the discharge flow 
was set in the same fashion as in the previously described test. In this case, Apoc, the 
outlet to control pressure difference, and ràc could be measured directly using 
instrumentation whereas the other parameters were inferred from the characteristics of 
reference [66]. Pressures of varying frequency were generated via an actuated valve 
connected directly to the discharge plenum. Again, the resultant input waveform was then 
measured with the use of a pressure transducer placed close to the discharge port. The 
control flow was again measured with the use of a hot wire probe in the same location.
The frequency response of the two signals was again compared (at the frequency of
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interest) such that the magnitude and phase response could be computed. In this case, it 
was required to maintain a constant supply flow which again was done with the use of a 
large volume. The test was repeated for various discharge pressure frequencies to 
construct the Y^ c frequency response curve.
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Figure 8-8: Test Arrangement for Measuring the Outlet to Control Transfer
Function, Y^c [66]
8.3 Data Processing
To calculate the transfer functions of interest, namely Y^ c and the ratio of the 
frequency response of the output (control port flow) to input (supply or outlet pressure 
depending on the case of interest) frequency was calculated. Frequency data was required 
up to 200Hz to ensure sufficient resolution up to the highest frequencies measured in the 
experiments of Kitsios and Boucher. Data was recorded at a sample time of At=1x10'® s, 
which results in (non-alias) frequency data available up to 5x10^ Hz (1/(2At)). The input 
pressure signal selected in both case studies was an impulse of width 1x10'^ s. As shown 
in Figure 8-9, the frequency content of a finite impulse pressure input is a sine function.
p ( j69) = — (sin((ür)+ ;(cos(^yr)-l)) 
0)
(8-2)
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Where p[jû^ is the frequency response of the finite pressure impulse at the
frequency œ . P \s the magnitude of the impulse and t is the width of the impulse; this 
signal was selected because of its rich frequency content across the spectrum of interest. 
As can be seen in Figure 8-9 for the width of the impulse selected the frequency content is 
essentially uniform across the frequency range of interest. As a result the entire frequency 
spectrum could be obtained with the use of a single input perturbation. This is in contrast 
to how the experiments of Kitsios and Boucher conducted their measurements where 
various inputs of varying fundamental frequency were swept through sequentially. The 
time domain response to the finite impulse perturbation was recorded and then post­
processed using the Fast Fourier Transform function in Matlab. To obtain the transfer 
function, the ratio of the output to the input spectrums was calculated. The Fast Fourier 
Transform routine carried out in Matlab is shown in appendix A-10.
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Figure 8-9: Input Signal, Time Domain (left) Frequency Domain (right)
8.4 Model Setup
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The vortex chamber (the cavity formed between the body and the partition plate in 
Figure 8-2) was modelled using the Simulink block described in Chapter 5. Besides the 
vortex chamber, the relevant features that make up the vortex amplifier and rig were 
integrated with the rotating flow block into a more complex network. The model included 
relevant volumes and pressure losses for the supply port, discharge port and control 
manifold. Any plenums included in the rigs were included in the model. The following 
section describes this.
In this case study, the portion of the system model that does not make up the vortex 
chamber was modelled outside of the Simulink environment. The software tool chosen in 
this case was AMESim, Revision 10 [18]. AMESim is a simulation software tool for the 
modelling of 1-D systems. Like Simulink, models are created using a graphical 
representation. Unlike Simulink, which essentially represents mathematical relations 
graphically, AMESim represents the model as an interconnection of physical component 
(straight pipes, bends, valves, restrictions, volumes, etc...). Because of this underlying 
architecture, when buidling flow models complex networks can be represented in an 
intuitive layout. For this reason AMESim is an attractive tool for the modelling of transient 
flow networks.
In this context, Simulink is used as an integration platform for coupling the model with 
customized code (i.e. the rotating flow block). The relationship between the two modelling 
environments is further shown schematically in Figure 8-10. Input and output interface 
management between software environments is accomplished using the 'SimuCosim' 
interface block in the AMESim portion (see portion of the figure labeled 1, 
“Amesim/Simulink Interface”) and an ‘s-function block’ in the Simulink portion (see portion 
of the figure labeled 2, “Simulink/Amesim Interface”). In the Simulink model, the rotating 
flow block (see portion of the Figure 8-10 labeled 3, block titled “V11”) receives its inlet 
tangential velocity information from a subsequent calculation (see portion of the Figure 
8-10 labeled 3, block titled “Swirl Nozzle”). This block uses the control port geometry and 
flow rate to calculate the tangential velocity at the control port. This is then mass flow 
averaged with the supply port tangential velocity (=0) to calculate the effective tangential 
velocity into the cavity; this averaging conserves the angular momentum of the mixture.
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Figure 8-10: Diagram Showing Coupling between Simulink and AMESim
In this mode, the AMESim model and the Simulink model both use their own solvers. 
In Simulink this corresponded to the fixed step solver “ode3 (Bogacki-Shampine)” which
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was also used in the previous Chapter. A fixed step solver was selected as it is desirable 
to have equally spaced data for transformation to the frequency domain. In AMESim, the 
solver used was the so called “Optimized” solver. This uses a collection of 17 variable step 
and variable order methods that are selected based on the characteristics of the equations 
constructed from the model. Slightly more description can be found in the AMESim user 
guide that is provided with the software. Although the AMESim solver is variable step, all 
the synchronization and data exchange with Simulink is handled in a manner which is 
transparent to the user and data was recorded at the rate of the fixed step solver in in 
Simulink.
The geometric data used in the model is recorded below in Table 8-1.
Table 8-1- Model Parameters
AMESim geometry:
Control feed pipe (main): Length = 0.6 m. Diameter = 29.21 mm 
Control feed manifold (3x, Control feed pipe taps into middle of one):
Length = 0.3 m. Diameter = 29.21 mm
Control port: Area = 4 x 58.06 mm^, Cd = 0.85
Supply throttling effective area = 1550 mm^ (used only in the Yoc rig)
Supply rig volume = 1880 I (used only in the Yoc rig)
Supply pipe: Length = 0.2 m. Diameter = 82 mm 
Supply port: Area = 5352 mm^ Cd=0.7183 
Supply volume: 4.1128 I
Supply-to-Vortex chamber effective area = 9054mm^
Discharge port: Area = 2485.93 mm^ Cd = 0.7085 
Discharge pipe: Length = 0.196m D = 56.26mm
Simulink Model Cavity:
Cavity outer radius, R2 = 0.1016 m
Cavity inner radius, R1 = 0.0158758x0.2 m
Cavity width = 0.00914m
Control Flow Velocity Injected °5 from tangential
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To align the model to the steady state characteristics (which do not include a control 
manifold), Figure 8-11 and Figure 8-12 were used with the following methodology.
Referring to Table 8-1, to calculate the discharge coefficient of the supply and the outlet, 
the model was matched to the point where the control flow is zero so that a pressure 
gradient of zero across the vortex cavity can be assumed and the discharge coefficient of 
the control port is irrelevant (thus eliminating 2 unknowns). Then only knowledge of the 
two flows is sufficient to calculate the two discharge coefficients because they are the only 
two unknowns remaining. Referring to Figure 8-11 and Figure 8-12 this corresponds to 
‘point 1 '.Then what remains to be determined is the Cd of the control port and the 
characterization of the vortex chamber. To characterize the vortex: the effective inner 
radius, Ri, (where pi is calculated and used as the upstream pressure of the discharge) 
and the vortex index, n, must be obtained. To obtain the inner radius and control port Cd, 
the model is matched to a data point with high throughflow such that n=-1 can be assumed 
(labelled ‘point 2' in Figure 8-11 and Figure 8-12). The effective inner radius and discharge 
coefficients are then assumed constant for the device. Now as many points as required to 
obtain an effective match are swept through and the vortex index required to match the 
characteristics is recorded (labelled ‘point 3’). In this case to obtain the match shown in 
Figure 8-11 and Figure 8-12 an additional 2 points were needed. The resulting vortex 
index for the given throughflow parameter is shown in Figure 8-13.
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Figure 8-12: Alignment of Apcs to Supply Flow
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Figure 8-13: Vortex Index versus Throughflow
No attempt was made to model the vortex amplifier in reversed flow. This would 
require appropriate handling of the momentum flux. The case where both inlet ports are 
reversed should be well managed using the current method however, where only one of 
the two inlet port are reversed would require some attention.
8.5 Results
In this section the dynamic response of the device is explored; both the time and the 
frequency domains are investigated. The step response is investigated in the time domain 
to provide insight into the physical mechanisms at play within the device whereas the 
frequency response is presented for comparison with the experimental data. In all cases 
the response under investigation is the control flow. As for the inputs, in section 8.5.1 it is 
the supply pressure for the calculation of Ysc and in section 8.5.2 it is the discharge 
pressure, for the calculation of Yqc-
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The experiment [66] calculated the transfer functions under investigation at two 
separate operating points; so called operating points “A” and “B”. The steady state 
operating point in the model was set to mimic the operating point “A” in the experiment
[66], repeated here for convenience,
Apco = 150 mm H2O 
Apcs = 20.5 mm H2O 
Pc = Ambient
No attempt was made to simulate operating point “B”; it can be verified by consulting 
reference [66] that an essentially identical frequency response was obtained. The 
pressures were applied as boundary conditions in the model, and then by comparison with 
the steady state characteristic of the device, shown in Figure 8-14 and Figure 8-15, the 
flows can then be compared. Shown in these figures is the estimated effect of the control 
manifold on the operating point. The steady state behavior of the device was characterised 
experimentally without the control manifold present. In the Kitsios paper, this was assumed 
to be of negligible effect whereas it is shown here that the supply pressure changes by 
about 10% due to the additional pressure loss in the control manifold.
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Figure 8-15: Control to Supply Flow
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8.5.1 Supply Pressure to Control Flow Response
To understand the time response it was decided to look at the response of the system 
to a step change in supply pressure rather than the finite impulse used for the frequency 
response. In this case, a drop of 10 Pa in pressure as shown in Figure 8-16, was specified 
at the supply port of the device. In the figure (and all the step response figures to follow) 
the time axis is non-dimensionalized by the vortex chamber filling time at the operating 
point. The vortex cavity filling time for this operating point is found to be tfm = vp/rh = 
(2.9e-4 m^)x(1.23 kg/m^)/(0.0355 kg/s)=0.010 s. The same variables are plotted twice 
side-by-side one at a short timescale and one at a longer timescale Also many of the 
properties shown in the figures have been non-dimensionalized by the absolute value of 
the change in that property. Using the absolute value shows whether the quantity in 
question increases or decreases as a result of the input provided.
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Figure 8-16: Supply Pressure Input to the Y^c Measuring Rig
The variation of the flow at the device supply and at the inlet of the vortex cavity is 
shown in Figure 8-17. The difference between the two flows is due to the large supply
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plenum which is upstream of the vortex chamber. The supply port experiences an initial 
undershoot in supply flow before the plenum depressurizes. This corresponds to dynamics 
which occur in the frequency range /-lOOOHz range and is significantly attenuated at the 
cavity. By tltfm  = 0.05 or t  = 0.0005 s the supply port is essentially behaving in a quasi 
steady fashion.
Vortex Amplifier Supply Flow Response
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Figure 8-17: Supply Flow Response from the Ysc Measuring Rig
The resultant change in supply flow causes a depressurization of the vortex cavity as 
indicated by the drop in p in Figure 8-18. In Figure 8-18 the pressure has been normalized 
using the magnitude of step in the Supply Port pressure, ps (10 Pa). The drop in average 
pressure in the cavity sucks in more control flow. As shown in Figure 8-19, initially, there is 
quite a high frequency flow overshoot at the cavity entrance corresponding to a frequency 
of about /-1 0 0 //Z  range, however the capacitance of the control port acts to attenuate this 
at the control port inlet of the device. The effect of the increased control flow is to 
strengthen the vortex within the cavity, thus increasing the adverse pressure gradient due 
to the vortex, also shown in Figure 8-18. The increased adverse gradient causes a 
subsequent reduction in the control flow; as shown in Figure 8-19. Before this occurs, the
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control flow will have overshot its final value by over 2 times and the frequency of this 
oscillation is in the 10/-/z range.
Vortex Amplifier Cavity Pressure Responses
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Figure 8-18: Pressure Response from the Ysc Measuring Rig
131
Vortex Amplifier Control Flow
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Figure 8-19: Control Flow Response from the Ysc Measuring Rig
As for the discharge (outflow) port, shown in Figure 8-20, for the very first instant there 
is actually an increase in the outflow; this can be attributed to the initial drop in the vortex 
pressure gradient seen previously. However this is quickly followed by a steep drop in 
mass flow owing to the seemingly instantaneous drop in average pressure seen 
previously. Following this, after about t/tfm  = 20 the change in supply and control flow 
have reached steady state with the outlet.
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Vortex Amplifier Discharge Flow Response
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Figure 8-20: Discharge Flow Response from the Y^c Measuring Rig
The frequency response obtained from the process described in section 8.3 is shown 
in Figure 8-21. The phase diagram at low frequency approaches 180° (or -180°) this is 
simply to say that an increase in supply pressure creates a reduction in control flow. The 
relevance of the sign is more to do with the standard of the phase evaluating algorithm in 
Matlab as it is not clear from the reference, how Kitsios and Boucher would have evaluate 
the difference between a 180° lead or lag. As the frequency increases the phase response 
is well matched.
The magnitude plot is shown in Figure 8-22. The peak at about 10Hz correlates with 
the frequency of the oscillations in Figure 8-19. There is a notable difference in this 
magnitude response compared to the experimental results, though the trend is quite 
apparent. At about 150Hz there is a slight change in the slope of the frequency response 
though there is no local minimum like in the experiment. This may be due to the high 
frequency control flow overshoots not being attenuated in the experiment as they are in 
the simulation.
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Figure 8-21 : Ysc Phase Frequency Response
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Figure 8-22: Magnitude Frequency Response
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8.5.2 Outlet Pressure to Control Flow Response
To investigate the response of Yqc , the outlet pressure is stepped down as was done 
in Figure 8-16 (again 10 Pa). As shown in Figure 8-23, the flow at the device discharge 
initially responds very quickly (t~0.1xtfiii) to the drop in pressure. It can be seen that the 
inner radius cavity flow (discharge inlet) and discharge exit flow are essentially equal. At 
larger timescales, the cavity discharge overshoots its final value; this reduction in flow 
results from the fact that the increased flow causes a drop in the average cavity pressure, 
as shown in Figure 8-24, which subsequently acts to reduce the flow.
Vortex Amplifier Discharge Flow Response
4.5
Device Discharge 
Cavity Discharge
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0.5
Figure 8-23: Discharge Flow Response from the Yoc Measuring Rig
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Vortex Amplifier Cavity Pressure Responses
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Figure 8-24: Pressure Response from the Y^c Measuring Rig
The reduction in the average cavity pressure acts to suck in more control and supply 
flow (shown in Figure 8-25 and Figure 8-26) the balance of these two is such that the 
adverse pressure gradient then increases, causing a subsequent drop in both these 
quantities. There is a relatively high amplitude oscillation on the cavity pressure; referring 
back to equation (4-23) it is known that the rate of change of pressure is proportional to the 
net flow in the cavity (shown in Figure 8-19). As the oscillations in the net flow are of the 
same order as those in the control port, it is evident that the pressure fluctuations are 
largely contributed to by the oscillations in the control port. The frequency of this oscillation 
is seen to occur in the f~WOHz  range. Moreover it can be seen that there is about 180° of 
phase difference between the control flow at the vortex and the inlet of the control 
manifold.
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Figure 8-25: Control Flow Response from the Measuring Rig
Referring again to Figure 8-26, the difference in the supply flow response in the vortex 
chamber and the rig inlet (upstream of the throttle shown in Figure 8-8) is related to the 
transient response of the supply pressure. Although the experiment had the intention that 
the supply port pressure is maintained constant with the use of a large plenum, the model, 
which includes this plenum, predicts the supply pressure change that would have occurred 
in the rig; the shape of the response is shown in Figure 8-27. This is included in the 
simulation as the main objective of the present study is to compare the model results to 
the rig results rather than obtain the most accurate estimate of the transfer function 
possible using the current method.
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Figure 8-26: Supply Flow Response from the Yoc Measuring Rig
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Figure 8-27: Supply Pressure Response from the Y^c Measuring Rig
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The frequency response obtained following the procedure of Section 8.3 is shown in 
Figure 8-28 and Figure 8-29. The phase response matches well, at low frequency the 
model evidently shows that an increase in outlet pressure causes a reduction in control 
flow, thus the 180° response. Also, in the 100Hz range the phase drop off is consistent 
between the two curves. This behavior was demonstrated to be due to the control port 
dynamics. This is further shown in Figure 8-29; the amplitude of the resonant frequency at 
about f~130Hz corresponds to the oscillations in the control flow that are not attenuated by 
the control port manifold. The amplitude peak in the 10Hz-50Hz range is associated with 
the initial changes in the cavity pressure gradient and the average cavity pressure in 
Figure 8-24.
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Figure 8-28: Voc Phase Frequency Response
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8.6 Conclusion
The swirling flow cavity model developed in Simulink has been incorporated in a 
network model for a three port vortex amplifier. A method has been devised for coupling 
the vortex cavity modelled in Simulink with the balance of the system (supply, control and 
discharge port geometry), modelled in AMESim. Unlike Simulink, AMESim represents the 
model as an interconnection of physical components which can make it an attractive tool 
for the modelling of transient flow networks.
The Ysc and Yoc transfer function behavior of the vortex amplifier was investigated via 
time response and frequency response analysis. Time response revealed the underlying 
physical mechanisms at play whereas the frequency response was compared with the 
experiment of Kitsios and Boucher. The steady operating point of the experiment was 
simulated with flows matching closely to the steady state characteristics. Phase responses 
matched the experiments closely. The amplitudes are believed to be sufficiently accurate 
that the model would be helpful as a predictive tool for transient behavior. In both transfer
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functions investigated, the model is capable of predicting the relevant frequencies in the 
device response. It was inferred from the time response that frequencies in the 100 Hz 
range appear dependant on the on the geometry of the control ports as this is where the 
flow signal is attenuated, whereas signals in the 10 Hz range are more dependent on the 
entire system configuration as these oscillations are apparent in all the pressure and flows 
throughout the device.
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9 Conclusions and Recommendations
The motivation for the current work was to improve the transient fluid analysis 
capability for turbomachinery fluid systems. In Chapter 2, examples have been given that 
show how transient flow behavior can affect fluid systems and how modelling was used to 
understand and aid system design. The underlying methods used in these examples as 
well as others found in the current literature were detailed in Chapter 3. Published 
methods essentially provide capability for predicting transient behavior in liquid and gas 
pipe flows. Many of the systems present in gas turbines can be well predicted using these 
methods. As discussed, one of the fluid systems whose transient behavior must be 
considered is the engine's internal air system. When the flows under consideration do not 
have significant amounts of swirl then, in particular, the lumped parameter methods in 
Chapter 3 may be most suitable as the internal air system often consists of large plenums 
separated by orifices. However, complications in the analysis of air systems arise when 
the cavity flow being modelled contains a significant amount of rotation. In this case, where 
the vortex spin-up time and resultant pressure gradient response cannot be neglected, no
1-D transient modelling methodology existed.
Chapter 4 described a new 1-D formulation for computing the time varying properties 
of rotating fluids in cavities with rotating or static walls. The model may be used in cases of 
inflow or outflow with varying amounts of inlet swirl. It is valid for fluids that are well
described by perfect gases and provided that the flow conditions are such that i y /  jc ^ T )
is small, though, suggestions of how to manage situations where i y / jC p T ) is not
negligible are made. The model allows flexibility in the selection of the vortex profile which 
can be made to change with varying through flow. This allows for more realistic prediction 
of disk windage, tangential velocity and consequently the vortex pressure gradient. As 
discussed in Chapter 5, the methodology for the cavity with rotating flows has been 
implemented using the Simulink simulation environment using a subsystem block that can 
now be used for carrying out transient simulation under a range of applications. The 
accuracy of the underlying method and implementation was then demonstrated under a 
broad range of test cases.
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In Chapter 6, transient outflow in rotor/stator disk cavities have been examined using
2-D CFD and the 1-D model. For the particular disk cavity flow analysed with CFD, 
rotational effects almost doubled the pressure response time at the lower flow rate. It was 
shown here that the 1-D modeling method is a viable approach to this problem, capable of 
reproducing many of the effects observed in a CFD solution for a rotor-stator disk cavity 
with outflow. The vortex index and tangential velocity were aligned in the model such that 
the pressure difference and angular momentum would match the CFD. As a result, many 
parameters of interest were well predicted. There is a notable higher-order oscillation in 
the CFD rotor moment that is not represented by the 1-D system dynamics because the 
moment alignment coefficient is selected as a constant value rather than one that changes 
with time. Despite this, overall levels of moment established are correct and the trend is 
apparent.
Chapter 7 presented deswirl nozzle fed, rotating cavities with radial inflow. The vortex 
flow characteristics (non-dimensional flow versus pressure ratio) predicted by the model 
were validated for, the smooth rectangular cavity of Farthing et al., as well as, the BRR 
and V2500 compressor drum rig. A transient model of the V2500 was able to reproduce 
the hysteresis, discontinuities and regions of no steady-state solution behavior observed in 
the experiments. In this case, a model with transient capability is required as a steady 
state model would choose one of the possible solutions without physical justification. Use 
of the model provided problem understanding and resulted in recommended measures 
that could be taken for eliminating this behavior on future rig tests.
In Chapter 8, the swirling flow cavity model developed in Simulink has been 
incorporated in a network model for a three port vortex amplifier. A method has been 
devised for coupling the vortex cavity modelled in Simulink with the balance of the system, 
modelled in AMESim. The steady operating point of the experiment was simulated with 
flows matching closely to the steady state characteristics. The dynamic behavior of the 
vortex amplifier was investigated via time response and frequency response analysis. The 
frequency response was compared with the experiment of Kitsios and Boucher. The model 
is capable of predicting the relevant frequencies in the device response. Phase responses 
matched the experiments closely and amplitudes are believed to be sufficiently accurate 
that the model could be used as a predictive tool.
143
Though the model has been verified against a range of industrial problems some 
further work to establish the model as an industrial design and analysis tool is 
recommended. The implications of how the model affects the way in which internal air 
systems are designed and analysed should be explored. As such, it should be defined in 
working practices when this modelling technique should be used as a matter of course. 
When appropriate, the model should be trialled in a project setting. In this case, the end 
user should not be the tool developer, so as to understand timescales required for training. 
Doing this would allow verification of “user friendliness” and verification of using this 
document as a user guide. As such, appropriate risk management and validation should 
be carried out.
Some of the methods, for example, the scaling of disc moment with vortex profile may 
provide improvements to vortex modelling in steady-state 1-D network model analysis and 
this should be explored. Additionally, it may be desirable to port the methodology to other 
simulation environments (AMESim for example). To address these opportunities, 
translating the Simulink model to C++ code using the autocoding functionality in Matlab 
(Real-Time Workshop) may be an option.
Finally, it has been demonstrated that the novel 1-D method proposed offers a 
practical, general predictive capability for transient air system network modeling.
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A. Appendix
A-1 Water hammer code
This example code, which may be run in Matlab, is a direct translation of a Fortran 
code found in [41]
function [Hvalve] = ex31()
L=6 00 ; 
a=1200;
D=0.5;
f=0.018;
Hr=150; 
tc=2.1;
Tmax=4.3;
Em=l.5 ;
CdA=0.009; 
g=9 .806 ;
N=5;
T=0;
NS=N+1;
DT=(L/N)/a;
R=f*(L/N)/ (2*g*D*(pi*D^2/4)^2);
B=a/(g*pi*D^2/4);
QO=sqrt(2*g*CdA^2*Hr/(R*N*2*g*CdA^2+l));
TAU=1;
for 1=1:NS
H(i)=Hr-(i-l)*R*Q0^2;
Q(i)=QO;
end
CVP=0.5*Q0^2/H(NS); 
t=T;
Hvalve=H(NS);
while T<Tmax 
T=T+DT;
%compute interior points 
for i=2:N
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Cp=H(i-l)+B*Q(i-l)-R*Q(i-l)*abs(Q(i-l)); 
Cm=H(i+l)-B*Q(i+l)+R*Q(i+l)*abs(Q(i+l)) ;
Hp(i)=0.5*(Cp+Cm);
Qp(i)=(Hp(i)-Cm)/B; 
end
%boundary conditions 
Hp(l)=Hr;
Qp(l)=Q(2)+(Hp(l)-H(2)-R*Q(2)*abs(Q(2))) / B ;  
if(T<tc)
TAU=(l-T/tc) ''Em;
CV=TAU^2*CVP;
else
TAU=0;
CV=0;
End
Cp=H(N)+B*Q(N)-R*Q(N)*abs(Q(N)); 
Qp(NS)=-B*CV+sqrt((CV*B)^2+2*CV*Cp); 
Hp(NS)=Cp-B*Qp(NS);
H=Hp;
Q=Qp; 
t=[t T];
Hvalve=[Hvalve H(NS)]; 
end
plot(t,Hvalve,'-mo', ...
'LineWidth', 2 , . . .
'MarkerEdgeColor', 'k ', ...
'MarkerFaceColor',[.49 1 .53],...
'MarkerSize', 12)
hold on
end
A-2 Column Separation Code
function [Hvalve] = ex31cav()
%inputs
[L,a,D,f,Hr,to,Tmax,Em,CdA,g,N,T]=ins;
Hv=0;
Hb=0;
%constants
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NS=N+1;
DT=(L/N)/a;
R=f* (L/N)/ (2*g*D*(pi*D^2/4)^2);
B=a/(g*pi*D^2/4);
%initial conditions
QO=sqrt(2*g*CdA^2*Hr/(R*N*2*g*CdA^2+l));
TAU=1;
for i=l:NS
H(i)=Hr-(i-l)*R*Q0^2;
Q(i)=QO;
End
CVP=0.5*Q0^2/H(NS);
%initialization for column separation modelling
ICAV(1:NS)=0; %initially no cavity
VCAV(1:NS)=0; %initially no volume
Z(1:NS)=0; %section elevation
Qu=Q ;
%for plotting 
t=T;
Hvalve=H(NS);
%time marching
while (KTmax)
T=T+DT;
%interior points
[Hp,Qp,Qpu,ICAV,VCAV]^interior(DT,B,R,H,Q,Qu,N, ICAV,VCAV,Z,Hv,Hb);
%Boundary condition 
%upstream
[Hp(D,Qp(l)]=USbound(Hr,H(2),Qu(2),B,R);
%downstream
if (T<tc)
TAU=(l-T/tc)^Em;
CV=TAU^2*CVP;
else
TAU=0;
CV=0;
end
Cp=H(N)+B*Q(N)-R*Q(N)*abs(Q(N));
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Qp(NS)=-B*CV+sqrt ( (CV*B) ''2+2*CV*Cp) ;
Hp(NS)=Cp-B*Qp(NS);
Qpu(NS)=Qp(NS);
H=Hp;
Q=Qp;
Qu=Qpu;
%for plotting 
t=[t T];
Hvalve=[Hvalve H(NS)]; 
end
plot(t,Hvalve,'-mo',...
'LineWidth', 2, ...
'MarkerEdgeColor','k ',...
'MarkerFaceColor',[.49 1 .63],...
'MarkerSize', 12)
hold on
end
function [L,a,D,f,Hr,to,Tmax,Em,CdA,g,N,T]=ins()
L=600;
a=1200;
0=0.5;
f=0.018;
Hr=150; 
tc=2.1;
Tmax=4.3 ;
Em=l.5 ;
C d A = 0 .0 0 9 ;  
g=9.806 ;
N=5;
T=0;
end
function[Hp,Qp,Qpu,ICAV,VCAV]=interior(DT,B,R,H,Q,Qu,N,IC A V ,V C A V ,Z,Hv,Hb) 
for i=2:N
Cp=H(i-l)+Q(i-l)*(B-R*abs(Q(i-l)));
%use the downstream flow of the upstream reach for computation of Cp (C+) 
Cm=H(i+l)-Qu(i+l)* (B-R*abs(Qu(i + 1))) ;
%use the upstream flow of the downstream reach for computation of Cm (C-) 
if (ICAV(i)==l)
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Hp(i)=H(i);
[Qpu(i),Qp(i),VCAV(i),ICAV(i),Hp(i)]=ComputeVolume(Cp,... 
Cm,B,DT,Hp(i),Q(i),Qu(i),VCAV(i),ICAV(i));
%note: Hp(i) did not change from previous iteration, 
%constrained to vapour pressure 
else % ( IC A V ( i ) = = 0 )
Hp(i)=0.5*(Cp+Cm);
if (Hp(i)-Z(i)+Hb<Hv)
Hp(i)=Hv+Z(i)-Hb;
%pressure cannot be lower than the vapour pressure; it would be 
%ill-posed to have a boundary condition that set the pressure 
%of a column of liquid to be lower than the vapour pressure. 
ICAV(i)=l; 
end
[Qpu(i),Qp(i),VCAV(i),ICAV(i),Hp(i)]=ComputeVolume(Cp,...
Cm,B,DT,Hp(i),Q(i),Qu(i),VCAV(i),ICAV(i));
end
end
end
function [Qpu,Qp,VCAV,ICAV,Hp]=ComputeVolume(Cp,Cm,B,DT,Hp,Q,Qu,VCAV,ICAV) 
Qpu=(Cp-Hp)/B; %Compute the upstream flow using the C+ characteristic 
Qp=(Hp-Cm)/B; %Compute the downstream flow using the C- charateristic 
VCAV=VCAV+0.5*DT*(Qp+Q-Qpu-Qu); %trapezoidal integration 
if (VCAV<=0)
ICAV=0;
VCAV=0;
Hp=0.5*(Cp+Cm);
%recalculate new Hp and therefore require recalculation of flows 
Qpu=(Cp-Hp)/B;
Qp=Qpu; %Qp=(Hp-Cm)/B;
else %VCAV>0
Hp=Hp;
ICAV=ICAV;
end
end
function [Hpl,Qpl]=USbound(Hr,H2,Qu2,B,R)
Hpl=Hr;
Cm=H2-Qu2*(B-R*abs(Qu2));
Qpl=(Hpl-Cm)/B; 
end
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A-3 Order of Magnitude Evaluation of m,nu
Recall from Chapter 4,
R d t \T  )  dt
(A-1)
Where = mass stored non-uniformly. The first two terms in equation (A-1) can be 
compared to see the significance of omitting the non-uniform mass. Neglecting terms 
greater than second order, recall the definition of
v „ ,  (  P  2
•^Ct ^pT^p^T (A-2)
This will be evaluated for the case of an isentropic free vortex; that is.
VaR
Va = (A-3)
Noting that in the case of isentropic flow the total temperature is constant, the average 
temperature can be expressed as.
T = To- {VsRi Y rdr (A-4)
Such that.
— Va A r  = r . - r  = - ^ i nc p V
(A-5)
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The orders of magnitude for the types of flow conditions and geometry observed in 
gas turbines where,
~ O.lm 
/?2 ~ o.lm 
\< R J R ,  <10
Vq =bR2 ~ lOOmd/s"^'O.lm'-10m/s 
~ 1000JjkgK
f - lO O K  
In this case.
In
A y
VaA T ~ - ^ ~ 0 .1 K
Cp
Though the value of AT can vary as can be Inferred from Figure 4-1.
Equation (A-5) is useful for the evaluation of <7^  ^= i  j ( r - r f d v  which Is,
(A-6)
- AT^-— c. ln ( r ) -
( M 2)'
V y i r y/?,
(A-7)
and after substitution with equation (A-5) is,
C7/ =AT^ { { R j R j - l f  J (A-8)
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The second term in equation (A-2) can be evaluated as,
PpT<^p(^T =  -  J(p -  p f p  - T ) d v (A-9)
Recall from Section 4.3 that the model for the pressure across the cavity when applied to a 
free vortex is.
P—  = exp 
Pi
Va
2R T
Pi
= exp
V
2 V
yj
2R T
V
1 - ^
2 R T
I
y
(A-10)
where a Taylor series expansion has been invoked. Taking the volume average of (A-10) 
and then dividing equation (A-10) by this results in.
i - X
g
P
2R T
V
1- R T In
(A-11)
A
- 1 y
v-'M y
All terms above first order have been neglected for the purpose of this order of magnitude 
assessment. When substituting in equation (A-5) into (A-11) it can be expressed as.
AT r  V, f  R,
-  -  T  r - 1  2 R T \ R ^ y  
P - P = P -------------
i - E  ^
T r - 1
(A-12)
Inserting the result into equation (A-9),
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PpT^p^T -
T r - i
1
AT r  V, 2 7^  V / d
r  r - i  2RT \R\ J V '  J A 2 C ,r y
rdr (A-13)
Integrating, substituting with equations (A-5), (A-8) then simplifying yields.
PpT^p^TGrr =StGJ'
7
- f -
-1
y
v^i y
- 4 In
V -^1 y  V V -^1 v “ iyy
(A-14)
Inserting (A-14) into (A-2) yields.
w j T2 1-
1- ^
, T
v^ i y
-1 R,
y
In
V v'Nyy
(A-15)
Inserting equation (A-15) into equation (A-8) yields.
i f  r(Ar/r)+i 1 - i)
A r / r ) - l ) + lJ  4{R, /R, y  (ln(R, /« , ))'
-1 (A-16)
Which for the orders of the various factors is.
Jn„„   -------------
A T)
RT [ T
- 7  , 7  2
RT
Va ^ M O ' ^
RT
(A-17)
A-4 Order of Magnitude of -A  for an Isothermal Forced Vortex
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From the definition of —A ,
P
G P _ - P
r
rdr- fzT
,0.5
-1
Noting that,
E ^ 2 _ E l
P P i P
Making use of Equation (4-64) and applying this to a forced vortex (n=1),
Pi
= exp %
2 Y
=  1 +  ■ %
2 R T V^2y
and.
Pi 0 2 R T V^2y
rdr =  1+ -  
2
such that.
1+
£_
P
Va
1+ %
2 R T
Squaring and taking the average of this expression yields.
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f z Y
R
1 +  2
v-^ 2 y
+
V^2 j
V.
2\
rdr
such that,
p _ rzY
^Pj
\ 0 . 5
-1
r
^ v T V
1 1
- + -  
2 3
/ 0 . 5
\ 2 a / r , /
. r
1 + y.
\ \
y.
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A-5 Derivation of Disk Moment
The disk moments (rotor or stator) are modeled using,
(6)
Where,
sgn(®) (7a)
^m,disk -  0.073 Re - 0.2 (7b)
Equation (7a) and (7b) are an extension of the free disk moment of von Karman [45] 
but use œ, the relative angular velocity between the disk and the fluid. This is applied to 
both disks, on either side of the cavity, by applying the appropriate relative velocity, 
cû = œ ^-b ,\o  di static (<% = 0 ) or rotating ((% >0 ) portion.
If the fluid is moving with a forced vortex profile then 6üis constant. In general 
however.
Co{r)=  CO^  -  K g r "  ’ (8)
The solution to Equation (6) for n = 1 is then Equation (9), however, for -1  < « < 1 the 
integration of Equation (6) is more complex.
Using Equation (8),
r  =  ^Cl)j -
\  J
(a1)
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dr - 1  1
dû) K 0 72 — 1
2 - n
 ^0)^
\  j
(a2)
Substituting Equation (a1) and (a2) into Equation (7a), Equation (6) then becomes.
eOi \  0 J \ ^ e  J
sgn[o^dco (a3)
Breaking-up the integral limits into pieces yields.
2 r
^d--^m,diskP 12 n — L
sgn(6)jF + sgn(^yjF
\ ^ e  J  J
(a4)
Where,
f (x , y )  =  -  j ( J  -  xY x^dx (a5)
Re-arranging Equation (a4) and integrating Equation (a5) yields Equation (10a), (10b) 
and (10c),
M,=KC:^pco,^R,^ (10a)
~  ^m.disk 0
^^d^z3_
y COi J
sgn(A?2)F
yKg K g j
-sgx\{co )^F
/  \  fl+3
(Od-O i^
\  J
(10b)
f t  ,)■■■ , 2  (jy-xr-r*')  - y " ) , ( ( y - ^ r
« + 1 a + 2 + a + 3
(10c)
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A-6 Matlab Code for the Calculation of Disk Moment
function [M,Q] = Disk(rho,mu,wd,Kv,K,n,Rl,R2)
a=(6-n)/ (n-1);
%Air angular velocity 
b2=Kv*R2^(n-1); 
bl=Kv*Rl*(n-1);
%Relative angular velocity
wl=wd-bl;
w2=wd-b2;
%Rotational Reynolds Number 
RE = rho*abs (b2) *R2'^2/mu;
%RE = rho*abs(w2)*R2^2/mu; This is another option but can create multiple 
solutions
%Free Disk Moment Coefficient 
if (RE<=1)
Cm=K*0.073;
else
Cm=K*0.073*RE^(-0.2); %0.073 from eq21.25 Schlicting and capability intranet
end
%Disk Moment 
if (n>0.95 II Kv==0)
%to handle n close to 1, otherwise get NAN 
M=0.5*K*Cm*rho*(R2^5*w2^2-R1^5*wl*2)*sign(w2);
else
if(w2==0)
M=0.5*K*Cm*rho*R2^5*...
(a+1)* (wd-w2)^2*...
(Kv/ (wd-w2 ) ) (a+3 ) * . . .
(sign(w2)*F(a,wd/Kv,w2/Kv)-sign(wl)*F(a,wd/Kv,wl/Kv));
elseif (sign(w2)==sign(wl)) %needed if b<0, otherwise f has complex #'s 
because wd>0 and Kv<0 
Cmc=Cm*...
(a+l)*((wd-w2)/w2)^2*...
(Kv/(wd-w2))^(a+3)* . . .
(sign(w2)*DF(a,wd/Kv,w2/Kv,wl/Kv));
M=0.5*K*Cmc*rho*R2^5*w2^2;
else %general equation 
Cmc=Cm*...
(a+l)*( (wd-w2) /w2) '^ 2* . . .
(Kv/(wd-w2))^(a+3)*...
(sign(w2)*F(a,wd/Kv,w2/Kv)-sign(wl)*F(a,wd/Kv,wl/Kv)); 
M=0.5*K*Cmc*rho*R2^5*w2^2;
end
end
Q=M*wd;
end
function f = F(a,wd,w) 
if (wd==0)
f = (-w)^(a+3)/(a+3);
else
fl= ( (wd-w) ^  (a+1) -wd^ (a+1) ) / (a+1) ; 
f2=((wd-w)^(a+2)-wd^(a+2))/(a+2);
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f3= ( (wd-w) (a+3) -wd^ (a+3) ) / (a+3) ; 
f = w d ^ 2 * f l . . .
- 2 * w d * f 2 . . .
+f3;
end
end
function f = DF(a,wd,w2,wl) 
if (wd==0)
f = ( ( - w 2 ) ^ ( a + 3 ) - ( - w l ) * (a+3))/(a+3) ;
else
f 1= ( (wd-w2) (a+1) - (wd-wl) (a+1) ) / (a+1)
f2= ( (wd—w2) (a+2) — (wd-wl) (a+2) ) / (a+2)
f3= ( (wd-w2) ^  (a+3) - (wd-wl) (a+3) ) / (a+3) 
f = w d * 2 * f l . . .
- 2 * w d * f 2 . . .
+f3;
end
end
166
A-7 Matlab Code for the Calculation of Cavity Pressures
function [PRH1,P1,P2] = CompPressure(P,Vth,Rg,T,Rl,R2,n)
%error handling 
if (n<0.02'&& n>-0.02) 
n=0.02 ; 
elseif n<=-l 
n=-l ;
end
%for -'ve Vth 
Vth=abs(Vth);
NdR=100; %%!
if(Vth~=0)
Rg=Rg*1000;
r=Rl/R2;
Mth=Vth/(Rg*T)^0.5; 
rl=Mth^(1/n)*r; 
r2=Mth^(1/n);
PR21=exp((r2^(2*n)-rl^(2*n))/(2*n)); 
dR=(r2-rl)/NdR;
R=rl*ones(1,NdR+1) + (0 :1:NdR)*dR;%%!
I=exp(R.^(2*n)/(2*n)).*R;
E=trapz(R,I);
PRH1=(2/(l-r^2))*Mth^(-2/n)*exp(-rl^(2*n)/ (2*n))*E;
else
%for Vth=0 
PRH1=1;
PR21=1;
end
P1=P/PRH1;
P2=P1*PR21;
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A-8 Calculation of the Deswirl Nozzle Cavity Boundary Condition
The region of interest in the Simulink model was from the deswirl nozzles to the disk 
bore. Complications in the assessment of the boundary conditions arise because all the 
available data is in the form of pressure ratio from the annulus to the bore. In reference
[60] a similar issue was experienced when trying to validate VP94 for this cavity. Following 
Hopler’s approach, to correct for the discrepancy between the measurement location and 
the desired boundary condition, a simple SPAN model was created.
The different computational domains have been represented in Figure A-1. Some of 
the relevant parameter have been included in the figure.
Calculated within SPAN
Ve/(coR) = 0.79
A = 2743 mm^ Cd= 0.78
Vû/(cûR) = 1 n=0.25
Calculated 
within Simulink
Figure A-1 : SPAN/Simulink Computational Domains
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The SPAN model was used to create the set of curves shown in Figure A-2. The 
description of the various cases can be found in Table A-1.
Pressure Ratio from Annulus to Deswirl Nozzles
mTo,in‘’-'/Pannulus [kg*K“ = /kPa]
y  =  2 . 6 8 E + 0 1 x ^  -  6 . 2 0 E - 0 4 X  +  1 .3 5 E + 0 0
1.35
c y  =  2 . 7 9 E + 0 1  x ^  -  4 .9 1  E - 0 4 x  +  1 . 3 0 E + 0 0
3
E
w
Q.
y  =  2 . 8 2 E + 0 1 x ^  -  6 . 4 8 E - 0 4 x  +  1 . 2 7 E + 0 0
(A
3
= 1.25
c
(0
y = 2.85E+01X® - 4.41E-04X + 1.24E4)0
2 . 8 8 E + 0 1  ) T  -  5 . 0 8 E - 0 4 X  +  1 .2 1  E + 0 0
Q.
y  =  3 . 0 3 E + 0 1  x ^  -  6 . 2 7 E - 0 4 x  +  1 .1 6 E + Q 0
0.015 0.02 0.025 0.030.005 0.010
♦ Case 1 
■ Case 2
Case 3 
X Case 4 & 5
• Case 6 
+ Case 7
Figure A-2: Pressure Ratio from Annulus to Deswirl Nozzle
Table A-1 -  Description of Cases
Case Rig N/T°'^ [rpm/K°-®] T [K ] w [rads/s]
De Swirl 
Nozzle, 
PCD [mm]
De Swirl 
Nozzle, 
Nominal 
Area 
[mm^l
1 BRR 513 318.15 958.21 134 600
2 BRR 539 318.15 1006.78 134 600
3 BRR 566 318.15 1057.21 134 600
4 BRR 592 318.15 1105.77 134 600
5 BRR 592 318.15 1105.77 134 450 (Aeff)
6 BRR 592 318.15 1105.77 124 450 (Aeff)
7 V2500 537 363.15 1071.63 154.5 541
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A-9 Guidance on Model Alignment
Figure A-3 is a simplified schematic of a vortex flow characteristic. It is intended to give 
some general guidance on how to align the model to test data. It is based on personal 
experience on aligning the data in sections 7.2.2 and 7.3.1.
It is relatively straight forward to align the maximum flow as this is primarily a function 
of the deswirl nozzle effective area. The pressure ratio at zero flow is determined by
rearranging Equation (17).
Deswirl Nozzle Cd
-Vortex index, n vs A, lookup table 
-Shroud Drag Factor, Ks0.8
0.6
-Vortex index, n vs X, lookup table 
-Disk Moment Factor, KThis point should be fixed 
due to n=1.
Misalignment could be due 
to measurement location 
particularities.___________
0.4
0.2
-Vortex index, n vs X lookup table
2.2
Pressure Ratio
Figure A-3: Guidance on parameter selection for model alignment
The first parameter to be used for aligning the curve should be by changing the Vortex 
Index versus Through Flow curve. Constraints on this function are that it should be 
bounded by n=1 and n=-1 and should probably be monotonically decreasing with 
increasing through flow.
If varying the vortex index/through flow characteristic does not give the required level 
of alignment then further improvements can be made by varying the moment coefficient 
factor K and the shroud drag factor . Because moments from the disks are more 
significant at low flow K could be used to align the pressure ratio maximum. At high flow, 
both the moment for the disk and shroud are similar so adjustment of can be used for
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alignment. Hopefully this does not greatly affect the low flow alignment of K , however 
some iteration may be required.
A-10 FFT Post-Processing Function
Tchop=2;
Tend=2.6 ;
Tsim=Tend-Tchop %Fundamental Period 
T=Tchop:Tsamp: Tend;
Fs=l/Tsamp %Sample Frequency 
N=round(Tsim*Fs) %Total Number of Samples 
f = Fs/2*linspace(0fl,N/2+l);% Hz 
f2=f(2)
%f = 2*pi*Fs/2*linspace(0fl,N/2+l); % rad/s
x=load('psup.mat'); 
y=load('moon.mat');
start=round(Tchop/Tsamp); 
finish=round(Tend/Tsamp); 
ind=start: finish; 
xl=x.ans(2,ind).*100000; 
yl=y.ans{2 , ind);
xl=xl-xl(end).*ones(size(xl)); 
yl=-l*(yl-yl(end).*ones(size(yl)));
Y = 2*fft(yl)/N;
X = 2*fft(xl)/N;
M=(10"6)*abs(Y)./abs(X);
Phz=((angle(Y./X)))/(2*pi)*360;
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