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Résumé Nous proposons une méthode d’optimisation
du redressement d’un sous-échantillon d’une enquête.
L’objectif est d’éviter une sur-dispersion des poids de ca-
lage et des grandes variances, induites par un petit nombre
de degrés de liberté lorsque le nombre de variables auxi-
liaires est grand.
Les variables auxiliaires sont choisies de telle sorte à
avoir une précision satisfaisante des estimations au niveau
du domaine. Les variances sont estimées à l’aide de la
méthode proposée par Deville et Särndal (1992) forma-
lisant le calage sur marges. La méthode est appliquée à
un sous-échantillon de l’Enquête Nationale sur les Trans-
ports et les Déplacements de 2007-2008.
Mots-clés Enquête transport, sous-échantillon, redres-
sement, variables auxiliaires, poids de calage
Abstract We propose a method of optimizing the re-
weighting of a survey sub-sample. The objective is to
avoid an over-dispersion of the calibration weights and
too large variances, induced by a small number of de-
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grees of freedom when the number of auxiliary variables
is large.
Auxiliary variables are chosen so as to obtain a satisfac-
tory precision of the estimates at the domain level. Va-
riances are estimated by means of the method proposed
by Deville and Särndal (1992) which formalises the cali-
bration techniques. The method is applied to a sub-sample
of the 2007-2008 French National Travel Survey.
Keywords travel survey, sub-sample, reweighting,
auxiliary variables, calibration weights
1. Introduction
La qualité des estimations issues d’une enquête par son-
dage peut être améliorée en présence d’information auxi-
liaire [24]. L’information auxiliaire est un regroupement
de variables (quantitatives ou qualitatives) disponibles
pour toute la population. Ainsi, les recensements et les
registres de population sont de grandes sources d’infor-
mation auxiliaire. Connues au niveau de toute la popu-
lation, ces variables dites auxiliaires peuvent alors être
directement utilisées dans les formules des estimateurs,
notamment dans les formules des estimateurs par calage.
Le calage sur marges permet en effet de redresser effica-
cement une enquête lorsque la taille de l’échantillon est
suffisamment grande [5]. Généralement, nous redressons
une enquête par rapport à quelques variables auxiliaires
disponibles, sans regarder l’impact de ce redressement
sur la précision de l’estimateur. Ce papier propose une
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optimisation du redressement en tenant compte de la qua-
lité des estimations fournies.
Lorsque le nombre de variables auxiliaires disponibles est
grand et que l’on se restreint à un sous-échantillon, le
redressement par calage peut conduire à des instabilités
des poids, provoquant ainsi une diminution de la préci-
sion des estimations (voir, par exemple, [3]). Cet article
a pour but de mener une discussion sur le choix des va-
riables auxiliaires à utiliser lors d’un redressement au ni-
veau d’un sous-échantillon. Dans le cas de l’estimateur
par calage, l’obtention d’une précision minimale pour une
variable d’intérêt donnée dépend des variables auxiliaires
choisies. Les variables auxiliaires minimisant la précision
(et donc, la variance) peuvent donc être différentes d’une
variable d’intérêt à une autre. En considérant plusieurs va-
riables d’intérêt d’un même sujet, pas forcément très cor-
rélées, nous proposons une méthode pour sélectionner les
variables auxiliaires qui permettent d’établir un système
de pondération unique pour différentes variables d’intérêt
d’un même thème.
Quelques rappels sur les différents types de biais et sur
le principe du calage sur marges sont donnés à travers
les Sections 1 et 2. Dans la Section 3, nous donnons une
présentation de l’Enquête Nationale sur les Transports et
les Déplacements 2007-2008 ainsi que le contexte du re-
dressement du sous-échantillon Rhône-Alpes. La Section
4 présente la méthode proposée afin de sélectionner les
variables auxiliaires nécessaires qui maximisent la préci-
sion des estimations et ouvre une discussion sur les résul-
tats obtenus.
2. Les différents types de biais d’une
enquête
Selon [18], nous pouvons classer les types d’erreur en
sondage en quatre principales catégories :
– l’erreur due à la base de sondage (lorsque celle-ci ne
contient pas tous les éléments de la population cible)
– l’erreur due à l’échantillonnage (le fait de prendre
une réalisation d’un tirage aléatoire)
– l’erreur due à la mesure (lorsque l’on observe pour
un individu et pour une variable d’intérêt, une valeur
différente de sa vraie valeur)
– l’erreur due à la non-réponse (le fait de l’incapa-
cité de mesurer sur toutes les unités de l’échantillon
toutes les variables d’intérêt)
Les erreurs de mesure sont compliquées à détecter et à
corriger, car il s’agit généralement des omissions. Soit
l’enquêté a oublié de déclarer un ou plusieurs évène-
ments, soit il ne souhaite pas les décrire.
Après la phase de collecte des données, nous pouvons
classer les techniques de correction de la non-réponse en
deux catégories qui cohabitent dans la pratique ([5, 17,
9]) :
– l’imputation : cette technique est généralement utili-
sée pour amender la non-réponse partielle et les er-
reurs de mesure
– la repondération des répondants : cette technique est
surtout utilisée pour corriger les défauts de la base
de sondage, les défauts de l’échantillonnage, et la
non-réponse totale
Selon [8], la non-réponse totale ajoute une phase supplé-
mentaire dans l’échantillonnage. En effet, on tire d’abord
un échantillon dans la population selon un plan sondage
connu. Puis on considère que l’ensemble des répondants
est issu d’un tirage selon un plan de sondage inconnu
conditionnellement à l’échantillon de départ : le méca-
nisme de réponse [2].
Le mécanisme de réponse peut dépendre de variables qui
sont disponibles (qui existent, par exemple, dans le re-
censement), de variables qui ne sont pas disponibles (par
exemple, si le logement dispose d’un interphone ou non),
mais aussi des variables d’intérêt. Si le mécanisme de ré-
ponse dépend surtout des variables dont on ne dispose pas
ou bien des variables d’intérêt, alors les estimations se-
ront fortement biaisées. Le redressement pourra éventuel-
lement diminuer ces biais, dès lors que les variables du
mécanisme de réponse sont corrélées avec les variables
dont on dispose [21]. Tout l’art du redressement consiste à
choisir judicieusement les variables pour corriger la non-
réponse parmi les informations auxiliaires à disposition.
3. Principe du redressement par ca-
lage sur marges
La méthode de redressement par repondération la plus
utilisée est celle dite de calage sur marges. Selon [19, 20],
elle « consiste à faire coïncider les marges de quelques
variables de l’échantillon à celles de la population cible
en modifiant la pondération. Lorsque les variables auxi-
liaires sont qualitatives, cette approche ne nécessite pas
la connaissance dans la population du croisement de ces
variables auxiliaires.»
L’idée générale de la méthode d’estimation par calage
a été développée et formalisée par [5], bien que de
nombreux anciens travaux utilisaient déjà les méthodes
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d’ajustements de tableaux à des marges connues [4, 12,
13, 14, 22].
3.1. Techniques de calage
Soit une population finie U = {1, . . . , k, . . . , N} dans
laquelle un échantillon s est tiré selon un plan de son-
dage donné p(.). La quantité p(s) représente la probabi-
lité qu’un échantillon aléatoire S prenne comme valeur
l’échantillon s, i.e. Pr(S = s) = p(s). La probabilité
d’inclusion d’ordre 1 de l’unité k dans l’échantillon est
notée πk. De même, la probabilité d’inclusion d’ordre 2
des unités k et l dans l’échantillon est notée πkl. Ces pro-
babilités sont supposées strictement positives.
Soit xk = (xk1, . . . , xkj , . . . , xkJ)> un vecteur de carac-
tères auxiliaires de l’unité k. Le vecteur des totaux de x
dans la population, noté tx, est supposé connu. Soit yk la
valeur de la variable d’intérêt pour l’unité k. L’objectif est
d’estimer le total de la variable d’intérêt y
ty =
∑
k∈U
yk. (1)
En considérant l’information auxiliaire caractérisée par le
vecteur tx de totaux connus, l’estimateur par calage du
total de la variable y s’écrit comme
t̂y,w =
∑
k∈S
wkyk. (2)
Évidemment, les poids wk dépendent de l’échantillon s
et satisfont l’équation de calage :∑
k∈S
wkx>k = tx (3)
où les poids wk doivent être proches des poids dk =
1/πk.
La proximité entre les poids wk et dk est définie en utili-
sant une pseudo-distance notée Gk(., .) supposée définie
positive, dérivable et strictement convexe par rapport à
wk. Les poids wk sont obtenus en minimisant la quantité∑
k∈S
Gk(wk, dk) (4)
sous la contrainte de l’équation de calage (3).
Plusieurs distances peuvent être utilisées et sont discutées
par [5]. En général, les poidswk s’obtiennent en résolvant
en λ, au moyen de la méthode de Newton, le système
d’équation
tx =
∑
k∈S
dkx>k F (qkxkλ), (5)
λ représentant le vecteur des J multiplicateurs de La-
grange. Finalement,
wk = dkF (qkxkλ), (6)
F (.) représentant l’inverse de la fonction gk(wk, dk) qui
est la dérivée de Gk(wk, dk) par rapport à wk.
L’estimateur par la régression est un cas particulier de
l’estimateur par calage, où la pseudo-distance est de type
linéaire et est définie comme suit
Gk(wk, dk) =
(wk − dk)2
dk
(7)
Les poids de calage obtenus avec cette pseudo-distance
peuvent prendre des valeurs négatives.
Dans ce papier, nous utiliserons la pseudo-distance de
type logistique afin de ne pas obtenir des poids ni trop
élevés, ni négatifs. En effet, en considérant deux bornes
strictement positives L et H , la pseudo-distance est don-
née par
Gk(wk, dk) ={
si Ldk < wk < Hdk (ak log ak1−L + bk log bkH − 1)
1
A
sinon, ∞
(8)
où ak =
wk
dk
− L,
bk = H −
wk
dk
,
A =
H − L
(1− L)(H − 1)
.
Les bornes L et H sont choisies arbitrairement de ma-
nière à pouvoir réaliser un calage avec un intervalle
[L;H] le plus petit possible. Le choix de l’intervalle
[L;H] permet de limiter les valeurs poids wk, et donc
d’éviter des poids trop élevés.
Malgré cela, cette méthode peut cependant fournir des
poids élevés lorsque les variables auxiliaires sont catégo-
rielles car le nombre de contraintes de calage augmente.
Un des avantages du calage est que dès lors que nous dis-
posons de variables auxiliaires corrélées avec la variable
d’intérêt et les variables expliquant le mécanisme de ré-
ponse, l’estimateur est asymptotiquement sans biais [5].
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3.2. Estimation de la variance d’un estima-
teur calé
L’estimateur par calage peut être vu comme un estima-
teur par la régression. L’estimateur par la régression en
est d’ailleurs un cas particulier. [5] ajoutent même que
tous les estimateurs par calage, quelles que soient leurs
pseudo-distances, sont asymptotiquement équivalents.
Tout comme pour l’estimateur par la régression, l’esti-
mation de la variance d’un estimateur par calage peut
donc s’obtenir par la technique de linéarisation (voir, par
exemple, [23]). [5, 6] ont montré que :
AVar(t̂y,w) ' Var(t̂E) =
∑
k∈U
∑
l∈U
Ek
πk
El
πl
∆kl, (9)
où Ek = yk − x>k B donne les résidus de la régression
de y sur le jeu des variables auxiliaires x au niveau de la
population.
Une approximation de la variance est alors donnée par :
V̂ar(t̂y,w) =
∑
k∈S
∑
l∈S
∆kl
πkl
wkekwlel, (10)
où ek = yk − x>k B̂s donne les résidus de la régression
w-pondérée de y sur le jeu des variables auxiliaires x au
niveau de l’échantillon.
Les poids de calage wk étant calculés de manière à être
très proches des poids de sondage dk, [5] ont montré que
l’estimateur par calage est asymptotiquement sans biais,
l’estimateur d’Horvitz et Thompson étant sans biais [10].
De plus, la variance de l’estimateur par calage est d’autant
plus faible dès lors que les variables auxiliaires sont très
corrélées avec la variable d’intérêt.
Puisque l’estimateur de la variance se calcule à partir des
résidus de la régression w-pondérée de y sur le jeu des
variables auxiliaires x, il est plus petit que la variance de
l’estimateur d’Horvitz et Thompson.
3.3. Comment réduire la variance?
Lorsque nous utilisons un grand nombre de variables
auxiliaires, la variance de notre estimateur peut augmen-
ter [7]. Car pour minimiser la variance, il faut minimi-
ser la somme du produit des poids de calage et des rési-
dus. L’introduction de l’information auxiliaire dans le ca-
lage permet de diminuer les résidus mais augmente aussi
la dispersion des poids. Il faut donc choisir judicieuse-
ment les variables auxiliaires qui permettent de diminuer
la variance lors du calage pour le redressement d’une en-
quête. En effet, il n’est pas nécessaire de mettre toutes
les variables auxiliaires dans un calage surtout lorsque
ces variables sont corrélées entre elles. Le principal but
de notre article, consiste à choisir l’information auxiliaire
pour une enquête de mobilité. Nous verrons par la suite
que le fait de réduire le nombre de variables auxiliaires
permettra d’améliorer l’estimation du nombre de voitures
dans une région de France.
4. Enquête Nationale sur les Trans-
ports et les Déplacements (ENTD)
2007-2008
4.1. Présentation de l’ENTD
L’Institut National de la Statistique et des Études Eco-
nomiques (INSEE) présente l’ENTD 2007-2008 comme
suit :
«Tous les dix ans environ, le ministère chargé des Trans-
ports, l’INSEE et l’Institut National de Recherche sur les
Transports et leur Sécurité 1 (INRETS) conduisent une
Enquête Nationale sur les Transports (ENTD). L’ENTD
2007-2008 succède à celle de 1993-1994 et les précé-
dentes enquêtes datent de 1966-67, 1973-74 et 1981-82.
L’objectif de ces enquêtes est la connaissance des dépla-
cements des ménages résidant en France et de leur usage
des moyens de transport tant collectifs qu’individuels.
Elle permet d’avoir une vision globale et cohérente de la
mobilité et d’analyser le parc de véhicules dont disposent
les ménages et de leur usage.
Elle permet aussi de répondre aux questions sur les tra-
fics inter-régionaux et internationaux dont les enjeux sont
très importants en matière d’investissements et de me-
surer les distances parcourues dont la connaissance est
indispensable pour appréhender les problématiques envi-
ronnementales. Par rapprochement avec les résultats des
enquêtes précédentes, elle permet des comparaisons dans
le temps et dans l’espace. »
4.2. Redressement de l’ENTD
L’échantillon de l’ENTD a été tiré à partir de l’Échan-
tillon Maître de 1999 (EM 99) de l’INSEE, qui lui-
même a été tiré à partir du recensement de la popula-
tion de 1999. Le recensement de 1999 (RP99) est donc
1 Depuis le 1er janvier 2011, l’Institut National de Recherche sur les
Transports et leur Sécurité (INRETS) et le Laboratoire Central des
Ponts et Chaussées (LCPC) ont fusionné pour donner naissance à l’Ins-
titut Français des Sciences et Technologies des Transports, de l’Aména-
gement et des Réseaux (IFSTTAR).
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une source d’information auxiliaire complète permettant
d’analyser le mécanisme de réponse. Les variables sus-
ceptibles d’expliquer le mécanisme de réponse sont dis-
ponibles pour tout l’échantillon de l’ENTD (répondants
et non-répondants). [1] ont mis en évidence les variables
auxiliaires qui permettent d’expliquer le mécanisme de
réponse de l’ENTD au moyen d’un modèle logistique
(voir tableau 1).
Selon [1], le mécanisme de réponse pour l’ENTD oppose
en première analyse :
Type de batiment Les ménages habitant une maison
aux ménages résidant dans une habitation collective. Les
échecs sont plus fréquents pour les logements collectifs
(c’est probablement une question d’accessibilité du loge-
ment).
Nombre de pièces du logement Les ménages habitant
un studio ou une chambre aux ménages résidant dans des
logements ayant plusieurs pièces. Cette variable est cor-
rélée avec le nombre de personnes vivant dans le mé-
nage. Ainsi, une taille de ménage plus importante s’ac-
compagne d’une probabilité plus grande de réaliser l’en-
tretien.
Zone de résidence Les logements situés en zone rurale et
en agglomération de moins de 20 000 habitants à ceux si-
tués dans l’agglomération de Paris. Les échecs sont d’au-
tant plus nombreux qu’on progresse vers une plus grande
urbanisation.
Motorisation du ménage Les ménages n’ayant aucune
automobile aux ménages motorisés. Les ménages non-
équipés en automobile sont moins favorables à la réali-
sation des entretiens.
Âge de la personne de référence Les ménages dont la
personne de référence a moins de 35 ans ou plus de 65
ans à ceux dont l’âge se situe entre 35 et 65 ans. Cer-
tainement pour des raisons différentes, les taux d’échec
sont plus importants pour les ménages dont la personne
de référence a moins de 35 ans et pour ceux dont l’âge
de la personne de référence est supérieur à 65 ans. Pour
les premiers, cela souligne la difficulté des enquêteurs de
joindre ces ménages, et pour les seconds, la réticence des
personnes âgées à répondre à un long questionnaire.
Appartenance de l’immeuble à un organisme HLM
Les ménages résidant dans une HLM aux autres. Les
échecs sont plus nombreux pour les ménages habitant une
HLM.
Vague de l’enquête Les ménages interrogés au mois de
juillet–août de ceux interrogés à un autre moment de l’an-
née. Les échecs sont plus nombreux pendant les vacances
d’été, période au cours de laquelle nous supposons que
les ménages sont les plus mobiles.
Armoogum et Roux [1] ont réalisé le redressement de
l’ENTD à partir des données disponibles du recensement
de 2008, en utilisant au maximum les variables qui ex-
pliquent le mécanisme de réponse et les variables auxi-
liaires corrélées avec la mobilité (voir tableau 2).
4.3. Estimations rhônalpines à partir du re-
dressement national
Des premières estimations régionales peuvent être obte-
nues à partir du redressement national de l’ENTD. Le
tableau 3 donne les estimations du nombre total de voi-
tures, du nombre de voitures fonctionnant au diesel et du
nombre de voitures fonctionnant à l’essence et autres, par
ménage, au niveau de la région Rhône-Alpes ainsi que
les erreurs relatives et écarts-types associés. Les erreurs
relatives fournies sont obtenues par le produit des coeffi-
cients de variation avec le quantile d’ordre 2.5% de la loi
normale (soit 1.96). Ces estimations sont issues du redres-
sement au niveau national de l’ENTD 2007-2008. Pour le
calcul des variances, le plan de sondage de l’échantillon
national est approché par un plan de Poisson. Comme le
souligne [11], ceci est dû au problème d’«accès à tous
les paramètres du tirage de l’échantillon national» (para-
mètres de tirage de l’EM 99 à partir du recensement de
la population de 1999, paramètres de tirage de l’ENTD à
partir de l’EM 99). De même, le nombre de ménages en
Rhône-Alpes est supposé connu (à partir du recensement
de la population de 2008).
Le redressement de l’ENTD ayant été réalisé au niveau
national, celui-ci peut ne pas tenir compte des spécificités
des régions.
Il est donc préférable d’effectuer un nouveau redresse-
ment au niveau de la région Rhône-Alpes. Les données
régionales du recensement de la population de 2008 étant
disponibles, les estimations au niveau de la région Rhône-
Alpes peuvent être améliorées en calant directement sur
la région.
Dans la pratique, lorsque la taille de l’échantillon est suf-
fisamment grande, il est assez «facile» de satisfaire aux
équations de calage. Mais, plus la taille de l’échantillon
est faible, plus la précision des estimations par calage
risque de diminuer à cause des fortes contraintes de ca-
lage. Dans la suite de ce papier, nous nous restreindrons
au redressement du sous-échantillon rhônalpin.
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Tableau 1. Liste des variables disponibles dans la base de sondage et analyse du mécanisme de réponse pour l’ENTD.
Source : INSEE, SOES, IFSTTAR : ENTD 2007-2008
Tableau 2. Liste des variables utilisées pour le redressement de l’ENTD.
Source : INSEE, SOES, IFSTTAR : ENTD 2007-2008
Tableau 3. Estimation du parc de voiture en Rhône-Alpes avec un redressement au niveau national de l’ENTD 2007-2008.
Source : INSEE, SOES, IFSTTAR : ENTD 2007-2008
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4.4. Le sous-échantillon rhônalpin
L’échantillon des ménages répondants de l’ENTD 2007-
2008 compte 20178 ménages sur toute la France et 986
ménages au niveau de la région Rhône-Alpes. On sou-
haite estimer, par ménage (l’unité statistique), le nombre
total de voitures particulières, le nombre de voitures fonc-
tionnant au diesel, et de voitures fonctionnant à l’essence
et autres, au niveau de cette région ainsi que les précisions
associées.
Les trois variables d’intérêt sont liées entre elles car le
nombre de voitures particulières est égale à la somme du
nombre de voiture diesel et du nombre de voiture essence.
Toutefois, lorsque nous regardons les coefficients de cor-
rélation, nous observons (voir tableau 4) que :
– Les trois variables d’intérêt considérées ne sont pas
forcément très corrélées entre elles. Les coefficients
de corrélation les plus élevés sont toujours pour le
nombre total de voitures avec les nombres de voi-
tures fonctionnant au diesel ou essence. Le coeffi-
cient de corrélation entre le nombre de voiture fonc-
tionnant au diesel et le nombre de voiture fonction-
nant à l’essence reste faible.
– Les coefficients de corrélation au niveau de la région
Rhône-Alpes sont beaucoup plus faibles que ceux
de la France entière. La corrélation entre le nombre
de voitures fonctionnant au diesel et le nombre de
voitures fonctionnant à l’essence est négative.
Ceci suggère une certaine spécificité de la région Rhône-
Alpes avec le reste de la France. Les ménages multi-
motorisés en France ont plus souvent un parc de voi-
tures composé de véhicules fonctionnant à l’essence et au
diesel, que les ménages de la région Rhône-Alpes. Cela
laisse supposer que les comportements des ménages, en
terme d’équipement en voiture, sont très différents. Il est
donc légitime d’effectuer un redressement direct du sous-
échantillon à partir des données du recensement de 2008
pour la région Rhône-Alpes.
5. Redressement rhônalpin
À partir du recensement de la population de 2008, nous
disposons de plusieurs marges connues au niveau de la
région Rhône-Alpes. Nous souhaitons savoir quelles sont
les variables auxiliaires qui peuvent améliorer nos estima-
teurs. Ces marges disponibles sont les suivantes : la mo-
torisation (ménage sans voiture ; ménage ayant au moins
une voiture), le type du ménage, l’âge de la personne de
référence du ménage, le sexe de la personne de référence
du ménage, la zone de résidence, le type d’aire urbaine
de résidence, le type du logement, la taille du ménage,
la catégorie socio-professionnelle de la personne de ré-
férence du ménage et la vague de l’enquête.
La variable auxiliaire motorisation est intuitivement très
corrélée à la variable d’intérêt nombre de voitures mais
ces deux variables sont totalement distinctes et ne sont
pas les mêmes. La variable auxiliaire motorisation four-
nit l’information : nombre de ménages n’ayant aucun vé-
hicule ; nombre de ménages ayant au moins un véhicule.
C’est cette information qui est fournie par le recensement
de 2008.
Notons qu’au départ, nous nous basons sur les variables
qui corrigent la non-réponse et les variables qui sont cor-
rélées avec les variables d’intérêt pour réaliser les esti-
mations. Réaliser un calage avec toutes ces informations
auxiliaires ne donnerait pas automatiquement une estima-
tion avec la meilleure précision, à cause notamment des
fortes contraintes de calage à satisfaire. Un choix judi-
cieux des variables uniquement utiles doit être fait pour
améliorer la précision de nos estimateurs. Nous propo-
sons une procédure qui permet d’identifier les variables
auxiliaires à utiliser afin d’obtenir des estimations par ca-
lage avec des précisions optimales. La procédure est in-
timement similaire à une régression pas à pas : les diffé-
rences résident dans l’utilisation du calage et de calculs
de variance pour sélectionner les variables pertinentes.
5.1. Principe du choix des variables perti-
nentes pour atteindre les précisions op-
timales
La procédure de sélection des variables se fait en deux
étapes. La première consiste à éliminer les variables
auxiliaires non significatives, en ayant recours au critère
de l’AIC 2. En principe, après cette première étape, la
variance de l’estimateur calé sur les variables retenues
comme significatives devrait être minimale. Cependant,
les poids de calage obtenus, utilisés dans le calcul de va-
riance, sont très instables. Les poids initiaux de calage
sont très dispersés et peuvent prendre des valeurs très éle-
vées.
De plus, le calage est effectué avec des variables ca-
tégorielles. Les poids finaux de calage sont en consé-
quence très dispersés à leur tour et peuvent également
prendre des valeurs très élevées malgré l’utilisation de la
2 Le critère d’Akaike (AIC) est défini par la formule
AIC = 2k − 2 lnL où k est le nombre de paramètres dans le
modèle considéré et L est la fonction de vraisemblance.
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Tableau 4. Matrices des corrélations entre les trois variables d’intérêt considérées, au niveau national et au niveau de la région
Rhône-Alpes.
Source : INSEE, SOES, IFSTTAR : ENTD 2007-2008
pseudo-distance de type logistique. En enlevant d’autres
variables auxiliaires dans la procédure de calage, les va-
riances peuvent donc encore diminuer. La deuxième étape
de la procédure de sélection des variables intervient dans
ce cadre. En notant p le nombre de variables auxiliaires
retenues comme significatives par le critère de l’AIC, la
deuxième étape de la procédure consiste à calculer p va-
riances en n’utilisant dans les calages que p− 1 variables
sur les p à chaque fois, chacune des p variables étant mise
de côté une seule fois.
Ainsi, les p − 1 variables associées à la plus petite va-
riance sont retenues si cette nouvelle variance est infé-
rieure à celle obtenue avec les p variables. La procédure
est ensuite répétée en calculant p − 1 variances en n’uti-
lisant dans les calages que p − 2 variables sur les p − 1
à chaque fois, chacune des p − 1 variables étant mise de
côté une seule fois. Les p−2 variables associées à la plus
petite variance sont retenues si cette nouvelle variance est
inférieure à celle obtenue avec les p−1 variables. Et ainsi
de suite.
Dans le cas où la nouvelle variance n’est pas inférieure à
celle obtenue précédemment, deux variables sont simul-
tanément mises de côté, puis si nécessaire trois variables
simultanément,. . . , jusqu’à p−1 variables simultanément
si nécessaire.
5.2. Algorithme de sélection des variables
auxiliaires pertinentes
L’algorithme suivant est proposé afin de sélectionner les
variables auxiliaires pertinentes pour le redressement du
sous-échantillon de la région Rhône-Alpes.
1. Considérer les 10 variables de calage et calculer la
variance de l’estimateur obtenu par calage sur les 10
variables.
2. Par le critère d’Akaike (AIC), déterminer les va-
riables considérées comme non significatives et voir
l’ordre de non-significativité des variables.
3. Tant que la variance diminue
(a) Enlever la variable la moins significative des
variables considérées comme non significa-
tives et calculer la variance de l’estimateur ob-
tenu par calage sur les variables restantes
4. Considérer les variables de calage restantes.
5. Tant que la variance diminue
(a) Retirer à chaque fois une variable et calculer la
variance associée à l’estimateur obtenu.
(b) Considérer les variables de calage restantes
ayant la plus petite variance et étant inférieure
à la variance du précédent modèle.
6. Si la variance ne diminue pas, refaire 5 mais en re-
tirant deux variables simultanément, puis si néces-
saire, trois variables simultanément, puis quatre va-
riables, . . .
5.3. Résultats de la procédure de sélection
des variables
Pour chacune des variables d’intérêt considérées,
nombre total de voitures, nombre de voitures diesel
et nombre de voitures essence et autres, le tableau 5 ré-
sume la comparaison entre les précisions minimales obte-
nues par la procédure de sélection et les précisions obte-
nues par calage global sur toutes les variables auxiliaires
disponibles au niveau de la région Rhône-Alpes. Le ca-
lage global est le redressement qui corrige au maximum
les différents biais dus à l’échantillonnage et à la phase
de non-réponse. Nous notons que les écarts relatifs entre
les deux estimations sont faibles (0.7% pour le nombre
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total de voiture ; 1.3% pour le nombre de voitures diesel ;
et 3.3% pour le nombre de voitures essence) et que les
intervalles de confiance se chevauchent très largement.
Le tableau 6 présente un récapitulatif des différentes va-
riables de calage utilisées pour obtenir les précisions mi-
nimales pour chacune des variables d’intérêt considérées.
En comparant le tableau 3 et le tableau 5, nous pouvons
clairement constater une nette amélioration de la préci-
sion entre les estimations nationales et les estimations par
calage direct au niveau de la région Rhône-Alpes. La pré-
cision a augmenté de 49% pour la variable nombre to-
tal de voitures en faisant un simple calage sur toutes les
variables auxiliaires disponibles au niveau de la région.
Pour les variables nombre de voitures diesel et nombre
de voitures essences et autres, la précision a augmenté
respectivement de 18 et 17%. Comme ces deux dernières
variables se focalisent sur des domaines d’estimation en-
core plus restreints, l’augmentation de la précision est
moindre comparée à la précision de l’estimation de la va-
riable nombre total de voitures.
Le tableau 5 montre également que le redressement au
niveau de la région avec toutes les variables auxiliaires
peut encore être amélioré. Les précisions optimales des
estimations sont obtenues avec un nombre plus petit de
variables auxiliaires. Ceci s’explique par le fait qu’en
redressant au niveau de la région (la taille de l’échan-
tillon considéré est alors réduite car nous travaillons au
niveau d’une sous-population, la région Rhône-Alpes, et
non plus au niveau de la population entière, la France
entière), redresser avec moins de variables permet de re-
lâcher les contraintes de calage. Relâcher les contraintes
augmente le nombre de degrés de liberté et permet d’avoir
des poids de calage moins dispersés. Ainsi, par ce relâ-
chement de contrainte, la précision optimale est de 11%
meilleure qu’avec un redressement avec toutes les va-
riables auxiliaires, pour la variable d’intérêt nombre total
de voiture. Les précisions optimales pour les variables
nombre de voitures diesel et nombre de voitures es-
sence et autres augmentent respectivement de 7 et 8%
en comparaison d’un redressement au niveau de la région
avec toutes les variables auxiliaires.
5.4. Redressement régional avec un système
unique de pondérations
Par la procédure de sélection de variables auxiliaires per-
tinentes, le tableau 6 nous montre que les précisions opti-
males sont obtenues avec des jeux différents de variables
auxiliaires pour chacune des variables d’intérêt considé-
rées. Cependant, en sondage, il est plutôt d’usage de faire
appel à un système unique de pondérations afin de fournir
des estimations pour différentes variables d’intérêt.
En effet, dans les grandes enquêtes regroupant quelques
dizaines, voire des centaines, de variables d’intérêt, il se-
rait très fastidieux, mais non impossible, de lancer un
redressement optimal pour chacune des variables d’inté-
rêt. Il est donc judicieux de ne considérer qu’un système
unique de pondérations. Le choix des variables auxiliaires
permettant d’obtenir le système unique de poids doit être
fait, en fonction du sujet d’estimation, de telle sorte à ne
diminuer que sensiblement la précision.
Dans ce papier, nous nous intéressons à la motorisation
des ménages, notamment le nombre total de voitures, le
nombre de voitures fonctionnant au diesel, et le nombre
de voitures fonctionnant à l’essence et autres. La pondéra-
tion issue du redressement optimal de la variable nombre
total de voitures est un bon compromis.
Le tableau 7 donne une comparaison des précisions entre
les redressements optimaux et le redressement par sys-
tème unique de pondérations. La perte de précision pour
la variable nombre de voitures diesel n’est que de 0.9%
et celle de la variable nombre de voitures essence et
autres est de 3.9%.
6. Conclusion
La méthode présentée dans ce papier dépend des variables
auxiliaires disponibles ainsi que de leur pouvoir expli-
catif sur les variables d’intérêt considérées. Elle permet
de sélectionner les bonnes variables auxiliaires à choisir
pour le redressement d’un sous-échantillon. Dans le cas
du sous-échantillon de la région Rhône-Alpes de l’ENTD
2007–2008, les précisions minimales obtenues pour le
nombre total de voitures particulières, le nombre de voi-
tures utilisant du diesel, et de voitures utilisant de l’es-
sence et autres, dépendent clairement du choix des va-
riables auxiliaires utilisées dans les procédures de calage.
Afin d’éviter différentes pondérations distinctes pour cha-
cune de ces variables d’intérêt, un système unique de pon-
dérations a été établi. Les précisions finales obtenues avec
ce système unique de pondérations ont la caractéristique
d’être assez équivalentes avec les précisions minimales
résultant de la procédure de sélection des variables auxi-
liaires pertinentes pour chacune des variables d’intérêt.
La méthode proposée dans ce papier peut être transférée
à d’autres variables d’intérêt d’un autre thème : il « suffit
» pour cela de retrouver les bonnes variables auxiliaires
à utiliser pour le redressement. Ces variables auxiliaires
peuvent par exemple être une combinaison de variables
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Tableau 5. Comparaison entre les précisions optimales obtenues par la procédure de sélection et les précisions obtenues par
calage global sur toutes les variables auxiliaires disponibles au niveau de la région Rhône-Alpes.
Source : INSEE, SOES, IFSTTAR : ENTD 2007-2008
Tableau 6. Variables auxiliaires sélectionnées pour l’optimisation des variances.
Source : INSEE, SOES, IFSTTAR : ENTD 2007-2008
Tableau 7. Comparaison entre les précisions minimales obtenues par la procédure de sélection et les précisions obtenues avec un
système unique de pondérations.
Source : INSEE, SOES, IFSTTAR : ENTD 2007-2008
socio-démographiques et de variables qui expliquent le
mécanisme de réponse.
Dans le cas où l’on serait amené à travailler avec un
nombre trop important de variables d’intérêt d’un même
thème, il est possible de choisir parmi ces variables,
un nombre restreint de variables d’intérêt. On pourra
ainsi appliquer la méthode proposée dans cet article à ce
nombre restreint de variables d’intérêt. Le système unique
de pondérations ainsi obtenu pourra être ensuite utilisé
pour l’ensemble de toutes les variables d’intérêt.
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Figure 1. Évolution des écarts-types des estimations suivant les différents redressements utilisés
La méthode utilisée rentre dans le cadre de l’estima-
tion sur petits domaines (méthodologie d’estimation lar-
gement développée par [15, 16]) où dans notre cas, le
domaine est le sous-échantillon rhônalpin. La méthode
proposée est dite directe car elle ne fait intervenir que
l’information disponible au niveau du domaine. L’incon-
vénient de la méthode présentée est que la précision est
faible dès lors que la taille du sous-échantillon, inclus
dans le domaine, est trop petite. La méthode présen-
tée est donc fortement dépendante de la taille du sous-
échantillon d’étude. Afin de pallier à cette limite de la
méthode proposée, il est sans doute nécessaire d’emprun-
ter de la «force» en dehors du domaine considéré. On
parle alors de méthode indirecte d’estimation sur petits
domaines.
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