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La structure combinatoire du calcul inte´gral
Kurusch Ebrahimi-Fard1, Fre´de´ric Patras2
Une the´orie tre`s ge´ne´rale, alge´brique et combinatoire, du calcul inte´gral, connue
aujourd’hui sous le nom de the´orie des alge`bres de Rota-Baxter, a e´te´ de´veloppe´e
par P. Cartier, G.C. Rota et al. dans les anne´es 1960-1972. La formalisation et
les principaux re´sultats obtenus alors ont surtout porte´ sur le cas commutatif.
L’inte´reˆt pour le cas ge´ne´ral, non commutatif, qui inclut (entre de nombreuses
autres applications) le calcul inte´gral et le calcul aux diﬀe´rences pour les alge`bres
d’ope´rateurs est ressuscite´ depuis le de´but des anne´es 2000. Motive´ au de´part
par la physique the´orique, et plus pre´cise´ment la the´orie de la renormalisation (ou
comment rendre, de fac¸on cohe´rente, convergentes des inte´grales divergentes), le
champ d’application de la the´orie non commutative s’est rapidement e´tendu.
Le lecteur trouvera de bons expose´s des fondements de la the´orie des alge`bres
de Rota-Baxter dans [27, 31, 43]. Nous ne chercherons pas a` donner ici une
pre´sentation exhaustive du sujet ni des re´fe´rences, le domaine s’e´tant de´veloppe´
conside´rablement au cours des dix dernie`res anne´es et ayant de nombreuses ramiﬁ-
cations. L’article visera plutoˆt a` oﬀrir un aperc¸u de progre`s re´cents eﬀectue´s dans
une direction particulie`re, peut-eˆtre la plus signiﬁcative du point de vue du calcul
inte´gral et diﬀe´rentiel : celle de l’extension au cas non commutatif des re´sultats
fondamentaux de la the´orie commutative, comme l’identite´ de Bohnenblust-Spitzer
ou la construction de l’alge`bre de Rota-Baxter « standard » (une pre´sentation due
a` Rota de l’alge`bre de Rota-Baxter libre en termes de fonctions syme´triques). Apre`s
un survol des grands principes de l’alge´brisation du calcul inte´gral, l’article rappelle
les origines (physiques et probabilistes) de la the´orie et pre´sente divers exemples
d’alge`bres de Rota-Baxter, issus pour la plupart (mais pas seulement) de l’analyse.
La the´orie classique (commutative) de Cartier-Rota est ensuite expose´e brie`vement,
en mettant en avant les liens avec la the´orie des fonctions syme´triques, les alge`bres
shuﬄe et quasi-shuﬄe et l’identite´ fondamentale (dite identite´ de Spitzer). La
the´orie est aborde´e dans la perspective de son extension au cadre non commutatif ;
cette perspective n’est pas toujours la plus naturelle du point de vue commutatif,
en particulier du point de vue des formules combinatoires, mais a l’avantage de
bien mettre en e´vidence la logique du passage au non commutatif.
Nous entrons ensuite dans le vif du sujet, avec la the´orie non commutative,
insistant surtout sur trois ide´es. D’abord, l’existence d’analogues non commuta-
tifs de la plupart des constructions commutatifs fondamentales, illustre´e ici par les
1 ICMAT, Madrid, Espagne - UHA, Mulhouse, France.
2 Laboratoire J.-A. Dieudonne´, universite´ de Nice, France.
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liens e´troits entre la structure des alge`bres de Rota-Baxter libres et la the´orie des
fonctions syme´triques non commutatives [24]. Ensuite, l’existence d’analogues non
commutatifs de la plupart des re´sultats commutatifs fondamentaux. Enﬁn, le fait
que, de la meˆme fac¸on que le calcul tensoriel est « ge´ne´rique » pour la the´orie des
inte´grales ite´re´es de Chen et des alge`bres de Lie (en un sens qui peut eˆtre rendu
rigoureux comme dans [40] : un calcul dans l’alge`bre tensorielle est valable univer-
sellement pour les alge`bres enveloppantes d’alge`bres de Lie gradue´es), le calcul dans
les alge`bres de Rota-Baxter est, de fac¸on tout a` fait analogue, « ge´ne´rique » pour
de nombreuses the´ories : en particulier celle des inte´grales ite´re´es et des sommes
ﬁnies d’ope´rateurs (ou` interviennent les analogues non commutatifs des produits
shuﬄe et quasi-shuﬄe usuels) et celle des de´rivations et des alge`bres d’ope´rateurs
diﬀe´rentiels (ou` interviennent les produits pre´-Lie).
Concre`tement, tout cela signiﬁe qu’il est souvent avantageux de se placer dans
ce contexte (c’est du moins notre expe´rience), pour re´soudre les proble`mes de la
the´orie formelle du calcul inte´gral, du calcul aux diﬀe´rences, des syste`mes dyna-
miques, etc.
1. L’alge´brisation du calcul inte´gral
« Whereas algebraists have devoted a lot of attention to deri-
vations, the algebraic theory of the indeﬁnite integral has been
strongly neglected. The shuﬄe identities are only the tip of an
iceberg of algebra and combinatorics of the indeﬁnite integral
operator which remains unexplored ». (G.C. Rota [44])
L’un des tout premiers re´sultats rencontre´s lors de l’enseignement ou l’appren-
tissage du calcul diﬀe´rentiel et inte´gral est la formule de de´rivation de Leibniz et
ses diverses variantes et, dualement, au niveau inte´gral, la formule d’inte´gration
par parties :∫ t
0
f (x)dx
∫ t
0
g(x)dx =
∫ t
0
( ∫ y
0
f (x) dx g(y) + f (y)
∫ y
0
g(x)dx
)
dy .
En posant R(f )(t) :=
∫ t
0
f (x)dx , elle se re´e´crit :
(1) R(f )R(g) = R(R(f )g + fR(g)).
On dit alors que, en vertu de cette identite´, l’ope´rateur inte´gral est de Rota-
Baxter de poids 0 et que l’alge`bre de fonctions sous-jacente (associative mais pas
ne´cessairement commutative) est de Rota-Baxter (toujours de poids 0).
Conside´rons maintenant les sommes de Riemann associe´es a` un parame`tre θ :
Rθ(f )(x) :=
[x/θ]−1∑
n=0
θf (nθ).(2)
L’ope´rateur Rθ satisfait a` la relation :
Rθ(f )Rθ(g) = Rθ
(
Rθ(f )g + fRθ(g) + θfg
)
,(3)
analogue de la formule d’inte´gration par partie (1), avec toutefois un terme cor-
rectif θRθ(fg) qui correspond aux termes diagonaux (f (nθ) · g(nθ)) du produit
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Rθ(f )Rθ(g) et disparaˆıt, au moins lorsqu’on travaille avec des fonctions suﬃsam-
ment re´gulie`res, dans la limite θ → 0. On dit que Rθ est de Rota-Baxter de poids θ.
Signalons au passage puisque nous n’en parlerons plus ensuite ici, que les the´ories
d’inte´gration associe´es a` des fonctions dont les trajectoires sont peu re´gulie`res
ou bruite´es (inte´grales de Young, Itoˆ, Stratonovich...) conduisent a` l’e´tude de
phe´nome`nes alge´briques et combinatoires (alge`bres de shuﬄe...) tre`s proches de
ceux que nous allons conside´rer. L’e´tude des chemins rugueux en donne un bon
exemple : nous renvoyons a` l’expose´ classique [34, Chap. 2,3] et, pour un point de
vue plus re´cent a` [26].
Le lecteur peut le´gitimement douter de l’inte´reˆt de baptiser « relations de Rota-
Baxter » des relations aussi e´le´mentaires que la formule d’inte´gration par parties
ou sa variante pour les sommes de Riemann. Cet inte´reˆt est en fait double. La
the´orie des alge`bres de Rota-Baxter regroupe d’abord dans un meˆme cadre formel
les diﬀe´rentes the´ories de l’inte´gration : on aurait pu citer encore dans ce panorama
la the´orie des q-inte´grales de Jackson
J[f ](t) :=
∫ t
0
f (y)dqy = (1− q)
∑
n≥0
f (qnt)qnt
ou l’ope´rateur de sommation agissant sur les suites (f (n))n∈N d’e´le´ments d’une
alge`bre associative A
R(f )(n) :=
n−1∑
i=0
f (i).
Plus important encore : elle permet d’abstraire du calcul inte´gral une composante
alge´brique qui, on le verra, est loin de lui eˆtre spe´ciﬁque puisqu’il est bien d’autres
exemples d’alge`bres de Rota-Baxter que ceux que nous avons donne´s dans cette
premie`re section, autorisant ainsi des transferts d’ide´es et de me´thodes entre des
the´ories a priori assez diﬀe´rentes.
Pour ﬁxer les ide´es, illustrons sur deux exemples simples et classiques la manie`re
dont ope`re le codage par les alge`bres de Rota-Baxter. La the´orie des alge`bres de
shuﬄes d’abord (on parle aussi d’alge`bres de battages, mais l’anglicisme « shuﬄe »
a ses lettres de noblesse puisqu’on le trouve de´ja` chez Schu¨tzenberger dans les
anne´es 50). Prenons pour A l’alge`bre commutative des fonctions continues sur les
re´els, pour R l’ope´rateur inte´gral
t∫
0
et notons
R(n)(f1, ..., fn)(t) := R(f1R(f2...R(fn)...))(t)
=
t∫
0
t1∫
0
...
tn−1∫
0
f (t1)...f (tn)dt1...dtn.
L’application de la relation de Rota-Baxter de poids 0 donne
R(n)(f1, ..., fn)R
(m)(g1, ..., gm) = R(f1[R
(n−1)(f2, ..., fn)R(m)(g1, ..., gm)]
+g1[R
(n)(f1, ..., fn)R
(m−1)(g2, ..., gm)])
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et une re´currence simple montre ﬁnalement que
R(f1R(f2 · · ·R(fn) · · · ))R(g1R(g2 · · ·R(gm) · · · ))
=
∑
R(h1R(h2 · · ·R(hn+m) · · · )),(4)
ou` la somme porte sur tous les shuﬄes de f1, . . . , fn et g1, . . . , gm, c’est-a`-dire les
suites h1, . . . , hm+n forme´es des fi et des gj ou` l’ordre partiel des fi et des gj est
respecte´ (par exemple, x1y1x2y2y3x3x4 ou x1x2y1y2x3x4y3 sont des shuﬄes de mots
x1x2x3x4 et y1y2y3, mais pas x1x4x2y1y2x3y3, car x4 y apparaˆıt a` gauche de x2 et x3).
Ce calcul des shuﬄes, prototype pour de nombreux calculs plus complexes dans
les alge`bres de Rota-Baxter, a e´te´ axiomatise´ dans les anne´es 50 par Eilenberg-
MacLane et Schu¨tzenberger, nous y reviendrons dans la section suivante.
Donnons maintenant un deuxie`me exemple, un peu plus re´cent : les fonc-
tions zeˆtas et multizeˆtas (MZVs) et le phe´nome`ne baptise´ « dimorphie » par J.
Ecalle [21] – un phe´nome`ne bien de´crit dans [29] et au cœur de travaux re´cents
sur les MZVs (voir par exemple [14, 49]). Il s’agit-la` d’un exemple naturel ou` les
structures d’alge`bres de Rota-Baxter de poids 0 (inte´grale de Riemann, produits
shuﬄe) et de poids 1 (ope´rateur de sommation, produits dits quasi-shuﬄe [25, 8]
sur lesquels nous reviendrons ulte´rieurement) coexistent. Rappelons que les MZVs
sont de´ﬁnis pour k > 0 entiers positifs non nuls n1, . . . , nk ∈ N, n1 > 1, en
termes de se´ries ite´re´es ou, de fac¸on e´quivalente, par la repre´sentation inte´grale de
Drinfel’d :
ζ(n1, . . . , nk) :=
∑
m1>···>mk>0
1
mn11 · · ·mnkk
(5)
=
∫
· · ·
∫
06tw6···6t161
dt1
τ1(t1)
· · · dtw
τw (tw )
,(6)
ou` τi (u) = 1−u si i ∈ {h1, h2, . . . , hk}, hj = n1+n2+ · · ·+nj , et τi(u) = u sinon.
On dit que k est la longueur et w := n1 + ...+ nk le poids de ζ(n1, . . . , nk).
Les deux formules pour les produits (1) et (3) ayant des formes sensiblement
diﬀe´rentes, ces deux repre´sentations des MZVs vont induire deux formules distinctes
pour le produit des multizeˆtas. Celle associe´e a` la repre´sentation inte´grale se de´duit
de (4) et se comporte additivement en les longueurs, ce qui n’est pas le cas pour
la repre´sentation sommatoire. Par exemple,
ζ(p)ζ(q) = ζ(p, q) + ζ(q, p) + ζ(p + q),
ou` on reconnaˆıt dans le terme ζ(p + q) le terme « correctif » typique des alge`bres
de Rota-Baxter de poids non ze´ro. D’ou` des relations non triviales, dites de double
me´lange, comme
ζ(2)2 = 4ζ(3, 1) + 2ζ(2, 2) = 2ζ(2, 2) + ζ(4),
qui s’ave`rent jouer un roˆle cle´ dans la the´orie.
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2. Alge`bres de Rota-Baxter
2.1. Origines
Le paragraphe pre´ce´dent peut laisser penser que le calcul inte´gral est a` l’origine
des alge`bres de Rota-Baxter. Ce n’est pourtant pas le cas : l’identite´ de Rota-
Baxter et, avec elle, la notion d’alge`bre de Rota-Baxter sont d’abord apparues en
1960 dans les travaux de Baxter3[6] ayant eux-meˆmes pour origine un re´sultat pro-
babiliste obtenu par Spitzer en 1956 [47]. Diverses preuves simples de l’identite´ de
Spitzer avaient e´te´ obtenues avant lui, mais Baxter sut faire e´merger les structures
alge´briques et combinatoires sous-jacentes, et son nom leur est reste´ associe´.
Une dizaine d’anne´es plus tard, Rota [41, 42, 43] assit la the´orie sur des fonde-
ments syste´matiques en l’adossant a` la the´orie classique des fonctions syme´triques.
Rota fut l’un des meilleurs avocats de la combinatoire alge´brique, a` la fois par ses
travaux mathe´matiques et ses engagements e´piste´mologiques, et cet engagement
se retrouve dans le programme aﬃche´ en introduction a` [41], ou` l’on reconnaˆıt
aussi en ﬁligrane l’esprit structuraliste de l’e´poque :
« The spectacular results in the ﬂuctuation theory of sums of
independent random variables [...] have gradually led to the rea-
lization that the nature of the problem, as well as that of the
methods of solution, is algebraic and combinatorial [...]. It is the
present purpose to carry this algebraization to the limit : the re-
sult we present amounts to a solution of the word problem for
Baxter algebras ».
L’autre grand pan de la fondation mathe´matique de la the´orie est duˆ a` Cartier [7]
qui, comme Rota, part du « proble`me des mots » (la construction d’une base de
l’alge`bre de Rota-Baxter libre), mais suit une approche diﬀe´rente qui le conduit a`
introduire la notion de produit quasi-shuﬄe, formalise´e re´cemment par Hoﬀman
dans [25].
Revenons sur la notion d’alge`bre de Rota-Baxter : il s’agit donc en ge´ne´ral d’une
alge`bre associative A (disons unitaire et sur un corps k de caracte´ristique ze´ro dans
ce qui suit), munie d’un ope´rateur line´aire R ve´riﬁant la relation de Rota-Baxter
de poids θ :
(7) R(x)R(y) = R(R(x)y + xR(y) + θxy).
Le terme sur lequel ope`re R dans le terme droit de l’identite´ de´ﬁnit un nouveau
produit sur A, appele´ produit double (de poids θ) et note´ ∗θ :
(8) x ∗θ y := R(x)y + xR(y) + θxy ,
tel que R(x ∗θ y) = R(x)R(y) ; on ve´riﬁe facilement qu’il est aussi associatif et
que l’ope´rateur R ve´riﬁe encore la relation de Rota-Baxter en remplac¸ant le produit
habituel de A par le produit double. On verra ulte´rieurement son utilite´.
3 Il s’agit de Glen Baxter et non de Rodney Baxter – ce dernier e´tant connu entre autres pour
les e´quations de Yang-Baxter.
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Conside´rons d’abord le cas commutatif de poids 0 et revenons de fac¸on plus
abstraite sur les alge`bres de shuﬄes. Le produit double ∗0 = ∗ (de poids ze´ro) se
scinde alors en deux composantes (les « demi-shuﬄes » d’Eilenberg-MacLane et
Schu¨tzenberger) :
f ∗ g = f ↑ g + f ↓ g
ou` f ↑ g := fR(g) et f ↓ g := R(f )g .
Ces produits ↑ et ↓ ve´riﬁent les relations
(9) a ↓ b = b ↑ a, (a ↑ b) ↑ c = a ↑ (b ↑ c + c ↑ b),
qui donnent une caracte´risation axiomatique des alge`bres de shuﬄes, ca-
racte´risation obtenue inde´pendamment dans les anne´es 50 par Eilenberg et
MacLane en topologie alge´brique et par Schu¨tzenberger en the´orie de Lie [22, 45].
On pourra s’amuser a` ve´riﬁer que ces relations suﬃsent a` assurer que le produit
de´ﬁni comme la somme ↑ + ↓ est associatif et commutatif [45]. Si la terminologie
« alge`bres de shuﬄes », utilise´e en the´orie de Lie, controˆle, the´orie des MZVs...,
semble a priori la plus naturelle pour nommer les alge`bres satisfaisant aux rela-
tions (9), on trouve e´galement dans la litte´rature celle d’alge`bres chronologiques
(Kawski [30] – d’autres auteurs, en the´orie du controˆle, donnent une signiﬁcation
diﬀe´rente a` la notion d’alge`bre chronologique) ou encore, en the´orie des ope´rades,
celle d’alge`bres Zinbiel [33].
En d’autres termes, il existe un foncteur d’oubli des alge`bres de Rota-Baxter
commutatives de poids 0 vers les alge`bres de shuﬄes, et il se trouve que l’existence
d’un tel foncteur explique pour beaucoup l’inte´reˆt mathe´matique des shuﬄes ! Ce
jeu entre diﬀe´rents niveaux de structures alge´briques, que nous avons de´veloppe´
assez longuement dans le cas simple mais repre´sentatif commutatif de poids θ = 0,
se de´clinerait de beaucoup de manie`res encore en passant a` des poids non nuls ou
au cas non commutatif. Nous ne le ferons que tre`s partiellement, en nous limitant
a` des indications (pour des raisons de place plutoˆt que de complexite´), mais te-
nions a` mettre tout de suite en exergue cette ide´e : les calculs avec les alge`bres de
Rota-Baxter sont ge´ne´riques pour toute une classe de the´ories (inte´grales ite´re´es
de fonctions et d’ope´rateurs – produits shuﬄes commutatifs et non commuta-
tifs –, ope´rateurs de sommation – produits quasi-shuﬄes –, alge`bres d’ope´rateurs
diﬀe´rentiels – produits pre´-Lie – etc.).
2.2. Les formules de Spitzer
Conside´rons maintenant le cas de poids non nul. On notera que si R est de
poids θ, l’ope´rateur Rˆ := βR , pour β ∈ k , est un ope´rateur de Rota-Baxter de
poids θβ, ce qui permet de toujours se ramener lorsque θ 6= 0 au poids θ = 1
(ou −1). Les exemples naturels sont nombreux.
– La the´orie des ﬂuctuations, qui conside`re les extremums de suites de va-
riables ale´atoires re´elles, est amene´e a` e´tudier l’ope´rateur qui agit sur la fonction
caracte´ristique F (t) := E[exp(itX )] d’une variable ale´atoire X par :
R(F )(t) := E[exp(itX+)]
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ou` on note X+ := max(0,X ). L’ope´rateur R sur l’alge`bre de Banach associe´e
(voir e.g. [42, Exemple 7]) est de Rota-Baxter de poids θ = −1, c’est l’exemple
« historique » qui a motive´ les travaux de Spitzer et Baxter [6, 41, 47].
– Si A est une alge`bre associative, mais pas force´ment commutative, qui
se de´compose comme somme directe de deux sous-alge`bres (non unitaires),
A = A+ ⊕ A−, les deux ope´rateurs de projection sur A+ et A− (paralle`lement
a` l’autre sous-espace) sont de Rota-Baxter de poids θ = −1. L’exemple le plus
inte´ressant a` ce jour est probablement la de´composition des se´ries de Laurent
C[ε−1, ε]] en « partie divergente » ε−1C[ε−1] et « partie re´gulie`re » C[[ε]]. Il est
sous-jacent a` la compre´hension moderne de la renormalisation perturbative en
the´orie quantique des champs [37].
– Du point de vue de l’analyse et des syste`mes dynamiques discrets, l’exemple
fondamental est celui, de´ja` rencontre´, de l’ope´rateur de sommation sur les suites
d’e´le´ments d’une alge`bre associative, R(f )(n) :=
∑n−1
k=0 f (k). Il est inverse a` droite
de l’ope´rateur aux diﬀe´rences ∆(f )(n) := f (n + 1) − f (n) et est de Rota-Baxter
de poids θ = 1.
Concre`tement, l’utilite´ du formalisme de Rota-Baxter s’exprime bien dans la possi-
bilite´ donne´e de trouver des formules combinatoires universelles pour des proble`mes
d’analyse, de probabilite´s, de syste`mes dynamiques, etc. L’illustration canonique,
que nous choisirons pour exemple, est donne´e par les formules de Spitzer.
Revenons encore un moment au cas commutatif. La formule de Spitzer
classique calcule la fonction caracte´ristique des extremums d’un processus
discret Sn := X1 + · · ·+ Xn, de´ﬁni comme suite des sommes partielles d’une
suite de variables ale´atoires re´elles Xn, inde´pendantes et identiquement dis-
tribue´es. En d’autres termes, on conside`re la nouvelle suite de variables ale´atoires
Yn := max(0, S1, S2, . . . , Sn). La formule de Spitzer permet d’en ramener le
calcul des fonctions caracte´ristiques a` celui des S+n , la partie positive des sommes
partielles. Dans le langage des alge`bres de Rota-Baxter, si l’on note F la fonction
caracte´ristique des Xn :
E[exp(itYn)] = R(F · R(F . . .R(F · R(F )) . . . )) = R(n)(F ),
E[exp(itS+n )] = R(F
n),
et on a l’identite´ (valable dans toute alge`bre de Rota-Baxter commutative, on la
donne pour un poids θ arbitraire) :
log
(
1+
∑
n>0
R(n)(F )
)
= R
(
−
∑
n>0
(−1)nθn−1F n
n
)
.
En notant Ω′θ(F ) l’argument de R dans le terme droit, on voit tout de suite qu’il
vaut θ−1 log(1 + θF ), mais on ve´riﬁe aussi facilement qu’il ve´riﬁe l’e´quation :
(10) Ω′θ(F ) =
gθΩ′
θ
(F)
e
g
θΩ′
θ
(F) − 1
(F ) = F +
∑
n>0
Bn
n!
gnθΩ′
θ
(F)(F )
ou` g est l’ope´rateur de multiplication (a` gauche) gx(y) := xy et ou` les Bn sont les
nombres de Bernoulli (qui apparaissent dans le de´veloppement en se´rie de xex−1 ).
On verra plus tard comment cette e´criture, en apparence inutilement complique´e,
exprime en fait un lien e´troit entre la the´orie des alge`bres de Rota-Baxter non
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commutatives et le travail de Magnus sur les solutions d’e´quations diﬀe´rentielles
line´aires [36] de 1954, contemporain de celui de Spitzer [47].
La formule de Bohnenblust-Spitzer, qui commence a` indiquer la teneur combi-
natoire de la the´orie, est une relation multiline´aire similaire a` celle de Spitzer :
(11)
∑
σ∈Sn
R
(· · ·R(R(Fσ(1))Fσ(2)) · · · )Fσ(n) = ∑
pi∈Pn
θn−|pi|
∏∗θ
pii∈pi
(
(bi − 1)!
∏
j∈pii
Fj
)
,
ou` Sn est le groupe syme´trique d’ordre n, Pn l’ensemble des partitions de [n], |π|
le nombre de blocs de la partition π ∈ Pn, bi la taille du i-e`me bloc πi et ou`
l’exposant ∗θ est le produit double (8). Le cas θ = 0 est simplement :∑
σ∈Sn
R
(· · ·R(R(Fσ(1))Fσ(2)) · · · )Fσ(n) = n∏∗
i=1
Fi .
En vue de la ge´ne´ralisation ulte´rieure de cette identite´ (11) au cas non commuta-
tif, indiquons-en une autre e´criture, moins syme´trique. Appelons e´criture canonique
l’e´criture de la de´composition en cycle c1 · · · ck d’une permutation dans laquelle les
cycles sont e´crits dans l’ordre croissant de leurs maxima, chaque cycle e´tant lui-
meˆme e´crit en commenc¸ant par sa valeur maximale : par exemple (32)(541)(6)(87)
est une e´criture canonique. On note cj = (aj0aj1 . . . ajmj−1) le j-ie`me cycle dans
l’e´criture canonique, ou` mj est la taille du cycle et aj0 > al , j1 ≤ l ≤ jmj−1.
L’identite´ (11) se re´e´crit alors :
(12)
∑
σ∈Sn
R
(· · ·R(R(Fσ(1))Fσ(2)) . . .)Fσ(n) = ∑
σ∈Sn
Dθσ(F1, . . . ,Fn),
ou`, pour la permutation σ e´crite sous forme canonique c1 · · · ck , on pose
(13) Dθσ(F1, . . . ,Fn) :=
k∏∗θ
j=1
((mj−1∏
i=1
dθFaji
)
(Faj0
)
)
,
ou` d est l’ope´rateur de multiplication (a` droite) dx(y) := yx . Le deuxie`me produit
dans le terme droit de´note la composition des ope´rateurs de multiplication. Par
exemple, pour la permutation σ ∈ S5 d’e´criture canonique (43)(512), on obtient :
Dθσ(F1, . . . ,F5) = dθF3(F4) ∗θ (dθF2dθF1)(F5) = θ3(F4F3) ∗θ (F5F1F2).
Le produit e´tant commutatif, le terme (
∏mj−1
i=1 dθFaji
)(Faj0
) ne de´pend pas de l’ordre
des aji , i > 1, et chaque composante Dθσ(F1, . . . ,Fn) apparaˆıt aﬀecte´e de la multi-
plicite´
∏k
j=1(mj − 1)! dans le terme droit de (12), d’ou` de´coule l’e´quivalence avec
la forme plus compacte (11), e´crite en terme de partitions.
2.3. L’approche combinatoire : Cartier et Rota
L’ide´e qui sous-tend les travaux de Cartier et Rota est de de´duire ce type de
formules d’un calcul dans l’alge`bre de Rota-Baxter libre sur un alphabet X : une
formule obtenue dans l’alge`bre libre est en eﬀet automatiquement satisfaite dans
toute alge`bre du type (i.e. de la cate´gorie) conside´re´. Leurs deux approches sont,
on va le voir, comple´mentaires.
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La construction de Cartier [7] pre´ﬁgure la notion moderne de quasi-shuﬄes
(voir [28]), tre`s pre´sente actuellement, on l’a vu, dans le de´veloppement de la
the´orie des multizeˆtas (MZVs) et autres ge´ne´ralisations des fonctions spe´ciales
(voir [8]). Supposons que l’on parte d’un alphabet X ayant une structure de
mono¨ıde commutatif dont la loi est note´e additivement. Alors que le produit shuﬄe
me´lange simplement les mots (suites de lettres de X ) en pre´servant l’ordre partiel
des lettres (le mot x1x4x5x2x6x3 fait partie du produit shuﬄe de x1x2x3 et x4x5x6),
le produit quasi-shuﬄe autorise une ope´ration additionnelle (dans le produit shuﬄe
de deux mots A et B, on s’autorise a` former toutes les sommes partielles possibles
de deux lettres conse´cutives pourvu qu’elles appartiennent a` deux mots diﬀe´rents).
Par exemple, le mot x1x4x5x2x6x3 est aussi inclus dans le produit quasi-shuﬄe de
x1x2x3 et x4x5x6 (dans ce cas on ne fait aucune sommation), mais e´galement les
mots x1x4y1y2 ou z1x5x2y2 avec y1 := x5 + x2, y2 := x6 + x3, z1 := x1 + x4. La
de´ﬁnition mathe´matique la plus simple du produit quasi-shuﬄe, note´ ici ∗1, de
deux mots est re´cursive [25] :
x1W ∗1 y1Y := x1(W ∗1 y1Y ) + y1(x1W ∗1 Y ) + (x1 + y1)(W ∗1 Y ),
ou` x1 et y1 sont des lettres de X , W et Y des mots.
Dans le contexte des alge`bres de Rota-Baxter, l’ide´e est la meˆme que pour le
cas du poids ze´ro (le cas des shuﬄes) ; le produit double de Rota-Baxter (8) se
de´compose, en poids θ = 1 comme somme de trois termes :
x ∗1 y = xR(y) + R(x)y + xy ,
les deux premiers produits correspondent aux « demi-shuﬄes», tandis que le dernier
produit, xy , commutatif et associatif, est simplement le produit dans l’alge`bre sous-
jacente. Avec la notation x ↑ y := xR(y) et x ↓ y := R(x)y et x · y := xy , on a :
(14) x ↓ y = y ↑ x , (x ↑ y) ↑ z = x ↑ (y ↑ z + z ↑ y + y · z).
La dernie`re composante du produit double ∗1 explique, par rapport au cas des
shuﬄes, la pre´sence de termes additionnels dans les produits quasi-shuﬄes, comme
on le voit imme´diatement en bas degre´s :
R(x)R(y) = [R(xR(y)) + R(yR(x))] + {R(xy)},
R(x)R(yR(z)) = [R(xR(yR(z))) + R(yR(xR(z))) + R(yR(zR(x)))]
+{R(xyR(z)) + R(yR(xz))},
ou`, dans les termes droits, la composante provenant des produits shuﬄes est mise
entre crochets et celle provenant du terme additionnel induit par le poids θ = 1
est entre parenthe`ses.
On notera bien que ces formules ne valent que dans le cas commutatif. Les
formules ge´ne´rales pour les produits s’obtiennent par application re´cursive de la
relation (7).
L’approche de Rota [41, 42] est tre`s diﬀe´rente. Elle part de l’observation que,
si A est une alge`bre commutative, l’alge`bre des suites d’e´le´ments de A avec la
structure d’alge`bre produit est munie d’une structure d’alge`bre de Rota-Baxter par
l’ope´ration :
R(a1, . . . , an, . . .) = (0, a1, a1 + a2, . . . , a1 + · · ·+ an, . . .).
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En prenant pour A l’alge`bre k [x1, . . . , xn, . . .] des polynoˆmes a` une inﬁnite´ de
variables, on montre que la sous-alge`bre de Rota-Baxter engendre´e par la suite
(x1, . . . , xn, . . .) est libre. L’inte´reˆt de cette construction est de donner un lien
imme´diat avec la the´orie des fonctions syme´triques. En eﬀet, les termes de la
formule de Spitzer (R(xn) et R(n)(x)) correspondent respectivement, en the´orie
des fonctions syme´triques, aux sommes de puissances (
∑
i x
n
i ) et aux fonctions
syme´triques e´le´mentaires (
∑
i1<···<in xi1 · · · xin ). La formule de Spitzer se de´duit
ainsi des formules de Waring, qui expriment les sommes de puissances comme
polynoˆmes en les fonctions syme´triques e´le´mentaires !
3. La the´orie non commutative
La pre´sentation qui a e´te´ donne´e du cas commutatif nous dispensera largement
d’avoir a` entrer trop dans les de´tails du cas non commutatif, et nous allons sur-
tout essayer d’indiquer les ingre´dients, techniques et the´oriques, qui permettent de
passer de l’un a` l’autre.
Bien que de multiples raisons the´oriques et l’existence d’applications naturelles
(a` commencer par l’inte´gration ou le calcul aux diﬀe´rences dans des alge`bres
d’ope´rateurs !) justiﬁent qu’on accorde aux alge`bres de Rota-Baxter non commu-
tatives la meˆme attention qu’aux alge`bres commutatives et bien que quelques
re´sultats importants aient e´te´ obtenus assez toˆt, il a fallu attendre une pe´riode tre`s
re´cente pour que la the´orie soit de´veloppe´e sur des bases syste´matiques.
Un des e´le´ments cle´ du renouveau est lie´ aux travaux de Connes et Kreimer [13]
et a` la the´orie de la renormalisation, qui permet de donner un sens a` des inte´grales
qui sont naturellement divergentes en extrayant les divergences de fac¸on cohe´rente
et compatible avec la physique sous-jacente [12, 37]. Le proce´de´ d’extraction, de na-
ture combinatoire, duˆ a` Bogoliubov (et d’autres) est connu de longue date (il s’agit
de travaux contemporains a` ceux de Spitzer et Magnus) et s’ave`re eˆtre l’instance
d’une de´composition ge´ne´rale dans les alge`bres de Rota-Baxter non commutatives
(appele´e de´composition d’Atkinson).
Les sections qui suivent pre´sentent d’abord cette de´composition, l’un des
re´sultats importants pour le cas non commutatif e´tablis a` l’e´poque de fondation de
la the´orie. Quelques formules de type Spitzer indiquent ensuite comment se fait,
de fac¸on ge´ne´rale, le passage au non commutatif, ou` la notion d’alge`bre pre´-Lie
joue un roˆle cle´. On e´voque ensuite l’analogue non commutatif des constructions
de Cartier et Rota, qui montre que les fonctions syme´triques non commutatives
jouent, pour les alge`bres de Rota-Baxter associatives, le roˆle que jouaient les fonc-
tions syme´triques chez Rota. L’article se conclut par des indications, au travers
d’exemples et de renvois bibliographiques, sur les usages possibles des alge`bres de
Rota-Baxter (les choix eﬀectue´s reﬂe´tant plutoˆt les gouˆts et inte´reˆts des auteurs
qu’un souci d’exhaustivite´).
3.1. La de´composition d’Atkinson
En 1963, Atkinson se penche, en liaison e´troite avec les the´ore`mes de Spitzer,
sur les proble`mes de factorisation dans les alge`bres de Rota-Baxter [4]. Dans une
alge`bre de Rota-Baxter A de poids θ, notons R˜ l’ope´rateur −θidA − R . Il ve´riﬁe
encore la relation de Rota-Baxter de poids θ, mais on a R˜(x ∗θ y) = −R˜(x)R˜(y).
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On notera que, si θ = 0, on a R˜ = −R . Pour x ∈ A, Atkinson s’inte´resse aux
solutions des e´quations :
f = 1+ λR(fx), h = 1+ λR˜(xh).
Le parame`tre formel λ est introduit pour e´viter d’avoir a` discuter les proble`mes
de convergence ou d’inversibilite´ (on l’introduit parfois e´galement dans les for-
mules de Spitzer). Leur solution est donne´e par l’argument du logarithme dans
le terme gauche de l’identite´ de Spitzer pour f (en prenant F = λx), et par un
de´veloppement en se´rie analogue pour h.
En utilisant que R(a)R˜(b) = R
(
aR˜(b)
)
+ R˜
(
R(a)b
)
, on obtient le re´sultat cle´
d’Atkinson, c’est-a`-dire l’identite´ fh = 1− λθfxh dans A[[λ]], qui se re´e´crit :
1+ λθx = f −1h−1.
Le proce´de´ de Bogoliubov est une re´cursion permettant de calculer h−1 et f
(appele´ le « contreterme » en the´orie de la renormalisation) connaissant x dans le
cas ou` R se comporte comme dans le deuxie`me exemple de la section 2.2 : il est
de poids θ = −1, idempotent et ve´riﬁe en outre R(1) = 0. Omettons le parame`tre
λ. De l’identite´ f (1− x) = h−1 et de ce que f −1 est dans l’image de R , on de´duit
d’abord que :
f = 1+ R(f ) = 1+ R(fx) = 1+ R(f − h−1)
et, de R(h−1) = 0 et R˜(f ) = 1, que :
h−1 = R˜(h−1) = R˜(f (1− x)) = 1− R˜(fx).
Lorsque les e´le´ments conside´re´s ont un de´veloppement en se´rie sous-jacent, on
ve´riﬁe ensuite que les deux e´quations couple´es :
h−1 = 1− R˜(fx), f = 1+ R(fx)
se re´solvent re´cursivement degre´ par degre´ (en notant avec un indice i le terme de
degre´ i de chaque se´rie, h−11 = −R˜(x1), f1 = R(x1), h−12 = −R˜(f1x1 + x2), f2 =
R(f1x1 + x2), etc.) ; c’est l’algorithme de Bogoliubov.
3.2. Formules de Spitzer non commutatives
La question se pose alors de mieux comprendre la structure du terme gauche
de la formule de Spitzer, c’est-a`-dire du logarithme de la solution de l’e´quation
f = 1 + R(fx). On reconnaˆıt donc la`, selon l’alge`bre et l’ope´rateur R choisis, le
contreterme en the´orie quantique des champs, mais aussi, de fac¸on moins exotique,
la solution d’une e´quation diﬀe´rentielle line´aire du premier ordre dans une alge`bre
de matrices, ou encore le point ﬁxe d’un syste`me dynamique discret... On peut
en particulier s’attendre a` ce qu’une « formule de Spitzer non commutative »
ait comme cas particulier la solution du proble`me de Baker-Campbell-Hausdorﬀ
(calculer le logarithme de la solution d’une e´quation diﬀe´rentielle line´aire du premier
ordre – le cas discret, calculer le logarithme d’un produit d’exponentielles, en est
un cas particulier). On va voir que c’est en eﬀet le cas.
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L’e´le´ment conceptuel cle´ de la the´orie non commutative est peut-eˆtre l’existence
d’une structure d’alge`bre pre´-Lie (ou de Vinberg) sous-jacente [1, 9, 10, 38]. Rap-
pelons qu’une alge`bre pre´-Lie (gauche) est un espace vectoriel muni d’un produit
(non associatif) ⊲ ve´riﬁant la condition d’associativite´ faible :
(x ⊲ y) ⊲ z − x ⊲ (y ⊲ z) = (y ⊲ x) ⊲ z − y ⊲ (x ⊲ z).
Les alge`bres pre´-Lie droites sont de´ﬁnies par la relation syme´trique. Les alge`bres
pre´-Lie sont Lie admissibles, c’est-a`-dire que le crochet [x , y ]⊲ := x ⊲ y − y ⊲ x
satisfait a` l’identite´ de Jacobi :
[x , [y , z ]⊲]⊲ + [y , [z , x ]⊲]⊲ + [z , [x , y ]⊲]⊲ = 0.
L’exemple canonique d’alge`bre pre´-Lie, plus ou moins implicite de´ja` dans les travaux
de Cayley, est celui des de´rivations : on ve´riﬁera par exemple que l’espace vectoriel
re´el engendre´ par les de´rivations xn∂x est une alge`bre pre´-Lie si on le munit du
produit (xn∂x) ⊲ (xm∂x) := m · xn+m−1∂x .
Toute alge`bre de Rota-Baxter he´rite de l’ope´rateur R automatiquement une
structure pre´-Lie (en fait de deux, une gauche et une droite, nous ne parlerons en
de´tail que de la structure gauche) ; le produit (de poids θ) correspondant est de´ﬁni
par :
(15) a ⊲θ b := R(a)b − bR(a)− θba,
tandis que le produit a θ ⊳ b := −b ⊲θ a est pre´-Lie droit. On notera que
[a, b]⊲θ = [a, b]∗θ . Pour θ = 0, on a a ⊲0 b = [R(a), b] := R(a)b − bR(a).
Dans le cas commutatif, par contre, la formule de´ge´ne`re et le produit pre´-Lie est,
a` une constante pre`s, le produit associatif de l’alge`bre.
Le roˆle cle´ de cette structure se comprend en revenant a` la formule de
Bohnenblust-Spitzer dans sa formulation (12), un peu artiﬁcielle dans le cas
commutatif. Dans le cas n = 2, on ve´riﬁe facilement que l’identite´ commutative
F1 ∗θ F2 − θF2F1 = R(F1)F2 + R(F2)F1
devient :
F1 ∗θ F2 + F2 ⊲θ F1 = R(F1)F2 + R(F2)F1.
Ce me´canisme s’ave`re fonctionner a` tous les ordres. De fac¸on ge´ne´rale, il « suf-
ﬁt » de rede´ﬁnir dans (12) l’ope´rateur Dθσ, en substituant dans la de´ﬁnition (13)
a` l’ope´rateur dθx (produit a` droite par θx) l’ope´rateur d⊲θx de multiplication a`
droite associe´ au produit pre´-Lie : d⊲θx(y) := y ⊲θ x. Concre`tement, pour re-
prendre l’exemple qui suit la de´ﬁnition (13), on substituera dans la formule de
Bohnenblust-Spitzer, a` l’expression :
Dθσ(F1, . . . ,F5) = θ3(F4F3) ∗θ (F5F1F2),
l’expression en termes de produits pre´-Lie :
D⊲θσ (F1, . . . ,F5) = d⊲θF3(F4) ∗θ (d⊲θF2d⊲θF1)(F5)
= (F4 ⊲θ F3) ∗θ ((F5 ⊲θ F1) ⊲θ F2).
Avec cette rede´ﬁnition, l’identite´ de Bohnenblust-Spitzer (12) vaut encore dans le
cas non commutatif [19], et admet meˆme un q-analogue [39].
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Pour aborder le proble`me de Baker-Campbell-Hausdorﬀ ge´ne´ralise´ aux alge`bres
de Rota-Baxter, il convient d’avoir en teˆte, outre la formule de Spitzer et son
e´criture (10), la solution de Magnus au proble`me classique. Dans l’article [36]
de 1954, Magnus conside`re la solution Y (t) de l’e´quation diﬀe´rentielle (disons
matricielle) Y ′(t) = A(t)Y (t), Y (0) = 1 et montre que son logarithme Ω(A)(t) :=
log(Y (t)) est solution de l’e´quation diﬀe´rentielle :
Ω˙(A)(t) =
adΩ(A)
eadΩ(A) − 1 (A)(t),
ou` ad est l’action adjointe (adx(y) = [x , y ] = xy − yx).
Il se trouve que la meˆme formule vaut encore dans toute alge`bre de Rota-
Baxter, pourvu que l’on adopte le bon point de vue : celui des alge`bres pre´-Lie. On
remarquera d’abord que, comme Ω(A)(0) = 0 et que l’ope´rateur d’inte´gration est
de Rota-Baxter de poids ze´ro :
adΩ(A)(A) = [Ω(A),A] = Ω˙(A) ⊲0 A = gΩ˙(A)⊲0(A).
Cette observation donne la cle´ de la formule ge´ne´rale qui uniﬁe la formule de
Spitzer et la formule de Magnus ; pour une alge`bre de Rota-Baxter A de poids θ,
si f est une solution de f = 1 + λR(fx) dans A[[λ]], l’e´le´ment Ω′(λx) tel que
R(Ω′(λx)) = log(f ) ve´riﬁe [20] :
Ω′(λx) =
−gΩ′(λx)⊲θ
e
−gΩ′(λx)⊲θ − 1
(λx) = λx +
∑
n>0
(−1)nBn
n!
gnΩ′(λx)⊲θ (λx),
ou` gx⊲θ(y) := x ⊲θ y . Cette se´rie est appele´e se´rie de Magnus pre´-Lie. Elle a une
signiﬁcation intrinse`que pour la the´orie des idempotents de Lie et des ope´rades qui
a e´te´ mise en e´vidence dans les travaux de F. Chapoton [11].
3.3. The´orie de Cartier-Rota non commutative
L’analogue non commutatif des formules de Spitzer fait apparaˆıtre le roˆle cle´ de
la notion d’alge`bre pre´-Lie, dont on voit bien qu’elle est naturelle de`s qu’on cherche
a` passer du point de vue du poids θ = 0 a` un cadre plus ge´ne´ral (rappelons que le
poids ze´ro est celui de la the´orie classique de l’inte´gration et du calcul diﬀe´rentiel :
le produit pre´-Lie se re´duit dans ce cas a` un crochetage de Lie classique tordu par
l’inte´grale de Riemann, puisqu’on a alors a ⊲0 b = R(a)b − bR(a) =: [R(a), b]).
Le proble`me des mots fait apparaˆıtre d’autres ide´es et notions, tout aussi fonda-
mentales. Nous passerons brie`vement sur la the´orie de Cartier non commutative, in-
timement lie´e aux analogues non commutatifs des alge`bres shuﬄes et quasi-shuﬄes.
Elle est en ge´ne´ral aborde´e graphiquement, c’est-a`-dire en termes d’arbres [3, 16].
La the´orie de Rota non commutative [18, 19] est, elle, surprenamment
simple dans sa formulation, puisque, si l’on remplace, dans la construction
de Rota l’alge`bre des polynoˆmes a` une inﬁnite´ de variables k [x1, . . . , xn, . . .]
par son analogue associatif, l’alge`bre associative libre (ou alge`bre tenso-
rielle) sur les xi , le re´sultat fondamental continue de valoir : l’ope´ration
R(y1, . . . , yn, . . .) := (0, y1, y1 + y2, . . . , y1 + · · · + yn, . . .) de´ﬁnit un ope´rateur
de Rota-Baxter et la sous-alge`bre de Rota-Baxter engendre´e par la suite
X = (x1, . . . , xn, . . .) donne une pre´sentation de l’alge`bre de Rota-Baxter libre sur
les xi .
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Outre que, comme celle de Rota, cette construction re´sout de fac¸on tre`s
e´conomique le proble`me des mots, elle a le me´rite de renvoyer a` l’une des ide´es
fondamentales de la combinatoire alge´brique moderne, la the´orie des fonctions
syme´triques non commutatives, qui a e´te´ de´veloppe´e syste´matiquement ces quinze
dernie`res anne´es par J.-Y. Thibon et de nombreux collaborateurs (G. Duchamp,
F. Hivert, J.-C. Novelli inter alia) dans une se´rie d’articles [24, 15].
Concre`tement, le calcul du terme gauche de la formule de Spitzer dans le cas
commutatif, c’est-a`-dire de R(n)(X ) = R(R(n−1)(X )X ), donne une suite dont
les termes sont les fonctions syme´triques e´le´mentaires
∑
0<i1<···<in<k xi1 · · · xin .
Dans le cas non commutatif, la meˆme formule est vraie, mais en variables non
commutatives : on se trouve alors dans le contexte de la the´orie, due a` F. Hivert,
des fonctions quasi-syme´triques en variables non commutatives. Cette approche a
les meˆmes avantages que la reconduction aux fonctions syme´triques dans le cas
commutatif. Elle permet en particulier de transfe´rer aux alge`bres de Rota-Baxter
tout un ensemble de re´sultats et techniques sur les alge`bres de fonctions syme´triques
non commutatives (et de variantes, comme les alge`bres de descentes de Solomon,
fondamentales pour la the´orie des alge`bres de Lie libres [40]).
3.4. Quelques applications et perspectives
Les applications possibles de la the´orie, on s’en doute, sont nombreuses, puisque
les structures de Rota-Baxter apparaissent naturellement de`s que l’on cherche
a` abstraire des notions comme celle d’inte´grale (ou dualement de de´rivation),
d’ope´rateur de sommation, de scindage d’alge`bres... Nous nous limiterons a` donner
deux exemples, un en direction de l’analyse des e´quations diﬀe´rentielles, l’autre de
l’alge`bre universelle.
3.4.1. La the´orie du controˆle
La the´orie du controˆle des e´quations diﬀe´rentielles a e´te´ longtemps associe´e
a` la combinatoire des inte´grales ite´re´es et sa variante formelle, la combinatoire
des mots. Cette partie de la the´orie est associe´e aux travaux de M. Fliess [23], a`
l’interface de la combinatoire et de l’analyse.
Du point de vue des alge`bres de Rota-Baxter, la combinatoire sous-jacente est
celle des alge`bres de Rota-Baxter de poids ze´ro, commutatives lorsqu’on travaille
en dimension 1, non commutatives de`s que l’on a aﬀaire a` des alge`bres d’ope´rateurs
(rappelons encore une fois que l’inte´grale de Riemann est un ope´rateur de poids
ze´ro). Il n’est donc pas tre`s surprenant que l’on retrouve dans la the´orie du controˆle
certaines des ide´es directrices de la the´orie moderne, non commutative, des alge`bres
de Rota-Baxter. De fait, la notion assez prote´iforme « d’alge`bre chronologique »
(ou de calcul chronologique) qui y est utilise´e correspond a` peu pre`s a` la the´orie
des alge`bres de Rota-Baxter de poids ze´ro. Des remarques analogues vaudraient
pour la the´orie nume´rique des e´quations diﬀe´rentielles.
Les travaux d’A. Agrachev et R. Gamkrelidze en donnent un exemple remar-
quable [1, 38]. Chez eux, la notion d’alge`bre chronologique est a` comprendre au
sens d’alge`bre pre´-Lie, dont ils ont de´veloppe´ la the´orie syste´matiquement. La mise
en perspective de leurs travaux dans le contexte des alge`bres de Rota-Baxter per-
met de comprendre (par exemple) les liens entre la se´rie de Magnus pre´-Lie et la
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formule de Baker-Campbell-Hausdorﬀ discre`te. On peut en eﬀet montrer en trans-
posant leur construction du groupe des ﬂots formels dans le cadre des alge`bres de
Rota-Baxter que le produit l = fh de solutions f , h des e´quations f = 1+R(fx) et
h = 1+ λR(hy), est solution de l’e´quation l = 1+ R(lz), ou` :
z = x • y := x + e−gΩ′(x)⊲θ y ,
avec Ω′(x • y) = BCH∗θ(Ω′(x),Ω′(y)) (ou` BCH∗θ veut dire que l’on calcule
les crochets dans la formule de Baker-Campbell-Hausdorﬀ en utilisant le produit
double ∗θ). Rappelons que cette dernie`re calcule log(exp(x) exp(y)) en variables
non commutatives et est donne´e par :
BCH(x , y) := x + y +
1
2
[x , y ] +
1
12
([x , [x , y ]] + [y , [y , x ]]) + · · · .
3.4.2. Scindages de lois et e´quations de Yang-Baxter
L’existence d’un ope´rateur de Rota-Baxter sur une alge`bre associative A permet
de de´ﬁnir diverses structures alge´briques de´rive´es sur celle-ci. Par simplicite´, on
se concentrera ici exclusivement sur le cas du poids ze´ro, mais les remarques qui
suivent peuvent eˆtre adapte´es au cas ge´ne´ral.
On a vu que le produit double ∗0 permet de de´ﬁnir sur une alge`bre de Rota-
Baxter une nouvelle structure d’alge`bre associative. Ce produit se scinde en deux
ope´rations x ↑ y := xR(y) et x ↓ y := R(x)y qui, dans le cas commutatif,
permettent de de´ﬁnir une structure d’alge`bre de shuﬄes abstraite sur A a` la manie`re
d’Eilenberg-MacLane et Schu¨tzenberger.
Le cas non commutatif fonctionne de la meˆme manie`re, et on peut imiter la
construction commutative pour de´ﬁnir a` partir des relations ve´riﬁe´es par les demi-
shuﬄes une notion abstraite d’alge`bre de shuﬄes non commutative. L’identite´ de
Rota-Baxter induit en eﬀet encore dans ce cas un syste`me de relations alge´briques
pour ↓ et ↑ [2] :
(a ↑ b) ↑ c = a ↑ (b ↑ c + b ↓ c)(16)
a ↓ (b ↑ c) = (a ↓ b) ↑ c(17)
a ↓ (b ↓ c) = (a ↑ b + a ↓ b) ↓ c .(18)
Les espaces munis de deux produits ↓, ↑ satisfaisant a` ces relations sont appele´s
alge`bres dendriformes (il vaudrait peut-eˆtre mieux parler d’alge`bres dendrimorphes,
mais l’usage est de´sormais e´tabli). Si la de´couverte des relations dendriformes a
pu eˆtre attribue´e a` Rota (en liaison avec les proprie´te´s des shuﬄes plutoˆt qu’avec
les alge`bres de Rota-Baxter [32]), il convient de signaler la` encore le roˆle pionnier
d’Eilenberg et MacLane qui, les premiers, ont de´gage´ les structures alge´briques
sous-jacentes aux produits shuﬄes de la topologie alge´brique (non commutatifs
au niveau des complexes de chaˆınes) en mettant en e´vidence le roˆle des « half-
produits » ou encore la possibilite´ de de´duire l’associativite´ du produit des trois
relations auxquelles ceux-ci satisfont [22, 35].
Une jolie remarque, importante pour l’alge`bre universelle, due a` M. Aguiar, est
que le phe´nome`ne de de´composition du produit double que nous venons de de´crire
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n’est pas spe´ciﬁque au cas associatif [2]. Le meˆme article souligne le lien entre
ope´rateurs de Rota-Baxter de poids ze´ro et l’e´quation :
(19) r13r12 − r12r23 + r23r12 = 0,
analogue associatif de l’e´quation de Yang-Baxter classique puisque, si, dans une
alge`bre associative A, r =
∑
ui ⊗ vi ∈ A ⊗ A satisfait a` (19), alors l’ope´rateur
Rr (x) :=
∑
uixvi est de Rota-Baxter de poids ze´ro (rappelons que r12 de´signe
l’e´le´ment
∑
ui ⊗ vi ⊗ 1 ∈ A ⊗ A ⊗ A, avec des conventions analogues pour les
autres rij).
On va voir que les liens entre ope´rateurs de Rota-Baxter et e´quation de Yang-
Baxter se de´clinent sur d’autres modes encore, mais commenc¸ons par le compor-
tement des produits ↑ et ↓. Pour tout espace vectoriel V muni d’un produit ∗
(une application biline´aire a` valeurs dans V quelconque) on peut de´ﬁnir la notion
d’ope´rateur de Rota-Baxter (de poids 0) R sur V pour le produit ∗ par la relation :
R(x) ∗ R(y) = R(R(x) ∗ y + x ∗ R(y)).
Lorsque le produit ∗ ve´riﬁe des relations (associativite´, commutativite´, identite´ de
Jacobi, identite´s de´ﬁnissant les produits pre´-Lie ou shuﬄe...), on s’attend alors a`
ce que les produits x ↑ y = x ∗ R(y) et x ↓ y = R(x) ∗ y he´ritent de proprie´te´s
remarquables. C’est en eﬀet le cas ; nous renvoyons a` [17, 5, 48] ou` ces phe´nome`nes
sont e´tudie´s en de´tail et nous limitons a` donner ici l’exemple des alge`bres de Lie,
qui rentre bien dans le cadre de cet article.
Soit L une alge`bre de Lie, munie d’un ope´rateur de Rota-Baxter R de poids
ze´ro. Il ve´riﬁe donc :
(20) [R(x),R(y)] = R([R(x), y ] + [x ,R(y)]),
qui n’est autre que l’e´quation de Yang-Baxter classique, qui assure que le crochet
[x , y ]R := ([R(x), y ]+ [x ,R(y)]) est un crochet de Lie [46]. Comme cela se produit
dans le cas associatif, l’addition des produits x ↑ y := [x ,R(y)] et x ↓ y :=
[R(x), y ] de´ﬁnit en eﬀet un crochet de Lie « double » [x , y ]R = x ↑ y+x ↓ y , mais
il y a un peu plus : les produits ↑ et ↓ sont en eﬀet respectivement pre´-Lie droits
et gauches et le crochet de Lie double [ , ]R se re´e´crit comme un commutateur :
[x , y ]R = x ↑ y − y ↑ x .
Dans le cas ou` l’on part d’une alge`bre de Rota-Baxter associative A (de poids
quelconque), l’alge`bre de Lie AL associe´e est elle-meˆme de Rota-Baxter (pour le
meˆme ope´rateur R) et on retrouve les phe´nome`nes de´crits plus haut dans l’article
(existence du produit double, de produits pre´-Lie gauches et droits...).
En conclusion, revenons un instant au cas ge´ne´ral avec un poids θ arbitraire.
On peut alors aller un peu plus loin dans l’e´tude des e´quations de Yang-Baxter
du point de vue des alge`bres de Rota-Baxter. L’e´quation de Yang-Baxter classique
admet en eﬀet une variante qui joue un roˆle cle´ dans les travaux fondateurs de
Semenov-Tian-Shansky [46], l’e´quation de Yang-Baxter modiﬁe´e :
(21) [B(x),B(y)] = B([B(x), y ] + [x ,B(y)])− θ2[x , y ].
Cette e´quation suﬃt a` garantir que le crochet [x , y ]B :=
1
2 ([B(x), y ] + [x ,B(y)])
est de Lie.
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Dans une alge`bre de Rota-Baxter associative A de poids θ, son analogue asso-
ciatif
(22) B(x)B(y) = B(B(x)y + xB(y)) − θ2xy ,
est ve´riﬁe´ par l’ope´rateur B := R − R˜ tandis que dans l’alge`bre de Lie de Rota-
Baxter associe´e AL, l’ope´rateur B satisfait a` l’e´quation de Yang-Baxter modiﬁe´e.
Dans la terminologie de Semenov-Tian-Shansky, B de´ﬁnit une structure associative
double sur A. On remarquera enﬁn que le produit double de Rota-Baxter (8) se
re´e´crit : x ∗θ y = 12 (B(x)y + xB(y)).
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