Many integrable equations are known to be reductions of the self-dual Yang-Mills equations. This article discusses some of the well known reductions including the standard soliton equations, the classical Painlevé equations and integrable generalizations of the Darboux-Halphen system and Chazy equations. The Chazy equation, first derived in 1909, is shown to correspond to the equations studied independently by Ramanujan in 1916.
I. INTRODUCTION
The self-dual Yang-Mills ͑SDYM͒ equations ͑a system of equations for Lie algebra-valued functions of C 4 ) play a central role in the field of integrable systems and also play a fundamental role in several other areas of mathematics and physics.
From the perspective of integrable systems, the study of the SDYM equations became particularly intriguing when, in 1985, R. S. Ward 59 conjectured that
... many (and perhaps all?) of the ordinary and partial differential equations that are regarded as being integrable or solvable may be obtained from the self-dual gauge field equations (or its generalizations) by reduction.
That the SDYM equations are a rich source of integrable systems is suggested by the fact that they are the compatibility condition of an associated linear problem which admits enormous freedom if one allows the associated Lie algebra ͑the so-called gauge algebra͒ to be arbitrary. In light of this and other results, the SDYM equations are often referred to as the master integrable system. The SDYM equations provide us with a means of generating and classifying many integrable systems and they also give a unified geometrical framework in which to analyze them. Moreover, in the context of the inverse scattering transform, an integrable equation admits well-behaved solutions obtained via the related linear problems. The SDYM equations are of great importance in their own right and have found a remarkable number of applications in both physics and mathematics. These equations arise in the context of gauge theory, 49 in classical general relativity, 63, 39 and can be used as a powerful tool in the analysis of four-manifolds. 29 For finite-dimensional gauge groups the integrability of the SDYM equations can be understood from both the inverse scattering transform and geometric points of view. 58, 13, 26 An excellent reference related to the geometric aspects is Mason and Woodhouse. 41 Our point of view deals with the algebraic and analytic aspects and novel reductions via infinite-dimensional gauge algebras. The use of certain infinite-dimensional gauge algebras in the self-dual Yang-Mills equations is an important development in the theory. Using these Lie algebras, reductions of the SDYM equations to many important equations including the Kadomtsev-Petviashvili, DaveyStewartson, 2ϩ1-dimensional n-wave, and Chazy equations have been found. Recently a generalized Darboux-Halphen system has been obtained as a reduction of the SDYM equations with an infinite-dimensional gauge algebra. 7 These equations are solvable via an associated linear problem, yet their solutions do not possess the Painlevé property-the characteristic singularity structure often thought to be the hallmark of integrability. A special case of the Darboux-Halphen system is equivalent to the generalized Chazy equation. Much work remains to be done in order to identify the class of infinite-dimensional gauge algebras for which the SDYM equations are integrable. These investigations force us to take a much closer look at the idea of integrability itself.
Throughout we will present geometrical interpretations and reasoning whenever we believe that they provide a deeper insight into the reduction process and the properties of the resulting equations. However, this article has been written with the nongeometer in mind. We hope that our survey will be accessible to a wide variety of researchers from many different branches of mathematics and physics.
In Sec. II we introduce the self-dual Yang-Mills equations and their underlying linear problem. In Sec. III we discuss reductions of the SDYM equations to integrable PDEs. Many of the reductions in this section can be found in Ablowitz and Clarkson.
1 In this section we also consider reductions to PDEs when the underlying Lie algebra is infinite dimensional. Such reductions include the Kadomtsev-Petviashvili and Davey-Stewartson equations. In Sec. IV we describe reductions of the SDYM equations with finite-dimensional Lie algebras to ODEs. In particular, the integrable cases of the equations of motion of a spinning top are recovered, together with some generalizations. We also describe the reductions of SDYM to the Painlevé equations due to Mason and Woodhouse. 41 Finally, Sec. V considers the reduction of the SDYM with an infinitedimensional Lie algebra to a generalized Darboux-Halphen system whose general solution is densely branched about movable singularities and can contain movable natural barriers. This equation in turn has reductions to the Chazy equation and integrable generalizations of the Chazy equation.
II. THE SDYM EQUATIONS
In this section we motivate the SDYM equations from the points of view of both integrable systems and gauge theory.
A. Linear problems and integrable systems
Recall that many 1ϩ1-dimensional integrable systems are solved via related linear problems of the form
where X and T are square matrices of the same dimension which are functions of x, t, and the spectral parameter . The compatibility of these equations ͑i.e., ⌿ xt ϭ⌿ tx ) is equivalent to
In 1973, Ablowitz et al. 10, 11 solved the inverse scattering problem in the case
͑4͒
where A,B,C are ͑Laurent͒ polynomials in . Below we list several choices of T that yield a number of integrable equations which will be discussed in later sections. 
"i…
"iii… The sine-Gordon equation:
It should be noted that the dependence on the spectral parameter and the restriction to 2ϫ2 systems given by ͑4͒ is not the only choice for which the inverse scattering problem can be solved for Eq. ͑3͒ ͑see, for example, Refs. 3 and 57͒.
A simple, natural, and highly symmetric generalization of the linear problem ͑1͒ and ͑2͒ to four variables; x 1 , x 2 , t 1 , t 2 is given by
where X 1 , X 2 ; T 1 , T 2 are functions from C 4 to sl(n;C)-the Lie algebra of nϫn trace-free matrices with complex-valued entries. The compatibility of this system is equivalent to the selfdual Yang-Mills equations with gauge algebra sl(n;C) ͑see Sec. II C below͒. From the general form of this linear problem it is clear that many integrable equations are reductions of the self-dual Yang-Mills equations because their associated linear problems arise as reductions of the linear problem for the SDYM equations. Notice, however, that the right sides of Eqs. ͑6͒ and ͑7͒ are linear in whereas in the AKNS scheme, the right side of Eq. ͑2͒ can be a Laurent polynomial in . However, it turns out that reductions of ͑6͒ and ͑7͒ can have much more general dependence on the spectral parameter. . Given A (x)LG, we introduce the covariant derivatives
B. The Yang-Mills equations
and their commutators
The fact that the Yang-Mills equations have a natural geometric interpretation was recognized early on in the history of gauge theory. The covariant derivatives ͑8͒ can be used to obtain a local representation of a connection on a principal fiber bundle over M . The one-form AªA dx is called the connection one-form and Fª 1 2 F dx dx the curvature two-form of the connection. F can also be expressed as the exterior covariant derivative of A given by
FϭDAªdAϪA∧A.
Recall that the Hodge dual operator on the four-dimensional manifold M takes any two-form T ϭ 
the components of the curvature two-form transform as
which corresponds to the transformation of the fibers by the right action of the structure group G on the principal bundle.
C. The self-dual Yang-Mills equations
The Yang-Mills equations are a set of coupled, second-order PDEs in four dimensions for the LG-valued gauge potential functions A 's, and are extremely difficult to solve in general. It is, however, possible to obtain a special class of first-order reductions of the full Yang-Mills equations by noting that any F that satisfies We introduce the null coordinates
It then follows from AϭA dx
and the SDYM equations become
Equations ͑15͒ are the compatibility condition of the isospectral linear problem
where is the spectral parameter and ⌿ is a local section of the Yang-Mills fiber bundle. The compatibility condition is simply ‫ץ(‬ Ϫ‫ץ‬ ‫ץ()‬ ϩ‫ץ‬ )⌿ϭ(‫ץ‬ ϩ‫ץ‬ ‫ץ()‬ Ϫ‫ץ‬ )⌿. On using Eqs. ͑16͒ and ͑17͒, this gives
The gauge transformation ͑10͒ can be understood by setting ⌿ϭg⌿ in ͑16͒ and ͑17͒ and demanding that the A 's transform so as to preserve the form of these equations.
A very compact way of writing the SDYM equations was introduced by Pohlmeyer. 48 Following Yang, 64 and working with the Lie algebra su͑2͒, Pohlmeyer noted that the vanishing of F and F allows us to write ͑locally͒
for some C and D in the Lie group G. Letting JϭC Ϫ1 DG we see that the last equation in ͑15͒ becomes
III. EXAMPLES OF REDUCTIONS
Perhaps the simplest reductions of the SDYM equations are those in which the A 's are taken to be independent of certain coordinates. With the exception of the reduction to the Ernst equation, all reductions in this section will be with respect to translational symmetries. That is, the A 's will be taken to depend only on two linear combinations of the variables x 0 , x 1 , x 2 , and x 3 ͑or equivalently , , , and ).
A. The nonlinear Schrö dinger equation
Following Mason and Sparling, 40 let us consider the case in which the Lie algebra is sl(2;C) ͑trace-free 2ϫ2 matrices over the field of complex numbers͒ and the A 's are functions of x ϭϩ and tϭ only. We use the gauge freedom and take A ϭ0. ͑Note that this involves solving a linear equation for g.)
In terms of the matrix-valued functions PªA , QªA and RªA , the self-dual Yang-Mills equations ͑15͒ are
Note that Eqs. ͑19͒-͑21͒ are invariant if P, Q, and R all undergo the same constant similarity transformation. Hence if P is independent of t it can be put into canonical form. In particular, if it is diagonalizable we can, without loss of generality, assume it has the form
for some constant k. From Eq. ͑20͒ we see that Q x must have zero diagonal part. Hence we can take
gives the parametrization of the off-diagonal elements of R in terms of q and r. So up to a constant ͑which can be gauged away͒, Eq. ͑21͒ gives 
B. The Korteweg-de Vries equation
Mason and Sparling 40 also considered the above reduction for the case in which P is not diagonalizable. Let P take the canonical form
We then find that
where wϭv x Ϫv 2 ͑up to an arbitrary function of t),
and uϭϪv x satisfies the Korteweg-de Vries equation
C. The sine-Gordon equation
Suppose that the A 's depend on xϭ and tϭ only. If we use a gauge in which A ϭ0, then the linear problem ͑16͒ and ͑17͒ for the SDYM equations becomes
Here we choose the Lie algebra to be su͑2͒ so that the A 's are skew-Hermitian. We introduce the parametrization 
D. The N-wave equations
Following Chakravarty and Ablowitz, 14 we consider the case in which the A 's are functions of and only and the Lie algebra is su(n;R). In this case, from the self-duality equation F ϭ0, it follows that ͓A ,A ͔ϭ0. We take A ϭdiag͑a 1 ,a 2 ,...,a n ͒, A ϭdiag͑b 1 ,b 2 ,...,b n ͒, where the a j 's and b j 's are constants ͑we can use a gauge transformation to make them constant͒. Using the parametrization A ϭ͓A i j ͔ and A ϭ͓B i j ͔, the vanishing of F ϩF implies that ͓A ,A ͔ϩ͓A ,A ͔ϭ0, which gives
and we have assumed that the a j 's are distinct. Finally, the vanishing of F gives the N-wave interaction equations,
In the case Nϭ3 and in which B is skew-Hermitian, Eq. ͑23͒ becomes the three-wave interaction equation. 66 The equation ͑23͒ for arbitrary N was studied by Ablowitz and Haberman. 
E. The chiral field equations
A number of important reductions of the SDYM equations come directly from Eq. ͑18͒. If J depends only on xϭϩ and tϭϩ , then Eq. ͑18͒ becomes the chiral field equation
Ϫix 2 ), Ward 61,60 obtained a 2ϩ1-dimensional generalization of Eq. ͑24͒ by considering a reduction of Eq. ͑18͒ in which J depends on tϭϩ and and . This gives
which has been studied by Manakov and Zakharov 38 and Villarroel. 56 More generally, Ward obtains the equation
where (a,b,c) is spacelike (Ϫa 2 ϩb 2 ϩc 2 ϭ1) or timelike (Ϫa 2 ϩb 2 ϩc 2 ϭϪ1). If (a,b,c) is timelike, then Eq. ͑26͒ can be transformed to ͑25͒.
F. The Ernst equation
Following L. Witten, 62 we let J in Eq. ͑18͒ be a function of ϭͱ(x 1 ) 2 ϩ(x 2 ) 2 and zϭx 3 only. That is, 2 ϭ2 and zϭ
When J is a real symmetric matrix in SL͑2;R͒, we can parametrize J as
In terms of this parametrization, Eq. ͑27͒ becomes
where ٌª(‫ץ‬ ‫ץ,‬ z ) and ⌬ª‫ץ‬ 2 ϩ Ϫ1 ‫ץ‬ ϩ‫ץ‬ z 2 are the axisymmetric forms of the gradient and Laplacian on R 3 , respectively, in cylindrical-polar coordinates. Introducing the variable Eª f ϩig, this system can be written compactly as
is called the Ernst equation and describes stationary axisymmetric space-times in general relativity. 30 The function E is known as the Ernst potential.
G. Toda molecule
In this reduction we choose the Lie algebra to be simple and of rank N ͓e.g., sl(Nϩ1;C)]. We use the basis ͕H j ,E j
where K N ϭ͓K N i j ͔ is a Cartan matrix. Recall that an NϫN-matrix K is called a Cartan matrix if it satisfies the following properties:
We choose the A 's to be functions of and only and of the form
Substituting the above A 's into the self-duality equations and using the commutation relations ͑29͒, a straightforward calculation shows that the functions u k and v k , kϭ1,2,...,N can be eliminated from the resulting equations, which then yield
where w i ϭexp( i /2) and ⌬ϭ . Equations ͑30͒ are known as the Toda molecule equations. 46 The case Nϭ1 corresponds to the Liouville equation ⌬ 1 ϭϪ2 exp( 1 ).
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The above analysis can be repeated for the case in which a basis ͕H j ,E j
N satisfies the relations ͑29͒ in which K N is now taken to be an extended Cartan matrix. An (Nϩ1)ϫ(Nϩ1) matrix is said to be an extended Cartan matrix if and only if it is of rank N and satisfies properties 1-3 above. Note that, in particular, an extended Cartan matrix possesses a zero eigenvalue because it is not of maximal rank. This gives the Toda lattice equation
In particular, if we take
then Eq. ͑31͒ becomes the two-dimensional Darboux-Toda equation
where i ϭ iϩNϩ1 . The system ͑32͒ was known to Darboux 28 in the nineteenth century.
H. Infinite-dimensional algebras and 2¿1 equations
In Ref. 9, Ablowitz, Chakravarty, and Takhtajan considered reductions of the SDYM equations in which the Lie algebra is the infinite-dimensional Lie algebra of formal matrix differential operators in an auxiliary variable y. They then considered reductions in which the A 's depend only on two space-time variables. The resulting equations then depends on three variables.
The 2¿1-dimensional N-wave equation
First consider a reduction in which the A 's are functions of xϭ and tϭ only. Then the resulting SDYM linear system is given by ‫ץ‬ x ⌿ϭ͑A ϩA ͒⌿,
where ⌿ is a function of x,t,y and . Choose a gauge in which A ϭB and A ϭC, where B and C are constant, commuting nϫn matrices. We take the remaining gauge potentials of the form A ϭUϩB‫ץ‬ y and A ϭVϩC‫ץ‬ y , where U(x,y,t),V(x,y,t)sl(n,C). By taking ⌿ϭGe Ϫy , we obtain a simpler, reduced linear system from above, ‫ץ‬ x Gϭ͑UϩB‫ץ‬ y ͒G, ͑33͒
‫ץ‬ t Gϭ͑VϩC‫ץ‬ y ͒G , ͑34͒
in terms of the function G(x,y,t). The system ͑33͒ and ͑34͒ is the standard linear system related to the 2ϩ1-dimensional N-wave equations. 
where a i j , b i j are suitable constants depending on the matrix elements of B and C.
KP, mKP, and DS equations
Chakravarty, Kent, and Newman 21 also obtained the Kadomtsev-Petviashvili, modified Kadomtsev-Petviashvili, and Davey-Stewartson equations directly as reductions of the SDYM equations with an infinite-dimensional Lie algebra of formal matrix differential operators. If the A 's are assumed to depend on xϭϩ and tϭ only, then the linear problem ͑16͒ and ͑17͒ becomes ‫ץ‬ x ⌿ϭ͑A ϩA ͒⌿, ͑35͒
‫ץ‬ t ⌿ϭ͑A ϩ͓A ϩA ͔ϩ 2 A ͒⌿. ͑36͒
The connection components are taken to be of the form
where the coefficients are 2ϫ2 matrix-valued functions of x and t. In order to simplify the integrability conditions of ͑35͒ and ͑36͒, we demand ͑as in the 2ϩ1 N-wave case͒ that the spectral parameter be eliminated from this system after a change of variable of the form ⌿ϭGe Ϫy . It can be shown that this requirement implies that U 1 ϭV 2 ϭB 1 ϩA and V 1 ϭU 0 ϩB 0 . Subsequently, the system ͑35͒ and ͑36͒ becomes ‫ץ‬ x Gϭ͑U 0 ϩA‫ץ‬ y ͒G, ͑37͒
‫ץ‬ t Gϭ͑V 0 ϩ͓U 0 ϩB 0 ‫ץ͔‬ y ϩA‫ץ‬ y 2 ͒G . ͑38͒
Appropriate choices of the matrices A, B, U, and V give the linear problem for the KP, mKP, and DS equations ͑see Ref. 21͒. Another notable reduction with an infinite-dimensional gauge algebra was considered in Ref. 39 by Mason and Newman. They showed that the SDYM equations with the Lie algebra of the Lie group of volume preserving diffeomorphisms on a four-manifold, in which the A 's are independent of the space-time coordinates , , , and , are equivalent to the self-dual Einstein equations. In particular, the reduction to the Plebanski heavenly equation is given in Ref. 22 . This equation in turn has a reduction to the Monge-Ampere equation.
I. The SDYM hierarchy
In Ref. 9, the authors studied an infinite hierarchy of equations whose first member was the SDYM system. Each member of the hierarchy has the same underlying spectral problem, and the higher flows are derived from an infinite sequence of nonlocal conservation laws associated with the SDYM equations. Furthermore, many well known integrable hierarchies in 1ϩ1-and 2ϩ1-dimensions are derived from the symmetry reductions of the self-dual hierarchy.
In an appropriate gauge, the kth member of the SDYM hierarchy is given by
where ⌽ n is given recursively by
and ⌽ 0 ϭϪA . Equation ͑39͒ is the compatibility condition for the system
where, for kϭ2,3,...,
and (F) ϩ denotes the power series part of the Laurent expansion of F about ϭ0. Note that if kϭ2, then D 2 ϭ‫ץ‬ Ϫ‫ץ‬ and A 2 ϭA ϪA , where ϭ 2 and we have identified A with ⌽ 1 . In this case the linear problem ͑40͒ becomes the standard linear problem for the SDYM equations. As mentioned above, the reduction of the SDYM equations to the 1ϩ1-and 2ϩ1-dimensional integrable equations can be extended to a reduction of the SDYM hierarchy to the corresponding hierarchies. In this way, we can obtain, for example, both the 1ϩ1-and 2 ϩ1-dimensional N-wave hierarchies. In particular, the Davey-Stewartson equation ͑DS͒ can be obtained as the second member of the 2ϩ1-dimensional N-wave hierarchy. See Ref. 9 for details.
IV. ODE REDUCTIONS

A. Integrable tops
The equations of motion for a spinning top have played a fundamental role in the early development of the theory of integrable systems.
The Euler-Arnold-Manakov top
In this reduction, following Chakravarty, Ablowitz, and Clarkson, 18, 19 we take the Lie algebra to be sl(n;C) and we assume that the A 's are functions of tϭ only. The vanishing of F demands that A and A commute. We take these matrices to be diagonal and of the form A ϭdiag͑a 1 ,a 2 ,...,a n ͒, A ϭdiag͑b 1 ,b 2 ,...,b n ͒, where the a j 's and b j 's are constants. The equation F ϩF ϭ0 is now the algebraic equation ͓A ,A ͔ϩ͓A ,A ͔ϭ0, which gives the elements of A ϭ͓A i j ͔ in terms of the elements of A ϭ͓B i j ͔ as
Choosing a i ϭb i 2 , iϭ1,...,n, and A and A to be skew-symmetric, we have A i j ϭϪ(b i ϩb j ) Ϫ1 B i j and the vanishing of F gives
͑41͒
Equations ͑41͒ were first considered by Manakov 37 and Arnold 12 and are the equations of motion for a free n-dimensional rigid body about a fixed point. In the case nϭ3, we obtain Euler's equations for a free spinning body about a fixed point,
where 
B. The Painlevé equations
With the exception of the reduction to the Ernst equation, all of the above reductions have been with respect to translational symmetries. In other words, the reductions have all resulted from considering A 's that depend only on one or more linear combination of the variables , , , and . In this section we follow Mason and Woodhouse 41, 42 and obtain reductions to the Painlevé equations by considering reductions by conformal symmetries.
The Painlevé equations are the following six classically known ODEs:
These equations have played a very important role in integrable systems. Indeed they arise from similarity reductions of classical soliton equations and as monodromy preserving deformation equations associated with linear systems of ODEs with rational coefficients. The SDYM equations are invariant under the group of conformal transformations ͑transfor-mations that preserve the metric up to an over all factor͒. The metric on R 4 
It follows that the conformal Killing vector X associated with the matrix K which is one in the -entry and zero elsewhere, is
Note that there are 15 independent conformal Killing vectors since X 00 ϩX 11 ϩX 22 ϩX 33 ϭ0. This corresponds to the fact that we could have taken gSL(4;C), which would mean that the trace of K is zero.
The Painlevé equations correspond to reductions of the SDYM equations when the Lie algebra is sl(2;C). The conformal Killing vectors of these reductions correspond to the following four-parameter subgroups of GL͑4;C͒. Mason and Woodhouse 42 call these the Painlevé groups: In this case the vector multiplying a 4 is zero. More generally for the reductions described for other Painlevé equations below, the conformal Killing vector associated with a 4 is a linear combination of the conformal Killing vectors associated with a 1 , a 2 , and a 3 .
The vectors multiplying a 1 , a 2 , and a 3 are, respectively,
We now choose new variables w 1 , w 2 , w 3 , and t, such that
A particular choice is
Using the gauge freedom, we let the one-form A have the form
where the W j 's are functions of t only. That is, the gauge freedom has been used to choose the coefficient of dt to be zero. Hence, 
where k is a constant. The first case leads to P II while the second leads to P I . If we choose y to be one of the roots of the gauge-invariant equation
we find that ͑up to simple rescalings͒ y solves the appropriate Painlevé equation. For the other Painlevé equations, we list the conformal Killing vectors, the choices for the w j 's and t, and the reduced SDYM equations.
Reduction of the linear problem
Note that each of the symmetry reductions of the SDYM equations to one of the Painlevé equations extends to a reduction of the linear problem ͑16͒ and ͑17͒. However, in finding a reduction of the linear problem, the spectral parameter must also be transformed. The symmetries of the field equations are lifted to symmetries of the linear problem. For P VI we extend the reduction above to the linear problem ͑16͒ and ͑17͒ by restricting ⌿ to have the form ⌿(,, , ;)ϭ(t;), where ϭ /(). Note that then ‫ץ‬ ⌿ϭϪ ‫ץ‬ ⌿ϭt‫ץ‬ t , and ‫ץ‬ ⌿ϭϪ‫ץ‬ ⌿ϭt‫ץ‬ t ϩ‫ץ‬ .
The linear problem ͑16͒ and ͑17͒ then becomes
The system of equations ͑46͒ is the isomonodromy problem for P VI . The compatibility of ͑46͒ gives Eqs. ͑45͒, which are equivalent to P VI . Isomonodromy problems for the above reductions to P I -P V can be obtained in the same way. Indeed, it is often easier to identify a reduction to one of the Painlevé equations from the form of the isomonodromy problem. By comparing the isomonodromy problem to those in the literature, we can identify the component that will satisfy the appropriate Painlevé equation.
V. THE DARBOUX-HALPHEN SYSTEM
In this section we consider a reduction of the SDYM equations to an integrable generalization of the classical Darboux-Halphen system. Its general solution is densely branched and contains a movable natural barrier.
Consider the reduction of the SDYM equations in which the A 's are functions of tªϪx 0 only. This gives the well known Nahm equations
where we have chosen a gauge in which A 0 ϵ0. Using diff(S 3 ), the infinite-dimensional Lie algebra of vector fields on S 3 , we choose the components of the connection to be of the form
The X k 's are divergence-free vector fields on S 3 and satisfy the su͑2͒ commutation relations
where i jk is totally antisymmetric and 123 ϭ1. The SO͑3͒ matrix ͓O i j ͔ is used to represent the points of S 3 ͑see, e.g., Ref. 55͒ and the action of the vector fields X i on O jk is given by
Substituting Eq. ͑48͒ into Eq. ͑47͒ and using ͑49͒ and ͑50͒ together with the identities
where (Adj M )ª(det M)M Ϫ1 is the adjoint of M and the dot denotes differentiation with respect to t. Equation ͑51͒ was first derived in Ref. 20 . Equation ͑51͒ was also derived in Ref. 34 where it was shown to represent an SU͑2͒ invariant hypercomplex four-manifold. Since the Weyl curvature of a hypercomplex four-manifold is self-dual, Eq. ͑51͒ describes a class of self-dual Weyl Bianchi IX space-times with Euclidean signature. 15 In order to solve Eq. ͑51͒ we first introduce a simple factorization. If the eigenvalues of the symmetric part, M s , of M are distinct, then M s can be diagonalized using a ͑complex͒ orthogonal matrix P. In this case we may write 
together with the linear equation
for the matrix P. The system ͑52͒ with 2 ϭ0 is the classical Darboux-Halphen system which appeared in Darboux's analysis of triply orthogonal surfaces 27 and was later solved by Halphen. 32 Halphen also studied and solved Eqs. ͑52͒-͑56͒, 31 which are linearizable in terms of Fuchsian differential equations with three regular singular points.
Taking the differences between the various equations in ͑52͒ results in
Together with Eqs. ͑53͒, these equations show that
are constants. Without loss of generality we choose ␣, ␤, and ␥ to have nonnegative real parts. Hence, provided the symmetric part of M has distinct eigenvalues, Eq. ͑51͒ reduces to the thirdorder system ͑52͒, where
together with the linear equation ͑54͒ for P. In Refs. 47 and 33, solutions of equations ͑52͒-͑56͒ for special choices of ␣, ␤, and ␥ were determined in terms of automorphic forms. Note that the system ͑52͒ with 2 as in ͑56͒ is invariant under the transformation
We introduce the -invariant function
Differentiating Eq. ͑57͒ and using the system ͑52͒ yields ṡ ϭ2s( 1 Ϫ 2 ). Repeating this process gives s ϭ2(ṡ Ϫ2 3 s)( 1 Ϫ 2 ). Solving these two equations together with ͑57͒ for the 's gives
Substituting the parametrization ͑58͒ into any of the equations in ͑52͒ shows that s(t) must satisfy ͕s,t͖ϩ
where ͕s,t͖ª
is the Schwarzian derivative and V is given by
The general solution of Eq. ͑59͒ is given implicitly by
where u 1 (s) and u 2 (s) are two independent solutions of the Fuchsian differential equation 
͑s ͒ ͑63͒
maps Eq. ͑62͒ to the Gauss hypergeometric equation
where aϭ(1ϩ␣Ϫ␤Ϫ␥)/2, bϭ(1Ϫ␣Ϫ␤Ϫ␥)/2, and cϭ1Ϫ␤ ͑see, e.g., Refs. 45 and 2͒. Note that from the general solution s(t) of Eq. ͑59͒ we can reconstruct the j 's from Eqs. ͑58͒ and the j 's then follow from ͑55͒. From Eq. ͑61͒, if ␣, ␤, and ␥ are non-negative real numbers such that ␣ϩ␤ϩ␥Ͻ1, then the upper-͑or lower-͒ half s-plane is mapped to a triangular region in the t-plane whose sides are the arcs of circles and whose vertices subtend angles of ␣, ␤, and ␥. Moreover, if ␣, ␤, and ␥ are either 0 or reciprocals of integers, then s is an analytic function of t on the interior of a circle on the complex sphere Cഫϱ but cannot be analytically extended across any point of the circle. That is, the circle is a natural barrier for the function s(t).
The solution procedure just outlined allows us to obtain explicit expressions for the conserved quantities for the generalized Darboux-Halphen system ͑52͒ and ͑56͒. In Ref. 36 , it was shown that the classical Darboux-Halphen system admits no meromorphic first integrals. In Ref. 17 , the first integrals for the full system ͑52͒ and ͑56͒ were found and shown to be branched and transcendental involving hypergeometric functions. The existence of these integrals is consistent with Ref. 36 because even in the classical case they are branched despite the fact that the general solution is single-valued.
Fix two linearly independent solutions u 1 and u 2 of Eq. ͑62͒ with Wronskian subject to the algebraic constraint 1 I 2 Ϫ 2 I 1 ϭW͑u 1 ,u 2 ͒ϭ1. ͑70͒
The canonical coordinates ͕I ␣ , ␣ ͖ are analogs of the action-angle variables for the DarbouxHalphen system. The phase space dynamics of the system is restricted to the constraint subspace given by Eq. ͑70͒. This represents a three-dimensional complex quadric. Poisson-Nambu structures for the generalized Darboux-Halphen system ͑52͒ and ͑56͒ are presented in Ref. 17 which are similar to those for rigid body dynamics in three dimensions. 44, 54 The system is also written as a gradient flow in Ref. 16 .
A. The Chazy equation
Let 1 , 2 , 3 be a solution of ͑52͒ with ϭ0 and define yªϪ2( 1 ϩ 2 ϩ 3 ). Then y is a solution of the equation 17 As well as having a general solution in terms of special hypergeometric functions as described above, the Chazy equation ͑71͒ is related to the theory of modular functions. 8, 53 Indeed, a particular solution of ͑71͒ is given by y͑t ͒ªiE 2 ͑ t ͒, ͑74͒
where
is the second Eisenstein series. ͓Note that the series ͑75͒ is not absolutely convergent, so the order of the sum is important.͔ The second Eisenstein series can also be written as the Fourier series
