Abstract. We address here the problem of generating random graphs uniformly from the set of simple connected graphs having a prescribed degree sequence. Our goal is to provide an algorithm designed for practical use both because of its ability to generate very large graphs (efficiency) and because it is easy to implement (simplicity). We focus on a family of heuristics for which we prove optimality conditions, and show how this optimality can be reached in practice. We then propose a different approach, specifically designed for typical realworld degree distributions, which outperforms the first one. Assuming a conjecture, we finally obtain an O(n log n) algorithm, which, in spite of being very simple, improves the best known complexity.
Introduction
Recently, it appeared that the degree distribution of most real-world complex networks is well approximated by a power law, and that this unexpected feature has a crucial impact on many phenomena of interest [5] . Since then, many models have been introduced to capture this feature. In particular, the Molloy and Reed model [13] , on which we will focus, generates a random graph with prescribed degree sequence in linear time. However, this model produces graphs that are neither simple 3 nor connected. To bypass this problem, one generally simply removes multiple edges and loops, and then keeps only the largest connected component. Apart from the expected size of this component [14, 2] , very little is known about the impact of these removals on the obtained graphs, on their degree distribution and on the simulations processed using them. The problem we address here is the following: given a degree sequence, we want to generate a random simple connected graph having exactly this degree sequence. Moreover, we want to be able to generate very large such graphs, typically with more than one million vertices, as often needed in simulations. Although it has been widely investigated, it is still an open problem to directly generate such a random graph, or even to enumerate them in polynomial time, even without the connectivity requirement [11, 12] . In this paper, we will first present the best solution proposed so far [6, 12] , discussing both theoretical and practical considerations. We will then deepen the study of this algorithm, which will lead us to an improvement that makes it optimal among its family. Furthermore, we will propose a new approach solving the problem in O(n log n) time, and being very simple to implement.
Context
The Markov chain Monte-Carlo algorithm Several techniques have been proposed to solve the problem we address. We will focus here on the Markov chain Monte-Carlo algorithm [6] , pointed out recently by an extensive study [12] as the most efficient one. The generation process is composed of three main steps:
1. Realize the sequence: generate a simple graph that matches the degree sequence, 2. Connect this graph, without changing its degrees, and 3. Shuffle the edges to make it random, while keeping it connected and simple.
The Havel-Hakimi algorithm [8, 7] solves the first step in linear time and space. A result of Erdös and Gallai [4] shows that this algorithm succeeds if and only if the degree sequence is realizable. The second step is achieved by swapping edges to merge separated connected components into a single connected component, following a wellknown graph theory algorithm [3, 15] . Its time and space complexities are also linear. 
Fig. 1. Edge swap
The third step is achieved by randomly swapping edges of the graph, checking at each step that we keep the graph simple and connected. Given the graph Gt at some step t, we pick two edges at random, and then we swap them as shown in Figure 1 , obtaining another graph G ′ with the same degrees. If G ′ is still simple and connected, we consider the swap as valid : Gt+1 = G ′ . Otherwise, we reject the swap: Gt+1 = Gt This algorithm is a Markov chain where the space S is the set of all simple connected graphs with the given degree sequence, the initial state G0 is the graph obtained by the first two steps, and the transition Gi → Gj has probability
if there exists an edge swap that transforms Gi in Gj . If there are no such swap, this transition has probability 0 (note that the probability of the transition Gi → Gi is given by the number of invalid swaps on Gi divided by m(m − 1)). We will use the following known results:
Theorem 1 This Markov chain is irreducible [15] , symmetric [6] , and aperiodic [6] .
Corollary 2 The Markov chain converges to the uniform distribution on every states of its space, i.e. all graphs having the wanted properties.
These results show that, in order to generate a random graph, it is sufficient to do enough transitions. No formal result is known about the convergence speed of the Markov chain, i.e. the required number of transitions. However, massive experiments [6, 12] applied the shuffle process with an extremely biased G0 and showed clearly that O(m) edge swaps are sufficient, by comparing a large set of non-trivial metrics (such as the diameter, the flow, and so on) over the sampled graphs and random graphs. Moreover, we proved 4 that for any non-ill shaped 4 degree distribution, the ratio of valid edge swaps is greater than some positive constant, so that O(m) transitions are sufficient to ensure Ω(m) swaps to be done. Therefore, we will assume the following:
Empirical Result 1 [12, 6] The Markov chain converges after O(m) transitions.
Complexity
The first two steps of the random generation (realization of the degree sequence and connection of the graph) are done in O(m) time and space. Using hash tables for the adjacency lists, each transition may be done in O(1) time, to which we must add the connectivity tests that take O(m) time per transition. Thus, the total time complexity for the shuffle is quadratic:
Using the structures described in [9, 10, 17] to maintain connectivity in dynamic graphs, one may reduce this complexity to the much smaller :
Notice however that these structures are quite intricate, and that the constants are large for both time and space complexities. The naive algorithm, despite the fact that it runs in O(m 2 ) time, is therefore generally used in practice since it has the advantage of being extremely easy to implement. Our contribution in this paper will be to show how it can be significantly improved while keeping it very simple, and that it can even outperform the dynamical algorithm.
Speed-up and the Gkantsidis et al. heuristics
Gkantsidis et al. proposed a simple way to speed-up the naive implementation [6] : instead of running a connectivity test for each transition, they do it every T transitions, for some integer T ≥ 1 called the speed-up window. If the graph obtained after these T transitions is not connected anymore, the T transitions are cancelled. They proved that this process still converges to the uniform distribution, although it is no longer composed of a single Markov chain but of a concatenation of Markov chains [6] . The global time complexity of connectivity tests Cconn is reduced by a factor T , but at the same time the swaps are more likely to get cancelled: with T swaps in a row, the graph has more chances to get disconnected than with a single one. Let us introduce the following quantity:
Definition 1 (Success rate) The success rate r(T ) of the speed-up at a given step is the probability that the graph obtained after T swaps is still connected.
The shuffle process now requires O(m/r(T )) transitions. The time complexity therefore becomes:
Notice that there is a trade-off between the idea of reducing the connectivity test complexity and the increase of the required number of transitions. To bypass this problem, Gkantsidis et al. used the following heuristics:
Heuristics 1 (Gkantsidis et al. heuristics) IF the graph got disconnected after T swaps THEN T ← T /2 ELSE T ← T + 1
More from the Gkantsidis et al. heuristics
The problem we address now is to estimate the efficiency of the Gkantsidis heuristics. First, we introduce a framework to evaluate the ideal value for the window T . Then, we analyze the behavior of the Gkantsidis et al. heuristics, and get an estimation of the difference between the speed-up factor they obtain and the optimal speed-up factor. We finally propose an improvement of this heuristics which reaches the optimal. We also provide experimental evidences for the obtained performance.
The optimal window problem
We introduce the following quantity:
Definition 2 (Disconnection probability) Given some graph G, the disconnection probability p is the probability that the graph becomes disconnected after a random edge swap.
Hypothesis 1
The disconnection probability p is constant during T consecutive swaps
Hypothesis 2 The probability that a disconnected graph gets connected with a random edge swap, called the reconnection probability, is equal to zero.
These hypothesis are reasonable approximations in our context and will actually be confirmed in the following. Thanks to them, we get the following expression for the success rate r(T ), which is the probability that the graph stays connected after T swaps:
Definition 3 (Speed-up factor) The speed-up factor θ(T ) = T · r(T ) is the expectation of the number of swaps actually performed (not counting cancelled swaps) between two connectivity tests.
The speed-up factor θ(T ) represents the actual gain induced by the speed-up for the total complexity of the connectivity tests Cconn.
Now, given a graph G with disconnection probability p, the best window T is the window that maximizes the speed-up factor θ(T ). We find an optimal value T = −1/ ln(1 − p), which corresponds to a success rate r(T ) = 1/e. Finally, we obtain the following theorem:
Theorem 3 The speed-up factor θmax is reached if and only if one of the equivalent conditions is satisfied:
The value of θmax depends only on p and is given by
Analysis of the heuristics
Knowing the optimality condition, we tried to estimate the performance of the Gkantsidis et al. heuristics. Considering p as asymptotically small, we obtained 4 the following:
Theorem 4 The speed-up factor θ Gkan (p) obtained with the Gkantsidis heuristics verifies:
when p → 0 More intuitively, this comes from the fact that the Gkantsidis et al. heuristics is too pessimistic: when the graph gets disconnected, the decrease of T is too strong; conversely, when the graph stays connected, T grows too slowly. By doing so, one obtains a very high success rate (very close to 1), which is not the optimal (see Theorem 3 ).
An optimal dynamics
To improve the Gkantsidis et al. heuristics we propose the following one (with two parameters q − and q + ) :
The main idea was to avoid the linear increase in T , which is too slow, and to allow more flexibility between the two factors 1 − q − and 1 + q + . We proved 4 the following:
Theorem 5 With this heuristics, a constant p, and for q + , q − close enough to 0, the window T converges to the optimal value and stays arbitrarily close to it with arbitrarily high probability if and only if
Experimental evaluation of the new heuristics
To evaluate the relevance of these results, based on Hypothesis 1 and 2, we will now compare empirically the speed-up factors θ Gkan , θnew and θ best respectively obtained with the three following heuristics: 1. The Gkantsidis et al. heuristics (Heuristics 1) 2. Our new heuristics (Heuristics 2) 3. The optimal heuristics: at every step, we compute the window T giving the maximal speed-up factor θ best .
5
We generated random graphs with various heavy tailed 6 degree sequences, using a wide set of parameters, and all the results were consistent with our analysis: θ Gkan behaved asymptotycally like √ θ best , and our average speed-up factor θnew always reached at least 90% of the optimal θ best . Some typical results are shown below.
These experiments show that our new heuristics is very close to the optimal. Thus, despite the fact that p actually varies during the shuffle, our heuristics react fast enough (in regard to the variations of p) to get a good, if not optimal, window T . We therefore obtain a success rate r(T ) in a close range around e −1 .
These empirical evidences confirm the validity of our formal approach. We obtained a total complexity
. Despite the fact that it is asymptotically still outperformed by the complexity of the dynamic connectivity algorithm C dynamic (see Eq. 2), Cnew may be smaller in practice if p is small enough. For many graph topologies corresponding to real-world networks, especially the dense ones (like social relations, word co-occurences, WWW), and therefore a low disconnection probability, our algorithm represents an alternative that may behave faster, and which implementation is much easier.
A log-linear algorithm ?
We will now show that in the particular case of heavy-tailed degree distributions like the ones met in practice [5] , one may reduce the disconnection probability p at logarithmic cost, thus reducing dramatically the complexity of the connectivity tests.
Guiding principle
In a graph with a heavy-tailed degree distribution, most vertices have a low degree. This means in particular that, by swapping random edges, one may quite easily create very small isolated component. Conversely, the non-negligible number of vertex of high degree form a robust core, so that it is very unlikely that a random swap creates two large disjoint components. Table 1 . Average speed-up factors for various values of the average degree z, and for graphs of size n = 10
To avoid the disconnection, we will now perform an isolation test after every transition. If this isolation test returns true, we cancel the swap rightaway. This way, we detect, at low cost O(K), a significant part of the disconnections. The disconnection probability p is now the probability that after T swaps which passed the isolation test, the graph gets disconnected. It is straightforward to see that p is decreasing with K; more precisely, strong empirical evidences and formal arguments 4 led us to the following conjecture:
The disconnection probability p for random connected graphs with heavy-tailed degree distributions decreases exponentially with K: p(K) = O(e −λK ) for some positive constant λ depending on the distribution, and not on the size of the graph.
The final algorithm
Let us introduce the following quantity:
Definition 5 (Characteristic isolation width) The characteristic isolation width KG of a graph G having m edges is the minimal isolation test width K such that the disconnection probability p(K) verifies p(K) < 1/m. Now, we can apply the shuffle process, as seen before, but with a window T = Θ(m), and an isolation test width K equal to KG. From Conjecture 1 and the definition of KG, we deduce that this process will perform Ω(m) swaps in O(m log n) time. The difficulty might be to guess KG. We showed 4 that the heuristics shown in Figure 2 solves this: it aims at equilibrating Cswaps and Cconn by dynamically adjusting K and T , looking for a high success rate r(K, T ) and keeping a large window T = Ω(m). We compare in Table 2 Table 2 . Average time for the generation of graphs of various sizes with the same heavy-tailed degree distribution (α = 2.5, z = 6.7) on a Centrino 1.5GHz with 512MB RAM.
Towards a O(m log log n) algorithm ?
The isolation tests are typically breadth-or depth-first searches that stop when they have visited K + 1 vertices, or when then have explored a component of size S lower than K. In the latter case, Conjecture 1 ensures 4 that the expectation of S is < S >= O(1), so that the average complexity of the isolation test was also O(1). Taking advantage of the heavy-tailed degree distribution, we may be able to reduce as well the complexity of the isolation tests that do not detect a disconnection. The idea is simple: if the search meets a vertex of degree greater than K, it can stop, because it means that the component's size is also greater than K. Several recent results indicate that searching a vertex of degree at least K in an heavy-tailed network takes O(log K) steps in average [16, 1] , if the search is a depth-first search that always goes to the unvisited neighbour of highest degree. Thus, running an isolation test would be done in O(log K) average time instead of O(K). Finally, the global complexity would become O(m log log n) time.
