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Abstract--The method of synthesis for a class of time-delay nonlinear systems affine in control 
is considered. The proposed approach is based on the solution of a special optimal control problem. 
The integrand of the optimized functional is chosen in such a way that the Bellman equation has 
a desired solution. The nonlinear system design is reduced to the examination of the integrand of 
the optimized functional. To extend the domain of asymptotic stability of the nonlinear system, a 
sequence of the Lyapunov-Krasovskii functionals is used. The whole system becomes the system with 
variable structure. The proposed approach gives a systematic framework for an "almost sliding mode 
control". (~) 1999 Elsevier Science Ltd. All rights reserved. 
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I. INTRODUCTION 
The problem of analysis and synthesis of nonlinear systems is still of interest even though there 
are numerous books and papers dedicated to this subject [1-9]. The Lyapunov direct method 
and its different modifications have been and still remain one of the most powerful means to 
solve this problem. The approaches available in the literature distinguish different classes of the 
Lyapunov functions (functionals). The connection established between the Lyapunov functions 
(functionals) and the solution of the Bellman equation for a class of optimal problems enables to 
consider special auxiliary optimal problems as tools to synthesize nonlinear systems [10,11]. 
In this paper, we consider the method of synthesis for a large class of nonlinear time-delay 
systems affne in control. The new element in this paper is the consideration of auxiliary sub- 
problems for dynamical systems with delays, in an appropriate way formed from the original 
control system, for which the Lyapunov functionals are known or can be determined. The solu- 
tion of these subproblems is used for solving the original synthesis problem which is formulated 
as an optimal control problem under a functional of a special type. The approach is based on 
choosing the integrand of the optimized functional so, that the Bellman equation has a desired 
solution. The nonlinear system design reduces to the examination of the integrand of the op- 
timized functional. A sequence of the Lyapunov functionals is proposed for auxiliary dynamic 
systems to extend the domain of asymptotic stability of the nonlinear system which becomes a 
system with a variable structure. 
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2. PROBLEM STATEMENT AND RELATED 
MIN IMIZAT ION PROBLEMS 
Let us consider a dynamic system described by the following equation: 
:c(t) = A(x)x(t) + Alx(t  - r) + B(x)u(x, t), (2.1) 
where A(x)(A(O) = O) and B(x) are such matrix functions that the solution of (2.1) under initial 
conditions ~oz (t) 6 X and controls u(x, t) is a unique continuous function; X is a closed convex 
domain of Rm which will be specified later. 
The synthesis problem of the closed-loop control system consists in finding controller u(x(t)) 
equation which together with (2.1) forms an asymptotically stable system about the equilibrium 
point x = 0. 
Consider also an auxiliary system 
~,(t) = A(x)x(t) + Alx(t  - ":) + B(O)vo(t), (2.2) 
which can be stabilized by v0 in X (v0 denotes an n-dimensional control vector), i.e., there exists 
a positive definite Lyapunov-Krasovskii functional V0(x(~), t) [1] whose derivative lYo(t) under the 
control 
1 T 0Y0 
vo(t) = ---~B (0) Ox' (2.3) 
along (2.2) equal to 
where (see [10-12]) 
1 
#o(t) I.o = -~  (qo(x) + cov[,,o), (2.4) 
Vo, .~ ( t + ~ ) = a . $ a= + Jl=~(t + 0. (2.5) 
Vo= is the partial derivative at the point x(t + ~)( - r  < ~ < 0); JlxX(t -4- ~) a term that does not 
contain factor ~(t); Qo(x) is a positive definite function (or nonnegative under some additional 
assumptions), co is a constant coefficient, X is the domain of attraction of the systems (2.2) 
and (2.3). 
The conditions (2.3) and (2.4) are equivalent formally to the assumption that the control (2.3) 
minimizes the functional 
min I = 1 j[0 °° ~o 2 (qo(X) + covTvo) dt = Vo(qox(t)), (2.6) 
subject to the system (2.2), i.e., that we can solve the stability problem for a more simple class of 
nonlinear systems, and there exists, e.g., such 7 so that X is described by Vo(x((), t) -< 7 = const. 
The above-mentioned equivalence follows immediately from examining the Bellman equation 
for the optimal problems (2.2) and (2.6) analogous to the procedure given in [10,11]. Using 
designations of [1,5] we can obtain /_o 
OVo = wz(t )  + B(Oz(t + ~) 64, (2.7) 
Ox r 
where W and B(x(t + ~)) are determined from the Riccati equation. 
Of course, for the asymptotically stable system (2.1) we can consider vo(t) = 0. 
Let 
Fo(=) = #0(=) - coVo%o + CoUo%o, 
where 
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THEOREM 2.1. f f  the function Fo (x) is positive definite in a certain domain So C X, described by 
Vo(x(~), t) _< ~/o = const, where Vo(x(~), t) is a positive definite functional, then the control (2.9) 
guarantees asymptotic stability of the systems (2.1) and (2.9) in So and minimum o/the functional 
l fo°° min i  = ~ (Fo(x) + Couru) dt = V0(¢~(t)) .  (2.10) 
Using the dynamic programming procedure, we can write Bellman's equation in the form 
rain {Fo(x)+couTu+ O~oT x A(x)x+ O~-~°TxB(x)u+JI=~(t+~ )} 0. (2.11) 
The control u minimizing (2.10) subject o (2.1) is 
1 BT(x, OVo(x), (2.12) u=- - -  " ) "b~x 
Co 
and (2.11) takes the form 
Fo(x) - couru + O~-~°Tx A(X)X + JlxSc(t + ~) = 0 
or 
o~ 
Q,o(X) - covTvo + -'~x A(X)X + Jl=~(t + ~) = O. 
But according to (2.2)-(2.4) 
(2.13) 
(A(x)x + B(O)vo) + JlzX(t + ~) = --~ (Qo(x) T covTvo) , 
so (2.13) is satisfied. All solutions tarted in So do not exit So. Hence, the systems (2.1) and (2.7) 
is asymptotically stable and optimal. 
Now, suppose that control actions are bounded, i.e., 
where U = {U~} are some constants. 
Instead of Fo(x), we consider 
where 
and q = {qi~} (i = l,...,n) 
lul < U, (2.14) 
F*(x) = Qo(x) - covTv + Cou*Tu *, (2.15) 
~* = -lB1%~) ~,  (2.1~) 
Co ox 
Bl (X)  = B(x)q ,  (2.17) 
°<Ui ,  1, u i _ 
q,, = U, ~,~, ~o > u,. 
(u ° are the coordinates of uo in (2.9).) 
(2.18) 
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THEOREM 2.2. I f  the function F*(x) is positive definite m a certain domain S10{x [ Yo(x(~), t) 
710 = const}, where Vo(x(~), t) is a positive definite functional, then the systems (2.1), (2.9), 
and (2.14) is asymptotically stable in Slo and there exists a domain $11 in which the minimum 
of a functional of type (2.10) is guaranteed. 
The inequality (2.14) under control (2.9) describes the domain Soo with the boundary OSoo and 
minosoo Vo(x(~),t) = a. For x E Soo N $1o, u*(t) = u°(t), and Fo(x) = F*(x). Then, according 
to Theorem 2.1 the domain {x[Vo(x(~),t) -~ min(a,71o)} will be Sn. 
The derivative of Vo(x(~), t) along (2.1) equals 
2 dVo : . )  
dt 
If x ~ Soo and a < 71o, then u*(t) = U, and the expression (2.15) is unlike (2.8). The positive 
definiteness of F*(x) in a domain $1o D $11 guarantees asymptotic stability of the system (2.1) 
under controls (2.9) and (2.14). 
REMARK 1. In the case of asymptotically stable system (2.1), Fo(x) is positive definite in So - X 
and dY°lUodt > [~t lu=0" 
In a more general case, the system (2.1) and (2.9), (2.14) is asymptotically stable only in some 
domain with the origin in its interior. The choice of B(0) in (2.2) guarantees that Fo(x) will be 
always positive definite in a small neighborhood of x = 0. 
REMARK 2. In reality, we do not need the positive definiteness ofFo(x). It is enough for Fo(x) + 
couTu to be positive definite. But we used the condition of positive definiteness ofFo(x) analogous 
to the corresponding one in optimal inear quadratic problems. 
3. GENERAL FORM OF CONTROL 
In the general case, the control in (2.1) have a more complex form than described by (2.7), 
(2.9), and (2.14). 
Analogous to (2.2) and (2.4), let us consider the auxiliary systems 
2(t) = A(x)x(t) + AlX(t - r) + B (x(,)) v(,)(t), (3.1) 
which are supposed to be stabilized in the domain X by controls 
0¼ v(,) =- -1BT  (x(,)) (3.2) 
Ci ~X ' 
where Vi(x(~), t) are Lyapunov-Krasovskii functionals whose derivatives V/(t) along (2.1) under 
controls (3.2) equal 
1 (Q,(x)+ c,v~)v(,)), (3.3) ¢,(t) 
where Q~(x) are positive definite functions, x(~) are some fixed points of Rm and c~ are constant 
coefficients; i = 0 corresponds to X(o) = 0, i.e., corresponds to the case considered before. 
Let L0 be the boundary of a domain in which the system (2.1) is asymptotically stable under 
control (2.9), and x(1) is an arbitrary point of Lo. 
Using the equations (3.1)-(3.3) when i = 1, assuming Vl(X(~),t) ~- Vo(x(~),t) and repeating 
~he procedure given above, we will determine the domain Sn (which "ontains x(1)) of the positive 
definiteness of 
F,(x) = Qi(x) - c~v~)v(,) + c~u~)u(o , i = 1, (3.4) 
or the negative definiteness of V~(t) along (2.1) under control 
U(i) =-  BT(X) Ox ' i=  1, (3.5) 
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and the domain $1, which belongs to S11 and includes the intersection ofthe set {x I V1 (x(~), t) -< 
~/1 ~- 70 } and the complement of So \ L0. 
Hence, this control makes the trajectories of (2.1) reach the domain So, where the control (2.9) 
guarantees stability. 
Therefore, the control 
- -1BT(x)  O---x' x E So, 
U= 
guarantees asymptotic stability of the system (2.1) in the domain So LJ S 1 . 
Let L1 be the exterior boundary of $1. Acting in the same manner for i = 2, we can establish 
that the control 
1 BT "x" OV2 
u(2) = -~ ( ) T~ ' 
moves the trajectories of (2.1) from a domain $2 which contains x(2) EL I  to the domain $I. 
THEOREM 3.1. If there exist 
(a) a sequence of positive definite functionals Vo ~_ V1 -<_ ... -< V~ in X and their deriva- 
tives (3.3), 
(b) a sequence of positive definite forms Fi ( x ) (3.4) in Si , respectively, and X C (SOU...tASr), 
then the control 
1 T OYi 
u(t) --- -~S (x) Oz ' x e Si, (3.6) 
guarantees asymptotic stability of the systems (2.1) and (3.5). 
The proof follows immediately from the considered procedure. 
The control laws for time-delay systems obtained from solving optimal problems can be realized 
in practice only approximately [11]. Hence, the control (3.5) can be realized only approximately 
(approximation and related problems are considered in [12]). 
4. ALMOST SL ID ING MODE 
The desire to get high accuracy by increasing ains in feedback systems is always connected 
with necessity to use special means to make the system asymptotically stable. Variable structure 
systems have been proposed as a tool for achieving high accuracy without using high gains [13]. 
One of the main features of these systems is the sliding mode, which is realized in practice by 
high frequency oscillations. The so-called chattering decreases the quality of variable structure 
systems. 
An important problem is how to retain high performance haracteristics of the variable struc- 
ture systems while removing chattering. 
Let us consider an asymptotically stable time-delay system 
~c(t) = A(x)x(t) + AlX(t - ~') + B(x)u(t), (4.1) 
with the control (for simplicity, we assume n = 1) presented as 
WI 
=(t) = z , ( t )x , ( t ) ,  
i=I 
(4.2) 
where z(t) can be considered as a new m-dimensional bounded control vector 
Iz(t)l-< u. (4.3) 
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By substituting (4.2) in (4.1) we will obtain the control problem concerning z(t) analogous to 
the problems (2.1), (2.9), and (2.14) concerning u(t) considered above. 
The inequalities (4.3) characterize the domain X that can be made '~ery thin" (by an appro- 
priate choice of co (see (2.9)) consisting of some hypersurfaces and attached layers of "thickness" 
e = coU. The control law makes the system coordinates move inside this domain. When co --* 0, 
this domain degenerates into hypersurfaces which describe the so-called sliding modes of systems 
with variable structure [13]. 
5. CONCLUSIONS 
Design of nonlinear control systems with delays based on the Lyapunov-BeUman approach as 
been considered. The design technique is based on considering special optimal auxiliary problems. 
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