Abstract. We give several characterizations of holomorphic mean BesovLipschitz space on the unit ball in C N and appropriate Besov-Lipschitz space and prove the equivalences between them. Equivalent norms on the mean Besov-Lipschitz space involve different types of L p -moduli of continuity, while in characterizations of Besov-Lipschitz space we use not only the radial derivative but also the gradient and the tangential derivatives. The characterization in terms of the best approximation by polynomials is also given.
Introduction and main results
Let B N denote the unit ball in C N and let S N = ∂B N , where N is a positive integer. For a point z = (z 1 , . . . , z N ) ∈ C N we write |z| = (|z 1 | 2 + . . . + |z N | 2 ) 1/2 . The normalized Lebesgue measures on B N and S N will be denoted by dv and dσ, respectively. The L p -mean over the sphere |z| = r (0 < r < 1) of a Borel function f on B N is defined by For information on Hardy spaces of several variables we refer to [20] .
We are interested in the mixed-norm Bergman space and some closely related spaces. Note that H p,q,α = {0} for α ≤ 0, if 1 ≤ q < ∞, and for α < 0 if q = ∞. By using standard arguments one proves that H p,q,α is complete. These spaces arise naturally in the study of Hardy spaces (see [7] ). Note also that (1.1), for 1 ≤ p = q < ∞, reduces to f p,p,α = BN |f (z)| p (1 − |z| 2 ) pα−1 dv(z).
Therefore, H p,p,α is a weighted Bergman space. Convention. From now on, unless specified otherwise, we will assume 1 ≤ p, q ≤ ∞, α > 0, and ν, N are positive integers.
1.1. Besov-Lipschitz spaces. In order to give one of several possible definitions of Besov-Lipschitz spaces we need some more notation. The radial derivative Rf, where f ∈ H(B N ), is defined as
which can also be written as
where f (z) = ∞ k=0 f k (z) is the homogeneous expansion of f. Using the homogeneous expansion we can define R s f for any s ∈ C by
We define the Besov-Lipschitz space Λ p,q
where s is the smallest integer greater than α. In Section 2 (Theorem 2.1) we give a new proof of the well known fact that s in (1.2) can be replaced by any real number greater than α. For 1 ≤ q < ∞ the spaces Λ 
where s is as above. This condition has sense for s = α as well and defines the Hardy-Sobolev spaces
where ∇ s (f ) is the s-th order gradient of f .
( * ) In [6] , Rf is defined as
The second order gradient is defined as
In the case s > 2, ∇ s (f ) is defined similarly. Of course ∇ 1 (f )(z) = |∇f (z)|, where ∇f (z) is the ordinary holomorphic gradient. The inequality
which proves that (1.3) implies (1.2) is simple. The reverse implication can also be verified in a relatively simple way (see, e.g., the proofs of Lemmas 1 and 2 in [17] ). However the following result, due to Ahern and Schneider [1], shows that much more holds.
This fact is a reformulation of the original result of Ahern and Schneider (see Rudin [19, $6.6.3] ). We will deduce the inequality M p (r, ∇ n (f )) ≤ CM p (r, R n f ), from Lemma 1.A, in Section 4 (Lemma 4.1). In Section 4 we will also show that the radial derivative in (1.2) can also be replaced by the tangential gradients.
1.2. Mean Besov-Lipschitz spaces. Very recently, by using the L p -modulus of continuity of order one and two, Cho, Koo and Kwon [5, 13] and Cho and Zhu [6] defined the appropriate holomorphic mean Besov-Lipschitz spaces. Their definition of the L p -modulus of continuity can be extended as follows: Let U denote the group of all unitary transformations of C N . For U ∈ U and a function f ∈ H(B N ), we let
The holomorphic mean Besov-Lipschitz space Lip
where n is the smallest integer greater than α.
We consider other two moduli: 6) where
To define the second one denote by L = L(B N ) the semigroup of all linear operators from B N to B N , and then let
where ∆ n U is defined as above. From (1.5), (1.6) and (1.7) we have ω
We are now ready to state our main result which shows that different L p -moduli of continuity defined above give the same mean Besov-Lipschitz spaces.
. For a function f ∈ H p and 0 < α < n, the following conditions are equivalent:
In the case q = ∞ we have
In the case N = 1 Theorems 1.2 and 1.3 are known. In the case when 1 ≤ p ≤ ∞, q = ∞ and 0 < α < 1, (then (ω − )⇐⇒(∆) is clear), this theorem was proved by Hardy and Littlewood [8] . In the case p = q = ∞, α = 1, this was proved by Zygmund [21] . The equivalence (R)⇐⇒(ω − ) for all p, q, α was proved by Oswald [14] , while (R)⇐⇒(∆) was proved in [15, 16] . (Of course the implication (ω − ) =⇒ (∆) is clear.) The paper [4] of Blasco and De Souza is also relevant here.
Very recently the equivalence (R)⇐⇒(ω), for 0 < α < 2, was proved by Cho, Koo and Kwon [5, 13] and by Cho and Zhu [6] .
Concerning the Hardy-Sobolev spaces we have the following result, that was proved in [16] for N = 1.
The implication (∆) =⇒ (R) in Theorem 1.2 follows from the next theorem that will be proved in Section 5. In (1.11) below just take ψ(t) = t q(n−α)−1 , 0 < t < 1, where 0 < α < n.
where K is a positive constant. Then
where C depends only on K, p, q, n, and N.
The implication (∆) =⇒ (R) in Theorem 1.3 follows from the estimate
which is a consequence of Theorem 1.5. (See Section 5). The implications (ω + ) =⇒ (ω) =⇒ (ω − ) =⇒ (∆) follow from (1.8) and the definition of (ω − ). To finish the proofs of Theorem 1.2 and Theorem 1.3 it remains to prove the implication (R) =⇒ (ω + ). This follows from the following theorem.
then f ∈ H p , and
(1.14)
The proof that (1.13) implies f ∈ H p will be given in Section 2 (Corollary 2.5), and the proof of (1.14) will be given in Section 5.
In Section 2 (Corollary 2.4) we prove that Λ
To finish the proof of Theorem 1.4 apply (1.12) and (1.14).
In the case N = 1, Theorem 1.6 was proved in [16, Theorem 2.2] . Similar theorems appear in [5] in the case where n = 1, 2. For example, Theorems 5.2 and 5.3 of [5] give
Here we observe that the summand δ 2 M p (1 − δ, R 2 f ) is not needed because, by the increasing property of the integral means,
As a consequence we note a generalization of [5, Theorem 5.3] :
Proof. It follows from the Theorem 1.6 (relation (1.14)), applied to the function f ρ (z) = f (ρz), and the increasing property of the integral means that
Remark 1.8. We will use a weaker variant of (1.15) in the proof of Theorem 1.6 (see Lemma 5.5).
In order to give a further consequence of Theorem 1.6, let φ > 0 be an continuous increasing function on the interval (0, 1] and define the spaces Λ 
The space Lip
The little "oh" spaces λ 
and hence f ∈ Lip p n,φ . The rest is proved similarly. Note that Lip 
The space Lip 
From this and (1.14) we have
Using the inequality
, 1 − r ≤ t, one shows that the inner integral is dominated by −r) ) q , which completes the proof.
Finite-dimensional decomposition and applications
Let ψ : (0, ∞) → C be a C ∞ function with compact support in (0, ∞). Consider the polynomials
It is proved in [18, Theorem 7.3.4] that [10] .) The Hadamard product of a functions f ∈ H p (B N ) and g ∈ H p (B 1 ) is defined as
where f = ∞ k=0 f k is the homogeneous expansion of f . Integration by slices shows that (2.1) holds for all N. Using this one can choose ψ(t) = ω(t/2) − ω(t), where ω(t) is any infinitely differentiable function with ω(t) = 1 for t ≤ 1, 0 ≤ ω(t) ≤ 1 for 1 < t ≤ 2 and ω(t) = 0 for t > 2, so that the polynomials Ω ψ ν =: W ν satisfies:
where
and
(See, e.g. [11] .) We define B 
The following theorem, for N = 1, is proved in [12] . A similar argument shows that it holds for all N ≥ 1. See [11, Lemma 2.2]. Proof. This is an immediate consequence of Theorem 2.A and the following lemma.
Lemma 2.3. If f ∈ H(B N ), and s ∈ C, then
The notation a ≍ b means that a/b lies between two positive constants. In this case these constants are independent of ν and f.
Proof. Let
where W −1 := 0. Since Q ν * W k = 0 for |ν − k| ≥ 2, it follows from (2.2) that
We have, for ν ≥ 2,
From this and (2.1) we get
Replacing f by W ν * f we get
The reverse inequality now follows from the relation
Corollary 2.5. If f ∈ H(B N ) and
Proof. by Theorem 2.A and Lemma 2.3, we have
The result follows.
2.1. The operators R s,t . Let s, t be real numbers such that neither N + s nor N + s + t is a negative integer. Let
The following theorem is proved in [6, Theorem 3.10].
Theorem 2.B. Suppose t > α, f ∈ H p . If s is a real number such that neither N + s nor N + s + t is a negative integer, then f ∈ Λ p,q
An application of Stirling's formula shows that
where a 1 = 0 and a 2 are constants. Therefore Theorem 2.B is a consequence of the following result.
where Proof. By Theorem 2.A and Lemma 2.3, it suffices to prove that
under the hypothesis t = 0 and a 1 = 1. Let Q = W ν * f . Let
Hence, by Lemma 2.3 and the inequality Q k p ≤ Q p ,
In the other direction we have
Now choose ν 0 so that C 1 |a 2 |2 −ν < 1/4 and 2
This proves the theorem.
2.2. The case 1 < p < ∞. In this case the above discussion can be made simpler by using the Riesz projection theorem. Namely, then we can replace W ν by
and V 0 = 1. Obviously, these polynomials satisfy (2.2) and also, by the projection theorem, (2.3) (1 < p < ∞).
Best approximation by polynomials
where P ν (B N ) is the subset of H(B N ) consisting of all polynomials of degree ≤ ν.
The following characterization of the one variable Besov-Lipschitz spaces is well known (for a proof see [9] ).
if and only if the sequence
Proof. Let P ν be a sequence of polynomials of degree ≤ 2 ν such that
This and Theorem 2.1 show that f ∈ Λ p,q α . To prove the converse observe that
ν , and therefore by using (2.2) we obtain
Now the desired result follows Theorem 2.1 and the following lemma.
Proof. Assuming, as we may, s ν is eventually zero, we have
Since M is finite we get
This proves the lemma.
Characterizations of Besov-Lipschitz spaces
Note that another way to express R is
As it was noticed in the introduction Proposition 1.1 follows from the inequality (1.4) and the following inequality:
Proof. In the case n = 1 this is just Lemma 1.A. Let n ≥ 2. We have to prove that
where 1 ≤ j 1 , j 2 , . . . , j n ≤ N. By induction hypothesis, we have
On the other hand, it is easy to see (by induction) that
whence, by Lemma 1.A,
Now we prove that
3) which will conclude the proof. First observe that (4.3) reduces to the case N = 1 by using integration by slices. We also may assume that f is a polynomial. Then
Hence
the proof of (4.3) and of the lemma is completed.
For the characterizations of Besov-Lipschitz spaces that will be given below we use tangential derivatives. For 1 ≤ i, j ≤ N the tangential derivatives T i,j and T i,j are defined by
We will consider operators T = T 1 · · · T k where the T 1 , ..., T k are chosen among either the T i,j or the T i,j , 1 ≤ i, j ≤ N. We define by {T + δ }, δ ∈ C + k the collection of such operators and define
If T 1 , ..., T k are chosen among the T i,j (not the T i,j 's ), the collection of such T = T 1 · · · T k will be denoted by {T δ }, δ ∈ C k and the complex-tangential gradient as
We recall the definition of the non-isotropic weight of a differential operator. We assign weight 1 to R while T i,j and T i,j are given weight 1/2 each. We will consider differential operators
4) where each X j is R or the one of T i,j or T i,j . For such an operator its weight is defined to be the sum of each weights of X j .
For z ∈ B N and δ > 0 let P (z, δ) be the non-isotropic polydisc defined as follows. If z = rξ, 0 ≤ r < 1, ξ ∈ S N , pick η 2 , ..., η N so that {ξ, η 2 , ..., η N } is an orthonormal basis of C N . Then
The following is a weak version of Lemma 2.5([2]). 
As a corollary we have that
where 1/2 < r < 1 andr = r + 1−r 4 .
We will also need the following two lemmas. (1 − r)
for all F ≥ 0. 
Now we are ready to give the characterization of Besov-Lipschitz spaces that involve the tangential derivatives.
Theorem 4.5. Suppose that k > 2α, k is an integer. If f ∈ H p then the following statements are equivalent:
The equivalence (i) ⇐⇒ (iii), for 0 < α < 2, was considered in [5, 13] .
Proof. Obviously, (iii) ⇒ (ii). Now we show that, for 1 ≤ q < ∞, (i) ⇒ (iii). Let f ∈ Λ p,q α . Assume that m is a positive integer such that 0 < α < m. By Theorem 2.1
By using Lemma 4.4, (4.6) and (4.5) we find for δ ∈ C
From this it follows that ||∇ (0 < r < 1), where C is independent of r and f .
Proof. For a fixed r, 0 < r < 1, we consider the function ψ(x) = x α , if 0 < x < 1 − r, and ψ(x) = 0, if 1 − r < x < 1.
Then ψ satisfies (1.10) with K = 2 α , and K is independent of r. Now (5.2) follows from (1.11). where C is independent of r and f .
Proof. By the increasing property of M p (ρ, R n ),
which, together with (5.2) gives (5.3).
