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Abstract
An IF modal logic L with a compositional semantics is formulated, generalizing the logic LSD introduced
in [19]. Syntactic fragments L1, L2, L3, L4 are discerned. For each fragment, we study the relation ofLi-equivalence: an equivalence relation between pointed models holding if and only if they satisfy precisely
the same formulas of Li. A criterion for Li-equivalence is formulated in terms of model-comparison games,
by imposing further conditions in addition to bisimilarity. Using the resulting methods for establishing
indistinguishability w.r.t. Li, the relative expressive powers of the four fragments are determined.
Keywords: bisimulation, convergence, expressive power, independence friendly logic, transition system.
1 Introduction
Independence friendly (IF) modal logic has been studied within several frameworks
and in various versions. (a) A logic by that name was ﬁrst proposed by Bradﬁeld
and Fro¨schle [3], developing the framework of Bradﬁeld’s Henkin modal logic [2].
The key idea in this line of research is to use the analysis of quantiﬁer independence
— as incorporated in Independence friendly logic of Hintikka and Sandu [6,7,8,14]
— in studying transition systems with concurrency. (b) Tulenheimo showed in
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[16,17] that a reasonable IF modal logic can be deﬁned simply using Hintikka’s sys-
tematic idea [5] of implementing quantiﬁer independence by imperfect information
in the sense of game theory, without adding concurrency among transitions as a
new semantic primitive. The publications [12,15,16,17,19] by Hyttinen, Sevenster,
and Tulenheimo develop this basic framework in various directions; for a survey, see
[20]. (c) Va¨a¨na¨nen has considered accommodating the framework of his dependence
logic [23] to the case of modal logic, cf. [24].
Bradﬁeld and Fro¨schle studied, within framework (a), two variants of IF modal
logic (IFML) in a concurrency theoretical setting, and took up the issue of char-
acterizing the corresponding relations of IFML-equivalence. They proved several
negative results about the relationship between IFML-equivalences and well-known
equivalences for concurrency (history-preserving and hereditary history-preserving
bisimulation). In the present paper we take ﬁrst steps in investigating equivalences
for IF modal logics in framework (b). We formulate an IF modal logic L with a
compositional semantics, in eﬀect generalizing the logic LSD introduced in [19]; and
study methods for proving equivalences corresponding to its syntactic fragments.
Basic deﬁnitions. If M = ∅ and R ⊆M2, the pair 〈M,R〉 is a frame. (M is a set
of states, R is an accessibility relation.) If R(u, v), v is an R-successor of u. We write
Rk for the composite relation (R◦. . .◦R) [k times]; and let Rk(w) := {v : Rk(w, v)}.
If R1(w) = ∅, state w is said to be R-maximal. Given a frame 〈M,R〉, an R-
transition is any ﬁnite tuple (u1, . . . , un) such that R(ui, ui+1) for all 1 ≤ i < n.
The length of a transition is one less than the number of its members; so the length of
(u1, . . . , un) is n− 1. Transitions (w, u1, . . . , un) and (w, u′1, . . . , u′n) with the same
ﬁrst member, and both of length n, converge if there is a state c and an integer
m > 0 such that c ∈ Rm(un) ∩ Rm(u′n). Such c is a common m-th successor of
the states un and u′n; derivatively we say c is a common m-th successor of the two
transitions. In the same vain, a state u is a successor of a transition (w, u1, . . . , un)
if u is a successor of un. If a and e are states and e ∈ Rn+1(a) for some n < ω, we
say that state e dominates state a. Frames can be thought of as (non-deterministic)
transition systems. In eﬀect frames are directed graphs (digraphs).
Given a countable set prop of atoms, models are triples M = 〈M,R, V 〉, where
〈M,R〉 is a frame and V : prop → Pow(M) is a valuation. If w ∈ M , the pair
〈M, w〉 is a pointed model. If the quantity max{k : Rk(w) = ∅} exists, it is said to
be the depth of the pointed model 〈M, w〉. Suppose L is a logic whose semantics is
deﬁned relative to pointed models. Then 〈M, w〉 and 〈N, v〉 are L-equivalent, if for
all formulas φ ∈ L, we have: M, w |= φ iﬀ N, v |= φ. A class C of pointed models is
captured by a formula φ ∈ L, if for all 〈M, w〉, we have: M, w |= φ iﬀ 〈M, w〉 ∈ C. If
L,L′ are logics whose semantics are deﬁned over pointed models, L is translatable
into L′ (in symbols L ≤ L′) if for every φ ∈ L, there is ψφ ∈ L′ such that for all
〈M, w〉: M, w |= φ iﬀ M, w |= ψφ. L′ is more expressive than L (denoted L < L′)
if L ≤ L′ but L′ ≤ L. And L and L′ are incomparable (denoted L ||L′) if L ≤ L′
and L′ ≤ L. These notions extend to a comparison between a modal logic and an
abstract logic. (Here the ‘abstract logic’ considered is FO, i.e., ﬁrst-order logic.)
Basic modal logic, bisimulations. The formulas of basic modal logic (ML) are
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generated by the grammar φ ::= p | ¬p | (φ∨φ) | (φ∧φ) | φ | φ, where p ∈ prop,
for a ﬁxed countable set prop. Formulas are evaluated relative to pointed models
〈M, w〉. We assume familiarity with the relation ‘M, w |= φ’ (cf., e.g., [1, Def. 1.20]).
A non-empty relation ≡ ⊆M ×M ′ is a bisimulation between M and M′ if:
(i) Atomic harmony: If v ≡ v′, then for all p ∈ prop: M, v |= p iﬀ M′, v′ |= p.
(ii) Forth: If v ≡ v′ and R(v, u), there is u′ such that R′(v′, u′) and u ≡ u′.
(iii) Back: If v ≡ v′ and R′(v,′ u′), there is u such that R(v, u) and u ≡ u′.
Bisimulations can also be formulated employing games; see Subsection 4.1. 〈M, w〉
and 〈M′, w′〉 are bisimilar, denoted 〈M, w〉↔ 〈M′, w′〉, if there is a bisimulation ≡
between M and M′ with w ≡ w′. We write0 for the relation of ML-equivalence.
The following criterion for ML-equivalence is well known (cf. [1, Thm. 2.20]):
Proposition 1.1 If 〈M, w〉↔ 〈M′, w′〉, then 〈M, w〉0 〈M′, w′〉. 
ML is well known to enjoy tree model property: every satisﬁable formula φ is
true in a tree-like pointed model. (A pointed model 〈M,R, V,w〉 is tree-like if all
states v ∈ M are accessible from w via the reﬂexive transitive closure of R; each
state except w has a unique R-predecessor; and R is acyclic.) It follows that no ML-
formula can capture any class of pointed models that is not closed under unfolding.
Convergence properties, again, typically block unfolding. This observation is of
interest here, because the IF modal logic L to be introduced can capture various
types of convergence properties and lacks tree model property.
Plan of the paper. In Section 2, an IF modal logic L with a compositional
semantics is introduced. In Section 3 four syntactic fragments of L are dis-
cerned, for each of which a corresponding model-comparison game is presented in
Section 4. In Section 5 those games are put to use in charting the relative expres-
sive powers of the four IF modal logics. Finally, Section 6 closes the paper with a
discussion on the theoretical interest of the results reached.
Notation. We write n for the set {0, . . . , n − 1} ⊆ N. ‘∅’ denotes the empty
sequence and N0 = {∅}. prop is an arbitrary countable set of atoms containing ,
with V () = M for all models 〈M,R, V 〉. Atoms and their negations are literals.
N is the set of all ﬁnite tuples of natural numbers, N = ⋃n<ωNn.
2 An IF modal logic L
Generalizing ideas from [19,20], we introduce an IF modal logic L with a ‘Tarskian’
compositional semantics. (Not all IF logics admit of such a semantics, cf. Sect. 6.)
2.1 Syntax of L
In addition to operators familiar from ML, the syntax of L will involve the operators
, , and , termed ‘dotted box’, ‘dotted diamond’, and ‘black diamond’. We will
consider formulas such as ((p ∧ q) ∨ ( r ∧ s)). Here is otherwise like ,
but it is ‘independent’ of the preceding token of . This latter, again, is just like
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, except that the tokens of are ‘independent’ of it. The token of  is said to
bind those tokens of . In our oﬃcial syntax, the sample formula will be written as
 ∨i<2 ∧j<2 ψij , with ψ00 = p, ψ01 = q, ψ10 = r, ψ11 = s. The syntax of logic
L is given by the following grammar: φ ::= p | ¬p | (φ ∧ φ) | (φ ∨ φ) | φ | φ |
 ∧i1<k1 ∨j1<r1 m . . . ∧in<kn ∨jn<rn mψi1...in,j1...jn ,
where p ∈ prop, m ∈ {0, 1}, n, kl, rl > 0, and for each (b, d) ∈ (k1 × . . . × kn) ×
(r1 × . . . × rn), ψb,d is either a formula or a string of the form θb,d, where θb,d
is a formula. Intuitively, the case m = 0 corresponds to the absence of dotted
diamonds in a preﬁx  ∧i1<k1 ∨j1<r1 m . . .  ∧in<kn ∨jn<rn m; and the case
kl = 1 (resp. rl = 1) corresponds to the absence of a conjunction (disjunction)
sign. That is, if ξ is a substring (as deﬁned below), by stipulation 
0
ξ = ξ and

1
ξ = ξ; and ∧in<1ξ = ξ = ∨in<1ξ. The syntax could be further generalized
in various ways, but we will stay with this syntax, as it is suﬃciently general for
our present purposes. Formulas ∧i1<k1 ∨j1<r1 m . . .∧in<kn ∨jn<rn mψi,j are
(ﬁnitary, IF) modal variants of Vaught sentences. 4 In Vaught-type preﬁxes, any
operator symbol subordinate to the conjunctions/disjunctions ◦i1<m1 , . . . , ◦in<mn is
naturally thought of as standing for several tokens of the operator: one token for
each tuple c1 . . . cn ∈ m1 × . . .×mn. All ML-formulas are formulas of L. So are
 p,  p,   p,  ∨i<3 ψi, and  ∧i<2 ∨j<2 φij ,
with ψ0 = , ψ1 =  q, ψ2 =  , and φ00 = φ01 = φ10 = φ11 = .
Whenever it is clear which formula is meant, the use of inﬁx notation is allowed.
The preﬁx of the formula  ∧i1<k1 ∨j1<r1 m . . .  ∧in<kn ∨jn<rn mψi,j is an
independence context. E.g.,   is the independence context of   p. Intuitively,
is ‘independent’ of all tokens of  and  in the independence context. All for-
mulas are strings. For each string χ, the set iSub(χ) consists of its immediate sub-
strings: iSub(©ψ) = {ψ} with© ∈ {, , }; iSub(◦i<mψi) = {ψc : c < m} with
◦ ∈ {∧,∨}; the rest of the clauses being obvious. ‘Being a substring’ is the transitive
closure of ‘being an immediate substring’. Substrings are strings, but a substring
need not be a formula. The substrings of  ∨i<2 ∧j<2 ψij (with ψ01 = ψ10 = p,
ψ00 = ψ11 = q) are: ∨i<2 ∧j<2 ψij , ∧j<2 ψ0j , ∧j<2 ψ1j , ψ00, ψ01, ψ10, ψ11, p;
only p and ψ00 = ψ11 = q are formulas. Observe that there are no formulas of the
form θ. However, there are formulas with substrings of that form.
2.2 Semantics of L
For every formula φ of L, a relation M, I,b, d, w |= φ will be deﬁned, where M is a
model and w ∈M . Further, I is a map of type N ×N → M , called token valuation,
and b, d ∈ N . Intuitively, the numbers appearing in the tuple b (tuple d) indicate
the conjuncts (disjuncts) chosen before the evaluation has proceeded to φ.
A semantics is normally said to be compositional if the semantic value of a for-
4 For Vaught sentences, see e.g. [9, pp. 583–5]. For ‘Extended IF modal logic’ using this type of syntax,
originally suggested by T. Hyttinen (personal communication), see [17,20].
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mula is computed from the semantic values of its syntactic components, given the
way these components are put together. The semantics of L is not quite compo-
sitional in this sense: semantic evaluation will introduce strings not given by the
syntax, when processing formulas with operators , , . Evaluating, say, the for-
mula  p in 〈M, I,c, e, w〉 reduces to evaluating the string  p in 〈M, I ′,c, e, w〉,
where notably a state u has been chosen so that I ′(c,e) = u. Here  p is neither
a formula nor a substring of a formula. The evaluation then proceeds to check
whether for all v accessible from w, p holds in 〈M, I ′,c, e, v〉. So is the case if the
state I ′(c,e) = u is accessible from v, and satisﬁes p. Our semantics is a recursive
inside-out semantics, compositional in the sense of computing the semantic value of
a formula from the semantic values of syntactic items determined by its substrings.
• M, I,b, d, w |= p iﬀ: w ∈ V (p) and M, I,b, d, w |= ¬p iﬀ: w /∈ V (p)
• M, I,b, d, w |= φ iﬀ: for all v with R(w, v): M, I,b, d, v |= φ
• M, I,b, d, w |= φ iﬀ: for some v with R(w, v): M, I,b, d, v |= φ
• M, I,b, d, w |= (φ ∧ ψ) iﬀ: M, I,b0, d, w |= φ and M, I,b1, d, w |= ψ
• M, I,b, d, w |= (φ ∨ ψ) iﬀ: M, I,b, d0, w |= φ or M, I,b, d1, w |= ψ
• M, I,b, d, w |= ∧l<k φl iﬀ: for all b < k: M, I,bb, d, w |= φb
• M, I,b, d, w |= ∨l<r φl iﬀ: for some d < r: M, I,b, dd, w |= φd
• M, I,b, d, w |=  ∧i1<k1 ∨j1<r1 m . . . ∧in<kn ∨jn<rn mψi,j iﬀ:
there is I ′ : N ×N →M such that:
M, I ′,b, d, w |=  ∧i1<k1 ∨j1<r1 m . . . ∧in<kn ∨jn<rn mψi,j
• M, I,b, d, w |= φ iﬀ: R(w, I(b, d)) and M, I,b, d, I(b, d) |= φ.
The strings φ and ψ in the clauses for φ, (φ∧ψ), (φ∨ψ) are necessarily formulas; in
the other clauses, φ and the φl are arbitrary strings that the evaluation can produce.
The clauses for literals and formulas φ and φ do not employ the components
I,b, d, while these play a key role in the rest of the clauses. As it stands, the
evaluation of a block ∧i1<k1 ∨j1<r1 m . . .∧in<kn ∨jn<rn m involves a second-
order existential quantiﬁcation over token valuations (cf., however, Propositions 2.2
and 3.1). By contrast, is not a quantiﬁer. It operates on information already
available: turns attention to the state I(b, d), claims it to be accessible from the
current state, and makes evaluation to continue relative to I(b, d). How do these
clauses render , , and  their desired meanings — make the tokens of logically
independent of the tokens of  and  in the corresponding independence context?
Semantically an independence context (say  ) has two roles: besides having
the force of the corresponding block of undotted modal operators (here:  ), it
binds certain subordinate tokens of . To the two roles, two evaluation steps of
 ∧i1<k1 ∨j1<r1 m . . . ∧in<kn ∨jn<rn mφi,j correspond. (1) Choosing a map I
which ﬁxes, at one stroke, interpretations of all tokens of in strings φb,d = θb,d.
(The tokens are syntactically identiﬁed by pairs (b, d) of tuples of natural numbers.)
(2) Replacing  by  and  by  in the independence context, and evaluating the
resulting string  ∧i1<k1 ∨j1<r1 m . . . ∧in<kn ∨jn<rn mφi,j : this adds to  and
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 the force of  resp. , making them universal resp. existential quantiﬁers over
accessible states. When the evaluation reaches a token of identiﬁed by (c,e), its
interpretation has already been determined as I(c,e). Due to this two-step process
the tokens of are logically independent of the modal operators in the relevant
independence context. Evaluating M,J ,c, e, w |=  , say, involves ﬁrst choosing
a state u to interpret , although is syntactically subordinate to . This is done
by ﬁxing a map I with I(c,e) = u. Only then the universal force of  is processed:
the evaluation moves to   and a state v accessible from w is chosen. Finally,
 is evaluated by checking whether u can be accessed from v.
Example 2.1 Let I : N × N → M and e, f ∈ N be arbitrary. (a) We claim:
M, I, e, f, a |=   , where the pointed model 〈M, a〉 is as depicted below.
a
b1  b2
c1 c4c2 c3
d 
M a
b1 		
c1 c2
b4

b3b2
 
N
M, I, e, f, a |=    iﬀ there is I ′ such that M, I ′, e, f, a |=   . Let J be
a token valuation such that J (e, f) = d. Now M,J , e, f, a |=    iﬀ for any bi
accessible from a there is cj accessible from bi such that M,J , e, f, cj |= . For
b1 we can choose c2 and for b2 we can choose c3. Then for j := 2, 3 the condition
M,J , e, f, cj |=  holds, i.e., the state J (e, f) = d is indeed accessible from cj .
(b) Let φ0 =  = φ1. We claim: N, I, e, f, a |= ∨i<2 φi. This holds iﬀ there
is I ′ such that N, I ′, e, f, a |=  ∨i<2 φi. Let J be a map satisfying J (e, f0) = c1
and J (e, f1) = c2. Now N,J , e, f, a |=  ∨i<2 φi iﬀ for all bj there is c < 2
such that N,J , e, fc, bj |= φc. For j := 1, 2 we may choose c = 0, since then
indeed N,J , e, f0, bj |= φ0; namely, J (e, f0) = c1 is accessible from both b1 and b2.
Similarly, for j := 3, 4 we may choose c = 1; in that case N,J , e, f1, bj |= φ1, since
J (e, f1) = c2 is accessible from both b3 and b4.
(c) We claim: N, I, e, f, a |=  . Suppose for contradiction N, I, e, f, a |=
 . So there is I ′ such that N, I ′, e, f, a |=  . Thus I ′(e, f) is a common
successor to all successors bi of a. But no such common successor exists. 
2.3 Basic properties of L
The following proposition expresses important facts about our semantic framework
(it can be proven by induction on the complexity of L-formulas):
Proposition 2.2 (a) For any formula φ, pointed model 〈M, w〉, tuples of natural
numbers b,c, d,e, and maps I,J of type N ×N →M , we have:
M, I,b, d, w |= φ iﬀ M,J ,c, e, w |= φ.
(b) For any string ξ produced by evaluating a formula, there is a ﬁnite S ⊆ N ×N
such that for all 〈M, w〉, b,c, d,e ∈ N , and I,J : N × N → M : if I(bx, dy) =
J (cx,ey) for all (x, y) ∈ S, then: M, I,b, d, w |= ξ iﬀ M,J ,c, e, w |= ξ.
By Proposition 2.2(a), every formula φ of L satisﬁes: if there are some I,b, d
T. Tulenheimo, M. Rebuschi / Electronic Notes in Theoretical Computer Science 231 (2009) 153–173158
with M, I,b, d, w |= φ, actually all I,b, d satisfy M, I,b, d, w |= φ; whether the
relation M, I,b, d, w |= φ holds depends only on the model M, the state w, and the
formula φ. Formulas of L are like sentences of FO: if satisﬁed under one assignment,
they are satisﬁed under all assignments. If φ is a formula, we write by stipulation
M, w |= φ
for the condition M, I0, ∅, ∅, w |= φ with a ﬁxed I0. (Instead of the components
I0, ∅, ∅, we might just as well use any I : N ×N →M and b, d ∈ N .) The formula
φ is said to be true in M at w if M, w |= φ, and false in M at w if M, w |= φ.
A modal-like logic called LSD, or ‘structurally determined IF modal logic’, was
introduced and studied in [19]. It follows by the proofs of the corresponding proper-
ties of LSD, presented in [19], that the following fact holds for L; actually it already
holds for the syntactic fragment of L consisting of formulas of the forms k∨i<rψi,
where the ψi are strings, k ≥ 0 and k is a tuple of k tokens of : 5
Fact 2.3 (a) For all n < ω, L ≤ FOn; (b) ML < L; (c) L ≤ GF; (d) Relative
to any ﬁnite set of propositional atoms and for all m ≥ 2, the set of pairwise non-
equivalent L-formulas of modal depth m is inﬁnite. 
Item (b) follows from (a), because ML ≤ L and ML ≤ FO2. Alternatively, for
(b) it suﬃces to note that any logic capable of expressing the formula  p is more
expressive thanML, cf. [16, Lemma 4] or [12, Ex. 2]. Properties (c) and (d) may look
disastrous for a modal logic. This impression is contested by the good computational
properties of LSD: its satisﬁability and validity problems are PSPACE-complete
— like those of ML. (However, its model-checking problem is NP-complete.)
Studying the computational properties of L is left for future research.
3 Four syntactic fragments of L
By imposing simple syntactic restrictions on L, four IF modal logics are discerned:
L(), L(, ), L(,∨), and L(, ,∧,∨) — or conveniently L1, L2, L3, resp. L4.
Generalizations of the bisimulation relation of ML will be studied by considering
the four rather well-behaved logics.
Syntaxes. Syntactic restrictions will concern the clause introducing formulas
 ∧i1<k1 ∨j1<r1 m . . . ∧in<kn ∨jn<rn mφi,j . Here are the restrictions imposed:
1. L1 = L(): m = 0 and k1 = . . . = kn = r1 = . . . = rn = 1. Accordingly, the
relevant formulas look like this:  . . . φ [n tokens of ].
2. L2 = L(, ): m = 1 and k1 = . . . = kn = r1 = . . . = rn = 1. The formulas
appear in the form   . . .  φ [n tokens of , n tokens of ].
3. L3 = L(,∨): m = 0 and k1 = . . . = kn = 1. The formulas look like this:
 ∨i1<r1 . . .  ∨in<rnψi1...in , where for every tuple d ∈ ×1≤l≤nrl, the string ψd is
either a formula or else a string of the form θd for some formula θd.
4. L4 = L(, ,∧,∨): m = 1. The formulas are of the form ∧i1<k1∨j1<r1  . . .
5 ‘FOn’ denotes the n-variable fragment of FO, and ‘GF’ the guarded fragment of FO.
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∧in<kn ∨jn<rn ψi1...in,j1...jn , where for every b ∈ ×1≤l≤nkl and d ∈ ×1≤l≤nrl, the
string ψb,d is either a formula or a string of the form θb,d for some formula θb,d.
Remark: Equivalences such as (α∧γ)∨(β∧δ)⇔ (α∨β)∧(α∨δ)∧(γ∨β)∧(γ∨δ) do
not hold for arbitrary strings α, β, γ, δ. E.g., (q∧r)∨ ( p∧ p)⇔ (q∧r)∨ p and
(q∨ p)∧(q∨ p)∧(r∨ p)∧(r∨ p)⇔ (q∨ p)∧(r∨ p). Yet (q∧r)∨ p may fail
while (q∨ p)∧ (r∨ p) is satisﬁed. So it appears that replacing the clause speciﬁc
to L3 by a clause introducing a formula 1 ∧i1<k1 ∨j1<r1 . . . n ∧in<kn ∨jn<rn ψi,j
with additional conjunctions, a logic more expressive than L3 would be yielded. 
Translatability into FO. Basic modal logic is well known to be translatable into
FO. On the other hand, in the literature there are examples of IF modal logics
not translatable into FO, see [17, Thm. 3.3.9], [20, Thm. 2.6]. Actually each of the
four logics discerned above is translatable into FO. Consider for instance L4. When
deﬁning a translation STx : L4 → FO, notably ∧i1<k1∨j1<r1  . . .∧in<kn∨jn<rn
ψi,j is translated by
∃y1 . . .∃ykSTx[ ∧i1<k1 ∨j1<r1  . . . ∧in<kn ∨jn<rn ψi,j ],
where the numbers 1, . . . , k identify those tuples (b, d) for which ψb,d is of the form
θb,d, and the yi are fresh. And θ is translated by (R(x, ym)∧STx/ym [θ]), where
m is the number chosen earlier to identify the substring token θ.
Proposition 3.1 For all i with 1 ≤ i ≤ 4, Li is translatable into FO.
4 BIFsimulations
The notion of bisimulation can be recast in terms of games (cf., e.g., [21]). For each
Li, an analogous model-comparison game will be provided, enabling us to formulate
a criterion for Li-equivalence. Li-equivalence will be denoted byi. Given models
(M,V,R) and (M ′, R′, V ′), we write AT for the relation {(x, x′) ∈ M ×M ′ : for
all p ∈ prop, x ∈ V (p) iﬀ x′ ∈ V ′(p)}. All games considered will be two-player
zero-sum games. So the payoﬀs of both players on a given play are ﬁxed, once it is
indicated who wins the play: the player who does not win, loses.
4.1 Bisimulation via games
Let pointed models 〈M, w〉, 〈M′, w′〉 be given. The notion of current position and
the rules of the bisimulation game Γ0(M, w,M′, w′) are deﬁned as follows.
(Rule 0): If (w,w′) /∈ AT , the play ends and Spoiler wins; else the current position
is (w,w′).
(Forth): If the current position is (a, a′) ∈ M × M ′, Spoiler chooses b such that
R(a, b), and Duplicator responds, if possible, by choosing b′ with R′(a′, b′):
(a, a′):
Spoiler b
Duplicator b′
If a′ is R′-maximal or (b, b′) /∈ AT , the play ends and Spoiler wins. Otherwise,
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the current position is (b, b′).
(Back): If the current position is (a, a′) ∈ M × M ′, Spoiler chooses b′ such that
R′(a′, b′) and Duplicator responds, if possible, by choosing b with R(a, b):
(a, a′):
Spoiler b′
Duplicator b
If a is R-maximal or (b, b′) /∈ AT , the play ends and Spoiler wins. Otherwise, the
current position is (b, b′).
Any pair of consecutive moves, the ﬁrst by Spoiler and the second by Duplicator ,
is a round of a bisimulation game Γ0(M, w,M′, w′); so is (w,w′). Any sequence
of consecutive moves is a partial play. Thus a partial play is either a sequence of
consecutive rounds, or a sequence of consecutive rounds followed by a single move
by Spoiler . Note that if, e.g., (σ, δ), (σ′, δ′) ∈M ×M ′ are consecutive rounds, then
R(σ, σ′) and R′(δ, δ′). A partial play is a play if (i) it is inﬁnite, or (ii) its last round
(a, a′) is such that a is R-maximal and a′ is R′-maximal, or (iii) its last round (a, a′)
is such that a is R-maximal iﬀ a′ is not R′-maximal. Plays of types (i) and (ii)
are won by Duplicator , and those of type (iii) by Spoiler . A strategy of a player
is a function that speciﬁes, for each partial play at which it is this player’s turn
to move, a choice of a suitable state. A strategy of a player is a winning strategy
(w.s.) if it leads to a play won by that player, against any sequence of moves made
by the opponent. Duplicator ’s strategy is positional if its value on a partial play
〈(b0, b′0), . . . , (bn, b′n), bn+1〉 only depends on the triple (bn, b′n, bn+1). It can be shown
that Duplicator has a w.s. in a bisimulation game iﬀ she has a positional w.s. therein.
Fact 4.1 (a) Duplicator has a w.s. in Γ0(M, w,M′, w′) iﬀ 〈M, w〉↔ 〈M′, w′〉.
(b) 〈M, w〉0 〈M′, w′〉 if Duplicator has a w.s. in Γ0(M, w,M′, w′).
Proof. (a) Right to left: Deﬁne a strategy F for Duplicator in Γ0(M, w,M′, w′)
by stipulating that at any position (a, a′) with a ≡ a′, if Spoiler chooses b with
R(a, b), Duplicator picks out b′ with b ≡ b′; and if Spoiler chooses b′ with R′(a′, b′),
Duplicator picks out b with b ≡ b′. (In general, when singling out a particular b′ resp.
b, the Axiom of Choice is needed.) Clearly F is winning. Left to right: Let F be
Duplicator ’s (positional) w.s. in Γ0(M, w,M′, w′). Deﬁne a relation ≡ by putting,
ﬁrst, w ≡ w′. Then let (a, a′), with a ≡ a′, be the last position of any partial
play constructible while Duplicator uses the strategy F against some sequence of
Spoiler ’s moves. If R(a, b), put b ≡ F (a, a′, b); if R′(a′, b′), put F (a, a′, b′) ≡ b′.
Clearly ≡ is a bisimulation. (b) Follows by item (a) and Proposition 1.1. 
The notion of bisimulation can be made more ﬁne-grained by introducing addi-
tional parameters. Allowing only n successive rounds and the use of only l propo-
sitional atoms, a variant of the bisimulation game is obtained that can be used to
provide a suﬃcient and necessary condition for equivalence of pointed models w.r.t.
the set of ML-formulas of modal depth n using only l atoms; cf. [1, Prop. 2.31].
Model-comparison games for the logics Li will diﬀer from bisimulation games
in that certain moves are made, as it were, in advance. This corresponds to the
semantic fact that black diamonds are interpreted, as it were, beforehand. Once
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such anticipating choices are made, the play proceeds some ﬁxed number of rounds,
whereafter Duplicator ’s anticipating choice is tested; she can only win the play if
the test is passed. The anticipating move may involve choosing a whole set of states
(L3,L4). There will also be moves for choosing sets of indices instead of states. The
novel clauses are termed (Convergence forth) and (Convergence back), because these
clauses are related to the requirement of the existence of convergent transitions.
4.2 Case of L1
Duplicator ’s w.s. in model-comparison games for L1 must ensure the preservation of
the truth of formulas of the form  . . . φ when moving from a pointed model to
another. Recalling the semantics of these formulas leads to the following deﬁnition.
Deﬁnition 4.2 [L1-bIFsimulation] Given pointed models 〈M, w〉, 〈M′, w′〉, the
rules of L1-bIFsimulation game Γ1(M, w,M′, w′) are obtained by extending the
rules of bisimulation game Γ0(M, w,M′, w′) by the following rules.
(Convergence forth): If the current position is (a, a′) ∈M ×M ′, then:
· Spoiler chooses an integer n > 0.
· If R′n+1(a′) = ∅, the play ends and Duplicator wins; else if Rn(a) = ∅, Spoiler
wins; else if Rn+1(a) = ∅, Duplicator wins; else Spoiler chooses a state e ∈
Rn+1(a), to which Duplicator responds by a state e′ ∈ R′n+1(a′). Then the
players take turns in choosing states, Spoiler from M ′ and Duplicator from M .
· So the play proceeds as follows, with m ≤ n:
(a, a′):
Spoiler e b′1 . . . b
′
m
Duplicator e′ b1 . . . bm
Here (a′, b′1, . . . , b′m) is an R′-transition, (a, b1, . . . , bm) is an R-transition. There
are the two cases: (1) Case m = n: If (bn, e) /∈ R, the play ends and Duplicator
wins; else if (b′n, e′) /∈ R′, the play ends and Spoiler wins. Otherwise the current
position is (e, e′). (2) Case m < n: If R′n−m(b′m) = ∅, the play ends and
Duplicator wins; else if bm is R-maximal, the play ends and Spoiler wins.
(Convergence back): As (Convergence forth), but from M′ to M.
The notions of round and partial play are deﬁned as with bisimulation games.
However, it no longer holds that if (σ, δ), (σ′, δ′) ∈ M × M ′ are consecutive
rounds, then R(σ, σ′) and R′(δ, δ′). E.g., on suitable models clause (1)
of (Convergence forth) together with (Forth) permit the successive rounds
(a, a′), (e, e′), (b1, b′1), . . . , (bn, b′n), (c, c′), where R(bn, e), R′(b′n, e′), R(e, c) and
R(e′, c′) — while none of the conditions R(a, e), R′(a′, e′), R(e, b1), R′(e′, b′1),
R(bn, c), R′(b′n, c′) need hold. A fourth clause must be added to the deﬁnition of
play to cover the cases explained under clauses (1) and (2) of (Convergence forth)
and (Convergence back). The notion of positional strategy must be replaced by a
more general notion. A strategy f of Duplicator is quasi-positional if for any partial
play 〈(c0, c′0), . . . , (cn, c′n), cn+1〉 on which f is deﬁned, there is some round (ci, c′i)
such that the value of f on that partial play only depends on the triple (ci, c′i, cn+1).
Crucially, the round in question need not be (cn, c′n), i.e., the last one. It can be
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shown that Duplicator has a w.s. in an L1-bIFsimulation game iﬀ she has a quasi-
positional w.s. therein. In the example, e′ may be chosen as a function of (a, a′, e),
b1 as a function of (a, a′, b′1), and c as a function of (e, e′, c′).
Theorem 4.3 〈M, w〉1 〈M′, w′〉 if Duplicator has a w.s. in Γ1(M, w,M′, w′).
Proof. The base case of literals, and the inductive cases for formulas of the forms ∨,
∧, ,  are obvious. Suppose inductively that for all (x, x′) ∈M×M ′, if Duplicator
has a w.s. in Γ1(M, x,M′, x′), then M, x |= φ iﬀ M′, x′ |= φ. Consider the formula
 . . . φ (n tokens of). Let (a, a′) ∈M×M ′ be arbitrary, and assume Duplicator
has a (quasi-positional) w.s. in Γ1(M, a,M′, a′); call it F . Suppose M, a |=  . . .
φ. Since Duplicator has a w.s., either  . . . φ is trivially true in M′ at a′, or else
there is a state e and a map I with I(∅, ∅) = e such that M, I, ∅, ∅, a |=  . . . φ.
Let e′ := F (a, a′, e); and let I ′ be a map with I ′(∅, ∅) = e′. We must show that
M′, I ′, ∅, ∅, a′ |=  . . . φ. Consider an arbitrary R′-transition (a′, b′1, . . . , b′m) in
M′, with m ≤ n. Let (a, b1, . . . , bm) be the R-transition in M that Duplicator ’s
w.s. F determines against Spoiler ’s choices b′1, . . . , b′m. If m < n, there is nothing
to prove; so suppose m = n. Since M, I, ∅, ∅, a |=  . . . φ, we have that R(bn, e)
and M, e |= φ. Now e′ is given by the w.s. of Duplicator , so R′(b′n, e′). Because the
round (e, e′) is generated by Duplicator ’s w.s. in Γ1(M, a,M′, a′), she has also a w.s.
in Γ1(M, e,M′, e′). By the inductive hypothesis, then, M′, e′ |= φ. The direction
from 〈M′, a′〉 to 〈M, a〉 can be proven using (Convergence back). 
4.3 Case of L2
Duplicator ’s w.s. in model-comparison games for L2 must guarantee the preservation
of the truth of formulas of the form   . . .   φ, when switching between two
pointed models. These games are more complicated than the ones for L1: the
alternation of boxes and diamonds must be considered. This is handled by suitably
changing the model from which a given player makes his draw as the play proceeds.
Deﬁnition 4.4 [L2-bIFsimulation] Given pointed models 〈M, w〉, 〈M′, w′〉, the
rules of L2-bIFsimulation game Γ2(M, w,M′, w′) are obtained by extending the
rules of bisimulation game Γ0(M, w,M′, w′) by the following rules.
(Convergence forth): If the current position is (a, a′) ∈M ×M ′, then:
· Spoiler chooses an integer n > 0.
· Spoiler chooses a state e ∈M , to which Duplicator responds by a state e′ ∈M ′.
· The players take turns in choosing states; in odd-numbered (even-numbered)
rounds Spoiler (Duplicator) chooses from M ′ and Duplicator (Spoiler) from M .
· So the play proceeds as follows, with m ≤ 2n:
(a, a′):
Spoiler e σ1 . . . σm
Duplicator e′ δ1 . . . δm
Here (σi, δi) ∈ M ′ ×M if i is odd, and (σi, δi) ∈ M ×M ′ if i is even; further,
(a′, σ1, δ2, . . .) is an R′-transition and (a, δ1, σ2, . . .) is an R-transition. There are
the two cases: (1) Case m = 2n: If (σ2n, e) /∈ R, the play ends and Duplicator
wins; else if (δ2n, e′) /∈ R′, Spoiler wins. Otherwise, the current position is (e, e′).
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(2) Case m < 2n: Let πm equal σm if m is odd, δm if m is even, and a′ if m = 0.
Let k := max{x : m ≤ x ≤ 2n and R′x(πm) = ∅}. First, suppose k < 2n. If k
is odd, Spoiler wins; else Duplicator wins. Second, suppose k = 2n and bm is
R-maximal. If m is odd, the play ends and Spoiler wins; else Duplicator wins.
(Convergence back): As (Convergence forth), but from M′ to M.
Observe how the alternation of boxes and diamonds in preﬁxes   . . .  shows
in a play. The choices of e and e′ correspond to . In (Convergence forth), Spoiler ’s
odd-numbered (even-numbered) choices correspond to interpreting boxes inM′ (dia-
monds in M). Duplicator ’s replies are meant to ensure that a formula   . . . 
is true in 〈M′, a′〉 if it is true in 〈M, a〉. Spoiler ’s even-number choices can be thought
of as given by witnesses of the diamonds when the formula is evaluated in 〈M, a〉,
while Duplicator ’s even-numbered choices provide (when made according to a w.s.)
witnesses to these same diamonds when the formula is evaluated in 〈M′, a′〉.
The notions of round and partial play are deﬁned like for L1-bIFsimulation
games. A fourth clause must be added to the deﬁnition of play to cover the cases
explained under clauses (1) and (2) of (Convergence forth) and (Convergence back).
It can be proven that Duplicator has a w.s. in an L2-bIFsimulation game iﬀ she has
a quasi-positional w.s. therein.
Theorem 4.5 〈M, w〉2 〈M′, w′〉 if Duplicator has a w.s. in Γ2(M, w,M′, w′).
Proof. Suppose inductively that for all (x, x′) ∈ M ×M ′, if Duplicator has a w.s.
in Γ2(M, x,M′, x′), then M, x |= φ iﬀ M′, x′ |= φ. Let (a, a′) ∈ M ×M ′ be arbi-
trary, and assume Duplicator has a (quasi-positional) w.s. in Γ2(M, a,M′, a′); call
it F . Suppose M, a |=   . . .   φ (n tokens of each of , ). Then there is
a state e and a map I with I(∅, ∅) = e such that M, I, ∅, ∅, a |=   . . .  φ.
Let e′ := F (a, a′, e); and let I ′ be a map with I ′(∅, ∅) = e′. We want to estab-
lish that M′, I ′, ∅, ∅, a′ |=   . . .  φ. Consider arbitrary pairs of transitions
(a′, b′1, b′2, . . . , b′2m−1, b′2m) and (a, b1, b2, . . . , b2m−1, b2m) built as follows (m ≤ n).
• Choose b′1 with R′(a′, b′1) arbitrarily, and let b1 := F (a, a′, b′1). (If no such b′1
exists, terminate.)
• Then M, I, ∅, ∅, b1 |=  . . .  φ (with n−1 tokens of , n tokens of  in the
preﬁx). So there is b2 with R(b1, b2) such that M, I, ∅, ∅, b2 |=   . . .  φ
(with n− 1 tokens of each of ,  in the preﬁx). Let b′2 := F (b1, b′1, b2).
• For i < n, given transitions (a′, b′1, . . . , b′2i), (a, b1, . . . , b2i), choose any b
′
2i+1 with
R′(b′2i, b
′
2i+1) and let b2i+1 := F (b2i, b
′
2i, b
′
2i+1). (If no such b
′
2i+1 exists, terminate.)
• Then M, I, ∅, ∅, b2i+1 |=  . . .  φ (n− 1− i tokens of , n− i tokens of ).
So there is b2i+2 with R(b2i+1, b2i+2) such that M, I, ∅, ∅, b2i+2 |=   . . .  φ
(n− 1− i tokens of each of , ). Let b′2i+2 := F (b2i+1, b′2i+1, b2i+2).
If M′, e′ |= φ and all R′-transitions (a′, b′1, . . . , b′2m) with m = n produced by this
process satisfy R′(b′2n, e′), it follows M′, I ′, ∅, ∅, a′ |=   . . .  φ. Consider
transitions (a′, b′1, . . . , b′2n), (a, b1, . . . , b2n) generated by the process. By construc-
tion of (a, b1, . . . , b2n), we have R(b2n, e) and M, e |= φ. The two transitions are
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constructed using Duplicator ’s w.s., so R′(b′2n, e′). By the inductive hypothesis,
M′, e′ |= φ. The direction 〈M′, a′〉 to 〈M, a〉 is proven using (Convergence back).
4.4 Case of L3
Duplicator ’s w.s. in model-comparison games for L3 must ensure the preservation of
the truth of formulas  ∨i1<r1 . . . ∨in<rnψi, when switching between two pointed
models. Such a formula is true at a iﬀ there are sets I1, J1 consisting of tuples d
encoding disjunctive choices — each transition (a, b1, . . . , bn) being associated with
a tuple from I1 ∪ J1 — and states ed with d ∈ J1, such that for every transition
(a, b1, . . . , bn), if it is associated with d ∈ I1, ψd is true at bn, while if associated
with d ∈ J1, then ψd = θd and ed is accessible from bn and θd is true at ed.
We must ﬁnd a condition allowing to transfer the witnessing choices of I1, J1 and
〈ed : d ∈ J1〉 in one model to corresponding witnessing choices in the other model.
Deﬁnition 4.6 [L3-bIFsimulation] Let pointed models 〈M, w〉, 〈M′, w′〉 be given.
The rules of L3-bIFsimulation game Γ3(M, w,M′, w′) are obtained by extending the
rules of bisimulation game Γ0(M, w,M′, w′) by the following rules.
(Convergence forth): If the current position is (a, a′) ∈M ×M ′, then:
· Spoiler chooses integers n, r1, . . . , rn > 0 and a partition (I, J) of r1 × . . .× rn.
· If R′n+1(a′) = ∅, the play ends and Duplicator wins; else if Rn(a) = ∅, Spoiler
wins; else if Rn+1(a) = ∅, Duplicator wins; else Spoiler chooses a subset J1 ⊆ J ,
to which Duplicator responds by choosing a subset J2 ⊆ J1.
· Spoiler picks out a set of states {ed ∈ Rn+1(a) : d ∈ J1}, to which Duplicator
responds by choosing a set of states {e′d ∈ R
′n+1(a′) : d ∈ J2}. If (ed, e′d) /∈ AT
for some d ∈ J2, the play ends and Spoiler wins.
· Otherwise Spoiler has two options: (1) He chooses a tuple t ∈ J2, whereby
(et, e
′
t
) becomes the current position; or (2) the players take turns in choosing
states, Spoiler from M ′ and Duplicator from M .
· In option (2), the play proceeds as follows, with m ≤ n:
(a, a′):
Spoiler 〈ed : d ∈ J1〉 b′1 . . . b′m
Duplicator 〈e′d : d ∈ J2〉 b1 . . . bm
Here (a′, b′1, . . . , b′n) is an R′-transition and (a, b1, . . . , bn) is an R-transition.
There are the two cases: (2.1) Case m = n: If b′n is dominated by some
e′d (
d ∈ J2), the play ends and Duplicator wins. Else,
if (bn, b′n) ∈ AT and bn is not dominated by any ed with d ∈ J1,
then the current position is (bn, b′n); otherwise the play ends and Spoiler wins.
(2.2) Case m < n: If R′n−m(b′m) = ∅, the play ends and Duplicator wins; else
if bm is R-maximal, the play ends and Spoiler wins.
(Convergence back): As (Convergence forth), but from M′ to M.
The deﬁnitions of round and partial play remain intact — but here a single move
may involve choosing any ﬁnite number of states. During certain rounds Spoiler
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chooses (in one move) a set of states 〈ed : d ∈ J1〉 and Duplicator responds (in one
move) by a set of states 〈e′d : d ∈ J2〉. There are also moves of an entirely diﬀerent
kind: choices of a set of natural numbers, a partition of a given set, a subset of a
given set, an element of a certain subset. We term choices of (sets of) states material
moves and the other kinds of moves formal moves. A fourth clause must be added
to the deﬁnition of play to cover the cases explained under clauses (2.1) and (2.2) of
(Convergence forth) and (Convergence back). Duplicator ’s strategy f is materially
quasi-positional (m.q.p.) if for any partial play 〈(c0, c′0), . . . , (cn, c′n), cn+1〉 on which
f is deﬁned and where cn+1 is material, there is some round (ci, c′i) of material
moves such that the only material moves on which the value of f depends are those
in the triple (ci, c′i, cn+1); in addition the value may depend on some or all formal
moves made during that partial play. It can be shown that Duplicator has a w.s. in
an L3-bIFsimulation game iﬀ she has a m.q.p. w.s. therein.
Theorem 4.7 〈M, w〉3 〈M′, w′〉 if Duplicator has a w.s. in Γ3(M, w,M′, w′).
Proof. Let n, r1, . . . , rn > 0, let (I, J) partition the set r1 × . . . × rn and let Φ :=
{ψd : d ∈ I} ∪ {θd : d ∈ J} be a set of formulas. Finally, let ψd := θd for all
d ∈ J . Suppose inductively that for all formulas φ ∈ Φ and all (x, x′) ∈M ×M ′, if
Duplicator has a w.s. in Γ3(M, x,M′, x′), then M, x |= φ iﬀ M′, x′ |= φ. Let (a, a′) ∈
M ×M ′ be arbitrary and assume Duplicator has a (m.q.p.) w.s. in Γ3(M, a,M′, a′);
call it F . We prove the direction from 〈M, a〉 to 〈M′, a′〉. Suppose M, a |= ∨i1<r1
. . .  ∨in<rnψi1...in . So there are J1 ⊆ J , states ed (d ∈ J1), and a map I with
I(∅, d) = ed for all d ∈ J1, such that M, I, ∅, ∅, a |=  ∨i1<r1 . . . ∨in<rn ψi1...in .
Note that there may well be R-transitions (a, b1, . . . , bm) with m < n, where
bm is R-maximal. However, the string considered does not impose any require-
ments on such transitions: trivially, M, I, ∅, t1 . . . tm, bm |= ∨im+1<rm+1 . . .∨in<rn
ψt1...tmim+1...in , for any tuple t1 . . . tm ∈ r1 × . . . × rm. So we may restrict atten-
tion to transitions in the set Rn(a). Since M, I, ∅, ∅, a |=  ∨i1<r1 . . . ∨in<rn ψi,
there are, further, a subset I1 ⊆ I and a partition 〈Ct〉t∈I1∪J1 of the set Rn(a) such
that if (a, b1, . . . , bn) ∈ Ct, then M, I, ∅,t, bn |= ψt. Using Duplicator ’s w.s. F , let
J2 := F (a, a′, I, J, J1) and 〈e′d : d ∈ J2〉 := F (a, a
′, I, J, J1, J2, 〈ed : d ∈ J1〉). Here in
particular J2 ⊆ J1. Finally, let I ′ be a map with I ′(∅, d) = e′d (d ∈ J2). We wish to
show that M′, I ′, ∅, ∅, a′ |= ∨i1<r1 . . .∨in<rn ψi. To this end, deﬁne a set I2 ⊆ I1
and a partition 〈C ′t〉t∈I2∪J2 of R′n(a′) as follows: First, going through the tuples
t ∈ J2 in their lexicographic order, let C ′t contain those R′-transitions (a′, b′1, . . . , b′n)
that are dominated by e′t but are not contained in any set C
′
s, with s lexicograph-
ically preceding t. Second, if (a′, b′1, . . . , b′n) is an R′-transition, not dominated by
any e′d (
d ∈ J2), let (a, b1, . . . , bn) be the corresponding R-transition yielded by F .
Hence (a, b1, . . . , bn) is not dominated by any ed (
d ∈ J1). So (a, b1, . . . , bn) ∈ Ct
for some t ∈ I1. In this way for every (a′, b′1, . . . , b′n) ∈ R′n(a′) \
⋃
s∈J2 C
′
s we ﬁnd
a tuple t ∈ I1. Let I2 ⊆ I1 be the set of tuples hence obtained. For every t ∈ I2,
deﬁne C ′t as the set of tuples (a, b1, . . . , bn) associated with
t.
We may infer that M′, I ′, ∅, ∅, a′ |=  ∨i1<r1 . . . ∨in<rn ψi1...in if we show the
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following: if (a′, b′1, . . . , b′n) ∈ C ′t , then M′, I ′, ∅,t, b′n |= ψt. (Possible transitions
(a′, b′1, . . . , b′m) with m < n cannot aﬀect whether the string considered is satisﬁed
in the relevant structure.) If Spoiler chooses t ∈ J2 in the bIFsimulation game,
the current position will be (et, e
′
t
). Then the string ψt is of the form θt and
M, I, ∅,t, bn |= ψt for all (a, b1, . . . , bn) ∈ Ct, whence θt holds at et. By the inductive
hypothesis, θt holds also at e
′
t
. Further, since R′(b′n, e′t) and I ′(∅,t) = e′t , we have
M′, I ′, ∅,t, b′n |= θt. The case t ∈ I2 remains to be checked. If (a′, b′1, . . . , b′n) ∈ C ′t ,
by construction of C ′t the R-transition (a, b1, . . . , bn) yielded by F belongs to Ct.
By assumption ψt holds at bn; so by the inductive hypothesis, it holds also at b
′
n.
4.5 Case of L4
We consider formulas  ∧i1<k1 ∨j1<r1  . . .  ∧in<kn ∨jn<rn ψi,j and look for a
criterion for their truth preservation. Recalling their semantics, combining ideas
already familiar from the games for L2 and L3, leads to the following deﬁnition.
Deﬁnition 4.8 [L4-bIFsimulation] Let pointed models 〈M, w〉, 〈M′, w′〉 be given.
The rules of L4-bIFsimulation game Γ4(M, w,M′, w′) are obtained by extending the
rules of bisimulation game Γ0(M, w,M′, w′) by the following rules.
(Convergence forth): If the current position is (a, a′) ∈M ×M ′, then:
· Spoiler chooses integers n, k1, . . . , kn, r1, . . . , rn > 0 and a partition (I, J) of
(k1 × . . .× kn)× (r1 × . . .× rn).
· Spoiler chooses a family 〈Jc1〉c∈k1×...×kn of subsets of J . Duplicator responds by
choosing a family 〈Jc2〉c∈k1×...×kn of subsets such that Jc2 ⊆ Jc1 for all c.
· For every c ∈ k1× . . .×kn, Spoiler picks out a set of states Ec := {ec,d : d ∈ Jc1},
to which Duplicator responds by choosing a set of states E′c := {e′c,d : d ∈ J
c
2}.
If (e
c,d
, e′
c,d
) /∈ AT for some c and (c, d) ∈ Jc2 , the play ends, Spoiler wins.
· Otherwise Spoiler has two options: (1) He chooses tuples s and t such that
(s,t) ∈ Js2 , whereby (es,t, e′s,t) becomes the current position; or (2) the players
take turns in choosing states; in odd-numbered (even-numbered) rounds Spoiler
(Duplicator) chooses from M ′ and Duplicator (Spoiler) from M .
· In option (2), the play proceeds as follows, with m ≤ 2n:
(a, a′):
Spoiler 〈Ec〉c∈k1×...×kn σ1 . . . σm
Duplicator 〈E′c〉c∈k1×...×kn δ1 . . . δm
Here (σi, δi) ∈ M ′ ×M if i is odd, and (σi, δi) ∈ M ×M ′ if i is even; further,
(a′, σ1, δ2, . . .) is an R′-transition and (a, δ1, σ2, . . .) is an R-transition. There
are the two cases: (2.1) Case m = 2n: If there are c and (c, d) ∈ Jc2 such that
δ2n is dominated by e′c,d , the play ends and Duplicator wins. Else,
if (σ2n, δ2n) ∈ AT and σ2n is not dominated by ec,d for any c and (c, d) ∈ Jc2 ,
the current position is (σ2n, δ2n); otherwise the play ends and Spoiler wins.
(2.2) Case m < 2n: Let πm equal σm if m is odd, δm if m is even, and a′ if
m = 0. Let k := max{x : m ≤ x ≤ 2n and R′x(πm) = ∅}. First, suppose
k < 2n. If k is odd, the play ends and Spoiler wins; else Duplicator wins.
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Second, suppose k = 2n and bm is R-maximal. If m is odd, the play ends and
Spoiler wins; else Duplicator wins.
(Convergence back): As (Convergence forth), but from M′ to M.
The notions of round and partial play are deﬁned as before. Like in L3-bIFsimula-
tion games, also here there are both material and formal moves. A fourth clause
must be added to the deﬁnition of play to cover the cases explained under clauses
(2.1) and (2.2) of (Convergence forth) and (Convergence back). Duplicator can be
shown to have a w.s. in an L4-bIFsimulation game iﬀ she has a m.q.p. w.s. therein.
Theorem 4.9 〈M, w〉4 〈M′, w′〉 if Duplicator has a w.s. in Γ4(M, w,M′, w′).
Proof. Let n, k1, . . . , kn, r1, . . . , rn > 0, let (I, J) be a partition of the set
(k1 × . . . × kn) × (r1 × . . . × rn) and let Φ := {ψc,d : (c, d) ∈ I} ∪ {θc,d :
(c, d) ∈ J} be a set of formulas. Finally, let ψ
c,d
:= θ
c,d
for all (c, d) ∈ J .
Suppose inductively that for all formulas φ ∈ Φ and all (x, x′) ∈ M × M ′, if
Duplicator has a w.s. in Γ4(M, x,M′, x′), then M, x |= φ iﬀ M′, x′ |= φ. Let
(a, a′) ∈ M × M ′ be arbitrary and assume Duplicator has a (m.q.p.) w.s. in
Γ4(M, a,M′, a′); call it F . We prove the direction from 〈M, a〉 to 〈M′, a′〉. Suppose
M, a |=  ∧i1<k1 ∨j1<r1  . . .  ∧in<kn ∨jn<rn ψi,j . So there are subsets Jc1 ⊆ J
(c ∈ k1×. . .×kn), states ec,d with (c, d) ∈ Jc1 , and a map I satisfying I(c, d) = ec,d for
all (c, d) ∈ Jc1 , such that M, I, ∅, ∅, a |= ∧i1<k1 ∨j1<r1  . . .∧in<kn ∨jn<rn ψi,j .
Since M, I, ∅, ∅, a |=  ∧i1<k1 ∨j1<r1  . . . ∧in<kn ∨jn<rn ψi,j , there are no
R-transitions (a, b1, . . . , bm) with m < 2n odd and bm is R-maximal. Further, we
may infer that there are subsets Ic1 ⊆ I (c ∈ k1 × . . . × kn) and a family of sets
{S
c,d
: c ∈ k1 × . . .× kn and (c, d) ∈ Ic1 ∪ Jc1} such that:
• for all s and t, Ss,t ⊆ Rn(a);
• for every s and any distinct r,t, the sets Ss,r and Ss,t are disjoint;
• for all s and t, if (a, b1, . . . , b2n) ∈ Ss,t, then M, I, s,t, b2n |= ψs,t.
Let 〈Jc2〉c∈k1×...×kn be the family of subsets of J that Duplicator ’s w.s. F gives if
Spoiler chooses the family 〈Jc1〉c∈k1×...×kn . Here Jc2 ⊆ Jc1 for all c. Further, let
e′
c,d
(with (c, d) ∈ Jc1) be the states that F yields when Spoiler chooses the states
e
c,d
(with (c, d) ∈ Jc2). Finally, let I ′ be a map with I ′(c, d) = e′c,d (for all c and
all (c, d) ∈ Jc2). We must show M′, I ′, ∅, ∅, a′ |=  ∧i1<k1 ∨j1<r1  . . . ∧in<kn
∨jn<rn ψi,j . To this end, observe ﬁrst that there may well be R′-transitions
(a′, b′1, . . . , b′m) with m < 2n, where b′m is R′-maximal. On the other hand, the string
considered may hold at a′ relative to I ′ only if no such m is odd. Suppose for con-
tradiction that a partial play is produced with positions (a, a), (b1, b′1), . . . , (bm, b′m),
where m < 2n is odd and b′m is R′-maximal. By what noted above, bm cannot be
R-maximal. But then, the existence of a w.s. for Duplicator ensures that there is
an R′-successor to b′m available as a response to Spoiler ’s choice of an R-successor
to bm (m is odd, so Spoiler chooses from M). Transitions in the set R′n(a′) remain
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to be examined. Consider the following (non-deterministic) recursive process.
• Choose b′1 with R′(a′, b′1) arbitrarily, and let b1 := F (a, a′, b′1). Let s1 < k1.
• Then there is t1 < r1 and a state b2 with R(b1, b2) such that M, I, s1, t1, b2 |=
 ∧i2<k2 ∨j2<r2  . . . ∧in<kn ∨jn<rn ψs1i2...in,t1j2...jn . Let b′2 := F (b1, b′1, b2).
• For l < n, given transitions (a′, b′1, . . . , b′2l) and (a, b1, . . . , b2l), and tuples
s1 . . . sl and t1 . . . tl, choose b′2l+1 with R
′(b′2l, b
′
2l+1) arbitrarily, and let b2l+1 :=
F (b2l, b′2l, b
′
2l+1). Let sl+1 < kl+1.
• Then there is tl+1 < rl+1 and a state b2l+2 with R(b2l+1, b2l+2) such
that M, I, s1 . . . sl+1, t1 . . . tl+1, b2l+2 |=  ∧il+2<kl+2 ∨jl+2<rl+2  . . . ∧in<kn
∨jn<rn ψs1...sl+1il+2...in,t1...tl+1jl+2...jn . Let b′2i+2 := F (b2i+1, b′2i+1, b2i+2).
The process hence described generates quadruples consisting of an R′-transition
(a′, b′1, . . . , b′2n), an R-transition (a, b1, . . . , b2n), and tuples s1 . . . sn and t1 . . . tn. In
particular every R-transition thus generated can be assumed to be in the set Ss,t.
Let us, then, deﬁne a family of sets {S′
c,d
: c ∈ k1× . . .× kn and (c, d) ∈ Ic2 ∪ Jc2}
and subsets I ′c2 ⊆ Ic1 (c ∈ k1 × . . .× kn) as follows. Given a tuple s ∈ k1 × . . .× kn,
we ﬁrst go through the tuples t = t1 . . . tn with (s,t) ∈ Js2 in their lexicographic
order, and let S′
s,t
contain those R′-transitions (a′, b′1, . . . , b′2n) that (i) the process
generates together with the tuples s and t, (ii) are dominated by e′
s,t
, but (iii) are
not contained in any set S′s,r, with r lexicographically preceding t. Second, let I
s
2
contain those tuples t which satisfy: there is an R′-transition (a′, b′1, . . . , b′2n) and an
R-transition (a, b1, . . . , b2n) generated by the above process together with the tuples
s and t such that (a′, b′1, . . . , b′2n) is not dominated by any e′s,t and (a, b1, . . . , b2n) is
not dominated by any es,t (with t ∈ r1× . . .× rn). Finally, for all t ∈ Is2 , deﬁne S′s,t
as the set of those R′-transitions (a′, b′1, . . . , b′2n) that are generated together with
the tuples s and t and some R-transition (a, b1, . . . , b2n).
To establish M′, I ′, ∅, ∅, a′ |= ∧i1<k1 ∨j1<r1  . . .∧in<kn ∨jn<rn ψi,j , it suf-
ﬁces to prove: if (a′, b′1, . . . , b′2n) ∈ S′s,t , then M′, I ′, s,t, b′2n |= ψs,t. If Spoiler
chooses tuples s, t with (s,t) ∈ Js2 , (es,t, e′s,t) becomes the current position. Now
the string ψs,t is of the form θs,t. Letting (a, b1, . . . , b2n) be an R-transition gen-
erated with the R′-transition (a′, b′1, . . . , b′2n) and the tuples s, t (there might be
several such R-transitions), we note M, I, s,t, b2n |= ψs,t. So θs,t holds at es,t. By
the inductive hypothesis, it holds also at e′
s,t
. Now R′(b′2n, e′s,t) and I ′(s,t) = e′s,t , so
M′, I ′, s,t, b′2n |= θs,t. We must still check the case (s,t) ∈ Is2 . If (a′, b′1, . . . , b′2n) ∈
S′
s,t
, by the construction of S′
s,t
there is an R-transition (a, b1, . . . , b2n) ∈ Ss,t gen-
erated simultaneously with the R′-transition (a′, b′1, . . . , b′2n). Now ψs,t holds at b2n.
By the inductive hypothesis, then, ψs,t holds at b
′
2n. 
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5 Expressive power
Theorem 5.4 determines the relative expressive powers of the four logics Li. In two
cases the relation is obvious (Fact 5.1). The relations for four pairs of logics are
proven (Lemma 5.2). The rest of the relations can then be inferred (Corollary 5.3).
Fact 5.1 (a) L1 ≤ L3; and (b) L2 ≤ L4.
Lemma 5.2 (a) L1 ≤ L4; (b) L2 ≤ L3; (c) L3 ≤ L1; and (d) L4 ≤ L2.
Proof. Consider the pointed models depicted in the ﬁgure below.
a′
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′
2
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′
2
a
b
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M M′
e′
f ′1 f
′
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′
3g
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1 g
′
4
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′
3h
′
2 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h1 h4h2 h3
N′N
i′
j′1  j
′
3j
′
2
k′1 k
′
2
i
j1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o
n2
P P′
In the ﬁgure, a state appears within a box iﬀ it satisﬁes the propositional atom
p. Observe that the pointed models in each of the following pairs are mutually
bisimilar: (〈M, a〉, 〈M′, a′〉), (〈N, e〉, 〈N′, e′〉), (〈O, i〉, 〈O′, i′〉) and (〈P, l〉, 〈P′, l′〉).
(a) The L1-formula   is trivially true in 〈M, a〉 but false in 〈M′, a′〉. On
the other hand, Duplicator has trivially a w.s. in game Γ4(M, a,M′, a′), because
〈M, a〉 and 〈M′, a′〉 are bisimilar and each is of depth less than 3.
(b) The L2-formula    is true in 〈N′, e′〉 but false in 〈N, e〉. We show that
Duplicator has a w.s. in game Γ3(N, e,N′, e′). Now 〈N, e〉 and 〈N′, e′〉 both are of
depth 3, so transitions tested for convergence can be at most of length 2; we may
assume that n ∈ {1, 2}. Transitions of length 1 tested for convergence can only begin
at a state x ∈ {e, f1, f2} resp. x′ ∈ {e′, f ′1, f ′2}; note that via (Forth) or (Back), a
play can indeed be led to a position (y, y′) ∈ {f1, f2}×{f ′1, f ′2} before (Convergence
forth) or (Convergence back) is applied. Then x, x′ both have only 2 immediate
successors, so it is enough to check the case r1 = 1. But there is no common R-
successor to the R-successors of x and no common R′-successor to the R′-successors
of x′: Duplicator trivially wins any play where Spoiler chooses n = 1. Transitions of
length 2 tested for convergence must, in turn, begin at e resp. e′. In both cases there
are at most 4 states accessible via transitions of length 2, so it suﬃces to consider
numbers r1, r2 with r1 · r2 < 4. Further, we may assume that r1 · r2 > 2, for the
states attained via transitions of length 2 in 〈N, e〉 (〈N′, e′〉) cannot be partitioned
into fewer than 4 (3) cells so as to allow the states in the same cell to have a common
successor along R (R′). This is why Duplicator trivially wins any play proceeding
from Spoiler ’s choices of n = 2 and r1 · r2 = 3. So suppose (r1 = 1 and r2 = 3) or
(r1 = 3 and r2 = 1). Consider (Convergence forth). W.l.o.g. assume that Spoiler
chooses J1 = {(0, 0)}. If he goes on to choose η00 ∈ {h1, h2, h3, h4}, Duplicator may
reply by any η′00 ∈ {h′1, h′2, h′3}. Namely, for Duplicator to win the continuation of
the play, it suﬃces that she take care of landing, in 2 steps, on a state not dominated
by η00, whenever Spoiler arrives in 2 steps at a state not dominated by η′00. This
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option is always available for her. Similarly, playing according to (Convergence
back) allows Duplicator to win against any moves by Spoiler .
(c) The L3-formula (  ∨ p) is trivially true in 〈O, i〉 but false in 〈O′, i′〉.
Further, Duplicator has (trivially) a w.s. in game Γ1(O, i,O′, i′): there is no common
R-successor to j1 and j2, and no common R′-successor to j′1, j′2 and j′3.
(d) The L4-formula (   ∨ p) is trivially true in 〈P, l〉 but false in 〈P′, l′〉.
We show Duplicator has a w.s. in Γ2(P, l,P′, l′). Consider (Convergence forth);
(Convergence back) is easier. The structures are of depth 3, so we may assume
that n = 1. If Spoiler goes on to choose o, let Duplicator respond by o′1. The only
potentially problematic case arises when Spoiler next picks out m′2. Responding m1
would lead to Duplicator ’s loss; let her choose m2. Thereafter Spoiler must choose
n2 and Duplicator must reply by n′2. Since (n2, o) /∈ R, Duplicator trivially wins.
Corollary 5.3 (a) L1 || L2; (b) L3 || L4; (c) L3 ≤ L2; and (d) L4 ≤ L1.
Proof. The claims follow from Fact 5.1 (F) and Lemma 5.1 (L). (a) L1 ≤ L2
[by F(b), L(a)]; and L2 ≤ L1 [by F(a), L(b)]. (b) L3 ≤ L4 [by F(a), L(a)]; and
L4 ≤ L3 [by F(b), L(b)]. (c) By item (a) and F(a). (d) By item (a) and F(b). 
Theorem 5.4 L1 || L2; L2 || L3; L3 || L4; L4 || L1; L1 < L3; L2 < L4. 
6 Concluding remarks
Motivation. What distinguishes logic L from ML is its capacity to express con-
vergence properties of transition systems. But why convergent transitions? They
may only be of interest in cases where the identity of a state plays a role. After all,
convergence means attaining the same state along several transitions. 6 Whenever
bisimulations can do the job of behavioral equivalence between transition systems,
the sameness of a state is not of relevance (cf. tree model property). We do not
attempt here ﬁnding tailor-made applications in which the identity of a state plays
an important role, but simply point out various cases worthy of consideration. Let
us say that a state w is locally conﬂuent in frame 〈M,R〉 if any two successors of w
have a common successor; this is the Church-Rosser property restricted to binary
frames 〈M,R1, R2〉 with R1 = R2. We might term a digraph lattice-like (upwards)
if all its nodes are locally conﬂuent. L cannot express local conﬂuence — but can
express variations of this property, e.g., that there is a common successor to all
successors, and that the set of successors can be partitioned into n cells so that all
states in each cell have a common successor. Under suitable assumptions about the
identity of time points, one might consider convergent transitions in tense logic. If
t involves branching in the direction of future, and some branches converge to t′, it
obviously cannot be a part of the criterion for t′ = t′′ that t′ and t′′ have the same
past. However, applying more local identity criteria for time points, such convergent
temporal structures might be of interest for tense logic (esp. temporal veriﬁcation).
6 The identity of a state has an important semantic role in hybrid logic; for a comparison between IF modal
logic and hybrid logic, see [18].
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Compositionality. Logic L is interesting among the various IF logics due to its
speciﬁc kind of compositional semantics. The original semantics of IF ﬁrst-order
logic was deﬁned using semantic games [6,7,8,14]; it is not compositional. Hodges
[10,11] showed that IF ﬁrst-order logic admits of a compositional semantics, where
the interpretation |φ(x)|M of a formula φ(x) is a subset of the powerset of dom(M).
Cameron & Hodges [4] proved that the formulation is optimal: no ‘Tarskian’ com-
positional semantics exists for IF ﬁrst-order logic, interpreting a formula φ(x) by a
subset of dom(M)n for some n < ω. By contrast, the compositional semantics of
L is Tarskian: the interpretation |ξ|M of a string ξ is, in eﬀect, a subset of Mn+1,
where n is the number of tokens of not subordinate, in ξ, to any operators , .
Unsurprisingly, L is thus better behaved than IF ﬁrst-order logic. (IF ﬁrst-order
logic coincides in expressive power with Σ11, while L ≤ FO; cf. Prop. 3.1.)
Va¨a¨na¨nen [22] provided an Ehrenfeucht-Fra¨ısse´ game for IF ﬁrst-order logic,
proceeding from Hodges’s compositional semantics. Positions in his games are pairs
of ‘second-order objects’ (pairs of sets of variable assignments). Hodges’s semantics
could be adapted to L and Va¨a¨na¨nen’s EF-games adapted to yield a criterion for L-
equivalence. Positions in the induced games would be pairs of (possibly inﬁnite) sets
of transitions. Our bIFsimulation games for L1 and L2 operate with single states.
In games for L3 and L4, by contrast, a ﬁnite set of states may be chosen in one move.
Yet the situation is simpler than in Va¨a¨na¨nen’s games: the sets are always ﬁnite, and
we only deal with sets of states — not sets of transitions. Such relative simplicity is
not unexpected: Va¨a¨na¨nen’s games are designed for IF ﬁrst-order logic, of which L
forms just a simple fragment — as it turned out, a fragment admitting of a simpler
formulation of equivalence criteria (and in particular translatable into FO).
Open problems. Li-bIFsimilarity is not necessary for Li-equivalence; an obvious
future task is to characterize Li-equivalence. Characterizing ML-equivalence can
be accomplished by ﬁrst characterizing ML-equivalence up to modal depth n for
formulas using a ﬁxed ﬁnite number of atoms. The result relies on the fact that
the relation of logical equivalence among ML-formulas of modal depth n has ﬁnite
index. This is not so for the logics Li (i := 3, 4); cf. Fact 2.3(d). This problem is
overcome by restricting the relevant class of Li-formulas by a further parameter:
disjunction breadth or the maximum number of disjuncts allowed for a disjunction
symbol. The relation of logical equivalence among Li-formulas of modal depth n
and disjunction breadth m using a ﬁxed ﬁnite number of atoms indeed has ﬁnite
index; for these formulas characterization using suitable bIFsimulation games will
be possible. Among further issues are ﬁnding analogues of Hennessy-Milner theo-
rem and van Benthem’s theorem. The logics Li evidently do not enjoy tree model
property, but it can be shown that any satisﬁable Li-formula is true in a ‘layered
model’ (a model whose states are organized in disjoint layers L0, L1, . . . and whose
accessibility relation always leads from a layer to its successor). The Li are conjec-
tured not to be closed under complementation: not for all formulas φ of Li there is
a formula neg(φ) of Li such that for any 〈M, w〉: M, w |= neg(φ) iﬀ M, w |= φ. A
suitable proof technique is to use asymmetric bIFsimulation games, cf. [13, Ch. 8].
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