Some remarks on scaling transition in limit theorems for random fields by Damarackas, Julius & Paulauskas, Vygantas
ar
X
iv
:1
90
3.
09
39
9v
1 
 [m
ath
.PR
]  
22
 M
ar 
20
19
Some remarks on scaling transition in limit theorems for
random fields
Julius Damarackas1, Vygantas Paulauskas1
1 Vilnius University, Department of Mathematics and Informatics,
March 25, 2019
Abstract
In the paper we present simple examples of linear random fields defined on Z2 and Z3 which
exhibit the scaling transition phenomenon. These examples lead to more general definition of
the scaling transition and allow to understand the mechanism of appearance of this phenomenon
better. In previous papers devoted to the scaling transition it was proved mainly for random
fields with finite variance and long-range dependence. We consider random fields with finite and
infinite variance. Our examples show that the scaling transition phenomenon can be observed
for linear random fields with the so-called negative dependence, which is part of short-range
dependence. Relation of the scaling transition with Lamperti type theorems for random fields
is discussed.
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1 Introduction
Let {ξi, i ≥ 1, } be a sequence of random variables and Sn =
∑n
i=1 ξi, n ≥ 1, S0 = 0. The asymptotic
theory of partial sums Sn and related partial sum-processes Sn(t) = S[nt], t ≥ 0 is well developed
and documented in many monographs starting with the classical book [3]. Let us note that in
the summation theory for sequences we perform the summation over increasing (with n → ∞)
intervals of integers [1, n], although there is a possibility to consider sums over some increasing sets
An ⊂ An+1 ⊂ Z. Passing from sequences to random fields we have much more flexibility, even in
formulation of a problem, and one can say that the asymptotic theory of summation of values of
random fields is developed less comparing with the same theory for sequences. To explain our goals
and for the simplicity of writing and understanding, we consider a stationary random field (r.f.)
Y = {Yk1,k2, (k1, k2) ∈ Z
2, } indexed by two-dimensional indices. We can perform the summation
of the values of the r.f. over some sequence of increasing sets An ⊂ An+1 ⊂ Z
2, or even over some
sets, indexed by multi-indices, and investigate
∑
(k1,k2)∈An
Yk1,k2. Rectangles (sets, indexed by two-
dimensional indices) present one of the most simple sets for such summation, and we can consider
Sn1,n2 = Sn1,n2(Y ) :=
n1∑
k1=1
n2∑
k2=1
Yk1,k2 and Sn1,n2(t1, t2; Y ) = S[n1t1],[n2t2](Y ), t1 ≥ 0, t2 ≥ 0. (1)
To avoid the centering, let us assume that, if a r.f. Y has the first moment finite, then EY0,0 = 0. One
can expect that under some mild conditions there exist some unboundedly growing constants An1,n2
such that finite dimensional distributions (f.d.d.) of A−1n1,n2Sn1,n2(t1, t2) converges, as (n1, n2) → ∞,
to f.d.d. of some non-trivial (not identically equal to zero) r.f. V (t, s). Here and in what follows
(n1, n2) → ∞ means that min(n1, n2) → ∞. It is not difficult to see that the situation described
above for r.f. is analogous to the situation for sequences, considered in Lamperti theorems and giving
rise to self-similar processes, see [5]. We refer a reader to the recent paper [2] and references therein,
where generalizations of Lamperti theorems for r.f. are considered. In our context the following result
- Corollary 1 from [2] - is important. We shall formulate as Proposition only particular case (in [2]
R
m-valued random fields on Zd are considered).
Proposition 1. Suppose that η = {ηi1,i2 , (i1, i2) ∈ Z
2} is a real-valued stationary random field. If
there exists a function f(n1, n2)→∞ as (n1, n2)→∞ and b ∈ R such that{
S[n1t1],[n2t2](η − b)
f(n1, n2)
, (t1, t2) ∈ R
2
+
}
f.d.d.
−→ {V (t1, t2), (t1, t2) ∈ R
2
+}, (2)
where V is a non-degenerate continuous in probability real-valued random field, then f(a1, a2) =
aH11 a
H2
2 L(a1, a2) with some Hi > 0, i = 1, 2, and some coordinate-wise slowly varying function L, and
V is (H1, H2)-multivariate self-similar random field.
We do not provide here definitions of a coordinate-wise slowly varying function and (H1, H2)-
multivariate self-similar random field, referring a reader to [2], since for our purposes these notions are
unimportant. For us the following fact is important: in the limit theorem, formulated in Proposition
1, the limit random field does not depend on the way how (n1, n2) tends to infinity. Examples of
stationary random fields, for which Proposition 1 can be applied were given in [6] (see the discussion
on directional memory for random fields and scaling transition at the end of this paper). It was shown
that if a linear field
ηk1,k2 =
∞∑
i,j=0
ci1,i2εk1−i1,k2−i2 , (k1, k2) ∈ Z
2, (3)
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where innovations εk1,k2, (k1, k2) ∈ Z
2, are i.i.d. random variables with mean zero and finite variance
and the filter {ci1,i2, i1 ≥ 0, i2 ≥ 0} is of the form ci1,i2 = ai1bi2 with some sequences {ai}, {bi}, then
for such linear random field Proposition 1 can be applied. On the other hand, there are random fields
for which the limit random field for sums S[n1t1],[n2t2](ξ − b) depends on the way how (n1, n2) tends
to infinity. In the recent papers [9], [8], and [7] the so-called phenomenon of the scale transition for
random fields in the case d = 2 was described. This phenomenon can be explained as follows. We use
the notation introduced in (1). The sides n1 and n2 of rectangles in (1) are allowed to grow to infinity
arbitrary, now let us suppose that these lengths are connected by the relation n1 = n, n2 = n
γ , γ > 0.
Let us consider the r.f.
Zn,γ(t1, t2) = Sn,nγ(t1, t2), t1 ≥ 0, t2 ≥ 0. (4)
Let us assume that, for any γ > 0, there exists a nontrivial random field Vγ(t1, t2) and a normalization
An(γ)→∞ such that f.d.d. of A
−1
n (γ)Zn,γ(t1, t2) converges weakly to f.d.d. of Vγ . In [8] the following
definition is given.
Definition 2. A random field Y exhibits scaling transition if there exists γ0 > 0 such that the limit
process Vγ is the same, let say V+, for all γ > γ0 and another, not obtained by simple scaling, V−,
for γ < γ0. The r.f. Vγ0 is called well-balanced scaling limit of Y and r.f. V+ and V− are called
unbalanced scaling limits of Y .
In [8] Gaussian random fields are investigated and it is shown that if the spectral density of a
Gaussian random field Y is
f(x1, x2) =
g(x1, x2)
(|x1|2 + c|x2|2H2/H1)H1/2
, (x1, x2) ∈ [−pi, pi]
2, (5)
where 0 < H1 ≤ H2 < ∞, H1H2 < H1 +H2, c > 0 and g is bounded and continuous at origin and
g(0, 0) = 1, then the random field Y exhibits the scaling transition at γ0 = H1/H2 and the expressions
of unbalanced and well-balanced scaling limits of Y are described. For the precise formulation see
Theorem 3.1 in [8]. In [9] the scaling transition phenomenon is demonstrated for aggregated nearest
neighbor random coefficients autoregressive r.f. with finite and infinite variance. In [7] the same
phenomenon is shown for non-linear r.f., obtained by taking Appel polynomials of linear r.f. with
filter coefficients decaying at possibly different rate in the horizontal and the vertical directions.
All these examples are quite complicated and it is difficult to understand what causes the scaling
transition phenomenon. In all three above mentioned papers fields exhibiting scaling transition have
one main feature - long-range dependence, and one can think that this feature of r.f. is responsible
for the phenomenon of scaling transition. That this is not the case shows the above given example
of a linear field (3) with the filter of the form ci1,i2 = ai1bi2 with some sequences {ai}, {bi} then the
linear r.f. (3) does not exhibit the scaling transition, despite the fact that it can have long or short
range dependence and all sorts of directional memory (positive, zero or negative in any direction).
Also in [8] it is shown that a Gaussian r.f. with long-range dependence and with spectral density of
the form
f(x1, x2) =
g(x1, x2)
|x1|2d1 |x2|2d2
, (6)
where 0 < d1, d2 < 1/2 and g has the same properties as in (5), does not exhibit the scaling transition.
Thus, long-range dependence, although important in this problem, is not necessary condition for the
scaling transition.
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The main goal of the present paper is to provide the most simple examples of r.f. exhibiting
the scaling transition in order to understand the mechanism of appearance of the scaling transition
better. We shall consider only linear r.f. (3) and their sums of the form (1), thus in our considerations
there are only two factors, which can cause the scaling transition, namely the filter {ci1,i2}, defining
dependence structure of the r.f. X and the way how (n1, n2) tends to infinity. Let us note that even
in the case of linear random fields with finite variance at present we have no complete answer to the
question what properties of filters give us Lamperti type limit theorem, as in Proposition 1, or scaling
transition phenomenon. Here it is worth to mention that in the papers [9] and [7] starting point is a
linear r.f., but in [9] a linear r.f. with random coefficients of a filter (autoregressive r.f. with random
coefficients) is considered and aggregation procedure is applied. Then the limit r.f. is investigated
for scaling transition, while in [7] Appel polynomials of linear r.f. are considered. Therefore, in
these examples there are more factors which can be responsible for the scaling transition. Also we
demonstrate that our examples can be easily generalized to the case of r.f. indexed by indices in
Z
d, d > 2. At the final stage of the preparation of the paper we became aware of the publication
[11], where scaling transition is investigated for linear random fields on Z3. Taking into account the
results of this paper and our simple examples, one can say that with d increasing the picture of scaling
transition becomes more complicated, even for those simple examples of linear random fields which
we consider.
2 Preliminaries
Although in the paper we shall investigate mainly the cases of linear r.f. defined on Z2 or on Z3, in this
section we shall derive some formulae and explain main idea in the case of a general linear field defined
on Zd. In what follows letters in bold stand for vectors in Rd, and inequalities or equalities between
them are component-wise. Functions ∨, ⌊·⌋, and product of vectors are understood component-wise:
n ∨m = (n1 ∨m1, . . . , nd ∨md), ⌊u⌋ = (⌊u1⌋, . . . , ⌊ud⌋), nt = (n1t1, . . . , ndtd). Also we shall use the
following notation
∑⌊nt⌋
k=0 :=
∑⌊n1t1⌋
k1=0
· · ·
∑⌊ndtd⌋
kd=0
, here 0 := (0, 0, . . . , 0) and dimension of this vector
will be clear from context.
We consider a real valued linear r.f. defined on Zd and the corresponding partial sum r.f.
Xk =
∑
i∈Zd+
ciξk−i, Sn(t) =
⌊nt⌋∑
k=0
Xk. (7)
Here ξi, i ∈ Z
d are i.i.d. random variables with the characteristic function (ch.f.) exp(−|t|α), 0, α ≤ 2.
We are interested in limit behavior of appropriately normalized r.f. A−1
n
Sn(t), as n→∞, which means
min(ni, i = 1, . . . , d)→∞. Firstly, we shall rewrite the expression of Sn(t) in the following way:
Sn(t) =
∑
0≤k≤nt
Xk =
∑
0≤k≤nt
∑
i≥0
ciξk−i
=
∑
k∈Zd
∑
i∈Zd
ciξk−i1[0≤k≤nt]1[i≥0] =
∑
k∈Zd
∑
l∈Zd
ck−lξl1[0≤k≤nt]1[−l≥−k]
=
∑
k∈Zd
∑
l∈Zd
ck−lξl1[−l≤k−l≤nt−l]1[k−l≥0] =
∑
k∈Zd
∑
l∈Zd
ckξl1[−l≤k≤nt−l]1[k≥0]
=
∑
k∈Zd
∑
l∈Zd
ckξl1[(−l)∨0≤k≤nt−l] =
∑
l∈Zd
ξl
∑
k∈Zd
ck1[(−l)∨0≤k≤nt−l].
4
Taking m points t(l), l = 1, . . . , m we can write ch.f. of
∑m
l=1 xlSn(t
(l)):
E exp
(
i
m∑
j=1
xjSn(t
(j))
)
= E exp
(
i
∑
l∈Zd
ξl
m∑
j=1
xj
∑
k∈Zd
ck1[(−l)∨0≤k≤nt(j)−l]
)
= exp
(
−
∑
l∈Zd
∣∣∣∣∣
m∑
j=1
xj
∑
k∈Zd
ck1[(−l)∨0≤k≤nt(j)−l]
∣∣∣∣∣
α)
.
We see that we must investigate the quantity
Jn = Jn(x1, . . . , xm, t
(1), . . . , t(m)) =
∑
l∈Zd
∣∣∣∣∣
m∑
j=1
xj
∑
k∈Zd
ck1[(−l)∨0≤k≤nt(j)−l]
∣∣∣∣∣
α
.
We write this quantity as integral
Jn =
∫
Rd
∣∣∣∣∣
m∑
j=1
xj
∑
k∈Zd
ck1[(−⌊u⌋)∨0≤k≤nt(j)−⌊u⌋]
∣∣∣∣∣
α
du (8)
=
∫
Rd
∣∣∣∣∣
m∑
j=1
xj
∑
k∈Zd
ck1[(−⌊nu⌋)∨0≤k≤nt(j)−⌊nu⌋]
∣∣∣∣∣
α
dnu
=
(
d∏
i=1
ni
)∫
Rd
∣∣∣∣∣
m∑
j=1
xj
∑
k∈Zd
ck1[(−⌊nu⌋)∨0≤k≤nt(j)−⌊nu⌋]
∣∣∣∣∣
α
du
=
(
d∏
i=1
ni
)∫
Rd
hn (u) du.
Here
hn (u) =
∣∣∣∣∣
m∑
j=1
xjfn
(
u, t(j)
)∣∣∣∣∣
α
, (9)
and
fn
(
u, t(j)
)
=
∑
k∈Zd
ck1[(−⌊nu⌋)∨0≤k≤nt(j)−⌊nu⌋]. (10)
These three formulae (8)-(10) will be starting point in the investigation of particular cases d = 2
or d = 3 with specific filter coefficients ci. Main step will be to prove the point-wise convergence of
the appropriately normalized function hn to some function h and to show that hn is bounded from
above by integrable function, then application of Lebesgue dominated convergence theorem will yield
the convergence of the normalized quantity Jn.
Since in the examples, which we shall consider to get the scaling transition, the main idea is
to take filters with non-zero coefficients on axes (or other lines), we shall provide the expression of
function (10) in this case. Suppose that we have d sequences aq(i), i ∈ N, q = 1, . . . , d,, and let us
define
ci =
d∑
q=1
aq(iq)1[iq≥0 and il=0,l 6=q], (11)
5
i.e.,
ci =


aq(iq), if for some q : iq > 0 and il = 0, l 6= q,∑d
q=1 aq(0), if il = · · · = id = 0,
0, elsewhere.
Using the notation
A(a, b) = {k ∈ Z : (−a) ∨ 0 ≤ k ≤ b− a},
for this filter we can write the function (10) as follows
fn
(
u, t(j)
)
=
∑
k∈Zd
d∑
q=1
aq(kq)1[kq≥0 and kl=0,l 6=q]1[(−⌊nu⌋)∨0≤k≤nt(j)−⌊nu⌋]
=
d∑
q=1
∑
k∈Zd
aq(kq)1[kq≥0 and kl=0,l 6=q]
d∏
i=1
1
A(niui,nit
(j)
i )
(ki)
=
d∑
q=1
∞∑
kq=0
aq(kq)1A(nquq ,nqt(j)q )(kq)
∏
i=1,...,q−1,q+1,...,d
1
A(niui,nit
(j)
i
)
(0)
=
d∑
q=1
∑
kq∈Z
aq(kq)1[(−⌊nquq⌋)∨0≤kq≤nqt(j)q −⌊nquq⌋]
∏
i=1,...,q−1,q+1,...,d
1
A(niui,nit
(j)
i )
(0).
Denoting
Uq(nq, uq, t
(j)
q ) =
∑
kq∈Z
aq(kq)1[(−⌊nquq⌋)∨0≤kq≤nqt(j)q −⌊nquq⌋].
we can rewrite the last formula as follows:
fn
(
u, t(j)
)
=
d∑
q=1
Uq(nq, uq, t
(j)
q )
∏
i=1,...,q−1,q+1,...,d
1
A(niui,nit
(j)
i
)
(0). (12)
Concerning the indicator functions we have the following simple relations:
1
A(niui,nit
(j)
i
)
(0) = 1
[(−⌊niui⌋)≤0≤nit
(j)
i
−⌊niui⌋]
→ 1
[−ui<0<t
(j)
i
−ui]
= 1
(0,t
(j)
i
)
(ui), (13)
and
1
A(niui,nit
(j)
i )
(0) ≤ 1
[−niui≤0≤nit
(j)
i −niui+ni]
= 1
[−ui≤0≤t
(j)
i −ui+1]
= 1
[0,t
(j)
i +1]
(ui). (14)
Thus, we see that the main step in investigation of (12) is to find asymptotic of sums Uq(nq, uq, t
(j)
q ),
assuming some regular behavior of sequences aq(i) and some relations between growth of nq, q =
1, . . . , d. We shall not continue investigation of the general case d ≥ 2, since in this way we shall get
quite complicated picture, the particular cases d = 2 and d = 3 will be more informative and visual.
We end this section providing the result about asymptotic behavior of sums, present in (12). Namely,
we assume that we have a sequence ai = (1+ i)
−γ, i ≥ 1, and a0 will be defined separately. Here it is
appropriate to note, that it is possible to consider more general case ai ∼ (1 + i)
−γL(i), where L is a
slowly varying function, but since we consider rather specific filters, such generality is unimportant.
Let
Ut,γ(i, n) =
⌊nt⌋−i∑
k=(−i)∨0
ak, (15)
6
and our goal is to find point-wise convergence (for a fixed t)
Ut,γ(⌊nu⌋, n)
zγ,n
→ Hγ(u, t) (16)
with some sequence zγ,n. In order to apply Lebesque dominated convergence theorem, we must get
the bound
Ut,γ(⌊nu⌋, n)
zγ,n
≤ Gγ(u, t), (17)
where Gγ(u, t) is a function, for a fixed t satisfying∫ ∞
−∞
|Gγ(u, t)|
α du <∞. (18)
Let us define
zn,γ =


1, if γ > 1 and
∑∞
j=0 aj 6= 0,
n1−γ , if 1 < γ < 1 + 1/α and
∑∞
j=0 aj = 0,
lnn, if γ = 1,
n1−γ , if 1/α < γ < 1.
(19)
Also we define the function
Hγ(u, t) =


∑∞
k=0 ak1[0,t)(u), if γ > 1 and
∑∞
j=0 aj 6= 0,(
(t− u)1−γ+ − (−u)
1−γ
+
)
(1− γ)−1, if 1 < γ < 1 + 1/α and
∑∞
j=0 aj = 0,
1[0,t)(u), if γ = 1,(
(t− u)1−γ+ − (−u)
1−γ
+
)
(1− γ)−1, if 1/α < γ < 1.
(20)
Here and in what follows we use the notation (·)+ = max(0, ·).
Proposition 3. For a sequence {ai, i ≥ 0, } defined above, we have the relations (16) - (18) with the
functions zn,γ and Hγ(u, t), defined in (19) and (20), respectively. Expression of the function Gγ(u, t)
is given in (21), (22), and (27).
Proof of Proposition 3. We start with the case γ > 1 and
∑∞
k=0 ak 6= 0. It is easy to see that for
a fixed value of u
Ut,γ(⌊nu⌋, n) =
⌊nt⌋−⌊nu⌋∑
k=(−⌊nu⌋)∨0
ak → 1[0,t)(u)
∞∑
k=1
ak =: Hγ(u, t),
i.e., we have (16) with zγ,n = 1. For u ∈ (−1, t+ 1) we have
⌊nt⌋−⌊nu⌋∑
k=(−⌊nu⌋)∨0
ak ≤ 1(−1,t+1)(u)
∞∑
k=1
ak,
while for u ≤ −1 we get
⌊nt⌋−⌊nu⌋∑
k=(−⌊nu⌋)∨0
ak = 1(−∞,−1)(u)
∫ ⌊nt⌋−⌊nu⌋+1
−⌊nu⌋
(1 + ⌊v⌋)−γdv ≤ 1(−∞,−1)(u)
∫ nt−nu+2n
−nu
v−γdv
7
= 1(−∞,−1)(u)n
1−γ (−u)
1−γ − (t− u+ 2)1−γ
γ − 1
≤ 1(−∞,−1)(u)
(−u)1−γ − (t− u+ 2)1−γ
γ − 1
.
Denoting
Gγ(u, t) =
{
1(−1,t+1)(u)
∑∞
k=1 ak, if u ∈ (−1,∞),
1(−∞,−1)(u)
(
(−u)1−γ − (t− u+ 2)1−γ
)
/(γ − 1), if u ≤ −1,
(21)
we get the function, satisfying (17) and (18).
In the case γ < 1 we have, for u ≤ t,
⌊nt⌋−⌊nu⌋∑
k=(−⌊nu⌋)∨0
ak = 1(−∞,t)(u)
∫ ⌊nt⌋−⌊nu⌋+1
(−⌊nu⌋)+
a⌊v⌋dv = 1(−∞,t)(u)
∫ ⌊nt⌋−⌊nu⌋+1
n
(−⌊nu⌋)+
n
a⌊nv⌋dnv
= n1−γ
∫ ∞
−∞
κγ(v; u, t)dv
where
κγ(v; u, t) = 1(−∞,t)(u)1( (−⌊nu⌋)+
n
, ⌊nt⌋−⌊nu⌋+1
n
)(v)nγa⌊nv⌋,
For a fixed value of v, we have, as n→∞,
κγ(v; u, t)→ 1(−∞,t)(u)1((−u)+,(t−u))(v)v
−γ.
It is easy to see that
|κγ(v; u, t)| ≤ 1((−u)+,(t−u+2))(v)v
−γ.
This majorizing function is integrable, therefore, with zγ,n = n
1−γ
Ut,γ(⌊nu⌋, n)
zγ,n
= nγ−1
⌊nt⌋−⌊nu⌋∑
k=(−⌊nu⌋)+
ak =
∫ ∞
−∞
κγ(v; u, t)dv→ 1(−∞,t)(u)
∫ t−u
(−u)+
v−γdv
=
1(−∞,t)(u)
1− γ
(
(t− u)1−γ − ((−u)+)
1−γ
)
=
1
1− γ
(
((t− u)+)
1−γ − ((−u)+)
1−γ
)
= Hγ(u, t).
Since
Ut,γ(⌊nu⌋, n)
zγ,n
=
∫ ∞
−∞
κγ(v; u, t)dv ≤ 1(−∞,t)(u)
∫ t−u+2
(−u)+
v−γdv,
we denote
Gγ(u, t) :=
1(−∞,t)(u)
1− γ
(
(t− u+ 2)1−γ − ((−u)+)
1−γ
)
. (22)
It is easy to note that ∫ ∞
−∞
|Gγ(u, t)|
α du <∞,
8
thus we have (17) and (18).
The case γ = 1. Assuming u < t (otherwise the sum is zero), we separate one term:
⌊nt⌋−⌊nu⌋∑
k=(−⌊nu⌋)∨0
ak = a(−⌊nu⌋)∨0 +
⌊nt⌋−⌊nu⌋∑
k=(1−⌊nu⌋)∨1
ak. (23)
For −2 ≤ u < t, we can estimate a(−⌊nu⌋)∨0 ≤ 1, while for u < −2 we have a(−⌊nu⌋)∨0 ≤ (−nu)
−1 ≤
(−u)−1. Therefore, we have
(lnn)−1a(−⌊nu⌋)∨0 → 0 and (lnn)
−1a(−⌊nu⌋)∨0 ≤ R(u) (24)
with
R(u) =
{
1, if − 2 ≤ u < t,
(−u)−1, if u < −2.
For the separated sum in (23), using the change of variables, we can write
⌊nt⌋−⌊nu⌋∑
k=(1−⌊nu⌋)∨1
ak = 1(−∞,t)(u)
∫ ⌊nt⌋−⌊nu⌋+1
(1−⌊nu⌋)∨1
a⌊v⌋dv = lnn
∫ ∞
−∞
κ¯γ(v; u, t)dv,
where
κ¯γ(v; u, t) = 1(−∞,t)(u)1( ln((1−⌊nu⌋)∨1)lnn ,
ln(⌊nt⌋−⌊nu⌋+1)
lnn )
(v)a⌊exp(v lnn)⌋ exp(v lnn).
We have the point-wise convergence
κ¯γ(v; u, t)→ 1(0,t)(u)1(0,1)(v),
and, since a⌊exp(v lnn)⌋ exp(v lnn) ≤ 1, we have the following bound for the integrand
κ¯γ(v; u, t) ≤ 1( ln((1−⌊nu⌋)∨1)lnn ,
ln(⌊nt⌋−⌊nu⌋+1)
lnn )
(v) ≤ 1(0,1+ln(t−u+2))(v). (25)
Therefore, by the dominated Lebesgue theorem
1
lnn
⌊nt⌋−⌊nu⌋∑
k=(1−⌊nu⌋)∨1
ak =
∫ ∞
−∞
κ¯γ(v; u, t)dv → 1(0,t)(u)
∫ 1
0
1dv = 1(0,t)(u) = H1(u, t). (26)
Applying (25) we can write
Qn(u, t) :=
1
lnn
⌊nt⌋−⌊nu⌋∑
k=(1−⌊nu⌋)∨1
ak ≤
∫ ∞
−∞
1( ln((1−⌊nu⌋)∨1)lnn ,
ln(⌊nt⌋−⌊nu⌋+1)
lnn )
(v)dv
=
ln (⌊nt⌋ − ⌊nu⌋+ 1)
lnn
−
ln ((1− ⌊nu⌋) ∨ 1)
lnn
≤
ln (nt− nu+ n)− ln ((1− ⌊nu⌋) ∨ 1)
lnn
.
For −2 ≤ u < t we can estimate
Qn(u, t) ≤
ln (nt− nu+ n)
lnn
≤ 1 + ln (t− u+ 1) ,
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while, for u < −2, we estimate as follows:
Qn(u, t) ≤
ln (nt− nu+ n)− ln (1− ⌊nu⌋)
lnn
≤
ln (t− u+ 1)− ln (−u)
lnn
= ln
(
t− u+ 1
−u
)
= ln
(
1 +
t + 1
−u
)
.
It is easy to see that the bounding function decays as (−u)−1, for u→ −∞. Let us denote
G1(u, t) = (1 + ln (t− u+ 1) +R(u))1(−2,t)(u) +
(
ln
(
1 +
t + 1
−u
)
+R(u)
)
1(−∞,−2)(u). (27)
Since we consider the case γ = 1, this means that α > 1, therefore the function |G1(u, t)|
α is integrable.
Thus, (24) and (26) gives us (16) with zγ,n = ln(n), and we have (17) and (18) with the function
given in (27).
In the case 1 < γ < 1 + 1/α and
∑∞
j=0 aj = 0 the proof goes along the same lines as in the case
γ < 1, only we use the equality
∑n
j=0 aj = −
∑∞
j=n+1 aj . Therefore, we omit the details. ✷
3 The case d = 2
In the previous section we derived formulae (8)-(10), which are the staring point investigating the
scaling transition in particular cases d = 2 and d = 3. Taking specific filter coefficients ci we shall
demonstrate what structure and properties of these coefficients exhibit the scaling transition. We
recall that we consider r.f. and corresponding partial sum r.f.
Xk =
∑
i∈Z2+
ciξk−i, k = (k1, k2) ∈ Z
2 and Sn(t) =
⌊nt⌋∑
k=0
Xk. (28)
3.1 Example 1
Let us take the following two sequences: aj(0) = 0, aj(i) = (1 + i)
−γj , i ≥ 1, γj > 1/α, j=1, 2.
Consider linear r.f. (28) with the following filter
ci1,i2 =


a1(i1), if i1 ≥ 0, i2 = 0,
a2(i2), if i2 ≥ 0, i1 = 0,
0, elsewhere.
This can be written as
ci1,i2 = a1(i1)1i1≥01i2=0 + a2(i2)1i2≥01i1=0, (29)
i.e., we have the same filter (11) (with d = 2) considered in the previous section. From (8)-(10) and
(12) we have that
E exp
(
i, A−1n1,n2
m∑
j=1
xjSn(t
(j))
)
= exp
(
−A−αn1,n2Jn1,n2
)
, (30)
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where
Jn1,n2 = n1n2
∫ ∞
−∞
∫ ∞
−∞
f (1)n1,n2(u1, u2)du1du2 (31)
and
f (1)n1,n2(u1, u2) =
∣∣∣∣∣
m∑
l=1
xl
(
1
{0≤n2u2≤⌊n2t
(l)
2 ⌋}
U
t
(l)
1 ,γ1
(⌊n1u1⌋, n1) + 1{0≤n1u1≤⌊n1t(l)1 ⌋}
U
t
(l)
2 ,γ2
(⌊n2u2⌋, n2)
)∣∣∣∣∣
α
.
(32)
We recall (see (15)) that
U
t
(l)
j
,γj
(i, nj) =
⌊njt
(l)
j ⌋−i∑
k=(−i)∨0
aj(k), j = 1, 2. (33)
Now we can apply Proposition 3 and in a standard way (applying Lebesgue dominated convergence
theorem) we can get the convergence of ch.f. from (30). Since in the expression of the function
fn1,n2(u1, u2) there are two terms, normalization of which can be performed by sequences zγ1,n1 and
zγ2,n2, see (19), it is clear that it will be impossible to get joint normalization for fn1,n2(u1, u2) in general
case of parameters γ1, γ2 and (n1, n2)→∞. But in the case where both normalizing sequences zγ1,n1
and zγ2,n2 are equal to 1, namely, if γi > max(1, 1/α), i = 1, 2, then we get the following result.
Let us denote by Mα symmetric α-stable measure on R
2 with Lebesgue control measure and let
f.d.d.
−→
stand for the convergence of f.d.d..
Proposition 4. Suppose that we have a sum (28) of values of a linear r.f. with the filter (29). If
γi > max(1, 1/α), i = 1, 2, then, as (n1, n2)→∞,
(n1n2)
−1/αSn(t)
f.d.d.
−→
∞∑
k=1
(a1(k) + a2(k))
∫ t1
0
∫ t2
0
Mα(du1du2) (34)
This proposition means that linear r.f. {Xk1,k2, (k1, k2) ∈ Z
2, } with such filter does not exhibit
the scaling transition and limit in (34) does not depend on the way how (n1, n2) tends to infinity, i.e.
the Lamperti type result Proposition 1 holds. Taking into account the terminology, proposed in [6],
this r.f. has zero memory in both directions.
Now let us look at the case where the limit in the relation (34) depends on the way how (n1, n2)
tends to infinity, i.e., the case where we have the scaling transition. Let n1 = n, n2 = n
τ and let us
consider the case 1/α < γ2 ≤ γ1 < 1. Then zγ1,n1 = n
1−γ1 , zγ2,n2 = n
τ(1−γ2), and we define
Mn = Mn(γ1, γ2) := max{zγ1,n1 , zγ2,n2} = max{n
1−γ1 , nτ(1−γ2)} =
{
n1−γ1 , if τ ≤ τ0,
nτ(1−γ2), if τ > τ0,
where 0 < τ0 = (1− γ1)/(1− γ2) < 1. Finally, let us define
Kγ1(τ) = lim
n→∞
zγ1,n1
Mn
=
{
1, if τ ≤ τ0,
0, if τ > τ0,
Kγ2(τ) = lim
n→∞
zγ2,n2
Mn
=
{
0, if τ < τ0,
1, if τ ≥ τ0.
Proposition 5. Suppose that we have a sum (28) of values of a linear r.f. with the filter (29). If
1/α < γ2 ≤ γ1 < 1 and n1 = n, n2 = n
τ , then, as n→∞,
(n1+τ )−1/αM−1n Sn,nτ (t1, t2)
f.d.d.
−→ V (τ, t1, t2) (35)
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where
V (τ, t1, t2) =
∫ ∞
−∞
∫ ∞
−∞
(
1{0≤u2≤t2}Kγ1(τ)Hγ1(u1, t1) + 1{0≤u1≤t1}Kγ2(τ)Hγ2(u2, t2)
)
M(du1, du2).
(36)
From (36) we see, that linear r.f. {Xk1,k2} in this case exhibits the scaling transition. Namely,
in the interval 0 < τ < τ0 we have Kγ1(τ) = 1, Kγ2(τ) = 0, therefore from (36) we get unbalanced
scaling limit V−(t1, t2), independent of τ , similarly in the interval τ0 < τ < ∞ we get unbalanced
scaling limit V+(t1, t2). For τ = τ0 we have Kγ1(τ0) = Kγ2(τ0) = 1 and we get balanced scaling limit
V (τ0, t1, t2). If 1/α < γ1 = γ2 = γ < 1 then we have τ0 = 1 as a point of scaling transition and taking
n1 = n2 we have balanced scaling limit V (1, t1, t2).
Also from this proposition one can see that there will be no scaling transition if only one of
γi, i = 1, 2, does not satisfy the condition of Proposition 4, let us say that γ1 > max(1, 1/α) and
1/α < γ2 < 1. Then it is easy to see that zγ1,n1 = 1 and the normalization zγ2,n2 for the second
term in (32) is growing to infinity, thus it is prevailing. In this case the normalizing constant for
Sn1,n2(t1, t2) is An1,n2 = (n1n2)
1/αzγ2,n2, and the limit process, independent of τ , will be obtained from
(36) putting Kγ1(τ) ≡ 0, Kγ2(τ) ≡ 1. In terms of directional memory one can say and the r.f. has
zero memory in the horizontal direction and positive memory in the vertical direction.
Note that the linear r.f. from this example shows stronger effect than scaling transition as defined
in Definition 2. Let us consider the scale transition point τ0 and balanced scaling limit process
V (τ0, t1, t2). Let us take n1 = n, n2 = cn
τ0 with 0 < c < ∞, then we get zγ1,n1 = n
1−γ1 , zγ2,n2 =
nτ0(1−γ2)c1−γ2 and taking Mn = n
1−γ1 we shall get
(n−(1+τ0)/α+1−γ1)c−1/αSn,cnτ0 (t1, t2)
f.d.d.
−→ U(c, t1, t2) (37)
where
U(c, t1, t2) =
∫ ∞
−∞
∫ ∞
−∞
(
1{0≤u2≤t2}Hγ1(u1, t1) + 1{0≤u1≤t1}c
1−γ2Hγ2(u2, t2)
)
M(du1, du2). (38)
Taking Mn = n
1−γ1 max(1, c1−γ2) we can get as a limit the process V (τ0, t1, t2), but now with both
functions Kγi depending on c.
This simple example gives us one more reason to reconsider Definition 2. Let us take in this
example 1/α < γ1 < 1 and γ2 = 1, then we get zγ1,n1 = n
1−γ1
1 , zγ2,n2 = lnn2. If we assume, as
earlier, n1 = n, n2 = n
τ , then zγ2,n2 = τ lnn and, for any 0 < τ < ∞, for sufficiently large n we get
Mn(γ1, γ2) := max{zγ1,n1 , zγ2,n2} = n
1−γ1 . This would mean that there is no scale transition, but it is
easy to see that such conclusion is due to our assumption about the relation between the growth of
n2 as a function of n (we recall that n1 = n), namely, that n2 = n
τ . If we assume different relation,
taking n2 = exp(n
τ ), then zγ2,n2 = n
τ and we easily get the point of scale transition τ0 = 1− γ1. At
the point of scale transition we have the same effect, which we described above and which can be
named as the second order scale transition. It we assume n2 = exp(cn
τ0), then it is easy to see that
we shall get limit distribution dependent on the new parameter c. These considerations lead to the
following generalization of Definition 2. We consider a stationary r.f. Y = {Yk1,k2, (k1, k2) ∈ Z
2} and
sums defined in (1), only now we assume that n1 = n, n2 = f(n, τ), where τ ∈ (a, b) ⊂ R is some
real parameter from an interval (a, b), which can be finite or infinite, and f : Z+ × (a, b) → Z+. We
suppose that for each fixed τ function f is monotonically growing to infinity, as n→∞. We denote
Zn,f,τ(t1, t2) = Sn,f(n,τ)(t1, t2), t1 ≥ 0, t2 ≥ 0. (39)
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We assume that, for any τ ∈ (a, b), there exists a nontrivial random field Vτ,f(t1, t2) and a nor-
malization An(τ, f) → ∞ such that f.d.d. of A
−1
n (τ, f)Zn,f,τ(t1, t2) converges weakly to f.d.d. of
Vτ,f(t1, t2).
Definition 6. We say that a random field Y exhibits scaling transition if there exists a function
f(n, τ) and a point τ0 ∈ (a, b) such that the limit process Vτ,f is the same, let say V+, for all
τ ∈ (τ0, τ0 + δ) and another, not obtained by simple scaling, V−, for τ ∈ (τ0 − δ, τ0). The r.f. Vτ0,f is
called well-balanced scaling limit of Y at the point τ0.
This definition not only extends the relation between n1 and n2 from power functions to more
general class of functions, but also presupposes the possibility of more than one scale transition point,
and such possibility will be realized in Example 3.
3.2 Example 2
We shall make very small change in the Example 1 in order to show that long-range dependence is not
the main factor causing the scaling transition. In the filter (29) we redefine only c0,0 := a1(0)+a2(0),
and c0,0 is chosen in a such way that the following condition
∞∑
i1=0
∞∑
i2=0
ci1,i2 = 0. (40)
is satisfied. Quantities a1(0), a2(0) we choose in such a way, that
∑∞
i=0 aj(i) = 0, j = 1, 2. Now the
filter can be written as ci1,i2 = a1(i1)1i1≥01i2=0 + a2(i2)1i2≥01i1=0, and, as in Example 1, we have
formulae (30)-(33)
Now we assume aj(i) = (1+ i)
−γj , i ≥ 1, γj > max(1, 1/α), j = 1, 2, and, using the same notation
(33), we investigate the quantity (31). We recall that a0 + b0 is negative and condition (40) holds.
The integral in the expression of Jn1,n2 can be divided into three parts:
Jn1,n2
n1n2
=
∫ ∞
0
∫ ∞
0
f (1)n1,n2(u1, u2)du1du2+
∫ ∞
0
(∫ 0
−∞
f (1)n1,n2(u1, u2)du1
)
du2+
∫ 0
−∞
(∫ ∞
0
f (1)n1,n2(u1, u2)du1
)
du2
= J (1)n1,n2 + J
(2)
n1,n2 + J
(3)
n1,n2.
It is easy to see that
J (2)n1,n2 =
∫ ∞
0
(∫ 0
−∞
∣∣∣∣∣
d∑
l=1
xl
(
1
{0≤n2u2≤⌊n2t
(l)
2 ⌋}
U
t
(l)
1 ,γ1
(⌊n1u1⌋, n1)
)∣∣∣∣∣
α
du1
)
du2.
and
J (3)n1,n2 =
∫ 0
−∞
(∫ ∞
0
∣∣∣∣∣
d∑
l=1
xl
(
1
{0≤n1u1≤⌊n1t
(l)
1 ⌋}
U
t
(l)
2 ,γ2
(⌊n2u2⌋, n2)
)∣∣∣∣∣
α
du1
)
du2.
Since for sums, formed separately from sequences {a1(k)} or {a2(k)} we have condition∑∞
i=0 aj(i) = 0, j = 1, 2, therefore from Proposition 3 we get
J
(2)
n1,n2
n1−γ11
→
∫ ∞
0
(∫ 0
−∞
∣∣∣∣∣
m∑
l=1
xl1{0≤u2≤t(l)2 }
Hγ1(u1, t
(l)
1 )
∣∣∣∣∣
α
du1
)
du2,
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and
J
(3)
n1,n2
n1−γ22
→
∫ 0
−∞
(∫ ∞
0
∣∣∣∣∣
m∑
l=1
xl1{0≤u1≤t(l)1 }
Hγ2(u2, t
(l)
2 )
∣∣∣∣∣
α
du1
)
du2.
It remains to consider the term J
(1)
n1,n2 . Since Ut(l)1 ,γ1
(⌊n1u1⌋, n1) = Ut(l)1 ,γ1
(⌊n1u1⌋, n1)1{0≤⌊n1u1⌋≤⌊n1t(l)1 ⌋}
and similar equality can be written for U
t
(l)
2 ,γ2
(⌊n2u2⌋, n2), we have
J (1)n1,n2 =
∫
R2+
∣∣∣∣∣
m∑
l=1
xl
(
1
{0≤n2u2≤⌊n2t
(l)
2 ⌋}
U
t
(l)
1 ,γ1
(⌊n1u1⌋, n1) + 1{0≤n1u1≤⌊n1t(l)1 ⌋}
U
t
(l)
2 ,γ2
(⌊n2u2⌋, n2)
)∣∣∣∣∣
α
du1du2(41)
=
∫
R2+
∣∣∣∣∣
m∑
l=1
xl1{0≤n2u2≤⌊n2t(l)2 ⌋}
1
{0≤n1u1≤⌊n1t
(l)
1 ⌋}
(
U
t
(l)
1 ,γ1
(⌊n1u1⌋, n1) + Ut(l)2 ,γ2
(⌊n2u2⌋, n2)
)∣∣∣∣∣
α
du1du2.
Denoting
U ′
t
(l)
j ,γj
(i, nj) :=
∞∑
k=⌊njt
(l)
j ⌋−i+1
aj(k), j = 1, 2,
and taking into account (40), we have
U
t
(l)
1 ,γ1
(⌊n1u1⌋, n1) + Ut(l)2 ,γ2
(⌊n2u2⌋, m) = −
(
U ′
t
(l)
1 ,γ1
(⌊nu⌋, n) + U ′
t
(l)
2 ,γ2
(⌊n2u2⌋, m)
)
.
Substituting this equality into (41) we get
J (1)n1,n2 =
∫ ∞
0
∫ ∞
0
∣∣∣∣∣
m∑
l=1
xl1{0≤n2u2≤⌊n2t(l)2 ⌋}
1
{0≤n1u1≤⌊n1t
(l)
1 ⌋}
(
U ′
t
(l)
1 ,γ1
(⌊n1u1⌋, n1) + U
′
t
(l)
2 ,γ2
(⌊n2u2⌋, n2)
)∣∣∣∣∣
α
du1du2.
(42)
Now, as in Proposition 3, we can prove that
U ′
t
(l)
1 ,γ1
(⌊n1u1⌋, n1)
n1−γ11
→ 1
{0≤u1≤t
(l)
1 }
(t
(l)
1 − u1)
1−γ1
γ1 − 1
, (43)
U ′
t
(l)
2 ,γ2
(⌊n2u2⌋, n2)
n1−γ22
→ 1
{0≤u2≤t
(l)
2 }
(t
(l)
2 − u2)
1−γ2
γ2 − 1
, (44)
as n1, n2 → ∞. Thus, we have the same situation as in Example 1 with sequences zγ1,n1 =
n1−γ11 , zγ2,n2 = n
1−γ2
2 , only now both sequences tend to zero, since γi > 1. Taking n1 = n, n2 = n
τ and
Mn = Mn(γ1, γ2) := max{zγ1,n1, zγ2,n2} =
{
n1−γ1 , if τ ≤ τ0,
nτ(1−γ2), if τ > τ0,
where 0 < τ0 = (γ1 − 1)/(γ2 − 1), we easily get that there is scale transition at the point τ0.
It is possible to formulate the analog of Proposition 5 with limit distributions for the appropriate
normalized sum Sn,nτ (t1, t2) (to this aim we need to find majorizing functions as in (17) and to use
Lebesgue dominated convergence theorem), but we shall not do this, since the main task for this
example was to show that scaling transition can be caused not by long-range dependence, which was
present in the Example 1. In this example with the scale transition we have condition (40), which
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indicates the negative dependence, this term was introduced in [4] . Unfortunately, in both examples,
in which we face the scale transition, it is not possible to use the notion of directional memory, which
was introduced in [6], since in both examples the normalizing constants are of the form
An1,n2 = (n1n2)
1/αmax(n1−γ11 , n
1−γ2
2 ),
and cannot be written in the form
n
1/α+δ1
1 n
1/α+δ2
2 .
But in the first example we can speak about general (not directional) positive memory, since the
additional factor to (n1n2)
1/α is of the form max(nδ11 , n
δ2
2 ) with both δi positive, while in the second
example these exponents δi both are negative, therefore it is reasonable to speak about general
negative memory. It is possible to say that in the first example linear processes generated separately by
filters {ai} and {bi} have positive memory, while in the second example, with conditions
∑∞
i=0 aj(i) 6=
0, j = 1, 2, both linear processes generated by these filters have negative memory.
3.3 Example 3
Now we shall take an example of a linear r.f. (28) with the following filter
ci,j =


ai, if i ≥ 1, j = 0,
ci, if i = j ≥ 1,
0, otherwise,
where a0 = c0 = 0, ai = (1 + i)
−γ1 , ci = (1 + i)
−γ2 , 1/α < γ2 < γ1 < 1. It is convenient to write this
filter as follows:
ci,j = ai1i≥11j=0 + cj1i=j≥1, (45)
i.e., again we have coefficients of the filter on two lines, as in previous examples, but now only one
line is coordinate axis.
As in Example 1, we assume n1 = n, n2 = n
τ . Now we get two points where scaling transition
occurs. The first point τ0 = (1 − γ1)/(1 − γ2) is the same as in Example 1, and we get additional
point τ1 = 1. Let us denote
An(τ) = An,nτ :=


n(1+τ)/α+1−γ1 , if τ ∈ (0, τ0) ,
n(1+τ)/α+τ(1−γ2), if τ ∈ [τ0, 1] ,
n(1+τ)/α+1−γ2 , if τ ∈ (1,∞) ,
(46)
and a(u1, u2) = max(0,−u1,−u2), b(u1, u2; t1, t2) = min(t1 − u1, t2 − u2). Function Hγ1(u, t) was
defined in Proposition 3, we recall here that for γ < 1
Hγ(u, t) =
1
1− γ
(
((t− u)+)
1−γ − ((−u)+)
1−γ
)
.
Proposition 7. Suppose that we have a sum (28) of values of a linear r.f. with the filter (45). If
1/α < γ2 ≤ γ1 < 1 and n1 = n, n2 = n
τ , then, as n→∞,
A−1n (τ)Sn,nτ (t1, t2)
f.d.d.
−→ V1(τ, t1, t2) (47)
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where
V1(τ, t1, t2) =


∫∞
−∞
∫∞
−∞
Hγ1(u1, t1))1{0≤u2≤t2}M(du1du2), if τ ∈ (0, τ0) ,∫∞
−∞
∫∞
−∞
1{0≤u1≤t1}Hγ2(u2, t2)M(du1du2), if τ ∈ (τ0, 1) ,∫∞
−∞
∫∞
−∞
Hγ2(u1, t1)1{0≤u2≤t2}M(du1du2), if τ ∈ (1,∞) .
(48)
and
V1(τ0, t1, t2) =
∫ ∞
−∞
∫ ∞
∞
(
1{0≤u2≤t2}Hγ1(u1, t1) + 1{0≤u1≤t1}Hγ2(u2, t2)
)
M(du1du2), (49)
V1(1, t1, t2) =
∫ ∞
−∞
∫ ∞
∞
1a(u1,u2)<b(u1,u2;t1,t2)
(b(u1, u2; t1, t2))
1−γ2 − (a(u1, u2))
1−γ2
1− γ2
M(du1du2). (50)
The sum Zt(l),γ2(i, j, n1, n2) is more complicated comparing with Ut(l)
j
,γj
(i, nj) (see (33), and it
alone gives us one point of transition. Namely, we can consider r.f. (28) with the following simple
filter
ci,j = ci, if i = j ≥ 1, and ci,j = 0, elsewhere. (51)
Analysis of this random field gives us the scaling transition point τ = 1.
Sketch of the proof of Proposition 7. Taking into account formulae (30)-(32) and considering
the ch.f. of the vector
(
Sn(t
(1)), . . . , Sn(t
(m))
)
, we must investigate the asymptotic of f
(3)
n1,n2(u1, u2).
Similarly to Example 1, taking into account (45), we can get the following expression of this quantity
f (3)n1,n2(u1, u2) =
∣∣∣∣∣
m∑
l=1
xl
(
1
{0≤n2u2≤⌊n2t
(l)
2 ⌋}
U
t
(l)
1 ,γ1
(⌊n1u1⌋, n1) + Zt(l),γ2(⌊n1u1⌋, ⌊n2u2⌋, n1, n2)
)∣∣∣∣∣
α
, (52)
where U
t
(l)
j
,γj
(i, n) is defined in (33) and
Zt(l),γ2(i, j, n1, n2) :=
min
(
⌊n1t
(l)
1 ⌋−i,⌊n2t
(l)
2 ⌋−j
)∑
k=max(0,−i,−j)
ck. (53)
Comparing the expression (52) with the corresponding expression of fn1,n2(u1, u2) in Example 1 we
see that the first term in (52) is the same (corresponding to the filter on the horizontal axis), and
for this term we can apply Proposition 3. This will give us the following relation (independent of τ ,
since U
t
(l)
1 ,γ1
(⌊n1u1⌋, n1) depends only on n1):
U
t
(l)
1 ,γ1
(⌊nu1⌋, n1)
zγ1,n1
=→ 1(−∞,tl)(u1)
∫ tl−u1
(−u1)+
v−γ1dv = Hγ1(u1, tl),
with zγ1,n1 = n
1−γ1
1 . The second term (corresponding to the filter on the diagonal) in (52) is different,
and Proposition 3 directly cannot be applied. Therefore, we investigate the quantity
Jn1,n2 = n1n2
∫ ∞
−∞
∫ ∞
−∞
f (3)n1,n2(u1, u2)du1du2 = J
(1)
n1,n2
+ J (2)n1,n2 + J
(3)
n1,n2
+ J (4)n1,n2 (54)
with n1 = n, n2 = n
τ (but sometimes we shall leave n1, n2 instead of n, n
τ ), dividing the integral over
R
2 into four integrals over regions {u ≥ 0, v ≥ 0}, {u < 0, v ≥ 0}, {u < 0, v < 0}, {u ≥ 0, v < 0}.
In investigation of these integrals we use without special mentioning the following steps: we prove
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the point-wise convergence of functions in the expression of integrals and then use the Lebesgue
dominated convergence theorem.
(i) We start with the integral
J
(1)
n,nτ = n
1+τ
∫ ∞
0
∫ ∞
0
f
(3)
n,nτ (u1, u2)du1du2
and consider the case 0 < τ < 1.Changing the sum in (53) by integral after some transformations we
can get
Zt(l),γ2(⌊n1u1⌋, ⌊n2u2⌋, n1, n2) = n
1−γ2
2 1{⌊n1u1⌋≤⌊n1t
(l)
1 ⌋}
1
{⌊n2u2⌋≤⌊n2t
(l)
2 ⌋}
∫ ∞
0
κn1,n2(y)dy,
where
κn1,n2(y) = 1
(
0,min
(
(⌊n1t
(l)
1 ⌋−⌊n1u1⌋+1)/n2,(⌊n2t
(l)
2 ⌋−⌊n2u2⌋+1)/n2
))(y)nγ22 c⌊n2y⌋.
Since for a fixed y > 0 we have κn,m(y) → 1(0,sl−u2)(y)y
−γ2, and this function can be bounded by
integrable function |κn,m(y)| ≤ 1(0,sl−u2+2)(y)y
−γ2, we get
∫ ∞
0
κn1,n2(y)dy →
∫ t(l)2 −u2
0
y−γ2dy =
(t
(l)
2 − u2)
1−γ2
1− γ2
.
Then, for u1 ≥ 0, u2 ≥ 0, we can get
Zt(l),γ2(⌊n1u1⌋, ⌊n2u2⌋, n1, n2)
n1−γ22
→ 1
{u1<t
(l)
1 }
1
{u2<t
(l)
2 }
(t
(l)
2 − u2)
1−γ2
1− γ2
= 1
{u1<t
(l)
1 }
Hγ2(u2, t
(l)
2 ),
since, for u2 ≥ 0, we have (−u2)+ = 0. Now we return to the function from (52)
f (3)n1,n2(u1, u2) =
∣∣∣ m∑
l=1
xl
(
1
{0≤n2u2≤⌊n2t
(l)
2 ⌋}
n1−γ11
U
t
(l)
1 ,γ1
(⌊n1u1⌋, n1)
n1−γ11
+n1−γ22
Zt(l),γ2(⌊n1t
(l)
1 ⌋, ⌊n2t
(l)
2 ⌋, n1, n2)
n1−γ22
)∣∣∣α,
Thus we have the same situation as in Example 1. Denoting Mn := max(n
1−γ1 , m1−γ2) =
max(n1−γ1 , nτ(1−γ2)) we get the same functions Ki(τ):
lim
n→∞
n1−γ1
Mn
= K1(τ) :=
{
0, if 1 > τ > τ0,
1, if 0 < τ ≤ τ0,
lim
n→∞
m1−γ2
Mn
= K2(τ) :=
{
1, if τ ≥ τ0,
0, if τ < τ0.
Then we easily get
f
(3)
n1,n2(u1, u2)
Mαn
→
∣∣∣ m∑
l=1
xl
(
1
{0≤u2≤t
(l)
2 }
K1(τ)Hγ1(u1, t
(l)
1 ) + 1{u1<t(l)1 }
K2(τ)Hγ2(u2, t
(l)
2 )
)∣∣∣α
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and
J
(1)
n,nτ
n1+τMαn
→
∫ ∞
0
∫ ∞
0
∣∣∣ m∑
l=1
xl
(
1
{0≤u2≤t
(l)
2 }
K1(τ)Hγ1(u1, t
(l)
1 ) + 1{u1<t(l)1 }
K2(τ)Hγ2(u2, t
(l)
2 )
)∣∣∣αdu1du2.
(55)
In the case τ > 1 (this means n2/n1 →∞) we similarly can get (we recall that u1 ≥ 0, u2 ≥ 0)
Zt(l),γ2(⌊n1u1⌋, ⌊n2u2⌋, n1, n2)
n1−γ21
→ 1
{u1<t
(l)
1 }
1
{u2<t
(l)
2 }
(t
(l)
1 − u1)
1−γ2
1− γ2
= 1
{u2<t
(l)
2 }
Hγ2(u1, t
(l)
1 ).
Since for n1 = n, n2 = n
τ norming constants for the two terms in (52) are n1−γ1 and n1−γ2 , respectively,
and n1−γ1 < n1−γ2 , we get
J
(1)
n,nτ
n1+τ+(1−γ2)α
→
∫ ∞
0
∫ ∞
0
∣∣∣ m∑
l=1
xl
(
1
{0≤u2≤t
(l)
2 }
Hγ2(u1, t
(l)
1 )
)∣∣∣αdu1du2. (56)
(ii) Now we investigate
J
(2)
n,nτ = n
1+τ
∫ 0
−∞
∫ ∞
0
f
(3)
n,nτ (u1, u2)du2du1
and consider the case 0 < τ < 1.Changing the sum in (53) by integral after some transformations we
can get
Zt(l),γ2(⌊n1u1⌋, ⌊n2u2⌋, n1, n2) ≤ 1
{
−⌊n1u1⌋≤⌊n2t
(l)
2 ⌋−⌊n2u2⌋
}
1
{
⌊n2u2⌋≤⌊n2t
(l)
2 ⌋
}
∫ n2t(l)2 −n2u2+2n2
0
y−γ2dy
= 1{
−⌊n1u1⌋≤⌊n2t
(l)
2 ⌋−⌊n2u2⌋
}
1
{
⌊n2t2⌋≤⌊n2t
(l)
2 ⌋
}
(
n2t
(l)
2 − n2u2 + 2n2
)1−γ2
1− γ2
,
hence, using simple inequalities between indicator functions we get
Z
t
(l)
1 ,t
(l)
2 ,γ2
(⌊n1u1⌋, ⌊n2t2⌋, n1, n2)
n1−γ22
≤ 1{
u1≥
n2
n1
(t2−t
(l)
2 −1)
}
1
{
t2≤u
(l)
2 +1
}
(
t
(l)
2 − u2 + 2
)1−γ2
1− γ2
.
Since we consider the set {(u1, u2) : u1 < 0, u2 ≥ 0}, we have 1{u1≥n2n1 (u2−t
(l)
2 −1)
} → 1{u1≥0} = 0,
therefore,
Z
t
(l)
1 ,t
(l)
2 ,γ2
(⌊n1u1⌋, ⌊n2t2⌋, n1, n2)
n1−γ22
→ 0.
Using the same sequence Mn and the function K1, we get
f
(3)
n,nτ (u1, u2)
Mαn
→
∣∣∣ m∑
l=1
xl1{0≤u2≤t(l)2 }
K1(τ)Hγ1(u1, t
(l)
1 )
∣∣∣α,
and, finally,
J
(2)
n,nτ
n1+τMαn
→
∫ 0
−∞
∫ ∞
0
∣∣∣ m∑
l=1
xl1{0≤u2≤t(l)2 }
K1(τ)Hγ1(u1, t
(l)
1 )
∣∣∣αdu2du1. (57)
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In the case τ > 1 we get
Zt(l),γ2(⌊n1u1⌋, ⌊n2u2⌋, n1, n2) = n
1−γ2
1 1{⌊n2u2⌋≤⌊n2t
(l)
2 ⌋}
∫ ∞
0
κn1,n2(y)dy,
where
κn1,n2(y) = 1
(
−⌊n1u1⌋/n1,min
(
(⌊n1t
(l)
1 ⌋−⌊n1u1⌋+1)/n1,(⌊n2t
(l)
2 ⌋−⌊n2u2⌋+1)/n1
))(y)nγ21 c⌊n2y⌋.
Using the relation κn1,n2(y)→ 1
(
−u1,t
(l)
1 −u1
)(y)y−γ2, in the same way as in (i) we obtain
Zt(l),γ2(⌊n1u1⌋, ⌊n2u2⌋, n1, n2)
n1−γ21
→ 1
{u2<t
(l)
2 }
Hγ2(u1, t
(l)
1 ).
Again, due to n1−γ1 < n1−γ2 , the second term in (52) is prevailing, therefore we get
J
(2)
n,nτ
n1+τ+(1−γ2)α
→
∫ 0
−∞
∫ ∞
0
∣∣∣ m∑
l=1
xl1{0≤u2≤t(l)2 }
Hγ2(u1, t
(l)
1 )
∣∣∣αdu2du1. (58)
(iii) We investigate the third integral
J
(3)
n,nτ = n
1+τ
∫ 0
−∞
∫ 0
−∞
f
(3)
n,nτ (u1, u2)du2du1
Since our goal is to prove that after the appropriate normalization this integral tends to zero, we use
the rough estimate
J
(3)
n,nτ ≤ n
1+τdα
d∑
l=1
|xl|
α
∫ 0
−∞
∫ 0
−∞
∣∣Zt(l),γ2(⌊n1u1⌋, ⌊n2u2⌋, n1, n2)∣∣α du2du1.
Let us assume that τ < 1, i.e., n2/n1 → 0. By change of variables we have∫ 0
−∞
∫ 0
−∞
∣∣Zt(l),γ2(⌊n1u1⌋, ⌊n2u2⌋, n1, n2)∣∣α du2du1
=
∫ 0
−∞
∫ −⌊n2u2⌋/n1
−∞
∣∣Zt(l),γ2(⌊n1u1⌋ + ⌊n2u2⌋, ⌊n2u2⌋, n1, n2)∣∣α du1du2.
Once more, changing the sum into integral, we get
Zt(l),γ2(⌊n1u1⌋+ ⌊n2u2⌋, ⌊n2u2⌋, n1, n2)
≤ 1{
⌊n1u1⌋≤⌊n1t
(l)
1 ⌋
}
1
{
⌊n1u1⌋≥−⌊n2t
(l)
2 ⌋
}n1−γ22
(
t
(l)
2 − u2 + 1
)1−γ2
− (−u2)
1−γ2
1− γ2
.
This gives us the following estimate
J
(3)
n1,n2
n1n
1+α(1−γ2)
2
≤
∫ 0
−∞
|Hγ2(u2, t
(l)
2 +1)|
∫ ∞
−∞
1(−∞,−⌊n2u2⌋/n1)(u1)1
{
⌊n1u1⌋≤⌊n1t
(l)
1 ⌋
}
1
{
⌊n1u1⌋≥−⌊n2t
(l)
2 ⌋
}du1du2.
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Considering these three indicator functions we get
1(−∞,−⌊n2u2⌋/n1)(u1)1
{
⌊n1u1⌋≤⌊n1t
(l)
1 ⌋
}
1
{
⌊n1u1⌋≥−⌊n2t
(l)
2 ⌋
} ≤ 1[
−
n2
n1
t
(l)
2 ,min(t
(l)
1 +1,−⌊n2u2⌋/n1)
](u1),
therefore,∫ ∞
−∞
1(−∞,−⌊n2u2⌋/n1)(u1)1
{
⌊n1u1⌋≤⌊n1t
(l)
1 ⌋
}
1
{
⌊n1u1⌋≥−⌊n2t
(l)
2 ⌋
}du1 ≤ min(t
(l)
1 + 1,−
⌊n2⌋
n1u2
) +
n2
n1
t
(l)
2 .
For a fixed u2 the right-hand side of the last inequality tends to zero, therefore, we get
J
(3)
n1,n2
n1n
1+(1−γ2)α
2
→ 0. (59)
In the case τ > 1, i.e., n1/n2 → 0, we get
J
(3)
n1,n2
n
1+(1−γ2)α
1 n2
→ 0. (60)
(iv) It remains to investigate the last integral
J (4)n1,n2 = n1n2
∫ ∞
0
∫ 0
−∞
f (3)n1,n2(u1, u2)du2du1
= n1n2
∫ ∞
0
∫ 0
−∞
∣∣Zt(l),γ2(⌊n1u1⌋, ⌊n2u2⌋, n1, n2)∣∣α du2du1.
Let us note that
Z
t
(l)
1 ,t
(l)
2 ,γ2
(⌊n1u1⌋, ⌊n2u2⌋, n1, n2) = Zt(l)2 ,t
(l)
1 ,γ2
(⌊n2u2⌋, ⌊n1u1⌋, n2, n1),
therefore the investigation of this quantity in the case τ < 1 will be the same as in the case (ii) and
τ > 1. We shall get
J
(4)
n1,n2
n1n
1+(1−γ2)α
2
→
∫ 0
−∞
∫ ∞
0
∣∣∣ m∑
l=1
xl1{0≤u2≤t(l)2 }
Hγ2(u1, t
(l)
1 )
∣∣∣αdu2du1. (61)
In the case τ > 1 investigation is similar to (ii) and τ < 1, and we get
J
(4)
n1,n2
n
1+(1−γ2)α
1 n2
→ 0. (62)
Collecting formulae (55) - (62) we get (48). Due to the fact that K1(τ0) = K2(τ0) = 1 we get (49).
It is more difficult to verify (50), to this aim we must simply go through all the proof of (48),
assuming that n1 = n2 = n and An = n
(2/α)+1−γ2 . Let us take the case (i), the integral J
(1)
n,n. In all
four integrals the first term in the expression of the function f
(3)
n1,n2(u1, u2) from (52) is independent of
n2, therefore, we need to consider only the second term, namely, Zt(l)1 ,t
(l)
2 ,γ2
. In the case n1 = n2 = n
it is easy to see that κn,n(y)→ 1(0,b(u1,u2;t(l)1 ,t(l)2 )
)(y)y−γ2, therefore, for u1 ≥ 0, u2 ≥ 0, we get
Zt(l),γ2(⌊nu1⌋, ⌊nu2⌋, n, n)
n1−γ2
→ 1
{u1<t
(l)
1 }
1
{u2<t
(l)
2 }
b(u1, u2; t
(l)
1 , t
(l)
2 )
1−γ2
1− γ2
.
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Since γ2 < γ1 we see that the first term after normalization tends to zero, also we have a(u1, u2) = 0,
therefore we see that we got the same expression as in (50), in the case u1 ≥ 0, u2 ≥ 0. Similarly can
be treated the rest three integrals in (54). ✷
4 The case d = 3
In the above mentioned papers [8], [9], and [7] only r.f.s, defined on Z2 were considered. It was
mentioned that generalization of the results of these papers to the case Zd with d ≥ 3 is difficult task,
and the first step in this direction was the paper [11], where the scaling transition of linear random
fields on Z3 was considered. But at first we must discuss what we understand by words scaling
transition on Z3, or more generally, on Zd, d ≥ 3. In section 2 (the case d = 2) considering sums (1)
we have two possibilities. The first one is the convergence (in the sense of f.d.d.) of appropriately
normed sums to some limit process as (n1, n2)→∞, and the limit process is independent on the way
how the indices n1, n2 grow. The second one is the situation when the limit for sums (1) depends on
the way how (n1, n2) grow. In this case there was quite natural way to define this dependence, using
relation n2 = f(n1) between n1 and n2, see Definitions 2 and 6. But the straightforward generalization
of Definition 2, considering sums (7) in the case d = 3 and assuming n1 = n
q1 , n2 = n
q2, n3 = n
q3 (such
case is considered in [11]), is too narrow, since it presents only one possible way to define the path
in Z3+. Probably for this reason in [11] there is no strict definition of the scaling transition, and the
author in [11] wrote ”...we do not attempt to provide a formal definition of scaling transition for RFs
in dimensions d ≥ 3 since further studies are needed to fully understand it”. Our examples of this
section show that in dimension 3 we have much more possibilities (comparing with the case d = 2)
to define paths of (n1, n2, n3) growing to infinity, moreover, with growing dimension the complexity
grows very rapidly. Therefore, we propose to define the scaling transition, independently of dimension
d, as the case where the limits for sums (7) depend on the way how n→∞, i.e., there exist at least
two paths in Zd+ such that limit r.f. for these paths are different and cannot be obtained one from
another by simple scaling. With such definition we should have a simple dichotomy in limit theorems
for sums of values of random fields (7): or the limit theorem of Lamperti type, as formulated in
Corollary 1 in [2] (see Proposition 1 in the case d = 2), holds, either there is the scaling transition.
At first we shall show that it is easy to generalize examples of r.f. on Z2 with simple structure
of filters considered in the previous subsections, to higher dimensions. We consider the case d =
3, although generalization to higher dimensions in some examples does not present any principal
difficulties. For the notation of three-dimensional multi-indices we use bold letters, for example
i = (i1, i2, i3),n = (n1, n2, n3). We consider linear r.f.
Xk =
∑
i∈Z3+
ciξk−i, k ∈ Z
3, (63)
where Z3+ = {i ∈ Z
3 : i ≥ 0}, and investigate the asymptotic behavior of the process
Sn(t) =
⌊nt⌋∑
k=0
Xk. (64)
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4.1 Example 4
We take three sequences of positive numbers aj(i) = (1+i)
−γj , i ≥ 1, γj > 1/α, aj(0) = 0, j = 1, 2, 3,
and the following filter
ci =


a1(i1), if i1 ≥ 1, i2 = i3 = 0,
a2(i2), if i2 ≥ 1, i1 = i3 = 0,
a3(i3), if i3 ≥ 1, i2 = i1 = 0,
0, elsewhere.
(65)
Since this filter is exactly the same as considered in the section ”Preliminaries” and in Example 1 (in
the case d = 2), we can start with formula (12) and to write formulae, similar to (31) and (32):
Jn = n1n2n3
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
f (4)
n
(u)du1du2du3, (66)
where
f (4)
n
(u) =
∣∣∣∣∣
d∑
l=1
xl
(
3∑
p=1
Bp(n,u, l)Ut(l)p ,γp(⌊npup⌋, np)
)∣∣∣∣∣
α
, (67)
Bp(n,u, l) = 1{0≤⌊nrur⌋≤⌊nrt(l)r ⌋, 0≤⌊nsus⌋≤⌊nst(l)s ⌋,r 6=s,r,s∈Qp}, Qp = {1, 2, 3} \ p, (68)
and
U
t
(l)
p ,γp
(ip, np) =
⌊npt
(l)
p ⌋−ip∑
k=(−ip)∨0
a
(p)
k . (69)
For quantities U
t
(l)
p ,γp
(ip, np) we apply Proposition 3 with normalization by quantities z
(p)
γp,np, p = 1, 2, 3,
and the further analysis depends on our assumptions on exponents γp and relation between coordinates
of n. For example, assuming that all γp > 1 we shall get that there is no scaling transition and we
have the analogue of Proposition 4. Let us consider the case which will give us the scaling transition.
We assume 1/α < γ1 < γ2 < γ3 < 1 and we take n1 = n and , for some positive real numbers τ and
σ, we set n2 = n
τ , n3 = n
σ. Then the normalization quantities z
(p)
γp,np, p = 1, 2, 3, become functions of
n:
z(1)γ1,n = n
1−γ1 , z(2)γ2,n = n
τ(1−γ2), z(3)γ3,n = n
σ(1−γ3).
Applying Proposition 3 we get, as n→∞,
U
t
(l)
p ,γp
(⌊npup⌋, np)
z
(p)
γp,n
→ Hγp(up, t
(l)
p ). (70)
We define
Mn(τ, σ) := max{z
(p)
γp,n, p = 1, 2, 3} = max{n
1−γ1 , nτ(1−γ2), nσ(1−γ3)}
and
Kp(τ, σ) = lim
n→∞
z
(p)
γp,n
Mn(τ, σ)
. (71)
Let us denote
τ0 =
1− γ1
1− γ2
, σ0 =
1− γ1
1− γ3
, a =
1− γ2
1− γ3
.
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τσ
1
1
τ0
σ0
A1 A2
A3
(a)
τ
σ
1
1
τ1
σ1
A˜1
A˜3
A˜2
(b)
τ
σ
1
1
A4,1
A4,3
A4,2
(c)
Figure 1
We have σ0 > τ0 > 1, a > 1, and we define the following sets (see Figure 1a) in the first quadrant
of the plane (τ, σ):
A1 =
{
(τ, σ) ∈ (0,∞)2 : τ < τ0, σ < σ0
}
, (72)
A2 =
{
(τ, σ) ∈ (0,∞)2 : τ > τ0, σ < aτ
}
,
A3 =
{
(τ, σ) ∈ (0,∞)2 : σ > σ0, σ > aτ
}
.
It is easy to see that the function Kp is equal to 1 on the set Ap, while on the borders between two
sets two corresponding functions are equal to one, for example, on the interval {τ = τ0, σ < σ0} we
have K1(τ, σ) = K2(τ, σ) = 1. At the point (τ0, σ0) all three functions Kp are equal to 1.
Let us denote by S˜n(t) the sum Sn(t) with n = (n, n
τ , nσ) and similarly f˜
(4)
n (u) and J˜n. We can
rewrite (67) as
f˜
(4)
n (u)
Mαn (τ, σ)
=
∣∣∣∣∣
d∑
l=1
xl
(
3∑
p=1
Bp(n,u, l)
z
(p)
γp,n
Mn(τ, σ)
U
t
(l)
p ,γp
(⌊npup⌋, np)
z
(p)
γp,n
)∣∣∣∣∣
α
. (73)
Having point-wise convergence (70), in order to apply the Lebesgue dominated convergence theorem
we must find majorizing function, but since this is done exactly in the same way as in Example 1, we
skip this step. Thus we get
J˜n(u)
n1+τ+σMαn (τ, σ)
→
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
f(u, τ, σ)du1du2du3, (74)
where
f(u, τ, σ) =
∣∣∣∣∣
d∑
l=1
xl
(
3∑
p=1
Bp(u, l)Kp(τ, σ)Hγp(up, t
(l)
p )
)∣∣∣∣∣
α
,
Bp(u, l) = 1{0≤ur≤t(l)r , 0≤us≤t(l)s ,r 6=s,r,s∈Qp}.
Proposition 8. Suppose that we have the sum S˜n(t) of a linear r.f. with the filter (65). If 1/α <
γ1 < γ2 < γ3 < 1, then, as n→∞,
(n1+τ+σ)−1/αM−1n S˜n(t)
f.d.d.
−→ W (t, τ, σ) (75)
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where
W (t, τ, σ) =
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
(
3∑
p=1
Bp(u, t)Kp(τ, σ)Hγp(up, tp)
)
M(du1, du2, du3) (76)
and
Bp(u, t) = 1{0≤ur≤tr , 0≤us≤ts,r 6=s,r,s∈Qp}.
Due to the scale transition we have three types of limit processes: on each set Ai in the expression
(76) only Ki(τ, σ) = 1, while two other functions Kj , j ∈ Qi are equal to zero; on boundaries between
any two of these sets corresponding two functions are equal to 1; finally, all three functions are equal
at the point (τ0, σ0): Ki(τ0, σ0) = 1, i = 1, 2, 3. We see that in the case d = 3 it is difficult to
use the terms of well-balanced and unbalanced scaling limits introduced in Definition 2, therefore in
[11] there was proposed three terms for limit r.f.: well-balanced, partially unbalanced, and completely
unbalanced. In our context, using this terminology, we have well-balanced limit at the point (τ0, σ0),
partially unbalanced limits on boundaries between any two of sets Ai, i = 1, 2, 3, and completely
unbalanced limits on sets Ai, i = 1, 2, 3.
In this example we took all parameters γi < 1, i = 1, 2, 3, which means that we consider long-range
dependence along all three axes. We still have the scale transition effect if along one axis we have short-
range dependence. Let us consider the case 1/α < γ1 < γ2 < 1 < γ3, then the normalization quantities
z
(p)
γp,n, p = 1, 2, remain the same, while z
(3)
γ3,n ≡ 1. Therefore, we get Mn(τ, σ) = max{n
1−γ1 , nτ(1−γ2)},
and defining the sets
A4 =
{
(τ, σ) ∈ (0,∞)2 : τ < τ0,
}
, (77)
A5 =
{
(τ, σ) ∈ (0,∞)2 : τ > τ0,
}
,
we get K3(τ, σ) ≡ 0, K1(τ, σ) = 1 on the set A4 and K2(τ, σ) = 1 on the set A5. On the half-line (the
border between A4 and A5) τ = τ0, σ > 0 both functions K1 and K2 equal to 1.
Similarly, in the case 1/α < γ1 < γ3 < 1 < γ2 we should get the sets
A6 =
{
(τ, σ) ∈ (0,∞)2 : σ < σ0,
}
, (78)
A7 =
{
(τ, σ) ∈ (0,∞)2 : σ > σ0,
}
,
and K2(τ, σ) ≡ 0, K1(τ, σ) = 1 on the set A6 and K3(τ, σ) = 1 on the set A7.
4.2 Comparison of Example 4 with results from [11]
We can compare our Example 4 with the results from [11], and to this aim we formulate main results
from [11], using the notation, most close to our notation. In [11] a linear r.f.
Xk =
∑
i∈Z3
ck−iεi, k ∈ Z
3,
with a filter
ci =
g(i)
(
∑3
j=1 aj|ij |
γj/ν
+ )
ν
, i ∈ Z3, (79)
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is considered. Here εi, i ∈ Z
3 are i.i.d. random variables with mean zero and unit variance (this
would correspond to our case α = 2), |a|+ = max(|a|, 1), g(i), i ∈ Z
3, is bounded function and
lim|i|→∞ g(i) := g∞ ∈ (0.∞), aj > 0, j = 1, 2, 3, ν > 0, and parameters γj satisfy the following
condition
1 < Q :=
3∑
j=1
1
γj
< 2.
This condition guarantees that ∑
i∈Z3
|ci|
2 <∞ and
∑
i∈Z3
|ci| =∞,
i.e., r.f. is a stationary with finite variance and with long-range dependence. Let us note that
coefficients of the filter along axes decay at the same rates as in our Example 4, namely, if we denote
i(j) vector i with ik = 0 for k 6= j, then it is easy to see that ci(j) = O(|ij|
−γj
+ ). If it would be possible
to take the function g equal to zero at all points of Z3 except axes, then our Example 4 would follow
from the results in [11]. But this is not possible due to the requirement that the limits of g(t), as
|t| → ∞ must be the same and positive. As a matter of fact, in the proofs in [11] it is assumed
without loss of generality that g(t) ≡ 1. The values of the r.f. Xk are summed over rectangles as in
(7) with ni = n
qi , i = 1, 2, 3, but essential parameters are the ratios between qi, therefore, in order to
get the same notation as our one, we can set q1 = 1, q2 = τ, q3 = σ. With this notation the balance
conditions in [11] are expressed by means of τ0 = γ1/γ2 and σ0 = γ1/γ3, and in Fig 1 in [11] there is
given the partition of the quadrant {τ > 0, σ > 0} by means of balance conditions. This picture has
the same structure as our Fig 1, if we take all sets A1 − A7. But this is the only similarity between
results in [11] and our Example 4. The regions of parameters γi, the values of τ0 and σ0, and limit
r.f.’s in [11] and Example 4 are different. This can be explained by the fact that in [11] the filter of
a r.f. under consideration is ”three-dimensional” (in the sense that coefficients are non-zero over all
Z
3) while in our examples filters are ”one-dimensional” (non-zero only on axes or some lines). Such
simple filters allow to understand better the mechanism of scaling transition and motivated more
general definitions of scale transition comparing with original definition given in [8].
4.3 Example 5
In Example 2 (the case d = 2) we had shown, that long-range dependence connected with the
requirement that both exponents γi < 1, i = 1, 2, is not necessary condition for the scaling transition,
and the scale transition can be observed in the case of negative dependence. The same can be shown
in the case d = 3 and to do this one needs to make small change in the filter (65). Namely, we
take the same three sequences of positive numbers a
(j)
i , i ≥ 1, j = 1, 2, 3, but now we assume
max(1, 1/α) < γ1 < γ2 < γ3 < 1 + 1/α and we define c(0,0,0) = a
(0)
1 + a
(0)
2 + a
(0)
3 with some numbers
a
(0)
j in such a way that the following conditions∑
i≥0
ci = 0 (80)
and
∑∞
i=0 aj(i) = 0, j = 1, 2, 3, are satisfied. It is possible to show that in this case we get very
similar picture as in Example 4, but since the proofs are very similar to those used in Examples 2
and 4, we shall give only the final result.
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Now the point (τ1, σ1), which determines the scaling transition, will be
τ1 =
γ1 − 1
γ2 − 1
, σ1 =
γ1 − 1
γ3 − 1
, a1 =
γ2 − 1
γ3 − 1
and these quantities satisfy 0 < σ1 < τ1 < 1, a1 < 1. As in Example 4 we get three sets (see Figure
1b) in the first quadrant of the plane (τ, σ), in which we have different limit fields:
A˜1 =
{
(τ, σ) ∈ (0,∞)2 : τ > τ0, σ > σ0
}
, (81)
A˜2 =
{
(τ, σ) ∈ (0,∞)2 : τ < τ0, σ > aτ
}
,
A˜3 =
{
(τ, σ) ∈ (0,∞)2 : σ < σ0, σ < aτ
}
.
Thus, we get the picture of the scale transition which is in a sense inverse to the picture of Example
4, and the structure of limit r.f. in this case is very similar to (76).
4.4 Example 6
Considering the case d = 2 (Examples 1-3) we saw that filters with coefficients or on axes either on
diagonal give us one point of the scaling transition, while combining diagonal with axis we got two
points of the scaling transition. Therefore, in the case d = 3, in order to get more complicated picture
of the scaling transition, it is natural to consider the linear r.f. (63) with the following filter
ci =


a1(i1), if i1 ≥ 1, i2 = i3 = 0,
a2(i2), if i2 ≥ 1, i1 = i3 = 0,
a3(i3), if i3 ≥ 1, i2 = i1 = 0,
a4(i), if , i3 = i2 = i1 = i ≥ 1,
0, elsewhere.
(82)
where sequences ap(i), p = 1, 2, 3, are as in Example 4 and the fourth sequence is a4(0) = 0, a4(i) =
(1 + i)−γ4 , 1/α < γ4 < 1. If it was possible to compare Example 4 with results for linear r.f. with
filter (79), since coefficients of this filter have different decay rates along axes, it is easy to see that
coefficients of this filter on diagonal decay with the same rate as coefficients on the axis with the
slowest rate of decay, therefore Example 6 cannot be compared with results from [11]. For a moment
we do not relate the parameter γ4 with parameters γi, i = 1, 2, 3. Since the filter of this example is
obtained by combining filter from Examples 4 and adding coefficients on the diagonal, as in Example
3 ( in the case d = 2) it is easy to write the ch.f. for A−1
n
∑d
l=1 xlSn(t
(l)) and to get formulae analogous
to (66), (67). Thus we need to investigate the quantity In := A
−α
n
Jn, where
Jn = n1n2n3
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
f (4)
n
(u)du1du2du3, (83)
and
f (5)
n
(u) =
∣∣∣∣∣
d∑
l=1
xl
(
3∑
p=1
Bp(n,u, l)Ut(l)p ,γp(⌊npup⌋, np) +
3∏
j=1
1
{0≤⌊njuj⌋≤⌊njt
(l)
j ⌋}
Zt(l),γ4(⌊nu⌋,n)
)∣∣∣∣∣
α
, (84)
Zt(l),γ4(i,n) :=
min
(
⌊njt
(l)
j ⌋−ij ,j=1,2,3,
)∑
k=max(0,−i1,−i2,−i3)
a4(k). (85)
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The expression of f
(4)
n (u) is similar to that given in (67) (differs by one additional term), quantities,
present in (84) are defined in (68), (69). As in examples above, we set n1 = n, n2 = n
τ , n3 = n
σ and
1/α < γ1 < γ2 < γ3 < 1. Now we must find the right normalization for four terms present in (84),
but for three terms with U
t
(l)
p ,γp
(⌊npup⌋, np) normalization is obtained in Example 4 and is given by
quantities z
(p)
γp,n (see (70)) and by sets Ai, i = 1, 2, 3, (see (72)). Namely, from Example 4 we have that
for (τ, σ) ∈ Ap the normalization for the first three terms in (84) is z
(p)
γp,n = n
sp , p = 1, 2, 3, where
s1 = 1− γ1, s2 = τ(1 − γ2), s3 = σ(1− γ3). (86)
Now let us consider normalization for the fourth term in (84). It is easy to see that the normalization
for Zt(l),γ4(i,n) depends on the relations between parameters τ and σ, since for the investigation of
the growth of this sum we must compare quantities ni, i = 1, 2, 3. We shall skip the procedure of
this comparison and provide the final result. As in Example 4, the growth of the sum in (85) is
different on three sets of the possible values of (τ, σ), and the division of the area of possible values of
parameters (τ, σ) ∈ (0,∞)2 into three sets (see Figure 1c), is by the point (τ1, σ1), with τ1 = σ1 = 1:
A4,1 = {(τ, σ) ∈ (0,∞)
2 : τ > 1, σ > 1}, (87)
A4,2 = {(τ, σ) ∈ (0,∞)
2 : σ > τ, τ < 1},
A4,3 = {(τ, σ) ∈ (0,∞)
2 : σ < τ, σ < 1}.
Normalization for (the growth of) Zt(l),γ4(i,n), according to our assumption, is a function of n, and
on the set A4,i, is z
(4,i)
γ4,n = n
s4,i , i = 1, 2, 3, where
s4,1 = 1− γ4, s4,2 = τ(1− γ4), s4,3 = σ(1− γ4). (88)
It is clear that, in order to find normalization for the function (84), we must find M(n; τ, σ) =
max{z
(p)
γp,n, p = 1, 2, 3, z
(4,i)
γ4,n , i = 1, 2, 3, }. For this aim we consider the intersections of sets Ap and
A4,j , with all possible combinations of 1 ≤ p, j ≤ 3. Since the point (τ0, σ0) is defined by parameters
γi (and we fixed the relation 1/α < γ1 < γ2 < γ3 < 1) and (τ1, σ1) is independent of all γi, we have
seven sets (two intersections A2 ∩A4,2, A3 ∩A4,3 are empty, since τ0 > τ1 = 1, σ0 > σ1 = 1):
B1 = A2 ∩ A4,1, B2 = A3 ∩A4,1, B3 = A3 ∩A4,2, B4 = A1 ∩ A4,2
B5 = A1 ∩ A4,1, B6 = A1 ∩A4,3, B7 = A2 ∩ A4,3
Now in each set Bi we must compare only two exponents - if Bi = Ap ∩ A4,j, we must compare sp
and s4,j . Till now the choice of the parameter γ4 was arbitrary in the interval (1/α, 1), in which all
three γi, i = 1, 2, 3, are located. It turns out that the position, where γ4 is located, is important. Let
us consider the case 1/α < γ1 < γ2 < γ3 < γ4 < 1, i.e., the sequence on the diagonal is decreasing
most rapidly. Then easy calculations show that in this case in all sets Bi the prevailing (i.e., bigger)
exponents are sj : in the sets B4, B5, B6 the prevailing is s1, in B1, B7 - s2 and in B2 and B3 the
exponent s3 is bigger than s4,1 and s4,2, respectively. Since A1 = B4 ∪ B5 ∪ B6, A2 = B1 ∪ B7 and
A3 = B2 ∪ B3, we see that the scaling transition in this case, where the sequence on the diagonal,
comparing with sequences on axes, is decreasing most rapidly, is completely determined by the sets
Ai, i = 1, 2, 3, and the filter coefficients on axes.
As some surprise for us it was the fact that the same picture of scaling transition, i.e., defined
by sets Ai and exponents si i = 1, 2, 3, we get also in two cases 1/α < γ1 < γ2 < γ4 < γ3 < 1
and 1/α < γ1 < γ4 < γ2 < γ3 < 1. This is obtained in the same way - comparing exponents of
normalizing constants on each of the sets Bi, 1 ≤ i ≤ 7.
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Let us consider the last case, where the sequence on the diagonal is decreasing most slowly, i.e.,
1/α < γ4 < γ1 < γ2 < γ3 < 1. This case gives us the picture, which we are looking for: the
scaling transition is defined by all sets Ai and A4,i, i = 1, 2, 3 and even some sets Bj are divided
by new lines. We provide the complete analysis of this case. We recall that we had introduced
notations τ0 = (1 − γ1)/(1 − γ2), σ0 = (1 − γ1)/(1 − γ3), τ1 = σ1 = 1, additionally we denote
τ2 = (1− γ4)/(1− γ2), τ3 = (1 − γ1)/(1 − γ4), σ2 = (1 − γ4)/(1 − γ3). We shall use without special
mentioning the inequalities
1−
1
α
> 1− γ4 > 1− γ1 > 1− γ2 > 1− γ3 > 0.
Let us consider the set B1. We must compare τ(1− γ2) and 1− γ4. In the set B1 we have τ > τ0 > 1
and since 1− γ4 > 1− γ1, therefore, for τ0 < τ < τ2, we get that 1 − γ4 > τ(1− γ2), while if τ > τ2,
then 1 − γ4 < τ(1 − γ2). Thus, we get that the set B1 is divided into two parts by the vertical line
going through the point (τ2, 0).
In the set B2 we must compare σ(1 − γ3) and 1 − γ4. In this set we have σ > σ0 > 1 and, again
using 1 − γ4 > 1 − γ1, we get that 1 − γ4 > σ(1 − γ3), for σ0 < τ < σ2, while if σ > σ2, then
1 − γ4 < σ(1 − γ3). We get that the set B2 is divided into two parts by the horizontal line going
through the point (0, σ2).
In the set B3 we must compare σ(1−γ3) and τ(1−γ4). In this set we have σ > τ(1−γ2)/(1−γ3)
and since 1− γ4 > 1− γ2 we get that τ(1− γ4) > σ(1− γ3), for τ(1− γ2)/(1− γ3) < σ < σ2τ , while
if σ > σ2τ , then τ(1 − γ4) < σ(1 − γ3). We get that the set B3 is divided into two parts by the line
σ = σ2τ).
In the set B4 we must compare 1 − γ1 and τ(1 − γ4). It is easy to see that if τ3 < τ < 1, then
τ(1 − γ4) > 1 − γ1, while for τ3 > τ the opposite inequality holds, this means that the set B4 is
divided into two parts by the vertical line going through the point (τ3, 0). Also from our assumption
easily follows that in the set B5 we have 1− γ4 > 1− γ1
In the set B6 we must compare σ(1 − γ4) and 1 − γ1. It is not difficult to verify that this set is
divided into two parts by the horizontal line going through the point (0, σ3), namely, if σ3 < σ < 1
then σ(1− γ4) > 1− γ1, while if σ3 > σ then σ(1− γ4) < 1− γ1.
Finally, in the set B7, comparing σ(1− γ4) and τ(1− γ2), we get that this set is divided into two
parts by the line σ = ττ−12 , and if ττ
−1
2 < σ < 1 then σ(1 − γ4) > τ(1 − γ2), while if ττ
−1
2 > σ then
σ(1− γ4) < τ(1− γ2).
Collecting all these facts we have the following picture (see Figure 2). Let us denote the points
A = (τ3, σ3), B = (τ3, σ0), C = (τ1, σ2), D = (τ2, σ2), E = (τ2, σ0), F = (τ0, σ3), G = (τ0, σ0), H =
(0, σ0), K = (τ0, 0), O = (0, 0), then inside the set ABCDEF sets A4,j and exponents s4,j are
dominating: s4,1 is dominating in GCDE, s4,2 is dominating in ABCG and s4,3 is dominating in
AGEF . Outside of the set ABCDEF sets Aj and exponents sj are dominating: to the top of the
broken line HBCD the exponent s3 is the biggest, to the right from the broken line DEFK the
exponent s2 is dominating and in the set HBAFKO s1 is the biggest.
After this analysis we have the normalizing sequence An = n
(1+τ+σ)/αM(n; τ, σ). Then the final
step - finding the limit distributions - is carried in the same way as in Example 4, introducing
normalization for each term in (84) and functions of type (71). We shall get that inside each set in
Figure 2 only one function Kp will be equal to 1, while on lines which serve as border lines we shall
have two functions equal to one, while at points A,B,C,D,E, F,G we shall have three functions
equal to 1, since at each of these points three sets with different prevailing exponents meet.
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4.5 Example 7
In the case d = 3 we consider sums (64) indexed with three-dimensional indices n = (n1, n2, n3).
Clearly, we have the same first possibility as in the case d = 2, namely to consider limit theorems
assuming only n→∞ (we recall that this means that min(ni, i = 1, 2, 3, )→∞) , but for the second
possibility we have more freedom. In Examples 4-6 we assumed that n2 and n3 are functions of n1,
more precisely, n2 = n
τ
1, n3 = n
σ
1 . But in the relation min(ni, i = 1, 2, 3, )→∞ we may assume that
(n1, n2) → ∞ and n3 = f(n1, n2) with some function f : Z
2
+ → Z+ such that f(n1, n2) → ∞), as
(n1, n2)→∞. One can hope that for some linear fields and some functions f we can have the scaling
transition. The most natural functions to begin with are [(n1n2)
τ ], [nτ1n
σ
2 ], [n
τ
1 ]+ [n
σ
2 ], where τ and σ
are positive numbers. We shall take the simple function f(n1, n2) = [n
τ
1n
σ
2 ] and we shall look for a filter
of a linear field to get the scaling transition. Since we know that in the case where filter coefficients
are expressed as factors of two sequences (ci,j = aibj in the case d = 2) there is no scale transition, we
can try the following filter. We choose three sequences ai(j) = (1 + j)
γi , j ≥ 1, ai(0) = 0, i = 1, 2, 3,
and define
ci =


a1(i1)a2(i2), if i3 = 0,
a3(i3), if i1 = i2 = 0, i3 ≥ 1,
0, elsewhere.
(89)
This can be written as
ci = a1(i1)a2(i2)1i3=0 + a3(i3)1i1=i2=0,
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Again we can start from formulae (8)-(10). Taking into account the expression of the filter (89) after
some transformations we can obtain
f (6)
n
(
u, t(j)
)
=
∑
k∈Zd
ck1[(−⌊nu⌋)∨0≤k≤nt(j)−⌊nu⌋] (90)
=
∞∑
i1,i2=0
a1(i1)a2(i2)1[(−⌊nquq⌋)∨0≤kq≤nqt(j)q −⌊nquq⌋,q=1,2]1[−⌊n3u3⌋≤0≤n3t(j)3 −⌊n3u3⌋]
+
∞∑
i3=1
a3(i3)1[(−⌊nquq⌋)≤0≤nqt(j)q −⌊nquq⌋,q=1,2]1[−n3u3∨0≤0≤n3t(j)3 −n3u3+n3]
Since the first double sum can be written as product of two sums and the second sum is the same as
considered in previous examples, using the notation (69), we can write
f (6)
n
(
u, t(j)
)
= U
t
(j)
1 ,γ1
(⌊n1u1⌋, n1)Ut(j)2 ,γ2
(⌊n2u2⌋, n2)1[0≤⌊n3u3⌋≤n3t(j)3 ]
(91)
+ U
t
(j)
3 ,γ3
(⌊n3u3⌋, n3)1[0≤⌊niui⌋≤nit(j)i , i=1,2]
From Proposition 3 we know that the right normalization for the first term is zγ1,n1zγ2,n2, while
zγ3,n3 is normalization sequence for the second term. Therefore, we must investigate the quantity
Mn =Mn(γi, γ2, γ3) = max(zγ1,n1zγ2,n2, zγ3,n3), (92)
and this quantity depends on parameters γi, i = 1, 2, 3, and the relation between coordinates of the
vector n. We assume that 1/α < γ3 < γ1 < γ2 < 1 and n3 = ⌊n
τ
1n
σ
2⌋, where τ, σ > 0. Thus we must
investigate the quantity
Mn1,n2 := max
(
n1−γ11 n
1−γ2
2 , n
τ(1−γ3)
1 n
σ(1−γ3)
2
)
. (93)
Let us define
τ0 =
1− γ1
1− γ3
, σ0 =
1− γ2
1− γ3
, 0 < σ0 < τ0 < 1, (94)
and four sets A¯j , 1 ≤ j ≤ 4 in the first quadrant of the (τ, σ) plane:
A¯1 = {τ ≥ τ0, σ ≥ σ0}, A¯2 = {0 < τ ≤ τ0, 0 < σ ≤ σ0},
A¯3 = {0 < τ < τ0, σ > σ0}, A¯4 = {τ > τ0, 0 < σ < σ0}.
It is easy to see that in the sets A¯1 and A¯2 one term from two terms in (93) is prevailing and we have
Mn1,n2 =
{
n
τ(1−γ1)
1 n
σ(1−γ2)
2 , if (τ, σ) ∈ A¯1,
n1−γ11 n
1−γ2
2 , if (τ, σ) ∈ A¯2.
(95)
In the sets A¯3 and A¯4 the situation is different and the maximum in (93) depends on the way how
(n1, n2) → ∞. We assume that n1 = n, n2 = ⌊n
ρ⌋, n3 = ⌊n
τ+ρσ⌋ and let us consider (τ, σ) ∈ A¯3.
Then we must find the quantity
Mn := max
(
n1−γ1+ρ(1−γ2), nτ(1−γ3)+σ(1−γ3)
)
. (96)
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If we denote
ρ0 =
τ0 − τ
σ − σ0
, (97)
then it is easy to get that for (τ, σ) ∈ A¯3
Mn =
{
n1−γ1+ρ(1−γ2), if 0 < ρ < ρ0,
n(τ+ρσ)(1−γ3), if ρ > ρ0.
(98)
Considering (τ, σ) ∈ A¯4, assuming the same assumption n1 = n, n2 = ⌊n
ρ⌋, n3 = ⌊n
τ+ρσ⌋, and using
the same notation (97) (note that in both sets A¯3 and A¯4 0 < ρ0 <∞) we get
Mn =
{
n(τ+ρσ)(1−γ3), if 0 < ρ < ρ0,
n1−γ1+ρ(1−γ2), if ρ > ρ0.
(99)
Thus, we got quite complicated behavior of the quantity (92). Assuming that n3 = n
τ
1n
σ
2 , we got four
sets of parameters τ, σ, and in sets A¯1 and A¯2 the growth of coordinates n1 and n2 can be arbitrary and
the quantity (92), which in this case becomes Mn1,n2, is given in (95). In sets A¯3 and A¯4 the growth
of coordinates n1 and n2 cannot be arbitrary and we must assume n1 = n, n2 = n
ρ, n3 = n
τ+ρσ,
introducing new parameter ρ. Then in each set A¯3 and A¯4 we got ”boundary”value ρ0, the quantity
(92) becomes Mn and is given in (98) and (99). Having the expressions of the quantity (92) and
remembering that An = (n1n2n3)
1/αMn (see (8)) we can write down the normalization sequence An.
Here it is appropriate to note that the value ρ0 = ρ0(τ, σ) is a function of τ, σ and its behavior on the
sets A¯3 and A¯4 has the following properties. Let us take A¯3, then limτ→τ0 ρ0(τ, σ) = 0 for any fixed
σ and limσ→σ0 ρ0(τ, σ) =∞ for any fixed τ , similar relations can be written for A¯4.
To complete the analysis of this example it would be necessary to find the limit distribution,
which is quite complicated, but it is obtained in a standard way, therefore we mention the main step
in finding the limit distribution. We can rewrite (91) as follows
M−1
n
fn
(
u, t(j)
)
=
zγ1,n1zγ2,n2
Mn
U
t
(j)
1 ,γ1
(⌊n1u1⌋, n1)Ut(j)2 ,γ2
(⌊n2u2⌋, n2)
zγ1,n1zγ2,n2
1
[0≤⌊n3u3⌋≤n3t
(j)
3 ]
(100)
+
zγ3,n3
Mn
U
t
(j)
3 ,γ3
(⌊n3u3⌋, n3)
zγ3,n3
1
[0≤⌊niui⌋≤nit
(j)
i , i=1,2]
Having this expression we apply Proposition 3, find limits of ratios
zγ1,n1zγ2,n2
Mn
,
zγ3,n3
Mn
in sets A¯i, 1 ≤ i ≤ 4, using expression ofMn and our assumptions about relations between coordinates
of n.
At the end of this example let us note that we had considered only one possible variant 1/α <
γ3 < γ1 < γ2 < 1. Clearly, it is possible to consider different location of parameters γi, and some
variants will exhibit the scaling transition, while others will not. For example, changing only the
location of γ3 with respect to γi, i = 1, 2, we shall change only the location of the point (τ0, σ0),
namely, in the cases 1/α < γ1 < γ3 < γ2 < 1 and 1/α < γ1 < γ2 < γ3 < 1 we get 0 < σ0 < 1 < τ0 and
1 < σ0 < τ0, respectively. In the case γi > 1, i = 1, 2, 1/α < γ3 < 1 and
∑∞
i=0 aj(i) 6= 0, j = 1, 2, we
have Mn = zγ3,n3, An = (n1n2)
1/αn
1/α+1−γ3
3 and there is no scaling transition. Using the terminology
of [6], one can say that in this case the r.f. under the consideration has zero memory in directions by
the first two axis (horizontal plane) and positive memory in the vertical direction.
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5 Dependence structure of r.f. in the above examples
The dependence structure of a linear r.f. is completely determined by the filter of the r.f. under
consideration. Since the filters in the above presented examples are quite specific, the dependence
structure in these examples is also specific, and it can give some additional insight into phenomenon
of the scaling transition. It is easy to see that in Example 1 Xk,l and Xm,n are independent if
k−m > 0, l−n > 0 or k−m < 0, l−n < 0, in other cases these two values of the r.f. are dependent.
Therefore, calculating covariances (in the case α = 2) or spectral covariances (α < 2; see [1], where
this quantity and other measures of dependence for r.f. are calculated) of this r.f. we shall get that
big part of these quantities will be zero. Let us take α = 2 in Proposition 5 and let us consider the
covariances ρ(n,m) := EX0,0Xn,m, (n,m) ∈ Z
2. It is easy to calculate that, as |n|, |m| → ∞,
ρ(n, 0) ∼ C|n|1−2γ1 , as |n| → ∞, ρ(0, m) ∼ C|m|1−2γ2 , as |m| → ∞, (101)
ρ(n,m) = a1(|n|)a2(m) if n < 0, m > 0,
ρ(n,m) = a1(n)a2(|m|) if n > 0, m < 0,
and ρ(n,m) = ρ(−n,−m) = 0 if n > 0, m > 0. Here and in what follows C stands for the constants,
not the same at different places, which may be dependent on parameters γi, i = 1, 2. Since in this
example 1/2 < γi < 1, we have the following relations∑
(n,m)∈Z2
ρ(n,m) =∞,
∑
m∈Z
ρ(0, m) =∞,
∑
n∈Z
ρ(n, 0) =∞. (102)
Usually for general stationary random fields with mean zero and finite variance, using the same
notation ρ(n,m) for covariances the relation
∑
(n,m)∈Z2 |ρ(n,m)| = ∞ is taken as definition of long-
range dependence for the random field under consideration, while the relation
∑
(n,m)∈Z2 |ρ(n,m)| <∞
serves as definition of short-range dependence. Remembering definition of directional memory for r.f.
in [6], it is possible to define long-range and short-range directional dependencies. We say that a
stationary r.f. {Xk,l, (k, l) ∈ Z
2} is long-range or short-range dependent in the horizontal direction,
if for each fixed m ∈ Z, the series
∑
n∈Z |ρ(n,m)| is divergent or convergent, respectively. Similarly
we define directional dependence in the vertical direction. More generally, we can define both sorts of
dependence for any direction, defined by means of rational numbers. Let q = k/l be a fixed rational
number (positive or negative) which defines a direction by means of the line y = qx, x ∈ R. For fixed
a, b ∈ Z, let us denote by L(q, a, b) the set {(lm+ b, km+ a) : m ∈ Z} ⊂ Z2 (integers a, b are needed
to include horizontal and vertical lines).
Definition 9. We say that a mean zero stationary r.f. {Xk,l, (k, l) ∈ Z
2} with finite variance is
long-range or short-range dependent in direction, defined by a rational number q, if for any fixed
a, b ∈ Z the series ∑
(n,m)∈L(q,a,b)
|ρ(n,m)|
is divergent or convergent, respectively. We say that this r.f. is long-range or short-range dependent
if the series ∑
(n,m)∈Z2
|ρ(n,m)|
is divergent or convergent, respectively.
32
Let us note that in [7] (see Remark 6.1 therein) vertical and horizontal long-range dependence
was defined. Also it is necessary to note that sometimes in the definition of short-range dependence
additionally it is required that the sum of covariances is not zero. If the sum of covariances is zero,
then we say that we have negative dependence. In our definition negative dependence is part of
short-range dependence.
Using these definitions we can say that (102) means that the random field from Proposition 5 is
long-range dependent and is long-range dependent in both -vertical and horizontal - directions, but is
short-range dependent in any other direction. Here it is necessary to note that it is easy to produce
examples of a linear r.f. which has long-range dependence, but is short-range dependent in one or
even in both directions along axis, one such example will be r.f. from Example 3. Since in the case
α = 2 the variance of a sum Sn,m is expressed via covariances, analyzing the normalization constant
An,m it is easy to see that its growth depends on the way how n,m tend to infinity.
Dependence structure of r.f. in Examples 2 and 3 is more complicated. Let as take a r.f. from
Example 3, which has two points of scaling transition. Using the expression of the filter (45) we have
Xk,l =
∞∑
i=1
aiεk−i,l +
∞∑
j=1
cjεk−j,l−j.
Therefore, it is easy to see that the random variable
X0,0 =
∞∑
i=1
aiε−i,0 +
∞∑
j=1
cjε−j,−j
is independent only with variables Xk,l if k > l > 0 or k < l < 0. For other combinations of indices
k, l it is not difficult to get the following relations for covariances:
ρ(0, l) = a|l|c|l| = (1 + |l|)
−γ1−γ2 , ρ(k, 0) =
∞∑
i=1
aia|k|+i ∼ C|k|
1−2γ1 , ρ(k, k) =
∞∑
i=1
cic|k|+i ∼ C|k|
1−2γ2 .
Since γ1 + γ2 > 1, −1, 1− 2γi < 0, i = 1, 2, we have∑
(n,m)∈Z2
ρ(n,m) =∞,
∑
k∈Z
ρ(k, 0) =∞,
∑
k∈Z
ρ(k, k) =∞,
∑
l∈Z
ρ(0, l) <∞. (103)
These relations show that we have the example of a r.f. which we had mentioned above: it is long-
range dependent but in vertical direction it is short-range dependent. In this example we have two
directions - horizontal and diagonal -with long-range dependence. Analysis of normalizing constants
An,m shows more complicated behavior comparing with An,m in Example 1.
Quite different situation is with Example 2. Since requiring the condition (40) we assume that∑∞
i1=0
∑∞
i2=0
|ci1,i2 | <∞, it is not difficult to see that such linear random field is short-range dependent
and, therefore, is short-range dependent in any direction. But it is easy to note that in this example
we have the following relation: ∑
(n,m)∈Z2
ρ(n,m) = 0. (104)
Moreover, this relation is valid not only for our Example 2, but for general linear random field
satisfying the condition (40). Namely, if a linear random field with absolutely summable filter
{ci,j, (i, j) ∈ Z
2
+} satisfies (40), the for such random field relation (104) holds. The proof of this
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statement becomes very simple if we take filter defined on all Z2, then the proof follows from equali-
ties ∑
(n,m)∈Z2
ρ(n,m) =
∑
(n,m)∈Z2
∑
(i,j)∈Z2
ci,jci+n,j+m =
∑
(i,j)∈Z2
c2i,j +
∑
(i,j)∈Z2
ci,j
∑
(n,m)∈Z2,(n,m)6=(0,0)
ci,jci+n,j+m =

 ∑
(i,j)∈Z2
ci,j


2
.
Returning to the dependence structure in the Example 2 it is interesting to note, that despite of the
relation (104), sum of covariances over any line going trough the origin is positive. For example,
denoting A =
∑∞
i=1 ai, B =
∑∞
i=1 bi and recalling that c0,0 = a0 + b0 = −(A +B), we easily get
∑
n∈Z
ρ(n, 0) = c20,0 + 2c0,0A+
∞∑
i=1
a2i + 2
∞∑
i=1
ai
∞∑
n=1
ai+n
= c20,0 + 2c0,0A+ (
∞∑
i=1
ai)
2 = (c0,0 + A)
2 > 0
In a similar way we can prove that
∑
(m)∈Z ρ(0, m) = (c0,0 + B)
2 > 0 and the sums
∑
(n)∈Z ρ(n,−n)
and
∑
(n)∈Z ρ(−n, n) are also positive. That all these sums are positive can be explained by fact that
in all these sums there is a big positive member ρ0,0 =
∑
(i,j)∈Z2+
c2i,j. Most probably (but we did
not verify) the same fact holds not only for our Example 2, but in the case of general filter if for all
(i, j) 6= (0, 0) ci,j ≥ 0 and c0,0 = −
∑
(i,j)6=(0,0) ci,j .
Now let us look at the dependence structure in the same examples in the case α < 2. Note that
the notions of long and short-range dependencies in the literature were used mainly for stationary
r.f. with finite variance. This is due to the fact that our knowledge about dependence for stable r.f.
is quite limited. For long time there were only some results concerning dependence for stable r.f.,
see [10], chapter 8.7, where codifference was calculated for some Takenaka r.f. defined on Rd. But
the dependence was measured in the following way: at first r.f. was projected to a line, then for
the obtained stable process on a line codifference, as a measure of dependence, was calculated. Even
for linear stable r.f. usual codifference (i.e., dependence between values of a r.f. at two points) was
not investigated (reasons for that are explained in [1]). It turned out that the so-called α-spectral
covariance, introduced in [1], can serve as a measure of dependence and is quite successful substitute
for the usual covariance in defining long-range and short-range dependencies. For definition of α-
spectral covariance we refer to [1], here we recall only that for a linear r.f. (7) α-spectral covariance
is given by formula
ρα(n,m) := ρα(X0,0, Xn,m) =
∞∑
i=0
∞∑
j=0
c
〈α/2〉
i,j c
〈α/2〉
i+n,j+m, n > 0, m > 0, (105)
where x〈a〉 = |x|a sign(x). Therefore, we suggest to classify random fields (7) in the same way as
we classified r.f. with finite variance. Namely, we say that a r.f. (7) is long-range or short-range
dependent (with respect to α-spectral covariance) in direction, defined by a rational number q, if for
any fixed a, b ∈ Z the series ∑
(n,m)∈L(q,a,b)
|ρα(n,m)|
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is divergent or convergent, respectively. We say that this r.f. is long-range or short-range dependent
(with respect to α-spectral covariance), if the series∑
(n,m)∈Z2
|ρα(n,m)|
is divergent or convergent, respectively. It is easy to see that this classification can be applied to r.f.
indexed by Zd, d ≥ 2 and to any stationary r.f. for which we can define α-spectral covariance.
Having expression (105), it is not difficult to verify, that the dependence structure in the examples
of Section 3 (except Example 2, since we do not know if some analogue of (104) holds for α-spectral
covariance) in the case α < 2 remains the same as in the case α = 2. For example, taking the filter
(29) from Example 1 and substituting this expression into (105), it is not difficult to get the following
relations
ρα(0, m) =
∞∑
i=1
a
α/2
2 (i)a
α/2
2 (m+ i) ∼ Cm
1−2β2 , ρα(n, 0) =
∞∑
i=1
a
α/2
1 (i)a
α/2
1 (n+ i) ∼ Cn
1−2β1 ,
where βi := αγi/2. Since 1/2 < βi < α/2 < 1, we have∑
(n,m)∈Z2
ρα(n,m) =∞,
∑
m∈Z
ρα(0, m) =∞,
∑
n∈Z
ρα(n, 0) =∞,
that is, exactly the same relations as in (102), only with ρα(n,m) instead of ρ(n,m).
Till now we had considered the dependence structure in examples of r.f. in the case d = 2.
Long-range and short-range dependence of stationary r.f. in the case d = 3 can be defined in the
same way as in the case d = 2, but passing to the case d = 3 we have more possibilities - we can
sum covariances over points on lines or planes. For example, considering Example 4 and denoting
ρ(n1, n2, n3) := EX0,0,0Xn1,n2,n3 , (n1, n2, n3) ∈ Z
3 and taking 1/2 < γ1 < γ2 < γ3 < 1, it is easy to see
that non-zero covariances are on axes:
ρ(n1, 0, 0) ∼ C|n1|
1−2γ1 , ρ(0, n2, 0) ∼ C|n2|
1−2γ2 , ρ(0, 0, n3) ∼ C|n3|
1−2γ3 .
Thus, this r.f. is long-range dependent along each axis, but is short-range dependent along any line,
going through origin and not coinciding with any of axes. Also it is easy to see that∑
(n1,n2)∈Z2
ρ(n1, n2, 0) =∞,
∑
(n1,n3)∈Z2
ρ(n1, 0, n3) =∞,
∑
(0,n2,n3)∈Z2
ρ(0, n2, n3) =∞,
but if we take the sum of covariances over plane, not containing any axis, we get the finite value.
In Example 5 (the case α = 2) we have r.f. with negative and short-range dependence (condition
(80)), therefore short-range dependence will be over any direction or plane. But there are specific
relations for sums of covariances over the coordinate axes or coordinate planes. Let us denote
V1 =
∑
n1∈Z
ρ(n1, 0, 0), V2 =
∑
n2∈Z
ρ(0, n2, 0), V3 =
∑
n3∈Z
ρ(0, 0, n3),
U3 =
∑
(n1,n2)∈Z2
ρ(n1, n2, 0), U2 =
∑
(n1,n3)∈Z2
ρ(n1, 0, n3), U1 =
∑
(0,n2,n3)∈Z2
ρ(0, n2, n3),
Aj =
∞∑
i=1
aj(i), Bj =
∞∑
i=1
a2j (i), j = 1, 2, 3, ρ0 = ρ(0, 0, 0), c¯0 = c(0,0,0).
We have the following result.
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Proposition 10. In Example 5 in the case of finite variance we have the following relations:∑
(n1,n2,n3)∈Z3
ρ(n1, n2, n3) = 0 (106)
Vk =
(
3∑
j=1,j 6=k
Aj
)2
+
(
3∑
j=1,j 6=k
Bj
)
> 0, k = 1, 2, 3, (107)
Uk = A
2
k +Bk > 0, (108)
i.e., all sums of covariances over the coordinate axes or coordinate planes are positive and only sum
of covariances over Z3 is equal to zero.
Proof of Proposition 10. We prove (107) for k = 1, since other two relations can be proved in the
same way. We have
ρ(n1, 0, 0) = c¯0c(n1,0,0) +
∞∑
i=1
a1(i)c(i+n1,0,0)
and
V1 =
∑
n1∈Z
ρ(n1, 0, 0) = ρ0 +
(
−1∑
ni=−∞
+
∞∑
n1=1
)
ρ(n1, 0, 0).
From definition of covariance we have ρ0 = c¯
2
0 +B1 +B2 +B3 and easy calculations give us(
−1∑
ni=−∞
+
∞∑
n1=1
)
ρ(n1, 0, 0) = 2
(
c¯0A1 +
∞∑
i=1
∞∑
m=1
a1(i)a1(i+m)
)
.
Therefore, we have
V1 = c¯
2
0 + 2c¯0A1 +
∞∑
i=1
a21(i) + 2
∞∑
i=1
∞∑
m=1
a1(i)a1(i+m) +B2 +B3
= (c¯0 + A1)
2 +B2 +B3.
Taking into account the relation c¯0 = −(A1 + A2 + A3) we get (107) with k = 1.
Now we prove (108) with k = 3 (the proof for k = 1, 2 is similar). Let us note that ρ(n1, n2, 0) = 0,
if n1n2 > 0 and ρ(n1, n2, 0) = a1(|n1|)a2(|n2|), if n1n2 < 0. Therefore, we can write
U3 = V1 + V2 − ρ0 +
(
−1∑
n1=−∞
∞∑
n2=1
+
∞∑
n1=1
−1∑
n2=−∞
)
ρ(n1, n2, 0).
It is easy to see that (
−1∑
n1=−∞
∞∑
n2=1
+
∞∑
n1=1
−1∑
n2=−∞
)
ρ(n1, n2, 0) = A1A2,
therefore, using expressions (107) for V1, V2 and the relation ρ0 = c¯
2
0 +B1 +B2 +B3 we get
U3 = (A2 + A3)
2 + (A1 + A3)
2 +B1 +B2 + 2B3 − c¯
2
0 − (B1 +B2 +B3) + 2A1A2.
From this relation we easily get (108) with k = 3.
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Although we had proved (106) earlier, writing the identity∑
(n1,n2,n3)∈Z3
ρ(n1, n2, n3) = U1 + U2 + U3 − V1 − V2 − V3 + ρ0
and using (107) and (108), we can verify (106). ✷
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