In this paper, we suggest an effective technique based on time-change for dealing with a large class of backward stochastic differential equations (BSDEs for short) defined in general space whose drivers have stochastic Lipschtz coefficients. By studying the deep properties of random time change combined with stochastic integral and measure theory, we show the relation between the BSDEs with stochastic Lipschtz coefficients and the ones with deterministic Lipschtz coefficients and stopping terminal time, so they are possible to be exchanged with each other from one type to another. In other words, the stochastic Lipschtz condition is not essential in the context of BSDEs with random terminal time. Next, we derive various results by applying our technique to some types of BSDEs such as Brownian motion BSDE or Markov chain BSDE.
Introduction
Since their first introduction by Bismut [6] in the linear case and the nonlinear extension by Pardoux and Peng [36] , Backward stochastic differential equations (BSDEs for short) have been developed rapidly with various types of generalizations in the last decades.
BSDEs are closely connected to finance, optimal control and partial differential equation etc.( [24, 41, 37, 48] ).
Most of BSDEs are concerned with the case of constant time horizon and the uniformly Lipschtz conditions on driver. In many environments, the Lipschtz condition is too restrictive to be assumed, so much effort have been devoted to relax it ( [10, 12, 26, 29] ).
In this context, El Karoui and Huang [23] studied the BSDEs with stochastic Lipschtz coefficients driven by a general càdlàg martingale and those were developed under weaker conditions in [13] . For the Brownian motion BSDEs, there are some papers going in this direction( [2, 8, 5, 46, 40] ). Particularly, in [2] , Section 3, the existence of the measure solution was stated by the way of examining the weak convergence of a sequence of measures which were constructed using the martingale representation and the Girsanov change of measure. Also, the reflected backward stochastic differential equations or backward doubly stochastic differential equations (BDSDEs) with stochastic Lipschtz coefficients were studied in [25, 28, 31, 33, 34, 47] .
Recently, the inclusive and generalized BSDEs with jumps were studied in the context of stochastic Lipschtz condition in [35] .
Although the details are slightly different, the most techniques for the BSDEs with stochastic Lipschtz conditions are similar to the procedure of BSDEs with Lipschtz conditions.
That is, the techniques consist of using martingale representation theorem, obtaining a priori estimates and finally using the fixed-point arguments.
Other technique was also used in [18] , where the Lipschtz approximation to the driver was introduced, some estimates were obtained for the convergence of approximation sequence and finally it was shown that the limit of this sequence is a unique solution.
In this paper, we approach the problem differently by indirect method. The technique is based on time change represented by stochastic Lipschtz coefficients. This time change converts the BSDEs with stochastic Lipschtz condition to the ones with uniformly Lipschtz condition and stopping terminal time on another stochastic basis and these two BSDEs are equivalent in some sense. So, if we know the results of BSDEs with random terminal time and uniformly Lipschtz coefficients, then the results are easily extended to the ones with stochastic Lipschtz coefficients through our framework. In other words, the stochastic Lipschtz condition is not a problem in a setting of BSDEs with random terminal time.
We briefly mention that the opposite argument also holds, that is, the randomness of terminal time do not play an essential role under the stochastic Lipschtz condition. During our discussion, if the integrator of the driver is a general continuous increasing process, it is converted to the typically well-known one, that is, the Lebesgue measure by time change.
Consequently, if we study only the BSDEs to stopping time with standard conditions -the driver satisfies the uniformly Lipschtz continuity, the integrator of the driver is Lebesgue measure, then the research on BSDEs with general conditions -the driver satisfies the stochastic Lipschtz condition, the integrator of the driver is a continuous increasing process is just a corollary of that.
And we apply our technique to the detailed BSDEs and get some improved and new results. The prototype of BSDEs is of course Wiener-type BSDE, so we first apply our framework to the BSDE driven by Brownian motion. Here, we deal with the stochastic monotonicity condition more generally. It is clear that the better results in the setting of random terminal time we make use of, the better results in the stochastic Lipschtz setting are obtained. On the other hands, the BSDEs with random terminal time were well-studied sufficiently in many papers.
We note that our results include the comparison theorem. In fact, it is a natural question what the behavior of comparison theorem will be like by time change.
Here, we emphasize that the comparison theorem as well as wellposedness for BSDEs are easily extended to the stochastic one by our technique. With respect to the previous results in the setting of stochastic Lipschtz, we guarantee the results under weaker conditions on parameters. Moreover we show some new results in the various settings for BSDEs.
In this paper, we also apply our framework effectively to the Markov chain BSDE. The smart feature is that the discussion on the case of uniformly Lipschtz condition is just inherited to the case of stochastic Lipschtz condition under the same conditions on volumes.
In general, for the wellposedness of BSDEs with stochastic Lipschtz condition, the stronger integrability conditions are required than ones with uniformly Lipschtz condition. The main reason is on the discounting property of the terminal time. This discounting property is contributed to the exponential integrability conditions of volumes and these conditions are influenced by the 2 Lipschtz coefficients. In fact, discounting property is inherited from the monotonicity of the driver. In our framework, the original BSDE with stochastic Lipschtz condition can be shown as the BSDE to stopping time which is time-changed in reverse and the time-independent discounting rate of this BSDE with constant Lipschtz coefficients is preserved while time change is processed. This means that the stronger integrability conditions are still required if we use the results of BSDEs with random terminal time obtained by using the monotonicity condition as the key tool. But for the Markov chain BSDEs, the results of undiscounted BSDEs to stopping time without assuming the monotonicity which was researched by Samuel N. Cohen [14] make our technique more effective. By passing through the proposed framework, we get a new version of Markov chain BSDEs in the case where the driver has stochastic Lipschtz coefficients for the first time. We also give an example of the real model described as the Markov chain BSDEs with stochastic Lipschtz condition. At the end of the paper, we also show some further uses of time change for the BSDEs. The rest of this paper is organized as follows. In Section 2, we suggest a general map from the BSDEs with stochastic Lipschtz coefficients to the ones with uniformly Lipschtz coefficients by the technique of time change. We discuss this for BSDEs in general space as in [17] . The applications to the Wiener-type BSDEs are shown in Section 3. We give new results on Markov chain BSDEs in Section 4. In Section 5, we give some concluding remarks.
Let us introduce some useful notations which are used in this paper. Let (Ω, F , P) be a probability space with a filtration F := {F t } t≥0 satisfying the usual conditions. We shall assume that F = F ∞ and F 0 is trivial.
• · denotes the standard Euclidean norm. If z is a matrix, z =Trace[zz T ], where [·] T means the vector transpose.
Note that if v ∈ A + loc then µ v gives a σ− finite measure on (Ω, F ). We give a simple version of the well-known Martingale representation theorem below (see [20] or [21] 
for some sequence of predictable processes, For a given k ∈ N, the general type of BSDE is as follows.
And the predictable quadratic variation processes of these martingales
where τ is an F−stopping time, the terminal value ξ is an F τ −measurable random variable with values in R k , the driver g : In this paper, we shall make the follwing assumption on v.
(A0) v is a continuous and increasing process.
It follows from (A0) that v is locally bounded and v ∈ A + loc . Noting that the predictable quadratic variation process < M > identifies an induced measure on F defined by (1.1), suppose that the induced measure µ <M i > has the following Lebesgue decomposition. 
We can consider (1.5) as the Lebesgue decomposition of < M i >. Let us introduce the stochastic semi-norm · M t which is defined as
k×∞ . Now let us consider the finite time BSDE for T > 0. We give the following result which is a special case of Theorem 6.1 in [17] . 
Then the following BSDE has a unique solution in U
In the above lemma, the terminal time is constant. We can also consider the BSDE (1.3) with stopping terminal time. Perhaps the Lipschtz condition on driver will be still essential and there will be some further conditions related to stopping terminal time for the existence and uniqueness of (1.3). We will not do research of the existence and uniqueness of such BSDEs with random terminal time in this paper. Our main objective is to show a technique by which the results with respect to stochastic Lipschtz condition are derived from the results with respect to the random terminal time which is considered to be already given.
Time change and BSDEs
We begin with the definition of time change ([42] , Chapter V).
Definition 2.1. A time change C is a family {C(s) | s > 0} of stopping times such that the maps s → C(s) are almost surely increasing and right continuous.

Definition 2.2. If C is a time change, a process X is said to be C−continuous if X is constant on each interval
We can define the stopped σ−field F t := F C(t) and get the new stochastic basis (Ω, F , P, F = { F t } t≥0 ). It can be easily seen that F also satisfies the usual conditions from the property of stopped σ−fields. If X is F −progressive then X t := X C t is F−adapted and the process X t is called the time changed process of X. We show a typical example of time change below.
Let us consider an increasing and right-continuous adapted process A (so, progressive) with which we associate
where inf() = +∞. This process C(s) is called the inverse of A(s) and we write in A −1 (s). As the stohcastic basis satisfies the usual conditions and A is progressive, A −1 (s) which is the hitting time of (s, ∞) is a stopping time for every s > 0. And obviously it is increasing and right continuous. Thus C = A −1 = {A −1 (s)|s > 0} is a time change. Throughout this section, we suppose that C is almost surly finite and C 0 = 0 and for any progressive measurable process X t , X t means the time changed process of it, unless otherwise indicated. And for the space of processes V with respect to F, V means the corresponding space with respect to F. For example, Ł means the space of F−local martingales. We give some main results concerning the property of time change under C−continuity below.
Lemma 2.1. ([42], Chapter V, Proposition 1.4). Let C be a time change on (Ω, F , P, F). If h is F−progrssive, then h is F−progressive. And if X is a C−continuous process of finite variation, then
C t 0 h u dX u = t 0 h u d X u .
Lemma 2.2. ([42], Chapter V, Proposition 1.5) If C is a time change on (Ω, F , P, F) and M ∈ Ł
c satisfies C−continuity, then the following hold.
Moreover, if ξ is a non-negative random variable, then
Now we show the property of time change for general locally square-integrable martingales.
Lemma 2.3. If C is a time change on (Ω, F , P, F) and M ∈ H
2 loc is C−continuous, then the followings hold.
Moreover if ξ is a non-negative random variable then
Proof. I. For any L ∈ Ł, it is easy to see that L ∈ Ł from the optional stopping theorem and C−continuity of M. As M ∈ H 2 loc , the predictable quadratic variation < M > is in A + loc and M 2 − < M > is a local martingale from the characterization of H 2 loc martingale (see e.g. [32] , Chapter 3, Proposition 3.64). Therefore
τ n = inf{t : C t ≥ τ n } is an F−stopping time for every n and ( τ n ) is a localizing sequence. Noting that M is C−continuous if and only if < M > is C−continuous (see [42] , Chapter IV, Proposition 1.
And < M > is also F−predictable from the C−continuity. Accordingly, using again the charac-
II. This is a simple consequence of I and Lemma 2.1 together with the relation between stochastic integral and quadratic variation. Now we return to the discussion on BSDE. For the BSDE on which we discuss, the sequence of
..) has the martingale representation property on (Ω, F , P, F). At this point, the martingale representation on (Ω, F , P, F) is naturally expected whereas the time changed processes of M i (i = 1, 2, ...) are H 2 −martingales under C−continuity by Lemma 2.3. 
. Obviously, N ∈ H 2 by Lemma 2.3. Therefore using Theorem 1.1 and Lemma 2.3,
for some sequence of F−predictable processes, (Z i ) satisfying
Using Lemma 2.1 and Lemma 2.3 again,
This leads to
Hence for any N ∈ H 2 , there exists a sequence of F−predictable processes, Z i (i = 1, 2, ...) satisfying (2.2) such that
Then by using Lemma 2.3, we can easily deduce that the martingales M i , i = 1, 2, ... are mutually orthogonal. The absolute continuity of the induced measures and the uniqueness of the representation are similarly proved.
If we know the results for the BSDE (1.4) with uniformly Lipschtz condition, it is possible to extend to the case where the driver has the stochastic Lipschtz coefficients. This is the main argument in this section.
Conveniently, we rewrite the BSDE (1.4) omitting the index i as follows.
3)
.).
Assume that the driver of (2.3) satisfies the following stochastic Lipschtz condition.
(A1) There exist predictable processes r t and u t such that Now we define the following process.
The remarkable point is that φ −1 i.e. the inverse of φ t defined by (2.1) is a time change. We shall make a good use of this process in the view of time change. It is clear that φ −1 is a.s. finite and φ −1 (0) = φ(0) = 0. From now, the symbol C which has meant time change will be replaced by φ −1 . The focus of this section is on the technique, so we do not have detailed discussion on the space of solutions. The main result in this section is as follows.
Theorem 2.5. Let φ(t) be a process defined by (2.4) and M be φ
) is a solution of the following BSDE on (Ω, F , P, F). 
We split the proof into four steps.
Step
s )ds is strictly increasing and absolutely continuous for each ω ∈ Ω and so is the reversed process. Hence v t (resp. µ v ) is absolutely continuous with respesct to Lebesgue measure (resp dt × dP) and
t ). In fact, we can see that v t (resp. µ v ) is equivalent to Lebesgue measure (resp. dt × dP). We also mention that v is φ −1 −continuous.
Step 2 We derive the Lebesgue decomposition of the measure induced by < M >. First, we show that m 1 is a.s.
Hence m 1 is a.s. constant on [a, b] . Because v is φ −1 −continuous from Step 1, we can see that m 1 is a.s. φ −1 −continuous. Recalling (1.5) and using Lemma 2.3, we obtain(omitting the index i)
And the continuity of φ which comes from the continuity of v implies φ(φ 
Similarly, µ m 2 is orthogonal to dt × dP. This shows that (2.7) is the Lebesgue decomposition of < M > with respect to dt × dP.
Step 3. As (Y t , Z t ) is the solution of (2.3),
By Lemma 2.1 and
Step 1,
By Lemma 2.3 and
So we have
As Y t is F−progressive, y t is F−progressive. Due to the fact that all stochastic integrals are indistinguishable from the stochastic integrals of predictable processes, we can consider z t is predictable. Accordingly, (y t , z t ) is a solution of BSDE (2.5) on (Ω, F , P, F). Passing back through the above procedure, the converse argument is trivial.
Step 4. Finally, we show that g satisfies uniform Lipschtz continuity. It follows from the results in Step 2 that z t
.
From the stochastic Lipschtz condition on g,
for any y t , y
Step 1, we know that µ v is equivalent to dt × dP. So Lipschtz property on g holds dt × dP−a.s. 
Remark 2.2. If the trajectories of v are strictly increasing, then φ −1 is strictly increasing and continuous (that is
φ −1 (φ(t)) = φ(φ −1 (t)) = t),
Remark 2.3. In our discussion, the continuity of v which leads to the continuity of φ, plays an important role. This guarantees v(v
−1 (t)) = φ(φ −1 (t)) = t.
If v is a finite variation process possibly with jumps, it may be needed to decompose the Stieltjes measures generated by the trajectories of v as the continuous part and the discontinuous one. Perhaps it may be non-trivial.
Remark 2.4. If we only want to simplify the continuous integrator of driver, it is sufficient to use v −1 as the time change.
It is natural to try the comparison theorem under the stochastic Lipschtz condition by means of time change. Suppose that we have two BSDEs satisfying (A0), (A1) and let (g, ξ),(ḡ,ξ) be the corresponding generators. And let (Y, Z),(Ȳ,Z) be the associated solutions. The following assumption plays an important role to ensure that the comparison theorem holds ( [17] ).
(A2)
1. For every j, there existsP j equivalent to P such that j th component of X as defined by
The driver satisfying (A2) is often called balanced. This notation originated from finance, as in some sense, the driver balances the outcomes to hedge. This driver is closely connected to noarbitrage opportunity and furthermore the condition under which the comparison theorem holds for martingale-type BSDEs possibly with jumps (see [16, 17] or [18] , Part IV).
It is obvious that the comparison theorem holds for BSDE (2.3) if and only if the comparison theorem holds for the corresponding BSDE (2.5). Now we shall show that the essential conditions which ensure that the comparison theorem holds are preserved while the time change is processed. We still assume that the BSDE satisfies (A0),(A1) and M is φ −1 −continuous.
Theorem 2.6. If BSDE (2.3) satisfies (A2), the time changed BSDE (2.5) also satisfies (A2) with respect to filtration F.
Proof. First by the optional stopping theorem, e T j X is F−supermartingale underP j for every j using that e T j is F−supermartingale underP j . Having the similar procedure to Step 3 in the proof of Theorem 2.5, we obtain
So the first part of (A2) is satisfied with respect to F for BSDE (2.5). Similarly we can prove that the second part is also satisfied.
We conclude this section with the following statement.
Interesting remark on terminal time
When we study the BSDEs with stochastic Lipschtz coefficients, the randomness of terminal time does not play an important role. This is illustrated as follows. Due to the Remark 2.4, we can suppose that the BSDE is given in the following type without loss of generality.
We use the following process introduced for the quadratic BSDEs in [2] .
After the simple calculation, we get
Obviously Φ −1 is time change and we can deduce the following BSDE on (Ω, F , P, F) equivalent to (2.9) in some sense.
where
We mention that the new driver G is stochastic Lipschtz even though the original driver g is uniform Lipschtz. In fact, if we suppose that g has constants r, u as the Lipschtz coefficients, for any y, y
This means that the stopping terminal time of BSDEs can be converted to constant and this operation is adapted to the class of BSDEs with stochastic Lipschtz condition.
Wiener-type BSDEs with stochastic monotone coefficients
The well-known and mostly studied type of BSDEs are of course Wiener-type BSDEs. Let W be d-dimensional Brownian motion on (Ω, F , P) and F := {F t } t≥0 be the natural complete, right continuous filtration generated by W. It is worthy to study Wiener-type BSDEs with stochastic Lipschtz conditions. For example, let us consider the pricing problem of a European contingent claim. This problem is equivalent to solving the following linear BSDE:
where ξ is the contingent claim to hedge, r s is the interest rate, u s is the risk premium vector and T is the maturity date. In general, r t and u t both will not be bounded and moreover the maturity date will be non-deterministic. In this case the Lipschtz condition does not hold uniformly any more. For the forward-backward BSDEs, when the uncertainty of driver only comes from a solution of forward component, we can give the probabilistic interpretation of a system of semi-linear elliptic PDEs (see [3] , Remark 4.6).
We shall have slightly different procedure from Section 2, but this is essentially the same. For the discussion of Martingale-type BSDE, the martingale term is changed into a martingale on another stochastic basis. As the quadratic variations of them are different, these martingales are not equal in general. In view of general Martingale-type BSDE, this is non-sense. But the theory of Wiener-type BSDE is well studied than others so it will be convenient for the research if the Wiener-type BSDE is converted to the Wiener-type BSDE on a new basis. We consider the following BSDE driven by Brownian motion on stochastic basis (Ω, F , P, F).
where τ is an a.s. finite F−stopping time, ξ is an F τ −measurable random variable with values in R k and f :
Due to < W t >= t, the stochastic semi-norm defined by (1.6) is obtained as z W t = z for z ∈ R k×d . Let the driver f satisfy the stochastic Lipschtz condition. That is there exist non-negative progressive processes r t and u t such that
for any y, y ′ ∈ R k , z, z ′ ∈ R k×d . As in Section 2, we assume that there exists ǫ > 0 such that α 2 (t) := max{r t , u 2 t } > ǫ and that α 2 (t) is Lebesgue-integrable on every finite interval in R + . And we introduce the following strictly increasing, absolutely continuous process:
We set F := F φ −1 (t) . Now we define stochastic process W t as follows.
Then W is a continuous F−local martingale and for each i,
is a solution of (3.1), then
is the solution of the following BSDE on (Ω, F , P, F):
is a solution of (3.1)
As in Section 2, f satisfies the uniform Lipschtz continuity. In fact, noting that (φ −1 )
Now we are prepared to state some results on Wiener type BSDEs.
Lemma 3.1. Let the following conditions hold for BSDE (3.1).
The stochastic Lipschtz condition
Recalling (3.7), the simple application of [19] , Theorem 3.4 admits that BSDE (3.6) has a unique solution (
1/2 ), we get the following expressions:
These are sufficient to complete the proof.
In the above lemma, the stochastic Lipschtz condition in y can be relaxed whereas BSDEs with random terminal time are well adopted under the monotonicity condition. This naturally admits us to give the following main result. 
Then the conclusion of Lemma 3.1 holds.
Proof. It can be easily seen that f is Lipschtz continuous in z. The monotonicity and linear growth in y are shown as follows.
Now, the result easily follows from [19] , Theorem 3.4. [3, 5] under stronger assumptions than ours on linear growth coefficient and ρ need to be enough large. For example, ρ is assumed to be larger than 90 in [23] (see the proof of Theorem 6.1 therein).
For the Wiener-type BSDE with random terminal time, the comparison theorem also holds under the conditions for the existence and uniqueness (see [19] , Corollary 4.4.2). Thus it is trivial that the comparison theorem holds for the BSDE (3.1). Here we give the stability with respect to perturbations. Comparing to Theorem 3 in [5] we study under weaker assumptions.
are the triples verifying the assumptions of Theorem 3.2 with the same ρ > 3.
, respectively. Then there exist positive numbers β, δ for 3 < θ ≤ ρ such that
Proof. We can adopt the same strategy as the proof of Theorem 3.1 thanks to [19] , Theorem 4.4 and omit the proof.
We can consider the case where the driver satisfies stochastic polynomial condition, that is, conditon 1.1 in Theorem 3.2 can be replaced by
for some continuous, increasing function ψ. In this case, we can refer to [10] (or [39] ) and there will not be any difficulty. On the other hand, if the stochastic monotone coefficient is always non-negative (that is strictly monotone), we can set r t = 0, so it is sufficient to suppose that ρ > 1 in preceding results. If the driver is monotone decreasing, we can get a more useful result by referring to [43] . 
Proof. We only sketch the proof. We define a process φ(t) := t 0 (u 2 (s) + 1)ds with which we associate time change. Obviously φ −1 (t) ≤ t. Let f denote the driver of time changed BSDE. Then it is easy to see that f is uniformly Lipschtz in z with Lipsctz coefficient 1 and monotone decreasing in y. It also satisfies controlled growth condition with coefficient 1. We can easily check that f (ω, t, 0, 0, ) = 0. 17 under the uniform ergodicity of the chain by the way of examining the exponential ergodicity of the chain under the perturbations of rate matrix. One can observe that the above hitting time only depends on the character of the chain. In Theorem 4.2, the driver is stochastic Lipschtz only in y and the γ−balanced condition related to z is still required. On the other hand, it was shown in two uniform and stochastic Lipschtz settings that the conditions on stopping time and terminal value for the wellposedness of BSDE (4.2) coincide. These lead to the following result (see [14] , Lemma 6). When the terminal time and terminal value have the forms like in Lemma 4.3 and the driver is Markovian, that is, f (ω, t, y, z) =f (X t− , t, y, z) for somef , we can give the ODE system with boundary condition which describes the solution of BSDE in the context of stochastic Lipschtz assumption (see [14] , Theorems 6 or 7). Now we seem to prove Theorem 4.2 by means of time change described in Section 2.
Proof of Thoerem 4.2 We define the process φ as follows (this is based on the same idea as in Section 2). Then it follows that t ≥ φ −1 (t) from φ(t) ≥ t 0 1ds = t. We set F t := F φ −1 (t) , F := { F t } t≥0 as in Section 2. As X is a strong Markov chain, X := X φ −1 (t) is also a strong Markov chain with respect to F (e.g. see [4] , Chapter 22, Section 3). Using the expression (4.1), = α −2 (φ −1 (t)) ≤ 1, so the F −chain X is also regular. We can consider that the random rate matrix A t plays the role of transiation rate matrix of X. Next, we shall show that f (ω, s, y, z) := f (ω, φ −1 (s), y, z) · (φ −1 ) ′ (s) is γ−balanced with respect to F. We define η(ω, t, z, z ′ ) := η(ω, φ −1 (t), z, z ′ ) · (φ In this subsection, we made the use of time change away from the discussion on Lipschtz continuity. Perhaps, there will be other problems to which we can apply time change effectively in the range of stochastic calculus.
Conclusion
In this paper, we showed that the technique for dealing with the BSDEs with stochastic Lipschtz coefficients by time change. The technique says that when we study the BSDE to stopping time, the Lipschtz condition can be given as the stochastic one. Also roughly speaking, most of the results of BSDEs obtained under the Lipschtz continuity may be extended to the case of stochastic Lipschtz continuity. Of course, this is only possible when we are aware of the results with respect to random terminal time and this admits the importance on the study of them.
