Abstract: In many life-testing and reliability studies, the experimenter might not always obtain complete information on failure times for all experimental units. Multiply Type-II censored sampling arises in a life-testing experiment whenever the experimenter does not observe the failure times of some units placed on a life-test. In this paper, we obtain estimators for the entropy function of a double exponential distribution under multiply Type-II censored samples using the maximum likelihood estimation and the approximate maximum likelihood estimation procedures. We compare the proposed estimators in the sense of the mean squared errors by using Monte Carlo simulation.
Introduction
Let X be a random variable with a continuous distribution function (cdf) F (x) and probability density function (pdf) f (x). The differential entropy H(X) of the random variable is defined by Cover and Thomas [1] to be
Consider a double exponential distribution with the pdf f (x; θ, σ) = 1 2σ e −|x−θ|/σ , − ∞ < x < ∞, σ > 0
and the cdf
For the pdf (2), entropy simplifies to
The double exponential distribution is used to model symmetric data with long tails. This distribution also arises directly when a random variable occurs as the difference of two variables with exponential distributions with the same scale (see, Johnson, et al. [2] ).
In most cases of censored and truncated samples, the maximum likelihood method does not provide explicit estimators. So we need another method for the purpose of providing the explicit estimators.
Govindarajulu [3] gave the coefficients of the best linear unbiased estimators for the location and the scale parameters in the double exponential distribution from complete and symmetric censored samples. Raghunandanan and Srinivasan [4] presented some simplified estimators of the location and the scale parameter of a double exponential distribution. Bain and Engelhardt [5] discussed the usefulness of the double exponential distribution as a model for statistical studies and obtained the confidence intervals based on the maximum likelihood estimators for the location and the scale parameters of a double exponential distribution. Kappenman [6] obtained conditional confidence intervals for the parameters of a double exponential distribution.
For some reason, suppose that we have to terminate the experiment before all items have failed. For example, individuals in a clinical trial may drop out of the study, or the study may have to be terminated for lack of funds. In an industrial experiment, units may break accidentally. There are, however, many situations in which the removal of units prior to failure is pre-planned. One of the main reasons for this is to save time and cost associated with testing. Data obtained from such experiments are called censored data.
Multiply Type-II censored sampling arises in a life-testing experiment whenever the experimenter does not observe the failure times of some units placed on a life-test. Another situation where multiply censored samples arise naturally is when some units failed between two points of observation with the exact times of failure of these units unobserved.
The approximated maximum likelihood estimating method was first developed by Balakrishnan [7] for the purpose of providing explicit estimators of the scale parameter in the Rayleigh distribution. It has been noted that in most cases, the maximum likelihood method does not provide explicit estimators based on censored samples (see [7] ). When the sample is multiply censored, the maximum likelihood method does not admit explicit solutions. Therefore, it is desirable to develop which approximations to this maximum likelihood method would provide us with estimators that are explicit functions of order statistics.
Balakrishnan [8] presented a simple approximation to the likelihood equation and derived explicit estimators which are linear functions of order statistics of the location and scale parameters of an exponential distribution based on the multiply Type-II censored sample. Balasubramanian and Balakrishnan [9] derived explicit best linear unbiased estimators for one-and two-parameter exponential distributions when the available sample is multiply Type-II censored. Kang [10] obtained the approximate maximum likelihood estimator (AMLE) for the scale parameter of the double exponential distribution based on Type-II censored samples and showed that the proposed estimator is generally more efficient than the best linear unbiased estimator and the optimum unbiased absolute estimator. Childs and Balakrishnan [11] developed procedures for obtaining confidence intervals for the parameters of a double exponential distribution based on progressively Type-II censored samples. Balakrishnan, et al. [12] discussed point and interval estimation for the extreme value distribution under progressively Type-II censoring. Kang and Lee [13] proposed some estimators of the location and the scale parameters of the two-parameter exponential distribution based on multiply Type-II censored samples. They also obtained the moments for the proposed estimators.
In this paper, we derive the estimators for the entropy function of the double exponential distribution with unknown parameters under multiply Type-II censoring. We also compare the proposed estimators in the sense of the mean squared error (MSE) for various censored samples.
Estimation of the Entropy

Maximum Likelihood Estimation
Suppose n items are placed in a life-testing experiment and that the a 1 th, a 2 th, ..., a s th failure-times are only made available, where
be the available multiply Type-II censored sample from the double exponential distribution with pdf (2) . Let a 0 = 0, a s+1 = n + 1, F (x a 0 :n ) = 0, and F (x a s+1 :n ) = 1.
Then the likelihood function based on the multiply Type-II censored sample (5) is given by
where Z i:n = (X i:n − θ)/σ, and f (z) and F (z) are the pdf and the cdf of the standard double exponential distribution, respectively. We propose the estimator of the parameter θ based on multiply Type-II censored samples. We consider the estimator of the parameter θ as followŝ
By realizing that
, z = 0, we can find the MLE for σ by solving the following log-likelihood equation:
= 0 Equation (7) can be solved numerically using the Newton-Raphson method and an estimate of the entropy function (4) isH
Approximate Maximum Likelihood Estimator
Since the log-likelihood equation does not admit explicit solutions, it will be desirable to consider an approximation to the likelihood equation which provides us with explicit estimator for the scale parameter. Equation (7) does not admit an explicit solution for σ. But we can expand the functions
, and
as taking first two term in an expansion of Taylor series around the points ξ a 1 , ξ as , and (ξ a j−1 , ξ a j ), respectively (for example, f (z a j :n ) f (ξ a j :n ) + f (ξ a j :n )(z a j :n − ξ a j )), where
For Equation (7), we need to consider the three cases as z a 1 :n ≥ 0, z a 1 :n < 0 < z as:n , z as:n ≤ 0.
Since F (z as:n ) = 1 − f (z as:n ), the expansion of the functions
are required. We approximate these functions by
and
where
, p a j−1 > 0.5
By substituting the Equations (9)- (11) into the Equation (7), we may approximate the log-likelihood Equation (7) by
From solving Equation (12), we derive an AMLE of σ aŝ
Upon solving the Equation (12) for σ we get a quadratic equation in σ which has two roots; however, one of them drops out since β 1 ≤ 0 and β 1j (X a j :n −θ) 2 + 2γ 1j (X a j :n −θ)(X a j−1 :n −θ) − γ 2j (X a j−1 :n − θ) 2 ≤ 0 for example p a j ≤ 0.5 and hence C ≤ 0.
Case 2: z a 1 :n < 0 < z as:n .
Since F (z a 1 :n ) = f (z a 1 :n ) and F (z as:n ) = 1 − f (z as:n ) we need the expansion of the following two functions
By substituting the Equations (10) and (11) into Equation (7), we may approximate the log-likelihood Equation (7) by
= 0
From solving Equation (14), we obtain an AMLE of σ :
Upon solving Equation (14) for σ we get a quadratic equation in σ which has two roots; however, one of them drops out since E ≤ 0.
Case 3: z as:n ≤ 0.
Since F (z a 1 :n ) = f (z a 1 :n ), the expansion of the functions
, and f (z a j−1 :n ) F (z a j :n ) − F (z a j−1 :n ) are required. We approximate these functions by Equations (10), (11) , and
By substituting Equations (10), (11), and (16) into Equation (7), we may approximate the log-likelihood Equation (7) by
From solving Equation (17), we derive an AMLE of σ aŝ
Upon solving the Equation (17) for σ we get a quadratic equation in σ which has two roots; however, one of them drops out since δ 1 ≥ 0 and hence G ≤ 0.
We derive an estimator of the entropy function (4) aŝ
Nonparametric Entropy Estimates
The procedures of nonparametric estimation have no meaningful associated parameters. As nonparametric methods make fewer assumptions, their applicability is much wider than the corresponding parametric methods. In particular, they may be applied in situations where less is known about the application in question. Also, due to the reliance on fewer assumptions, nonparametric methods are more robust.
Another advantage for the use of nonparametric methods is simplicity. In certain cases, even when the use of parametric methods is justified, nonparametric methods may be easier to use.
The best known and widely used entropy estimator was proposed by Vasicek [14] . Vasicek's estimator of entropy has the following form;
where m is a positive integer smaller than n/2 and X i−m = X 1 for i − m < 1 and X i+m = X n for i + m > n. van Es [15] suggested a new estimator, which has the following form
These estimators of entropy cannot be used for the censored samples. So we propose the modified entropy estimators based on multiply Type-II censored samples.
First, we propose the modified Vasicek's entropy estimator as follows
where m is a positive integer smaller than s/2 and X a j−m :n = X a 1 :n for a j−m < a 1 and X a j+m :n = X as:n for a j+m > a s . Secondly, we propose the modified van Es's entropy estimator as follows
Results and Discussion
In order to evaluate the performance of the proposed estimators, the MSEs of all proposed estimators were simulated by a Monte Carlo method for sample sizes n = 10, 20, 30, 50, the window sizes m = 2, 4, 6 and various choices of censoring (k = n − s was the number of unobserved or missing data).
All computations were programmed in Microsoft Visual C++ 6.0 and random numbers for simulations were generated by IMSL subroutines.
The convergence of the Newton-Raphson method depended on the choice of the initial values. For this reason, the proposed AMLE was used as starting values for the iterations, and the MLE was obtained by solving the nonlinear Equation (7).
The simulation procedure was repeated 10,000 times. These values are given in Tables 1 and 2 , from which we can see that the estimatorsH(f ) andĤ(f ) are more efficient than H m and V m in the sense of the MSE. When m is a positive integer smaller than n/2, the estimator H m is satisfactory. For this reason, the MSEs of H 6 are empty when n = 10 and k = 0, 2 (s = 10, 8) in Table 2 .
The MSEs of the estimators H m and V m generally increase as window size m increases. As expected, the MSEs of all estimators decrease as sample size n increases. For fixed sample size, the MSE increases generally as the number of unobserved or missing data k = n − s increases. In order to illustrate the methods of inference developed in this paper, we will present one example in this section.
Let us consider the 33 years of flood data from two stations on Fox River in Wisconsin (see [5] ). The following ordered differences, z i = y i − x i , were obtained, where y i denotes the flood stage downstream at Wrightstown and x i denotes the flood stage upstream at Berlin: [6] . The data are assumed to represent a random sample of observations of a double exponential random variable.
For complete data (n = 33, s = 33, k = 0, a j = 1 ∼ 33), we can obtain the MLEσ = 3.361, and the AMLEσ = 3.361. For this example of n = 33, s = 23, k = 10 (a j = 1 ∼ 2, 6 ∼ 9, 13 ∼ 15, 20 ∼ 33), and the multiply Type-II censored samples are Application and estimation of the entropy for a double exponential distribution were studied in Johnson, et al. [2] , Balakrishnan and Nevzorov [16] . In this study, we derived the estimators for the entropy function in the double exponential under multiply Type-II censoring. The scale parameter σ is estimated by the maximum likelihood estimation method and the approximate maximum likelihood estimation method.
Conclusions
In most cases of censored and truncated samples, the maximum likelihood method does not provide explicit estimators. So we discuss another method for the purpose of providing the explicit estimators.
We obtain estimators for the entropy function of the double exponential distribution under multiply Type-II censored samples using the maximum likelihood estimation, the approximate maximum likelihood estimation, and the nonparametric estimation procedures. Based on the results and discussions, the parametric procedures perform better than the nonparametric ones. But the nonparametric procedures are simplicity under multiply Type-II censored samples. The MSEs of the estimators H m and V m generally increase as window size m increases.
In future studies, we will consider estimation for the entropy function based on progressively Type-II censored samples.
