The existence and uniqueness of eigenvalues and positive eigenfunctions for some quasilinear elliptic systems are considered. Some necessary and sufficient conditions which guarantee the existence and uniqueness of eigenvalues and positive eigenfunctions are given.
Introduction
Let Ω be a bounded domain in R n with smooth boundary ∂Ω. For p ∈ (1, ∞), we denote by ∆ p the p−Laplacian defined by ∆ p u=div(| u| p−2 u). It is well-known that, when a(x) ∈ L ∞ (Ω) and max(a(x), 0) ≡ 0, the eigenvalue problem
has a unique eigenvalue λ 0 with nonnegative eigenfunctions. More precisely, the eigenvalue λ 0 is simple, i.e., the set of all solutions of (1.1) with λ = λ 0 consists of {tφ 0 : t ∈ R 1 }, where φ 0 is an eigenfunction of (1.1) corresponding to λ 0 such that φ 0 ∈ C 1,β (Ω) for some β ∈ (0, 1) and φ 0 (x) > 0 for all x ∈ Ω (see [1] , [2] ). In fact we have 2) and the solutions of (1.1) for λ = λ 0 are the minimizers of (1.2) (see [2] ). When we consider the existence and uniqueness of nonnegative eigenfunctions for elliptic eigenvalue systems, the following example shows that the situation is different.
Example Let A(x) be a L ∞ (Ω) function satisfying max{A(x), 0} ≡ 0 and max{−A(x), 0} ≡ 0. For d > 2, we denote by k 1 and k 2 two positive constants satisfying 0 < k 1 < 1 < k 2 and k −1/2 + k 1/2 = d. Choose C 1 and C 2 such that (we assume α 2 + β 2 = 2) In this article, we shall prove that a similar uniqueness result holds for certain elliptic eigenvalue systems with nonnegative coefficients. Consider elliptic eigenvalue systems of the form 
. 
The corresponding positive eigenfunctions, if they exist, are unique up to a scalar multiple. 
In this case, the corresponding positive eigenfunctions, if they exist, are not unique up to a scalar multiple.
By a positive eigenfunction of the eigenvalue system (1.3) corresponding to an eigenvalue λ we mean a weak solution (u, v This article is organized as follows. In section 2 we recall some well-known results for the single equation with ∆ p . That (1.3) has a unique eigenvalue with nontrivial nonnegative eigenfunctions (Theorem 1.1) and that the positive eigenfunctions are uniqueness up to a scalar multiple are proved in Section 3. In Section 4 we consider the existence of branches of nonnegative (or positive ) solutions for some quasilinear elliptic systems. The existence of positive eigenfunctions (Theorem 1.2) is considered in section 5.
In this article, we shall write (
2 Some results for a single equation with ∆ p In this section we recall some well-known results for the single equation with ∆ p . Consider the following Dirichlet problem
3) 
is a positive radial weak solution of the equation
The following lemma comes from Lemma 2.1.
Lemma 2.2 Assume that there exists a constant
The following strong comparison principle comes from [4] .
, respectively, are weak solution of (2.4) and (2.5) 
Lemma 2.2 and the regularity result proved in [5] mean there exists a constant β ∈ (0, 1) depending solely upon p, q and n, and another constant C depending solely upon p, q, n, f (x, u, v) and g (x, u, v) , such that u, v ∈ C 1,β 0 (Ω) with the Hölder norm u 1+β,Ω ≤ C and v 1+β,Ω ≤ C. Define a mapping
Obviously, T is a self-mapping of V + × V + , and T : V + × V + → V + × V + is continuous and relatively compact.
Uniqueness of eigenvalues and eigenfunctions
In this section, we consider the uniqueness of eigenvalues with nontrivial nonnegative eigenfunctions of (1.3). We first prove the uniqueness of eigenvalues associated with nontrivial nonnegative eigenfunctions.
Proof of Theorem 1.1. Suppose that (u 1 , v 1 ), (u 2 , v 2 ) are two nontrivial nonnegative eigenfunctions associated with eigenvalues Λ 1 , Λ 2 , respectively, for the eigenvalue system (1.3). Lemma 2.1, Lemma 2.3 and the regularity result in [5] imply that Λ 1 , Λ 2 > 0; u j , v j ∈ C 1,β (Ω), j = 1, 2, are positive in Ω; and
Thus, without loss of generality, we may assume that (0, 0)
Let us consider the following elliptic system:
in Ω,
Observe that (u 2 , v 2 ) is a solution of (3.10). By Lemma 2.1, we have (
Making use of (3.9) and the fact that (0, 0)
The compactness of
Hence (u 3 , v 3 ) is a positive solution of (3.10). We claim that (u 3 , v 3 ) = (u 2 , v 2 ). If this is the case, (3.12) implies that (u 2 , v 2 ) = ξ(u 1 , v 1 ), and hence Λ 1 = Λ 2 as desired.
On the contrary, suppose (
is false. Consequently, by (3.1) we can pick t ∈ (1, +∞) which is the smallest number satisfying
(3.13)
We have
and
By (3.14) and (3.15), Lemma 2.3 implies
T hen we find t ∈ (1, t) such that
a contradiction to our choice of t. That nontrivial nonnegative eigenfunctions of (1.3) are positive follows from Lemma 2.3 directly. Remark 3.1 It is obvious that (1.3) may have a unique eigenvalue for which the eigenfunctions are of the form (u, 0) with u > 0, and a unique eigenvalue for which the eigenfunctions are of the form (0, v) with v > 0. If (1.3) has an eigenvalue with nontrivial nonnegative eigenfunctions, we know that the eigenvalue is unique by Theorem A. Hence, (1.3) has at most three eigenvalues associated with nonnegative eigenfunctions. It is possible that (1.3) may have no eigenvalues with nontrivial nonnegative (positive) eigenfunctions.
Theorem 3.1
Except the case that 
Proof:
By Theorem 1.1, an eigenvalue of (1.3) with positive eigenfunctions is positive and unique. Assume that (φ 1 , ψ 1 ) and (φ 2 , ψ 2 ) are two positive eigenfunctions of (1.3), associated with an eigenvalues λ. It is sufficient to prove that (φ 1 , ψ 1 ) and (φ 2 , ψ 2 ) are colinear. By Lemma 2.3 ,
Thus, we can choose two positive numbers C 1 < C 2 such that
Without loss of generality, we assume that C 1 = 1 and (φ 1 , ψ 1 ) ≤ (φ 2 , ψ 2 ). We claim that (φ 1 , ψ 1 ) and (φ 2 , ψ 2 ) are linearly dependent. Indeed, otherwise there exists the smallest number t 0 > 1 such that
They satisfy
We claim that
In fact, if
we deduce from (3.9) that t 0 φ 1 = φ 2 . It is obvious that t 0 ψ 1 and ψ 2 are two positive solutions of the following elliptic problem
When β j < q − 1 for some j ∈ {1, 2, · · · , N }, the same argument as that in the proof of Theorem 2.1 in [3] shows that (3.18) possesses at most one positive solution. Thus,
, which is impossible because of (3.16). When β j = q − 1 for all j = 1, 2, · · · , N , the uniquness of nonnegative eigenfunctions for the following eigenvalue problem
shows that t 0 ψ 1 and ψ 2 are linearly dependent, and then there exists C 0 such that t 0 ψ 1 = C 0 ψ 2 . But in this case we must have α i < p − 1 for some i ∈ {1, 2, · · · , K}, so we obtain
which is impossible because of (3.16). Hence (3.17) holds. By Lemma 2.2 and the regularity result of Lieberman [5] ,
with some β ∈ (0, 1). A combination of (3.16) and (3.17) with Lemma 2.3 yields that
Hence, there exists a positive number t 1 ∈ (0, t 0 ) such that
a contradiction to our choice of the number t 0 . Hence (φ 1 , ψ 1 ) and (φ 2 , ψ 2 ) are linearly dependent. 2
Bifurcation properties of nonnegative solutions
In this section, we consider the bifurcation properties of nonnegative solutions of the following elliptic system
(4.20)
We assume that (F ). For any given 
Proof: Let
For a function h ∈ L ∞ (Ω), we denote by u the weak solution of the following elliptic boundary value problem
Let T p be the mapping defined by T p (h(x)) = u(x). Lemma 2.1, Lemma 2.2 and the regularity results of Lieberman [5] imply T p : V + → V + is a completely continuous mapping. Let J be the mapping defined by
and let {(λ k , u k , v k )} be a sequence of nonnegative nontrivial solutions of (4.20) satisfying lim
Notice that (u k , v k ) = 1 and t k → 0 + as k → ∞. For any > 0, the hypothesis (F ) shows that there exists k 0 so large that
are bounded sequences in V + . It follows from the regularity results of Lieberman [5] that {(u k , v k )} is a bounded sequence in the Banach space C 
Since T p and T q are completely continuous operators mapping V + into itself, it follows from (4.22) and (4.25) that
with (u 0 , v 0 ) = 1. Hence λ 0 is an eigenvalue of (1.3) with a nonnegative eigenfunction (u 0 , v 0 ). We complete the proof of Theorem 4.1. 2 For x ∈ Ω, we denote 
. From the proof of Theorem 4.1 we know that (4.26) and that λ 0 is an eigenvalue of (1.3) with a nonnegative eigenfunction (u 0 , v 0 ) satisfying
When (u 0 , v 0 ) is a nontrivial nonnegative eigenfunction of (1.3) and when there exists some i ∈ {1, 2, · · · , K} (or j ∈ {1, 2, · · · , N }) such that α i < p − 1 ( or β j < q − 1), Theorem 1.1, Theorem 3.1 and Lemma 2.3 mean that there exists a positive constant δ > 0, which is independent of {(λ k , u k , v k )}, such that inf{d(x)u 0 (x)|x ∈ Ω} ≥ δ and inf{d(x)v 0 (x)|x ∈ Ω} ≥ δ. By (4.27) we can choose two positive constant C 1 < C 2 satisfying
for k large enough. When (u 0 , v 0 ) is a nonnegative eigenfunction of (1.3) with v 0 ≡ 0, it is obvious that nonnegative eigenfunctions of (1.3) of the form (u, 0) and (u, 0) = 1 are unique. As above we get 
In the sequel, we shall consider the existence of a branch of nonnegative solutions of (4.20). Denote by
Using an argument similar to that in proof of Lemma 2.4 of [7] , we have Let Λ 1 be the eigenvalue of the problem
with the positive eigenfunction φ(x) satisfying φ = 1. Let Λ 2 be the eigenvalue of the problem
with the positive eigenfunction ψ(x) satisfying ψ = 1. It is obvious that φ, ψ ∈ C 1,β (Ω) and that there exist two positive constant
λ is an eigenvalue of (1.3) with nonnegative eigenfunctions}
By Remark 3.1 we deduce that 0 < Λ < ∞. Proof: Define
Clearly, H : [0, 1]×V + ×V + → V + ×V + is a completely continuous mapping. We claim that the operator equation
Using the same argument as that in the proof of Theorem 4.1, we can prove that λ is an eigenvalue of (1.3) with nonnegative eigenfunctions. Thus λ ≤ Λ, which is impossible. We have 
means that (φ, ψ) is a subsolution of (1.3). Choose δ > 0 so small that δ(φ, ψ) ≤ (u 0 , v 0 ) for all x ∈ Ω. Thus, δ(φ, ψ) is a subsolution of (1. 
The existence of positive eigenfunctions
In this section we shall consider the existence of positive eigenfunctions for the elliptic eigenvalue system (1.3).
Proof of Theorem 1.2. (1). Consider the following elliptic system
x ∈ ∂Ω. 
The uniqueness of eigenvalues with nonnegative eigenfunctions for a signal equation shows (for example see [2] ) that
We claim that λ 0 is an eigenvalue of (1.3) with nontrivial nonnegative eigenfunctions. Otherwise, Remark 4.1 shows
hence, for any > 0
uniformly for x ∈ Ω and for k large enough.
When α 1 < p − 1 and β 1 < q − 1, without loss of generality, we consider the case v k u k ≤ uniformly for x ∈ Ω and k large enough.
We deduce from the definition of B k and C k
for all x ∈ Ω and k large enough. Thus we get
which is impossible for small enough and k large.
When
for x ∈ Ω and k large enough. We deduce that
which is impossible when k large enough and small enough. Hence we prove that λ 0 is an eigenvalue of (1.3) with nontrivial nonnegative eigenfunctions, and by Lemma 2.3λ 0 is an eigenvalue with positive eigenfunctions. The uniqueness of eigenvalues with positive eigenfunctions and the uniqueness of positive eigenfunctions of (1.3) follow from Theorem 3.1 and Theorem 1.1.
(2). Suppose that (1.3) possesses an eigenvalue λ 0 with a positive eigenfunction (φ, ψ). It is obvious that λ 0 > 0 and λ 0 is an eigenvalue with positive eigenfunctions of the following eigenvalue problems
The uniqueness of eigenvalues with positive eigenfunctions for (5.33) or (5.34)(see [2] ) shows and hence we can choose two positive constants C 1 and C 2 such that
Choose M > 0 large enough and > 0 small enough such that
Then ψ 1 (x) and M ψ 2 (x) are a subsolution and a supersolution, respectively, of the following elliptic problem 
. The result is obvious, we omit its proof.
