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The distinction between states that are separable or entangled (i.e., not separable) is one of the most important and active areas of research in quantum information theory, as entangled states exhibit some of the strangest properties of the quantum world, and many interesting quantum information processing tasks can be done better with entangled states than with separable states alone [2, 3] .
While it is expected that there is no efficient procedure to determine whether or not a given mixed state is separable [4, 5] , there are many one-sided tests that prove separability or entanglement of certain subsets of states-see [6] and its references. For example, it is known that all separable states have positive partial transpose (PPT): (id m ⊗ T )(ρ) ≥ 0, where ≥ 0 indicates positive semidefiniteness, id m is the identity map on M m , and T is the transpose map on M n [7] . Moreover, if m = 2 and n ≤ 3 then states that are PPT are necessarily separable (but this implication fails when n ≥ 4) [8] [9] [10] .
The separability from spectrum problem [11] asks for a characterization of the states ρ ∈ M m ⊗ M n with the property that U † ρU is separable for all unitary matrices U ∈ M m ⊗ M n , which is equivalent to asking which tuples of real numbers λ 1 ≥ λ 2 ≥ . . . ≥ λ mn ≥ 0 are such that every state ρ ∈ M m ⊗ M n with eigenvalues {λ i } is separable. We note that states that are separable from spectrum are sometimes called absolutely separable [12] , but we do not use that terminology here.
One motivation for this problem comes from the fact that there is a ball of separable states centered at the maximallymixed state 1 mn (I ⊗ I) ∈ M m ⊗ M n . The exact size of the largest such ball is known [13] , and every state within this ball is separable from spectrum. However, there are also separable from spectrum states outside of this ball, so it is desirable to characterize them. From an experimental point of view, characterizing separable states based on their eigenvalues could be useful because it is easier to experimentally determine the eigenvalues of a state than it is to completely reconstruct the state via tomography [14, 15] , so a solution to the separability from spectrum problem makes it easier to experimentally determine separability of some states.
Separability from spectrum was first characterized in the m = n = 2 case in [16] , where it was shown that ρ ∈ M 2 ⊗ M 2 is separable from spectrum if and only if its eigenvalues satisfy λ 1 ≤ λ 3 + 2 √ λ 2 λ 4 . The next major progress on this problem was presented in [17] , where they considered (and completely solved) the closely-related problem of characterizing the states that are PPT from spectrum-states ρ ∈ M m ⊗ M n with the property that U † ρU is PPT for all unitary matrices U ∈ M m ⊗ M n . In the special case when m = 2, they showed that ρ is PPT from spectrum if and only if λ 1 ≤ λ 2n−1 + 2 λ 2n−2 λ 2n . Since a state is PPT if and only if it separable when m = 2 and n ≤ 3, an immediate corollary is that ρ ∈ M 2 ⊗ M 3 is separable from spectrum if and only if λ 1 ≤ λ 5 + 2 √ λ 4 λ 6 . Similar to before, PPT from spectrum states are sometimes called absolutely PPT [18] , but we do not use this terminology here.
To date, the m = 2, n ≤ 3 cases are the only cases of the separability from spectrum problem that have been solved. Our contribution is to solve the separability from spectrum problem when m = 2 and n is arbitrary. Our main result is as follows:
(1) ρ is separable from spectrum; (2) ρ is PPT from spectrum; and
The remainder of the paper is devoted to proving Theorem 1. Most of the implications of the theorem are already known: as discussed earlier, the equivalence of (2) and (3) was proved in [17] and the implication (1) =⇒ (2) follows from the fact that all separable states are PPT. Thus we only need to show that (2) =⇒ (1). We note, however, that the implication (2) =⇒ (1) is perhaps surprising, as we recall that a state being PPT does not imply that it is separable when n ≥ 4.
In order to show that (2) =⇒ (1) (and hence prove the theorem), it suffices to prove that if ρ ∈ M 2 ⊗ M n is PPT from spectrum then it is separable. To see why this suffices, suppose that ρ ∈ M 2 ⊗ M n is PPT from spectrum but not separable from spectrum. Then there exists a unitary matrix U ∈ M 2 ⊗ M n such that U † ρU (which is also PPT from spectrum) is entangled.
In order to prove that every PPT from spectrum ρ ∈ M 2 ⊗ M n is separable, we first need to develop some notation and several lemmas. Whenever we use the "ket" notation |v ∈ C n , we are implicitly defining |v to have unit length. Furthermore, it will frequently be useful for us to make the association M 2 ⊗ M n ∼ = M n ⊕ M n in the usual way by writing ρ ∈ M 2 ⊗ M n as the 2 × 2 block matrix
where, for example, A = ( 0| ⊗ I)ρ(|0 ⊗ I) (and {|0 , |1 } denotes the standard basis of C 2 ). The eigenvalues and eigenvectors of the sub-blocks will be particularly important for us, and we use λ min (A) and λ min (C) to denote the minimal eigenvalues of A and C, respectively.
Much information about ρ can be obtained by investigating relationships between its sub-blocks. For example, if A, B, C ∈ M n are such that A, C ≥ 0 and A is nonsingular then it is well-known that the block matrix (1) . Intuitively, this means that ρ is positive semidefinite if and only if B is sufficiently "small" compared to A and C. The following lemma shows that if B is even "smaller" then ρ is in fact separable.
Proof. The result is trivial if λ min (A) = 0 or λ min (C) = 0, so we assume from now on that A and C are both nonsingular. Note that every A, C ≥ 0 can be written in the form A = λ min (A)I + A ′ and C = λ min (C)I + C ′ for some
which is separable, it suffices to prove that
is separable. If D ∈ M 2 is nonsingular then the transforma-
is separable. The result now follows from [13, Proposition 1], which says that the block matrix (3) is separable if B/ λ min (A)λ min (C) ≤ 1.
Now that we have Lemma 1 to work with, our goal becomes relatively clear. Since we want to show that every PPT from spectrum ρ ∈ M 2 ⊗ M n is separable, it would suffice to show that every such ρ satisfies the hypotheses of Lemma 1. However, this conjecture is false even in the n = 2 case, as demonstrated by the following state ρ ∈ M 2 ⊗ M 2 :
Indeed, it is straightforward to verify that ρ is PPT from spectrum, since its eigenvalues satisfy 5/11 = λ 1 ≤ λ 3 + 2 √ λ 2 λ 4 = 5/11, yet Lemma 1 does not apply to ρ since 4/121 = B 2 > λ min (A) · λ min (C) = 3/121. However, if we let U be the unitary matrix
which does satisfy the hypotheses of Lemma 1, since 9/484 = B 2 ≤ λ min (A) · λ min (C) = 9/484. It follows that (U ⊗ I) † ρ(U ⊗ I) is separable, so ρ is separable as well. The above example inspires the proof of Theorem 1-our goal is to show that, for every PPT from spectrum ρ ∈ M 2 ⊗ M n , there exists a unitary matrix U ∈ M 2 (depending on ρ) such that (U ⊗ I) † ρ(U ⊗ I) satisfies the hypotheses of Lemma 1. The following lemmas are used to show the existence of such a unitary matrix.
There exist unitary matrices U ∈ M 2 , V ∈ M n and eigenvectors |a min , |c min ∈ C n corresponding to the minimal eigenvalues of A U and C U , respectively, such that
Proof. Our goal is to show that there exist U ∈ M 2 , V ∈ M n such that
for some |b ℓ , |b r ∈ C n with | b ℓ |B U |b r | = B U , where we note that Equation (5) is equivalent to V |b ℓ = |c min . It is then an elementary linear algebra fact that there exists a unitary matrix V satisfying Equations (4) and (5) if and only if a min |b ℓ = b r |c min .
Thus we wish to show that there exists a unitary matrix U ∈ M 2 such that a min |b ℓ = b r |c min for some eigenvectors |a min and |c min corresponding to minimal eigenvalues of A U and C U , respectively, and some left and right norm-attaining vectors |b ℓ and |b r of B U .
In order to show that such a U exists, we first note that it suffices to show that we can find |a min , |b ℓ , |b r , |c min so that | a min |b ℓ | = | b r |c min |. To see this, simply note that if |a min is an eigenvector corresponding to the minimal eigenvalue of A U , then so is e iθ |a min for all θ ∈ R. Now define a 1-parameter family of unitary matrices U (t) ∈ M 2 for t ∈ R by
Also define the function f : R → P(R), where P(·) denotes the power set (i.e., f maps real numbers to sets of real numbers), by
Note that if the minimal eigenvectors |a are unique then f (t) is just a singleton set. However, if the eigenvalues of A U(t) or C U(t) or the singular values of B U(t) are degenerate then f (t) can be a set containing infinitely many values.
It suffices to show that 0 ∈ f (t) for some t ∈ R. To this end, we make use of Lemmas 3 and 4 (to be proved later), which tell us that f is sufficiently "well-behaved" for our purposes.
We begin by considering the t = 0 case, which gives U (0) = I. If 0 ∈ f (0) then we are done, so assume that 0 / ∈ f (0). By Lemma 3 we know that either x > 0 for all x ∈ f (0) or x < 0 for all x ∈ f (0). We assume without loss of generality that x > 0 for all x ∈ f (0) since the other case is completely analogous.
Next, we consider the t = 1 case and observe from direct computation that
It follows that |a (0)
min is an eigenvector corresponding to the minimal eigenvalue of A U(0) if and only if it is an eigenvector corresponding to the minimal eigenvalue of C U(1) (and similar statements hold for |c 
and vice-versa. It follows that f (1) = −f (0) (and in particular, x < 0 for all x ∈ f (1)).
Our goal now is a continuity-type result that lets us say that there exists t ′ ∈ (0, 1) such that 0 ∈ f (t ′ ). Lemma 4 shows that {x ∈ R : x ∈ f (t) for some 0 ≤ t ≤ 1} is an interval, so such a t ′ must indeed exist, which completes the proof.
Throughout the proof of Lemma 2, we made use of two auxiliary lemmas that showed that the function f defined by (6) behaves "nicely". We now state and prove these lemmas. (6) . For all t ∈ R, f (t) is a closed, bounded interval.
Lemma 3. Let f be the function defined by
Proof. The set of (unit-length) eigenvectors corresponding to the minimal eigenvalue of A U(t) is a compact set, and similarly for C U(t) and the unit-length norm-attaining vectors of B U(t) . Since the function g(|a , |b ℓ , |b r , |c ) := | a|b ℓ | − | b r |c | is continuous in |a , |b ℓ , |b r , and |c , and the image of a compact set under a continuous function is again compact, it follows that f (t) is compact (and hence closed and bounded).
To see that f (t) is an interval, we fix (not necessarily distinct) eigenvectors |a 0 , |a 1 corresponding to the minimal eigenvalue of A U(t) , eigenvectors |c 0 , |c 1 corresponding to the minimal eigenvalue of C U(t) , and left and right normattaining vectors |b ℓ,0 , |b ℓ,1 and |b r,0 , |b r,1 of B U(t) . Now let 0 ≤ s ≤ 1 and define |a s by
where N s is an appropriate normalization constant (and we define |b ℓ,s , |b r,s , |c s analogously).
For all 0 ≤ s ≤ 1, each of |a s , |b ℓ,s , |b r,s , and |c s are either norm-attaining vectors of B U(t) or eigenvectors corresponding to the minimum eigenvalue of A U(t) or C U(t) , as appropriate. Furthermore, they are each continuous functions of s, so the function h : R → R defined by h(s) def = | a s |b ℓ,s | − | b r,s |c s | is continuous on the interval 0 ≤ s ≤ 1 as well. Since h(0), h(1) ∈ f (t), it follows from the intermediate value theorem that [h(0), h(1)] ⊆ f (t). Since h(0), h(1) ∈ f (t) were chosen arbitrarily, this completes the proof.
We now prove a souped-up version of Lemma 3 that says that, in a sense, the interval f (t) varies smoothly with t. The proof of this lemma relies on eigenvector pertubation results, and hence it is useful for us to recall that, for every B ∈ M n , the pure states |b ℓ , |b r are such that | b ℓ |B|b r | = B if and only if |b ℓ is an eigenvector corresponding to the maximal eigenvalue of BB † and |b r is an eigenvector corresponding to the maximal eigenvalue of B † B.
Lemma 4.
Let f be the function defined by (6) . For all real numbers t 0 ≤ t 1 , the set for all unitary W ∈ M n . For arbitrary |x , |y ∈ C n , define X x,y = diag(|x , |y ). Then multiplying (9) on the right by X x,y and on the left by X
