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Abstract
We present an original method for estimating local shear wave birefringence
properties for 3D surface P to S converted waves. To accomplish this we approach the
problem using reverse VSP (RVSP). The method works in the pre-stack domain and uses
the P waves converted to S as shear wave sources. We solve the transmission problem
using the propagator matrix method. The importance of this method is that it does not
require information about layering above the zone of interest and is accurate for
estimating the anisotropy parameters.
The method involves solving a non-linear problem in the frequency domain where
Simulated Annealing is used as the global minimization technique. The procedure allows
estimation of the propagator matrix related to the target zone, assuming plane wave
propagation allows its diagonalization by pure rotations. This matrix diagonalization ends
up with an estimation of the natural eigen directions of the medium when the range of
offset angles does not exceed 35*.
The proposed method is validated with synthetic RVSP data for two models with
different densities of vertical fractures. Results show good accuracy in the estimation of
the angle of the fractures for the whole range of offsets. The study also extends to show
the dependence on the frequency and on the offset.
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Chapter 1
Introduction
1.1 Background
Elastic waves provide useful knowledge about the structure of the Earth's interior as
they propagate through it. Both surface and body waves provide information about the
elastic properties of the material in the subsurface. Elastic properties such as density and
velocity are found through the study of travel times and amplitudes of these waves. Also,
studying the polarization (particle motion) of such waves give us information about
anisotropy of the rock (the properties of the rock which vary with direction). Anisotropy
can result from the alignment of crystals, micro cracks or fractures in a particular
direction.
In the last ten years, there has been an increased interest in studying the anisotropy
properties of some reservoir rocks with the purpose of optimizing the production of oil.
In particular, vertically fractured reservoirs have caught the attention of geophysicists as
they are the most common source of effective anisotropy with horizontal axes of
symmetry. Also, with the recent advances in horizontal drilling technology and its current
uses, determining fracture direction has become very important.
The azimuthal behavior of the compressional (P) wave has recently been used for
studying vertically fractured reservoirs with some degree of accuracy but also with some
limitations (Sayers and Rickett, 1997; Mallick, et al., 1998; Shen and Toksoz, 1998).
The polarization property of the shear (S) waves is more advantageous than the nearly
scalar polarization property of the compressional (P) waves for characterizing anisotropy
(Crampin, et al., 1984). However, the high acquisition cost of multicomponent surveys
needed for S waves makes them less attractive. As an alternative, P to S converted wave
surveys have been used recently. This kind of survey is based on a P wave source and
three component geophones. There are two major advantages for using P to S converted
wave data: One is the low cost in the acquisition compared with a S to S wave survey (S
sources and multicomponent geophones). The second is that the S wave passes just once
through the near. The S wave is greatly affected by the low velocity and heterogeneities
of the near surface as well as by the interaction with the free surface (Crampin, 1985).
Therefore, if the S wave travels just one time through this layer the effect is reduced by
half.
As mentioned above, S waves are more advantageous for characterizing anisotropy.
The reason for this advantage is the shear wave birefringence phenomenon. Shear wave
birefringence is observed when an S wave enters an anisotropic medium characterized by
two distinct velocity axes (eigen directions). Due to the existence of these two eigen
directions with different velocities, the S wave is split into two qS waves (quasi shear
waves) with different polarizations and separated in time. This difference in time is
related to the distance traveled in the medium as well as the percentage of difference
between the two velocities characterizing the medium (Crampin, 1985).
Evidence of the existence of shear wave birefringence as well as its potential in the
characterization and development of fractured oil reservoirs has been reported by many
authors (Majer, et aL, 1988; Ata and Michelena,1995; Home, et al., 1997; Li,1997).
Ata and Michelena (1995) show a successful application of P to S converted waves
over a fractured carbonate reservoir. The data were collected using explosive sources
from three multicomponent lines with different azimuths intersecting each other at the
middle. The data showed evidence of shear wave birefringence varying in intensity along
the horizontal components of each line. After careful amplitude preserving processing,
the data in the stack domain was analyzed using the layer stripping method (Winterstein
and Meadows, 1991a, b; Garotta and Granger, 1988) to get an estimation of the
birefringence parameters down to about 3000 m, the depth of the reservoir. They were
able to map the fracture direction as well as the intensity of fractures with some degree of
accuracy for the formation just above the target zone. There was good agreement
between seismically determined fracture directions and those obtained by televiewer logs
and borehole ellipticity analyses from some wells. Regarding the estimation of the
birefringence parameters for the target zone, the authors were unable to get consistent
and regular behavior in the estimations, even for the fracture directions (Michelena and
Ata, 1995). The propagation of errors from layers above the reservoir level were not
handled very well by the layer stripping method. The layer stripping method in this case
showed its sensitivity to the overburden when the errors in the estimations from the upper
layers propagate down toward the estimation at the target zone.
In this thesis we will address the problem of shear wave birefringence for the case of
offset RVSP (Reverse Vertical Seismic Profile) to develop a method for the estimation of
the principal axes and intensity of anisotropy. We will also show that this problem is
similar to the 3D P to S converted waves for surface seismic profiles, where the
conversion from P to S at the subsurface will be used as hypothetical polarized shear
wave point force sources.
We follow the work of Lefeuvre et al. (1992), who use the propagator matrix method
to describe the change in the state of polarization of the split shear waves between two
different intervals with VSP data. The importance of this method, compared with others
like layer stripping (Lefeuvre et at., 1991), is that no information is required about
layering above the zone of interest and an accurate estimation of the anisotropy
parameters can be obtained.
1.2 Outline
The topics of this thesis are covered in four chapters. Chapter 2 introduces the shear
wave birefringence or shear wave double refraction phenomenon. This phenomenon is
investigated in the frequency domain in terms of the interference patterns formed in both
the amplitude and phase difference spectra as a result of the equivalent interference in
the time domain due to the two shear wave arrivals. Some analytic expressions are
developed, examples are analyzed, and conclusions are given.
In Chapter 3 the equivalence between P to S converted waves and RVSP data is
discussed. We develop the methodology to approach the RVSP problem using the matrix
propagator method, which leads to a non linear optimization problem in the frequency
domain where a global minimization technique is used. Errors made in the estimation of
the eigen directions when interpreting the propagator for non normal wave propagation
are also analyzed.
In Chapter 4 the methodology is tested with synthetic seismic data simulated over two
different velocity models in RVSP geometry. The models are composed of flat layers
where the target is considered azimuthally anisotropic due to vertically aligned fractures.
These models differ in having 20% and 10% velocity anisotropy. Results are then
analyzed and conclusions are made.
Chapter 5 summarizes the important results obtained in this thesis.
Chapter 2
Shear wave birefringence
2.1 Seismic anisotropy
Any homogeneous material whose properties vary with direction is considered
anisotropic (Crampin, 1984a). The term "seismic anisotropy" describes the behavior of
seismic waves when they propagate in such materials, displaying characteristics and
diagnostic effects which are subtlety different from those waves propagating in isotropic
solids.
The most common types of seismic anisotropy are vertical transverse-isotropy and
azimuthal anisotropy (Crampin, 1984a). Vertical transverse-isotropy is a special case of
anisotropy where there are no azimuthal variations and the shear waves split exactly into
SV and SH polarizations.
The value of shear wave propagation resides in the three-dimensional characteristic of
the vector polarization (particle motion) along the raypath, so each component wavetrain
carries information about the three-dimensional symmetry of the medium. Such shear
wave polarizations carry much more information about the raypath (and the source) than
the P wave which has a nearly scalar polarization. Different shear waves have different
behaviors at interfaces and along the raypath. These different behaviors cause the shear
waves to split into various arrivals with different polarizations, amplitudes and velocities.
The difference in time between these shear waves can give information about the change
in polarization of these different arrivals.
2.2 Shear waves in anisotropic rocks
- Shear wave birefringence
Shear waves, in particular the shear wave splitting phenomenon, are very sensitive to
the effects of anisotropy. There is evidence that many rocks are anisotropic for shear
wave propagation (Majer, et al., 1988; Ata and Michelena, 1995; Home, et al., 1997; Li,
1997; Crampin, et al., 1984), and shear wave splitting is almost routinely observed in
three component VSPs (Vertical Seismic Profiles) and surface seismic data.
Some rocks show especially oriented structure such as aligned crystals, grains or
parallel thin layers and, more importantly, aligned cracks and microcracks. Cracks are
likely to be the most common source of anisotropy in the shallow crust and can vary in
size ranging from microcracks in igneous rocks to large scale fractures in sedimentary
rocks (Crampin, 1985).
The propagation of body waves in anisotropic media is conceptually very different
from wave propagation in isotropic media, so much that the effects can be subtle and
difficult to identify with conventional techniques. There are three different body waves
propagating in every direction of phase propagation in an anisotropic medium: a quasi P
wave (qP) and two quasi S waves (qS1 and qS2) which have different velocities and
polarizations. In general anisotropy qS1 and qS2 polarizations are not necessarily
orthogonal to each other. The distinction between qSl and qS2 is a consequence of the
phenomenon of shear wave splitting (also know as shear wave birefringence or shear
wave double-refraction) (Crampin, 1985). Figure 1 shows a schematic diagram of the
shear wave birefringence phenomenon for a particularly simple case where qS1 and qS2
polarizations are orthogonal. A linearly polarized S wave propagating in the vertical
direction enters the anisotropic medium (parallel vertical fractures), characterized by two
principal axes lying in the plane perpendicular to vertical. Due to the existence of these
two major axes, each one with a different velocity, the S wave is split into qSI and qS2,
one faster than the other. The difference in time is related to the distance traveled in the
medium as well as the percentage of difference between the two velocities characterizing
the medium. In general, the time delay between the two S waves depends on the
orientation and symmetry of the anisotropy, the length of the raypath through the material
and the degree of anisotropy.
2.3 Shear wave birefringence in the frequency domain
The inversion scheme that will be introduced in Chapter 3 works in the frequency
domain. This inversion scheme is sensitive to the patterns of the amplitude and phase
spectra in terms of zeros and singularities. Thus, an analysis of the behavior of such
spectra is necessary up to this point.
As shown in previous paragraphs, shear wave birefringence is characterized by two S
wave arrivals with different polarizations and travel times. Using the Fourier
transform, each component of motion in the horizontal plane can be transformed to the
frequency domain. Analyzing the amplitude and phase spectrums of each component
separately, they show a spectral interference pattern due to the interaction between the
two nearly simultaneous S wave arrivals in time (MacBeth and Crampin, 1991).
Figure 2 shows an idealized three-dimensional anisotropic medium composed of
parallel vertical fractures (for near vertical propagation, velocity parallel to the strike
direction is higher than in the perpendicular direction), with an angle p with respect to
the x axis and with a thickness d. At the top of the anisotropic medium there is a linearly
polarized S wave source forming an angle a with respect to the x axis, and at the bottom
there is a three component geophone aligned with the x, y and z directions. Both a and p
are measured counterclockwise from the x axis direction.
Using the geometry shown in Figure 2, the particle motion recorded in the horizontal
plane in the x and y directions can be written as follows:
S = RPJ * w(t)E, (2.1)
where
S= are the horizontal components of the receiver.
~ [cos(p3) - sin(p)1
RfL cos6) is the rotation matrix which represents the change in
psin(pi ) cos(pf) _
polarization due to the fracture strike. T denotes transpose.
P 0 is the transfer matrix that describes the two possible
=['0 9(t -t2)]
orthogonal and normalized modes of propagation in the medium. c(it) represents the
Delta function where t is the time. t1 and t2 are the travel time for the fast and slow shear
waves after traveling a distance d.
E = is the normalized vector of the linear polarized source referred to the
a sin(a)I
x-y components. w(t) represents the source signature and * is convolution in time.
As we can see from (2.1), this model of shear wave birefringence is a pure orthogonal
rotation of the source components back from the x and y reference to the fracture
reference. Then, after the two shear waves travel a distance d, one parallel and the other
perpendicular to the fracture strike, they are rotated forward from the fracture reference
to the x andy reference to be recorded by the geophones (Alford, 1986).
Substituting the values for R , P and Ea into (2.1) yields:
S, (t) = [(cos 2 ()S(t - ti) + sin 2 (fl)15(t - t2)) cos(a) +
(cos(p) sin(I)S(t - tI) - sin(fi) cos(fi)S(t - t2)) sin(a)]* w(t)
and (2.2)
S (t)=[(sin2 (/)(t - t1) + cos2(p)S(t - t2)) sin(a) +
(cos(p8) sin(p8)S(t - t1) - sin(p) cos(p)S(t - t2)) cos(a)]* w(t)
Applying the Fourier transform to both equations in (2.2), we get:
Sx (co) = W(co)[(cos2(3)ei-o + sin 2 (fl)e -" 2 ) cos(a) +
(cos(p6) sin(p8)el"o - sin(p3) cos(fp)e i- 2 ) sin(a)]
and (2.3)
Sy (a)) = W(co)[(sin 2 (fl)e-41 + cos2 (fl)e-" 2) sin(a) +
(cos(fp) sin(pl)e-"' - sin(pl) cos(pi)e-" 2 ) cos(a)]
where Sx(o), Sy(o) and W(co) represent complex quantities obtained after applying the
Fourier transform to S,(t), Sy(t) and W(t). o is the angular frequency.
From (2.3) we can observe that the spectrum W(co) of the source signature expected
for an isotropic medium is modulated by the terms containing a, p, t1 and t2. This
modulation arises as a consequence of the interference between the two shear waves in
time.
Rather than analyze equation (2.3) directly, we will analyze the amplitude and phase
spectrum expressions.
- Power spectra
Squaring the amplitude spectrum of expressions (2.3), ISx(o)I and ISy(o)|, we obtain
the corresponding power spectra expressions (Px and Py):
Px (co) = P, {(cos(coAT) - 1)[2 cos4 (pi) - 4(a2 +ab+ -) cos 2 (/g) +4a 2 + 2ab] + cos2 (a)}
and (2.4)
1
Py() = P {(cos(aAT) - 1)[-2 cos4 (p) + 4(a 2 +ab+ I)cos2 (/3) - 4a2 - 2ab] - cos2 (a) + 1}2
where a = cos(a) cos(p), b = sin(a) sin(p3), AT = t2 - tI and Pw is the source power
spectra.
From (2.4) we can see that the power spectra of the source is modulated by an
interference pattern depending on a, p and AT. The biggest effect is obtained when
p3- a = i45" (source azimuth 450 respect to the fracture strike). See Figure 3 and Figure
4 for graphical representation of different power spectra curves.
Also from (2.4) we observe that Px + Py = Pw expresses the conservation of energy
for shear wave splitting. Using this observation, we can eliminate the effect of the source
spectra from (2.4) which leads to the following expressions for the interference patterns
(Ix and Ly):
IX PX(W) - (cos(wAT) - 1)[2 cos 4 (p8) - 4(a 2 +ab+ )cos 2 (8) +
PX(W)+ Py(O) 2
4a 2 + 2ab] + cos 2 (a)
and (2.5)
I= ( =(cos(wAT) - 1)[-2 cos (/3) + 4(a2 +ab+ j)cos2PX(W)+ P Wm 2
4a2 - 2ab] - cos2 (a) +1.
MacBeth and Crampin (1991) report expressions equivalent to the ones we show in
(2.4) and (2.5). They use a and 1 measured clockwise from the fracture strike.
Figure 5a shows theoretical curves of power spectra obtained using equation (2.5) for
time delays, AT, of 10, 20 and 30 ms and on the frequency band 0-80 Hz. We used a =
200 and 1 = 650 for a maximum effect of the interference pattern. Observe that where Ix
maximums occur, Iy is minimum and vice versa. These frequencies where this effect
occurs are called "turning points" (f[T ) by MacBeth and Crampin (1991) and are related
with the time delay as,
kfk -2AT where k=0,1, 2, 3, ... (2.6)
We can see from Figure 5a how there are more turning points for AT = 30 ms than for
10 Ms.
- Phase spectra
The phase spectrum of the x and y components of motion represented by (2.3) can be
written as
,(co) = arg(X(a)) =0,(w)+ ( )
and (2.7)
,,(w) = arg(Y(a)) =&,(w)+'(w)
where , (c) is the phase spectrum of the source. Dx (c) and <D (co) are the phase
spectra of the interference pattern in the x and y components, respectively. The source
spectrum can be eliminated from (2.7) subtracting (D,(w) from <D,(co)
D,(co)-<D,(co)=<D(co)-CD'(o). (2.8)
The left hand side of equation (2.8) can be written as
,(S ISR - SR S|
tan S S x + S'S (2.9)
and the right hand side as
S2sin(2a - 24B) sin(mAT) -2s10)
(cos(coAT)[sin(2a) +sin(2a - 4)] +sin(2a)-sin(2a -4/8))(
In (2.9) R and I denote real and imaginary parts, respectively.
The phase difference or phase spectra given by (2.10) has zeros at frequencies which
depend on a and P, in contrast with the conclusions of MacBeth and Crampin (1991). In
order to determine where these zeros occur, we will analyze separately the numerator and
denominator of the argument of equation (2.10).
The numerator of the argument of (2. 10),
2 sin(2a - 2p6) sin(wAT),
has zeros at the frequencies
k
2AT where k=0, 1, 2, 3, ...
equation that will be, mainly, that determine the zeros of(2. 10).
The denominator of the argument in (2.10),
cos(aAT)(sin(2a) + sin(2a - 4p8)) + sin(2a) - sin(2a - 4/8),
has zeros at frequencies that will depend on a and p, which are given by
fz {
k-i
2AT
kir-2q
27rAT
where k= 1, 2, 3,
k odd
k even
and
(2.11)
(2.12)
(2.13)
(2.14)
= C , (sin(2a - 4p) - sin(2a) (2.15)
sm(2a -4) +sin(2a)
where only the pure real solutions are taken. When q' is complex, (2.13) does not have
zeros.
Zeros of(2.13) are the discontinuities of the phase spectra (2.10), they also control the
zero-crossings given by (2.11). For some particular values of a and p some pairs of
discontinuities collapse into one, hiding the zero-crossing of (2.11) that lies in between.
Thus the turning points in the power spectra (2.5) are not always obvious by simple
inspection and do not necessarily coincide with zero-crossings of the phase spectra
(2.10), in contrast with the conclusions of MacBeth and Crampin (1991).
Figure 6 shows theoretical curves for the x and y components of motion for a
bandwidth of 0-80 Hz and p = 650 of (a) power spectra, (b) phase spectra and (c)
equation (2.13) whose zeros represent the discontinuities of the phase spectra. We vary a
from 20 0 to -5 * to observe how the relative position of the turning points changes in (a)
with respect to the zero-crossing and the discontinuities in (b) and corresponding zeros in
(c). Observe in (b) how the discontinuities at about 35 Hz and about 62 Hz for a = 200
move until they collapse into one at about 50 Hz in a = 00, eliminating the zero-crossing
at about 50 Hz. Note that there are no discontinuities in (b) when a = -5 ", corresponding
with no zeros in (c).
Figure 5b shows both the phase spectra for three different values of AT and the
increase in the number of zero-crossings as AT increases. From Figure 5a and Figure 5b
we can see how, for this particular choice of a and I, the turning points of the power
spectra coincide with the zeros of the phase spectra.
Figure 7 shows an example of synthetic data of a shear wave splitting generated by
using the convolution model of equation (2.1) and the fractured model shown in Figure 2.
For comparison we chose a = 200, p = 650 and AT = 0.02 ms, the same parameters we
used to generate the analytic curves of Figure 5. The wavelet used was a Ricker zero
phase, with 30 Hz center frequency and a bandwidth 0-60 Hz. Figure 7 shows the power
spectrum of the x and y components which display the modulation effect produced by the
interference pattern of the shear wave splitting. The power spectra and the phase spectra
exhibit behavior similar to the analytic curves shown in Figure 5.
Figure 8 and Figure 9 show synthetic data generated with the same parameters as the
one shown in Figure 7 but with p = 60* and a varying from 0* to 105*. These figures
show: (a) the x and y particle motion time series, (b) the power spectrum, (c) the phase
spectrum, (d) the power spectra and (e) the phase spectra. We can observe similar
patterns in (b), (c), (d) and (e) for values of a differing by ± 900. Also note how the
difference or displacement between the x and y components in the phase spectrum reduce
near the zero-crossing positions of the power spectra (e) and increase at the
discontinuities. For a = 600 (source aligned with the fracture strike), the interference
patterns (power and phase) are zero showing a power and phase spectrum as expected for
the case of an isotropic medium.
2.4 Shear wave birefringence at non-normal incidence
Up to this point we have considered shear wave birefringence for normal incidence of
the wave front to the plane containing the principal axes of anisotropy of the medium
(Figure A2). Now we we consider the non normal incidence case, as shown schematically
in Figure 10. Here we consider the same problem as for normal incidence but allow the
incident shear wave to propagate at an angle 0 with respect the vertical throughout the
medium. Also, we continue considering the medium as simple azimuthally anisotropic
composed of parallel vertical fractures (one vertical plane of symmetry and two
horizontal axes).
The shear wave birefringence, as shown schematically in Figure 10, can be interpreted
as
S = RNR,8PR,4* w(t)E, (2.16)
where
S = SY are the three components of the receiver.
z.
cos(fl) - sin(p3) 0
R = sin(p3) cos(p) 0 is the three-dimensional rotation matrix about the
0 0 1
fixed z axis, representing the change in polarization due to the fracture strike.
cos(0) 0 - sin(O)
/= 0 1 0 is the three-dimensional rotation matrix about the
Lsin(6) 0 cos(O) j
fixed y axis. T denotes transpose.
8(t -t1) 0 0
P=[0 5(t-t2) 0 is the three-dimensional transfer matrix that
0 0 8(t -tp)j
describes the three possible orthogonal modes of propagation in the medium. tp is the
travel time for the P wave after traveling a distance d.
cos(a)
Ea = sin(a) is the normalized vector of the linear polarized shear wave source.
[01
9(t), t, t1, t2, w(t) and * are defined as they were in (2.1).
Solving equation (2.16) we get expressions for the two horizontal components:
S,(t) = [(cos2(/3)8(t - t1)+ sin 2 (#)S(t - t2))cos 2(O)cos(ca) +
(cos(,p) sin(p8)S(t - t1) - sin(3) cos(p)8(t - t2)) cos(O) sin(a)]* w(t)
and (2.17)
S,(t) = [(sin2 (fp)8(t - t1) + cos2(fi)S(t - t2)) sin(a) +
(cos(/p) sin(fp)(t - t1) - sin(fp) cos(pl)3(t - t2)) cos(9) cos(a)]* w(t)
Applying the Fourier transform to (2.17) as we did for (2.2) and doing similar algebra,
we get expressions for the power spectra (Ix and Iy):
I = (cos(aAT) -1) cos2 (6)[2 cos4 () - 4( a(cos2(0)+1)+ab cos(9) + )cos 2 (8)
+ 2a2 (cos 2 (9) +1) + 2ab cos(9)] + cos 4 (9) cos 2 (a)
and (2.18)
1 1
I = (cos(wAT) - 1)[-2 cos4 () + 4(1a 2 (cos 2 (9) +1) + ab cos(9) + cos 2 (/8)
-2a 2 (cos 2 (9) +1) - 2ab cos(9)] - cos 2 (a) +1
where a and b are defined as in (2.4).
AT in this case needs more attention. AT is defined as in (2.4), and is equal to t2 - d,
but with the particularity that both ti and t2 depend on 0. In general anisotropy the
velocities qSI and qS2 of the medium vary differently with the angle 0, and in particular
the velocities parallel and perpendicular to the fracture strike in a fractured medium
(Crampin, 1984b). Therefore, AT depends on the angle 0.
The phase difference or phase spectra can be also obtained from (2.17), given
tan-1 (2.19)
where
N = 2[(b - a - 2 sin(2$l))cos 2 (9) + 2(b + a) cos(9)
+ b + 2 sin(2pl) - a]sin(coAT)
and (2.20)
D = [(d - c -2 sin(4fl)) cos(aAT) + 2 sin(4p8) + c - d] cos 2 (0)
+ [(2d + 4 sin(2a) + 2c) cos(oAT) + 4 sin(2a) - 2d - 2c]cos(G)
+ (2 sin(4p3) - c + d) cos(wAT) - d -2 sin(4pl) + c
where a = sin(2a + 2pl), b = sin(2a - 2/i), c = sin(2a + 4,B) and d = sin(2a - 4p8).
Figure 11 shows the behavior of the power spectra and phase spectra for different
values of 0. For purposes of illustration we obtained AT using velocities for qSl and qS2
gotten from curves given for a saturated fractured medium in Figure 1 (Crampin, 1984b).
This particular example gives a AT that apparently decreases from about 33 ms to 0 ms
when we go from 0* to about 300 to the vertically and parallel aligned fractures. Note
from Figure 11 how the shape of the power spectra and the phase spectra changes when 0
changes and how the biggest effect is obtained for 0 = about 230. This behavior is mainly
controlled by the effect of the apparent change of AT with respect to 0. This effect is also
noted when we analyzed the behavior of such spectra with respect to the change in AT in
Figure 5. For the range of angles analyzed the cos(0) 1, therefore the effect of such a
factor in (2.18) and (2.19) is negligible.
In addition to the dependence of the S wave phase velocities in the fractured medium
with respect to the angle 0, for big angles the phase velocity tends to differ from the
group velocity (ray velocity). Thus the polarization of the fast S wave does not coincide
with the fracture strike, and changes as much as 900 can occur. Consequently, in most
cases the angle of incidence of the S wave should be restricted to less than 35 0 to avoid
misinterpretations (Crampin, 1984b).
2.5 Conclusions
In this Chapter we have revised some properties and characteristics of the shear waves
birefringence phenomenon, both in the time and frequency domains:
1. Shear waves birefringence or shear waves double refraction is a phenomenon
characterized by the splitting of shear waves when they travel through an anisotropic
medium. In general, it depends on the orientation and symmetry of the anisotropy, the
length of the raypath through the material and the degree of anisotropy.
2. The most likely common source of anisotropy in the crust are vertical fractures and
micro cracks. The shear waves birefringence in this kind of medium, for close to
normal wave propagation, is characterized by a two shear wave split with orthogonal
polarization and time separation. One shear wave (the fast) is parallel to the fractures
(main axis of anisotropy, biggest velocity), and the other (the slow) is perpendicular
to the fractures. Both shear waves are separated in time by the amount AT that
depends on the length of the raypath, the degree of anisotropy and the variation of the
S wave velocities (parallel and perpendicular to the fractures) when an angle of
incidence, measured from the vertical, is considered.
3. The interference in time of the two S wave arrivals generates a characteristic pattern
in the frequency domain, defined as power and phase difference spectra. We found
analytic expressions for these spectra, and we observed how they depend on the
choice of the azimuth of the fractures, the azimuth of the linear polarized shear wave
source and on the time delay, AT.
4. We learned from examples of synthetic data generated using the convolution model
of (2.1) that the effect of the interference patterns over the amplitude and phase of the
signal is the greatest when the difference between source and fracture strike azimuth
is ± 450 and when the time delay increases. Also, we noted that sources 900 apart
show similar behavior on the amplitude and phase spectra.
5. We also found analytic expressions for the power and phase spectra when the
direction of shear wave propagation is at non normal incidence to the vertical and
parallel system of fractures. Analysis of those curves for a particular example taken
from Crampin, 1984b, show that the spectra are mainly affected by the variations in
AT. These apparent variations in AT are caused by the dependence of the S wave
phase velocities on the fractured medium with respect to the angle 0. Additionally,
for big angles the phase velocity tends to differ from the group velocity (ray velocity),
thus the polarization of the fast S wave does not coincide with the fracture strike, and
changes as much as 900 can occur. Consequently, in most cases the angle of incidence
should be restricted to less than 35*.
S wave
Anisotropic
medium
AT qS2
qS1
Figure 1. Schematic illustration of the shear wave birefringence phenomenon. S is a
linearly polarized shear wave with an arbitrary polarization entering the anisotropic
medium. qSl is the fast shear wave and qS2 is the slow shear wave. qSI and qS2 are
orthogonal to each other and AT is the time delay.
direction of shear
wave propagation
fracture strike
d1 I
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polarization
Figure 2. Illustration showing the relative positions of geophone, source and fracture
strike. The shear wave propagates in the z direction from the top of the medium all way
down to the geophone at the bottom. a is the source azimuth and p the fractures strike
azimuth, both measured counterclockwise from the x axis. d is the thickness of the
medium.
Figure 3.Theoretical curves of power spectra for components x and y and for the
frequency band 0-80 Hz when the fracture strike ([) is 650. Each panel represents the
pattern for a particular source azimuth (a), ranging from P - a = 00 to -65*. Observe that
there is a maximum effect in the pattern at P - x = ±45*. Figure continues on Figure 4.
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Figure 4. Continued from Figure 3.
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Figure 5.Theoretical curves of (a) power spectra (2.5) and (b) phase spectra (2.10) for
components x and y and for the frequency band 0 - 80 Hz. Patterns are for a time delay,
AT, of 10, 20 and 30 ms from left to right, respectively. The angle a = 200 and p = 650.
The triangle in (a) represents the turning point, while in (b) the solid circle represents the
zero-crossing and the open circle the position of the discontinuities.
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Figure 6. Theoretical curves of (a) power spectra, (b) phase spectra and (c) equation
(2.13) whose zeros represent the discontinuities of the phase spectra. All curves were
generated for the x and y component of motion for a bandwidth of 0-80 Hz and f = 650.
From left to right we vary a from 200 to -5* in order to observe the change of the relative
position of the turning points (triangle) in (a) with respect to the zero-crossings (solid
circle) and the discontinuities (open circle) in (b) and corresponding zeros in (c). Observe
in (b) how the discontinuities at about 35 Hz and about 62 Hz for a = 200 move until they
collapse into one at about 50 Hz in a= 0, hiding the zero-crossing at about 50 Hz. Note
that there are not discontinuities in (b) when a = -50, corresponding with no zeros in (c).
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Figure 7. Example of synthetic data of a shear wave splitting generated by using the
convolution model of equation (2.1) and the fractured model of Figure 2. For comparison
a = 20*, p = 650 and AT = 20 ms were chosen the same as for generating the analytic
curves of Figure 5. The wavelet used was a Ricker zero phase, with 30 Hz center
frequency and a bandwidth 0 - 60 Hz. (a) The time series recorded in the x and y
components. (b) The polarization diagram (relative particle motion between x and y
components). (c) The power spectrum of the source signal. (d) The power spectrum of
the x and y components showing the modulation effect due to the interference pattern. (e)
and (f) the power spectra and the phase spectra, respectively of the x and y components,
showing similar behavior to the ones shown in Figure 5.
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Figure 8. Synthetic data generated as the one shown in Figure 7 but with p = 600 and aX
varying from 0* to 1050, as shown at the top of each panel. (a) is the x and y particle
motion time series, (b) the power spectrum, (c) the phase spectrum, (d) the power spectra
and (e) the phase spectra. Note the similarity of the patterns in (b), (c), (d) and (e) for
values of a differing by 90*. Also note how the difference or displacement between the
x and y components in the phase spectrum reduce near the zero-crossing positions of the
power spectra (e) and increase at the discontinuities. This figure continues in Figure 9.
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Figure 10. Geometric definition for the parameters in (2.16)
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Figure 11. Analytic curves showing (a) power spectra and (b) phase spectra. For purposes
of illustration, we obtained AT using velocities for qS1 and qS2 from curves given for a
saturated fractured medium in Figure 1 (Crampin, 1984b). We can see how the variations
in the curves are mainly due to the apparent change in AT.
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Chapter 3
Propagator matrix method
3.1 Overburden anisotropy
Overburden anisotropy is any anisotropic layer or set of anisotropic layers above the
target or layer of interest. The shear wave, as it travels through this stack of layers, is
affected by the anisotropy of every layer. As described in Chapter 2, the shear wave
birefringence phenomenon will appear in each layer, over-imposing its own signature and
hiding the effects of prior layers as the wave travels. In each layer the polarizations of the
qS1 and qS2 will be rotated and split into other qS1's and qS2s depending on the
anisotropy properties of the layer.
In surface seismic data the near surface (weathering layer) is the most important
source of anisotropy in the overburden when geophysicists are characterizing anisotropy
properties in oil reservoirs using shear waves. Shear waves arriving at angles greater than
350 at the free surface suffer amplitude and phase changes, and they also experience
mode conversions with subsequent phase changes which disturb the waveform of the
incident wave. Additionally, if the near surface has low velocity and has heterogeneities,
as is common, the distortion on the shear wave is more severe, even for near offsets
(Crampin, et al., 1984). In VSP's this problem is minimized when the receivers are
placed at depth.
In surface seismic data when S wave sources are used, the shear waves travel through
the near surface layer twice, one time down and one time up after reflection at subsurface
interfaces, and thus they suffer twice the effects of the free surface. Therefore, the
distortion of the waveform is important and limiting in the use of S to S seismic surveys.
In addition, the high cost of this kind of survey makes it less attractive. As an alternative,
P to S converted wave surface surveys are of increasing interest due to the one way path
of the shear wave as it goes up to the receiver after converting from a P wave at the
interface. This kind of survey uses P wave sources (in some cases explosives), which
considerably decreases the cost of the acquisition.
Some methods have been developed to deal with the problem of overburden
anisotropy for the estimation of anisotropy parameters at reservoir levels. In surface
seismic profiles the stochastic amplitude compensation method (Li, 1997) is used, and in
VSP layer stripping (Winterstein and Meadows, 1991a, b) and propagator matrix
(Lefeuvre, et al., 1992) methods are used.
Li (1997) introduces a statistical approach using amplitude to compensate for
overburden anisotropy when working with S to S pre-stack surface seismic data.
Winterstein and Meadows (1991a and b) use the layer stripping technique in VSP data to
eliminate the effect of every layer from the surface to the target. This method assumes
orthogonal sources at the top of the layer that are then rotated to be aligned with the
principal axes of anisotropy in that layer and shifted back in time to recover the effect of
the delay in the birefringence. Successful applications of the layer stripping method over
surface seismic data has not yet been reported.
Lefeuvre, et al. (1992) use the propagator matrix method in VSP data to get
estimations of the target's anisotropy parameters without any information about the layers
above. This method needs measurements only from the layer of interest and is based on
the estimation of a matrix representing the transfer function between two different states
of polarization at the top and base of the layer. Applications of this method over surface
seismic data has not yet been reported.
Lefeuvre, et al. (1991) compare layer stripping with the propagator matrix method
over the same VSP data set. The results of the two methods are in close agreement,
especially when birefringence is large (3 % to 7 %). They examine interesting differences
and advantages of each method. The most important disadvantage of layer stripping is
that errors accumulate when the effects of anisotropy of every layer are eliminated from
the surface to the target.
3.2 Propagator matrix method
The propagator matrix is a method widely used in forward and inverse wavefield
extrapolation for elastic modeling and in a large number of seismic processing algorithms
(Gilbert and Backus, 1966; Amundsen, 1994; Prada, et al., 1996). In a simple matrix
formulation, this method allows one to extrapolate the elastic wavefield from the top to
the base of every single layer in a stratified medium.
For the purposes of this thesis, we will concentrate on the use of the propagator matrix
method to solve the problem of shear wave birefringence where the propagator will be
the transfer function between two different states of polarization. With this formulation
the propagator will be a 2 x 2 matrix (3 x 3 in the case where the vertical component of
particle motion is considered) and will contain information regarding the anisotropy of
the medium in terms of the different modes of wave propagation excited in the medium.
We will describe the propagator matrix method used by Lefeuvre, et al. (1992) in VSP
data applications, and then, based on their work, we will extend the methodology to the
more complex case of RVSP and 3D surface seismic data.
3.2.1 Propagator matrix method in VSP data
Vertical Seismic Profile (VSP) is a tool routinely used by geophysicists for oil
reservoir characterization. It is a valuable tool that can give information at a medium
vertical resolution (tens of meters) around the well. More importantly, we have the
advantage of having 3D particle motion of the wavefield at the receivers with
information coming from the material the wave just propagated through. This
information gives a more accurate estimation of the anisotropy and other properties of
the rock, due to the shorter path of the wave from the source (at the surface) to the
receivers (at depth) (Figure 1). The receivers can receive direct rays (transmitted) or
reflected rays coming from deeper interfaces as the result of reflections or conversions.
Shorter wave paths indicate less amplitude and frequency attenuation due to geometric
spreading, scattering and intrinsic attenuation of the rock. Also, the effects produced by
the overburden anisotropy (especially the near surface) are minimized in comparison
with the surface seismic data.
Lefeuvre, et al. (1992) show a complete development of the propagator matrix method
for zero offset VSP data. They describe the shear wave birefringence phenomenon as a
convolution model in time between the transfer function, representing the different
modes of wave propagation allowed in the medium, and the source (shear wave source)
(Appendix A).
3.2.2 Propagator matrix method in RVSP data
The Reverse VSP can be geometrically described, as its name indicates, as a VSP in
reverse (Figure 2),The source in RVSP is located at depth while the receivers are spread
at the surface. One advantage of the RVSP geometry is that the source is not located at
the surface where the weathering layer (near surface) drastically attenuates the frequency
content of the signal.
RVSP is a tool which is not used routinely by geophysicists in reservoir
characterization today. Limitations in the technology (development of new powerful P
and S wave sources) make it, in practice, unsuccessful. An even more remote technology
the use of polarized S wave sources for applications in shear wave splitting for studies of
anisotropy in reservoirs, as mentioned above. However, we will develop the propagator
matrix method for offset RVSP data by modifying the one developed by Lefeuvre, et al.
(1992) for zero offset VSP data. Thus we approach the case of P to S converted waves in
3D surface seismic data.
Again, we use equation (A.2) but considering the source Ej to be at the bottom of
layerj and the receiver S3 at the top. Pi is the propagator matrix related to layerj, and in
all vectors and matrices the three directions of wave particle motion (x, y, z) is
considered.
Let us consider a common receiver location at the top of layer 1 for two different
positions of sources at depth (z] and z2, with zi < z2) with zi at the top and z2 at the
bottom of a particular layer or interval n (the target) (Figure 3). Using (A.2) we can write
the expression for the receiver when the source is at depth zi as:
SI'- = P 2'' ... E - (3.1)
and when the source is at z2 as:
=PP ...- P E (3.2)1' 2 n n
where S 1 is the receiver located at the top of layer 1 when the source is at the bottom of
layer i.
We can assume that, for a particular angle, the raypaths are approximately the same
for all experiences by assuming that the thickness of the interval A z is small (Figure 2).
Therefore the propagator matrix P is independent of the polarization direction and ofn
the experience, ki or k2. So we can proceed, as in (A.6), to write a set of ml and m2
equations for (3.1) and (3.2), respectively:
(3.3)Ski =E~. -Eki1,n-1 1 2 n-i n-i
and
Sk 2 =P P... P Ek 21,n 1 2 n-I n n (3.4)
where ki = 1,2,3 ... ml and k2 = 1,2,3 ... m2 denoting different experiences or
polarizations of the source at depths z] and z2, respectively.
We can define the error B nI in the prediction of S_ from Ek Iby:BkI In-I n
Bkl = Sk - P E kI
n-I 1,n-1 n-I n-i
and Bk2 the error in the prediction of S,2 from E 2 as:
(3.5)
Bk2  S k2 -P P .E k 2  (3.6)
n in n-i n n
where P P.P is the propagator matrix related to all the overburden and
P = P is the propagator matrix characterizing the interval A z.
n n
Observe that the problem of solving for the unknowns P,, and P, simultaneously is
non linear, and an optimization method has to be used. One estimation of these
propagator matrices can be found by setting up the objective function <b(P) to be
minimized as follows:
mI
CD(P) = (Skl -P -El )*SI -k -El k
kI 1,n-1 n-1 n- I 1,(S n-1 n-1 n-1
m2 (3.7)
E(Sk2 -P - k 2)+(sk2 -P P . Ek2)
k2 In n- n n 1,n n-i 
n n
where + denotes the transpose conjugate.
The objective function (3.7) depends directly on the sources E,'s, and in practice it is
difficult to estimate their signal signatures (amplitude and phase). Also, when
considering P to S converted wave data, E, is the pseudo source related with the
conversion point. Waveform estimations of this pseudo source are complicated to model
and impossible to measure in practice. As an alternative, when Az is small enough, we
will assume that the sources are quite similar, and they differ by a complex constant h,
Ek = hEk (3.8)
n n-1
where k I = k2 = k , and thus the same source polarization azimuth has to be
considered.
Using (3.8) and solving for E k in (3.3) we can simplify (3.7) as:
( ) = ( S " ) ( S k - P P . S -  ) ( 3 9 )
k In n- n n-i sn- i in 
n- n n- i 
(,n-1
where k 1,2,3 ... m, and -1 indicates a matrix inverse. We have used
,_P = 2 redefining P, as h P . Also, we have invoked the property of
source-receiver reciprocity of the propagator matrix (Gilbert and Backus, 1966) to assure
the existence of the inverse of P
The new objective function (3.9) depends solely on the data recorded by the receivers
for the two different positions of the sources. The minimization of this function allows us
to estimate the complex elements of P__ (W) and P, (C) (a total of 18). Due to the non-
linearity of the problem, we decided, among other methods, to use the Simulated
Annealing method (see Appendix B). This method is a computational technique derived
from statistical mechanics for finding near globally-minimum-cost solutions to large
optimization problems. The Simulated Annealing method requires a certain amount of
redundancy of the data to assure good statistics of the solution space. A problem similar
to this was addressed by Lefeuvre, et al. (1992) in (A. 13). In order to address the non
uniqueness of the inversion problem, they introduced the averaging of different
realizations of each experience k. To accomplish this problem we evaluate CD(P) not
over a single frequency and offset (raypath), but over ranges of frequency and offset.
Therefore (3.9) can be rewritten as:
m f of
<D(P)= (Sk -P f .Sk )(Sk, -. f-S ), (3.10)IES,n -n-I n n-i - Sn-I (I~n n-I n Skn-
ktr c,
where oi and of are the initial and final frequency, and tri and trf are the initial and final
offset (raypath or trace) of the range considered. Assuming that the response of the
medium is approximately the same for the range of frequencies and raypaths considered,
we use the hypothesis of ergodicity of the signals both in frequency and in space.
3.2.3 Interpretation of the propagator matrix in
transmission for RVSP data
For the interpretation of the propagator matrix, as estimated in (3.10), we follow the
same approach as in the case of VSP data. We consider the propagator matrix estimated
in the frequency domain in an initial coordinate system (x, y, z) (reference system) which
is assumed to be known. We define Prf as the propagator matrix at the frequency to
n
related with layer n and as having the reference coordinate system. Also, we define P ro'
n
the propagator matrix Pre with the coordinate system (xyo, yye, zye) (rotated system) after
the rotation of an angle y with respect to the x axis and about the vertical (fixed z
direction) (Alford,1986) and after the rotation of an angle 0 with respect to the z axis and
about the fixed y direction (Figure 4), as:
r't (m) = N N"ref(w) T N T
n yn y (3.11)
where
cos(r) - sin(y) 0
, =I sin(y) cos(r) 0 is the three-dimensional rotation matrix ab
0 0 1j
fixed z axis and is related with the change in polarization due to the fracture strike.
cos(O) 0 - sin(9)
R, 0 1 0 is the three-dimensional rotation matrix ab
sin(O) 0 cos(O) j
out the
out the
fixed y axis and represents the angle of the emerging ray from the source. T denotes
transpose. Together R, and R represent the coordinate transformation from the
reference system (x, y, z), or natural coordinate system for the raypath at vertical
incidence, to the rotated system (x,., y., z.0), or receiver coordinate system, for the
raypath at an angle 0 of incidence.
If the natural directions of polarization or eigen directions do not change in the
interval A z = z2 - zi and they are orthogonal to each other, we can define the propagator
Pre for this particular case as:
n
P"/ (CO) 0 0
P"f(C) 0 P"f(CO) 0 (3.12)
pref (CO)
where Pref (to) and Prf (CO) are the transfer functions in the eigen directions given byxx xv
y= p and p + 90 in the (x, y) plane, while Pr (W) is the transfer function in the z eigen
direction. If we assume a plane-wave propagation, these three transfer functions can be
written as:
P"ef(cw)= A,(co)e~rt
( = A2 ()e~'' (3.13)
and
Pref (w) = A (w)e~'"*
where A1, A2 and A3 are amplitude factors and fl, t2 and tp are the travel times for the
propagation of the shear waves and qP wave, respectively, over the interval A z = z2 - zI.
With these considerations, the eigen direction p and the time delay A T = t- are the
same for all frequencies. The sign of the difference 2 - t1 determines which wave is the
fast shear wave.
The definition of R and R9 in (3.11) assumes mutual orthogonal polarizations of the
three body waves with the qP wave confined in the vertical plane (x, z) and separated
from the two split shear waves. These assumptions are only possible for simple
geological structures with weak anisotropy, small lateral heterogeneities and raypaths
away from singularities. Confining the qP wave in the vertical plane allows us to
contemplate shear waves with non vertical wave particle motion (qP = 0). We can then
study the projected shear waves on the horizontal plane of observation. With this
approach, the optimization problem is reduced to the estimation of only 8 complex
elements for the propagator matrices ,O" (W) and Pr (O)(4 per matrix). Confining
the problem to the horizontal plane, the rotation matrices in (3.11) become:
cos(y) - sin(y) cos(O) 0~
R L sin(y) cos(y) and R = (3.14)
The effect of considering offset raypaths (0 # 00) produces an apparent non-
orthogonality of the split shear waves when estimating the natural eigen directions. Li et
aL. (1998) report that the apparent non-orthogonality increases significantly as the angle
of incidence increases. They show analytic curves for the variation of the degree of
apparent non-orthogonality with respect to the angle of incidence for different
polarization azimuths of the fast shear wave.
In order to have an estimation of Pref from Prot we can rewrite (3.11) as:
)= NI n '"(W )NN (3.15)
where -1 indicates the matrix inverse.
To completely estimate ire from (3.15) we need to know, in addition to the angle y,n
the angle 0 of the rays emerging from the source. There are some different approaches
that can be used to obtain this angle; among them, we can constrain the offsets to the
near raypath assuming 0 approximately equal to 00 and estimate 0 using ray tracing
methods. This approach is not always appropriate in practice because of the lack of
availability of an accurate velocity model, together with the high cost of computation
time for ray tracing methods when they are combined with global optimization
algorithms for inversion purposes. In our approach we use different offset ranges to get
different estimates of the natural eigen directions; while for the estimation of the time
delay between the fast and slow shear waves, we use the near offset raypaths alone.
For purposes of estimating the natural eigen directions we will keep the angle 0 in the
interpretation of the propagator (3.15) and consider it constant when estimating the
propagator matrix Prot at a particular offset range. Thus, we rewrite (3.15) as:
n
ref() = ' (3.16)
n yn
where
P'"'(0) = R',''(o)N'(f . With this redefinition of the propagator we are omitting
the application of the operator R. assuming that we are able to perform the rotation of
y without reversing the effect of the offset raypath to have an estimation of Pref Using
(3.16) we can define p, as the mean angle that minimizes the quantity:
X P"/3::(co) (3.17)
and 02 as the mean angle that minimizes
2
xZP/m (3.18)
when the rotation involving y is performed for all directions from 00 to 900. Also, it is
possible to define p0 as the mean angle that minimizes (3.17) and (3.18) at the same time:
pref() +ZP'e (m) . (3.19)
CO a)
In general, equations (3.17) to (3.19) assume orthorhombic or monoclinic anisotropy with
a vertical axis of symmetry.
In Appendix C we do a complete analysis of how the estimation of s's is affected
with respect to the consideration of the angle 0. We observe that, as noted by Li et al.
(1998), the effect increases (non-linearly) as 0 increases and errors up to 60 for 0 equal to
300 can occur. Also we note that the error in the estimation of p depends strongly on the
time delay, AT, which will affect the frequency band of interest. This effect is periodic in
the frequency domain due the plane wave propagation hypothesis assumed. The errors in
some frequency bands are almost negligible for selections of the angle 0 up to 45*. As AT
approaches 5 ms this effect over the frequency increases dramatically giving errors in the
estimation near 250 for a frequency band 15-35 Hz, while errors of 40 to 50 for AT of 20
ms for the same frequency band. It should also be noted that there is a dependence of the
estimation error on the selection of p. P changes sign and is maximum at 450 for small 0.
Also, the error is negligible for any selection of 0 when P is equal to 00 or 90. Thus, in
practice, when the plane of acquisition (plane that contains the source and receiver) is
close to parallel to one of the natural eigen directions there is not error due the angle 0.
The analysis made in Appendix C reveals that we are able to minimize the off
diagonals of the propagator by rotation. We can then obtain an estimate of p with an
error that depends on the offset range and frequency band considered as well as the time
delay AT and the angle of the natural eigen direction with respect to the acquisition
plane. We believe that the average or summation over different azimuth source
polarizations considered in equation (3.9) or (3.10) for the estimation of the propagator
will contribute to minimizing the error made when considering 0 different from zero.
Therefore, under these considerations, I, and p2 represent the eigen directions when
these two directions form an arbitrary angle, while p0 and p0 +90 represent the eigen
directions when they are orthogonal to each other. In this last case, p0 should coincide
with 0, or p2, which may not occur in practice.
The times t1 and t2 and the time delay A T = t2 - t also can be obtained by making a
linear regression of the phase spectrum of Pref(d, Pref(2) and Pref(P2)/pref
where (0,) represents rotation using the angle (, and where the propagator P is
estimated for near offset (small 0).
3.3 Propagator matrix and 3D P to S converted wave
surface seismic data
Figure 5 shows a 2D example of P waves converting to SV waves at the CCP
(common conversion point) location, for both the top and base of a target layer at depths
z1 and z2, respectively. We assume that Az = z2 - z1 is small enough in order to have
similar ray paths for the two SV waves coming from each depth (zi and z2) to the
receiver at the surface. Also, we define hypothetical shear wave sources as the ones that
are generating S waves from the CCP location to the receiver. We consider the
polarization of these sources lying in the plane containing the source and receiver. This
approximation is valid for 0 in the range often covered in surface seismic data. If we
consider the second half of Figure 5 from the CCP location to the right, we observe a
RVSP geometry similar to the one studied earlier in this chapter. Thus we can consider
solving the problem of surface seismic profiles as equivalent to solving the RVSP
problem. We can justify this conclusion by considering an incident P wave converting to
SV wave with amplitude Ap-sv that is a function of the angle 0, and with vector
polarization direction approximately lying in the plane of the source-receiver and
pointing toward the receiver. The change in the state of polarization for the shear waves
after propagating through two different intervals containing an anisotropic medium is
defined as (adapting MacBeth et al., 1998):
A sv(O)ROR,As 9 ) (3.20)
where R, and R, are the same as in (3.14) for y = and As is the diagonal matrix
representing the two S waves propagating through the medium. Note the similarity
between As and the definition of the propagator P and the source
E = AP-Sr I . (3.21)
In a 3D surface seismic profile we can consider more of the 2D examples shown in
Figure 5 with different azimuth directions (Figure 6). In this way a 3D CCP bin will
contain the S wave arrivals coming from hypothetical shear wave sources from different
azimuths.
3.4 Conclusions
In this Chapter we investigate the equivalence between the 3D P to S converted wave
surface seismic and RVSP data regarding the estimation of anisotropy parameters under
the propagator matrix approach.
1. The propagator matrix is used to describe the phenomenon of shear wave
birefringence for offset RVSP data.
2. The method assumes homogeneous flat layers and a thickness of the target zone small
enough to consider top and bottom conversions having approximately similar
raypaths. Also, the method assumes orthorhombic or monoclinic anisotropy with a
vertical axis of symmetry.
3. The method estimates the birefringence properties of the medium without any
information about layering above the target zone.
4. The inversion problem involved leads to solving a non linear objective function in the
frequency domain in terms of the propagator matrices prot and P t . A globaln-I n
minimization method (Simulated Annealing) is used.
5. The interpretation of the propagator matrix in transmission assumes a plane wave
propagation for the two quasi shear wave modes, a rotation around the fixed x axis
and a second rotation around the fixed y axis.
6. The estimation of the eigen directions is achieved by rotating the propagator matrix
in order to minimize the off diagonal energy assuming cos(0) negligible for the range
of offsets considered in surface seismic profiles. The errors made in the estimation
under this assumption increase exponentially as 0 increases and also depends on the
frequency considered, the azimuth of the natural eigen directions and strongly on AT.
When considering 0 equal to 300, errors as big as 250 can be obtained for AT of 5 ms
and a frequency band of 15-35 Hz. Errors of 40 are obtained for a AT of 20 ms and the
same 0 and frequency band. In general if the range of 0 is restricted to be smaller than
300, the error in the estimation of the eigen directions is small.
7. The estimation of AT is obtained after a linear regression of the phase spectrum of
the diagonal elements of the propagator and for small 0 (the one corresponding to the
smallest offset available).
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Figure 1.VSP geometry showing the relative positions between source and receivers.
Observe the orientation of the three components in the receiver (geophone). Note that
when the offset is zero (0 =0 *) the direct and reflected rays are the shortest possible
length and perpendicular to the stack of layers.
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Figure 2. RVSP geometry. Observe the different positions of the sources (at depth) and
the receiver (at the surface). When the interval A z = z2 - zI is small enough, the path of
the direct rays, for a particular angle 0 and from two different sources locations zi and
z2, are quite similar.
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Figure 3. Stratified medium similar to the one shown in Figure Al. In this case the
sources are located at the bottom of the layers while the receivers are at the top.
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Figure 4. Geometric definitions of (3.11).
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Figure 5. 2D example of P waves converting to SV waves at the CCP location, for both
the top and base of a target layer, depths zi and z2, respectively. Note also the
equivalence between the second half of the figure and RVSP geometry.
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Figure 6. Two arbitrary, different azimuths of the 2D source-receiver configuration
shown in Figure 5. Note the availability of the hypothetical shear sources with different
azimuths.
Chapter 4
Applications to synthetic RVSP data
4.1 Introduction
In Chapter 3 we show that the problem of 3D P to S converted wave data can be
approached by analyzing RVSP when assuming hypothetical shear wave sources at the
CCP location of every interface. Also, different azimuths of pairs source-receiver at the
surface allows the consideration of different azimuths polarization for the hypothetical
shear sources at depth. Additionally, we show that by using the propagator matrix
approach, we are able to estimate the shear wave birefringence parameters of the target
zone without any information about the layers above.
In this Chapter we test the methodology developed in Chapter 3 on two synthetic
models. The results are analyzed and discussed.
4.2 The 3D velocity model and synthetic data
generation
Figure 1 shows a schematic distribution of the RVSP geometry used for the 3D
layered model. We define P, as the propagator related to the medium between depths 0
and z1 and P2 the propagator related to the interval from zi to z2 (target zone). We
consider two different models, Model #1 and Model #2 with a 20% and 10% velocity
anisotropy, respectively. The target layer is considered to have fracture induced
anisotropy by simulating vertical and parallel aligned cracks using the model of Hudson
(1981). Table I shows the elastic parameters for every layer considered where the first
layer is isotropic, the second (the target) is anisotropic and the half space is isotropic.
We use a linear receiver array at the surface (Figure 1) which is parallel to the x axis.
The three components of each receiver are parallel to the respective x, y and z coordinate
axes in the model, respectively. The array has 40 receivers spaced 22.5 m apart with a
near offset of 100 m and a far offset of 1000 m. We contemplate two different positions
of sources, z1 and z2, and four different polarization directions at each one (00, 30*, 60*
and 90* azimuth E to N). The arrows at the source locations indicate polarization
direction.
The simulation of the shots were performed using a 3D discrete wavenumber
algorithm (Mandal, 1988; Mandal and Toksoz, 1989). A total of 24 different shot gathers
were obtained for each model (2 source positions times 4 different azimuths times 3
components of the receiver). Figure 2 and Figure 3 show seismograms, performed on
Model #1, of the two horizontal components for the sources at z1 and z2 for azimuths of
30* and 600, respectively. Figure 4 and Figure 5 show similar examples but for Model #2.
These seismograms were generated using a zero phase Ricket wavelet with a 30 Hz
central frequency, and all of them show the direct S wave arrival. Note from the figures
that the shear wave splitting is more evident in Model #1 than in Model #2 and it
decreases as the offset increases. We see, as is expected, that the shear wave
birefringence is proportional to the intensity of anisotropy; in Model #1 it is bigger than
in Model #2. Additionally, the apparent decrease of birefringence is due to the geometric
effect introduced by considering non vertical propagation and also due to the dependence
of the velocities on the angle measured from the vertical (for the angles considered the
velocities, parallel and perpendicular intrinsic to the medium, tend to be equal as the
angle increases).
4.3 Estimation of eigen directions: analysis of results
and discussion
We use 200 ms (100 samples) time windows centered over the events for the shots at
zI and z2, respectively. These windows are designed to include the whole waveform in
each case (in the second shot the almost simultaneous arrivals of the two shear wave
produces a complex waveform). Also, this window includes the whole waveform for all
the shots (different azimuths) considered for the analysis. Figure 6 shows the result of
applying the method to the seismograms generated using Model #1. The analysis is
performed at the same time over the four shots and over the top and bottom of the
fractured zone events. We use a frequency range from 20 to 35 Hz and an offset range of
4 traces (90 m). We can see from Figure 6 (solid line) that the estimation of to is accurate
and close to the true solution up to an offset of 640 m. For bigger offsets the estimation
deviates from the true solution. However, if we decrease the upper limit of the frequency
range and use 20 to 28 Hz instead, together with a new offset range of 8 traces (180 m),
we obtain new accurate estimations (dotted line) with errors of ±0.660 for offsets starting
at 572.5 m. The estimations for offsets smaller than 572.5 m with these new parameters
strongly deviate from the true solution.
Figure 7 shows the result of applying the method to the seismograms generated using
Model #2. In this case we keep the same parameters as those used to analyze the far
offset in Model #1. The estimation is accurate up to an offset of approximately 700 m.
For larger offsets the estimation deviated strongly from the true solution, and there was
no way of getting close to the true value.
From the results shown in Figure 6 and Figure 7, we observe that the estimation
depends mainly on the frequency range analyzed. This frequency dependence is related to
the change of AT with offset. Note that in Model #1, AT is approximately 20 ms for the
near offset and apparently decreases to approximately 10 ms for the far offset due to the
cos(0) factor. In Model #2, AT starts at 10 ms and then decreases to almost 4 ms or less
reaching values smaller than the resolution of the wavelet. This apparent change of AT
explains why we use the same parameters for the far offset in Model #1 and for the near
to middle offset in Model #2. It also explains why it is impossible to get a reasonable
estimation of the eigen directions for the far offset in Model #2. Additionally, in
Appendix C we learn that the error in estimating the eigen directions under pure rotation,
while assuming 0 to be negligible, is very large for AT around 5 ms and for the frequency
band 20 to 35 Hz.
4.4 Conclusions
In this Chapter we test the methodology developed in previous chapters over synthetic
RVSP data. The data is generated using a discrete wave number algorithm for 3D
anisotropic mediums. From the results and analysis, we come to the following
conclusions:
1. The estimations of the eigen directions using the data coming from Model #1 (20%
velocity anisotropy) are accurate. The frequency band has to be changed from 20 to
35 Hz to 20 to 28 Hz and the offset range from 4 traces (90 m) to 8 traces (180 m)
when the analysis reaches an offset of 640 m.
2. The estimations of the eigen directions using Model #2 (10% velocity anisotropy) is
accurate up to an offset of 572.5 m. After this offset, the estimation strongly deviates
from the true solution. The frequency band used was 20 to 28 Hz and the offset range
is 8 traces (180 m).
3. The estimation of eigen directions is strongly dependent on the frequency band
analyzed. This dependence seems to be related to AT. Note that we use the same
parameters for far offset in Model #1 and for near to middle offset in Model #2. For
far offset in Model #2, AT is too small considering the resolution power of the signal
for that offset. Thus erroneous estimations are obtained.
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Figure 1. 3D layered model showing the definition of P and P2, sources E's and
receivers S's and their geometric distribution. k indicates the source azimuth.
y
x
z
Layer 1 2
Bottom depth (m) 950 1400
Density (kg/m3) 2200 2600
Background VP (m/s) - 5800
Background VS (m/s) - 2900
Filling material VP (m/s) - 340
Filling material VS (m/s) - 0
Crack density - 0.2
Aspect ratio - 0.01
VP (m/s) 3800 4703
VS1 (m/s) 2500 2900
VS2 (m/s) 2500 2352
percentage of VS1 0.0 0.811
Fast direction (E to N) -
Table 1. Elastic parameters defining the properties of Model #1 and Model #2. For
Model #2 the crack density is 0.1.
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Figure 2. Seismograms showing the two horizontal components shot gathers for Model
#1 when the source polarization is 30* (E to N) azimuth. Upper source at zi position and
lower source at z2 position. Vertical scale is time in milliseconds.
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Figure 3. Seismograms showing the two horizontal components shot gathers for Model
#1 when the source polarization is 60* (E to N) azimuth. Upper source at zI position and
lower source at z2 position. Vertical scale is time in milliseconds.
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Figure 4. Seismograms showing the two horizontal components shot gathers for Model
#2 when the source polarization is 300 (E to N) azimuth. Upper source at zi position and
lower source at z2 position. Vertical scale is time in milliseconds.
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Figure 5. Seismograms showing the two horizontal components shot gathers for Model
#2 when the source polarization is 60* (E to N) azimuth. Upper source at z1 position and
lower source at z2 position. Vertical scale is time in milliseconds.
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Figure 6. Results of applying the methodology to the data generated using Model #1. The
figure shows the estimation of eigen directions for p0. The solid line represents the
results using a frequency band of 20 to 35 Hz and an offset range of 4 traces (90 m). The
dotted line represents the results using a frequency band of 20 to 28 Hz and an offset
range of 8 traces (180 m).
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Figure 7. Results of applying the methodology to the data generated using Model #2. The
figure shows the estimation of eigen directions for 0 . The solid line represents the
results using a frequency band 20 to 28 Hz and an offset range of 8 traces (180 m).
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Chapter 5
Conclusions and recommendations
In Chapter 2 we revise some properties and characteristics of the shear waves
birefringence phenomenon, both in the time and frequency domains. Shear wave
birefringence or shear wave double refraction is a phenomenon characterized by the
splitting of shear waves when they travel through an anisotropic medium. In general, it
depends on the orientation and symmetry of the anisotropy, the length of the raypath
through the material and the degree of anisotropy. We learne from examples of synthetic
data generated using the convolution model of (2.1) that the effect of the interference
patterns over the amplitude and phase of the signal is greatest when the difference
between source and fracture strike azimuth is ± 450 and when the time delay increases.
Also, we note that sources 900 apart show similar behavior on the amplitude and phase
spectra.
We also find analytic expressions for the power and phase difference spectra when the
direction of shear wave propagation is at non normal incidence to a vertical and parallel
system of fractures. Analysis of these curves for a particular example taken from
Crampin (1984b), show that the spectra are mainly affected by variations in the time
delay AT. These variations in AT are caused by the dependence of the S wave phase
velocities on the fractured medium with respect to the angle 0. Additionally, for big
angles the phase velocity tends to differ from the group velocity (ray velocity). So the
polarization of the fast S wave does not coincide with the fracture strike, and changes as
much as 90* can occur. Consequently, in most cases the angle of incidence should be
restricted to less than 35*.
In Chapter 3 we investigate the equivalence between the 3D P to S converted wave
surface seismic and RVSP data regarding the estimation of the shear waves birefringence
parameters under the propagator matrix approach. Some conclusions about the method
are:
1. The method assumes homogeneous flat layers and a thickness of the target zone small
enough to consider top and bottom conversions having approximately similar
raypaths. Also, the method assumes orthorhombic or monoclinic anisotropy with a
vertical axis of symmetry.
2. The method estimates the birefringence properties of the medium without any
information about layering above the target zone.
3. The inversion problem involved leads to solving a non linear objective function in the
frequency domain in terms of the propagator matrices P'rotand P ' . A globaln-1 n
minimization method (Simulated Annealing) is used.
4. The interpretation of the propagator matrix in transmission assumes a plane wave
propagation for the two quasi shear wave modes, a rotation around the fixed x axis
(natural eigen direction) and a second rotation around the fixed y axis (non zero
offset raypath) .
5. The estimation of the eigen directions is achieved by rotating the propagator matrix
in order to minimize the off diagonal energy assuming cos(0) negligible for the range
of offsets considered in surface seismic data. When under this assumption, the errors
made in the estimation increase exponentially as 0 increases and also depend on the
frequency considered, on the azimuth of the natural eigen directions and strongly on
AT. When considering 0 equal to 300 errors as big as 250 can be obtained for AT of 5
ms and a frequency band of 15-35 Hz. Errors of 40 are obtained for a AT of 20 ms
with the same 0 and frequency band. In general if the range of 0 is restricted to be
smaller than 300, the error in the estimation of the eigen directions is small.
6. The estimation of AT is obtained after a linear regression of the phase spectrum of
the diagonal elements of the propagator when 0 is small (0 corresponding to the
smallest offset available).
In Chapter 4 we test the methodology developed in previous chapters over synthetic
RVSP data. The data is generated using a discrete wave number algorithm for 3D
anisotropic mediums. From the results and analyses, we come to the following
conclusions:
1. The estimations of the eigen directions using the data from Model #1 (20% velocity
anisotropy) is accurate. The frequency band has to be changed as well as the offset
range when the analysis reaches an offset of 640 m.
2. The estimations of the eigen directions using Model #2 (10% velocity anisotropy) is
accurate up to an offset of 572.5 m. After this offset, the estimation strongly deviates
from the true solution. The frequency band and offset range used are the same used
for far offset in Model #2.
3. The estimation of eigen directions is strongly dependent on the frequency band
analyzed. This dependence seems to be related to AT. Note that we use the same
parameters for far offset in Model #1 and for near to middle offset in Model #2. For
far offset in Model #2, AT is too small compared with the power resolution of the
signal for that offset, and thus large erroneous estimations were obtained.
AT is a parameter intrinsically related to the properties of the medium as it depends on
the intensity of anisotropy and the thickness of the interval the shear wave travels
through. From results in Chapter 2, the interference patterns we observe both in
amplitude and phase decrease in complexity as AT decreases. However, from Chapter 3
we see that the errors in the estimation of the eigen directions by pure rotation increase as
AT decreases when considering offset raypaths. These two results indicate that if AT is
small, the accuracy in the estimation is not highly dependent on the frequency band
considered, but the offsets have to be restricted to near offsets. Contrarily, if AT is large,
it is possible to make more estimations of the eigen directions considering more offsets,
but it is difficult to choose the right frequency band.
At this stage of our work, we do not present a criteria for choosing an adequate
frequency band for the analysis of eigen directions and the estimation of AT, instead, we
propose this topic for future work. In practice it is possible to have rough estimates of AT
prior to the analysis and thus an idea of the complexity of choosing the frequency bands
when working with real data. In the examples we tested we know the true solution, and
thus it is possible to choose the appropriate parameters with good approximation. We
suggest that future work could investigate the effect of the ratio signal to noise in the
data, and this effect is of importance when working on real data. We strongly believe that
averaging over sources, offsets and frequencies in (3.10) help in reducing the effect of the
noise.
We also suggest that more work should be done regarding the approximation of the
hypothetical P to S converted wave sources. The simplistic model we use works very
well for the case of RVSP but not necessarily for P to S converted wave data, even by
restricting the offset angles to less than 300. We know that the polarization vectors of
these hypothetical sources and for these angles do not lie in the plane formed by the P
and SV wave particle motion and are slightly non parallel between the top and bottom
conversion interfaces.
Appendix A
Propagator matrix in VSP data
Lefeuvre, et al. (1992) develop the propagator matrix method for zero offset VSP data.
They describe the shear wave birefringence phenomenon as a convolution model in time
between the transfer function, representing the different modes of wave propagation
allowed in the medium, and the source (shear wave source).
In matrix form this relation can be written as:
s(t) = p(t)*e(t) (A.1)
where
is the x and y components of the receiver,
*' is the transfer matrix or propagator,
pOn
is the shear wave source,
X2
s(t) Lt2]
e(t)= *1
t is the time and * represents convolution.
p(t) in (A. 1) represents the change in the state of polarization between the position of the
source and the receiver.
Taking the Fourier transform of both sides of equation (A. 1) and generalizing for the j
layer in a stratified medium, as the one shown in Figure A 1, we have
S = P -E (A.2)
where Si , P and Ej are the Fourier transforms of s, (t), p (t) and ej (t),
respectively. E1 represents a source at the top of layer j while Sj is a receiver at the
bottom. P. represents the transfer function of layer].
Let us consider the source at the top of layer 1 and two different positions for
receivers at depth (z1 and z2, with zi < z2). Let us also put zi at the top and z2 at the
bottom of layer n (the target) (Figure A 1). Using (A.2) we can write the expression for
the receiver at depth zi as:
Sa-n -- 2P -E, (A.3)
and at depth z2 as:
-1 2P,(A.4)S,= PP --- P1 -E, .A4
Combining (A.3) and (A.4) and assuming vertical raypaths, we get:
S" = P -S"_ (A.5)
Accordingly, we have an expression, (A.5), that relates the recording receivers at z1
and z2 through the propagator matrix. Comparing (A.5) with (A.2) we see that both
expressions are equivalent when we consider Sn_ as a pseudo source at the top of layer
n. From (A.5) we also see that when assuming strictly vertical shear wave propagation,
all the raypaths are identical independent of the experience, and the propagator matrix P
is independent of the initial polarization and therefore independent of the experience k.
Thus it is possible to write a set of m equations as follows:
S=PS -S (A.6)
where k = 1,2,3 ... m and represents different experiences (different polarization azimuth
of the sources).
In order to have an estimation for the propagator matrix P, in (A.6), we can solve the
problem by minimizing, in a least-square sense, the error B, in the prediction of Sn
from S,-, defined by:
Bi=Sk , (A.7)
for all possible values of k.
The least-square solution that verifies this set of m equations minimizes the
function <D(P), defined as follows:
())= EMSk -P.-S -J.S - ,Sk (A.8)
where + denotes the transpose conjugate. Introducing the vector components of the
matrices and setting the partial derivatives to zero for the complex unknowns P,, P,,
P, and P, one can obtain particular estimations of the transfer matrix (Lefeuvre, et
al., 1992):
X1 -X2 -y*Y1 - Y1* X2 X *Y, (A.9)
X,*-X, -Y,* -X2-y1* 
-X, -X,* -X2 ,( A.10)
X,* -X,-Y,* -Y -YI -I,-X*-
X *= X; 'Y2  -yX1 1 2x1* -Y (A.11)
"XI* -X, -Y* -Y, - Y* -X, -XI* -Y,
and
X= -X -Y*-Y2 - 1* XI X y2  (A.12)
*~ ~ X*-X-Y* -Y -Y*-XI X, -Y
where X,, Y1, X 2 and Y2 are the Fourier transforms of x,, y1, x 2 and y2 , respectively,
and are frequency series in o (angular frequency). The overline represents averaging the
m different experiences, and * indicates the complex conjugate.
Expressions similar to the ones derived in (A.9) - (A. 12), but more complicated, can
be obtained for a 3D propagator matrix if we consider the three components of particle
motion in the problem (Mandal and Lefeuvre, 1991).
The estimation of the propagator matrix using equation (A.7) is not unique since it is
possible to obtain another estimation by minimizing the set of m equations defining its
inverse:
B = SA _- P~1-s.. (A. 13)
In this case we are minimizing the error in the prediction of the input S 1, from the
output polarization S, . To overcome this problem, the maximum likelihood method can
be used in equation (A.7) (for more detail on the discussion of this, see Lefeuvre, et al.,
1992). The terms in the propagator matrix are mathematical expectations averaged over
the experiences. Therefore, two kinds of averages can be possible:
1) average over the m experiences k (which in practice is often limited to 2), and
2) average over the different realizations of each experience k.
In practice we do not have access to the different realizations of each experience, but
by using the hypothesis of ergodicity of the signals either in frequency or in space, it is
possible to approach the second kind of average. Lefeuvre, et al. (1992) show an
application of the method over synthetic and real data where they use an average over
two orthogonal polarization azimuths of the source and average over a range of about 6
Hz (realizations) of each experience (source polarization azimuth) to introduce the
redundancy needed to the data.
- Interpretation of the propagator matrix in transmission for the case of
VSP data
The propagator matrix represents the change in the state of polarization between two
different depths (zi and z2). If we assume that the ray corresponds with downgoing wave
propagation between these two depths and if the layers contained between have the same
birefringence properties, we can interpret the propagator matrix in terms of eigen
directions or natural directions of polarizations, delays and attenuations (Lefeuvre, et al.,
1992).
The propagator matrix is estimated in the frequency domain and in an initial
coordinate system (x, y, 0) (reference system) which is assumed to be known. We define
Pn'e as the propagator matrix at the frequency o which is related to layer n in the
reference coordinate system. We also can compute P'"', the propagator matrix P' in
the coordinate system (x,, y., 0) (rotated system) after the rotation of an angle y with
respect to the x axis and around the vertical (z direction) (Alford, 1986) (Figure A 2):
P (co) =R P'" ()N (A.14)
n yn
where
~ cos(y) -sin(y)
R L sin~y) cos(y) is the rotation matrix which represents the coordinate
transformation between the reference system and the rotated system. T denotes
transpose.
The rotation is performed for all directions from 0* to 900 because of the symmetrical
properties of the matrix. The directions we are looking for are those where a linear
polarized shear wave (the input) propagates while keeping its linear polarization (output).
If the natural directions of polarization do not change in the interval A z = z2 - zi, the
propagator matrix in this particular case is:
P'r(O) 0
P''(m) 0 P'r(m (A. 15)
where Pref () and P (( ) are the transfer functions in the eigen directions given by
y = f and p + 90. If we assume a plane-wave propagation, the two transfer functions can
be written as:
Pref() = A,(w)e~
(A.16)and
P"f(w) = A (w)e iwt 2
yy 2
where A, and A2 are amplitude factors and t] and t2 the travel times for the propagation
of the shear waves over the interval A z = z2 - z1. Under the considerations, the eigen
direction p and the time delay A T = t2 - ti are the same for all frequencies. The sign of
the difference t2 - t determines which wave is the fast shear wave.
In general, solving
(ref) = R T Pro(N)R
n y n y
Lefeuvre, et al. (1992) define p, as the mean angle that minimizes
(A.17)
P"r(f (A. 18)
a)
between 00 and 900 and P2 as the mean angle that minimizes
Z P"(0) (A.19)
a)
between 0" and 900.
P, and P2are the angles that minimize the energy of the off diagonal elements of the
propagator matrix and thus the cross components of the shear waves polarization. As
these cross components minimize, the polarization of the shear waves (output) becomes
linear as does the polarization of the sources (input). Lefeuvre, et al. (1992) also define
p0as the mean angle that minimizes (A.18) and (A.19) at the same time and suggest
using this angle when the two directions are known to be orthogonal.
The time t], t2 and the time delay A T = t2 - ti also can be obtained; therefore, we
can make a linear regression of the phase spectrum of Pref(1'), P~/(2) and
Pref(l') /Pf (', where (p3) is the rotation using the angle p3 .
Minimization of (A. 18) and (A. 19) corresponds to finding real eigen vectors. When the
minimization of these terms is not possible, the eigen vectors are complex and they
correspond with elliptical polarizations. This complexity can occur when two different
eigen directions overlap in the interval being analyzed (Lefeuvre, et al., 1992).
surface
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Figure A 1. Stratified medium composed of Mdifferent layers with each one
characterized for a particular propagator matrix. The figure also shows the relative
position of the source, receiver and the propagator. zi and z2 define the target layer, n.
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y
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the eigen directions z
Direction of
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Figure A 2. Geometrical definitions of the parameters in (A. 14).
Appendix B
Simulated Annealing
The simulated annealing algorithm (Laarhoven and Aarts, 1987; Laarhoven, 1988) is
based on the analogy between the simulation of the annealing of solids and the problem
of solving large combinatorial optimization problems. For this reason the algorithm
became known as "simulated annealing". In condensed matter physics, annealing denotes
a physical process in which a solid in a heat bath is heated up by increasing the
temperature of the heat bath to a maximum value at which all particles of the solid
randomly arrange themselves in the liquid phase, followed by cooling through slowly
lowering the temperature of the heat bath. In this way, all the particles arrange
themselves in the low energy ground state of a corresponding lattice, provided the
maximum temperature is sufficiently high and the cooling is carried out sufficiently
slowly. Starting off at the maximum value of the temperature, the cooling phase of the
annealing process can be described as follows. At each temperature value T, the solid is
allowed to reach thermal equilibrium, characterized by the probability of being in a state
with energy E given by the Boltzmann distribution:
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P(E)= exp --- ) (A.1)
Z(T)6kB
where Z(T) is a normalization factor, known as the partition function, depending on the
temperature T, and kB is the Boltzmann constant. The factor exp (- is known as the
Boltzman factor. As the temperature decreases, the Boltzmann distribution concentrates
on the states with lowest energy. Finally, when the temperature approaches zero, only the
minimum energy states have a non-zero probability of occurrence. However, if the
cooling is too rapid, i.e. if the solid is not allowed to reach thermal equilibrium for each
temperature value, defects can be "frozen" into the solid and metastable amorphous
structures can be reached rather than the low energy crystalline lattice structure.
To simulate the evolution to thermal equilibrium of a solid for a fixed value of
temperature T, Metropolis, et al. (1953) propose a Monte Carlo method, which generates
sequences of states of the solid in the following way. Given the current state of the solid,
characterized by the positions of its particles, a small, randomly generated, perturbation
is applied by a small displacement of a randomly chosen particle. If the difference in
energy, AE, between the current state and the slightly perturbed one is negative, then the
process is continued with the new state. If AE > 0, then the probability of acceptance of
the perturbed state is given by exp - -. This acceptance rule for new states is
aT
referred to as the Metropolis criterion.
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We can resume the whole procedure of the Simulated Annealing method and show
how the algorithm is as follows:
begin
Initialize variables and configuration
loop controlling "decrease" of Temperature (iterations)
loop controlling "reach" a quasi equilibrium at Temperature T
Perturbation of the configuration and computation of AE
if AE 0 then accept new configuration
else
if exp E -E- )> random number [0,1) then accept new
configuration
equilibrium is approached sufficiently closely
decrease Temperature T
stop criterion = true (system is "frozen")
end
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Appendix C
Effects of considering offset raypaths on the estimation
of eigen directions
The interpretation of the propagator matrix estimated from the minimization of a cost
function between data and a model in the frequency domain as shown in Chapter 3 is
fully described by equation (3.11). We assume that the birefringence of shear waves at
non-normal incidence differs from that at normal incidence only in the consideration of
an additional rotation in the (x, z) plane around the fixed y axis. The rotation R, involves
the consideration of an additional angle, 0, that affects the estimation of the angle 1
associated with the eigen directions of the anisotropic medium. As pointed out by Li et
al. (1998), there is an effect of apparent non-orthogonality (due to pure geometric
considerations when the axes are projected) of the estimated eigen directions when
orthogonality is expected, and this effect increases as the angle 0 increases. Below, we
will show how the consideration of the angle 0 affects the estimation of the eigen
directions in terms of minimizing the energy of the off diagonals of the propagator
matrix, which at the end will be equivalent to the observations of Li et al. (1998). Note
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that there is an intrinsic effect of apparent non-orthogonality due to the dependence of
the velocities on the angle 0 (Li et al., 1998) that is not contemplated in the analysis.
We will consider the horizontal plane projected version of equation (3.11) as well as
the particular case represented by the definition (3.12) of pref . Thus,
cos(9) 0 cos(p) sin(fl) P'f
S1L 0 lJL- sin(fp) cos(p)L 0
0 Fcos(p) - sin(/J) lcos(O) 0
Pe sin(fl) cos(pl)L 0 1
(C1)
where p is the angle that forms the eigen direction represented by the column vector
[prf 0  and the x axis, in an anti-clockwise direction. Thus, in the same way, p + 90
represents the angle related with the column vector 0 pref
Performing the calculations in (Cl) we get:
[ (cos2()Pf +sin 2(fi)Pr)cos2 (O)
n(cos(p sin(pf -sin(fsi)Pf)cos(O)
(cos(fl)sinA PrI -sinApCOS(A)Prf) cos(6)
sin2 (fl)Prf +cos2 (fl)pf
(C2)
and using it in (3.16) together with the redefinition of the propagator
(w) = N. T,"'(0)N , we try to recover the original propagator re defined in
n nn
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(3.12). Thus we y-rotate the propagator without reversing the rotation due the angle 0,
which is constant at every estimation of p.
Using (3.17) and performing the rotation of y from 00 to 900 because of the symmetry
properties of the rotation operator, we are able to minimize the off diagonal of the
propagator P re . Therefore, we get an estimation of the angle f, called P3,, for every
angle 0 considered. A similar procedure applies estimating P2 and P" using (3.18) and
(3.19), respectively.
Additionally, we define A as the ratio of amplitudes 1P |ef /P 1, where A is a
constant scalar. Using our assumption of plane wave propagation in (3.13), A is the ratio
of amplitudes A2 (w)/A (co) which indicates an amplitude attenuation between the two
waves propagating along these two particular eigen directions. Intrinsic frequency
attenuation due to properties of the rock itself or frequency attenuation due to wave
scattering is not considered. Analytical expressions of A are complicated to obtain and
require an additional effort, and they are not the purpose of this thesis. Also, reports by
other authors in the literature of values of A for wave propagation in transmission are
difficult to find. Additionally, we will see in subsequent analyses that the error
introduced by this factor in the estimation of p is not so important, suggesting that it does
not require very much attention. By doing numerical modeling of a fractured medium of
10% velocity anisotropy, we were able to get an approximate estimation of A (- 0.483)
that will be used in the following analysis.
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2Figure C 1 and Figure C 2 show how the energy of the off diagonal Pref is
YX
minimized after the y-rotation to estimate p for 0 varying from 00 to 450 (top). At the
bottom of the figures we can see how much of error is made in the estimate p as a
function of 0. The angle f is 600, the frequency is 25 Hz and AT varies from 5 ms to 20
ms showing that the error in the estimation increases as 0 increases and as AT decreases.
Errors as big as 6* for 0 equal to 35* can be obtained when AT equal to 5 ms is
considered.
Figure C 3 to Figure C 5 show the error made in the estimate p3 and the off diagonal
2
energy pref as a function of frequency for 0 varying from 00 to 450. The angle 3 is 600
and AT varies from 5 ms to 30 ms. We observe from the figures that the error increases
dramatically as 0 increases for certain frequencies. These particular frequencies are
determined by AT as follows:
f = n=0,1,2, ... (C3)A T
2
which corresponds with the zeros of the off diagonal energy function pref plotted
below each of the estimation error graphs in all three figures being studied. This periodic
behavior of the error with respect to the frequency and as a function of 0 indicates that
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the influence of 0 on the error in estimating P will depend on how big AT is for the
particular frequency band used. For AT equal to 5 ms and for the frequency band 20 to 40
Hz, the error could be as big as 100 for 0 equal to 350*.
Figure C 6 and Figure C 7 show how the error in estimating P, depends on 0 and p
when AT is 20 ms and 5 ms, respectively, and the frequency is 25 Hz. P varies from 0 to
90 degrees showing that the error increases as 0 increases but also changes sign for a
certain range of P values. At the bottom of each figure we observe two different cross
sections at 0 equal to 250 and 420, respectively. The red asterisks represent the error in
the estimation for P = 450 showing that the maximum error for small 0 occurs near this
angle, and as 0 increases, the maximum deviates from 45*. Also, it should be noted that
as AT decreases, the error increases with an error as large as 60 for P approximated to 60*
at 0 equal to 350.
2
Figure C 8 shows how the off diagonal energy pref is minimized after the y-rotation
to estimate P for the amplitude ratio A varying from 0 to 2. Additionally, the error made
in the estimate 13 as a function of A is also shown. The analysis is made for P equal to
600, 0 equal to 250, frequency equal to 25 Hz and for two different values of AT (20 and 5
ms). We can observe from Figure C 8 that for the particular set of parameters considered
and for the range we assume A could vary, the error is not much larger than 30, which can
be considered as insignificant when compared to the effects of the rest of the parameters.
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Figure C 1. This figure shows how the off diagonal energy pf is minimized after the
y-rotation to estimate ( for 0 varying from 00 to 450 and also what error is made in the
estimate p, as a function of 0. The amplitude ratio A is 0.483, p is 600, the frequency is
25 Hz and in (a) AT is 5 ms and in (b) 10 ms.
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Figure C 2. Same as shown in Figure C 1 but in (a) AT is 15 ms and in (b) 20 ms.
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Figure C 3. This figure shows the error made in the estimate p, and the off diagonal
2
energy Pref as a function of frequency for 0 varying from 0" to 45*. The amplitude
ratio A is 0.483, f is 60* and in (a) AT is 5 ms and in (b) 10 ms.
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Figure C 4. Same as shown in Figure C 3 but in (a) AT is 15 ms and in (b) 20 ms.
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Figure C 5. Same as shown in Figure C 3 but in (a) AT is 25 ms and in (b) 30 ms.
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Figure C 6. This figure shows how the error in the estimate P, depends on 0 and 0 when
AT is 20 ms and the frequency is 25 Hz. O's from 0* to 900 are considered. The bottom
graphs show two different cross sections at 3 = 250 and 420, respectively. The red
asterisks represent the error in the estimation for p = 45*.
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Figure C 7. Same as shown in Figure C 6 but for AT equal to 5 ms.
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20 ms in (a) and 5 ms in (b).
115
A=2 0 = 2(ew)
0-=D (deges)-
AT=5 (Ms)
FreqA= 25(Hr)-
A=0r
UIQ
'
-
2
0
References
Alford, R. M., 1986, Shear data in the presence of azimuthal anisotropy: Dilley, Texas.
56* Ann. Internat. Mtg., Soc. Expl. Geophys., Expanded Abstracts, 476-479.
Amundsen, L., 1994, The propagator matrix related to the Kirchhoff-Helmholtz integral
in inverse wavefield extrapolation, Geophysics, Vol. 59, No. 11, 1902-1910.
Ata, E. and Michelena, R., 1995, Mapping distribution of fractures in a reservoir with P-S
converted waves: The Leading Edge, 12, 664-676.
Crampin, S., 1984a, An introduction to wave propagation in anisotropic media,
Geophys. J. R. astr. Soc., 76, 17-28.
Crampin, S., 1984b, Effective anisotropic elastic constant for wave propagation through
cracked solids, Geophys. J. R. astr. Soc., 76, 135-145.
Crampin, S., 1985, Evaluation of anisotropy by shear-wave splitting: Geophysics, 50, No.
1, 142-152.
Crampin, S., Chesnokov, E., and Hipkin, R., 1984, Seismic anisotropy - the state of the
art: II, Geophys. J. R. astr. Soc., 76, 1-16.
Home, S., MacBeth, C., Queen, J., Rizer, W., and Cox, V., 1997, Fracture
characterization from near-offset VSP inversion, Geophysical Prospecting, 45, 141-
164.
Hudson, J. A., 1981, Wave speeds and attenuation of elastic waves in material containing
cracks, Geophys. J. Roy. Astr. Soc., 64, 133-150.
116
Garotta, R. and Granger, P., 1988, Acquisition and processing of 3cX3c-D data using
converted waves. 58* Ann. Internat. Mtg., Soc. Expl. Geophys., Expanded Abstracts,
995-997
Gilbert, F. and Backus, G., 1966, Propagator matrices in elastic wave and vibration
problems: Geophysics, vol. XXXI, No. 2, 326-332.
Laarhoven, V., P. J. M., 1988, Theoretical and Computational Aspects of Simulated
Annealing, Anmsterdam, Center for Mathematics and Computer Science.
Laarhoven, V. and Aarts E., 1987, Simulated Annealing: Theory and applications,
Annsterdam, Center for Mathematics and Computer Science.
Lefeuvre, F., Nicoletis, L., Ansel, V., and Cliet, C., 1992, Detection and measure of the
shear-wave birefringence from vertical seismic data: Theory and applications:
Geophysics, 57, No. 11, 1463-1481.
Lefeuvre, F., Winterstein, D., Meadows, M., and Nicoletis, L., 1991, Propagator matrix
and layer stripping methods: A comparison of shear-wave birefringence detection on
two data sets from Railroad Gap and Lost Hills fields: 61st Annual Internat. Mtg., Soc.
Expl. Geophys., Expanded Abstracts, 91, 55-60.
Li, X.-Y., 1997, Fractured reservoir delineation using multicomponent seismic data.
Geophysical Prospecting, 45, 39-64.
Li, X.-Y., MacBeth, C., and Crampin, S., 1998, Interpreting non-orthogonal split shear
waves for seismic anisotropy in multicomponent VSPs, Geophys. Prosp., 46, 1-27.
MacBeth, C., Boyd, M., Rizer, W., and Queen, J., 1998, Estimation of reservoir
fracturing from marine VSP using local shear-wave conversion, Geophys. Prosp., 46,
117
29-50.
MacBeth, C. and Crampin, S., 1991, Examination of spectral method for measuring the
effects of anisotropy, Geophysical Prospecting, 39, 667-689.
Majer, E., McEvilly, T., Eastwood, F., and Myer, L., 1988, Fracture detection using P-
wave and S-wave vertical seismic profiling at The Geysers, Geophysics, Vol. 53, No. 1,
76-84.
Mandal, B., 1988, Computation of complete wave-field synthetic seismograms for
layered anisotropic media: 58th Annual Internat. Mtg., Soc. Expl. Geophys., Expanded
Abstracts, 88, Session: S15.5.
Mandal, B. and Lefeuvre, F., 1991, Fracture evaluation using 3-D propagator matrix
method: 61st Annual Internat. Mtg., Soc. Expl. Geophys., Expanded Abstracts, 91,
1628-1632.
Mandal, B. and Toksoz, N., 1989, Synthetic seismograms from surface and borehole
sources in anisotropic media: 59th Annual Internat. Mtg., Soc. Expl. Geophys.,
Expanded Abstracts, 89, 769.
Mallick, S., Craft, K., Meister, L., and Chambers, R., 1998, Determination of the
principal directions of azimuthal anisotropy from P-wave seismic data, Geophysics,
Vol. 63, No. 2,692-706.
Metropolis, N., Rosenbluth A., Rosenbluth M., Teller A., and Teller E., 1953, Equation
of state calculations by fast computing machines, J. of Chem. Physics, 21, 1087-1092.
Michelena, R. and Ata, E., 1995, personal communication.
Prada, C., Manneville, S., Spoliansky, D., and Fink, M., 1996, Decomposition of the time
118
reversal operator: Detection and selective focusing on two scatters, J. Acoust. Soc. Am.
99 (4), 2067-2076.
Sayers, C. and Rickett, J., 1997, Azimuthal variation in AVO response for fractured gas
sands, Geophysical Prospecting, 45, 165-182.
Shen, F. and Toksoz, N., 1998. Scattering characteristics in heterogeneous fractured
reservoirs from waveform estimation - implications for fracture interpretation with
seismic attributes, (submitted to Geophysics).
Winterstein, D. F. and Meadows, M. A., 199 1a, Shear-wave polarizations and subsurface
stress directions at Lost Hills field: Geophysics, 56, 1331-1348.
--- 1991b, Changes in shear-wave polarization azimuth with depth in Cymric and
Railroad Gap oil fields: Geophysics, 56, 1349-1364.
119
