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Аннотация
В настоящей работе приведен обзор базовых математических понятий и конструкций,
которые легли в основу методов геоинформатики, развиваемых научной школой акаде-
мика А.Д. Гвишиани. Важно отметить, что в рамках указанной школы геоинформатика
понимается более широко, чем изучение и применение географических информационных
систем. Геоинформатика включает в себя исследования по созданию методов и алгорит-
мов, позволяющих автоматизировать решение задач в области наук о Земле на базе данных
исходных наблюдений. Под решением понимается адекватное моделирование логики экс-
перта, осуществляющего анализ данных и принятие решений вручную. Именно системы
наблюдений и регистрируемые данные о процессах, происходящих в недрах Земли и в око-
лоземном пространстве, являются основой фундаментальных исследований как в области
геоинформатики, так и других науках о Земле. Так, под руководством академика А.Д.
Гвишиани была существенна развита система наблюдений магнитного поля Земли. Насто-
ящая статья в большей мере посвящена математическому аппарату, используемому для
анализа данных наблюдений с целью последующего выявления новых закономерностей в
процессах Земли и околоземного пространства.
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Abstract
Herein we give an overview of the basic mathematical concepts and constructions that
underlie the methods of geoinformatics developed by the scientific school under the leadership
of RAS academician A. Gvishiani. It is important to note that we understand geoinformatics
more widely than the study and application of geographic information systems. Geoinformatics
includes research on the creation of methods and algorithms that make it possible to automate
the problem solution in the field of geosciences using observational data. The solution is
understood as an adequate modelling of expert’s logic, who performs data analysis and decision
making manually. It is the observation systems and recorded data on the processes in the
Earth’s interior and near-Earth space that form the basis for fundamental studies in the field of
geoinformatics and other geosciences. Particularly, under the leadership of RAS academician A.
Gvishiani the system of geomagnetic field observations has been significantly developed. This
article is mostly devoted to the mathematical apparatus, used to analyze observational data in
order to subsequently identify new regularities in the processes of the Earth and near-Earth
space.
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1. Введение
Последние десятилетия в геофизике и смежных науках наблюдается стремительный рост
объема получаемой информации о внутренних и внешних процессах Земли. Например, толь-
ко в нашей стране под руководством академика А.Д. Гвишиани за последние 15 лет система
наблюдений магнитного поля Земли была расширена почти вдвое; достижения в этой области
подробно изложены в [1-7]. Вследствие этого возросла роль автоматизации сбора и анали-
за данных и математических методов их обработки. Действительно, при небольших объемах
данных опытному эксперту не составляет труда извлечь из них полезную информацию. Но
для эффективного использования объемных массивов данных и получения на этой основе ка-
чественно новых результатов необходимо создание адекватных автоматизированных методов
комплексного анализа и обработки данных. Извлечение полезной информации должно быть
формализовано, происходить единообразно и объективно. Несмотря на огромное многообра-
зие и разнородность типов геофизических наблюдений эта проблема может рассматриваться
в общей постановке, достаточно инвариантной к выбору того или иного типа информации.
Возникает необходимость создания общей теории и методов распознавания аномалий различ-
ной природы. Этот общий метод должен адаптироваться к конкретному выбору типа гео-
физических данных в виде нетривиальной самостоятельной реализации. Во многих случаях
априорная информация об искомых возмущениях весьма ограничена и касается только об-
щих представлений об их форме. Форма аномалии является достаточно нечетким понятием,
а корреляционные свойства ее неизвестны. Поскольку природа явлений, отраженных в реги-
стрируемых данных, априори не известна и изменчива во времени, то и методы должны быть
в большой степени адаптивными.
2. Предпосылки использования аппарата нечеткой математики
Одно из направлений развития дискретной математики связано с моделированием умения
человека анализировать данные. Действительно, опытный исследователь прекрасно выделяет
аномалии в двух- и трёхмерных физических полях, умеет перейти от их локального уровня
к глобальному для целостной интерпретации, находит сигналы нужной формы на записях
небольшой длины и делает многое другое. Приведём три примера.
1. Гладкая в математическом смысле функция f на отрезке [a, b] после даже достаточно
тщательной дискретизации [a, b] либо под воздействием небольшого стохастического
возмущения потеряет это свойство, но по-прежнему останется гладкой для человека.
2. Математическую монотонность f на [a, b] может нарушить любое сингулярное возму-
щение, в то время как человеческое восприятие тренда более устойчиво к нему. Лишь
достаточно «большое» возмущение заставит человека изменить своё решение о монотон-
ности f на [a, b].
3. В многомерном конечном массиве X любой, в частности, геолого-геофизической природы
особую роль реперных точек играют наиболее «плотные» из них, сильнее всего концен-
трирующие X вокруг себя. Они важны для анализа X, например, при кластеризации или
трассировании в нём. Нетривиальное формальное выражение плотности в X не может
быть построено в рамках классической математики, потому что для неё X – дискретное
пространство, все точки которого одинаково изолированы.
В 1965 году американский математик Лотфи Заде создал теорию нечётких множеств [8].
Основная идея Заде заключалась в том, что человеческий способ рассуждений, опирающийся
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на естественный язык, не может быть описан в рамках традиционных математических форма-
лизмов. Этим формализмам присуща строгая однозначность интерпретации, а всё, что связано
с использованием естественного языка, имеет многозначную интерпретацию. Программа За-
де состояла в построении новой математической дисциплины, в основе которой лежала бы
не классическая теория множеств, а теория нечётких множеств. Последовательно проводя
идею нечёткости, по мнению Заде, можно было построить нечёткие аналоги всех основных
математических понятий и создать необходимый формальный аппарат для моделирования
человеческих рассуждений и человеческого способа решения задач. Это обстоятельство дела-
ет нечёткую математику привлекательной для геологии и геофизики. Нечёткая математика
способна адекватно учесть не только мнение экспертов, но и нечёткость исходных данных.
Действительно, в геофизике мы часто имеем дело с приближенными величинами, да и модели
сложных природных процессов не всегда точны из-за излишней их идеализации. Это свиде-
тельствует о естественности нечёткого подхода к геологии и геофизике, которым изначально
присущ нечёткий характер в силу неполноты и расплывчатости наших знаний о Земле.
С 1999 г. школой академика А.Д. Гвишиани активно продолжается программа Заде в части
проникновения нечётких множеств в непрерывную математику и ведется разработка мягких,
нечётких методов анализа данных с их применением в изучении физических полей Земли.
3. Базовые элементы теории нечетких множеств
3.1. Основные определения
Основной особенностью классического множества является наличие четкой границы меж-
ду элементами, которые принадлежат и не принадлежат этому множеству. Другими словами,
если все рассматриваемые элементы принадлежат универсальному множеству U, тогда клас-
сическое подмножество A⊂U может определяться функцией принадлежности, принимающей
только два значения: «элементы, принадлежащие A» и «элементы, не принадлежащие A».
Теория нечетких множеств расширяет это понятие путем введения более сложных функ-
ций принадлежности. Для начала дадим некоторые формальные определения. Рассмотрим
основное множество U, которое назовем универсальным [9].
Определение 1. A – нечеткое подмножество U (или A – нечеткое множество на U ), если
существует отображение
𝜇𝐴 : 𝑈 → 𝐿,
где L – некоторое упорядоченное множество.
Простым примером L является отрезок [0, 1].
Назовем значения отображения 𝜇𝐴(𝑥), 𝑥 ∈ 𝑈 степенью принадлежности элемента x нечет-
кому множеству A. Назовем 𝜇𝐴 функцией принадлежности нечеткого множества A. Если L=[0,
1], тогда используется следующая терминология:
1. «𝑥 ∈ 𝑈 полностью принадлежит A» тогда и только тогда, когда 𝜇𝐴(𝑥) = 1;
2. «𝑥 ∈ 𝑈 не принадлежит A» тогда и только тогда, когда 𝜇𝐴(𝑥) = 0;
3. «𝑥 ∈ 𝑈 частично принадлежит A» тогда и только тогда, когда 0 < 𝜇𝐴(𝑥) < 1.
Введем два особых нечетких множества:
1. пустое множество ∅ такое, что 𝜇∅(𝑥) = 0 ∀𝑥 ∈ 𝑈 ;
2. универсальное множество U такое, что 𝜇𝑈 (𝑥) = 1 ∀𝑥 ∈ 𝑈 .
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Любое классическое подмножество A⊂U может рассматриваться как нечеткое множество
на U с функцией принадлежности
𝜇𝐴(𝑥) =
{︂
1, если 𝑥 ∈ 𝐴
0, если 𝑥 /∈ 𝐴 .
Если множество U конечно или 𝑈 = R является множеством натуральных чисел, тогда
его нечеткие подмножества A обозначаются следующим образом:
𝐴 = {𝜇𝐴(𝑥1)/𝑥1, 𝜇𝐴(𝑥2)/𝑥2, ..., 𝜇𝐴(𝑥𝑛)/𝑥𝑛, ...} ,
𝐴 =
∑︀
𝑥𝑖∈𝐴 𝜇𝐴(𝑥𝑖)/𝑥𝑖, или
𝐴 = 𝜇𝐴(𝑥1)/𝑥1 + 𝜇𝐴(𝑥2)/𝑥2 + ...+ 𝜇𝐴(𝑥𝑛)/𝑥𝑛 + ...
,
где 𝑈 = {𝑥1, 𝑥2, ..., 𝑥𝑛, ...}, а под знаком суммы понимается операция объединения класси-
ческих множеств.
Определение 2. Если A – нечеткое множество на U, тогда элемент 𝑥0 ∈ 𝑈 такой, что
𝜇𝐴(𝑥0) = 0.5 называется точкой перехода множества A.
Если универсальное множество U является множеством вещественных чисел R, тогда ис-
пользуется следующая запись:
𝐴 =
∫︁
𝑈
(𝜇𝐴(𝑥)/𝑥) 𝑑𝑥.
Определение 3. Нечеткие множества с функцией принадлежности 𝜇𝐴 : 𝑈 → [0, 1] назы-
ваются нечеткими множествами первого типа. Если 𝜇𝐴 : 𝑈 → 𝐿, где L – нечеткое множество
первого типа на отрезке [0, 1], тогда A называется нечетким множеством второго типа, или
супер нечетким множеством. Следующий пример иллюстрирует это определение.
Положим U = {0, 0.1, 0.2, 0.3, . . . , 0.9, 1}.
Пусть A – нечеткое множество на U, в котором только для трех элементов 𝑥1, 𝑥2, 𝑥3
𝜇𝐴(𝑥) ̸= 0. Остальные элементы 𝑈∖{𝑥1, 𝑥2, 𝑥3} не принадлежат A. Допустим, что элементы
𝑥1, 𝑥2, 𝑥3 имеют разную степень принадлежности множеству A: 𝑥1 – «слабо», 𝑥2 – «умеренно»,
𝑥3 – «сильно» принадлежат A.
Тогда нечеткое множество A может быть записано следующим образом:
A = {«слабо»/𝑥1, «умеренно»/𝑥2, «сильно»/𝑥3}. (1)
Теперь определим каждое из множеств «слабо», «умеренно» и «сильно», как нечеткое мно-
жество первого типа на отрезке [0, 1].
𝑊 = «слабо» = {0.1/0, 0.1/0.1, 0.2/0.2, 0.8/0.3}, (2)
𝑊 = «умеренно» = {0.5/0.3, 0.7/0.4, 1/0.5, 0.8/0.6}, (3)
𝑊 = «сильно» = {0.6/0.6, 0.8/0.7, 0.9/0.9, 1/1}. (4)
Другими словами, когда мы говорим «сильно», мы имеем ввиду, что в формуле (1) элемен-
ту 𝑥3 соответствует нечеткое множество первого типа на отрезке [0, 1], которое определяется
формулой (4). Аналогично для (2) и (3). Таким образом, A (1) является нечетким множеством
второго типа, или супер нечетким множеством.
На базе этого примера можно определить нечеткое множество A второго типа следующим
образом.
Положим, U – конечное, либо целочисленное множество. Тогда
𝐴 = {𝐴1/𝑥1, 𝐴2/𝑥2, ..., 𝐴𝑛/𝑥𝑛, ...},
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где 𝐴𝑖 = 0, либо 𝐴𝑖 является нечетким множеством первого типа и определяется формулой:
𝐴𝑖 = {𝜇𝐴𝑖(𝑦1)/𝑦1, ..., 𝜇𝐴𝑖(𝑦𝑘)/𝑦𝑘, ...}. (5)
В (5) 𝑦𝑗 ∈ [0, 1] и 𝜇𝐴𝑖(𝑦𝑗) ∈ [0, 1].
Не следует путать понятия «степень принадлежности» и «вероятность». Несмотря на то,
что в обоих случаях мы имеем дело с вещественной характеристикой на отрезке [0, 1], сущность
этих характеристик принципиально разная. Понятие степени принадлежности предполагает
наличие универсума U и показывает, насколько сильно элементы x∈U обладают изначаль-
но заданными свойствами, что определяется функцией 𝜇𝐴. Напротив, понятие вероятности
связано с событием, другими словами, изменением универсума. Разница может быть проде-
монстрирована на следующем примере. Допустим, автобус вмещает 50 пассажиров. Для того,
чтобы определить нечеткое множество «молодых» с помощью множества пассажиров, необхо-
димо рассмотреть 50 конкретных людей и определить, в какой степени 𝜇𝐴 каждый пассажир
является молодым. В случае «вероятности», задача формулируется иначе: каковы шансы того,
что среди произвольной группы из 50 человек найдется молодой человек на конкретном месте.
Опять же, понятие «молодой» может быть сформулировано в терминах нечетких множеств.
Им будет являться человек, для которого степень «молодости» не равна нулю [9].
Пусть A – нечеткое множество на универсальном множестве U c функцией принадлежно-
сти
𝜇𝐴 : 𝑈 → [0, 1].
Определение 4. Определим носитель A классическим подмножеством:
supp(𝐴) = {𝑥 ∈ 𝑈 : 𝜇𝐴(𝑥) ̸= 0}.
Если supp(𝐴) = {𝑥1, ..., 𝑥𝑛} – конечное множество, тогда A может быть записано как
𝐴 = {𝜇𝐴(𝑥1)/𝑥1, ..., 𝜇𝐴(𝑥𝑛)/𝑥𝑛} =
𝑛∑︁
𝑖=1
𝜇𝐴(𝑥𝑖)/𝑥𝑖.
3.2. Операции над нечеткими множествами
Для создания алгоритмов с использованием классификаций нечетких множеств необходи-
мо ввести основные операции над нечеткими множествами аналогичные тем, которые исполь-
зуются в теории классических множеств. Ниже приводятся формальные определения таких
операций.
Определение 1. Пусть A и B – нечеткие множества, 𝜇𝐴 и 𝜇𝐵 – их функции принадлежности,
X – универсальное множество.
Тогда,
𝐴 = 𝐵, если ∀𝑥 ∈ 𝑋 ⇒ 𝜇𝐴(𝑥) = 𝜇𝐵(𝑥) (равенство),
𝐴 ⊆ 𝐵, если ∀𝑥 ∈ 𝑋 ⇒ 𝜇𝐴(𝑥) 6 𝜇𝐵(𝑥) (включение).
Определение 2. Дополнение 𝐴 нечеткого множества A определяется функцией принадлеж-
ности
𝜇𝐴(𝑥) = 𝑛 (𝜇𝐴(𝑥)) ,
где
n : [0, 1]→ [0, 1]− операция отрицания (6)
Другими словами, n – невозрастающая инволютивная функция, такая что n(0) = 1, а
n(1) = 0. Функция n(u) может иметь разный вид. Классическая функция отрицания выглядит
так:
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n(u) = 1 – u.
Тем самым, (6) может быть представлено следующим образом: 𝜇𝐴(𝑥) = 1− 𝜇𝐴(𝑥)
Аналогичные принципы могут быть построены с использованием других функций отри-
цания. Некоторые известные функции отрицания приведены ниже:
квадратичное отрицание: 𝑛𝑟(𝑢) =
√
1− 𝑢2,
отрицание Сучено: 𝑛𝜆(𝑢) =
1−𝑢
1+𝜆𝑢 .
Определение 3. Определим т-норму как функцию
T : [0, 1] × [0, 1] → [0, 1],
удовлетворяющую следующим условиям:
1. 𝑇 (0, 0) = 0;
2. 𝑇 (𝑢1, 𝑣1) 6 𝑇 (𝑢2, 𝑣2), если 𝑢1 6 𝑢2, 𝑣1 6 𝑣2;
3. 𝑇 (𝑢, 𝑣) = 𝑇 (𝑣, 𝑢);
4. 𝑇 (𝑢, 1) = 𝑇 (1, 𝑢) = 𝑢;
5. 𝑇 (𝑢, 𝑇 (𝑣, 𝑤)) = 𝑇 (𝑇 (𝑢, 𝑣), 𝑤).
Т-норма T называется «архимедовой», если T непрерывна как функция от двух аргу-
ментов и T (u, u) < u ∀u∈[0, 1]. Т-норма T называется «строгой т-нормой», если T строго
возрастающая функция от обоих аргументов. Ниже приведены некоторые примеры т-норм:
минимум (т-норма Задэ): 𝑇 (𝑢, 𝑣) = min(𝑢, 𝑣);
вероятностная т-норма: 𝑇𝑝(𝑢, 𝑣) = 𝑢 · 𝑣;
т-норма Лукашевича: 𝑇𝑚(𝑢, 𝑣) = max(0, 𝑢+ 𝑣 − 1);
т-норма Домби: 𝑇𝑤(𝑢, 𝑣) =
{︂
min(𝑢, 𝑣), если 𝑢 = 1 или 𝑣 = 1
0, в остальных случаях
.
Определение 4. Определим т-конорму как функцию
⊥ : [0, 1]× [0, 1]→ [0, 1],
удовлетворяющую следующим условиям:
1. ⊥(1, 1) = 1;
2. ⊥(𝑢1, 𝑣1) > ⊥(𝑢2, 𝑣2), если 𝑢1 > 𝑢2, 𝑣1 > 𝑣2;
3. ⊥(u, v) = ⊥(v, u);
4. ⊥(0, v) = ⊥(v, 0) = v ;
5. ⊥(𝑢,⊥(𝑣, 𝑤)) = ⊥(⊥(𝑢, 𝑣), 𝑤).
Т-конорма ⊥ называется «архимедовой», если ⊥ непрерывна как функция от двух аргу-
ментов и ⊥(u, u) > u ∀u∈[0, 1]. Т-конорма ⊥ называется «строгой т-конормой», если ⊥ строго
возрастающая функция от обоих аргументов.
Класс т-конорм дуален классу т-норм. Это означает, что любая т-конорма ⊥ может быть
получена из т-нормы T, используя следующее преобразование:
⊥(u, v) = 1–T (1–u, 1–v).
Примеры т-конорм включают в себя:
⊥(𝑢, 𝑣) = max(𝑢, 𝑣);⊥𝑝(𝑢, 𝑣) = 𝑢+ 𝑣 − 𝑢 · 𝑣;⊥𝑚(𝑢, 𝑣) = min(1, 𝑢+ 𝑣);
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⊥𝑤(𝑢, 𝑣) =
{︂
max(𝑢, 𝑣), если 𝑢 = 0 или 𝑣 = 0
1, в остальных случаях
.
Дуальными являются следующие пары т-норм и т-конорм:
𝑇 (𝑢, 𝑣) = min(𝑢, 𝑣) и ⊥(𝑢, 𝑣) = max(𝑢, 𝑣); 𝑇𝑝(𝑢, 𝑣) = 𝑢 · 𝑣 и ⊥𝑝(𝑢, 𝑣) = 𝑢+ 𝑣 − 𝑢 · 𝑣;
𝑇𝑚(𝑢, 𝑣) = max(0, 𝑢+ 𝑣 − 1) и ⊥𝑚(𝑢, 𝑣) = min(1, 𝑢+ 𝑣); 𝑇𝑤(𝑢, 𝑣) и ⊥𝑤(𝑢, 𝑣).
Понятия т-норм и т-конорм используются для определения операций пересечения и объ-
единения нечетких множеств.
Определение 5. Пусть A и B – нечеткие множества, 𝜇𝐴 и 𝜇𝐵 – их функции принадлежности,
T – т-норма и ⊥ – т-конорма, дуальная по отношению к T. Тогда пересечение и объединение
нечетких множеств A и B определяются следующими функциями принадлежности:
𝜇𝐴∩𝐵 = 𝑇 (𝜇𝐴, 𝜇𝐵),
𝜇𝐴∪𝐵 = ⊥(𝜇𝐴, 𝜇𝐵).
Действительно, ∀𝑥 ∈ 𝑋,𝜇𝐴∩𝐵(𝑥) = 𝑇 (𝜇𝐴(𝑥), 𝜇𝐵(𝑥)) и 0 6 𝜇𝐴∩𝐵(𝑥) 6 1 по определению
т-нормы (см. определение 3). Аналогично, ∀𝑥 ∈ 𝑋,𝜇𝐴∪𝐵(𝑥) = ⊥(𝜇𝐴(𝑥), 𝜇𝐵(𝑥)) [9].
3.3. Нечеткие бинарные отношения
Архимедовы т-нормы и, соответственно, операции пересечения и объединения нечетких
множеств, могут быть представлены аддитивными генераторами архимедовых функций. Та-
кие генераторы являются непрерывными, монотонно убывающими функциями 𝑓 : [0, 1]→ R+
(R+ – множество неотрицательных вещественных чисел), такими как:
𝑇 (𝑢, 𝑣) = 𝑓−1(𝑓(𝑢) + 𝑓(𝑣)),
где
𝑓 (−1)(𝑦) =
{︂
𝑓−1(𝑦), если 𝑦 ∈ [0, 𝑓(0)]
0, если 𝑦 > 𝑓(0)
.
Аддитивные генераторы и дуальность т-норм и т-конорм являются основой в изучении
обобщенных операций пересечения и объединения нечетких множеств.
Следующий оператор усреднения также играет важную роль в приводимых конструкци-
ях. Понятие «обобщенное среднее значение» было введено А.Н. Колмогоровым [10]. Среднее
значений 𝐶1, 𝐶2, ...𝐶𝑛 определяется по формуле:
𝑀𝐹 (𝐶1, 𝐶2, ..., 𝐶𝑁 ) = 𝐹
−1
(︃
1
𝑁
𝑁∑︁
𝑖=1
𝐹 (𝐶𝑖)
)︃
, (7)
где F (u) – функция, а F−1 – ее обратное преобразование.
Ниже приведен часто используемый особый вариант обобщенного среднего:
𝑀𝐹𝑟 (𝐶1, 𝐶2, ..., 𝐶𝑁 ) = 𝐹
−1
(︃
1
𝑁
𝑁∑︁
𝑖=1
𝐶𝑟𝑖
)︃1/𝑟
.
Несложно показать, что если 𝐶𝑖 > 0, 𝑖 = 1, ..., 𝑁 , тогда
𝑀−∞(𝐶1, 𝐶2, ..., 𝐶𝑁 ) = min16𝑖6𝑁 (𝐶𝑖)
𝑀+∞(𝐶1, 𝐶2, ..., 𝐶𝑁 ) = max16𝑖6𝑁 (𝐶𝑖)
,
𝑀0(𝐶1, 𝐶2, ..., 𝐶𝑁 ) =
(︃
𝑁∏︁
𝑖=1
𝐶𝑖
)︃1/𝑁
, (8)
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𝑀1(𝐶1, 𝐶2, ..., 𝐶𝑁 ) =
1
𝑁
𝑁∑︁
𝑖=1
𝐶𝑖. (9)
Формулы (8) и (9) очевидно определяют геометрическое и арифметическое среднее соот-
ветственно. Этот факт также является основанием для использования термина «обобщенное
среднее» в отношении функции (7).
Пусть имеется отображение 𝜙: X→Y и нечеткое множество A⊂X. Тогда образ A, отоб-
раженный при помощи 𝜙, будет представлять собой нечеткое множество B⊂Y с функцией
принадлежности
𝜇𝐵(𝑦) = sup
𝑥∈𝜙−1(𝑦)
𝜇𝐴(𝑥), 𝑦 ∈ 𝑌, (10)
где 𝜙−1(y) = {x∈X | 𝜙(x ) = y}.
Определение 1. Бинарное нечеткое отношение R между множествами X и Y является
нечетким множеством в прямом произведении X×Y с функцией принадлежности
𝜇𝑅 : 𝑋 × 𝑌 → [0, 1],
определенной по формуле (10).
Пусть 𝜙 – бинарное нечеткое отношение между X и Y с функцией принадлежности 𝜇𝜙(𝑥, 𝑦)
и A – нечеткое множество в X c функцией принадлежности 𝜇𝐴(𝑥). Тогда образ B нечеткого
множества A, порожденный нечетким отношением 𝜙, будет являться нечетким множеством в
Y с функцией принадлежности [9]:
𝜇𝐵(𝑦) = sup
𝑥∈𝑋
min(𝜇𝐴(𝑥), 𝜇𝜙(𝑥, 𝑦)), 𝑦 ∈ 𝑌.
4. Некоторые общие элементы методов геоинформатики
Ниже приведены некоторые математические конструкции, на которые опираются мето-
ды геоинформатики, разработанные школой академика А. Д. Гвишиани. Все они базируют-
ся на принципах нечеткой математики и предназначены для анализа дискретных данных.
Указанные методы успешно применялись к дискретным геофизическим наблюдениям, в ре-
зультате чего были получены новые результаты в таких областях как изучение аномалий
на сейсмических, геоэлектрических, геомагнитных и гравитационных записях, распознавание
мест возможного возникновения сильных землетрясений, поиск магнитных аномалий, монито-
ринг вулканов, геодинамические приложения, геоэкологические исследования мест возможно-
го захоронения радиоактивных отходов, анализ геомагнитной активности, изучение эволюции
главного магнитного поля Земли, распознавание предвестников цунами и др.
4.1. Нечеткие сравнения
Во многих случаях обычная мера превосходства одного числа над другим в виде их разно-
сти оказывается слишком грубой. В частности, наши алгоритмы требуют более тонких кон-
струкций сравнения чисел.
Определение 1. Нечеткое сравнение 𝑛(𝑎, 𝑏) действительных чисел 𝑎 и 𝑏 измеряет в знако-
переменной шкале отрезка [-1,1] степень превосходства “𝑏” над “𝑎”:
𝑛(𝑎, 𝑏) = mes(𝑎 < 𝑏) ∈ [−1, 1].
Таким образом, роль нечеткого сравнения может играть любая функция 𝑓(𝑎, 𝑏),
𝑓 : R2 → [−1, 1], возрастающая по 𝑏 при фиксированном 𝑎 и убывающая по 𝑎 при фиксирован-
ном 𝑏 (возрастание и убывание понимаются при этом в обычном смысле) с дополнительными
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граничными условиями:
∀ 𝑎 lim
𝑏→±∞
𝑓(𝑎, 𝑏) = ±1, ∀ 𝑏 lim
𝑎→±∞ 𝑓(𝑎, 𝑏) = ∓1,∀𝑎 𝑓(𝑎, 𝑎) = 0.
Если 𝑛(𝑎, 𝑏) - нечеткое сравнение, а 𝜓 - монотонно возрастающее преобразование отрезка
[−1, 1] в себя, то суперпозиция (𝜓 ∘𝑛)(𝑎, 𝑏) также будет нечетким сравнением, которое называ-
ется вариацией 𝑛 при помощи 𝜓. Выбор 𝜓 дает возможность усиливать или ослаблять базовое
сравнение 𝑛.
Введем следующее семейство базовых нечетких сравнений 𝑛𝜈(𝑎, 𝑏), 𝜈 > 0, а также их
вариации специального вида 𝑛𝛾,𝜈(𝑎, 𝑏).
Определение 2. Если 𝑎, 𝑏 ∈ R+, то
1. для любого 𝜈 > 0
𝑛𝜈(𝑎, 𝑏) =
𝑏− 𝑎
(𝑎𝜈 + 𝑏𝜈)
1/𝜈
2. для любого 𝛾 ∈ (−1, 1) положим 𝑛𝛾,𝜈(𝑎, 𝑏) = 𝜓𝛾(𝑛𝜈(𝑎, 𝑏)), где
𝜓𝛾(𝑡) =
{︃
𝑡−𝛾
1−𝛾 , 𝑡 ∈ [𝛾, 1]
𝑡−𝛾
1+𝛾 , 𝑡 ∈ [−1, 𝛾]
.
Такая вариация корректна: 𝑛0,𝜈(𝑎, 𝑏) = 𝜓0(𝑛𝜈(𝑎, 𝑏)) = 𝑛𝜈(𝑎, 𝑏). При 𝛾 > 0 получается уси-
ление 𝑛𝜈 , при 𝛾 < 0 - наоборот, его ослабление.
Нам понадобится расширение 𝑛(𝑎, 𝑏) до понятия нечетких сравнений 𝑛(𝑎,𝐴) и 𝑛(𝐴, 𝑎) про-
извольного числа 𝑎 > 0 с произвольной взвешенной совокупностью чисел
𝐴 =
{︀
(𝑎𝑖, 𝑤𝑖)|𝑁1 , 𝑎𝑖 ∈ R+, 0 < 𝑤𝑖 − вес 𝑎𝑖, 𝑖 = 1, . . . , 𝑁
}︀
.
Такое расширение неоднозначно. Каждый вариант такого расширения по-своему дает фор-
мализацию понятия «большой (маленький) относительно 𝐴 (по модулю 𝐴)». Мы понимаем
𝑛(𝑎,𝐴) = 𝑚𝑒𝑠(𝑎 < 𝐴) как функцию принадлежности на R+ к нечеткому понятию «быть
маленьким по модулю 𝐴» и 𝑛(𝐴, 𝑎) = 𝑚𝑒𝑠(𝐴 < 𝑎), как функцию принадлежности на R+ к
нечеткому понятию «быть большим по модулю 𝐴». В дальнейшем развитии алгоритмических
конструкций алгоритмов использовались три расширения:
Бинарное расширение.
𝑛𝑏(𝑎,𝐴) =
∑︀𝑁
𝑖=1 𝑛(𝑎,𝑎𝑖)𝑤𝑖∑︀𝑁
𝑖=1 𝑤𝑖
∈ [−1, 1]
𝑛𝑏(𝐴, 𝑎) =
∑︀𝑁
𝑖=1 𝑛(𝑎𝑖,𝑎)𝑤𝑖∑︀𝑁
𝑖=1 𝑤𝑖
∈ [−1, 1]
Гравитационное расширение.
Пусть 𝑔𝑟𝐴 центр тяжести совокупности 𝐴, т.е. 𝑔𝑟𝐴 =
∑︀𝑁
𝑖=1 𝑎𝑖𝑤𝑖∑︀𝑁
𝑖=1 𝑤𝑖
, тогда
𝑛𝑔(𝑎,𝐴) = 𝑛(𝑎, 𝑔𝑟𝐴) ∈ [−1, 1]
𝑛𝑔(𝐴, 𝑎) = 𝑛(𝑔𝑟𝐴, 𝑎) ∈ [−1, 1]
𝜎-расширение.
Левый момент 𝜎𝑙(𝑎,𝐴) = (
∑︀
(𝑎− 𝑎𝑖)𝑤𝑖 : 𝑎𝑖 < 𝑎) есть довод за максимальность “𝑎” по моду-
лю 𝐴. Соответственно, правый момент 𝜎𝑟(𝑎,𝐴) = (
∑︀
(𝑎𝑖 − 𝑎)𝑤𝑖 : 𝑎𝑖 > 𝑎) есть довод за мини-
мальность “𝑎” по модулю 𝐴. Тогда
𝑛𝜎(𝑎,𝐴) = 𝑛
(︀
𝜎𝑙(𝑎,𝐴), 𝜎𝑟(𝑎,𝐴)
)︀ ∈ [−1, 1]
𝑛𝜎(𝑎,𝐴) = 𝑛
(︀
𝜎𝑟(𝑎,𝐴), 𝜎𝑙(𝑎,𝐴)
)︀ ∈ [−1, 1] .
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Представляется естественным считать, что если выполнение некоторого свойства выра-
жается в шкале [−1, 1], то попадание в отрезок
[︁
1/2, 1
]︁ (︁[︁
0, 1/2
]︁)︁
означает сильно- (слабо-)
экстремальное проявление этого свойства.
Пример. Параметр локального обзора Δ в алгоритмах DRAS и FLARS [11, 12] означает
близость на отрезке регистрации 𝑇 записи 𝑦. С помощью нечетких сравнений его выбор также
может быть автоматизирован: обозначим через 𝑑𝑇 =
{︀|𝑘 − 𝑘| : 𝑘 ̸= 𝑘 ∈ 𝑇}︀ совокупность всех
нетривиальных расстояний на 𝑇 . Тогда Δ - сильноминимальный элемент по𝑚𝑜𝑑𝑑𝑇 и является
решением уравнения 𝑛(Δ, 𝑑𝑇 ) = 1/2.
4.2. Мера близости и плотность подмножества
Пусть 𝑋 – конечное метрическое пространство с расстоянием 𝑑(𝑥, 𝑦). Введем функцию
меры близости 𝛿𝑥(y)∈[0,1], моделирующую близость в X точки y к точке x. Она может счи-
таться нечеткой мерой принадлежности y к x. Таким образом, в общем случае 𝛿𝑥(y) не только
убывает с ростом расстояния d(x,y), но и зависит от топологии X вокруг x. Приведем примеры:
𝛿𝑥(𝑦) =
1
1 + 𝑑(𝑥, 𝑦)
; 𝛿𝑟𝑥(𝑦) =
{︂
1− 𝑑(𝑥,𝑦)𝑟 , 𝑑(𝑥, 𝑦) 6 𝑟
0, 𝑑(𝑥, 𝑦) > 𝑟
; 𝛿𝑒𝑟𝑥 (𝑦) = 𝑒
− 𝑑(𝑥,𝑦)
𝑟 ;
𝛿x(y) =
|y¯ ∈ X : d(x,y¯) > d(x, y)|+1
|X| .
Для точки 𝑥 ∈ 𝑋 и произвольного подмножества 𝐴 ⊂ 𝑋 положим
𝐴𝑥
𝑑𝑒𝑓
=
{︂
𝐴, если𝑥 /∈ 𝐴
𝐴− 𝑥, если𝑥 ∈ 𝐴 ; |𝐴|𝑥
𝑑𝑒𝑓
= |𝐴𝑥| =
{︂ |𝐴| , если𝑥 /∈ 𝐴
|𝐴| − 1, если𝑥 ∈ 𝐴 ;𝑂𝐴(𝑥) =
∑︁
𝑦∈𝐴𝑥
𝛿𝑦(𝑥).
𝑂𝐴(𝑥) является монотонной функцией: если 𝐴 ⊂ 𝐵, то 𝑂𝐴(𝑥) 6 𝑂𝐵(𝑥).
Определение 1. Назовем плотностью 𝑃𝐴(𝑥) подмножества 𝐴 ⊂ 𝑋 в точке 𝑥 ∈ 𝑋 усреднение
𝑂𝐴(𝑥):
𝑃𝐴(𝑥) =
𝑂𝐴(𝑥)
|𝐴|𝑥
.
Результаты исследований подтверждают способность плотности численно отражать инте-
гральную сконцентрированность пространства 𝐴 вокруг точки 𝑥: чем выше плотность 𝑃𝐴(𝑥),
тем больше оснований считать 𝑥 центром (возможно искусственным, если 𝑥 /∈ 𝐴) для 𝐴.
Для каждой меры 𝛿𝑥(𝑦) существует своя константа 𝛼𝛿 ∈ [0, 1], устойчиво моделирующая
близость в пространстве 𝑋. Таким образом, в качестве правильного шара 𝐷(𝑥) нужно взять
все близкие к 𝑥 точки в 𝑋 на основании той или иной меры 𝛿𝑥(𝑦):
𝐷(𝑥) = 𝐷(𝑥, 𝛼𝛿, 𝛿) = {𝑦 ∈ 𝑋 : 𝛿𝑥(𝑦) > 𝛼𝛿} = 𝐷𝑥(𝑥, 𝑟(𝑥, 𝛿)),
где
𝑟(𝑥, 𝛿) = max{𝑑(𝑥, 𝑦) : 𝛿𝑥(𝑦) > 𝛼𝛿} - радиус близости.
Положим
𝑟(𝛿) = min
𝑋
𝑟(𝑥, 𝛿), 𝐷(𝑥) = {𝑦 ∈ 𝑋 : 𝑑(𝑥, 𝑦) 6 𝑟(𝛿)}.
4.3. Монолитность в метрическом пространстве
Перейдем к определению монолитности 𝑚𝑜𝑛𝐷(𝑥)(𝑥) точки x в шаре D(x).
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Определение 1. Пусть ℎ-квант и R+ℎ = {𝑘ℎ, 𝑘 = 0, 1, . . .}. Назовем квантованием соответ-
ствие 𝑡→ ℎ(𝑡) : R+ → R+ℎ
ℎ(𝑡) =
{︂
𝑛ℎ, если 𝑡 = 𝑛ℎ
(𝑛+ 1)ℎ, если 𝑡 ∈ (𝑛ℎ, (𝑛+ 1)ℎ) .
Применяя ℎ(𝑡) к группе нормирования Γ𝐷(𝑥)(𝑥) = {0 < 𝑟1 = 𝑟1(𝑥,𝐷(𝑥)) < . . . < 𝑟(𝛿)}, полу-
чим простое квантованное нормирование Γℎ,𝐷(𝑥)(𝑥) = {𝑛ℎ, если ∃𝑧 ∈ 𝐷(𝑥) : 𝑛ℎ = ℎ(𝑑(𝑥, 𝑧))}.
На отрезке [0, ℎ(𝑟(𝛿))] ∈ R+ℎ точки из Γℎ,𝐷(𝑥)(𝑥) отметим «*», остальные – «0». За монолитность
𝐴 в 𝑥 примем монолитность нуля в Γℎ,𝐷(𝑥)(𝑥) в контексте этого отрезка. Особое положение
нуля требует монотонного отношения к квантам 𝑛ℎ в [0, ℎ(𝑟(𝛿))]: чем они больше, тем меньше
они имеют значения. Это достигается весом 𝜓:
𝜓(𝑛ℎ) = 1− 𝑛ℎ
ℎ(𝑟(𝛿)) + ℎ
и
mon𝐷(𝑥)(𝑥) = monΓℎ,𝐷(𝑥)(0) =
∑︀
𝜓(*)∑︀
𝜓(*)+𝜓(0) или mon𝐷(𝑥)(𝑥) =
∑︀
𝜓(𝑛ℎ):𝑛ℎ∈Γℎ(𝑥)∑︀
𝜓(𝑛ℎ):𝑛ℎ∈[0,ℎ(𝑟(𝛿))] .
4.4. Выпрямления
Пусть дана дискретная положительная полуось R+ℎ = {𝑘ℎ, ℎ > 0, 𝑘 = 1, 2, . . .} и конечный
временной ряд 𝑦 = {𝑦𝑘 = 𝑦(𝑘ℎ)}, определенный на отрезке (периоде регистрации) 𝑇 ∈ R+ℎ .
Введем параметр локального обзора Δ > 0, кратный ℎ: Δ ∈ R+ℎ . Назовем фрагменты локаль-
ного обзора записи 𝑦 с центром в 𝑘ℎ ∈ 𝑇 ее отрезок:
Δ𝑘𝑦 =
{︂
𝑦
𝑘−Δ/ℎ
, . . . , 𝑦𝑘, . . . , 𝑦
𝑘+Δ/ℎ
}︂
∈ R2Δ/ℎ+1.
Определение 1. Если 𝐽 =
{︀
Δ𝑘𝑦
}︀
совокупность фрагментов локального обзора записи 𝑦 и
Φ : 𝐽 → R+, где R+ - множество положительных действительных чисел, то суперпозицию
𝑘 → Δ𝑘𝑦 → Φ (︀Δ𝑘𝑦)︀ 𝑑𝑒𝑓= Φ𝑦(𝑘) назовем выпрямлением 𝑦 на основе Φ. Собственно отображение
Φ будем называть выпрямляющим функционалом.
Выпрямление можно считать определенным удачно, если то, что эксперт объявляет ано-
малиями на записи, переходит к возвышенности на выпрямлении. Соответственно для постро-
ения выпрямления крайне полезным оказывается наличие материала обучения, т.е. обработки
достаточно длительной части записи экспертом. Ниже приведем примеры выпрямлений [11].
1. Длина фрагмента обзора:
𝐿
(︁
Δ𝑘𝑦
)︁
=
𝑘+Δ/ℎ−1∑︁
𝑗=𝑘−Δ/ℎ
|𝑦𝑗+1 − 𝑦𝑗 | ;
2. Энергия фрагмента обзора:
𝐸
(︀
Δ𝑘𝑦
)︀
=
∑︀𝑘+Δ/ℎ
𝑗=𝑘−Δ/ℎ
(𝑦𝑗 − 𝑦𝑘)2, где 𝑦𝑘 = ℎ2Δ+ℎ
∑︀𝑘+Δ/ℎ
𝑗=𝑘−Δ/ℎ
𝑦𝑗 ;
3. Отличие фрагмента обзора от его регрессии n-го порядка:
𝑅𝑛(Δ
𝑘𝑦) =
𝑘+Δ
ℎ∑︁
𝑗=𝑘−Δ
ℎ
[𝑦𝑗 −𝑅𝑒𝑔𝑟𝑛Δ𝑘𝑦(𝑗𝑘)]2,
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где 𝑅𝑒𝑔𝑟𝑛
Δ𝑘𝑦
- оптимальное среднеквадратичное приближение n-го порядка фрагментаΔ𝑘𝑦.
Заметим, что при n=0 получается предыдущий функционал "энергия".
4. Осцилляция фрагмента обзора:
𝑂(Δ𝑘𝑦) =
𝑘+Δ
ℎ
max
𝑗=𝑘−Δ
ℎ
𝑦𝑗 −
𝑘+Δ
ℎ
min
𝑗=𝑘−Δ
ℎ
𝑦𝑗 .
Единый локальный уровень семейства алгоритмов для анализа временных рядов состоит
в построении выпрямления Φ𝑦 и переходе к нему от записи 𝑦. Это преобразование моделирует
первый этап анализа, проводимого экспертом «на глаз». Второй этап состоит в поиске воз-
вышенностей на выпрямлении, включая незначительные локальные экстремумы. Для этого
используются нечеткие сравнения.
4.5. Нечеткие грани
Пусть 𝐴 = {𝑎𝑖}|𝑛1 конечное числовое множество и 𝐵 ⊆ 𝐴 - его произвольное подмножество.
Тогда |𝐵| - порядок этого подмножества,∑︀𝐵 =∑︀ 𝑏: 𝑏 ∈ 𝐵 - сумма его элементов, 𝑆 (𝐵) = ∑︀𝐵|𝐵|
- их среднее значение. Нечеткие итерационные верхние и нижние скалярные грани 𝑆+(𝐴) и
𝑆−(𝐴) определяются для 𝐴 индуктивно с использованием вспомогательных подмножеств 𝐴+𝑘 ,
𝐴−𝑘 [13].
В начале индукции для 𝑘 = 0 полагаем
𝑆+0 (𝐴) = 𝑆
−
0 (𝐴) = 𝑆(𝐴);𝐴
+
0 =
{︀
𝑎 ∈ 𝐴 : 𝑎 > 𝑆+0 (𝐴)
}︀
;𝐴−0 =
{︀
𝑎 ∈ 𝐴 : 𝑎 6 𝑆−0 (𝐴)
}︀
.
Считая грани 𝑆+𝑘 (𝐴), 𝑆
−
𝑘 (𝐴) и множества 𝐴
+
𝑘 , 𝐴
−
𝑘 уже определенными, положим
𝑆+𝑘+1(𝐴) =
∑︀
𝐴+𝑘 − |𝐴+𝑘 | · 𝑆+𝑘 (𝐴)
|𝐴| + 𝑆
+
𝑘 (𝐴);𝑆
−
𝑘+1(𝐴) =
∑︀
𝐴−𝑘 − |𝐴−𝑘 | · 𝑆−𝑘 (𝐴)
|𝐴| + 𝑆
−
𝑘 (𝐴);
𝐴+𝑘+1 =
{︀
𝑎 ∈ 𝐴 : 𝑎 > 𝑆+𝑘+1(𝐴)
}︀
;𝐴−𝑘+1 =
{︀
𝑎 ∈ 𝐴 : 𝑎 6 𝑆−𝑘+1(𝐴)
}︀
.
В качестве нечетких верхней и нижней граней sup𝐴 и inf𝐴 для 𝐴 выбираются 𝑆+𝑘 и 𝑆
−
𝑘
для подходящего порядка 𝑘.
Нечеткие грани с разной степенью жесткости разбивают числовую прямую R относительно
𝐴 на четыре части: маленькие, слабомаленькие, слабобольшие, большие. Чем 𝑘 больше, тем
разбиение жестче, менее учитывает специфику 𝐴 и поэтому неинтереснее.
𝑃 ∈ R
𝑆𝑘 маленький (значительный)
𝑊𝑘 маленький (незначительный)
𝑊𝑘 большой (незначительный)
𝑆𝑘 большой (значительный)
по 𝑚𝑜𝑑 𝐴⇔ 𝑝 ∈
(−∞, 𝑆−𝑘 (𝐴)]
(𝑆−𝑘 (𝐴), 𝑆0(𝐴)]
(𝑆0, 𝑆
+
𝑘 (𝐴)]
(𝑆+𝑘 (𝐴),+∞]
.
Предельно жесткое разбиение получается при 𝑘 = ∞, если положить 𝑆−𝑘 = min𝐴,
𝑆+𝑘 = max𝐴 и совершенно не учитывать 𝐴:
𝑃 ∈ R
𝑆∞ маленький
𝑊∞ маленький
𝑊∞ большой
𝑆∞ большой
по 𝑚𝑜𝑑 𝐴⇔ 𝑝 ∈
(−∞,min𝐴]
(min𝐴,𝑆0]
(𝑆0,max𝐴]
(max𝐴,+∞]
.
Разницу 𝑊𝑘(𝐴) = 𝑆
+
𝑘 (𝐴)− 𝑆−𝑘 (𝐴) естественно назвать стохастической шириной 𝐴 k -го по-
рядка. Ширина 𝑊𝑘(𝐴) гибко отображает обычное статистическое отклонение 𝜎(𝐴) =
√︀
𝑑(𝐴).
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4.6. Дискретные регрессионные производные
Утверждение 1. Пусть функция f интегрируема на отрезке [a, b] и дифференцируема в точке
t∈[a, b]. Тогда линейная регрессия prΔf для f в окрестности U (t,Δ)=(t–Δ,t+Δ), где Δ→0,
стремится к ее касательной в точке t (доказательство приведено в [14]).
Пусть 𝑇 – период наблюдения, представляющий собой конечное, в общем случае, нере-
гулярное множество узлов 𝑡: 𝑇 = {𝑡}, |𝑇 | < ∞. Функция 𝑦 – временной ряд, заданный на
𝑇 :
𝑦 : 𝑇 → R, 𝑦 = {𝑦𝑡 = 𝑦(𝑡), 𝑡 ∈ 𝑇}.
Предельный переход Δ→ 0 в дискретном случае заменяется мерой близости 𝛿𝑡(𝑡) – нечетким
бинарным отношением на 𝑇 , показывающим в какой степени узел 𝑡 близок к узлу 𝑡 в 𝑇 (см.
раздел 4.2).
Касательной 𝑅𝑦,𝑡(𝑡) = 𝑎𝑡𝑡 + 𝑏𝑡 к функции 𝑦 в узле 𝑡 ∈ 𝑇 считается линейная регрессия,
построенная по взвешенному графику Γ𝑦(𝛿𝑡) = {((𝑡, 𝑦𝑡), 𝛿𝑡(𝑡)), 𝑡 ∈ 𝑇}. Опуская стандартные
вещи, связанные с линейными регрессиями, приведём формулы для 𝑎𝑡 и 𝑏𝑡:
𝑎𝑡 =
⃒⃒⃒⃒ ∑︀
𝑡∈𝑇 𝑡𝛿𝑡(𝑡)𝑦𝑡
∑︀
𝑡∈𝑇 𝑡𝛿𝑡(𝑡)∑︀
𝑡∈𝑇 𝛿𝑡(𝑡)𝑦𝑡
∑︀
𝑡∈𝑇 𝛿𝑡(𝑡)
⃒⃒⃒⃒
⃒⃒⃒⃒ ∑︀
𝑡∈𝑇 𝑡
2𝛿𝑡(𝑡)
∑︀
𝑡∈𝑇 𝑡𝛿𝑡(𝑡)∑︀
𝑡∈𝑇 𝑡𝛿𝑡(𝑡)
∑︀
𝑡∈𝑇 𝛿𝑡(𝑡)
⃒⃒⃒⃒ , 𝑏𝑡 =
⃒⃒⃒⃒ ∑︀
𝑡∈𝑇 𝑡
2𝛿𝑡(𝑡)
∑︀
𝑡∈𝑇 𝑡𝛿𝑡(𝑡)𝑦𝑡∑︀
𝑡∈𝑇 𝑡𝛿𝑡(𝑡)
∑︀
𝑡∈𝑇 𝛿𝑡(𝑡)𝑦𝑡
⃒⃒⃒⃒
⃒⃒⃒⃒ ∑︀
𝑡∈𝑇 𝑡
2𝛿𝑡(𝑡)
∑︀
𝑡∈𝑇 𝑡𝛿𝑡(𝑡)∑︀
𝑡∈𝑇 𝑡𝛿𝑡(𝑡)
∑︀
𝑡∈𝑇 𝛿𝑡(𝑡)
⃒⃒⃒⃒ .
Определение 1. Угловой коэффициент 𝑎𝑡 регрессионной касательной 𝑅𝑦,𝑡 называется ре-
грессионной производной функции 𝑦 в узле 𝑡 и обозначается через (𝑅
′
𝑦)(𝑡).
Определение 2. Значение𝑅𝑦,𝑡(𝑡) касательной 𝑅𝑦,𝑡 в узле 𝑡 называется регрессионным зна-
чением 𝑦 в узле 𝑡 и обозначается через (𝑅𝑦)(𝑡).
Итак,
(𝑅
′
𝑦)(𝑡) = 𝑎𝑡, (𝑅𝑦)(𝑡) = 𝑎𝑡𝑡+ 𝑏𝑡.
5. Заключение
За последние 20 лет с использованием описанных конструкций школой академика
А. Д. Гвишиани было разработано целое семейство алгоритмов для анализа конечных метри-
ческих пространств и временных рядов.
Алгоритмы, нацеленные на поиск кластеров, сгущений, трасс в многомерных дискретных
пространствах изложены в [15-18]. Все они нашли успешное применение в различных геолого-
геофизических задачах. К ним, в частности, относятся:
1. распознавание мест возможного возникновения сильных землетрясений [19-26];
2. изучение источников аномального магнитного поля [27-29];
3. интерпретация гравитационных аномалий [30].
Алгоритмы анализа конечных временных рядов нацелены на поиск связных аномалий,
распознавание фоновых участков, поиск нечетких монотонностей, экстремумов и трендов,
взвешенное сглаживание нерегулярных рядов и др. [31-34]. Такие алгоритмы хорошо себя
зарекомендовали в решении следующих важных задачах геофизики:
1. анализ геомагнитной активности [35-38];
2. изучение эволюции главного магнитного поля Земли [39];
3. мониторинг вулканов [40-42];
4. исследование геодинамической стабильности регионов [43-44].
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