We study multivariate numerical integration of smooth functions in weighted Sobolev spaces with dominating mixed smoothness α ≥ 2 defined over the unit cube. We propose a new quasi-Monte Carlo (QMC)-based quadrature rule, named extrapolated polynomial lattice rule, which achieves the almost optimal rate of convergence. Extrapolated polynomial lattice rules are constructed in two steps: i) construction of classical polynomial lattice rules over We prove the existence of good extrapolated polynomial lattice rules achieving the almost optimal order of convergence of the worst-case error in Sobolev spaces with general weights. Then, by restricting to product weights, we show that such good extrapolated polynomial lattice rules can be constructed by the fast component-by-component algorithm under a computable quality criterion, and that the required total construction cost is smaller than that of interlaced polynomial lattice rule. We also study the dependence of the worst-case error bound on the dimension.
Introduction
In this paper we study numerical integration of smooth functions defined over the s-dimensional unit cube. For an integrable function f : [0, 1) s → R, we denote the integral of f by
We approximate I(f ) by a linear algorithm of the form
where P N = {x n : 0 ≤ n < N } ⊂ [0, 1) s is the set of quadrature nodes and W N = {w n : 0 ≤ n < N } ⊂ R is the set of associated weights. A quasi-Monte Carlo (QMC) rules is an equal-weight quadrature rule where the weights sum up to 1, i.e., a linear algorithm with the special choice w n = 1/N for all n. Thus, I(f ) is simply approximated by
f (x n ).
We refer to [8, 11, 17, 20] for comprehensive information on QMC integration. The quality of a given quadrature rule is often measured by the worst-case error, that is, the worst absolute integration error in the unit ball of a normed function space V : |I(f ; P N ) − I(f )|, for a QMC algorithm. In this paper, we consider weighted unanchored Sobolev spaces with dominating mixed smoothness α ≥ 2 as introduced in [6] , see Section 2.1 for the details. For such function spaces consisting of smooth functions, it is possible to construct good QMC integration rules achieving the almost optimal order of convergence O(N −α+ǫ ) with arbitrarily small ǫ > 0, see for instance [1, 2, 3, 4, 13, 14, 15] . In particular, so-called interlaced polynomial lattice rules have been recently applied in the context of partial differential equations with random coefficients, see for instance [6, 9] , due to their low construction cost and good dependence of the worst-case error on the dimension.
In this paper, we propose an alternative QMC-based quadrature rule, named extrapolated polynomial lattice rule, which achieves the almost optimal order of convergence with good dependence on the dimension and can be constructed at a low computational cost. Roughly speaking, extrapolated polynomial lattice rules are given by constructing classical polynomial lattice rules with consecutive sizes of nodes and then applying Richardson extrapolation in a recursive way. Therefore, the resulting quadrature rule is a linear algorithm but not equally weighted. Our motivation behind introduction of extrapolated polynomial lattice rules lies in so-called fast QMC matrix-vector multiplication which is briefly explained below.
Recently in [7] , Dick ⊤ , can be computed in O(N log N ) arithmetic operations by using the fast Fourier transform without requiring any structure in the matrix A. This is done by choosing the quadrature nodes such that X = CP , where C is a circulant matrix and the matrix P reorders and extends the vector a when multiplied with P . The resulting vector XA = Y = (y ⊤ is used to approximate I(f ) by
f (y n ).
Their proposed method can be applied to classical polynomial lattice rules, but not to interlaced polynomial lattice rules, since the interlacing destroys the circulant structure. In fact, it has been an open question whether it is possible to design QMC quadrature nodes which achieve higher order of convergence of the integration error for sufficiently smooth functions, and at the same time, can be used in fast QMC matrix-vector multiplication. Since extrapolated polynomial lattice rules are just given by a linear combination of classical polynomial lattice rules, we can apply fast QMC matrix-vector multiplication to extrapolated polynomial lattice rules in a straightforward manner, which gives an affirmative solution to the above question. The remainder of this paper is organized as follows. In the next section we describe the necessary background and notation, namely, weighted unanchored Sobolev spaces with dominating mixed smoothness, Walsh functions, polynomial lattice rules, and Richardson extrapolation. In Section 3, we first give the key ingredient for introducing extrapolated polynomial lattice rules, and then study their worst-case error in Sobolev spaces with general weights as well as their dependence on the worst-case error bound on the dimension. Here we prove the existence of good extrapolated polynomial lattice rules achieving the almost optimal order of convergence. In Section 4, we restrict ourselves to the case of product weights and show that the so-called fast component-by-component construction algorithm works for finding good extrapolated polynomial lattice rules. We conclude this paper with numerical experiments in Section 5.
It is obvious that
With a slight abuse of notation, we often identify n ∈ N 0 , whose finite b-adic expansion is given by n = ν 0 + ν 1 b + · · · , with the polynomial over F b given by n(x) = ν 0 + ν 1 x + · · · .
Sobolev spaces with dominating mixed smoothness
We give the definition of weighted Sobolev spaces with dominating mixed smoothness. Let α, s ∈ N, α ≥ 2, 1 ≤ q, r ≤ ∞, and let γ = (γ u ) u⊂N be a set of non-negative real numbers called weights, which plays a role in moderating the importance of different variables or groups of variables in the function space [21] . Assume that f : [0, 1) s → R has partial mixed derivatives up to order α in each variable. We define the norm on the weighted unanchored Sobolev space with dominating mixed smoothness α by
with the obvious modifications if q or r is infinite.
Further, f (τ u\v ,αv,0) denotes the partial mixed derivative of order (τ u\v , α v , 0) of f , and we write x v = (x j ) j∈v and x −v = (x j ) j∈{1,...,s}\v . We denote the Banach-Sobolev space of all such functions with finite norm · s,α,γ,q,r by W s,α,γ,q,r .
In what follows, let B τ (·) denote the Bernoulli polynomial of degree τ . We put b τ (·) = B τ (·)/τ ! and b τ = b τ (0). Further, letb τ (·) : R → R denote the one-periodic extension of the polynomial b τ (·) : [0, 1) → R. Then, as shown in the proof of [6, Theorem 3.5] we have the following. Lemma 1. For any f ∈ W s,α,γ,q,r , we have a pointwise representation
where each function f u depends only on a subset of variables y u = (y j ) j∈u and is explicitly given by 
Walsh functions
Here we introduce the definition of Walsh functions and state the result on the decay of Walsh coefficients for functions in W s,α,γ,q,r . } is defined by
where this expansion is understood to be unique in the sense that infinitely many of the ξ i are different from b − 1.
For s ≥ 2 and
s .
Since we shall use Walsh functions in a fixed prime base b in this paper, we omit the subscript and simply write wal k or wal k . Note that the system
, we have the Walsh expansion of f :
wheref (k) denotes the k-th Walsh coefficient of f defined bŷ
Here we note that the integral of f is given by I(f ) =f (0). The Walsh coefficients of a function f ∈ W s,α,γ,q,r are bounded as follows, see [5, Theorem 14] and [6, Theorem 3.5] for the proof.
For a subset u ⊆ {1, . . . , s} and k u ∈ N |u| , the (k u , 0)-th Walsh coefficient of a function f ∈ W s,α,γ,q,r is bounded by
where
Remark 1. For the special but important case b = 2, Yoshiki [22] proved that the constant C α can be improved to C α = 2 −1/p ′ where p ′ denotes the Hölder conjugate of q, i.e., 1 ≤ q ′ ≤ ∞ which satisfies 1/q + 1/q ′ = 1.
Polynomial lattice rules
Polynomial lattice point sets are a special construction of QMC quadrature nodes introduced by Niederreiter in [16] , which are defined as follows.
For 0 ≤ n < b m , which is identified with a polynomial over F b , put
Then the point set P (p, q) = {x 0 , . . . , x b m −1 } is called a polynomial lattice point set (with modulus p and generating vector q). A QMC rule using the point set P (p, q) as quadrature nodes is called a polynomial lattice rule.
The concept of dual polynomial lattice plays a key role in the error analysis of polynomial lattice rules.
we have tr m (k) = 0. Thus, regardless of the choice on p and q, such k is always included in the dual polynomial lattice P ⊥ (p, q).
The following lemma shows the character property of polynomial lattice point sets, see for instance [11, Lemmas 4 .75 and 10.6] for the proof.
By considering the Walsh expansion of a continuous function f : [0, 1) s → R with k∈N s 0 |f (k)| < ∞ and using Lemma 3, we obtain
Richardson extrapolation
Suppose that we have a chain of α reals (I
n ) m−α+1≤n≤m given by
where b > 1, c 0 , . . . , c α−1 ∈ R and R α,n ∈ O(b −αn ). Let us consider the following recursive application of Richardson extrapolation of successive orders:
Regarding the final value I (α) m , we have the following.
where the empty product is set to 1. Then we have
Proof. We prove the lemma by induction on α. The case α = 1 is trivial. Suppose that we have
It follows from the definition of
For each term on the right-most side above, we have
and for 2 ≤ τ ≤ α − 1
Thus we have the result.
Using the above lemma, we further have the following. Corollary 1. Using the notation above, we have
Proof. Plugging the expression (2) into the result of Lemma 4, we have
For the first term on the right-hand side, we have
Similarly, for the second term on the right-most side, we have
This completes the proof.
Extrapolated polynomial lattice rules
The main idea for coming up with extrapolated polynomial lattice rules is to look at the approximate value of a polynomial lattice rule, as shown in (1), in the following way:
where the second equality follows from Remark 2. By considering the character property of regular grids
we see that the third term in the last expression is nothing but the approximation error of f when using P grid,b m as quadrature nodes in a QMC integration. Therefore we have
Plugging in the Euler-Maclaurin formula for I(f ; P grid,b m ), which is shown later in Theorem 2, into the right-hand side above, we obtain
where c τ (f ) depends only on f and τ , and the remainder term R s,α,b m is proven to decay with order b −αm . Now suppose that we have polynomial lattice rules with consecutive sizes of nodes,
For ease of notation, we denote by P b n a polynomial lattice point set with the number of nodes equal to b n , and by P ⊥ b n the dual polynomial lattice of P b n . Then we can obtain a chain of α approximate values of the integral, i.e., I(f ; P b m−α+1 ), . . . , I(f ; P b m ). By applying Richardson extrapolation in a recursive way as described in Section 2.4, it follows from Lemma 4, Corollary 1 and (3) that the final value is given by
If we can construct good polynomial lattice rules such that the inner sum on the right-hand side of (4) decays with order b −(α−ǫ)m (with arbitrarily small ǫ > 0) for any function f ∈ W s,α,γ,q,r , the integration error In what follows, we start with showing the worst-case error bound of extrapolated polynomial lattice rules, and then in Section 3.2, we prove the EulerMaclaurin formula on the regular grid quadrature. In Section 3.3, we prove the existence of such good polynomial lattice rules for W s,α,γ,q,r with general weights γ = (γ u ) u⊂N . In Section 4, by restricting to product weights, i.e., the case where the weights are given by the form γ u = j∈u γ j for a sequence of reals (γ j ) j∈N , we show that good polynomial lattice rules can be constructed by the fast component-by-component (CBC) algorithm.
Worst-case error bound
Using the equality (4), the absolute integration error of an extrapolated polynomial lattice rule is bounded by
In the following, we write
for a subset ∅ = u ⊆ {1, . . . , s}. Note that we have
We now obtain a worst-case error bound as follows. 
Proof. Let us consider the inner sum on the right-hand side of (5) first. Using the bound on the Walsh coefficient in Lemma 2 and Hölder inequality, we have
Regarding the bound on R α,b m−τ +1 , it follows from Theorem 2 that
Plugging these bounds into the righ-hand side of (5) and then taking the supremum among f ∈ W s,α,γ,q,r such that f s,α,γ,q,r ≤ 1, the result follows.
Remark 3. As mentioned, similarly to [6] , since B γ,r (
and H γ,q,r ≤ H γ,q,∞ for any r, it is convenient to work with an upper bound which can be obtained by setting r = ∞ and thus r ′ = 1. In the rest of this paper, we always consider the case r = ∞. The bound B γ,r is used below to construct good generating vectors for polynomial lattice rules. The choice r ′ = 1 simplifies the computation of B γ,r .
Euler-Maclaurin formula for regular grid quadrature
Here we show the Euler-Maclaurin formula on I(f ; P grid,N ), where
As preparation, we prove the following lemma.
Lemma 5. For τ, N ∈ N and x ∈ [0, 1), we have
Proof. For τ = 1, we obtain the results by direct calculation, which is omitted here. We assume τ ≥ 2. By using the Fourier series of b τ , we have
which completes the proof of the first equality. Since the second equality can be proven in exactly the same way by using the Fourier series ofb τ , we omit the proof.
As shown in Lemma 1, we have the following pointwise representation for a function f ∈ W s,α,γ,q,r :
f (y) = u⊆{1,...,s} v⊆u τ ∈{1,...,α} |u\v| j∈u\v
By using Lemma 5, we obtain the Euler-Maclaurin formula on I(f ; P grid,N ).
Theorem 2. For f ∈ W s,α,γ,q,r , we have
where c τ (f ) depends only on f and τ , and is given by
where H s,γ,q,r is given as in Theorem 1.
Proof. Plugging the representation (6) into I(f ; P grid,N ), we have
Let us reorder the summands with respect to the value of |τ u\v | 1 + α|v|, which appears in the exponent of N . If |τ u\v | 1 + α|v| = 0, we must have u = v = ∅ and the corresponding summand is nothing but I(f ). If |τ u\v | 1 + α|v| = τ with 1 ≤ τ < α, we must have v = ∅ and thus
The other summands have the exponents |τ u\v | 1 + α|v| ≥ α and belong to R s,α,N . Next we prove the bound on R s,α,N . From the above argument, it is obvious that R s,α,N is bounded by
By applying Hölder's inequality, we have
Using the above inequality and Hölder's inequality twice, we obtain
This completes the proof of this theorem.
Existence results
Here we prove the existence of good extrapolated polynomial lattice rules which achieve the almost optimal order of convergence. Since each point set P b m−τ +1 can be constructed independently, it suffices to prove the existence of a good polynomial lattice rule of size b m which achieves the almost optimal order of the term B γ,∞ (P b m ) for any m ∈ N. In order to emphasize the role of the modulus p and generating vector q, instead of B γ,∞ (P b m ) we write
where m = deg(p). First we prove the following auxiliary result.
Lemma 6. For α ≥ 2 and 1/α < λ ≤ 1, we have
aw−1 with a 1 > · · · > a w > 0 and κ 1 , . . . , κ w ∈ {1, . . . , b − 1}. By ordering the sum with respect to the number of non-zero digits in the b-adic expansion of k, denoted by w here, we have
This completes the proof. Now we prove the existence result.
with deg(p) = m be irreducible. For a set of weights γ = (γ u ) u⊂N , there exits at least one q *
Proof. Using Jensen's inequality, for any 1/α < λ ≤ 1 we have
If there exists at least one component k j with j ∈ u such that b m ∤ k j , the number of polynomials
Dependence of the upper bound on the dimension
Here we study the dependence of the worst-case error bound on the dimension. For 1/α < λ < 1, we write
From Theorem 1 together with Theorem 3, we have
for any 1/α < λ < 1. Here we recall
The dependence of the upper bound on the dimension can be stated as follows. Here we only consider the case of product weights and prove that the CBC construction algorithm can find a good polynomial lattice rule which achieves the almost optimal order bound on the criterion B γ (p, q). Remark 5 below points out the challenge in generalizing the result to general weights.
The CBC construction algorithm proceeds as follows:
2. Set q 1 = 1.
as a function of q d ∈ G * b,m . In Section 4.2 we simplify the formula for B γ (p, (q * 1 , . . . , q * d−1 , q d )) to obtain a criterion which can be computed efficiently.
s be found by Algorithm 1. Then for 1 ≤ d ≤ s we have
Proof. Without loss of generality, we assume that the modulus p is monic. We prove the theorem by induction on d. First let d = 1. Since we assume q * 1 = 1, the dual polynomial lattice is given by
Thus we have
for any 1/α < λ ≤ 1.
Next suppose that we have already found the first d − 1 components of the generating vector q *
where the second equality stems from the fact that since
It is clear that the first term of (7) does not depend on the choice of q d . Thus denoting the second term of (7) by
Using Jensen's inequality, as long as 1/α < λ ≤ 1, we have
, it follows from the definition of the dual polynomial lattice that tr m (k u ) · q * u = 0 (mod p), and thus there is no polynomial
. From these facts and Lemma 6, we obtain
Finally by applying Jensen's inequality to (7) and using Lemma 6, we have
Remark 5. In the above proof, we use the property of product weights to obtain the equality (7) . In fact, this is a crucial step to get the almost optimal order upper bound on B γ (p, q). Thus it is an open question whether a similar proof goes through for general weights.
Fast construction algorithm
In the convergence analysis above, we used the criterion B γ (p, q d ). However, since the quantity
does not depend on the choice of generating vector q d , we can add this quantity to the criterion B γ (p, q d ) to get another criterioñ
where we used Lemma 3 in the third equality, and the function w α : [0, 1) → R is defined by
As shown in [3, Theorem 2], one can compute w α efficiently when x is a b-adic rational. More precisely, if x is of the form a/b m for m ∈ N and 0 ≤ a < b m , w α (x) can be computed in at most O(αm) operations. Furthermore, in case of b = 2, we have explicit formulas for w 2 and w 3 , see [3, Corollary 1] .
In what follows, we show how one can use the fast CBC construction algorithm to find suitable polynomials q * 1 , . . . , q * s ∈ G * b,m by employingB γ (p, q) as a quality measure. Assume that q * 1 = 1, q * 2 , . . . , q * d−1 are already found. Let
for 0 ≤ n < b m . Note that we have
Thus it is obvious that the CBC algorithm finds a component q * d which minimizes the last sum.
Since the modulus p is assumed to be irreducible, there exists a primitive polynomial g ∈ F b [x]/p for which we have {g 0 = g
, and then the last sum for a polynomial
where we note that the subscript g −n appearing in P g −n ,d−1 is identified with the integer in {1, . . . , b m − 1}. We define the circulant matrix
, and compute
Since the matrix A is circulant, the matrix-vector multiplication above can be done by using the fast Fourier transform in O(mb m ) arithmetic operations with O(b m ) memory space for P n,d−1 , see [18, 19] . Therefore, we can compute the vector (η 1 , . . . , η b m −1 ) in a fast way. After finding q * d = g z0 , each P n,d−1 is updated simply by
Since each element of the circulant matrix A can be calculated in at most O(αm) arithmetic operations, calculating one row (or one column) of A requires O(αmb m ) arithmetic operations as the first step of the CBC algorithm. Then the CBC algorithm proceeds in a inductive way as described above shows the total construction cost of O((s + α)N log N ) together with O(N ) memory space. Thus, the required cost for an extrapolated polynomial lattice rule is smaller than that for an interlaced polynomial lattice rule which needs O(sαN log N ) arithmetic operations with O(N ) memory space [13, 14] .
Numerical experiments
Let us consider the following test integrands for c 1 , c 2 > 0. Note that the exact values of the integrals for f 1 and for f 2 with the special cases c 2 = 1 and c 2 = 2 are known. We put s = 100 and γ j = j −2 . We construct extrapolated polynomial lattice rules over F 2 for α = 2 and α = 3 using the fast CBC algorithm with the constant C α = 1, which is justified as mentioned in Remark 1. For comparison, we also construct interlaced polynomial lattice rules over F 2 for α = 2 and α = 3 using the fast CBC algorithm based on a computable quality criterion given in [13, Corollary 3] . In our experiments, we do not observe the phenomenon that the same elements of the generating vector repeat as pointed out in [12] .
The absolute integration errors as functions of log 2 N are shown in the figures. In each figure, the dashed line denotes the result for extrapolated polynomial lattice rules, while the dotted does that for interlaced polynomial lattice rules. For α = 2, extrapolated polynomial lattice rules perform competitively with interlaced polynomial lattice rules. The rates of convergence for extrapolated polynomial lattice rules are N −1.66 , N −2.05 , and N −2.19 in Figures 1-3 , respectively. For α = 3, although interlaced polynomial lattice rules outperform extrapolated polynomial lattice rules in every case, we can still observe a higher order of convergence.
These numerical results indicate that extrapolated polynomial lattices rule can be quite useful in fast QMC matrix-vector multiplication with higher order convergence, which shall be undertaken in the near future. 
