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In recent years alexandrite (BeA12o4 :cr3+) has been shown to be an 
important solid-state laser material. Alexandrite is a mechanically 
strong and chemically stable material. Large, high-quality alexandrite 
crystals can be grown by a modified Czochralski method. The physical 
properties of the host material, chrysoberyl, enable this material to 
withstand high average power optical pumping. The importance of this 
material is due to its tunability. Alexandrite is only the third materi-
3+ al in which Cr has been reported to lase, and is one of a few solid-
state laser materials shown to exhibit tunability, among them Ni:MgF2 , 
2+ 2+ Co :MgF2 , and V :MgF2 (1). However, alexandrite is the first of these 
materials to operate efficiently at room temperature and above. Its 
laser characteristics are very versatile~ among them, its tunability 
from 700 to 818 nm, and its ability to be Q-switched. Alexandrite has 
2E 4 fluorescent R-line emissions, from the states to the A2 state, and 
a vibronic emission, concurrent emission or absorption of phonons with 
the electronic transition from 4T2 to 
4A2 , which appears as a broad band 
in the fluorescent spectra. These states are shown in the energy level 
diagram of Figure 1. The R-line emission was shown to lase in 1974, and 
subsequently the broadband emission was shown to lase in 1977 (1). 
In alexandrite cr3+ ions can exist in two crystallographically 
































Figure 1. Energy Level Diagram for Mirror Site cr3+ 
Ions in Alexandrite 
3 
symmetry and one with inversion site c. symmetry. The lasing action 
~ 
occurs for the cr3+ ions in the mirror sites and not the inversion sites. 
Because of energy transfer from the mirror site ions to the lower-energy 
inversion site ions (2), the spectroscopic properties of the inversion 
site ions are not totally irrelevant to the laser operation. The dynami-
cal processes are also important to study, and the nonlinear optical 
characteristics of this material can give an understanding of these 
processes. The spectroscopic properties of alexandrite have been studied 
previously, but not much work has been done on the nonlinear optical 
properties (2,3). 
The dynamical processes that occur are radiative and nonradiative 
transitions. These transitions are easily envisioned in terms of the 
energy level diagram shown in Figure 1. 4 Excitation into the T1 band 
2 2 2 
will decay to the T2 , T1 , or E states by fast nonradiative emission 
2T 4T 4 2 2 and the same processes occurs for 2 to 2 , and T2 to T1 and E. 
h 3+ . . d . 2 d 2 . 1 . h t e Cr ~ons are exc~te ~nto T1 , ecay to E ~s by mu t~p anon 
emission, while the same type of decay from 2E to 4A2 is negligible. 
2 
Excitation into the E energy level can result in two processes: a 
4 2 4 
radiative decay to A2 , or excitation thermally to T1 or T2 • Radia-
If 
2 4 4 
tive transitions can occur between either T1 or T2 to A2 • Nonradia-
4 4 
tive transitions from T2 to A2 are also possible (4). In particular 
2 2 4 
the E and T1 levels are in thermal equilibrium with the T2 band and 
thus the nonradiative processes occurring between these states are 
important to the lasing action. 
Summary of Thesis 
In this study, nondegenerate four-wave mixing (FWM) is used to 
investigate the nonlinear optical properties of alexandrite. Data 
4 
include temperature dependence and write beam crossing angle dependence 
f h . ff' . f h . . . 3+ o t e FWM scatter~ng e ~c~ency or t e ~nvers~on s~te Cr ions. The 
absolute scattering efficiency at 7.5° was measured at temperatures 
ranging from 25 K to 300 K. A model is proposed to describe the 
scattering efficiency as a function of the angle between the write 
beams, and this model is found to give a good fit to the experimental 
data. From this model, the change in the real and imaginary parts of 
the complex index of refraction are calculated. The relative predomi-
nance of the two types of gratings that can be formed, dispersion or 
absorption, is then calculated. The phase coherence relaxation time is 
calculated, and this gives very important information concerning the 
4 2 nonradiative decay rate from T2 to E. 
Vibronic, anti-Stokes excitation, and Raman spectra are presented. 
Group theoretical techniques are used to analyze the Raman spectra and 
assign a specific phonon symmetry to the peaks in the spectra. Data 
0 include the vibronic spectrum at 10 K, anti-Stokes excitation spectrum 
at room temperature, and Raman spectra of both alexandrite and undoped 




The sample investigated in this study was a cube of alexandrite, 
3+ BeA12o4 :cr , with each edge measuring about 6 mm. It contained 0.0325 at. 
C 3+ . d b . d f 11' d . % r ~ons an was o ta~ne rom A ~e Corporat~on. For the Raman 
studies a sample of undoped chrysoberyl measuring 0.360 x 0.388 x 0.303 
inches and also from Allied Corporation was used. Some of the spectre-
scopic, chemical, and mechanical, features of alexandrite have been 
reported previously (2,3). Alexandrite is trichroic. The different 
crystallographic axes can be distinguished by the different colors of 
the crystal when viewed through the different faces. This is shown in 
Figure 2. 
Four-Wave Mixing Scattering Efficiency 
The experimental setup for nondegenerate four-wave mixing (FWM) is 
shown schematically, Figure 3. The measurements reported here were 
done using a Spectra Physics model 164 Argon-Ion Laser as a source of 
excitation. The powers of the write beams were kept about the same by 
using a 50% beam splitter (BS). The write beams cross in the sample 
at an angle 28 and their interference forms a sine-wave pattern which 





Figure 2. Orientation of Crystal Axes in 
Relation to the Colors of 










Figure 3. Experimental Apparatus for Four-Wave Mixing Scattering 
Efficiency and Grating Lifetime Measurements 
8 
turn off the write beams_ at a variable frequency for the grating life-
time measurements. The read beam enters the sample in a direction 
counterpropagating to the write beam E1 and slightly offset so as to 
match the Bragg condition. The read beam is partially diffracted by the 
grating resulting in the signal beam leaving the sample in a direction 
slightly offset from the counterpropagating direction to write beam E2 
thus satisfying the Bragg diffraction condition (5), Figure 4. An 
EG&G Princeton Applied Research Model 4202 Signal Averager and a model 
PM 2254B Amperex photomultiplier tube were used for detection of the 
signal. The data were printed with a Houston Instruments Omniscribe 
Series 05000 strip chart recorder. A model 22C Cryodyne Cryocooler from 
CTI-Cryogenics was used for the low temperature work. The vibration 
isolation part of the cold head was model number 22 from Cryosystems 
Inc. A gold-iron constan thermocouple and a model ADP-E temperature 
controller from Air Products Inc. were used to determine and control 
the temperature of the sample. The absolute and relative scattering 
efficiencies were measured with this experimental setup at temperatures 
ranging from 25 K to room temperature. 
Anti-Stokes Excitation Spectrum 
The experimental setup for this experiment is shown in Figure 5. 
A Molectron UV-14 Nitrogen Laser and Dye Laser was used as the wavelength 
tunable source. It has a pulse width of approximately 10 ns and a vari-
able repetition rate up to about 20 Hz. The dye for this laser was an 
Oxazine 720 Perchlorate dye obtained from Exciton Chemical Company. 
The dye was a 4.63 x 10-3 M solution of Ox720P in a solvent of 92% 
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610 in a 100% ethanol solvent. This dye lased in a wavelength range 
0 0 
that was tunable from 6785A down to 6650A. The intensity of the dye 
laser was measured over this range and then used to calibrate the spec-
tra. The other excitation source was a synchronously pumped cavity 
dumped mode-locked dye laser system. The argon-ion laser was a Spectra 
Physics Model 164. The mode-locker was a Spectra Physics Model 342A 
Ultra-Stable Mode-Locking System. The Cavity Dumper and Driver were 
Spectra Physics Model Numbers 344S and 454, respectively. The dye laser, 
with Rhodamine 6G Dye, had a pulse width of about 30 ps and a variable 
repetition rate from 400 Hz to 8 MHz. The experimental setup consisted 
of setting the repetition rate of the nitrogen laser at its maximum, 
20 Hz and the mode-locked laser at a repetition rate of 8 KHz. The 
electric field of the N2 Dye Laser was vertical and that of the mode-
locked laser was horizontal. The alexandrite sample was oriented so 
that the b-axis was parallel to the electric field of the N2 Dye Laser 
to get maximum absorption of this laser wavelength. The pulses coming 
from the two lasers were not synchronized. The beams from the lasers 
were aligned counterpropagating, and the fluorescence of the sample was 
detected at 90° to the laser beam direction. A Pacific Instruments 
Model MP-l018B Monochromator was used to measure the wavelength. The 
photomultiplier tube was a Model Rl547 from Hamamatsu Corp. The signal 
from the PMT was amplified in an EG&G Ortec Model 535 Quad Fast Ampli-
fier (AMP). The signal was then sent to an Ortec Model 463 Constant 
Fraction Discriminator (CFD) in order to lower the baseline, and then 
to an Ortec Model 9349 Log/Lin ~temeter in order to determine the 
intensity of fluorescence. The intensity of the R1 and R2 mirror site 
fluorescent lines was monitored as the N2 Dye Laser wavelength was tuned 
12 
away from resonance with the R lines. This was done at room temperature 
and at liquid nitrogen temperature with the sample in a liquid nitrogen 
dewar. The fluorescence was then measured without the N2 Dye Laser 
and only the mode-locked laser. This was subtracted from the combined 
excitation spectra and then the data was normalized adjusting for the 
intensity spectrum of the N2 Dye Laser. All of the data were printed 
out on a Houston Instruments Omniscribe Series DSOOO strip chart recorder. 
Vibronic Spectrum 
The source of excitation in this experiment was a Molectron UV-14 
N2 Laser with Dye Laser. The dye used was Rhodamine 6G. The sample 
was mounted in an Air Products Model DE202 refrigerator with a Model 
CS-202 compressor unit. A Spex 1 meter monochromator and a RCA C31034 
photomultiplier tube were used to analyze the fluorescence signal. The 
signal from the phototube was processed by an EG&G Princeton Applied 
Research Corp. Model 162 Boxcar Averager with a Model 165 gated inte-
grater module. The spectrum was printed on the strip chart recorder. 
Careful attention was paid to scanning the wavelength slow enough so 
that the boxcar could be set to reduce as much noise as possible and 
the slits on the monochromator could be closed as far as possible in 
order to provide maximum resolution. The scanning speed of the mono-
a 
chromator was SA per minute for the spectra taken. The experimental 
arrangement is shown in Figure 6. The spectrum was measured with the 
sample at 10 K using the refrigerator mentioned earlier. 
Raman Spectra 
The Raman spectra were taken by Dr. John Bowen with a laser micro-















the laser parallel to the different polarization axes shown in Figure 2. 
Both samples, the alexandrite and the undoped chrysoberyl, were given 
to Bowen for analysis in this equipment. In Chapter IV, these will be 
compared with the vibronic spectrum and anti-Stokes spectrum mentioned 
earlier. 
CHAPTER III 
FOUR-WAVE MIXING SCATTERING EFFICIENCY 
Theory 
The basis of the analysis done in this study is that a transient 
population grating is formed in the crystal and that the probe beam is 
scattered from this grating. The interference of the write beams in the 
interaction region forms a sinusoidal interference pattern and a similar 
d . t . b t. f 3+ . . h . d ~s r~ u ~on o Cr ~ons ~n t e exc~te states. This spatially varying 
excited-state population distribution behaves like a diffraction grating, 
due to the differences in the absolute value of the complex dielectric 
constant, n, of the material when the cr3+ ions are in the ground or 
excited states. This complex dielectric constant can also be thought 
of in terms of the complex susceptibility or polarization (6) since 
e: 1 + 47TX (1) 
and 
P = XE (2) 
In FWM the scattering efficiency of nonlinear media has a definite 
write beam angle dependence. A theory for scattering efficiency versus 
·~ 
angle for photorefractive materials, such as lithium niobate, has been 
presented by Feinberg (7) , but no such theory for scattering efficiency 
as a function of crossing angle exists for materials in which a 
15 
population grating is produced. This section of the study presents a 
model for the scattering efficiency as a function of write beam angle 
for such materials. A two level system was used as a model for the 
population grating. The density matrix formalism is needed since the 
exact state of the system is not known. The geometric configuration 
of the electric fields in the FWM apparatus is shown in Figure 4. The 
electric fields are all polarized in the same direction,.parallel to 
the b-axis of the crystal in this study. The equations ef motion for 
the elements of the density matrix, p, termed the master equations and 
written as in~~= [H,p], are obtainable from the total Hamiltonian of 
the system (8) 
16 
H = (3) 
(4) 
are the zeroth-order energy eigenvalues of the ground and excited state, 




where p is the dipole moment, and E(r,t) is the applied electric field. 
The ensemble average of the dipole moment of an atom in an electric 
field, <P>, is given by 
<]l-> = Trace (pJl-) - ( + ) = ]l pl2 p21 (6) 
The relaxation part of the master equations can be dealt 'tlith in a 
17 
quasi-phenomenological manner. The elements of the density matrix 
decay to their thermal equilibrium values (designated by superscript e) 
in a certain characteristic time. The equilibrium values for the diago-
nal elements (p~l and p~2 ) are given by the Boltzmann factors. The 
relaxation time for the diagonal elements in a two level system is the 
same, L1 and is called the longitudinal relaxation time. The off-
diagonal elements decay with a different relaxation time, T2 , called 
the transverse relaxation time. T2 can be thought of as a phase co-
herence relaxation time since the off-diagonal elements are zero when 
the system is in equilibrium. The relaxation term in the total Hamil-
tonian returns the system to statistical equilibrium via collisions, 
spontaneous emission, etc. The relaxation part of the master equations 
become (8) 
(ifi) -l [HR,p Jll 
e 
(pll - pll)/L (7a) 
(iii) -l [HR,p]22 
e 
- p22)/L = (p22 (7b) 
(i1'i) -1 [HR,p]l2 = -Pl2/T2 (7c) 
These equations can be combined to give the total master equations 
for the two-level system (9) : 
(Sa) 
-iwt ~ where p12 = cr12e ~n= 2n is the dipole moment precession frequency, 
1 
w = -(E - E ) is the resonant frequency, and w is the frequency of 
21 1i b a 
18 
the pump beams. These equations- can be solved to give the polarization 
H2 ~N0T2E [sinwt + (w21 -w)T2coswt J 
11 2 2 2 
1 + (w- w21 > T2 + 4n T2T 
p = N <P> = (9) 
where N is the density of atoms, and ~N is the average equilibrium den-
o 
sity of the population difference between the ground and excited states, 
~N 
0 
The real and imaginary parts of the electric sus-
ceptibility can be obtained from the polarization and can be combined 
to give the susceptibility (9) 
X = (10) 
Absorption, dispersion, FWM, and saturation are all contained in the 
susceptibility x (10). 
Now, the approximation can be made that the electric fields are 
plane waves (11) 
1 + -i(wt 
+ + 
+ + - K ·r) E1 (r ,t) = 2 Ale 1 + c.c. 
1 + -i(wt 
+ + 
+ + - K -r) E2 (r,t) = -Ae 2 + c.c. 2 2 (11) 
1 + -i(w"'t 
+ + 
+ + - K3.r) E3 (r,t) = -Ae + c:c. 2 3 
+ + 
+ + 1 + -i(w'"t - K4 .r) E4 (r ,t) = -Ae + C•C. 2 4 
+ + 
where c.c. denotes complex conjugation, E1 and E2 are the pump fields, 
i'3 is the read field, and E4 is the scattered field. In nondegenerate 
FWM w r w"'. Since the pump beams are approximately of the same inten-
sity and the read field is more intense than the scattered field, the 
electric field can be written as the sum of a primary and a perturba-
tive field. 
E = E .. + ilE 
The wave equation for these fields in this medium is (6) 
in cgs units. 
4'11'1J +--2 c 
Before substituting the polarization into the wave equation, it 
should be rewritten as (10) 





where o = (w - w21>T2 is the detuning parameter, and IA8 12 = 4IE8 12 = 
2 
4~ 2 • It is useful to define the complex index of refraction, n, and 
T2 Til · 
the complex index modulation, iln, as 
2A 2 
1 iln* = -~'""" 




a (i + '. 0 o> 
coefficient, and * denotes complex conjugation. 
(15) 
(16) 
After substituting the polarization and the fields, using the 
slowly varying envelope approximation, ignoring the time dependence, 
· I+ I I+ I I+ I equating like K-vector exponent~als, noting that K1 = K2 , A1 = 
Pt2 1 ., lt3 1 = lt4 1, making the assumption appropriate for degenerate 
+ FWM that K2 
+ 
- K4 and appropriate for scattering from a grating, and 
using the geometry of Figure 4 to calculate the dot products in the 
fields, two coupled partial differential equations of complex vari-
ables are obtained. 
C3A2 (__! - iK cos~ + dA2 (iKl sinG' + A (llW2 - .!_ K 2 + 2TillW~in\ = 
ar 2r 1 J aG r 1 2 2c2 2 1 c 7 
20 
(17a) 
C3A4 (__!+ iK cos(G +b.)~ - C3A4 (iK3 sin(G +b.))+ A(llW ... 2 -
ar 2r 3 aG r 4 2 
2c 
1 2 2TillW ... 2in) 2Till (b.n*) { ... 2 * 2~ -K + =-- -- Aw +Aw 
2 3 2 2 2 4 2 c . c 
(17b) 





and -a; <<1, these equations become 
C3A (iK1 ~ - 2- --sinG+ 
aG r 
A ( llW2 -
2 2c2 
.!_ K 2 
2 • 
+ 
(3A4 (-iK3 ~ 
--- ---- sin(G + b.) 
aG r 
1TW2ll 




2 2. rrw:~&>*) 
... 2 
1TllW ~n 1TW ll(b.n)*A* = 
2 2 4 
c c 
(18a) 
... 2. ...2 
!K2 21TllUl ~n 1TW cib.n*~= + 2 3 2 c 
(18b) 
Note that the assumption of no beam depletion, here, applies to the 
scattered beam and the write beam. The write beams are not depleted much, 
21 
but there is some absorption, and this is contained in the complex 
refractive index. 
Equating the real and imaginary parts of the above equations gives 
four real coupled equations. Making the approximation that ~, which 
is necessary to meet the Bragg condition in nondegenerate FWM (5), is 
not a function of 8, and changing variables to 8 = 8 + ~ in Equation 
18b, the four coupled equations become 
ClA i 
2 
a8 2 ! . . K3 - D~A il -- csc8 2 4_] K1 
(19a) 
2 j .. K ~ ~ 1 D Ail __ csc8 
2 ~K3 
(19c) 
DiA rJ Kl 2 cscJ 
2 ~ K3 J 
(19d) 
where o1 ~ r(2~~in) , D~ = r(~~~n*), and superscripts r and i denote 
real and imaginary, respectively. The parameter r is of the same 
dimension or smaller than the width of the interaction region. Equa-
tions 19 cannot be solved in closed form, but they can be solved numeri-
cally. A computer program was written to do this. A fourth order 
Runge~Kutta method for the four coupled equations was employed (12) . 
The efficiency, defined as 
(20) 
22 
was calculated at points l/40th of a degree apart, typically, and the 
step-size was decreased until no effect was apparent in the values of n 
at different values of crossing angle. The step size used was approxi-
mately l/200th of a degree. The resulting curve was smoothed so that 
the resulting scattering efficiency would not change unphysically fast 
as a function of 8, and then the curve was normalized. The computa-
tions were done on an IBM PC and the graphics software was ASYST from 
Macmillan Software Company. This numerical solution generated the 
curve presented in the experimental results section of this study and 
to be discussed in that section, Figure 7. A more complete derivation 
of the coupled Equations 19 is given in the appendix. 
By adjusting the four variable parameters and computing the scatter-
ing efficiency curve, the effect of each parameter can be inferred. Sev-
eral of these graphs are shown in Figures 8, 9, and 10. The real and 
imaginary parts of the two constants have the same effect on the theoreti-
cally computed curve. The effect of the modulation constant is to shift 
the peak of the curve to larger angles and to make the curve narrower as 
the refractive index modulation c0nstant is increased. The scattering 
efficiency peaks near zero degree crossing angle for small modulation 
constants. The complex refractive index constant has a totally diff-
erent effect on the theoretical curve. As the index constant is 
increased, real or imaginary part or both, the scattering efficiency 
increases at larger crossing angles. The shape of the scattering 
efficiency versus angle curve is thus indicative of the relative amount 
of nonlinearity present in the material, and whether the scattering is 
predominantly from an absorption or dispersion grating. 
- • 
::l • ca -c 
3 9 29 
-3 
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Figure 7. Four-Wave Mixing Scattering Efficiency and Theoretical 
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Figure 8. Theoretical Calculation of the Scattering Efficiency with 











Figure 9. Theoretical Calculation of the Scattering Efficiency with 
Different Sets of Variable Parameters tv U1 
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Figure 10. Theoretical Calculation of the Scattering Efficiency with 








One thi_ng tha.t should be noted is. tha,t the s.catterin<J e~ficiency 
is defined to be zero for zero write beam angle. This is phys-ically 
reasonable since in this case there is no grating formed and thus nothing 
for the probe beam to scatter from, and it proved convenient since the 
numerical algorithm required a boundary condition (12). The computer 
generated plots all have a scattering efficiency of zero for a write 
beam angle of zero. This may not be visible in all of the plots due 
to the rapid increase in scattering efficiency at small angles. It is 
just this rapid change that makes the scattering efficiency very sensi-
tive to vibrations and precise alignment of the write beams at small 
crossing angles. This is consistent with the results of Lawson, et al. 
(13). 
Experimental Results 
The scattering efficiency was measured for various angles and tern-
peratures. The grating formed in the crystal was created by exciting 
th . . 't c 3+ . . h 1 e ~nvers~on s~ e r ~ons ~n t e crysta • This was evident from the 
appearance of the Rli lines in the fluorescent spectra when the excita-
tion wavelength of 4880 i was used, and the measured value of the grating 
lifetime. According to Powell, et al (2), the excitation wavelength, 
4880 ~' excited the crystal in the valley between the strong absorption 
bands for the mirror sites, Figure 11, and in the peak of an absorption 
band for the inversion sites, Figure 12. The difference between the 
grating lifetimes measured, 30 ms, in this study and those measured 
in other studies (3), 24 ms, is due to differing concentrations of 
cr3+ ions, the greater concentration having the smaller lifetime. The 
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Figure 11. Room Temperature Absorption Spectra 
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Figure 12. Room Temperature Excitation Spectrum 
for Inversion Site Cr3+ Ions 
29 
30 
efficiency do not change with temperature. The absolute scattering 
efficiencies at various temperatures are shown in Figure 13. This is 
much smaller than the ef!iciency measured in photorefractive materials 
(7), but commensurate with that measured for materials in which excited 
state population gratings are formed (3), (14), (21). Thus, the results 
of this section of the study are applicable to ions in the inversion 
sites of the crystal. 
The two-level model presented earlier is a reasonable approximation 
to the complex atomic processes occurring during excitation and relaxa-
tion of the atomic system. Support for this model comes from the shape 
of the angular dependence of the scattering efficiency curve. The theo-
retical curve from the model was fit to the experimental data at all 
temperatures collectively to give an estimate of the complex refractive 
index and complex modulation constant, Figure 7. The data was adjusted 
for the refractive index of the crystal before the fitting was done. 
There are several sources of error in the fitting. The experimental 
error in the experiment is not negligible as can be seen from the error 
bars in Figure 7. Also, the theoretical and experimental results were 
normalized, whereas in reality the experimental results may not have a 
maximum of 1.00 when properly fit with respect to the theory. A "scaling 
factor" was introduced to give better agreement between the data and 
theory, and every data point was multiplied by this same factor. Another 
complication arises in that the variable r appears in the expressions 
for the constants, and there is no data to give an estimate for r other 
than that it must be less than or equal to the size of the interaction 
region. For these reasons the ratios of the constants are the only 
attainable information. This problem can be somewhat circumvented to 
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obtain an estimate for the constants by using the value of the pre-
viously measured absorption coefficient at the write beam wavelength. 
Another problem arises when attempting to .fit the theory to the data, 
in that the numerical algorithm will produce the same curve for differ-
ent sets of constants. It is thus necessary to have an estimate for 
the modulation constants to get accurate results. 
Assuming the magnetic permeability of the material is approximately 
unity, ~ ~ 1 the constants become 
Dr = r (-27T~Im(n)) !:::' -27Trim(n) (2la) 1 
i 
Dl = r (27T~Re (n)) ~ 27rrRe (n) (2lb) 
r 
r (7r~Re (L'm)) D2 = ~ 7rrRe (lm) (2lc) 
i 
D2 = r (7T~Im(lm)) ~ 7Trim(lm) (2ld) 
Noting that the absorption coefficient for the write beam frequency, 
o., is defined as 
o. :::2 ~ Im(n) 
c 





These constants can be evaluated numerically if the constants from the 
"best-fit" curve, Figure 7, are used. 
-1 
With a. = 0.36 em (3) 
L\fi. = 6.41 X 10-5 
Mi = 2.82 X 10-3 -1 em 
The v~lues reported in (3) for these modulation constants are in good 
agreement with the values just calculated. The values reported by 
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-5 -3 -1 
Powell are L\n = 6.74 x 10 and t..a = 2.62 x 10 em • In the theore-
tical computation the magnitude of D~, used to compute t..a, was very 
small compared to the other constants and subject to the greatest amount 
of error because changes in this constant had little effect on the thee-
r retical curve. On the other hand, the constant o2 used to calculate 
L\n is fairly rigidly fixed since changes in D~ had an appreciable effect 
on the theoretical curve. 
In order to determine whether the scattering mechanism is pre-
dominantly due to an absorption grating, the relatively simple formula 
for the scattering efficiency derived by Kogelnik is used (5) 
n = e -2ar &nh2(t..~r) + sin2(n~nrj J (24) 
d where r = d is the sample thickness, and A is the wavelength cos 28 , 
of the write beams in the crystal. This equation was derived for the 
case of photorefractive materials where the physical mechanism is 
different than the present case. However, this equation can be employed 
to determine the relative importance of the macroscopic optical modula-
tion constants t..a and L\n since they appear explicitly in the equation. 
The scattering efficiency is greatest at small write beam crossing angles, 
28, and the sample thickness in this study was d ~ 0.8 em. Using this 
in Equation 24 and the values of t..a and t..n calculated previously it is 
evident that the argument of sin and sinh are small. Thus these 
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functions may be expanded in a Taylor series and the higher order terms 
dropped. With these approximations the scattering efficiency becomes 
(25) 
Thus, there are two terms that contribute to the scattering efficiency. 
One of the terms is due to an absorption grating, and the other is due 
to a dispersion grating. The relative strength of each of these in 







= 3.80 X 10-8 (26) 
This result indicates that for this excitation wavelength the FWM signal 
is due almost totally to scattering from a dipersion grating. This is 
in agreement with the results obtained in (3). 
It is now possible to calculate the phase coherence time, T2 , by 
using these results and Equation 15. The ratio of the real and imagi-
nary parts of the modulation constant is related to phase coherence 








It must be noted no~ th~t the two-leyel model presented in this study is 
1 1 f 3+ . only an approximation to the complex system of energy eve s o. Cr ~ons 
in alexandrite. The excited state in the two level model is actually a 
4 2 2 
combination of the T2 , T1 , and E levels, and all of these levels are 
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in thermal equilibrium in the temperature range investigated. Therefore 
it is difficult to say what the 
the system is. Absorvtion into 
exa.ct resonant frequency, w21 , of 
4 
the T 2 ''Pum,P band" results in fast 
2 
relaxation to the E metastable state. If the resonant frequency is 
0 
chosen at the peak of this band, with :\21 = 4790 A, the dephasing time 
-12 
becomes T2 = 80 x 10 sec. The fact that there was no temperature 
dependence in the FWM measurements of ~n and ~a indicates that strongly 
temperature dependent phonon scattering processes are not important. 
Thus it appears that the 4T2 -
2E radiationless relaxation does dominate 
the dephasing, which is an intrinsic property of the excited state in 
what has been defined as the excited state in the two-level model. This 
value for the dephasing time is only an estimate since this is only a 
rough model for the system. The parameters obtained from this work are 
summarized in Table I. 
The modulation constant ~a can also be calculated from measurements 
of the ground and excited state absorption cross sections, a1 and a2 , and 
the fluorescence decay time of the excited state, T21 • The equation 
describing this relationship is (3) 
(29) 
where N is the concentration of active ions, I is the energy density 
0 0 
of the write beams with photon energy hv. It is difficult to theoreti-
cally calculate the contribution to the FWM signal due to dispersion 
changes, ~n, because this involves the sum over all possible transitions 
of the cr3+ ions in both the ground and metastable states. The technique 
presented in this study provides a method of calculating both the 
TABLE I 
SUMMARY OF RESULTS OF FWM MEASUREMENTS ON ALEXANDRITE 
PARAMETER 
-1 
a (em ) 
-1 




10-5 (at 28 
0.36 
6.41 X 10-5 
2.82 X 10-3 
3.80 X 10-8 
80 + 5 
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absorption and dispersion contributions to the FWM signal. However, 
the calculation of ~n is more accurate than that of ~a since the 
grating is predominantly a dispersion grating. 
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CHAPTER IV 
RAMAN, VIBRONIC, AND ANTI-STOKES EXCITATION 
SPECTRA 
Theory 
The host crystal of alexandrite, chrysoberyl, has a hexagonal 
close-packed structure. It is a member of the olivine family of crystals 
with four molecules per unit cell in an orthorhombic structure of space 
group P (1), (2). As mentioned earlier the Al3+ ions are octahedrally 
nma 
coordinated by the oxygen ions in two inequivalent crystallographic 
sites, mirror sites with C symmetry and inversion sites with C. symmetry. 
s 1 
The cr3+ ions enter the crystal substitutionally for the Al3+ ions, with 
the majority occupying the mirror sites. The six oxygen ligands produce 
a crystal field .with oh point-group symmetry. This symmetry is slightly 
distorted to c and c. symmetry for the mirror and inversion sites, res-s 1 
pectively. The electronic f' . f h 3+ con 1gurat1on o t e Cr dopant ions is 
3 (Argon)3d and the oh crystal field splits the free-ion wave functions 
into crystal-field wave functions with t 3- or t 2e- electron configura-
tions. The spin multiplicities of the wave functions are either quartet 
or doublet (15), (16). This information is a necessary background to 
the point-group theoretical analysis to follow. 
Raman spectroscopy is one of the main methods of obtaining informa-
tion about a crystal's vibration frequencies. The Raman process corres-




interacts with the crystal to create or destroy lattice vibrations 
(phonons), and the energy gained or lost by the lattice is compensated 
for by a decrease (Stokes line} or increase (anti-Stokes line) of the 
frequency, w, of the scattered light (17). The first-order Raman 
s 
effect, in which a single phonon is created or destroyed, is the process 
analyzed in this study. Group theory predicts that only lattice vibra-
tions of certain types of symmetry, depending on the crystal symmetry, 
give rise to Raman scattering. 
The intensity of the scattered radiation is proportional to the 
electric moment of the crystal squared, jMJ 2 ,.where 
M = L:a. E 
P a pcr a ' 
(30) 
+ 
E is the electric field of the incident light, and a is the polariz-pcr 
ability tensor of the electrons in the crystal. The electrons in the 
crystal are the intermediary through which the incident radiation inter-
acts with the lattice vibrations. According to Loudon (18) the elec-






a. (0} + L: 
pa ll 
= ( :::0 L 
a - pa ('2a j 





+ L: a. r r 
)l\) pO",).l\) ).1 \) 
+ ••• (31) 
The first-order Raman scattering process is due to the term linear in r. 
When the assumption is made that the phonon frequency can be neglected 
in comparison to the frequency of the incident light, the polarizability 
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2 2 2 
mw.1'id 
1. 
RJ.l (-w., w., 0) 
crp 1. 1. 
(32) 
where d is the lattice constant, and m is the mass of the electron. This 
means that R is a symmetric tensor since the polarizability is symmetric. 
The subscripts on R refer to the polarization directions of the incident 
and scattered photons, and the superscript is the direction of polariza-
tion of the phonon. 
The selection rules for the Raman-active phonons can be determined 
from group theory. A phonon can be Raman-active if and only if the 
irreducible representation which represents the normal mode (phonon) is 
the same as one of the irreducible representations which occurs in the 
reduction of the representation of the polarizability tensor (16). 
According to Wilson, et al (19) the components of the polarizability 
tensor transform in the same way as quadratic functions of the Cartesian 
( 2 2 2 Wh . . . ( 3+) coordinates x, y, z , xy, xz, yz). en 1.mpur1.ty 1.ons Cr are 
present in the crystal the translational invariance of the crystal is 
destroyed and phonons of all wave vectors can be active in first-order 
. f h c 3+ . t . th t 1 th Raman scatter1.ng. Because o t e r 1.ons presen 1.n e crys a e 
irreducible representations that must be considered are not those of 
the space group of the crystal, but are the irreducible representa-
tions of the crystallographic point group. 
The character table for oh point-group symmetry is given in 
Table II. The normal modes for this type of symmetry are given by 
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TA,BLE II 
CHARACTER TABLE FOR OhSYMMETRY 
oh E 6C4 3C 6C2 
.. Bc3 I 6S4 3crh 6crh .. BS 2 6 
A1g 1 1 1 1 1 1 1 1 1 1 
2 2 2 
x +y +z 
A1u 1 1 1 1 1 -1 -1 -1 -1 -1 
A2g 1 -1 1 -1 1 1 -1 -1 -1 1 
A2u 1 -1 1 -1 1 -1 1 -1 1 -1 
E 2 0 2 0 -1 2 0 2 0 -1 
2 2 2 2 2 
g (2z -x -y ,x -y ) 
E 2 0 2 0 -1 -2 0 -2 0 1 
u 
Tlg 3 1 -1 -1 0 3 1 -1 -1 0 (Lx,Ly,Lz) 
T 
1u 
3 1 -1 -1 0 -3 -1 1 1 0 (x,y,z) 
T 
2g 
3 -1 -1 1 0 3 -1 -1 1 0 (xy,yz,zx) 
T2u 3 -1 -1 1 0 -3 1 1 -1 0 
Normal Modes r = A + E + 2T + T + T 2u v lg g lu 2g 
Raman Active A E T 
lg g 2g 





with the following selection rules 
Raman Active Alg' E ' g 






The Alg mode is a "breathing" mode and the Eg and T2g modes are "stretch-
ing" and "twisting" modes. One interesting p-:;int to note is that no 
normal mode is both Raman and Infrared active. This is due to the ex-
elusion rule which applies only to crystals with a center of symmetry 
(16). 
3+ 
In alexandrite the point-group symmetry of the Cr ions is dis-
torted slightly from Oh to Cs or Ci symmetry. Thus it is necessary to 
find the Raman-active modes in a lower site symmetry. If the symmetry 
is lowered to o2h, which is the factor group of Oh and is still just an 
approximation to the actual site symmetry, then the Raman-active modes 
can be found from the correlation table between Oh and n2h symmetry, 
Table III. The Raman-active modes can also be found in the character 
table for o2h point-group symmetry, Table III. There are four Raman-
active normal mode symmetries: Alg' Blg' B2g, and B3g' but there are 
more than just four frequencies of phonon possible. This is because 
there are four molecules per unit cell, which means there should be 84 
vibrational modes. Table IV shows the Raman tensors of the Raman-active 
modes. The different modes should be distinguishable by polarization 
selection rules due to the off-diagonal elements and the presence of six 
D2h E 












r = l!A v g 
TABLE III 
CHARACTER TABLE FOR D2h SYMMETRY AND CORRELATION 
TABLE BETWEEN Oh AND D2h SYMMETRY 
c 2 (z) c2 (y) c 2 (x) i cr(xy) cr (xz) cr(yz) 
1 1 1 1 1 1 1 
1 -1 -1 1 1 -1 -1 
-1 1 -1 1 -1 1 -1 
-1 -1 1 1 -1 -1 1 
1 1 1 -1 -1 -1 -1 
1 -1 -1 -1 -1 1 1 
-1 1 -1 -1 1 -1 1 
-1 -1 1 -1 1 1 -1 
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+ 7Blg + 11B2g + 7BJg + lOA + 14 Blu + lOB2u + 14B3u u 
oh D2h 
Alg A g 
A2g A g 
E 2A 
g g 
Tlg B lg + B2g + B3~ 
T B + B + B3g 2g lg 2g 















RAMAN TENSORS FOR THE FOUR RAMAN-ACTIVE 





a o o 
0 b 0 
0 0 c 
0 d 0 
d 0 0 
0 0 0 
o 0 e 
0 0 0 
e 0 o 
0 0 0 
0 0 f 
0 f 0 
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independent Raman tensor components: R = a, R = b, R 
XX YY zz 
c, 
R = d, R = e, and R = f. If the incident and scattered photons xy xz yz 
have polarizations in the directions of the unit vectors e. and e , 
l. s 
respectively, then the scattering efficiency is (18) 
S = A [ E e. 0R e p ] 
2 
p,a = x,y,z 1 ap s 
(33) 
where A is a constant, e. 0 and e Pare components of the unit vectors 
l. s 
along the principal axes, a and p, of the crystal. Equation 33 is the 
origin of the polarization selection rule. 
The geometry of the Raman scattering process is shown in Figure 14. 
The incident and scattered light are fixed at right-angles to each 
other and the crystal axes are at an angle ~ to the direction of the K-
vectors (in this study~= 0 ). 
Experimental Results 
The Raman spectra taken with the Laser micro-Raman by Bowen were 
taken with polarized incident light. The scattered light was not analyzed 
through a polarizer. The notation used is as follows: 
x - direction ----~> c - axis 
y - direction ------> a - axis 
z - direction ----~> b - axis 
The first letter in the incident face designation refers to the axis 
parallel to the polarized electric field. The Raman spectrum for laser 
light incident on the BC face of the alexandrite crystal is shown in 
Figure 15. These peaks are shown in Table V along with the mode assign-






Figure 14. Geometry of Ra~an Scattering for Laser Light of 
Wave Vector k. Incident at an Angle ~ to the 
~rystal Axis, 1 Scattered Lig~t of Wave Vector 
k , and Phonon Wave Vector k (Crystal Axes 
a?e Shown with Dashed Lines) 
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175 475 fJ lcni11 775 
Figure 15. Entire Raman Spectrum for Light Incident on the BC Face 




j?EAKS OJ!' LOW TEMj?E;RA,TURE EMISSION SPECTRUM, RAMAN SPECTRA OF 
ALEXA,NDRITE AND CHR,~SOBER,1L, AND MODE ASSIGNMENTS 
FOR BC ORIENTATION OF CRYSTAL 
-1 -1 Mode 
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TABLE V (Continued) 
. b . ( -1) -1 -1 Mode 








630 A g 
660 
680 683 680 
700 A g 
749 749 





Table V are the peak$ in the Raman spectrum of the chrysoberyl sample. 
Figure 16 shows the fluorescence spectrum (vibronic) of alexandrite at 
10 K. The peaks in this spectrum are also shown in Table V. The peaks 
in the anti-Stokes spectrum, marked with**, are also shown in Table V. 
It should be noted that the anti-Stokes spectrum did not have a reso-
lution as good as the vibronic spectrum. The vibronic and anti-
Stokes excitation spectra show several low frequency peaks. These could 
3+ 
possibly be pair lines due to interactions of Cr ions with each other. 
- • ::J 
• ca --
13970 14250 ~ -1 14530 
v (em ) 
Figure 16. Fluorescence Spectrum at 10 K (Vibronic Spectrum) 





SUMMARY AND CONCLUSIONS 
In summary, the use of nondegenerate four-wave mixing in alexandrite 
has provided new information about the nonlinear optical properties and 
the excited-state dynamics of this system. The Raman spectra, anti-
Stokes excitation spectrum, and vibronic spectrum provide information 
about the specific phonons present in alexandrite. 
The two-level model presented in this study was shown to explain 
the write beam crossing angle dependence of the scattering efficiency, 
and from this model the optical modulation constants were calculated. 
These calculations also show that the FWM signal is predominantly 
due to scattering from a dispersion grating. There are several assurnp-
tions and limitations of the model used in this study that should be 
restated: 
1. The atomic system under consideration is a two-level 
system. 
2. The grating formed in the crystal due to the interference 
of the write beams creates an excited-state population 
distribution which behaves like a diffraction grating, due 
to the differences in the absolute value of the complex 
dielectric constant between the ground and excited states. 
3. The electric fields are plane waves. 
4. In nondegenerate FWM, K-vector conservation is similar 
to K-vector conservation in degenerate FWM. 
5. The intensities of the two write beams are the same, and 
the intensities of the read and scattered beams are less 
than to the intensities of the write beams. 
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6. The intensity of the scattered beam is much less than the 
intensity of the read beam, i.e. the absolute scattering 
efficiency is small. 
7. The slowly varying envelope approximation is used for the 
electric fields. 
8. There is no beam depletion at the read beam wavelength, 
and only small depletion of the write beams. 
9. The FWM scattering efficiency is defined to be zero for a 
write beam crossing angle of zero. 
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In fitting the theory to the data it is necessary to use the absorption 
coefficient at the write beam wavelength, measured by the standard 
spectroscopic techniques, in order to calculate the modulation constants 
~n and ~a. It is also helpful to have an estimate of ~a because there 
are several sets of values which will fit the data. Therefore, the tech-
nique presented in this study is complementary to the calculation of 
Equation 29. 
The calculation of the dephasing time, T2 , from Equation 28 pro-
vides very important information concerning the dynamics of the atomic 
system. In alexandrite T2 can be interpreted as the nonradiative decay 
4 2 
lifetime from the T2 state to the E state. This is one of the first 
reported measurements of this parameter. Therefore the model presented 
in this study provides a method of calculating these dephasing times 
which are on the picosecond time regime. The interpretation of T2 as 
given here should be more accurate for systems that more closely resemble 
the two level system used in this model. 
The Raman, Vibronic, and anti-Stokes data were presented in 
Table V. A point-group theoretical analysis by Weiyi, et. al. (20) 
was used to identify the specific phonon symmetry of the peaks. The lqw 
frequency lines present may be pair lines due to the interaction of 
3+ Cr ions, but there is no conclusive evidence for this as yet. 
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There is much more work to be done in the two areas researched in 
this study. A more detailed analysis and identification of the various 
peaks in the Raman and vibronic spectra of alexandrite should be done. 
Identification of these lattice vibrations is important because the 
optical transitions of the inversion site Cr3+ ions are forbidden, and 
the coupling between these phonons and the electronic states can increase 
the strength of these transitions. The FWM scattering efficiency should 
be measured in other crystals such as ruby, and then the modulation 
constants calculated. The dephasing time should be calculated and 
compared to alexandrite in order to have a better understanding of 
exactly what the dephasing time means. A temperature dependence of the 
FWM scattering efficiency should be measured in these crystals and the 
modulation constants and dephasing time calculated. This may provide 
information concerning the dynamics of the nonradiative decay processes 
occurring in the atomic system. 
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APPENDIX 
The model used here to describe the scattering efficiency's depen-
dence on the angle between the write beams in nondegenerate FWM, see 
Figure 4, is a two level system for the atomic medium. Following Yariv 
and Abram's development to derive the polarization of the medium (1) (19). 
The Hamiltonian for the system is 
H H + H 
0 
where H is the Hamiltonian in the absence of the electric fields. 
0 
The exact state of the system is not known so the density matrix formal-
ism must be used. The equation of motion is 
i'fi ~~ = [ H, p] . (Al) 
The polarization is 
P = N<jl> = NTrace (pjl) (A2) 
where <jl> is the ensemble average of the atomic dipole moment of the 
atom that is induced by the fields. 
-iwt 
The time dependence of e 
assumed by Yariv (19) is a valid approximation since the amplitudes 
of the read and signal beams is small compared to the write beams the 
difference in frequency between the write beams and the read beam 
can be neglected. Hence, w will refer to the pump beam frequency, 
Yariv includes collisional effects which tend to return the system to 







symbols as defined in Equations (5-10) is 
E [Sij.1u,rl;. + (.(1) 21 ~ W) T2 cq~(llt J 
2 2 2 
1 + 4Q 't'T2 + 'l'2 (W -w21) 
and the electronic susceptibility is 
X= 
Now Abrams and Lind (1) continue from this point and derive the 




=1 ~ + 








but ignores the angular dependence of the Laplacian operator. Using 
the geometry as defined in Figure 4, cylindrical geometry but ignoring 
2 
the z dependence, the 'iJ E term is 
'i/2E = !. ~ (r aE") + 
r or or 
-+ 
2-+ 
1 a E ---
r2 ae2 
(A6) 
The total electric field E is the sum of the fields from all four beams, 
i.e. Equations 11. Dropping the vector notation, time dependence, 
.-+ -+ .-+ -+ 
1 1K1 .r 1 1K2 .r 1 
E (r) = -A e + -A e + -A e 














+ 2 4 + c.c. 




Applying the Laplacian operator to this field, the left hand side of 
the wave equation becomes 
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= ~ _l [3A1 e -.j..K1 rcos.0 
2 3r 3r 
3A2 -iK1 rcos 8 pA iK rcos ( 0 + !:,.) 
+--e +--3e 3 or or 
oA iK rcos (8 + ~) -iK rcos8 4 3 . 
--e or 
1 . 




iK rcos ( 8 + 1:1) 
+ (iK3cos(8 + ~))A3e 3 
iK rcos (8 + ~j 
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+---e + 
2r 3r 
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3 4 2r or 
oA -iK rcos8 oA iK rcos(8 + ~) 3A iK rcos(8 + ~) 
2 l 3 3 4 3 --e +--e +--e 







+ ~) 3A1 -ik rcos8 




3A -iK rcos8 3A iK rcos(8 + ~) 
2 (iK1rsin8)e 
1 + 2 ~ (-ik rsin(8 + ~))e 3 2 38 o8 3 
2 
oA iK3rcos(8 + ~) -iK rcos8 
4 • (8 A)) (, , ) 2 1 oG (-iK3rs~n - + ~ e + Al ~K1rs~n8 e + 
-iK rcos8 2 iK rcos(8 + ~) 
A (iK rsin8) 2e 1 +A (-iK rsin(G + ~)) e 3 + 
2 l 3 3 
2 iK rcos(G + ~) -iK rcos8 
A4 (-iK3rsin(8 + ~)) e 3 + A1 (iK1rcos8)e 1 + 
-iK rcos8 iK rcos(8 + ~) 
A2 (iK1rcos8)e 
1 + A3 (-iK3rcos(8 + ~))e 3 + 
iK rcos (8 + MJ 




Assuming the slowly varying envelope approximation, 
2 2 
() A. pA. 1 o A. 1 oA. l 
1<;<1 K.l a~ I and - I--ll« - I K 
l 
I , the te:J;"ms 
a/ l ' r2 o82 ' r i 
.()8 
2 2 
a A. 1 a A. __ l_ and l be neglected. like 2 2 2 
can The polarization can be 
ar r ae 




]l LIN T o = (w - w21 )T2 as the detuning parameter, a _ ----~o~2 as the line 
0 11 
center small-signal field attenuation coefficient, and IE 12 _ 
s 
the line center saturation intensity, the susceptibility becomes 
X (E) = - a [ 
0 1 + 
Using Equation 12 for the total electric field 
X (E~ + M) 
2 
2 I-E~J "'- a ( o + i) (1 + o + 
o E 
s 




This can be simplified with a little algebra 
2 
+ 0 + 
The polarization becomes 
P(E) X (E~ + /::,E) [E~ + t:,E] 
and after a little algebra 
-1) + 
X (E') 'E (1 + Q2 ) (1 
2 2 
2 IAlJ + IA31 
p (E) = + Q + 2 
lAs! 
X(E')E' ~ - ( 4nE* )(1 + 82 + IA1 12 + IA3 12 ) - 1 J 









where !A1 ! = and A = 2E • s s 
can be computed at this point 
and 
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Some o~ the necessary derivatives 
1 G2 -i(wt + K1rcos8) 2 
- - w A e + ~ A e 2 1 w 3 
K3rcos (G + !:.) ~ 
(Al6) 
where w~ is the frequency of the read and signal beams and w is the 
frequency of the write beams. 
~2 * 
Now E ~E needs to be computed. Being careful about keeping the 
complex conjugate terms (c.c.) in the field expressions, multiplying the 
fields together, and then separating the complex conjugate terms, the 
result is 
~2 * 1 [. 2 * -i(wt + K1rcosG) 
E ~E = - A A e i 
8 1 2 
2 * i([w- 2w~]t + 2K3rcos(G + ~) + K1rcosG) 
A3 A2 e + 
* -i(w~t- K3rcos(G + ~)) 2 * i(wt + K1 rcosG) 
2A1A3A2 e + !A1 1 A2 e 
2 * i(wt + K1 rcosG) * * i(w~t- K3rcos(G + ~)) 
!A3 ! A2 e + 2A1A3 A2 e 
2 * -i( [2w- w~]t + 2K1rcosG + K3rcos(G + !:.)) + 
Al A4 e 
2 * -i(w~t- K3rcos(G + ~)) * -i(wt + K1 rcosG) 




2 * i(w~t- K3rcos(G + ~)) 
+ IA31 A4 e + 
* * -i([w- 2w~]t + K1 rcosG + 2K3rcos(G + ~)) 
2A1A3 A4 e + 
-i([2w + w~]t + 2K1rcose ~- K3rcos(0 + ~)) 
2A1A3A2e + 
2 -i(wt + K1 rcos0) 2 -i(wt + K1rcos0) 
!All A2e + A21A31 e + 
* -i([2w- w~]t + 2K1rcose + K3rcos(0 + ~)) 
2A1A3 A2e + 
-i([2w + fu~]t + K reese- K rcos(e + ~)) . 1 3 
+ 
2 -3i(w~t- K3rcos(e + ~)) 
A3 A4e + 
-i([w + 2w~]t + K1rcose- 2K3rcos(0 + ~)) 
2A1A3A4e 
2 -i(w~t- K3rcos(0 + ~)) -i(w~t-
!All A4e + IA312A4e 
* -i(wt + K1rcos0) 





Defining the complex modulation constant, which describes the coupling 
of the fields, and the complex refractive index constant, which des-
cribes saturated absorption and dispersion of the fields, as 
a. (i + o> 
0 
2 
-ia. (i + ol<l + Q > 





where * denotes complex conjugation, and with the assumptions already 
~2 * 
made, without the time dependence and without the terms in E 6E 
64 
whose phase oscillates at a frequency greater than phase of the fields 
alone, which would vanish upon averaging, the entire wave equation 
becomes 
iK1 .r ()Al l -+ -+ t 
e -- ( ---
1 ()Al 1 2 
iK1cos8) + -- -- (iK rsin8) + -A (-iK cos8) + ar 2r 2 ae 1 2 1 1 
r 
1 J iK2 • -; [a A 1 
-A (iK sinG) + e - 2- (-- - iK1cos8) 2 1 1 ar 2r 
1 ClA2 
+ :2 ClG (iKl rsin8) + 
r 
t A2 (-i'lcos8) 2 + t A2 (iK1sin8):J+ ilt3. -;t· A3 1 e --( -- + iK3cos (8 + M) + ar 2r 
1 ClA3 1 2 
:2 ClG (-iK3rsin(8 + ~)) + 2 A3 (iK3cos(8 + ~)) + 
r 
1 J iK4 .-; [aA 1 
-A (-iK sin(G + ~)) + e - 4- (-- + iK3cos(8 + ~)) + 2 3 3 ar 2r 
1 ClA4 1 2 
:2 dG (-iK3rsin(8 + 8)) + 2 A4 (iK3cos(8 + ~)) + 
r 
.!. A (-iK sin ( 8 
2 4 3 
2 
1 + 8 
i + 0 
+ 
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the equation] • (A20) 
This equation must be true for all angles, 8. Thus all of the terms 
with the same exponential factors must be equal independently. The FWM 
scattering efficiency, n, is proportional to the power reflection coeffi-
cient or reflectivity, R, 
(A21) 
where R = 1,2,3,4) is the intensity of each beam. The 
only terms that need be kept in the wave equation in order to calculate 
R are the A2 and A4 teril}s. Making an assumption at this point that is 
true for degenerate FWM, but is only an approximation in this case 
+ + + + 
K2 -K and Kl -K (A22) 4 3 
the equations become 
3A ( ) ' 2 1 --- -- - iK cos8 
3r 2r 1 




: 4 (_J:. + iK cos (8 + /::,)) - 3A4 ( iK3 sin (8 + fl.) 
or 2r 3 38 r 
3A2 (iK1 ) 
--- --sinG + 
38 r 
.. 2 * 1TW )l * 
--2~ (ll.n) A4 
c 
3A4 (-iK ) 











A ~ - ! K 2 + 
4 2c2 2 3 









Changing variables to 0 = 8 + ~ in Equation (A26) and eliminating the 
complex nature of these two equations by equating the real and imaginary 
parts of each equation. 
__ 2_ = __ r_ 2~ rc r 3A i { 
ae 2 w ~2 1 
c Kl 
.. 2 rc rA r c iA il 0l 
W L:2 4 - 2 4_jCSC~ 
3A r { [; 2 r 2 i r 








* * where c 1 ~ 2TI~in and c 2 TI~(~n) , and the superscripts r and i stand 
for real and imaginary, respectively. Incorporating r in the constants 
cl and c2, these equations become 








r C i , D r = r C r and i = r C i 
1 2 2 ' D2 2 These four 
equations must be solved in order to find the angular dependence of the 
absolute scattering efficiency, which is defined as 
and is related to the power reflection coefficient by 
I2 
The proportionality factor -- = 
I3 




r 2 , r 3 >> r 4 where Ii (i = 1,2,3,4) is the beam intensity, i.e. there 
is negligible beam depletion and the absolute scattering efficiency 
is much less than 1. Since the scattering efficiency is normalized 
in the measurements taken the normalized scattering efficiency can be 
defined as follows (5) 
* n = A A 4 4 
2 .2 





Guy Donald Gilliland 
Candidate for the Degree of 
Master of Science 
Thesis: OPTICAL SPECTROSCOPY OF ALEXANDRITE CRYSTALS 
Major Field: Physics 
Biographical: 
Personal Data: Born in Dallas, Texas, August 16, 1962, the son of 
Donald C. and Janis G. Gilliland. Married to Marcia Ann 
Murphy on June 29, 1985. 
Education: Graduated from Putnam City North High School, Oklahoma 
City, Oklahoma, in May, 1980; received the Bachelor of Science 
degree from Baylor University in May, 1984, with a major in 
Physics and a minor in German; completed the requirements for 
the Master of Science degree at Oklahoma State University in 
May, 1986. 
Professional Experience: Undergraduate Research Assistant, Okla-
homa State University, May, 1983 to August, 1983; Graduate 
Teaching Assistant, Oklahoma State University, August, 1984 
to December, 1984; Graduate Research Assistant, Oklahoma State 
University, January, 1985 to present; Office of Naval Research 
Graduate Fellow, September, 1984 to September, 1984; Member 
of the American Physical Society and the Optical Society of . 
America. 
