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Thermal microwave states are omnipresent noise sources in superconducting quantum circuits
covering all relevant frequency regimes. We use them as a probe to identify three second-order
decoherence mechanisms of a superconducting transmon qubit. First, we quantify the efficiency
of a resonator filter in the dispersive Jaynes-Cummings regime and find evidence for parasitic loss
channels. Second, we probe second-order noise in the low-frequency regime and demonstrate the
expected T 3 temperature dependence of the qubit dephasing rate. Finally, we show that qubit
parameter fluctuations due to two-level states are enhanced under the influence of thermal microwave
states. In particular, we experimentally confirm the T 2-dependence of the fluctuation spectrum
expected for noninteracting two-level states.
I. INTRODUCTION
Solid-state based quantum circuits are attractive sys-
tems for quantum information and quantum eletrody-
namics (QED) due to their design flexibility and the pos-
sibility to engineer and tune interactions. This is partic-
ularly true for superconducting quantum circuits which
are widely used for quantum computing [1] and quantum
simulation [2], or for the generation of quantum entan-
glement [3]. One advantage of superconducting circuits
is that they provide strong [4, 5] or even ultrastrong [6–8]
and well controllable [9–13] interaction. However, while
strong interaction enables simple and fast manipulation
of quantum circuits, it goes along with strong coupling to
environmental fluctuations (noise), thereby limiting the
coherence properties. For superconducting quantum cir-
cuits, the impact of environmental noise has been widely
studied both in theory and experiment. In particular,
noise sources that couple coherently to qubits [14–16],
as well as Markovian [17–21], or non-Markovian (1/f)
noise sources [22–27] have been analyzed. To optimize
the coherence properties, several strategies to decouple
a qubit from the environmental noise have been devel-
oped. In the first place, the most convenient way to sup-
press noise over a broad frequency range is to place the
qubit inside a superconducting resonator [28]. This con-
cept is efficient when the qubit transition frequency is
far detuned from the resonator frequency by an amount
δ much larger than their coupling strength g. Neverthe-
less, even in this case, noise still couples to the qubit in
second-order with strength g2/δ. In the second place,
fluctuations that modify the qubit transition frequency
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ωq can be noticeably suppressed by tuning the qubit to an
operation point where the derivative of ωq with respect
to the fluctuating quantity vanishes [23, 25, 27, 29, 30].
Again, even at such a sweet spot, second-order coupling
of environmental fluctuations can be a source for decoher-
ence [31–33]. In addition to these decoherence processes,
intrinsic qubit parameters such as its relaxation rate can
be fluctuating in time [34–38]. One prominent source for
these fluctuations are two-level states (TLSs) mediating
low-frequency noise to the qubit.
The three second-order decoherence mechanisms men-
tioned above can be reliably studied with propagating
thermal fields because their power spectral density S(ω)
can be adjusted with a high accuracy by controlling
the temperature of a black-body radiator [39–41]. Fur-
thermore, S(ω) is white for low frequencies and suffi-
ciently smooth at the qubit transition frequency, which
allows for a quantitative analysis of second-order deco-
herence mechanisms. Besides the fact that thermal fields
are an accurate control knob to study second-order ef-
fects of noise, their omnipresence in superconducting cir-
cuits [42–48] naturally results in a strong demand to in-
vestigate their second-order influence on the coherence
properties of superconducting quantum circuits.
In this work, we systematically study the effect of the
second-order coupling between thermal fields generated
by a black-body radiator and a superconducting trans-
mon qubit [30] placed in a superconducting resonator.
The novel aspect of our experiments is that we can ei-
ther irradiate the qubit directly or via the resonator filter
function with thermal noise of controllable power spec-
tral density while keeping the qubit at the base temper-
ature of a dilution refrigerator. This allows us to quan-
tify the impact of thermal noise without suffering from
parasitic effects such as quasiparticle generation in the
superconducting circuits. Our work establishes thermal
fields as a convenient tool to probe the coherence proper-
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Figure 1. (a) Sketch of the experimental idea. We characterize the second-order coupling between a thermal noise source (black-
body radiator of variable temperature) and a superconducting qubit by measuring the qubit decay and dephasing rate. The
second-order coupling to the thermal noise field becomes relevant in the following situations: (i) When the qubit is dispersively
coupled to a resonator acting as a filter for the noise field with spectral density S(ω). (ii) When the qubit is directly irradiated
by a noise field using a near-field antenna, but operated at a sweet spot making the second-order spectral density S(2)(ω) the
leading contribution. (iii) When one or multiple two-level fluctuators change the noise spectral density in the sub-Hz regime.
(b) Nomenclature of the decay rates discussed in this work. The subscript ”a” always indicates a decay into the antenna. (c)
Power spectral density of thermal fields, coherent states, and shot noise plotted versus frequency. All fields can be filtered by
the Lorentzian filter function of a resonator. The dashed line shows the transition frequency of the qubit.
ties of quantum circuits in the microwave regime. In this
way, we gain important insight into second-order deco-
herence mechanisms of superconducting qubits. Further-
more, our quantitative analysis of the decoherence rates
is crucial to optimize the performance of superconducting
qubits in a thermal environment.
After discussing the experimental setup in Sec. II, we
characterize the qubit coherence properties in the ab-
sence of thermal fields and, in addition, discuss first-order
effects (see Sec. III). In the following sections, we analyze
the three individual decoherence mechanisms depicted in
Fig. 1 (a). We start with a discussion of energy relaxation
of the qubit due to dispersively coupled thermal noise in
Sec. IV [case (i) in Fig. 1 (a)]. In the dispersive Jaynes-
Cummings regime, noise at the resonator frequency cou-
ples in second-order. In our experiments, we find a cou-
pling to broadband fields, which is enhanced as compared
to that expected from the Purcell filter effect of the res-
onator. Furthermore, using coherent states and narrow-
band shot noise, we demonstrate the counter-intuitive
effect that the qubit relaxation rate is decreasing for in-
creasing field strengths. In Sec. V, we discuss the situa-
tion when the thermal noise field is directly irradiated on
the qubit via a near-field antenna without the cavity filter
[case (ii) in Fig. 1 (a)]. At the flux sweet spot, this direct
irradiation reveals the influence of second-order-coupled
noise on the qubit dephasing rate. In particular, we ob-
serve the expected [31, 33] T 3 temperature dependence of
the qubit dephasing rate. In Sec. VI, we show that low-
frequency fluctuations of the qubit relaxation rate are
related to the temperature of the black-body radiator if
the field is not Purcell filtered [case (iii) in Fig. 1 (a)]. We
can explain this effect by the presence of two-level fluc-
tuators in the spatial vicinity of the qubit, which change
the effective noise spectral density. We show that it is
crucial to apply noise-filtering techniques to the antenna
line, which couples a broadband thermal frequency spec-
trum to the qubit. Finally, we conclude this article in
Sec. VII with a comparison of the different decoherence
mechanisms, which are summarized in Fig. 1 (b) and in
Tab. II.
II. EXPERIMENTAL TECHNIQUES
The experimental setup to study the effect of thermal
noise on a superconducting transmon qubit is sketched
in Fig. 1 (a). In two different cooldowns, we couple
a thermal noise source either directly through a near-
field antenna or indirectly via a coplanar waveguide res-
onator to a transmon qubit. In our experiments, we
measure the qubit coherence properties as a function
of the power emitted by the noise source. We do not
observe significant changes in the coherence properties
of the sample between the two cooldowns. The noise
source generating the propagating thermal fields at low
temperatures is a 30 dB attenuator, which is thermally
decoupled from the sample box. Because the attenu-
ator is also only weakly coupled to the base temper-
ature stage of a dilution refrigerator, we can heat it
up to T = 1.5 K for the emission of black-body radia-
tion. We use a microwave attenuator with a frequency-
independent admittance Y (ω)−1 =Z0 = 50 Ω. In a short
circuit configuration, such an attenuator would dissi-
pate the power Psc =Ssc(ω, T )δf in a frequency inter-
val δf . Here, the noise power spectral density [49]
Ssc(ω, T ) = 2~ω coth(~ω/2kBT ) [units W/Hz] defines the
frequency distribution of the power fluctuations dissi-
pated in the attenuator. In our setup, we do not operate
the attenuator in a short circuit configuration but cou-
ple it to a transmission line with an impedance of 50 Ω.
Hence, the noise power spectral density S(ω, T ) propa-
3gating into the transmission line is reduced by a factor
4 [39, 50], which yields
S(ω, T ) = Ssc(ω, T )/4 = ~ω(nth + 1/2) . (1)
Here, the average number of emitted thermal noise pho-
tons nth(ω, T ) = [exp(~ω/kBT )− 1)]−1 is given by the
Bose-Einstein distribution [51].
The qubit is located inside a sample box, which
is mounted to the base temperature stage and stabi-
lized to Ti = 35 mK. We operate the qubit in the dis-
persive regime, where the detuning δ≡ωq,0−ωr ful-
fills g/δ 1 (see Tab. I for parameter values). Here,
g is the qubit-resonator coupling strength, ωq,0 is the
qubit transition frequency at the flux sweet spot, and
ωr is the resonator frequency. The resonator is fur-
ther characterized by its internal and external qual-
ity factors Qi =ωr/κi = 1.2× 105 and Qx =ωr/κx = 714,
respectively. For a transmon qubit, which is not
a perfect two-level system, the dispersive shift [30]
χ≡−g2Ec/[δ(δ−Ec)] depends on the transmon charging
energy Ec and can be used for readout [52] and photon
number calibration (see App. A for details).
We calibrate the thermal noise power on the input
lines using the qubit as a power detector for the mean
photon number nr in the resonator. Since we generate
the thermal states outside the resonator, the resonator
population is calculated as a cavity field that is cou-
pled to three bosonic baths defined in the following
by the subscript j ∈{i, x, a}. The first bath is the
direct sample environment with a thermal occupation
number ni coupling via the internal loss rate κi to
the resonator. Second, the resonator is coupled with
external coupling rate κx to modes on the readout
line, which can be thermally occupied by heating the
attenuator, thereby generating the occupation number
nx. In the same manner, we control the number of
noise photons na on the antenna line coupling with rate
κa to the resonator. The three coupling rates cause a
resonator population nr(ω, T )≈FL(ω)
∑
j κjnth,j(ω, T )
(see App. B for details). In the latter expres-
sion, FL(ω) = (κtot/2)/[(κtot/2)2 + (ω−ωr)2] is the
Lorentzian filter function of the resonator shown
in Fig. 1 (c) and κtot =κi +κx +κa is the total loss
rate of the resonator. Because of the low sam-
Table I. Relevant parameter values for the characterized sam-
ple. Qubit decoherence rates are summarized in Tab. II.
qubit transition frequency ωq,0 2pi× 6.92 GHz
qubit charging energy Ec 2pi× 315 GHz
resonator frequency ωr 2pi× 6.07 GHz
qubit-resonator detuning δ 2pi× 850 MHz
qubit-resonator coupling g 2pi× 67 MHz
dispersive shift χ −2pi× 3.11 MHz
external resonator coupling κx 2pi× 8.5 MHz
internal resonator loss κi 2pi× 50 kHz
resonator-antenna coupling κa 2pi× 30 kHz
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Figure 2. ac-Stark shift of the qubit transition frequency
plotted versus temperature of the heatable attenuator in the
readout line (via κx) or the antenna line (via κa). Solid lines
are fits using Eq. (2) and Eq. (3) while the inset depicts the
experimental configuration.
ple temperature of 35 mK, we can neglect thermal
photons coupling via κi. Then, on resonance,
the steady state limit of the Markovian master
equation [Eq. (B2)] describing the resonator yields
nr(ωr, Tx, Ta) = [αxκxnx(ωr, Tx) +αaκana(ωr, Ta)]/κtot.
Here, the factors αx and αa account for losses in the
microwave lines between attenuator and sample. Be-
cause we use the very same combination of attenuator
and coaxial cables for the two cool-downs, we assume
αx =αa≡α in the following. In the dispersive regime, we
calibrate this factor by measuring the ac-Stark shift [52]
of the qubit
δωq,x(Tx) = 2χακx nx(Tx)/κtot + δωq,a(50 mK) , (2)
δωq,a(Ta) = 2χακana(Ta)/κtot + δωq,x(50 mK) . (3)
From sweeping the temperature Tx of the feedline at-
tenuator, we obtain α' 4.1 dB using a numerical fit of
Eq. (2) as shown in Fig. 2. We attribute this loss mainly
to impedance mismatches either of the attenuator itself
or of the cryogenic connection between attenuator and
resonator. From a temperature sweep of Ta, we extract
the negligibly small coupling rate κa/2pi' 30 kHz. We
note that we also use coherent states and shot noise with
the spectral density shown in Fig. 1 (b) in our experi-
ments. These fields are generated at room temperature
with state-of-the-art microwave equipment as discussed
in App. A. We calibrate the photon number of these fields
with ac-Stark shift measurements similar to the ones dis-
cussed above.
III. INTRINSIC QUBIT COHERENCE AND
FIRST-ORDER COUPLING
In the absence of external microwave fields and at
the flux sweet spot, the qubit is relaxation-limited with
average coherence times of approximately 500 ns. In
particular, we find typical values of the Ramsey de-
cay rate γ2,R/2pi' 2.1 MHz, the spin-echo decay rate
γ2,se/2pi' 1.9 MHz, and the temperature-independent re-
laxation rate γ01/2pi' 3.9 MHz [cf. Fig. 3 (a) – (c)]. This
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Figure 3. (a) Probability pe to find the qubit in the excited
state as a function of the free evolution time for the Ramsey
pulse sequence (inset). Red envelopes indicate qubit control
pulses, blue envelopes the readout pulse to the resonator. The
solid lines are fits to the data points (circles). (b) As in panel
(a), but for the spin-echo sequence. (c) As in panel (a), but
for the relaxation sequence. Tx indicates the temperature of
the readout line attenuator. (d) Qubit relaxation rate plot-
ted versus the number of thermal photons emitted from the
antenna line attenuator. The solid line is a linear fit and the
inset depicts a sketch of the experimental setup.
relaxation rate is a factor of ten larger than the ex-
pected Purcell rate and most likely dominated by loss
into the Si/SiO2 substrate and into the on-chip an-
tenna. The above numbers imply a pure dephasing rate
γ0ϕ =γ2,R− γ01/2' 2pi× 150 kHz.
We irradiate thermal states through the antenna on
the qubit to measure its first-order decay rate γ1,a into
the antenna line. We assume that the thermal noise is
Gaussian and weak [S(ω) ~ω] for average photon num-
bers na. 1. Hence, we can apply the spin-boson model
and Fermi’s golden rule to obtain γ1∝S(ωq)/2~. This
relation has been widely used to measure the frequency
dependence S(ω) of different noise sources by tuning the
qubit transition frequency [17–21, 27, 28, 53]. Here, we
use a complementary approach and vary the magnitude
of S(ωq = const.) by controlling the number of noise pho-
tons na∝S(ωq). We expect γ1 to increase linearly with
S(ωq) and therefore with na, which yields
γ1(na) = γ˜
0
1 + γ1,a[2na + 1] . (4)
Here, γ˜01 = γ
0
1 − γ1,a is the temperature-independent re-
laxation rate corrected for the influence of vacuum fluc-
tuations on the antenna line. As shown in Fig. 3 (d),
we obtain the qubit decay rate into the antenna line,
γ1,a/2pi= 820 kHz, from a linear fit of Eq. (4) to the
data. This value implies that approximately 20 % of
the total qubit relaxation rate can be attributed to de-
cay into the antenna. The accuracy of the qubit act-
ing as noise spectrometer is limited by the standard de-
viation σ/2pi' 215 kHz of the data obtained from the
fit. This scatter can be attributed to additional low-
frequency fluctuations of the relaxation rate discussed
in detail in Sec. VI. In general, the broadband thermal
radiation also includes frequency components near the
gap frequency of Al, ∆0/h' 80 GHz, which can intro-
duce quasiparticle-induced decoherence [25, 38, 54–59].
A significant effect of quasiparticles, however, would lead
to a decrease of the qubit relaxation rate for moderate
temperatures [55], which we do not observe in our exper-
iments. The reason is that the sample itself is stabilized
at 35 mK and 80 GHz radiation is strongly suppressed in
the coaxial cables.
IV. THERMAL FIELDS IN THE DISPERSIVE
JAYNES-CUMMINGS REGIME
In contrast to the direct irradiation of the qubit by
thermal noise as discussed above, in this section we study
the effect of thermal noise, which we apply through a
superconducting resonator to the transmon qubit. The
resonator acts as a narrow filter for the broadband ther-
mal noise. Since qubit and resonator are far detuned,
(|χ| g), noise couples only in second-order, which is
described within the dispersive limit of the Jaynes-
Cummings model. There, the power spectral density
S(ωq) at the qubit frequency is strongly reduced due to
the Lorentzian filter function of the resonator. Neverthe-
less, in a second-order approximation [60] also the noise
spectral density S(ωr) at the resonator frequency couples
dispersively to the qubit with the rate χ. In an elabo-
rate treatment, the broadband nature of thermal fields
requires an exact transformation of the dispersive Jaynes-
Cummings Hamiltonian, which takes sideband decay into
account [61]. This transformation yields the total relax-
ation rate in the dispersive regime
γ1(nr, nq) = γ
0
1 + γ1,P[2nq + 1]
+ [γ1,δ − γmix][2nr + 1] . (5)
For our specific sample, γ01 is the main contribution
to γ1. Under thermal radiation, noise photons at the
qubit frequency, nq≡αnth(ωq, Tx), enhance γ1 by the
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Figure 4. (a) Schematic drawing of sideband decay due to
a finite noise power spectral density S(δ) at the detuning fre-
quency δ=ωq−ωr. (b) Qubit relaxation rate for microwave
fields coupling the qubit through the resonator (see inset for
setup sketch) plotted versus the average photon number nr.
The solid line is a numerical fit using Eq. (6). The dotted
line is a calculation based on Eq. (5) modeling the expected
increase due to thermal fields. For the dashed line we use a
numerical fit of Eq. (5), where the enhanced relaxation rate is
modeled by nq(Tx) as a free parameter.
Purcell decay rate [62, 63] γ1,P =κxg
2/δ2' 2pi× 53 kHz.
The third term in Eq. (5) describes a competing
mechanism between a reduced qubit decay with rate
γmix = |γ01χ/δ| ' 2pi× 14.3 kHz due to the mixing of qubit
and resonator states [61] and an enhancement with rate
γ1,δ = ~−1|4χS(δ)/δ|. The latter decay rate reflects a
sideband process resulting from the combined action of
resonator photons at ωr and a thermal noise power S(δ)
as shown in Fig. 4 (a). Interestingly, a reduction of the
total decay rate γ1 can be obtained for increasing nr if
γmix>γ1,δ. We calibrate the rate γ1,δ by selectively driv-
ing at the resonator frequency, which changes nr while
leaving nq and γ1,δ in Eq. (5) constant. To this end, we
use a coherent drive at the resonator frequency and mea-
sure the change of the relaxation rate
δγ1,r(nr) ≡ 2nr[γ1,δ − γmix] , (6)
which is obtained by keeping only the nr-dependent
terms on the right hand side of Eq. (5). As
shown in Fig. 4 (b), we observe a decrease of the
qubit relaxation rate for a coherent drive with
δγ1,r(nr)/2pi=−17 kHz/photon obtained from a numeri-
cal fit based on Eq. (6). This decrease of relaxation rate
yields a sideband decay rate γ1,δ/2pi' 5.8 kHz equivalent
to S(δ)' 2.6× 10−28 W/Hz. We obtain the same result
when irradiating the resonator with shot noise that has a
spectral density as shown in Fig. 1 (b). Please note that
the overall qubit decoherence rate given by γ2 = γϕ+γ1/2
is nevertheless increasing due to the additional dephasing
from noise in the photon number as discussed in detail
in Ref. 64.
When we apply broadband thermal fields through
the resonator input, we experimentally verify the three
competing decay rates γ1,P, γ1,δ, and −γmix present in
Eq. (5). Because γ1,P + γ1,δ >γmix, the overall relaxation
rate increases with increasing number of thermal pho-
tons stored inside the resonator as shown in Fig. 4 (b).
When comparing the measured total relaxation rate γ1
with a calculation according to Eq. (5) [dotted line in
Fig. 4 (b)], we find that the measured decay rate is signif-
icantly larger than expected. Hence, we fit Eq. (5) to the
data and use nq(Tx) as a free parameter [dashed line in
Fig. 4 (b)]. We find that the coupling of the thermal noise
fields to the qubit is enhanced by a factor of 10. Because
the qubit is galvanically decoupled from the resonator
and the sample is stabilized at 35 mK, this additional
coupling is most likely mediated by parasitic modes of the
sample box [28, 65]. Among others, such modes can be
slotline, parallel plane, and surface wave modes with reso-
nance frequencies close to the qubit transition frequency.
Our results show that this mechanism originating from
the broadband nature of the noise fields can dominate
over the associated Purcell rate originating from the fi-
nite bandwidth of the resonator. Therefore, great care
must be taken in the microwave design of sample holders
and chip layout in order to minimize losses from broad-
band fields.
V. SECOND-ORDER FLUX NOISE FROM
THERMAL FIELDS
In addition to the relaxation processes discussed above,
the qubit can suffer from dephasing due to propagating
thermal fields, even if the resonator filters them. The
main contribution in this context is noise, which intro-
duces dephasing by modulating the qubit frequency via
the ac-Stark shift [42, 45, 52]. We analyze this effect for
thermal fields on the readout line in detail in Ref. 64.
Here, we focus on dephasing caused by second-order in-
tensity fluctuations of the thermal fields emitted from
the heatable attenuator in the antenna line. The ther-
mal noise fields manifest as current fluctuations on the
short-circuited on-chip antenna, which couple magnetic
flux noise into the SQUID loop of the transmon qubit.
Far away from the flux sweet spot, the qubit dephasing is
dominated by the first-order noise power spectral density
S(ω 7→0) defined in Eq. (1) due to a finite first-order trans-
fer function (see App. C for details). At the flux sweet
spot, however, the first-order transfer function vanishes
while second-order intensity fluctuations can still intro-
duce dephasing. These fluctuations are characterized by
the second-order power spectral density [31, 33] (units
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Using the second-order transfer function D(2)λ,z =pi2ωq,0/2
at the sweet spot, we find the thermally induced qubit
dephasing rate [cf. Eq. (C10)]
γ(2)ϕ,a(Ta) = 2pi
[
pi2
4
√
3
M2a
L`Z0
]2 [
kBTa
~
]3
, (8)
which follows a T 3a dependence. Here, Ma describes
the mutual inductance between qubit and antenna, L`
is the inductance of the SQUID loop, and Z0 is the
line impedance. In Fig. 5, we plot the qubit dephasing
rate γ
(2)
ϕ,a(Ta) = γ2,R(Ta)− γ2,R(Ta 7→0)− γ1,a(Ta) caused
by the intensity fluctuations of the thermal noise field at
the flux sweet spot of the transmon qubit. The temper-
ature independent decay rate γ2,R(Ta 7→0) and the ther-
mally induced relaxation rate γ1,a(Ta) are discussed in
Sec. III [see Fig. 3 (a) and Fig. 3 (d), respectively]. The
additional dephasing rate follows the expected T 3a de-
pendence with a scatter that is dominated by additional
low-frequency fluctuations of the decay rate discussed in
Sec. VI. Fitting Eq. (8) to the data, we find a loop in-
ductance L`' 50 pH which is in reasonable agreement
with the value of 100 pH estimated from the loop ge-
ometry. Here, we have used the mutual inductance
Ma = 1.3 pH obtained from measuring the induced flux
shift of the qubit when applying a DC current through
the antenna line. Our results show that second-order
flux noise can induce residual dephasing in a transmon
qubit, even if it is operated at the flux sweet spot. For
typical temperatures (Ta< 50 mK) used in circuit QED
experiments, however, we find that additional intensity
fluctuations introduce only negligible dephasing of ap-
proximately 100 Hz because of the quadratic suppression
(kBTa/~ωq,0)2 1 [cf. Eq. (C10)]. Nevertheless, dephas-
ing is not only determined by the relatively weak thermal
contribution but also by stronger 1/f noise [23, 27]. Be-
cause 1/f noise also has a second-order contribution [33],
our results show that this noise can be a possible source
for the residual dephasing found for transmon qubits. We
do not find any indications for quasiparticle-induced de-
phasing mechanisms in our dephasing measurements. In
particular, we do not observe the characteristic decay
law expected for quasiparticle-induced dephasing [59],
γϕ∝ exp[−x(t)], with x(t)∝ t3/2. The reason is that
the transmon qubit operates in a regime EJ>Ec where
quasiparticles have only negligible influence [25, 30, 66]
if the split junction has no significant asymmetry [57].
VI. FLUCTUATING QUBIT PARAMETERS IN
THE PRESENCE OF THERMAL FIELDS
In the following, we study the effect of thermal fields
on the frequency spectrum of fluctuating qubit parame-
ters. In particular, we analyze low-frequency variations
of the qubit relaxation rate. This phenomenon was also
observed for flux qubits [35, 37, 38], for transmon qubits
in a 3D cavity and phase qubits [36], as well as for the
resonance frequency of superconducting resonators [67].
One prominent noise source in microscopic systems are
fluctuating TLSs [68–70] hopping between two bistable
spatial configurations. In superconducting circuits, the
TLSs can for example be present in the thin oxide layer
of the junction itself [14–16] or in the dielectric environ-
ment of the qubit [71]. In these scenarios, the TLSs can
be responsible for the low-frequency fluctuations of qubit
parameters [36, 72].
Each individual TLS provides a Lorentzian shaped
noise spectral density, which is centered around its ex-
citation frequency ωtls =
√
ε2 + ∆2/~. Here, ε is the
asymmetry energy and ∆ is the tunnel splitting. Be-
cause the TLSs are coupled to each other via dipole
or strain-mediated interaction [73], each TLS eigenfre-
quency depends on the state of the other TLSs. The
low-frequency variations of the TLS configuration results
in low-frequency fluctuations of the noise power spectral
density S(ωq, t) generated by the TLSs. Consequently,
the qubit relaxation rate γ1(t) =S(ωq, t)/2~ starts fluc-
tuating. The rate of these fluctuations is influenced by a
thermal field as depicted in Fig. 6. Since qubit parameter
fluctuations are typically recorded in the sub-Hz regime
where ~ω kBT , we assume a white spectrum propor-
tional to kBT for the contribution of the environmental
heat bath. For a distribution P (ε,∆)dεd∆∝ εx∆−1dεd∆
of TLSs, we expect a T 2+x-dependence to be the domi-
nant contribution to the spectrum of γ1 [36]. This con-
tribution arises from those TLSs, which are detuned by
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Figure 6. TLS-mediated relaxation rate fluctuations. A ther-
mal field influences the fluctuation rate of TLSs, which causes
fluctuations of the noise power spectral density S(ωq, t).
δω≡ |ωq−ωtls| γ2,R. The exponent x≥ 0 is nonzero
only for a finite interaction between the TLSs [36].
We experimentally characterize the fluctuations of the
noise power spectral density by measuring fluctuations
of the qubit relaxation rate γ1(t). To this end, we per-
form systematic long-time measurements of the relax-
ation rate as a function of the temperatures Tx and of
Ta ranging from 50 mK to 1500 mK. Each measurement
is comprised of individual measurement traces taken at a
repetition rate of 100 kHz, where the resonator is probed
with 2µs long traces with 250 MHz sampling rate. We
average 4× 105 of these measurements to extract the
decay rate at a particular moment and then wait for
6 s such that individual data points are recorded at a
rate of approximately 0.1 Hz. A typical series of re-
laxation measurements at Ta = 1500 mK over 200 min is
shown in Fig. 7 (a). Here, we observe a standard de-
viation σ/2pi' 320 kHz from the mean relaxation rate
〈γ1〉/2pi' 6.25 MHz. Even though the absolute value of
σ seems large compared to other works [36], the relative
scatter σ/〈γ1〉' 0.05 is comparable. In our experiments,
we observe no systematic influence of the temperature on
σ for sweeps of Ta or Tx. To obtain more insight into the
nature of the fluctuations, we investigate their spectral
distribution. To this end, we calculate the Fourier trans-
form Sγ(ω) = ~/2pi
∫
dt 〈γ1(t)γ1(0)〉e−ıωt of the autocor-
relation function 〈γ1(t)γ1(0)〉 as shown in Fig. 7 (b). For
low frequencies, the data follows a ω−β-dependence, and
crosses over into a frequency-independent tail for frequen-
cies larger than a characteristic frequency ωc' 1 mHz.
As shown in Fig. 7 (c), we find that βa' 0.91± 0.24 and
βx' 0.96± 0.19 are approximately constant for thermal
fields applied through antenna or resonator, respectively.
This result is an extension of recent findings presented
in Ref. 35, where 1/f fluctuations were analyzed up to a
maximum temperature of 200 mK.
Let us now turn to the white-noise contribution µa
above the characteristic frequency ωc exemplarily shown
in Fig. 7 (b) and systematically plotted as a function of
the antenna line attenuator in Fig. 7 (d). We observe an
increase of µa with the temperature Ta. From a numeri-
cal fit based on the function µa =µa0 + aT
2+x
a , we find
µa0 = 0.81× 10−24 W/Hz, a= 1.1× 10−25 W/(Hz K2),
and x=−0.01± 0.13. Hence, our results support the
model presented in Ref. 36 where a bath of TLSs acts
as a source for the fluctuations in the qubit relaxation
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Figure 7. (a) Qubit relaxation rate recorded as a function
of time recorded over a period of 200 min at Ta = 1.5 K. (b)
Noise power spectral density for the data shown in panel (a).
We obtain β from a fit to the data with frequencies below ωc
and µ as the mean value for points above ωc. (c) Exponent β
measured for ω<ωc versus temperature when applying ther-
mal fields through the antenna or the resonator. Solid lines
are guides to the eyes and error bars represent confidence in-
tervals generated by the ω−β fits. (d) Mean value µ of the
white-noise contribution of thermal fields entering via the an-
tenna or the resonator to Sγ . The solid line is a fit as explained
in text and error bars are the standard error of the mean.
rate. In particular, the negligible value of x' 0 indicates
that the TLSs relevant for our experiments are nonin-
teracting. In contrast to µa, the white noise level µx
is approximately independent of the thermal field [see
Fig. 7 (d)]. In this case, the resonator filters the thermal
fields and protects the TLSs from the external noise.
Our results show that a small resonator bandwidth and
well-filtered feedlines are necessary in order to suppress
externally activated switching of two-level fluctuators.
Assuming that the fluctuation amplitude follows γ1, also
a smaller relaxation rate helps to minimize this effect.
8Table II. Overview of the decoherence mechanisms discussed in this work and possible ways to improve them.
Relaxation rates possible improvement
Ramsey decay rate γ2,R 2pi× 2.1 MHz better materials, better shielding
temperature-independent relaxation rate γ01 2pi× 3.9 MHz better materials, better shielding
contributions to γ01 :
antenna line coupling γ1,a 2pi× 820 kHz smaller antenna coupling strength
Purcell decay rate γ1,P 2pi× 53 kHz smaller κx or smaller coupling g, larger detuning δ
sideband decay rate γ1,δ 2pi× 5.8 kHz smaller κx or smaller coupling g, larger detuning δ
qubit-resonator dressing effect −γmix −2pi× 14.3 kHz
relaxation due to residual noise sources γres1 ∼2pi× 3 MHz better substrate materials, better qubit materials
Dephasing rates possible improvement
pure dephasing rate γ0ϕ 2pi× 150 kHz better materials, better shielding
contributions to γ0ϕ:
second-order antenna line coupling γ
(2)
ϕ,a 2pi× 100 Hz smaller antenna coupling strength
photon shot noise [see Ref. 64] γϕ,n 2pi× 3.9 MHz/photon larger κx or smaller dispersive shift χ
Qubit parameter fluctuations T -dependence possible improvement
white resonator contribution µx none improved γ1
white resonator contribution µa T
2 smaller γ1,a and improved γ1
VII. SUMMARY AND CONCLUSIONS
In summary, we have characterized the influence of
propagating thermal microwaves onto second-order deco-
herence mechanisms of a transmon qubit in a resonator.
Because we spatially and thermally separate the ther-
mal emitter from the circuit QED sample, we are able
to separate the influence of the thermal noise from the
residual loss channels of the qubit. This allows us to
quantify three different second-order decoherence mech-
anisms. First, for the dispersive regime we find that the
additional relaxation rate due to thermal fields applied
via the resonator is larger than expected from Purcell
filtering. This is a strong hint to the relevance of addi-
tional coupling channels such as parasitic on-chip modes.
Second, we observe the expected T 3 dependence for the
additional dephasing due to second-order noise at the
flux sweet spot. This finding may explain the residual
dephasing rates found for superconducting qubits with
long coherence times. Finally, we investigate the influ-
ence of thermal fields on the low-frequency spectrum of
qubit parameter fluctuations. We find that thermal fields
enhance the white contribution of the noise power spec-
tral density if applied broadband via an on-chip antenna.
Our data confirms a model of thermally activated TLSs
interacting with the qubit. The resonator, however, can
filter this effect efficiently.
Finally, we compare the different decoherence mecha-
nisms discussed in this work. A summary can be found in
Tab. II. In our experiments, we perform relaxation mea-
surements and measurements of the Ramsey decay rate
γ2,R/2pi' 2.1 MHz. For our sample and in absence of
thermal fields, γ2,R is dominated by the temperature-
independent relaxation rate γ01/2pi' 3.9 MHz, which has
several origins. In this work, we mainly discuss additional
relaxation induced by thermal fields present on the mi-
crowave control lines. The sample geometry leads to a
relatively large decay rate γ1,a/2pi' 820 kHz into the an-
tenna line, which can be improved by designing a smaller
mutual inductance or capacitance between qubit and an-
tenna. Furthermore, better filtering techniques can re-
duce noise on the antenna line. The second on-chip line
coupling to the qubit is the microwave resonator, which
is inevitable in most circuit-QED systems. However, the
already small Purcell decay rate γ1,P/2pi' 53 kHz could
be further improved by using a resonator with a smaller
bandwidth or a smaller coupling strength g between qubit
and resonator. These arguments also hold for the decay
rate γ1,δ/2pi' 6.3 kHz due to sideband processes. In ad-
dition to these decay processes into the microwave lines,
our sample feels a strong contribution of residual noise
sources leading to γres1 /2pi' 3 MHz. This decay rate is
most likely dominated by loss into the Si/SiO2 substrate
and/or by quasiparticle generation from stray infrared
light. Concerning dephasing, we show that second-order
intensity fluctuations of thermal fields only have a neg-
ligible influence for our specific sample. The third noise
mechanism discussed in this work, i.e., fluctuating qubit
parameters, may have different origins [36–38, 67, 72].
Here, we show that thermally activated noninteracting
TLSs are one possible reason for the observation of these
fluctuations. The fact that the white noise spectrum of
the fluctuations shows a weaker temperature dependence
when the input field is Purcell-filtered, shows that this
noise type can be efficiently filtered. This finding is es-
pecially relevant for quantum computation algorithm re-
quiring a reliable operation over long timescales.
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Figure 8. (a) Sample design: The frequency-tunable transmon qubit is capacitively coupled with coupling strength g to a
readout resonator, which itself is coupled with rate κx to a readout line. Furthermore, the qubit is coupled with rate γ1,a to
a 50 Ω-matched on-chip antenna and with rate κa to the resonator. (b) Schematic drawing of the experimental setup. We
can inject thermal states into antenna and resonator by controlling the temperature Tx and Ta of heatable attenuators while
stabilizing the sample stage (enclosed by the dashed box) at Ti = 35 mK.
Appendix A: Sample and measurement details
We use a superconducting transmon qubit coupled to a
quarter wavelength coplanar waveguide resonator as de-
picted in Fig. 8 (a). The qubit is characterized by the
charging energy Ec'h× 315 MHz and the total Joseph-
son energy EJ,0'h× 20 GHz of the two SQUID junc-
tions, which are used to tune the qubit transition fre-
quency (EJ0/Ec' 64). The qubit is made from a 110 nm
thick Al/AlOx/Al trilayer structure, shadow evaporated
onto an undoped Si substrate. The silicon is covered
with 50 nm thermal oxide on either side and has a re-
sistivity larger than 1 kΩ cm at room temperature. We
fabricate the 50 Ω-matched resonator with optical lithog-
raphy from a 100 nm thick Nb film. We mount the sample
chip onto a copper-plated printed circuit board inside a
gold-plated sample box made from copper.
To generate thermal states on the readout and on the
antenna line, we use heatable 30 dB attenuators inte-
grated into the feedlines as depicted in Fig. 8 (b). For the
coaxial cables connecting the attenuators to the sample
box, we use 20 cm of Nb/CuNi UT47. The tempera-
tures Tx,a of the heatable attenuators used to vary the
thermal photon number can be individually controlled
between (0.050± 0.001) K and (1.50± 0.01) K. Thermal
noise from higher temperature stages has only a negligi-
ble influence for our setup due to individual 10 dB atten-
uators in the feedlines at 4 K, 1.2 K, 0.75 K, and 0.3 K.
We further use 12 GHz low-pass filters on the two in-
put lines, which are known to improve qubit coherence
properties [46, 47, 74, 75]. In a configuration without
these filters, the maximum Josephson energy EJ,0 of our
qubit is reduced by 200 MHz. To filter out noise enter-
ing the sample through the output-line in the frequency
range between 4 GHz and 8 GHz, we use microwave cir-
culators at 750 mK and at 35 mK. The circulators have
an average leakage of 0.02 photons at 6 GHz due to their
finite isolation. At the 4 K stage, we use a cryogenic
high electron mobility transistor (HEMT) amplifier and
further amplify the signal by a room temperature am-
plifier as shown in Fig. 8 (b). We implement a time-
resolved, phase-sensitive measurement of the in-phase
and quadrature components I(t) and Q(t) of the readout
signal by heterodyne downconversion to an intermediate
frequency ωif/2pi= 62.5 MHz and subsequent amplifica-
tion. We digitize the signals using two analog-to-digital
converters (ADC) with a sampling rate of 250 MHz and
perform digital homodyning. In addition, we can read
out the resonator via a vector network analyzer (VNA)
for spectroscopic analysis of the sample. To generate
pulsed sequences in the GHz regime, we mix a continu-
ous microwave signal with a rectangular pulse generated
by an arbitrary function generator (AFG). In addition to
true thermal noise radiated from the attenuators, we can
add noise generated by the AFG. By mixing this noise
with a microwave signal, we upconvert the noise carrier
frequency to the desired noise frequency ωn. The AFG
generates noise with a 500 MHz bandwidth, which has a
quasi-Gaussian amplitude distribution. This noise has a
constant variance of 1 V into 50 Ω, which we attenuate in
a linear way when controlling the photon number. We
additionally filter this noise before the upconversion to
the carrier frequency ωn by two 100 MHz low-pass filters.
That way, the noise has a bandwidth of 200 MHz and an
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Figure 9. (a) Color encoded transmission magnitude plot-
ted versus magnetic flux and drive frequency ωd measured in
a continuous wave two-tone experiment. All measurements
are performed at the flux sweet spot of the transmon qubit.
(b) Driven Rabi oscillations encoded in the frequency depen-
dent transmission amplitude plotted versus evolution time
and drive frequency ωd.
on/off ratio of 35 dB as shown in Fig. 1 (b).
From a two-tone experiment, we extract the qubit
transition frequency [30] ωq =ωq,0
√|cos (piΦ/Φ0)| by fit-
ting a Lorentzian function to the dip in the trans-
mission spectrum shown in Fig. 9 (a). Here, Φ is the
magnetic flux in the SQUID loop, which is generated
by a superconducting coil outside the sample holder,
and Φ0 is the flux quantum. All experiments are car-
ried out in the dispersive regime by keeping the av-
erage resonator population nr below the critical pho-
ton number [76] ncrit = δ
2/4g2' 40. In this limit, the
system Hamiltonian Htot =Hr +Hq +Hint +Hd com-
prises the bare resonator Hamiltonian Hr = ~ωrnr,
the qubit Hamiltonian Hq = ~ωqσˆz/2, the interaction
Hamiltonian Hint = ~χ [nr + 1/2] σˆz, and a driving term
Hd = ~Ωd cos(ωdt)σˆx. Here, σˆi are the Pauli operators
and Ωd defines the amplitude of the excitation drive with
frequency ωd. We use the qubit state dependent ac-Stark
shift defined by Hint for readout [52]. In Fig. 9 (b), we
show driven Rabi oscillations continuously recorded dur-
ing a weak measurement using nRO' 0.1 readout pho-
tons.
Appendix B: Coupling of thermal fields into a
resonator
In this section, we derive how thermally induced volt-
age fluctuations on the feedlines influence the resonator
population. Since we generate the thermal states out-
side the resonator, the mean photon population nr inside
the resonator can be calculated as a cavity field which
is coupled to several bosonic baths each described by a
Hamiltonian Hbath =
∑
k ~ωk bˆ
†
k,j bˆk,j . Here, the respec-
tive field operators bˆ†k, (bˆk) create (annihilate) the indi-
vidual field modes with frequencies ωk. In our setup the
three bosonic reservoirs (j= i,x,a) couple to the resonator
modes described by the operators aˆ, aˆ† via the inter-
action Hamiltonian Hint =−ı~
∑
k[κk,j aˆ
†bˆk,j −κk,j bˆ†k,j aˆ].
For convenience, we split up the transmission line
modes into a classical part b¯k originating from a co-
herent drive, and into a quantum part ξˆk, such that
bˆk(t) = e
−ıωktb¯k + ξˆk(t) [77]. The quantum part describes
voltage fluctuations emitted from the heatable attenua-
tors and will be the focus of the following discussion.
The attenuators emit a voltage V (t) =Vvac[ξˆk(t) + ξˆ
†
k(t)],
which is fluctuating in time and has a Gaussian ampli-
tude distribution. Here, Vvac is the vacuum amplitude
of the corresponding mode. For a finite temperature, the
correlation function for the voltage fluctuations is defined
by the Hurwitz function [78–80]. The power spectral den-
sity of thermal fields S(ω) in Eq. (1) can then be obtained
by a Fourier transform [49, 81] of the correlation function.
We now discuss how thermal fields described by S(ω) en-
ter the resonator. It can be shown that the power spec-
trum inside the resonator is the product of the resonator
modes and the modes entering from outside [82]. Conse-
quently, the relation between the field operator aˆ inside
the resonator and the input field reads [83]
aˆ(ωr) =
∑
j=i,x,ant
∑
k
√
κk,j bˆk,j(ωk)
κtot/2−ı[ωk−ωr] . (B1)
Due to the high density of modes, we take the con-
tinuum limit (
∑
k 7→
∫
dωk) and obtain the expression
nr(ω, T )≈FL(ω)
∑
j κjnj(ω, T ) presented in Sec. II. For
a large qubit-resonator detuning δ g, κtot, we can ne-
glect the influence of qubit excitations entering the res-
onator. In this case, the Markovian master equation
∂ρˆr
∂t
=− ı[ωraˆ†aˆ, ρˆr] + {niκi + nxκx + naκa}D(aˆ†)ρˆr
+ {(ni + 1)κi + (nx + 1)κx + (na + 1)κa}D(aˆ)ρˆr ,
(B2)
describes the resonator, where ρˆr is the density matrix
of the undisturbed resonator and D(Lˆ) is the Lindblad
operator. In the steady state limit, Eq. (B2) becomes
nr =
niκi + nxκx + naκa
κi + κx + κa
. (B3)
This equation shows that we can precisely control the
power inside the resonator using thermal photons emitted
from the heatable attenuators. Concerning power, the
nature of the photons inside the resonator (e.g., thermal
or coherent) makes no difference.
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Appendix C: First- and second-order coupling
between thermal fields and the qubit
In this section, we derive the first-order and second-
order dephasing rates for the transmon qubit due to ther-
mal fields on on-chip control lines.
First-order coupling First-order coupling between
flux fluctuations δλ≡ δΦ/Φ0 and the qubit follow
the Hamiltonian Hsys = [~/2][ωqσˆz + δωqσˆz]. Here,
δωq = δλD(1)λ,z describes fluctuations of the qubit transi-
tion frequency leading to dephasing characterized by the
first-order transfer function
D(1)λ,z(λ?) ≡
1
~
∂Hq(λ)
∂λ
∣∣∣∣
λ?
= − piωq,0
2
sin (piλ)√
cos (piλ)
∣∣∣∣∣
λ?
.
(C1)
Equation (C1) is defined at flux operating points
λ? ∈ [−1/2, 1/2] using the transmon qubit Hamiltonian
Hq = ~ωq,0
√| cos(piλ)|. To analyze the fluctuations δωq,
we first derive how voltage fluctuations δV on the an-
tenna line are converted into flux fluctuations δλ in the
SQUID loop. Because the antenna is short-circuited
near the qubit by a finite inductance La as depicted in
Fig. 10, we describe it as a first-order low-pass LR filter,
i.e., Za(ω)≈ω2L2a/Z0 (similar to the way presented in
Ref. 84). The finite inductance La of the short-circuit
converts voltage fluctuations δV emitted from the at-
tenuator into current fluctuations δI = δV (ıωLa)
−1. Via
the mutual inductance Ma between antenna and SQUID
loop, these current fluctuations cause flux fluctuations
δλ=MaδI/Φ0. Using the transfer function in Eq. (C1),
we calculate the resulting change in transition frequency
to
δωq(λ
?) = D(1)λ,z(λ?)× δλ
= D(1)λ,z(λ?)
Ma
Φ0
δV
ıωLa
. (C2)
This equation shows that thermally induced voltage
fluctuations indeed lead to fluctuations δωq of the qubit
transition frequency. To calculate the resulting dephas-
ing rate we use the spectral function
〈δωq(t)δωq(0)〉ω =
[
D(1)λ,z(λ?)Ma
ωLaΦ0
]2
〈δV (t)δV (0)〉ω
=
[
D(1)λ,z(λ?)Ma
ωLaΦ0
]2
Re{Za(ω)}S(ω)
=
[
D(1)λ,z(λ?)
Ma
Φ0
]2 S(ω)
Z0
(C3)
of these fluctuations. Here, we use the fluctuation dis-
sipation theorem 〈δV (t)δV (0)〉ω = Re{Za(ω)}S(ω) [85,
86] to relate the voltage fluctuations to their power
spectral density. The expression 〈δV (t)δV (0)〉ω dis-
plays the spectral weight of the fluctuations with units
dF
coaxial
cable
Ma
La
dV
dI
Figure 10. Sketch of the short-circuited antenna line, which
converts voltage fluctuations δV into flux fluctuations δΦ in-
side the SQUID loop of the transmon. The region forming the
short-circuit has an inductance La and a mutual inductance
Ma to the SQUID loop. The propagating thermal fields are
guided through a coaxial cable to the sample and are thus
only located on the antenna structure.
V2/Hz. The fluctuations of the qubit transition fre-
quency defined in Eq. (C3) lead to random fluctuations
δϕ(t) =
∫ t
0
dt′δωq(t′) of the qubit phase relative to its
mean phase ϕ¯ in a rotating frame. Assuming thermal
states to be Gaussian [31, 33] and 1/f contributions to
be negligible, the phase fluctuations in turn lead to a
single exponential decay function [76]
〈σˆ−(t)σˆ+(0)〉 ≈ exp
[−γ2t−〈δϕ2〉/2]
= exp
[
−γ2t− 1
2
∫ ∫ t
0
dt1dt2〈δωq(t1)δωq(t2)〉
]
= exp
[
−γ2t− 1
2
[
D(1)λ,z(λ?)
Ma
Φ0
]2 S(ω)
Z0
t
]
. (C4)
Here, we make use of the fact that the correlation func-
tion 〈δωq(t1)δωq(t2)〉 is a δ-function at low frequencies.
The additional decoherence due to thermal states on the
antenna line is therefore given as
γ(1)ϕ =
[
D(1)λ,z(λ?)
Ma
Φ0
]2 S(ω)
2Z0
≈
[
D(1)λ,z(λ?)
Ma
Φ0
]2
kBTa
Z0
.
(C5)
The approximation on the right-hand side of Eq. (C5) re-
flects the low-frequency limit by setting S(ω 7→0) = kBTa,
which shows that dephasing due to propagating thermal
fields is expected to increase linearly with the tempera-
ture Ta of the black-body radiator.
The above derivation of the qubit dephasing rate
is equivalent to the result derived from the spin-
boson model, where the dephasing is defined as [84]
γ
(1)
ϕ = 2piαS(ω 7→0)/~. Here, the dimensionless dissipa-
12
tion parameter α is defined as [31]
α ≡ Rq
Z0
[
~D(1)λ,z(λ?)
∂λ
∂Φ
Ma
Φ0
]2
=
~
2piZ0
[
D(1)λ,z(λ?)
Ma
Φ0
]2
(C6)
and Rq≡h/4e2 is the resistance quantum for Cooper
pairs. We note that the spin-boson model can be ap-
plied to calculate the dephasing rate because the antenna
creates an ohmic environment if modeled as an LR-filter
and because thermal noise has no 1/f contribution.
Second-order coupling When the transmon qubit is
operated at the flux sweet spot, dephasing can be dom-
inated from intensity fluctuations coupling in second-
order to the qubit. These second-order fluctuations
δλ2 ≡ δΦ
2
Φ20
=
M
(2)
a δI2
~ωq,0
=
M2a
L`
δI2
~ωq,0
(C7)
are normalized to the relevant energy scale ~ωq,0 of the
qubit and scale with the second-order mutual inductance
M
(2)
a =M2a /L` due to the inductive energy E` = Φ
2
0/2L`
of the SQUID loop with inductance L`. The intensity
fluctuations induce fluctuations δωq =D(2)λ,zδλ2/2 of the
qubit transition frequency leading to dephasing based
on the system Hamiltonian Hsys defined in the previous
paragraph. The frequency fluctuations are characterized
by the second-order derivative of the qubit transition fre-
quency
D(2)λ,z(λ?) ≡
1
~
∂2Hq(λ)
∂λ2
∣∣∣∣
λ?
= −pi
2ωq,0
2
√
cos(piλ)− pi
2ωq,0
4
sin2(piλ)
cos3/2(piλ)
∣∣∣∣
λ?
. (C8)
Using this transfer function as well as δV 2 = (ωLa)
2δI2,
we can characterize fluctuations in the qubit transition
frequency similar to Eq. (C3) as
〈δωq(t)δωq(0)〉ω =
[
D(2)λ,z(λ?)
2
]2
〈δλ2(t)δλ2(0)〉ω
=
[
D(2)λ,z(λ?)
2
M2a
L`
1
ω2L2a
]2
〈δV 2(t)δV 2(0)〉ω
(~ωq,0)2
=
[
D(2)λ,z(λ?)
2
M2a
L`
1
ω2L2a
]2
Re{Za(ω)}2 S
(2)(ω)
(~ωq,0)2
=
[
D(2)λ,z(λ?)
2
M2a
L`
]2
S(2)(ω)
(~ωq,0)2Z20
. (C9)
where S(2)(ω) is the second-order spectral density defined
in Eq. (7). To derive the dephasing rate using Eq. (C9),
we have to consider the statistical properties of S(2)(ω).
Because the intensity fluctuations are not Gaussian dis-
tributed [31], applying an approach similar to the one
in Eq. (C4) to calculate the dephasing rate from second-
order thermal fields is not valid in general. Performing
only first-order pertubative analysis, we can, however, as-
sume that the second-order fluctuations are Gaussian dis-
tributed with a width that is defined by S(2)(ω). Then,
we find the additional dephasing rate due to second-order
noise
γ(2)ϕ,a =
[
D(2)λ,z(λ?)
2
M2a
L`
]2
S(2)(ω)
(~ωq,0)2Z20
≈
[
D(2)λ,z(λ?)
2
√
3
M2a
L`Z0
]2
︸ ︷︷ ︸
α(2)
[
kBTa
~ωq,0
]2
︸ ︷︷ ︸
r
2pikBTa
~
, (C10)
taking the low-frequency limit S(2)(ω 7→0)≈ 2pik3BT 3a /3~
obtained from Eq. (7). Just as the first-order dephasing
rate, the second-order dephasing rate is equivalent to an
approach based on the spin-boson model when using the
second-order dissipation factor α(2). When comparing
Eq. (C10) to Eq. (C5), we see that second-order thermal
noise is suppressed by the factor r if the thermal energy is
lower than the qubit energy. Hence, we have to use tem-
peratures Ta> ~ωq,0/kB or work at the flux sweet spot
to observe the T 3 law.
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