Soft X-ray microscopy allows one to study nanoscale heterogeneities in dry and wet environmental science, biological, polymer, and geochemical specimens. Recent advances in instrumentation at the X-1A beamline at the National Synchrotron Light Source at Brookhaven National Laboratory are described. Spectromicroscopy data analysis methods including component mapping and principal component analysis (PCA) are then discussed.
Introduction
Scanning transmission X-ray microscopy is used for high resolution imaging, and X-ray absorption spectroscopy of small regions. At Stony Brook, we use the method for a wide range of studies of environmental and biological systems, often in collaborations. In this paper, we outline recent advances in instrumentation and analysis methods used in these studies.
Microscope Instrumentation
Scanning transmission X-ray microscopes (STXMs) deliver full spatial resolution only when illuminated with a source of high spatial coherence. They are therefore well-suited to use with undulator sources at low-emittance storage rings. The X-ray ring at the National Synchrotron Light Source at Brookhaven National Laboratory has a soft X-ray undulator (X-1) that delivers quasi-monochromatic flux into a few spatial modes vertically, and about a hundred spatial modes horizontally. We have a beamline (X-1A) that delivers ∼ 2 spatial modes to each of two separate microscope endstations, while allowing more than half the beam to be used by a neighboring spectroscopy beamline (X-1B). The original beamline used one monochromator with two exit slits, 1 which has since been replaced with a new pair of beamlines that have higher energy resolution, independent monochromators for each microscope endstation. 
Zone plate optics
These scanning transmission X-ray microscopes make use of Fresnel zone plate optics to produce a high resolution focused probe. Our zone plates are fabricated using electron beam lithography in a collaborative program 3, 4 with Don Tennant of Agere Systems (formerly Lucent Technologies Bell Labs). In the past year, his laboratory has taken delivery of a JEOL JBX-9300FS electron beam lithography system. Tennant has already used this machine to draw 18 nm lines in ZEP 520 photoresist with the 100 keV beam, and he has demonstrated that the patterning accuracy is 7 nm (3σ) over a 400 µm writing field. This performance is achieved through the use of dynamic compensation of focus, stigmation, and placement. Present efforts by A. Stein and M. Lu of Stony Brook are aimed at exploiting this system for soft X-ray zone plate fabrication; optical testing is now underway of zone plates with 160 µm diameter and 30 nm outermost zone width.
Microscope systems
The X-1A beamline has three STXMs in operation. One of these is a cryoSTXM which is used to study * Present address: Pfarrwiesengasse 11/1/3, A-1190 Wien, Austria.
radiation-sensitive specimens at −160
• C temperature. At these temperatures, radiation-induced mass loss is greatly reduced, and plunge-freezing in cryogens such as liquid ethane provides good structural preservation in biological specimens. 5 This system has also been used for demonstrations of tomographic imaging, including a reconstruction of a frozen hydrated fibroblast at approximately 100 × 100 × 250 nm resolution. 6 Recent studies with the cryoSTXM by T. Beetz of Stony Brook have centered on a more detailed understanding of the effects of temperature on bond damage in near-edge spectroscopy.
Two new room temperature microscopes of identical design have recently entered operation.
7 One of these is used primarily for carbon edge imaging and spectroscopy, while the other shares beamtime with the cryoSTXM and is used primarily in the 400-800 eV energy range. These microscopes have zone plate optics and order sorting apertures on kinematic mounts for easy removal and replacement, and an improved piezo stage (PI-731) with lower positional noise (< 5 nm) and significantly better field positioning (no measurable errors in ∼ 30 nm resolution Michelson interferometer tests). The visible light alignment microscope, and up to two different X-ray detectors, are all mounted on a motorized platform for rapid, reproducible positioning. This has allowed us to use spatially segmented detectors in a straightforward fashion, since one can take a scan where the detector (rather than the specimen) is scanned to evaluate its properly aligned position.
Detectors
Photon counting gives the best signal-to-noise when detecting X-ray fluxes that produce signals of fewer than about 10 6 photons per second. In collaboration with G. Smith of the Instrumentation Division of the Brookhaven National Laboratory (ID-BNL), M. Feser et al. of Stony Brook have developed a low pressure proportional counter with essentially zero electronic noise, and a sensitivity for carbon edge X-rays limited primarily by absorption in a 100-nm-thick silicon nitride window. 8 This detector is used for C-XANES spectromicroscopy experiments at Stony Brook.
Imaging modalities such as differential phase contrast, 9 Nomarski differential interference contrast, 10 and dark field imaging [11] [12] [13] [14] require the use of a spatially configured detector. (One can also record the full microdiffraction pattern from each pixel Fig. 2 . Scanning transmission X-ray micrograph of a silicon nitride window corner acquired at 520 eV using a segmented silicon drift detector. Each of eight detector channels was recorded separately, all during one scan. Each image is accompanied by its corresponding detector segment, viewed from the incident beam direction. Refraction of the focused X-ray beam by the sloped wall edges of the window frame is shown in particular in the upper right and lower left images. The sharp edges of the silica dust speck located near the window corner are particulary well highlighted by the outermost detector segment which yields a darkfield image.
silicon drift detector (see Fig. 1 ) with low noise readout electronics. 7 This detector operates at room temperature without any entrance window, and has a noise equivalent of about five photons per pixel at 1 millisecond dwell time. An example of the information this detector delivers is shown in Fig. 2 , illustrating the phase advance X-ray beams experience in solids. 17 
Spectromicroscopy Analysis
Soft X-ray transmission microscopes can combine high spatial resolution imaging with high energy resolution absorption spectroscopy. 18, 19 These capabilities are used for a number of investigations in environmental science, biology, geochemistry, polymer science, and other fields. We wish to discuss here some methods that can be used for analysis of these specimens.
In the X-ray microscope, we obtain images (maps of transmitted flux I) according to the Lambert-Beer law for absorption:
where I 0 is the incident X-ray flux, µ is a linear absorption coefficent for a specific material, and t is the thickness of that material. In fact, the absorption coefficient µ(E) is photon-energy-dependent, with a general ∼ 1/E 3 dependence on photon energy E, and steplike changes on either side of X-ray absorption edges. The soft X-ray absorption coefficients µ(E) for all elements are well known and tabulated 20 at photon energies more than about 30 eV away from absorption edges, so one can use µ/ρ to obtain quantitative measurements of the mass per unit area ρt of an element from images obtained at absorption edges.
21,22
Beyond elemental mapping, one can also obtain chemical state sensitivity by using XANES resonances near absorption edges. For a thickness t of a single material, a measurement of the transmitted flux I(E) relative to the incident flux I 0 (E) provides a means to calculate the energy-dependent optical density:
If, however, we measure the optical density not over a continuous energy range E but at some set of n = 1 K N discrete energies E n , we then measure
for each of the n = 1 K N photon energies. Let us next consider a mixture of s = 1 K S different materials; our total measurement of optical density D n at one-photon energy is given by the combined absorption of all the materials, or
Finally, if we carry out this measurement not from a single homogeneous mixture but from heterogeneous pixels p = 1 K P indexed by p = i column + (i row − 1) · (#columns) in an image, the optical density measured at one pixel p is given by
When all N photon energies are considered, we see that we have a data matrix
or D N ×P = µ N ×S · t S×P .
Mapping from known spectra
A common mode of operation for the X-1A microscopes is to take a series of images at different photon energies. Due to deviations from perfect straight-line motion in the translation stages used to compensate for changes in zone plate focal length with photon energy, these images must then be aligned to each other to yield a "stack" of spectrum image data 23 in position and energy, or (x, y, E). When we acquire such a series of images at different photon energies N , we are in fact measuring the data matrix D N ×P . If we know the exact absorption spectrum µ NS for each of the s = 1 K S components in the sample, then we can find the spatially resolved thicknesses of the components by matrix inversion:
The inversion of the matrix µ N ×S can be accomplished in a robust fashion using singular value decomposition (see e.g. Ref. 24 ). This method for composition mapping was first applied to X-ray microscopy by Zhang in work with Balhorn et al. on measuring protein and DNA concentrations in animal sperm. 25 In that work, images at N = 6 different photon energies were individually acquired at energies between 281.8 and 302.4 eV. In this earlier work, the images were aligned to each other "by hand," by observing the difference signal between two images and adjusting an (x, y) shift to minimize its appearance. This procedure yielded a data matrix D N ×P , and measurements of the absorption spectra of a thin film standard of DNA and of bovine serum albumin (as a representative protein) made it possible to obtain quantitative maps of the matrix t S×P for S = 2 components over P ≈ 40, 000 pixels. Similar procedures have since been used by a number of investigators.
To obtain quantitatively accurate components maps t S×P = µ −1 S×N · D N ×P we must make sure that the data matrix D N ×P is free from significant errors. For this to be true, we must work hard to minimize second harmonic contamination from the monochromator. When the X-1A beamline monochromator is tuned to 300.0 eV, some 600.0 eV light is also present at the exit slit. An imperfectly absorbing central stop (see Fig. 1 ) will allow some of this 600 eV light to reach the specimen plane. Futhermore, if the zone plate has a line:space ratio other than exactly 1:1, it will exhibit some second diffraction order focusing and this will be coincident with the first diffracted order focus. These effects would produce a weakly absorbed signal generating twice as much ionization in our detector, and would cause us to overestimate X-ray transmission and thereby underestimate X-ray optical density D at XANES resonance peak energies (see e.g. Ref. 26 ). Our approach to filtering out the 600 eV contribution is to make the X-ray beam reflect off of two fused quartz mirrors at about 40 mrad grazing incidence angle each.
2 However, the surface roughness of these mirrors should be very small compared to the λ = 2-4 nm X-ray wavelengths we use. This requires careful, stress-free mounting (so as to avoid mirror curvature which would otherwise produce aberrations affecting the coherence of the zone plate illumination) of highly polished mirrors. An ultrahigh vacuum chamber and mirror positioning system for this purpose has been designed by M. Carlucci-Dayton et al. of Stony Brook, 27 and this improved order sorting apparatus has been installed for one of the two microscope endstations.
Principal component analysis
With automated data collection and alignment, we now often have data sets D N ×P at N = 100-150 photon energies with P > 100, 000 pixels. Especially when "natural" specimens such as those encountered in environmental science or biology are studied, we may not know ahead of time the spectra µ −1 S×N of all S components in the specimen, leaving us unable to determine component thicknesses from
Fortunately, more powerful methods of spectroscopic data analysis exist. Principal component analysis was first developed in the social sciences decades ago, but it has proven to be very powerful in chemical analysis (see e.g. Ref. 28 ). It has also been used for spectrum imaging in electron microscopes equipped with energy loss spectrometers, 29, 30 and its use in X-ray microscopy has been explored by P. King 
33,34
Principal component analysis is based on examination of the covariance matrix Z N ×N = D N ×P · D T P ×N formed from the data matrix D N ×P and its transpose. The covariance matrix Z N ×N therefore measures the correlations between images at various energies, and because the correlation of the image at energy n 1 with n 2 is the same as the correlation of n 2 with n 1 , the covariance matrix Z N ×N is symmetric. Assuming that we will find S abstract distinguishable components, we then wish to find the s = 1 K S eigenvalues λ(s) and eigenvectors r(s) N ×1 which characterize the covariance matrix:
The eigenvectors r(s) N each have N points, just like absorption spectra µ N ×S , so we will call them eigenspectra. If we sort the results in order of decreasing magnitude of the corresponding eigenvalues λ(s), we then form an eigenspectra matrix
where the leftmost column contains the principal eigenspectrum (the spectrum that is most in common with all the spectra from all the pixels in the data matrix D N ×P ). We therefore find that a column matrix C N ×S abstract is calculated directly from the data with no assumptions made about what the abstract components s = 1 K S abstract are. Once the column matrix C N ×S abstract of eigenspectra has been calculated, we can also obtain eigenimages associated with each of these spectra. Our expectation is that the data matrix is the result of D N ×P = µ N ×S · t S×P , where S refers to actual components with spectra µ N ×S and thicknesses t S×P . Our solution C N ×S abstract gives us eigenspectra corresponding to abstract components S abstract , and we therefore expect to find eigenimages R S abstract ×P associated with our data matrix:
Because the eigenspectra C N ×S abstract are orthogonal, the inverse of C N ×S abstract is just its transpose, and so we can obtain the eigenimages from
We now consider an example of principal component analysis. Milk is a biological colloid consisting of about 85% water, 5% lactose, 4% lipids, 3% of various proteins (primarily casein), and other components. Following data set alignment and normalization, eigenspectra C N ×S abstract were calculated in about a minute's time using the standard eigenvector solution routine available in the software package IDL (Research Systems Inc.) on a Pentium/Linux computer. In Fig. 3 , the first 30 eigenvalues are shown of a carbon-XANES milk data set D N ×P with N = 200, acquired from a fewmicrometer-thick milk layer sandwiched between two 100-nm-thick silicon nitride windows. 35 The first eigenspectrum looks very much like a typical carbon XANES absorption spectrum, and in some sense it represents an average of all the different spectra contained in the data set D N ×P . The second eigenspectrum represents the most dominant difference from the average, and subsequent eigenspectra give successive spectral differences. As can be seen in Fig. 3 , the eigenvalues decline quickly from s = 1 to s = 5, so that by the time we get to s = 6 and beyond the eigenspectra and eigenimages simply reflect nonsignificant variations in photon statistics noise in the data set D N ×P . We can therefore limit the eigenspectra and eigenimage solutions to S abstract = 5 components in this case, and we call these our principal components. Because the eigenspectra are orthogonal, we can represent the spectrum at any point in the data matrix D N ×P with some linear combination of eigenspectra C N ×S abstract . To do this, we must find a transformation matrix between eigenspectra C N ×S abstract , and the spectra of actual components µ N ×S . This transformation (a rotation in multidimensional space) is given by
With this transformation matrix, we can map the eigenspectra C N ×S abstract onto the observed spectra with
and we can calculate actual component thickness maps t S×P using
However, we see that this method requires us to know all of our actual component spectra µ N ×S from the outset, whereas if this were indeed the case we might simply obtain thickness maps from t S×P = µ −1 S×N ·D N ×P . The power of PCA is that because the eigenspectra are calculated without advance knowledge of all that is in the specimen, we can obtain information about additional spectromicroscopic components in a data set D N ×P starting from incomplete knowledge about the specimen. While we have only begun to develop a procedure appropriate for Xray microscopy data sets, approaches appropriate for other types of data are well established.
28 A variation of partial least squares (PLS) regression 28, 36 might involve using known spectra to define an initial basis set, and then calculating subsequent eigenspectra corresponding to the most significant components other than those that are known. In this approach, eigenspectra are found one at a time and the covariance matrix Z N ×N is subsequently reduced before the next eigenspectrum is found.
Conclusion
Soft X-ray spectromicroscopy provides a new set of tools for nanometer scale characterization of chemical heterogeneities. This is being used in environmental science, polymer research, biology, and geochemistry, among other fields. At present, most efforts in quantitative chemical state mapping have concentrated on systems where spectra can be obtained from purified versions of all the specimen's components. Especially with natural specimens, all components may not be known ahead of time, but methods such as principal component analysis may provide the right sort of tools to separate unknown from known components as a first step towards their subsequent identification based on location and/or spectral signatures.
