Abstract. In this paper we introduce a new minimal-variable, second order, numerical method to solve isospectral flows. The algorithm is shown to be isospectral for general isospectral flows and Lie-Poisson when the isospectral flow is Hamiltonian. Moreover, the method is intrinsically defined for isospectral flows on quadratic Lie algebras and symmetric matrices.
Introduction
Isospectral flows are a well-studied class of dynamical systems. The interest in isospectral flows is related to the theory of integrable systems and their Lax formulation as isospectral flows [13, 3, 12] . On the other hand, Lie-Poisson systems on reductive Lie algebras can be seen as isospectral flows. The origin of Lie-Poisson system is given by the Poisson reduction of canonical Hamiltonian systems on Lie groups, [6] . Classical examples of Lie-Poisson systems are the rigid body [11] , the heavy top and the incompressible Euler equations [1] . At the state of art, well established theories on numerical methods for both isospectral and Lie-Poisson systems exist in literature. Among the integrators for isospectral flows, we mention the RK-MK methods [10] . For Lie-Poisson systems various symplectic algorithm have been developed (see [7] for a recent survey).
Isospectral flows are defined as the first order ODE:
Here, [·, ·] denotes the matrix commutator, V is a linear subspace of the Lie algebra gl(n, C), and the function B : V → n(V ) maps into the normalizer algebra n(V ).
The most studied case in literature is when V = Sym(n, R) is the space of symmetric real matrices, for which the normalizer is the Lie algebra of skew-symmetric real matrices n(V ) = so(n). For Lie-Poisson systems we have that V = g is a Lie subgroup of gl(n, C), for which the normalizer is the subalgebra itself n(V ) = g. In the recent work [9] , it has been introduced a new class of numerical methods called Isospectral Symplectic Runge-Kutta (IsoSyRK) to solve (1) . In the case of Lie-Poisson system these schemes are known to be symplectic. In this paper we provide a constructive proof that for the symplectic midpoint method, the respective IsoSyRK of [9] is isospectral for any B = B(W ). Moreover, we derive a simpler scheme reducing to half the number of unknowns up minimality. The resulting integrator, although implicit, is second order, isospectral and symplectic when the isospectral flow is Lie-Poisson. Furthermore, only one evaluation of B(·) and two matrix multiplications are required, making the scheme very efficient.
In the last section of this paper, we show some numerical examples of our scheme and we compare it with the spherical midpoint method, which is an other example of minimal-variable Lie-Poisson integrator in R 3 . 
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Main result
Let us consider an isospectral flow of the form (1) . Conditions under which the flow remains in a linear subspace V of gl(n, C) are intrinsically connected to the gl(n, C)-normalizer of V . We recall here its definition: Definition 1. Let G be a Lie group and g its Lie algebra. Furthermore, let V ⊆ g be a linear subspace. Then the set
We recall now the definition of a J−quadratic Lie algebra.
Definition 2.
A Lie subalgebra g of gl(n, C) is called J−quadratic Lie algebra, if there exists a matrix J, such that where J 2 = cI for some c ∈ R and
is a J−quadratic Lie algebra and let B : gl(n, C) → n(V ) smooth. Then, for every h ≥ 0, the numerical scheme:
is a second order isospectral integrator for (1) . Moreover, when (1) is a Lie-Poisson system on some J−quadratic Lie algebra g, then (3) is a Lie-Poisson integrator for (1) . Remark 1. The fact that (3) is of minimal-variable means that the only unknown is W , which has the same amount of parameters of dim(V ).
Proof. Consider the second order isospectral symplectic midpoint method as defined in [9] :
for n ≥ 0. The numerical method (4) has been constructed in [9] in such a way that when B(W ) = ∇H(W ) † , for some functions H : gl(nC) → n(V ), the method is a Lie-Poisson integrator on V . Due to this, the method nearly conserves the Hamiltonian H and the spectrum of W .
To prove that for any B : gl(n, C) → n(V ) the method is isospectral on V , consider the following identities:
Applying these to (4) we get, after some computations, the following scheme:
This proves the isospectrality of (3). In fact, since Id − 
, where Cay is the Cayley transform [4] . In conclusion, we have found that the isospectral symplectic midpoint method is equivalent to:
for W satisfying the firs equation of (3). From (5) we also get that when n(V ) is a J−quadratic Lie algebra, then the scheme (3) is intrinsically defined on V .
Remark 2. We notice that the scheme (3) is somehow similar to the modified implicit midpoint rule introduced in [2] . However, in their scheme, W was set to be Wn+1+Wn 2 which does not hold in general while solving (3). In fact, even though the scheme in [2] is isospectral, it is not in general symplectic.
Remark 3. The scheme (3) can be derived in a different way, as proposed in [7] . The construction there is more general and our scheme can be recovered choosing as a retraction map the Cayley transform instead of the exponential map, as shown in [7] . This surprising connection opens up a question about a geometrical description of the methods proposed in [9] : does for any s-stage symplectic RungeKutta method exist s retraction maps as in [7] , such that the induced Lie-Poisson integrator is the same obtained in [9] ?
Numerical examples
In this section we present some applications of (3) on some important isospectral flows and Lie-Poisson systems from the literature. We also compare our method in the case of R 3 with the spherical midpoint method, showing that (3) has the same computational cost. The figures present in the example show, as expected, when the flow is Hamiltonian, near conservation of the Hamiltonian and exact conservation (up to round-off errors) of the Casimir functions.
3.1. The generalized rigid body. The most classical example among Hamiltonian isospectral systems is the generalized rigid body. It represents a class of completely integrable systems on so(n), for every n ≥ 1, [5] . The Hamiltonian is given by
where I : so(n) → so(n) is a symmetric positive definite inertia tensor. The equations of motion are thenẆ
We discretize this system for n = 10. Our implementation uses Newton iterations for the non-linear system. The inertia tensor is given by
and we use the stepsize h = 0.1. The initial conditions are given by (W 0 ) ij = 1/10 for i < j and
As shown in Figure 1 , the Hamiltonian is nearly conserved and the Casimir functions are conserved up to the accuracy of the Newton iterations.
Evolution of error in Hamiltonian
Evolution of error in Casimirs (eigenvalues) Figure 1 . Casimir and Hamiltonian variation in time T = 100, for the generalized rigid body in so(10) and time-step h = 0.1.
Lie-Poisson systems in R
3 . In R 3 the scheme (3) can be written as:
for w, w n , w n+1 ∈ R 3 and B : R 3 → R 3 . We want to compare (10) with an other popular minimal-variable symplectic integrator in R 3 , the spherical midpoint [8] :
Both methods are implicit and therefore Newton type iterations are needed to solve them. Here we show that they exhibit the same computational cost. The example we consider is the Heisenberg spin chain on R 3N . To do this one has to extend both the schemes (10) and (11) to direct products of R 3 . The Heisenberg spin chain of micromagnetics is defined as:
where w i ∈ S 2 , for i = 1, . . . , N and w N +1 = w 1 . It corresponds, up to scaling, to the spatial discretization of the Landau-Lifschitz PDE:
for w :
We notice that (12) is a Lie-Poisson system on R 3N , wiht Hamiltonian:
Clearly, to get a good approximation of (13) , N has to be large. Therefore, the efficiency of a numerical solver for (12) matters. In figure 2 we show the average time cost for iteration with respect to the number of spin particles of both (10) and (11) . We conclude that the complexity grows similarly. Average time cost for iteration Figure 2 . Average time cost for iteration in seconds, with respect to the number of spin particles, for randomly generated initial values. The blue and the red lines represent respectively the schemes (10) and (11) .
In terms of conservation properties for the two schemes, both conserve up to round-off the linear invariants. Moreover, the spherical midpoint has the advantage to exactly conserve all the quadratic first integrals of the type w † i Aw i , for some square matrix A, whereas the scheme (10) only exactly conserve the quadratic invatiants of the form w † i w i . In figure 3 we compare the schemes (10) and (11) for the initial data given as a equispaced discretization in N = 100 points of the closed spherical curve w(x) = (cos(2πx 2 ) sin(2πx 3 ), sin(2πx 2 ) sin(2πx 3 ), cos(2πx 3 )), for x ∈ [0, 1]. We plot the variation of the Hamiltonian and the momentum M (w 1 , . . . , w N ) = N i=1 w i . 1 We can conclude from figure 3 that the spherical midpoint performs Momentum and Hamiltonian variation for the scheme (11) Figure 3 . Momentum and Hamiltonian variation in time T = 100, for the schemes (10) and (11) , for N = 100 spin particles and time-step h = 0.1.
1 The fact that M is a first integral of (12) is due to the global SO(3) symmetry of the Hamiltonian.
slightly better than (10). However, both the schemes show the desired conservation properties due to their symplecticity.
