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In this paper, we apply the vector space cycle index derived by Kung (Linear 
Algebra Appl. 36 (1981), 141-155) to derive asymptotic expansions of a number of 
quantities for GL(d, 9) and Mat(d, 9) as d --t 00, extending to these groups the 
statistical group theory of tidijs and Turan (Acta Math. Acad. Sci. Hungar. 19 
(1968) 413-435). Among the quantities we will consider are the number of orbits 
under the action of GL(d, 9) by conjugacy, the fraction of matrices that are 
diagonalizable, the expected number of distinct polynomials occurring in the 
rational canonical form (a generalization of the expected number of cycles for the 
permutation group) and the expected degree of the rth highest degree polynomial. 
Cn 198X Academic Press. Inc. 
In the study of the permutation groups S, asymptotic formulas provide 
intuitive insight into their structure and that of a typical permutation. For 
example, one classical calculation shows that the fraction of permutations 
that are derangements (have no fixed point) is asymptotic to l/e as 
n --) cc. Gonchorov [7] showed that the number of cycles is asymptotically 
normally distributed with mean log n and standard deviation (log n)l/*. In 
a series of papers, Erdiis and Turan studied many other functions of 
random permutations [3]. 
A recurrent task in combinatorics is to extend work on S, to the groups 
of linear transformations of a finite vector space (see, for example, [6]). In 
[lo], Kung derives a vector space cycle index (analogous to the Polya cycle 
index for the permutation groups) and uses this cycle index to write 
generating functions for several quantities related to the cycle structure. To 
complement these formulas we will derive asymptotic expansions for several 
quantities in the limit as the dimension d tends to infinity (q the size of the 
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finite field will always be treated as tixed). For example, we will show that 
the fraction of invertible matrices that have no one-dimensional invariant 
subspace is asymptotic to a constant (depending on q). We will also show 
that the expected number of distinct irreducible manic polynomials that 
occur in the rational canonical form of a random invertible matrix is 
asymptotic to log d (with standard deviation asymptotic to log d). 
To obtain the strongest statements in some of our results we will need a 
slight generalization of Kung’s vector space cycle index. We will always 
work over the finite field with q elements GF(q). Let V be a d-dimensional 
vector space over GF(q). An endomorphism (Y of V is said to be cyclic if 
there is a vector u E V such that the iterated images U, cyu, &I,. . . , &ru 
form a basis of V. For any endomorphism (Y of V the theory of rational 
canonical forms (see [9 or 131) provides a decomposition of V into a direct 
sum of a-invariant subspaces on which (Y is cyclic. To fix notation we will 
briefly review this decomposition. 
Let (Y be as above and suppose the characteristic polynomial of (Y is 
char(a; z) = p1(~)Ap2(z)‘Z . . . p,(z)‘“, 
where pi is a manic irreducible polynomial of degree m,. Then V decompo- 
ses into a-invariant subspaces U, = ker(p,( CU)~). On Ui, (Y has characteristic 
polynomial p,(z)h and Q may be further decomposed into cyclic a- 
invariant subspaces. Dropping the i subscript, suppose p(z) = c,, + clz 
+ - - * +C,-lZm-l + zm then we may choose a basis for U in terms of 
which (Y is given by an mj x mj block diagonal matrix 
D( p, b) = diag( y(l), . . . , y(l) ,_v”), . ,. , uc2), . . . , ycr), . . . , y(‘), . . . ), 
bl b2 br 
where b is the partition of j into b, l’s, b, 2’s, etc., and y(‘) is the rnr x mr 
matrix written as an r X r matrix of m X m matrices as 
$‘) = 
y 0 0 *** 0 0 
6 0 y . . . . . 
0 8 Y . . 
- 0 6 0 0 
. . . . . . 0 . Y 
000 ‘6y 
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where y and 6 are the m x m matrices 
-I= 
6= 
0 1 0 0 **. 0 
0 0 1 0 e-0 0 
0 
1 
. . . 
-c,-1 
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The subspaces determined by this block diagonal form for (Y are not 
uniquely determined by a but the partitions b(‘) of ji are unique. So for 
each CY we obtain irreducible manic polynomials pi,. . . , p, (with degrees 
;:j,-.-.*.y, 
mm respectively) with multiplicities j,, . . . , j,, and partitions 
b(“) (b(‘) a partition of ji). We will reserve these letters for these 
quantities, with or without subscripts. 
These parameters are called the invariants of (Y. They parametrize the 
orbits under the action of GL(d, q) by conjugacy. Therefore any function 
of (Y which depends only on the conjugacy class of cx is a function of these 
parameters. It is convenient to define up, b(~) to be one if D( p, b) occurs in 
the rational canonical form of (Y and zero otherwise. The cycle index is 
merely a generating function for the functions a. 
Specifically for invertible matrixes a E GL(d, q) define the vector space 
cycle index to be 
where[q], = (GL(& q)( = (qd - l)(qd - q) . . . (qd - qd-‘). Similarly for 
GL(d, q) acting on Mat(d, q) 
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LEF 1. The ordinary generatingfunctions 6,(u) and 4b,( u) ofpd( q; x) 
and 2, (q; x) are given by 
6,(u) = 1 + 2 2&+(q;x)ud 
d=l 
4gu) = 1 + f &(q;x)ud 
d=l 
(2) 
where p runs over all manic irreducible polynomials (over GF( q)), b runs over 
all partitions of j and cp( b) is the number of invertible j . deg( p) X j * deg( p) 
matrices that commute with D(p, b). 
Proof: It is sufficient to treat the case of Mat(d, q), since (Y E Mat(d, q) 
‘,s in GL(d, q) if and only if a,, b(~) = 0 for all b # (0, 0, . . . ). Therefore 
‘& xz, b = 0) = 6,(u). Let p be a monk irreducible polynomial of 
degree m and b a partition of j. The number r,(b) of endomorphisms in 
Mat(d, q) having rational canonical form D( p, 6) is 
[41mj 
r,(b) = - 
c,(b) . 
The coefficient of xp,, b~~~~pz, b~2, . - * xP,, b(n), (where b(‘) is a partition of ji 
and Cy=, jimi = d) on the right-hand side of (2) is 
Ifi 
1 1 Md 
j=l C ,,(b”‘) = 1411 [qIwjl . . . ~qlmnjnrp,(b’l)) * . . rp,(b(“)). 
To prove (2) we need only show that this is also l/[q], times the number of 
matrices with rational canonical form given by the polynomials pi and 
partitions b(‘). This is clear since 
is the number of ordered decompositions of a vector space V of dimension 
d into a direct sum Vi @ - * . 8 U, such that dim 4 = m, ji and rp,(b(‘)) is 
the number of endomorphisms of 0: having rational canomcal form 
D(pi, b(j)). 0 
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This is _essenti$ly the same proof as that of Lemma 1 in [lo, p. 1441. 
Although 0 and @ are a priori only formal power series (see [12]), for many 
of our specializations we will be able to show convergence. 
LEMMA 2. Let b be a partition of j (into b, l’s, b, 2’s, etc.) and dejine 
d; = b, . 1 + b, . 2 + . . . +b,-,(i - 1) + b,i + b,+li + *.. +b,i. 
Zf m = deg( p ) then 
c,(b) = 7 k$l(qmil - qm(d,-k)). 
Proof. See [lo, pp. 146, 152-154; or 8, p. 4091. 
Note that c,(b) depends only on m and not otherwise on p (hence we 
denote it c,(b)). Note also that c,(b) depends only on q” and not 
otherwise on q and m. Let e^(m) denote the number of manic irreducible 
polynomials of degree m over GF(q) and let e(m) = C(m) m I 2 and 
e(1) = E(l) - 1 = q - 1. Then we have 
where ,u(k) is the number theoretic Mobius function. Setting x*,~ = x,,,~ 
for all p with degree m we regain the results of [lo]. 
CANONICAL FORMS 
Among the quantities considered in [lo] are the number fd of canonical 
forms of invertible -matrices (equivalently the number of conjugacy classes 
in GL(d, q)) and fd the number of canonical forms of arbitrary matrices 
(equivalently the number of orbits in Mat(d, q) under the action of 
GL(d, q) by conjugation). We will show that both these numbers are 
asymptotically cqd, where c is a constant depending on q, as d goes to 
infinity. Since canonical forms are indexed by polynomials and partitions 
we have 
E(u) = 1 + f &ud= I-J 1 + Cpart(j)ujdegp 
d=l P [ i I 
= mfil ker(l - Umk)-e(m) 
= $&G Xp,b = c,(b)), 
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F( 24) = 1 + f fdUd = n 1 + Cpart(j)zPsP 
d=l F+z i 1 
Rearranging gives 
PROPOSITION 3. 3(u) = lIr=,,(l - quk)-’ and F(u) = lIp=,,((l - 
UkMl - 4UkN. 
Proof. The second formula clearly follows from the first and the for- 
mulas above. Further 
- C C e^(m)log(l - umk 
m=l k=l 
= exp f 2 f c ip(j)qm/‘umnk 
i m-1 k=l n=l jlm nm 
so 
i(u) = exp 5 f fq’u’” 
i s-l I=1 i 
= exp 
i 
- g%(l - 4uI)} 
= sijtl - 4usr, 
as claimed. •I 
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COROLLARY 4. fd = qd + t(l/(l - ql’*) + (-l)d/(l + ql’*))qd’* + 
O(qd13) as d + 00. 
Proof. The product given is the previous proposition for F(U) converges 
to a meromorphic function of (u( < 1 with isolated simple poles at 
4 
-1 
94 
-l/2 _ -l/2 
, 4 ,P3,... and no other singularities. Hence the 
asymptotic behavior of fd is determined by the behavior near the poles. 
1 m 
F(u)= - 1 - 
qu 
4 
l-Uk 1 
-- u + q-l, 
k-1 1 
- q&+1 1 
1 
- 
qu 
1 1 * 4 1 - F(u)= Uk I 1 1 -- - 
1 - - qu* qu 1 kc1 1 - ql?+* 2(1 - 41’2) 1 - q1’2u 
u + q-1/*, 
1 1 
2(1 + 41’2) 1 + q% 
u * -q-1/*. 
So since 
Jlu) & 
1 1 1 1 
- - - 2(1 - 41’2) 1 - ql’% 2(1 + 41’2) 1 + ql’% 
is analytic in luj < q- ‘I3 we have 
+ (-Qd 
1 + q1’2 q 
d’2 + O(qd’3). cl 
COROLLARY 5. 
& = A(q)qd + f r’“b::! + (-l~d$-~‘“’ qd’2 + o( qd’j), 
as d + 00, where A(x) = 17r-l(l - xdk)-‘. 
Proof: S+e g(u) = A(u-l)F(u) and A is analytic in 1~1 > 1 the 
residues of F(u) at q- ‘lk differ from those of F(u) by A(qlik). Plugging 
this fact into the preceding calculation gives the stated result. q 
The function A which occurs above (and will recur) is given in Table I. 
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4 A(q)-’ = &(l)~-’ - 
2 3.46214661 3.4621466 
3 1.7853123 3.1873401 
4 1.4523536 3.0634941 
5 1.3152136 2.9921620 
1 1.1950352 2.9126230 
8 1.1635944 2.8880942 
9 1.1408228 2.8690982 
11 1.1100840 2.8415712 
13 1.0903194 2.8225698 
16 1.0711286 2.8030077 
17 1.0664199 2.7980250 
19 1.0586506 2.7896355 
23 1.0475246 2.1172361 
25 1.0434056 2.7125256 
21 1.0399429 2.1685122 
29 1.0369913 2.1650524 
31 1.0344456 2.7620385 
32 1.0332997 2.7606129 
4 lwe 
l+1+2+3+... 
q 4* 4) i 
1 
e1+-- 
2q 
TABLE I 
DERANGEMENTS AND THE NUMBER OF CYCLIC SUBSPACES 
In this section we will extend the results on the expected number of 
cycles in a random permutation to the general linear groups. Although there 
is no unique generalization we will see that for three reasonable choices the 
expected number is log d + O(1) with variance also log d + O(1). This 
result is qualitatively the same as for S, but as we will see the constants are 
different. In the course of this development we will derive most of the 
formulas to be used throughout the rest of the paper and give some simple 
applications. We will first need the following result. 
LEMMA 6. 
$L-= 
qw-1) p/2)Jw 
bt-j ‘mCb) Wli (P - Nq m(i-1) _ 1) . . . (qm - 1). 
Proof Since both sides of the equation depend only on q” and not 
otherwise on q and m we may assume m = 1. In this case 
[q]Jbk #/c,(b)) is the number of nilpotent j x j matrices over GF(q), 
which is also qj(j-‘) by the Fine-Herstein theorem (see [4 or 51). 0 
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Define the functions 
q&(u) = 1 + E c LU 
jzl bkj c,(b) mJ = l+ 
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m qmj(j-l) 
‘Fl [qmljUrnJ. 
From the definition it is clear that these functions will occur whenever we 
evaluate 6y or 4, at xP, b = 1. As an illustration let pd be the probability 
that D(p, b) occurs in the rational canonical form for a uniformly ran- 
domly selected element of GL(d, q). Then clearly 
1 a 
--qu, = -- 
1 - u ax,,, 
1% q4 (3) 
.I$ b’=l Xf, b’ = 1 
441 - 4 4Au> ’ 
where m = deg( p). This simplifies using the following lemma. 
LEMMA 7. 
1 (-l)jumj 
-= 
q&(u) f, j=. q”’ - l)(q”“-1’ - 1) . . . (qm - 1) 
(4) 
is an entire function. 
Proof Since both sides of this equation depend only on urn and q” and 
not otherwise on u, q, or m we may assume that m = 1. For m = 1 the 
function 41(u) is identified in [6, p. 2461 as the Mobius function e,(u). 
Therefore its inverse is the zeta function (also [6, p. 2461) E,(u) defined by 
the stated formula (m = 1). Analyticity is obvious since the coefficients go 
to zero like qpmj212. •I 
PROPOSITION 8. The probability pd that D( p, b) occurs in the rational 
canonical form is 
1 
pd = c,(b)+,(l) + ’ ‘- 
d2/2m+(j-1/2)d asd-t CO. 
Proof. Since cP,(u)-’ is analytic the dominant contribution to pd is 
from the pole at u = 1, hence pd is asymptotic to the constant given. The 
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order of the correction is obtained from the formula (obtained by expand- 
ing (3) in u) 
1 [d/ml-i (-l)k 
Pd= cm(b) kc0  kmk - lh 
M-1) _ 1) . . . (qm _ 1) ' 
since the sum converges with corrections of the stated order. 0 
Similarly if p and p’ are distinct monk irreducible polynomials then the 
generating function for the probability that D(p, b) and D(p’, b’) both 
occur is 
So the probability converges to the product of the individual probabilities. 
A similar result holds for any finite collection of distinct monk irreducible 
polynomials (this independence is a translation of the product form of (1) 
and (2)). 
An interesting quantity defined in [lo] is the number of elements of 
GL(d, q) with no invariant one-dimensional subspaces, denoted H,(q), 
these vector space derangements generalize “derangements” in the permuta- 
tion group, permutations with no fixed points. Since a matrix is a vector 
space derangement if and only if no linear polynomial occurs in its rational 
canonical form, we have (see [lo, p. 1471) 
1 
(1 - U)+r(U)4-l. 
(5) 
Our preceding results give 
PROPOSITION 9. 
H,(q) = [q]d(c#31(l))-(q-1) + O(dq-lqd2(l-l/2(q-1))) asd --, CO. 
Proof: The constant is immediate since (pl(u)-(q-l) is entire. The order 
of the correction terms comes from the formula 
obtained by multiplying out (5). The sum converges with error bounded by 
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&-lq- d2/2(q-1), hence the stated bound. (Better bounds can be obtained 
from the same equation). 0 
We have now developed all the machinery necessary to study the ex- 
pected number of cycles. Here are three reasonable analogs for matrices. 
Let X, be the random variable given by the number of distinct polynomials 
associated with (Y E GL(d, q). Let Yd be the number of polynomials 
associated to (Y E GL(d, q) counted with multiplicity. Let I+‘, be the 
number of cyclic invariant subspaces into which the rational canonical form 
for OL E GL(d, q) divides GF(q)d. Clearly X, 5 W, I Y,. The generating 
function for X, is obtained from g,( q, x) by setting xP, b = x for all p and 
b, for Yd it is obtained by setting x,,, b = xj (where as usual j = Ciibi) and 
for W, is obtained by setting xP, b = x~~~~. Therefore we have the gener- 
ating function for the first two moments as 
ii EX,Ud = ;&q(u; xp,b = X)lxcl, 
d=l 
a a 
2 EX,2ud = axx-$,(u 
d=l X 
1 !; x,,, b 
(6) 
F~~P~SITION 10. 
d [d/ml (m/W([--l) 
EX, = c c (-1)(-r ecm,;qnl =logd+C(q)+O 
m=l I=1 I 
where C(q) is a constant given in (7) below. 
ProojI Carrying out the differentiation in (6) gives 
E EXdud= 
d-l 
d [d/ml ( -l)‘-1e(m)q(m/2)‘(‘-1) 
Exd= c c 
m=l I-1 w% 
= t c (-l)‘-le(m/l)qm(‘-l)/* 
m=l flm LP’I I 
The first sum is log d + y + O(1). The second terms summands are 
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O(q-“/2) for m large, hence the sum converges exponentially and 
EX,= logd+ y 
as claimed. q 
F~~POSITION 11. E(X;) = (log d)2 + (2C(q) + 1)log d + O(1) and 
thus the variance of X, is given by a2( X,) = log d + O(1). 
Proof By our previous comments 
CE( Xj)Ud = &XT& jil [l + (&A4 - I)xl”“‘) 
x=1 
= -L f e(m){ (1 - -&)) - (1 - &))‘} 
1 - u m=l 
+i$[;,++ - ii&J] 
Ex, = Exd _ i c yei y) (-l)‘;‘~~~)~r(~-;‘r::;“‘-~-“’ 
m=2 Ilm r=l 4 
I#1 
l-r4 r 
i+k r(k-1)/2+(m-r)(j-1)/2 x c-1) 4 
[qv”] k [q’m-“/‘] j  . 
The first term was treated above. In the second term the summand is 
O(q-“) for m large (uniformly in I and r) hence this term converges as 
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d + co. In the third term the summand is O(q-“) except when k = 1 or 
j = 1. By symmetry these contribute equally so 
d m-l 
EX;=logd+ c c 
e(r)e(m - r) 
m=2 r=l (q’- mm-’ - 1) 
m=2 r=l jlr 
j+l 
=logd+ t mf’ 
1 
*=2 r=l + - r> 
d m-l 
+a c c 
e(m - r) 44 
e f ( -l)jqe-w 
0 
m=2 r=l jlr 
q”-‘-l-q” l4”jl j 
/+I 
+ o(1). (8) 
The last three sums converge as d + 00. The first converge since le(r)/ 
(4’ - 1) - l/r1 5 q-(1/2)r; the last two converge since the summands are 
bounded by q- (‘/w for r large and r/m(m - r) for r small (say r I m113). 
The inner sum (over r) in the fourth term converges exponentially since the 
terms are O(q-(‘/2)‘). So 
=logdF c 
(-l)‘e(r/j)q(‘/‘)‘(j-l) + o(1) 
r=l jlr bf”/‘l J *  
j#l 
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Similarly, the r summation in the third term of (8) converges to 
d m-l 1 
c I:-[ 
m=2 r=l Iyl 
Finally, 
= (log d)’ + 2y log d + O(1). 
Plugging all these equations into (8) yields 
E(X,2)=(logd)2+ 2y+l+2E c 
(- l)‘e( r/j)qrci-1)/2 log d 
r=l jlr [qr”l j I 
+ o(1) 
= (logd)’ -t (2c(q) + 1)logd + O(1). 
Since a2( X,) = E( Xj) - ( EX,)2 the last formula is immediate from the 
preceding. cl 
PROPOSITION 12. EY, = log d + C,(q) + 0(1/d), EY$ = (log d j2 -t- 
W,(q) + *Wgd + O(l), and a2(Y,) = log d + O(l), where C,(q) is a 
constant given in (10) below. 
Proof: If we replace X, by Yd in the preceding proofs then the only 
terms that change are those with j > 1 (or k or I > 1) all of which are in 
exponentially convergent series. Therefore only the constant C(q) changes. 
Then 
CEyd'dUd- a& fi g '"";,yzPj e(m) 
I m-l j-0 J 1 I .X-l 
_ 1 E e(m) E jq~~(i-l)Umjv 
1 - 24 m-l &(u> j-1 [qmlj 
Let 
LE 
jqmj(i-l) 
Gmtu) j=l [qmli 
Umi = t +$pi. 
j=l 
(91 
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The the proofs above show 
c,(q) = y + E Cal’““’ e ; - 6,,m 
it 1 
qm - 1 
m-l Ipn 1 
= y + f E a{“) e(m) - Sny . 
i 
qm - 1 
i m=l I=1 
00) 
We will show al”‘) = (4”’ - 1) - ‘. Multiplying out Eq. (9) gives the equiv- 
alent equation 
r i (-1) 4 (1/2)m*(r-1) m(/-r)(l-r-1) 
r=O wwA-r 
(l- r) = & = a(“‘. 
4 
Since both sides depend only on q” and not otherwise on q or m, we may 
assume m = 1. Multiplying by (q’ - 1) . . . (q - 1) and sending r to I - r 
gives 
r$o(-l)l-rr( f)qqu/2wl~ = (ql-l - 1). . . (q - 1). 
This equation, however, follows from [6, p. 254, Corollary 31; we have 
io(#-;i f)qq(‘/Zwl~ = ;+o(-I)“( ~)qqw2Pwzr~ 
s-l 
= f(z - l)(qz - 1) a.. (q’-‘2 - 111 
t=l 
= (q - 1) * *. (41-l - l), 
as desired. 0 
Since X, I W, I Y, the preceding results imply 
COROLLARY 13. EW, = log d + O(1) and E(Wi) = (log d)2 + 
O(log d ). 
It is in fact true that EW, = logd + C,(q) + O(1) and EWZ = (logd)2 
+ (2C,( q) + 1)log d + O(1) but these results require a lengthy and unin- 
structive calculation and have therefore been relegated to the Appendix. 
Presumably all three of these random variables are asymptotically normal 
as for the permutation groups but I have not checked this. 
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SOLUTIONS TO POLYNOMIAL EQUATIONS 
The matrices satisfying a fixed polynomial equation with coefficients in 
GF(q), in general, have no analog for permutation groups (the equation 
X“ = 1 does make sense for the permutation group, see [14]), but since 
many interesting classes of polynomials exist we will detour slightly. We 
will show by this method that the fraction of diagonalizable matrices goes 
to zero like 4 -d2/q for arbitrary matrices and q -d2/(q-1) for invertible 
matrices (modulo periodic factors). We will also be able to find the number 
of idempotents or involutions. Let h E GF(q)[Z] by any polynomial and 
let id(h) be the number of matrices (Y E Mat(d, q) which satisfy h(a) = 0 
and let Bd( h) be the number of such (Y E GL(d, q). These are cjearly 
related since for h(Z) = Zkg(Z), where Z t g(Z) B,(h) = B,(g) = Bd(g). 
THEOREM 14. Suppose h(Z) = upl( Z)“l. . . p,( Z)kn, where pi is a manic 
irreducible polynomial of degree m i (with pi f pj for i # j) and a E GF( 4)*. 
Let M = Cyxlmiki = deg(h) then 
jd(h)lqd2 = c(d, 4)4-dZ/M + O(q-d(d+max(m,))/M+Ed) 
for any E > 0, where C( d, q) is periodic in d of period M and depends only on 
{ m,, ki } and n,ot otherwise on h. (If the m, have a common factor r then 
C(d,q) = 0 = B,(h) ford $ 0 (mod r) but otherwise C(d, q) f 0.) 
Proof: If ~1 E Mat( d, q) then h(a) = 0 if and only if the polynomials 
occurring in the rational canonical form for (Y are the pi’s and if b(‘) (the 
partition corresponding to pi) is a partition into pieces not larger than ki. 
so 
M hd(h) 
’ + d?l[qld’ 
d 
= $q( u; xp,(b, ,..., b,,,~ ,_..) = 1, xp,b = 0 otherwise) 
1+ E c 
UmJ 
j-1 (b, ,..., b,,O,O ,.._ )tjcrn,(bl,...,bk,O,...) 1 * 
Notice that thi! has the stated dependence on h and clearly if d f 0 
(mod r) then B,(h) = 0 as claimed. Assume from here on that rid. 
Consider the ith term in the product. By Lemma 2 (dropping the i 
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subscript) 
Cm(b, ,..., b,,O ,--.) = qE:-&b,+2b,+ . ..WJb.+,+ ‘.. +fbiW, 
= q(m,‘k)j2+mbTA,b 
,4 r&1 - 4-“‘L 
where bT is the row vector (b,, b,, . . . , b,-,) and A, is the (k - 1) X 
(k - 1) symmetric matrix with n, m entry 
(Ak)nm = minfn, m)(l - +m(n, m))- 
Since 
@ 
62 l,...,bk-dAk . 
b’ \ k-l/ 
’ b, 
= (b,,... 
b2 
, b,-,)A,-, . + 
L2 
with equality if and only if bj = 0 for 1 I i < k - 1. So A, is positive 
definite and there is an .N> 0 with bTA,b 2 .Np12. Therefore the main 
contribution to the coefficient of u mj for j large is given near bi = 0, 
1 _( i I k - 1, so by Laplace’s method [I, p. 304; or 2, p. 601, 
k-l h 
= A(qm)q-mj2/k 
’ “* bkel!-mq- b,=-a, 
rnbTAkblQ rp - CT1 
b, =j-Es-‘ib, (mod k) 
+o(q- (m/kMi+l)+G )* 
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Let 
x(i; m, k 4) 
(A(q”) k=l 
k-l b, 
. . . E q-mbTA’b,vl rvl(’ - q-lm)-‘, 
bk-1= -m 
k > 1. 
Then, in fact, 
-mj2/k < 
1 
4 - c 
cm@, ,..., b,,o ,...) 
< qvmj2jkx( j; m, k, q). 
- (bl ,..., b,,O ,... )+j 
Since 
c l!I c 1 -= Mi m,j,+ ... +m,j,=di=l (b, ,._., bk,,O ,... )Fj c (b,,--,b,,,O,.-) m, 
= c q-G-l(M?/k,)o(l), 
Wl+ .‘. +m,j,=d 
the maximum occurs near ji = kid/M so it is valid to replace each term by 
its asymptotic form 
%(h) -= c q- 
hid Cm,j,=d 
Z-l(Wt?/ki)lfix(jj; mi, ki, q) 
+ o(q- (l/M)d(d+max(m,))+ed )* 
From the identity 
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we have 
-d’/M 
’ iiX(ji; mi9 k,, 4) 
i-1 
+o(q- (l/M)d(d+maxm,)+ed >* (11) 
Identifying 
1 
C(d,q)= - 
A(q) 
(12) 
Clearly C( d, q) # 0 (for r(d) so we need only show C( d, q) is periodic with 
period M. Adding M to d in Eq. (12) and shifting each ji sum by ki we see 
it is enough to show x( i; m, k, q) is periodic in j with period q, but this is 
obvious from the definition. 0 
COROLLARY 15. Let h(z) = anin,,(z - a,), where the a, are distinct 
elements of GF(q). Then 
q-d2il,(h) = A(q)“-‘l;,(n, d)q-6’” + o(q-WWWl)+=‘), E > 0, 
where 
F,(n,d) = E ..* 
x -,!-mV- - 
~:-:(x,-d/n)2-(~~;:(x,-d/n))2 
x,--co n 
Proof. This is just the specific form of Eq. (11) for mi, k, = 1. 0 
COROLLARY~~. The number of idempotents a E Mat(d, q) is 
i,(Z’ _ z) = A(~)F,(~, d)q’l/2’dZ + o( qWW(d-W~d)h 
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COROLLARY 17. If q # 2k, then the number of involutions (Y E Mat(d, q) 
is 
i,(z” - 
If q = 2k then 
&,(z’ - 1) = f 
1: 1 = ~(~)1;,(2, d)q(b’2)d2 + ~(qWWWl)+=‘)~ 
1 (-ljd 
+1( -Y2) + 91W2) 1 
qWW2 + o( qWWW+~d)~ 
Proof. If q # 2k then Corollary 15 applies with n = 2. If q = 2k then 
Z2 - 1 = (z - 1)2 and the proof of Theorem 14 gives 
l?,(Z’ q-WW2(1 - q-1)-1 . . . (1 - q-b)-1 1 qWW2 
qWW 
= b;d (qb _ l> . . . (q _ 1) q(1/2)d2 + O(q(l’2)d(d-l)+Ed). 
Comparing the coefficient with the formula of Lemma 7 for +i(u) gives the 
stated result. •I 
COROLLARY 18. The fraction of matrices that are diagonalizable is 
q-d2bd = A( q)9-1 Fq(q, d)q-6’9 + o(q-d(d+Wq+=‘), E>O 
and of invertible matrices 
Dd - = ~(~)9-+‘&~ - 1, d)q-d2/(9-1) + o(q-d(d+l)/(q-l)+pd). 
[qld 
Proofi Let h(z) = 17,,G,,,,(~ - a) or h(z) = n,,,,,q,t(~ - a) in 
Corollary 15. 0 
Y 
JORDAN CANONICAL FORMS 
A quantity closely related to the number of diagonalizable matrices is the 
number of matrices that can be put into Jordan canonical form. Let Jd be 
the number of matrices in GL(d, q) which can be put into Jordon canonical 
form and let Jd be the number in Mat(d, q). As before (Y can be put into 
Jordan canonical form if and only if the only blocks D(p, b) which occur 
in the rational canonical form for a have p linear. Therefore we have 
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generating functions 
187 
1+ dt1&~‘=6q (u;x=-o,6=1,xp,b=Ootherwise) 
= c#b,(u)“-’ (13) 
O” Jd 1+ c -ud= & 
d=l [clld 4 (~;x,-,,,=l,x,,,=Ootherwise) 
= G4”. (14) 
To find the asymptotic expansions for the coefficients we need to know the 
poles of $Q(u). 
PROPOSITION 19. 
Proof. In the proof of Proposition 12 we showed that 
1; 
jqdC/-l) 
4,(u) j=l [q”Ij UmJ = m&(U) du 
Integrating and exponentiating gives 
Rearranging this formula, 
= exp - f log(1 - umq-mj) = ,f@ - umq-mj)-l, 
j-1 i 
which completes the proof. 0 
These formulas provide a better method for calculating &,,(u) than the 
Taylor series, explicity show the poles of &(u), and lead to the following 
interesting identity between two of the functions we have seen repeatedly. 
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COROLLARY 20. &n(l) = A(V). 
Returning to EQ. (12) we see that the generating functions are meromor- 
phic in the entire complex plane with poles of order q or q - 1 at 
u = q,qZ,... . These poles then determine the asymptotic behavior. Near 
u = 4, 
1+ c O” &u+;)-9~2(l-$)-9 
d-1 tqld 
-9 
, u --f q. 
These poles give the following leading behavior. 
PROPOSITION 21. The number of matrices which can be put into Jordan 
canonical form satisjes 
4w 
(4 - 2)! 
d9-zq-d + o(&7-3q-d) 
q-d2J:, = f;” ;: &-lq-d + o( &7-2q-d). 
Higher order terms may be readily calculated by taking more terms from 
the pole. 
EXTENSIONS OF THE LENGTH OF THE LONGEST CYCLE 
By judicious use of generating functions and Tauberian theorems Shepp 
and Lloyd [ll] were able to study the asymptotics of the expected length of 
the rth longest cycle of random permutations in S,, and higher moments. 
Let L, denote the length of the rth longest cycle and E,, expectation in S,. 
Shepp and Lloyd showed that L,/n has a limiting distribution with 
moments 
lim Enml = G 
nm r,m, n-+m 
where G, m = jOm(x “-‘/m!)(E(x)‘-‘/(r - l)!)exp{ -E(x) - x} dx and 
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E(x) = jX?‘(e-Y/y) dy. Shepp and Lloyd tabulate G,,, [ll, p. 3481; in 
particular, they give G,,, = 0.62432997 . . . . As a final application of the 
tools we have developed we will show that, in a strong form, these results 
extend to the general linear groups. As in the case of the number of cycles 
there are several reasonable extensions. The same asymptotics hold for all 
of them. Let M, denote the degree of the r th highest degree polynomial 
associated with (Y E GL(d, q). Let Zt4; be the degree of the rth highest 
degree polynomial that occurs with multiplicity one, M:’ the degree of the 
rth highest degree polynomial counting with multiplicity, My the dimen- 
sion of the r th largest a-invariant subspace and M:” the dimension of the 
r th invariant subspace associated to a polynomial. Notice that all of these 
agree if every polynomial occurs with multiplicity one. We will focus on M, 
and treat the others in the Appendix. If r is larger than the total number of 
cycles, polynomials, or subspaces we set the random variable to zero. Let 
Ed denote expectation in S, or GL(d, q) as appropriate and E, the 
expectation if we choose the dimension by a geometric distribution with 
probability (1 - U)U~ that dimension d is chosen. 
THEOREM 22. Let f be any function on the non-negative integers with 
If(j)! < cq@/2-e)j for Some C, E > 0. Then for any i = 0, 1, 2, 3, or 4 
&+d{fh)} - Ed{f(“!“)}] =o, 
in particular, 
lim Ed (@,“))‘) 00 x$-l (E(x))‘-’ 
d-co d” 
=Gr,s=j - 
s! (r-l)! 
exp{ -E(x) - x} dx. 
0 
Proof. We will set up the method of proof for all five proposed 
extensions but only check the details for i = 0. For any case we may write, 
letting P, denote probability under the randomization given above, 
e(m) 
L J 
where Cff?n is the set of partitions that give k polynomials (or subspaces) 
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with degree (or dimension) at least j. For example, 
I 
all partitions m<j, k=O 
m<j, k#O 
CL:; = ;o,o,...)) m>j, k=O. 05) 
all partittions of I 2 1 m>j, k=l 
0 m>j, k22. 
Dropping the superscript and the m subscript on Cifjm we have 
k=l 
Define 
Bj = &log 2 (1 - v)vkmlpU{Mk <j} 
k-l 
and assume for now that there is some D > 0 with 
I I 
Bj - f f < &-(l/% 
m-j 
(17) 
(18) 
for all 1~1 I 1, IuI I 1, and u # 1. Then 
So for any function f with f(0) = 0 (which we may assume without loss of 
generality), 
kzlEu{ f(M,)} vkel = 2 f(j)/+ e-(l-u)tdi 
j=l Bj+l 
and from [ll, p. 3441 we have 
kglE.( f(Lk)} ok-' = ,glf( j)fmefJ e-(l-u)r dt, 
L -lj+l 
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where t, - tj = Czsj P/m. Combining these we have 
I? Lw(~k)) - E,{f(~k)}l uk-l 
k=l 
= ,go(f(j + 1) -f(j))pfJ+le-“-““dt 
/+1 
= &,go(f(j + 1) -f(j))e-(‘-*)(‘“-‘/+l) 
From Eq. (18) we see that this is an analytic function of u for JuI < 1. 
Integrating over a contour 1 u( = R < 1 we obtain 
F’(u) = E,{ f@‘k)) - ‘%{ft”k)) 
= E f(j + 1) -f(j) e-(‘-U)(fm-f/+l) 
j=O 2ri l-u 
J 
du x [e-(l-u)(BJ+*-(f,--I,+l)) - I]- 
uk+l - 
Also from Eq. (18) we see that the summand is bounded by 
wli - UI1-Rp(j + I)‘+~, 
where D’ depends on R and q but not on a. So F(u) is analytic in IuI < 1, 
continuous on 1 uI I 1, and bounded by D” 11 - uI lPR. We also have 
ii b%{f@‘k)} - E,{fbfk)})ud = 2 
d=U 
and hence 
Ed{f(Lk)} - Ed{f(“k)) = $j-Trse -die d(j. 
Since the integrand is in Li the Riemann-Lebesgue lemma implies 
dFw [Ed{ f&c)) - Ed{f(“k)}l = O. 
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To complete the proof we need only show Eq. (18) holds. Combining 
Eqs. (15)-(17), 
m 44 B,=c- 
,=jv-l 
Since there is a C” > 0 with 
and 
we have 
1 
e(m) - ;qm < q(1/2)m, 
and hence 
All three terms give contributions of order q-ji2 or smaller so Eq. (18) 
follows. The other cases are checked in the Appendix. •I 
CONCLUSION 
In our applications of the vector space cycle index of Kung we have 
derived expansions for a number of quantities and we have gained some 
information about the structure of elements of GL(d, q). The analog of a 
cycle in r E S, of length m is seen to be a polynomial p (2) of degree m 
that divides char(a; 2) (equivalently occurs in the parameters given by the 
rational canonical form). From Eq. (1) we see that as qm + co the degree m 
term in 6’,(u) approaches the length m term in the Polya cycle index. 
Further, we see that in this limit polynomials with multiplicity one dominate. 
From these observations one would expect that for large q formulas would 
approach those for S, and quantities that depend primarily on large m 
would be similar to those for S, (and, in fact, we see exactly this pattern). 
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Proposition 9 gives the best example of the 4 -+ cc limit. We saw that the 
fraction of vector space derangements satisfies 
. H,(q) 
~22 Md 
= @r(l)‘-4 
and in the q + cc limit we obtain l/e, the same as for permutations with 
no fixed points. Propositions 10 through 13 show that the expected number 
of cycles agrees qualitatively with that of S, (except that contributions from 
polynomials of low degree change the constants). Theorem 22 shows that 
the highest degree polynomial (longest cycle) being governed by polynomi- 
als of high degree is very similar to the permutation groups. 
Theorem 22 also gives us some idea of the structure of a typical element 
of GL(d, q). For d large we expect (Y E GL(d, q) to have roughly log d 
associated polynomials with highest degree polynomial of degree [G,,, f 
32 - Gf,,1)1/2]d with multiplicity one. From Proposition 8 through Eq. 
we see that the expected number of polynomials of degree m is 
e(m)(l - (p,(l)-‘) or for q large about l/m. 
There are many other quantities that could, of course, be calculated. We 
hope that, for the simplest of these, the methods and formulas in this paper 
will prove useful. For deeper generalizations, such as proving normality of 
the number of distinct polynomials or determining the expected order of a 
matrix, these results may at least provide a start. 
APPENDIX 
There are a few claims in the body of the paper that are nontrivial to 
prove but uninstructive. The proofs of these are presented here. 
(1) In the body of the paper we claim EW, = log d + C,(q) + 0(1/d) 
for some constant C,(q). To show this and evaluate C,(q) we need the 
following lemma. 
LEMMA . 
Proof. Since both sides depend only on q” and not otherwise on q or m 
we may assume m = 1. Then this result says that the number of nilpotent 
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matrices of rank r is given by 
Zb,=j-r 
We shall show this by induction on j. For j = 1 it is obvious. For any j x j 
nilpotent matrix A of rank r we can associate a nilpotent r X r matrix A’ 
by modding out the kernel of A. If A’ has rank s then A is determined by 
the choice of ker A, an injective map ker A’ + ker A and an arbitrary map 
coker A’ + ker A. Therefore, 
r-l 
Nj’= EN,! ‘, q(q- 1)‘~’ 
0 
(j - r)ki, 
q(l/2)(r-s)(r-s-l)+s(j-r) 
s-0 (J - 2r + s)kkm 
= tr - lJkim 
(r - s - l)kim (:I, 
(j - r)kbm 
X (j _ 2r + sjkl”qs(l-ZltS) (by induction) 
= q(q - l)‘q(l/2)dr-l)rk’r 
4 
But 
:(( r; l),(i I i)qq’(j-2’+‘) = (j i ‘),, 
(this comes from the addition formula 
!o( ;)q(;~~)qqe-*-~+~) = (in), 
which is derived by counting the number of n-dimensional subspaces of a 
j-dimensional space which have r-dimensional projection on a fixed 
k-dimensional subspace). So 
as desired. 0 
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Then we have 
2 EWdud 
d-0 
=- 
;)j 1+cc 
[  
M i-1 (qm - I)‘-‘( j - l)kbm j 
m 1 0 j-1 I-1 t4”lj(l- l)kbm 1 4m 
e(m) ~~m(i-~)(j-~-1)/2~[~mj 
I I X=1 
x( 
(4 W-1) - 1) . . . (qml - l)lumj 
qmWO - 1) . . . (q” - l)( qJm - q(.i-Om) . . . ( qjm _ q(j-l’m) . 
so 
EWd = f, C 2 ‘i:’ 
m=l k(m j-1 I=1 
( -l)k-j(qmWWk - 1) . , . (qml/k _ 1)~ 
- (4”‘” - l&2 
. . . (ijm/k _ 
jm/k _ Cj-0,/k 
> 
qWW/k)(qck-R”/k _ 1) 
. . . 
(4 
m/k _ 1) 
= logd+ y 
+ i c i jil 
m=l klm j=l I=1 
I 
(-l)k-j(qm(j-lP _ 1) 
. . . (4 “‘l/k _ I), 
(4 m(j-O/k - 1) 
. (4 m/k - l)(qjm/k _ q(J-Om/k) 
. . . (ih/k - q(j-lh/k)( q(k-i)m/k _ 1) 
, . . (4 > m/k _ 1 
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The sum converges exponentially since each summand is @q-m/2) for m 
large (independently of k, j, and 1). So the stated formula holds with 
c,(q) =Y + ii f 
m=l k=l 
k j-1 
cc 
j=l I=1 
q” - 1 
44 - Sk17 1 (-l)k-j(qN-l) - 1) 
. . . (q”’ - 1)r 
(4 
4-4 - 1) i. . ( qm - I)( qjm _ q(j-Om) * 
. . . 4 em _ q(J-l)m)(q(k-i)m - 1) 
’ *. (qm - 1) 
The calculation of E( Wj) now procedes exactly as for X, since the changes 
made do not affect the exponential convergence needed in the proof. 
Therefore E(Wi) = (log d)* + (2C,(q) + 1)log d + O(1) and a2(W,) = 
log d + O(1). 
(2) In the proof of Theorem 22 checking Eq. (18) for cases was 
omitted. For the A@ we have 
{all partitions} m<j, k=O 
C$t?, = (0,11but (l,O,O,...)) 
I 
mcj, k>l 
m 2j, k=O 
{(LWL..)} m>j, k=l 
0 mkj, k>2 
i 
{all partitions} m <j, k=O 
cpm = 0 m <j, k>l 
{all partitions of k } m 2 j 
Cl’?, = {all partitions with exactly k members of size 2 j/m } 
{all partitions of I < j/m } k = 0 
Ci:jm = 
1 
{all partitions of I 2 j/m } k = 1 
0 k 2 2. 
For cases 1 and 2 we have 
B!*) = 
J & 5 e(m)log[~~,(u~““)/~,(u)l. m-j 
Therefore the calculation given for case 0 goes through with l/+,(u) 
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replaced by 1 - u”/q”&,,(u) in the first case or with l/+,,,(u) + ~(1 - 
l/&J u)) replaced by +,( UU~/~ )/+,,,(u) in the second (since (19) holds). 
For the remaining two cases the same method works for terms with m 2 j 
we need only show 
j-l e(m) 
c -log 
m=l u - 1 
In this case the argument of the logarithm is near one; more precisely 
%A4 - 1 = 
so 
In either case this is bounded by the same sum with CL;!, replaced by 
D k, m = {ah partitions of I with kj/m I I < (k + 1) j/m }. In other words, 
-ml 
I )u- l( c 
ml 
I=(~,~) (1 - q-m)T.* (1 - q-*‘) j [ 1 - ’ 
where (x) is the least integer greater than x. Hence 
4q”) = 
(1 - cm) 
2~v _ llq-+i/m) 
2 CIU - ilq-m(j/m), 
where C = A(q)(l - q-1)-2 is independent of m and j. So for j large the 
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logarithm is evaluated near 1 for all m. Therefore there is a C’ with 
j-l 
= cf C qm-m(i/m). 
ttl==l 
For j - 1 2 m 2 ij we have m - m( j/m) = -m and for m < $j we 
have m - m( j/m) I - 3, so 
This completes the proof. q 
ACKNOWLEDGMENTS 
The topic of this paper was suggested by Dr. Persi Diaconis. Dr. Diaconis also provided 
helpful advice on numerous equations and suggested many of the calculations included in this 
paper. Support during this work was provided by an NSF graduate fellowship. 
REFERENCES 
1. C. M. BENDER AND S. A. ORSZAG, “Advanced Mathematical Methods for Scientists and 
Engineers,” McGraw-Hill, New York, 1978. 
2. N. G. DEBRUIJN, “Asymptotic Methods in Analysis,” Dover, New York, 1981. 
3. P. ERD~S AND P. TURAN, On some problems of statistical group theory, IV, Acra Math. 
Acud. Sci. Hungar. 19, Nos. 3-4, (1968), 413-435. (See also references therein.) 
4. N. J. FINE AND I. N. HERSTEIN, The probability that a matrix be nilpotent, Illinois J. 
Math. 2 (1958), 499-504. 
5. M. GEIUTENHAEJER, On the number of nilpotent matrices with coefficients in a finite field, 
Illinois J. Math. 5, No. 2 (1961), 330-333. 
6. J. GOLDMAN AND G. C. ROTA, On the foundations of combinatorial theory IV finite vector 
spaces and Eulerian generating functions, Stud. Appl. Math. 49, No. 3 (1970) 239-258. 
7. GONCHROV, V. Du domaine d’analyse combinatoire, Bull. Acad. Sci. URSS Ser. Math. 8 
(1944), 3-48; Amer. Math. Sot. Transl. 19 (1950). 
8. J. A. GREEN, The characters of the finite linear groups, Trans. Amer. Math. Sot. SO 
(1955), 402-441. 
9. I. N. HERSTEIN, “Topics in Algebra,” Wiley, New York, 1964. 
10. J. P. S. KUNG, The cycle structure of a linear transformation over a finite field, Linear 
Algebra Appl. 36 (1981), 141-155. 
ASYMPTOTIC RESULTS 199 
11. L. A. SHEPP AND S. P. LLOYD, Ordered cycle lengths in a random permutation, Trans. 
Amer. Math. Sot. 121 (1966), 340-357. 
12. R. P. STANLEY, “Enumerative Combinatorics,” Wadsworth, Belmont, CA, 1986. 
13. H. W. TUFLNBULL AND A. C. AITKEN, “An Introduction to the Theory of Canonical 
Forms,” 3rd ed., Blackie, London, 1952. 
14. H. S. WILF, The asymptotics of eJ’(‘) and the number of elements of each order in S,, 
Bull, Amer. Math. Sot. 15, No. 2 (1986), 228-232. 
