A mathematical model for Cantor coding in the hippocampus.
Recent studies suggest that the hippocampus is crucial for memory of sequentially organized information. Cantor coding in hippocampal CA1 is theoretically hypothesized to provide a scheme for encoding temporal sequences of events. Here, in order to investigate this Cantor coding in detail, we construct a CA1 network model consisting of conductance-based model neurons. It is assumed that CA3 outputs temporal sequences of spatial patterns to CA1. We examine the dependence of output patterns of CA1 neurons on input time series by taking each output and combining it with an input sequence. It is shown that the output patterns of CA1 were hierarchically clustered in a self-similar manner according to the similarity of input temporal sequences. The population dynamics of the network can be well approximated by a set of contractive affine transformations, which forms a Cantor set. Furthermore, it is shown that the performance of the encoding scheme sensitively depends on the interval of input sequences. The bursting neurons with NMDA synapses are effective for encoding sequential input with long (over 150 ms) intervals while the non-bursting neurons with AMPA synapses are effective for encoding input with short (less than 30 ms) intervals.