ABSTRACT. We investigate maps on P 2 and C 3 for which the algebraic degrees of the iterates, Friedland and Milnor ([6]) divided the polynomial automorphisms of C 2 into two families: the elementary maps, consisting of maps for which the degree of the iterates remain constant; the other family, the Hénon maps, formed by maps for which the degree of the m-th iterate is d m , where d is the degree of the map. Bonifant ([1]) found to the contrary several rational maps on P 2 for which the degrees of the iterates grow differently from the elementary maps and the Hénon maps. The problem remained whether the set of possible sequences {d m } of degrees of iterates was uncountable. Ghys pointed out to one of the authors that he thought this set should be countable.
INTRODUCTION
Friedland and Milnor ( [6] ) divided the polynomial automorphisms of C 2 into two families: the elementary maps, consisting of maps for which the degree of the iterates remain constant; the other family, the Hénon maps, formed by maps for which the degree of the m-th iterate is d m , where d is the degree of the map. Bonifant ( [1] ) found to the contrary several rational maps on P 2 for which the degrees of the iterates grow differently from the elementary maps and the Hénon maps. The problem remained whether the set of possible sequences {d m } of degrees of iterates was uncountable. Ghys pointed out to one of the authors that he thought this set should be countable.
The objective of this paper is to show that indeed the set of sequences {d m } of natural numbers for which there exists a rational self map f of P 2 such that deg f m = d m is countable. We also show that there are infinitely many possibilities for the sequence of degrees of iterates of rational self maps of P 2 . Based in a result of Fornaess and Wu ( [5] ), we show that the number of sequences of degrees of iterates of degree 2 polynomial automorphisms of C 3 is finite.
To simplify notation we call A-maps, those rational self maps of P n or those polynomial automorphisms of C n , that behave under iteration either like elementary maps or Hénon maps of C 2 . The complement of the A-maps are the B-maps. We give here the complete list of A and B-maps of the polynomial automorphisms of C 3 of degree 2. The B-maps are classified as follows, B-linear, if the growth of the degree of its iterates is non constant and affine. B-Fibonacci, if the growth of the degree of its iterates follows a d-Fibonacci sequence, {dC m }, i.e., a multiple of the Fibonacci sequence. B-flashing, if the degrees of its iterates grow every second time. Basic-B-maps, if after high enough iterates its degree remains constant. We finish this paper showing that in P 2 the sets of linear and Fibonacci Bmaps are also not empty. We study the dynamical features of two examples of such maps. At least in the Fibonacci case, one of the maps whose dynamics is studied here, is not birational. In both, the B-linear and B-Fibonacci cases, we give examples of maps with a finite and an infinite number of degree lowering curves.
.
BASIC FACTS
In this section we will give some definitions and prove some propositions that will form the basis of our work. We start with the set up for rational maps on P n . Since C n ⊂ P n , every point (x 1 , . . . x n ) of C n will be represented by [x 1 : · · · : x n : 1] as an element of P n . Conversely, a point [ζ 1 : · · · : ζ n+1 ] ∈ P n with ζ n+1 ≠ 0 corresponds to the point (ζ 1 /ζ n+1 , . . . , ζ n /ζ n+1 ) ∈ C n . Points of the complementary set, i.e., those points for which ζ n+1 = 0, are the points at infinity. This illustrates the fact that P n contains n + 1 copies C n j , of C n . Each one of the C n j is given by ζ j ≠ 0, j = 1, . . . , n + 1. Let us consider now rational functions from C n j to C. From above, taking x k = ζ k /ζ n+1 for all k, 1 ≤ k ≤ n and clearing denominators, we can rewrite a rational function ρ = p(x 1 , . . . , x n )/q(x 1 , . . . , x n ) on C n j in the form P (ζ 1 , . . . , ζ n+1 )/Q(ζ 1 , . . . , ζ n+1 ), where P and Q are homogeneous polynomials of the same degree. Hence, its value at a point (ζ 1 , . . . , ζ n+1 ) does not change if we multiply the homogeneous coordinates by a common multiple, and ρ can be viewed then as a function on P n+1 . where A j for all j, j = 1, . . . , n + 1 are homogeneous polynomials of the same degree. Now R is a rational self-map of P n . Since we are interested in studying the growth under iteration of the algebraic degree of an homogeneous self map of P n , we need to cancel all common factors.
Definition 2.1. The algebraic degree d of any homogeneous map
is defined to be the common degree of Q j for all j = 0, . . . , n after cancellation of all common factors.
Since the self maps of P n with algebraic degree 1 do not have interesting dynamical properties, we will assume from now on that d ≥ 2. 
Definition 2.4. Let I R be the set of indeterminacy of R,
We denote by V R = j V j the union of all such maximal irreducible compact complex varieties V j on each of which R has a constant value.
We observe that the union of all such maximal irreducible compact R-constant complex varieties V j is not necessarily finite, nor even countable.
Definition 2.7. For a given point p ∈ P n , a point q is said to be a preimage of p if R is defined at q, i.e., q ∈ I R , and R(q) = p. We will denote the set of preimages of p as R 
Here we count the number of points with multiplicity.
Proof. Let us consider the map
So, we have n + 1 polynomials in P n .
Let us take t = 1, by hypothesis we are assuming that there is no positive 
In this paper we will discuss the growth of the degrees of the iterates of selfmaps R of P n with degree lowering varieties. When there is a degree lowering variety V | = {h j = 0}, all the components of the iterates of R m j +1 vanish on it.
Hence one needs to factor out a power of h j in order to describe the map properly. 
Then i n is finally determined and the number of coefficients C of R is given by ( d+n
Let
We can identify H d with the list of coefficients C. Then H d is given by a set of (n + 1)( d+n n ) coefficients C. Moreover we only consider C ≠ 0, and if we multiply all the coefficients with the same complex non zero number, we get the same map on H d . In other words,
Proof. Let R be a map of degree d with coefficients in X. Let f (z 0 , . . . , z n ) be the Jacobian determinant of its lifting in
. Since by hypothesis rank R < n, f (z 0 , . . . , z n ) must be equal to zero. Now, each of the coefficients of f (z 0 , . . . , z n ) is a homogeneous polynomial in C, therefore its common zero set X is a closed analytic subvariety of
Now, let P d denote the projective space of all homogeneous, not identically zero, polynomials of
Let p, q be strictly positive integers. We define the canonical maps
. We say that the maps in
For every strictly positive integer m, we consider the holomorphic map 
This induces a stratification of H
. Listing all the irreducible components of all these we obtain the sequence
We have shown:
We will show now that there are only countable many sequences {d m } ⊂ N for which there exists a rational map R of degree
, where 
to count the number of possible growth of degrees of iterates we only need to consider {λ 1 , . . . , λ m(s) }. But these are contained in
which is a countable set. ❐
We will prove next that there are infinitely many possibilities for the growth of the degree of the iterates of a rational map F of degree d, d ≥ 2, in P 2 .
Proposition 3.3. Let us consider the map
So, there are infinitely many possibilities for the growth of the degree of a rational self map of P 2 .
Proof. 
Since m varies in N, there are infinitely many possibilities for the sequences of the degrees of iterates of rational self maps of P 2 of any degree.
❐ .
B-MAPS OF P 2
In this section we show the existence of B-linear and Fibonacci maps on P 2 . Furthermore we study their dynamical behavior. 
B-
Before proving the theorem, we will state the following dynamical features of R.
We observe that R has infinitely many degree lowering curves. In fact, the degree lowering curves of R are given by the set {(kz
is not a closed set, since it does not contain all its limit points, namely the set Fix R .
Let us define
From what we have seen above, we can write P 2 as the disjoint union of three sets:
Each one of these sets is forward invariant for R, so we can study the dynamics on each piece separately.
Dynamics on
Fix R . The Jacobian matrix of the map (1) in (t = 1) is given by
so the point [0 : 1 : 1] is the only fixed point where the Jacobian is the identity matrix. We show that in fact this is the only fixed point with an attracting basin. We are concerned with understanding the local dynamics near the other fixed points to gain insight into why they do not have a basin of attraction.
Trying to shed some light on this matter we will move an arbitrary fixed point (0, a) ∈ C 2 , to the origin under a change of coordinates. We expand R in (t = 1) in a Taylor series, and obtain:
If {(z k , w k )} k is an orbit converging to (0, 0) then, since the first coordinate of (3) depends only on z, we use the theory of parabolic dynamics in one dimension (see [2] ) to show that z k → 0 along the positive real axis. In fact, asymptotically, z k ∼ 1/k. If we next consider the second coordinate, we note that 
With this notation we can write Since we are interested in studying the dynamics of R near its points of indeterminacy, we need to define a suitable concept of blow up. Remark 4.5. In other words, the blow up W q of the indeterminacy point q will be the fiber over q in the closure of the graph of R| P 2 \I R in P 2 × P 2 . With this convention, q will not be in the preimage of the points in its blow up. 
Proof. Let {z
The case q 0 = 1 is analogous. ❐
Dynamics on U .
We study next the dynamics of R on U . For this purpose we are going to consider the plane (z = 1). With this new notation,
The map R now can be written as follows:
(4) Proposition 4.7. All the points of U converge under iteration to the line P 1 (z = 0) at infinity, in the following sense:
In P 2 , for all neighborhoods V of P 1 (z = 0) and for all K 
Proof. Without loss of generality, we can assume that
for some large r ≥ 0. Here C 2 w,t is denoting the dependence of C on w and t. Let us pick a compact set K ⊂ U . By equation (4), every time we iterate we are translating the set K by one unit in the t-coordinate. Since K is compact, there
We use the following standard estimate. 
Remark 4.9. (b) is usually written as:
Let U be as defined in (2), and let R be as defined in (1 
]). (a) Let us consider the compact set
It is enough to show that 1/(t + k) → 0 and w
The fact that 1/(t + k) → 0 uniformly on K is clear, since t is bounded. Let us prove next that
On K:
By (5) and (6), we only need to show that
Now,
So, by (7) and (8)
and hence, from Lemma 4.8,
By (8) and (9) k−1 Before going into the proof of this theorem, we state the following dynamical features of R 1.
is the only degree lowering curve of this map. The following remark completes the proof of Theorem (4.11). as we wanted to prove.
By looking at the eigenvalues of this map, we conclude that the fixed points (z, 0) are semi-attracting when |z| < 1, and semi-repelling when |z| > 1. In the case of the point (1, 0), which is precisely the point of intersection of the two lines of fixed points, both eigenvalues are equal to 1. The same thing happens if z = −1. By (12), in (t = 1) the iterates of (−1, w) will be jumping from w to −w, depending on whether the iterate that we are considering is even or odd.
Let us consider now those points z with |z| = 1, and 1 ≠ z ≠ −1; then z = exp(iθ). In this case, by (12),
so for every θ fixed, 0 < θ < 2π, we will have in the plane P We give now some dynamical features of this map,
Remark 4.17. A computer experiment suggests that this map has infinitely many degree lowering curves.
As before, we denote by
, where p 0 is the point of indeterminacy, V = V 0 = (t = 0) is the degree lowering curve, and
, is denoting the k-th preimage of the degree lowering curve V = (t = 0).
We will study now the dynamics of R near the point of indeterminacy. . In (t = 1), the Jacobian matrix at (0, 0) is given by
We show below that an open set of P 2 is attracted to this point.
The set, denoted by P ∇ k,R , of periodic points of period k of the map given by (14) is nonempty, at least for k = 2 and possibly k = 3. In fact, P ∇ 2,R = {[2 : 2 : −1]} ∪ {[−2 : 2 : −1]}, and using the computer we could approximate the periodic points of period three. We suspect that in general P ∇ k,R ≠ ∅ for all k ≥ 3.
Remark 4.20. Before continuing, let us observe that the map (14) is not birational, in fact it is easy to show that generically it is 2 to 1.
As we showed in Proposition 4.19, the points on the line (z = 0) converge under iteration to the point [0 : 0 : 1]. We study next the dynamics of R on 
The proof of this Proposition will be given after the proof of Lemma (4.25).
Remark 4.23. 1. We will show that the convergence is uniformly tangential to the w-axis and uniform on compact subsets W ⊂ V of the form
This case is similar to the case described in (1), because of the symmetry Let K ⊂ V be a compact. We can write K as follows:
where 
We 
It is easy to see that w, t ∈
The following is immediate.
Lemma 4.25. OnB + , the following inequalities are satisfied: We give now some important dynamical features of this map. Before we study the dynamics of this map on P 2 \ I R , we will study its dynamics near the points of indeterminacy. Proof. In (29) we established the general formula for the m-th iterate of R. Now, since we are studying the iteration of R in U , we can write (29) in (t = 1) as follows: 
Re (z) Im (z)
ARe (w m ) ≤ 1 + 1 b ln m = g ln m for all m ≥ m 1 ,(23)with g = 1 + 1/b. Now1. Fix R = {[0 : 0 : 1]} ∪ {[1 : 1 : 1]}. 2. I R = {[1 : 0 : 0]} ∪ {[0 : 1 : 0]}. 3. R(w = 0) = [0 : 0 : 1] ∈ Fix R . 4. R(t = 0) = [0 : 1 : 0] ∈ I R .R m (z, w, t) = t α(m) (w C m−1 z C m−2 t C m−1 , w C m z C m−1 , t C m+1 ),(29)
B-MAPS OF C 3
In this section we show that there are only a finite number of sequences of degrees of iterates for the polynomial automorphisms of C 3 of degree 2. We base our work in the following theorem of Fornaess and Wu.
