Abstract-In this work, we examine the existence and the computation of the Rényi divergence rate, lim ( ), between two time-invariant finite-alphabet Markov sources of arbitrary order and arbitrary initial distributions described by the probability distributions and , respectively. This yields a generalization of a result of Nemetz where he assumed that the initial probabilities under and are strictly positive. The main tools used to obtain the Rényi divergence rate are the theory of nonnegative matrices and Perron-Frobenius theory. We also provide numerical examples and investigate the limits of the Rényi divergence rate as 1 and as 0. Similarly, we provide a formula for the Rényi entropy rate lim ( ) of Markov sources and examine its limits as 1 and as 0. Finally, we briefly provide an application to source coding.
I. INTRODUCTION
Let fX 1 ; X 2 ; . . .g be a first-order time-invariant Markov source with finite alphabet X = f1; . . . ; Mg. Consider the following two different probability laws for this source. Under the first law for sources with memory, in particular Markov sources. Nemetz addressed these problems in [16] , where he evaluated the Rényi divergence rate lim n!1 1 n D (p (n) kq (n) ) between two Markov sources characterized by p (n) and q (n) , respectively, under the restriction that the initial probabilities p and q are strictly positive (i.e., all pi's and q i 's are strictly positive).
The Rényi divergence rate has played a significant role in certain hypothesis-testing questions [14] , [16] , [17] . Furthermore, the Rényi entropy and the Rényi entropy rate have revealed several operational characterizations in the problem of fixed-length source coding [7] , [6] , variable-length source coding [4] , [5] , [13] , [19] , error exponent calculations [8] , and other areas [1] - [3] , [18] .
In this work, we generalize the Nemetz result by establishing a computable expression for the Rényi divergence rate between Markov sources with arbitrary initial distributions. We also investigate the questions of whether the Rényi divergence rate reduces to the Kullback-Leibler divergence rate as ! 1 and the interchangeability of limits between n and as n ! 1 and as # 0. To the best of our knowledge, these issues have not been addressed before. We provide sufficient (but not necessary) conditions on the underlying Markov source distributions p (n) and q (n) for which the interchangeability of limits as n ! 1 and as ! 1 is valid. We also give an example of noninterchangeability of limits as n ! 1 and as ! 1. We also show that the interchangeability of limits as n ! 1 and # 0 always holds. We next address the computation and the existence of the Rényi entropy rate lim n!1 1 n H (p (n) ) for a Markov source with distribution p (n) and examine its limits as # 0 and as ! 1.
The rest of this correspondence is organized as follows. In the following section, we review some definitions and relevant results from the theory of nonnegative matrices and Perron-Frobenius theory. In Section III, we provide a general formula for the Rényi divergence rate between p (n) and q (n) , with no restriction on the initial probabilities p and q, and illustrate it numerically. The result is first proved for first-order Markov sources, and is then extended for Markov sources of arbitrary order. In Section IV, we show that if the probability transition 0018-9448/01$10.00 © 2001 IEEE matrix P associated with the Markov source under p (n) is irreducible and if both the initial probability q and the probability transition matrix Q associated with the Markov source under q (n) are positive (with strictly positive entries), then the Rényi divergence rate reduces to the Kullback-Leibler divergence rate as ! 1. We also show that the interchangeability of limits as n ! 1 and as # 0 is always valid. In Section V, we address similar questions for the Rényi entropy rate and briefly illustrate it with an application to variable-length source coding. Finally, concluding remarks are stated in Section VI.
II. NONNEGATIVE MATRICES
We begin with some results about nonnegative matrices. Most of what follows may be found in [22] and [9] .
Matrices an eigenvalue () which is an analytic function in the neighborhood of 0 and for which ( 0 ) = .
III. THE RÉNYI DIVERGENCE RATE

A. First-Order Markov Sources
We assume first that the Markov source fX1; X2; . . .g is of order
one. Later, we generalize the results for an arbitrary order k. 
is infinite. We also assume that 0 < < 1; we can allow the case of > 1 if q > 0 and Q > 0 (where Q = (q ij )). Before stating our first main theorem, we prove the following lemma.
Lemma 1:
If the matrix R is irreducible, then the Rényi divergence rate between p (n) and q (n) is given by 
Let R n01 = (r 
Since s s sR n01 1 1 We next use Lemma 1 and the canonical form of R to prove the following general result. where the vectorsi corresponds to Ri, i = 1; . . . ; g. The scalars s g+1 ; . . . ; s l correspond to non-self-communicating classes.
• Let k be the largest positive real eigenvalue of R k for which the corresponding vectors k is different from the zero vector, k = 1; . . . ; g. Let 3 be the maximum over these k 's. Ifs k = 0, This follows from the fact that for large n, the argument of the logarithm is a polynomial expression of first degree in n, and If R has three submatrices along the diagonal, then from the block form of R, the matrix R (n01) 31 depends recursively on a weighted sum involving R 21 and R 32 . Therefore, it is bounded by n02 p(n)D, where p(n) is a polynomial of second degree in n, and D > 0 with entries independent of n.
In general, for large n, the argument of the logarithm is a polynomial expression in the variable n of degree at most l 0 1 (l is the number of classes), and hence it follows that . . . ; g; and the fact that the determinant of a block lower triangular matrix is equal to the product of the determinants of the submatrices along the diagonal (thus, the largest eigenvalue of this matrix is given by maxf k g).
B. Numerical Examples
In this section, we use the natural logarithm. Let P and Q be two possible probability transition matrices for fX 1 ; X 2 ; . . .g defined as follows: Proposition 7: Let fX1; X2; . . .g be a time-invariant Markov source with finite alphabet X . Let p (n) and q (n) be two n-dimensional probability distributions on X n . Let P and Q be the probability transition matrices associated with p (n) and q (n) , respectively. Let q be the initial distribution with respect to q (n) . If Q > 0, q > 0, and P is irreducible, then the Kullback-Leibler divergence rate between p (n) and q (n) is given by We first show the following lemma; a direct consequence of this lemma generalizes a result of [21, p. 21] for ergodic Markov sources to irreducible Markov sources.
Lemma 2: Let A = (a ij ) be an n 2 n matrix of rank n 0 1 with the property that j aij = 0 for each i. Define ci to be the cofactor of a ii ; i.e., the determinant of the matrix obtained from A by deleting the ith row and the ith column and let c = (c 1 ; c 2 ; . . . ; c n ). Then c is a nonzero vector and satisfies cA = 0.
Proof: See the Appendix.
We next prove the following theorem.
Theorem 2:
Given that 2 (0; 1) [ (1; 1), consider a time-invariant Markov source fX1; X2; . . .g with finite alphabet X and two possible distributions p (n) and q (n) on X n . Let P and Q be the probability transition matrices on X associated with p (n) and q (n) , respectively. If the matrix P is irreducible, the matrix Q is positive, and the initial distribution q with respect to q (n) is positive then and, therefore, the Rényi divergence rate reduces to the Kullback-Leibler divergence rate as ! 1.
Proof: Since P is irreducible and Q is positive, then the matrix R (as defined in Section III) is irreducible. For convenience of notation, denote the largest positive real eigenvalue of R by (; R). We know by Proposition 5 that each eigenvalue of R is a continuous function of elements of R. Note that since Q > 0, R ! P as ! 1, and the largest eigenvalue of the stochastic matrix P is 1. Hence, 
which is well defined by Proposition 6 since the algebraic multiplicity of (; R) is 1 (R is irreducible) by Proposition 3. 
where M = jX j. By differentiating this equation with respect to , we get [15] , [19] D1 + D2 + 111 + DM = 0
where Di is the determinant obtained from (8) After substituting (10) in (9) and solving for 0 (1), we obtain by (7) that lim !1 log (; R)
iS(Xji) (11) where i = c i j c j :
As ! 1, R ! P ; let A = P 0I. Since the stationary distribution of the irreducible matrix R is unique, the rank of A is n 0 1 because the nullity of A is 1 in this case. Hence, the conditions in Lemma 2 are satisfied. Therefore, cA = 0, which is equivalent to cP = c. Note that c is the nonnormalized stationary distribution of P and (11) is just the Kullback-Leibler divergence rate between P and Q by Proposition 7.
The following example illustrates that the Rényi divergence rate does not necessarily reduce to the Kullback-Leibler divergence rate if the conditions of the previous theorem are not satisfied. Therefore, the interchangeability of limits is not valid since
B. Limit as # 0
We obtain the following result.
Theorem 3: Let 2 (0; 1). Consider a time-invariant Markov source fX 1 ; X 2 ; . . .g with finite alphabet X and two possible distributions p (n) and q (n) on X n . Let P and Q be the probability transition matrices on X associated with p (n) and q (n) , respectively. Then = 0 log (0; R):
Hence the interchangeability of limits is always valid between n and as n ! 1 and as # 0.
V. THE RÉNYI ENTROPY RATE
The existence and the computation of the Rényi entropy rate of an arbitrary time-invariant finite alphabet Markov source can be deduced from the existence and the computation of the Rényi divergence rate. A formula for the Rényi entropy rate was established earlier in [18] and [19] , but only for the particular case of ergodic finite alphabet timeinvariant Markov sources. Although the Rényi entropy reduces to the Shannon entropy, the Rényi entropy rate does not necessarily reduce to the Shannon entropy rate as ! 1. From the results about the interchangeability of limits for the Rényi divergence rate, it follows easily that the Rényi entropy rate always reduces to the Hartley entropy rate as # 0 (lim n!1 1 n H 0 (p (n) )), and if the Markov source is irreducible, it reduces to the Shannon entropy rate as ! 1.
In [19] , we established an operational characterization for the Rényi entropy rate by extending the variable-length source coding theorem in [5] for discrete memoryless sources to ergodic Markov sources. Using the above expression for the Rényi entropy rate, this source coding theorem can be easily extended to arbitrary time-invariant Markov sources. We also note that, by the results on the interchangeability of limits, the coding theorem does not necessarily reduce to the Shannon lossless source coding theorem as ! 1. It does reduce to the Shannon coding theorem if, for example, the Markov source is irreducible.
VI. CONCLUDING REMARKS
In this work, we derived a formula for the Rényi divergence rate between two time-invariant finite-alphabet Markov sources of arbitrary order and arbitrary initial distributions. We also investigated the limits of the Rényi divergence rate as ! 1 and as # 0. Similarly, we examined the computation and the existence of the Rényi entropy rate for Markov sources and investigated its limits as ! 1 and as # 0.
We also observed that an operational characterization for the Rényi entropy rate can be established by extending a variable-length source coding theorem for memoryless sources to the case of Markov sources.
APPENDIX
Proof of Lemma 2:
Step 1: First we prove that c 6 = 0. The first n 0 1 columns of A are linearly independent, because, otherwise, the rank of A is less or equal to n 0 2 since the sum of the columns of A is 0. Thus, there is at least one nonzero determinant 1 of size (n 0 1) 2 (n 0 1) which can be formed by deleting one row and the nth column of A which follows from the fact that the determinant of a matrix is 0 iff the columns are linearly dependent. Let the deleted row be the kth row. If k = n, 1 = c n and so c 6 = 0. If k < n, add all the columns except the nth column to the kth column; this does not change the value of the determinant 1. Because j a ij = 0, the elements of the kth column are now 0a 1n ; 0a 2n ; ...; 0a nn . Multiply the elements of this column by 01 and move this column to the rightmost position. This yields a new determinant with value 61 because these operations affect only the sign of the determinant. However, the new determinant is just c k , so that once again, c 6 = 0. Thus, at least one of the cofactors ci is nonzero. Without loss of generality assume that c n 6 = 0. Next we prove that cA = 0.
Step 2: Consider the n 0 1 equations n i=1 a ij x i = 0; j2 f1; 2; ...;n 0 1g: (12) Note that n i=1 aijxi = 0 is equivalent to n01 i=1 aijxi = 0anjxn. Since c n 6 = 0, we can use Cramer's rule [15, p. 60 ] to solve these equations for x 1 ; ...; x n01 in terms of x n as follows:
x k = 0x n D k c n (13) where D k is given in the equation at the bottom of the page, and where the elements from the nth column have replaced the elements of the kth column. If we add the other rows to the kth row (note that the determinants are transposed here) and use the fact that j a ij = 0
we get a new kth row 0a 1n ; 0a 2n ;. ..;0a k01; n ; 0a nn ; 0a k+1; n ;. ..;0a n01; n :
After moving the kth row and the kth column to the last row and column position, respectively, it follows that D k = 0c k . From (13), if we put xn = cn, then x k = c k for all k 2 f1; 2; ...; ng. Because j aij = 0, any solution of (12) 111 a k01; n01 a n; n01 a k+1; n01 111 a n01;n01
