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Abstract
This paper studies and classiﬁes linear transformations that connect Hamming distances of codes. These include irreducible
linear transformations and their concatenations. Their effect on the Hamming weights of codewords is investigated. Both linear and
non-linear codes over ﬁelds are considered. We construct optimal linear codes and a family of pure binary quantum codes using
these transformations.
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1. Introduction
Let F be a ﬁnite set called the alphabet (e.g., F = {0, 1} for binary codes). A code C, of length n, over F is any
non-empty subset of Fn. If F has the structure of an additive group then C is additive if it is an additive subgroup of Fn.
If F has a ring structure then C is linear over F if it is additive and also closed under multiplication by elements of F.
We assume that multiplication in F is commutative. Quite often we shall consider F = Fq , the ﬁnite ﬁeld (also denoted
GF(q)), where q is a prime power. An element of C is called a codeword of C and a generator matrix of C is a matrix
whose rows generate C.
In order to deﬁne dual codes we equip F with an inner product (, ) that satisﬁes the following conditions:
(x + y, z) = (x, z) + (y, z),
(x, y + z) = (x, y) + (x, z),
if (x, y) = 0 for all x then y = 0,
if (x, y) = 0 for all y then x = 0.
Further we deﬁne a conjugacy operation or “involutory anti-automorphism” (which may be the identity), denoted by
a bar, that satisﬁes
x = x, x + y = x + y, xy = x y.
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The inner product must satisfy
(x, y) = (y, x), (ax, y) = (x, ay).





The dual code C⊥ of C is deﬁned as {x ∈ Fn | (x, y) = 0 for all y ∈ C} where (x, y) is the inner product of x and y.
C is self-orthogonal if C ⊆ C⊥ and C is self-dual if C = C⊥. The Hamming weight wH(x) of a vector x in Fn is the
number of non-zero components.
In this paper we study and classify linear transformations on a code that connect a weight of C to a weight in the
transformed code. Such transformations also connect the distances between codewords in non-linear codes over ﬁelds
in the same way. Section 2 contains some preliminaries and notation. The irreducible transformations are given in
Section 3. Section 4 deﬁnes the concatenated transformations, while Theorem 5 uses the point/hyperplane incidence
matrix of a projective geometry to show that these are all the linear transformations that connect distances. Section 5
investigates applications of these transformations. The last section is a summary of the key results.
2. Preliminaries and notations
We list the families of codes which we will consider here. The notation follows that in Chapter 3 of the Handbook
of Coding Theory [6].
(2) Binary linear codes: F = F2 = {0, 1}, with standard inner product (x, y) = xy, and C= a subspace of Fn2.
(3) Ternary linear codes: F = F3 = {0, 1, 2}, (x, y) = xy, C= a subspace of Fn3.
Note that for families (2) and (3) an additive code is automatically linear.
(F2) Additive codes over F4, with (x, y) = xy¯, where y¯ := y2.
(4H) Quaternary linear codes: F = F4 = {0, 1,,2}, where 2 ++ 1 = 0, 3 = 1, x¯ := x2 for x ∈ F4, with the
Hermitian inner product (x, y) = xy¯, C= a subspace of Fn4. Note that for x, y ∈ F4,
(x + y)2 = x2 + y2, x4 = x.
(4H+) Quaternary additive codes: F = F4, with (x, y) = trace(xy¯) = xy2 + yx2, C= an additive subgroup of Fn4.
(qH) Linear codes over Fq : F = Fq = ﬁnite ﬁeld with q elements where q is an even power of an arbitrary prime p,
with x¯ = x√q for x ∈ Fq , with the inner product (x, y) = xy¯, C= a subspace of Fnq . Note that for x, y ∈ Fq ,
(x + y)√q = x√q + y√q, xq = x.
(qE) Linear codes over Fq , for q any prime power, with standard inner product (x, y) = xy.
LetC be a code over Fq . For all x ∈ C letT be a linear transformation deﬁned as T (x)=xA, whereA is an appropriate
matrix and x is a rowvector. LetT (C)=C′ be the transformed code.We say that such a linear transformationT : C → C′
connects weights ifwH(x)=wH(y) implies thatwH(T (x))=wH(T (y)) for any pair of codewords x and y inC.Wewould
like to classify all such transformations T that connect one distance ofC to another distance ofC′. This gives us a code
with new parameters. Note that this deﬁnition is different from preserving Hamming weight i.e, wH(T (x)) = wH(x)
for all x ∈ C. This kind of weight preservation is the subject of a classical result of MacWilliams [5]. Recently, the
result of MacWilliams has been extended to codes over rings by Wood [8]. For a combinatorial approach to Wood’s
result, see [3]. We also investigate inner products for which T preserves orthogonality. This is useful, for example, in
constructing new quantum codes.
3. The irreducible transformation
Let F = Fq = {0, 1, 3, . . . , q} be the ﬁnite ﬁeld having q elements. Given n ∈ N, let 1jn. Deﬁne the matrix





(q − 1)j−1 containing all possible columns of Hamming weight j and length n over Fq
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such that no two columns are multiples of each other. Note that the matrix Anj is not unique, but it is if we can multiply
columns by non-zero constants, and permute columns. Such operations give transformations that are “equivalent”. We
deﬁne An0 as a zero column vector of length n. Clearly, A
n
1 may be taken to be the identity matrix of size n. Also, Ann
can be inductively written as




1 1 1 1 · · · 1




When n3 and 2jn − 1, we can write Anj inductively as follows:
Note that A21 and A22 can be used to obtain A32, and this construction can be repeated to ﬁnally give A
n−1
2 . Now we can




2 . Similarly we can use A32 and A33 to construct A
n−1
3 , which together with A
n−1
2 gives
An3, and so on. Thus, we can obtain all the j-weight (2jn − 1) transformations {An2, An3, . . . Ann−1} by induction.





(q−1)j−1. Thus,Anj can be applied





(q − 1)j−1. We call Anj a j-weight irreducible transformation.
Remark 1. Note that each column of Anj has a ﬁxed Hamming weight j.
The next theorem describes the effect the j-weight irreducible transformation has on the Hamming weights of a code
C of length n. Recall the deﬁnition of q-ary Krawtchouk polynomials (see for example, [4] p. 76). For j = 0, 1, 2, . . . ,
the q-ary Krawtchouk polynomials Kj(x) are deﬁned as
















:= x(x − 1) · · · (x − k + 1)
k! , (x ∈ R).
Theorem 1. Let c ∈ C be a codeword of weight i. Then under Anj the weight of a transformed codeword in C′ is
(1/q){Kj(0) − Kj(i)}.
Proof. Let wk be the number of homogeneous vectors of length k (non-zero vectors determined up to multiplication
by a scalar), with all non-zero components and a non-zero component sum, and let vk be the number of these vectors
of non-zero components with a component sum of zero. Then vk + wk = (q − 1)k−1 and vk = wk−1 since the last
component of a vector with zero component sum is determined by the ﬁrst k−1 components. Thus, w1 =1 and v1 =0,
and since wk = (q − 1)k−1 − wk−1, we obtain
wk = (q − 1)k−1 − (q − 1)k−2 + · · · + (−1)k−1.
Since wk((q − 1) + 1) = (q − 1)k − (−1)k it must be that
wk = ((q − 1)k − (−1)k)/q.
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The proof of the distance formula is completed as follows. If we ﬁx a vector of weight i of length n over Fq , then the
weight of the transformed vector under Anj is the number of homogeneous vectors of weight j that have a non-zero
inner product with the vector of weight i. Now, we can assume (by reasons of symmetry), that the vector of weight i is
the vector with i 1’s in the ﬁrst i components and 0’s in the remaining n − i components. Let Fj (i) be the weight of
the transformed codeword c′ := cAnj . Then we obtain the following formula by counting over vectors with k non-zero











(q − 1)j−kwk ,

































(q − 1)j − q−1Kj(i)
















































)− w(n − w) + (w2 ).
Note that a linear code is always mapped to a linear code, but a non-linear code may be mapped to a linear
or a non-linear code. It is tempting to claim that the image of a non-linear code is linear or not depending upon
whether the kernel of Anj is non-trivial or trivial. However, this is not true: for example let n> 3 and consider C to
be the non-linear binary code consisting of all the weight one vectors, together with the all-one vector 1¯ = (1, . . . , 1).
Applying An2 gives image code C
′
. Now 1¯ ∈ Ker(An2) yet C′ is non-linear. We can say that the kernel of Anj is non-
trivial if and only if there exists i, 1 in such that Kj(0) = Kj(i). We have the following straightforward but
useful result.
Proposition 1. Let C be a q-ary code and let Anj be the irreducible transformation on C yielding C′. Then C′ will be
additive if for all ,  ∈ C we have (+ + Ker(Anj ))
⋂
C = ∅. In particular, this means that C′ is an additive code
if there exists  ∈ C such that  +  −  ∈ Ker(Anj ). Further, an additive code C′ will be linear if for all  ∈ C and
 ∈ F we have (+ Ker(Anj ))
⋂
C = ∅.






(q − 1)j−1, k
]
q
is GAnj . Note that the length of the new code C
′ under Anj is Kj(0)/(q − 1).
Remark 3. If the number of words of weight j in C⊥ is nj it is possible (by deleting zero columns) to reduce the
length of C′ by nj/(q − 1). In case of linear codes C and C′, the dimension of the kernel of the map Anj : C → C′ is
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dim(Ker(Anj ) ∩ C) = d (say). As a vector space C′ has dimension k − d. So, qd different elements of C map to the
same element of C′. Thus, after applying the transformation Anj to a linear code C every word of C
′ will be repeated
qd times, while in the basis d times. For example, if q = 2 and the linear code contains the all-one vector, then for all
even j the dimension of C′ is reduced by 1.
After applying the transformation Anj to a large number of codes, it is apparent that many very good codes can be
obtained by this method. By “good” we mean close to the bounds in Chapter 4 of [6] for small lengths, and close to
the Griesmer bound for large lengths. Some examples are given in Section 5.
As an example fromgeometry, consider the ovoid in PG(3, 3) having 10 points, no three collinear (an elliptic quadric).
The corresponding linear code, with generator matrix coming from the 10 column vectors, has parameters [10, 4, 6]3.
A hyperplane (here a plane) intersects the set in 1 or 4 points, and so corresponds to words of weight 10 − 1 = 9 and
10 − 4 = 6. Using the irreducible transformation Anj with j = 3 we obtain a constant weight [480, 4, 324]3 code that
is 12 times the simplex code [40, 4, 27]3 over F3.
Geometrically, the transformation of linear codes for j = 2 is the same as taking every pair of points of a given set
in PG(k − 1, q), and ﬁnding all the points on the chords (but not the ﬁrst pair). Thus, we have q − 1 points for each
pair. If chords overlap then we count points with the given multiplicity.
For j = 3, look at every three points in the set, and ﬁnd the (q − 1)2 points in the plane determined by the points,
but not on the lines of the triangle determined by them.
Now we consider the types of orthogonality that are preserved by the transformations. For example, for q=3 the next
result shows that C′ is self-orthogonal with respect to the standard inner-product if C is self-orthogonal with respect to
this inner-product.
Theorem 2. For ternary linear codes i.e, for the family (3), each irreducible transformation Anj (1jn) preserves
self-orthogonality.






The proof is by induction on n. Clearly, it is true for n = 1 and n = 2. Assume that it holds for each 2jn − 1.





2j−2. Then we have (using the second inductive deﬁnition of Section 3
if j <n), that
Similarly it holds if j = n using the ﬁrst inductive deﬁnition of Ann of Section 3. 
Remark 4. Any ternary code which is monomially equivalent to a ternary self-orthogonal code is also self-orthogonal.
The next result shows that the stabilizer matrix for an additive quantum code is taken to another one.
Theorem 3. For family (F2), for quaternary linear codes i.e, for the family (4H), and for quaternary additive codes
i.e, for the family (4H+), each irreducible transformation Anj (1jn) preserves self-orthogonality.
Proof. As in Theorem 2 we only look at the case j <n. j = n is similar. The result is obvious for j = 1. It is sufﬁcient





3j−1In, where  denotes transpose and conjugate. Since





3j−1 = 0 or 1. Hence the trace-orthogonality will also be preserved. Now the proof is
by induction on n. Clearly, it is true for n = 1 and n = 2. Assume that it holds for each 2jn − 1. Let 1 denote the
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3j−2. Then we have
Remark 5. Any additive quaternary code equivalent to a trace-orthogonal additive quaternary code is also trace-
orthogonal.











3j−1 − n + k
]]
[1].
The following lemma shows a connection between the transformations Anj and the distance of a quantum code.
Lemma 1. Let C be an [[n, k, d]] pure binary quantum code. Then the dual distance of the corresponding additive
code (n, 2n−k) is given by
d = min
{
j (1jn) such that there exists a column with components 0 or 1
in the transformed stabilizer matrix of C via the irreducible transformation Anj
}
.
Proof. The distance of a pure quantum code is given by the minimum non-zero weight of a word in the dual code
to the code generated by the stabilizer matrix. This word corresponds to a linear combination of the columns of the
stabilizer matrix that is a vector with components 0 or 1. This is because the elements of trace 0 in F4 are 0 and 1. 









3j−1 − n + k
]]
is at most 3. Moreover, d ′ = 1 if j = d.
Proof. Consider any j columns in the stabilizer matrix of the pure binary quantum code [[n, k, d]]. Multiplying these









we get three dependent columns in the transformed stabilizer matrix thus yielding a vector of weight 3 in the dual code.
Hence d ′3. If j = d, then Lemma 1 implies that the distance of the new quantum code is 1. 
If after the transformation we obtain a quantum code of distance 1 or 2, we can always change it to a quantum code
of increased distance by looking at the dependencies among the columns of the stabilizer matrix of the quantum code.
For example, we have the following lemma.
Lemma 2. The distance 2 quantum codes can be transformed to quantum codes of distance at least 3.
Proof. Let [[n, k, 2]] be the pure binary quantum code with associated additive code C : (n, 2n−k). Then there exists
a vector (0, . . . , 0, ¯, . . . , ¯, . . . , 0) ∈ C⊥ with ,  = 0 and there exist two columns in the stabilizer matrix with
coordinates (x, y) such that we have x + y ∈ {0, 1}. The transformation (x, y) → x + y + trace(y) will
collapse the two columns of the stabilizer to one. Repeating this operation should increase the distance of the code.
Note that there are similar operations that collapse n columns to n−1, for any n, as long as the corresponding n columns
have a non-trivial linear combination that is a vector of 0’s and 1’s [2]. 
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In the next section we return to a more general discussion, and remove the restriction to quantum codes. The focus
is mainly on classical linear and non-linear codes.
4. Concatenated transformations
This section considers linear transformations which are concatenations of some transformations from the set {Anj |
0<jn} of j-weight irreducible transformations Anj . One such transformation is obtained by taking the concatenation
of all Anj for 1jn, yielding the generator matrix of a q-ary simplex code Sn.
Another example is A(n, q) = [An2 | An3 | · · · | Anj | · · · | Ann], which is the concatenation of Anj for 2jn. We




1 3 4 · · · q
1 1 1 · · · 1
)
,
which has q − 1 columns. Clearly the size of the matrix A(n, q) is n × ((qn − 1)/(q − 1) − n), so that the length of
the new code after the concatenated transformation will be ((qn − 1)/(q − 1) − n).
The next theorem tells us that the j-weight irreducible transformations Anj and their concatenations are all such
possible linear transformations that connect distances of C and C′. Note that we consider permutations of the columns
of Anj and multiplying the columns by non-zero constants as giving equivalent linear transformations. In addition, j =1
gives a monomial transformation.
Theorem 5. All linear transformations on the words of length n over Fq that take a word of weight w to a word of
weight f (w), where f is some function, are equivalent to the irreducible transformations Anj and their concatenations.
Proof. Consider an incidence matrix X of the points versus the hyperplanes of the ﬁnite projective space PG(n−1, q).
The rows of X correspond to the points, coordinatised by the homogeneous vectors of length n over Fq , while the
columns correspond to the hyperplanes, coordinatised similarly by the (dual) homogeneous vectors of length n over
Fq . There is a one in a certain position of X if the corresponding point and hyperplane are incident, or equivalently
the inner product of the two coordinate vectors is zero. This is a ﬂag of the geometry. Otherwise, if the point and
hyperplane are not incident (an antiﬂag), the value in that position of X is zero. Here the crucial fact is that det(X) = 0.
This follows from the theory of symmetric designs, since the hyperplanes of PG(n − 1, q) are the blocks of a well-
known symmetric design having parameters (v, k, ) = ((qn − 1)/(q − 1), (qn−1 − 1)/(q − 1), (qn−2 − 1)/(q − 1)).
Then it is known that the formula for the determinant of the incidence matrix for a symmetric (v, k, ) design is
±k(k − )(v−1)/2 = 0 [6].
Next, reorder the rows and columns of X so that they fall into groups that correspond to the various weights of the






rows will correspond to the points with coordinates of weight 2, etc., and that the columns are in groups of similar
weights. There are n groupings for the rows, and n for the columns.
For any 1 in let ci denote the row vector of length n with 0’s everywhere except for those columns corresponding
to hyperplanes of weight i. Then let the subspace of FNq , where N = (qn − 1)/(q − 1), generated by these n vectors ci
be C. For each 1jn there is a certain element of C, deﬁned as rj , which is the sum of the rows of X within the jth
row-group (corresponding to the points of weight j of PG(n − 1, q)). The reason for rj ∈ C is equivalent to the fact
that the mapping Anj is distance-connecting, which was shown previously.
It is important to note here that a general non-zero vector v of length n (in Fn) coordinatises a hyperplane of
PG(n− 1, q), and the linear transformation Anj takes v to the vector vAnj that has a non-zero value in a certain position
precisely where the corresponding point of weight j of PG(n − 1, q) is not in that hyperplane.
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Now the rows of X are linearly independent, and since the sums of the rows that create the vectors rj are disjoint,
we see that r1, . . . , rn are n linearly independent vectors, which in fact must form a basis for C, since dim(C)n but
also dim(C)n. Thus, dim(C) = n.
Now any linear distance-connecting mapping operating on a vector of length n over Fq has a matrix the columns
of which correspond to a multiset of m points of PG(n − 1, q), and these points correspond to m rows of X with the
property that the sum of these rows is in C. Therefore, these rows are a linear combination of the vectors cj , and hence
a linear combination of the alternative basis r1, . . . , rn. Thus, the linear independence of the rows of X gives us the
result that the m rows are equal to the union of groups corresponding to constant weight points of PG(n − 1, q). This
fact is equivalent to the statement of the theorem. 
5. Applications
We have applied these linear transformations to various codes and in many cases obtained optimal linear codes
in the sense of the Griesmer bound. We also found very many near optimal or good codes (in fact in most cases),
particularly long codes that are near the Griesmer bound. For example, a [5, 4, 2]7 code is transformed to [360, 4, 304]7
and [1080, 4, 912]7 codes, whereas the Griesmer bound gives minimum distances 356 and 1065, respectively. Some
of the results are given in Table 1.
Consider the binary non-linear Kerdock Code K(m) : (2m, 22m, 2m−1 − 2(m−2)/2), for even m4 with weight
distribution
Applying A2m2 to this distribution yields a two weight binary code (2m−1(2m − 1), 22m−1, 2m−2(2m − 1)) with weight
distribution
The above transformed code is non-linear from Proposition 1 since they are linear only if for all ,  ∈ K(m) we
have either  +  or  +  + 1¯ ∈ K(m), where 1¯ = (1, . . . , 1). There exist unique optimal two weight binary linear
MacDonald codes (k = 2m − 1, u = m − 1)[2m−1(2m − 1), 2m − 1, 2m−2(2m − 1)] with this weight distribution. We
have not been able to determine if the above non-linear codes are equivalent to the MacDonald codes.
Table 1
Linear codes over Fq and their transformations





(q − 1)j−1, k, d ′
]
q
[4, 3, 2]2 A42 [6, 2, 4]2 optimal
[4, 3, 2]2 A43 [16, 2, 10]2 optimal
[5, 4, 2]2 A52 [10, 4, 4]2 optimal
[7, 6, 2]2 A73 [35, 6, 16]2 optimal
[8, 7, 2]2 A83 [56, 7, 26]2 optimal
[10, 9, 2]2 A102 [120, 9, 56]2 optimal
[6, 3, 3]3 no words of weight 6 A62 [30, 3, 20]3 optimal and Griesmer
[7, 6, 2]3 A73 [140, 6, 90]3 optimal
[5, 3, 3]7 Griesmer A52 [60, 3, 50]7 optimal and Griesmer
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(q − 1)j−1 for all 1jn and let D := D(n, q) denote the distance matrix with (i, j)th entry (1/q) {Kj(0)−Kj(i)}
for every 1 in and 1jn. Note that the entry in the (i, j)th position of D is the weight of a vector of weight i
under the transformation Anj , and the j th entry of N is the length of the code under the irreducible transformation A
n
j .
For q = 2 and n = 7





1 6 15 20 15 6 1
2 10 20 20 10 2 0
3 12 19 16 9 4 1
4 12 16 16 12 4 0
5 10 15 20 11 2 1
6 6 20 20 6 6 0




For q = 3 and n = 5





1 8 24 32 16
2 13 30 28 8
3 15 27 24 12
4 14 24 29 10
5 10 30 25 11
⎤
⎥⎥⎥⎦ .
For q = 4 and n = 3








For q = 4 and n = 5





1 12 54 108 81
2 20 72 108 54
3 24 70 96 63
4 24 64 104 60
5 20 70 100 61
⎤
⎥⎥⎥⎦ .
For q = 4 and n = 6
N = [6, 45, 180, 405, 486, 243]





1 15 90 270 405 243
2 26 132 324 378 162
3 33 142 306 351 189
4 36 136 296 372 180
5 35 130 310 361 183
6 30 140 300 366 182
⎤
⎥⎥⎥⎥⎥⎦ .
Note that the distance of the transformed code for many transformations (both irreducible and their concatenations)
can be obtained by looking at the distance matrices and adding columns. Finally, we conjecture that the determinant
of D(n, q) is always (−q)( n2 ) and so D is non-singular.
6. Conclusions
In this paper, we have classiﬁed all linear transformations on q-ary codes that connect the Hamming distances of
codes of different lengths. In addition, we have applied the irreducible transformations to obtain many optimal codes.
We also constructed a class of binary additive quantum codes of distance at most 3. An important property of these
transformations is that they can be applied to any code, linear or non-linear, to obtain good codes.
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