We consider the average cost branching bandits roblem and its special case known as Klimov's problem. h e consider the vector n whose components are the mean number of bandits (or customers) of each type that are present. We characterize fully the achievable region, that is, the set of all possible vectors n that can be obtained by considering all possible policies. While the original description of the achievable region involves exponentially many constraints, we also develop an alternative description that involves only O(RZ) variables and constraints, where R is the number of bandit types (or customer classes). We then consider the problem of minimizing a linear function of n subject to L additional linear constraints on n. We show that optimal policies can be obtained by randomizing between L+ 1 strict priorit policies that can be found efficiently (in polynomial timer using linear programming techniques.
Introduction
Consider a single-server multiclass M/GI/1 queue with Bernoulli feedback. In this context, one wishes to determine a policy that optimizes a linear combination of the mean number of custo rs of th different classes tha ar present in the system. ?$is problem was posed and sotvej by Klimov [9] who established the optimality of strict priority rules. In addition, he developed a fairly simple and efficient onepass algorithm that determines an optimal priority ordering.
In the branching bandits problem, as defined by Weiss [16] , there is again a single server who serves several customer classes and a similar performance criterion. However, at each service completion, the served customer is replaced by a random number of customers of every other class. This model is more general than Klimov's in that the random numbers of new customers need not correspond to Poisson arrival processes.
Both problems can be extended by imposing some additional linear side constraints. For example, we might require that the mean queue length is the same for each customer class. Such side constraints are usually meant to represent fairness constraints.
Much of the work on the branching bandits and Klimov's problems views these problems as extensions of the classical multi-armed bandit problem (7, 15, 161. In this paper, however, we take a philosophically very different approach. In particular, we consider the vector n whose components are the mean number of customers of each type that are present and characterize fully the achievable region, that is, the set of all possible vectors n that can 0-7803-1 968-0/94$4.0W1994 IEEE be obtained by considering all possible policies. Our characterizations are polyhedral; that is, they are expressed in terms of linear equality and inequality constraints. We are thus able to convert a difficult stochastic control problem to one of optimizing a linear cost function over the achievable region and this is a linear programming problem. There has akeady been a fair amount of research on such polyhedral characterizations, which we now discuss.
Gelenbe and Mitrani [6] used conservation laws to show that the performance region of a multiclass queue (without feedback) can be described as a polyhedron. Closer to the subject of this paper, Tsoucas [14] has derived a characterization of the achievable region for Klimov's problem, but without giving explicit formulae for some of the constants in his characterization. The idea of conservation laws was generalized by Federgruen Given that the achievable region is a polyhedron, the problem of findin an optimal policy amounts to a linear programming pro%lem. Since it is already known that optimal policies are strict priority rules, it is hardly surprising that the extreme points of the achievable region are the performance vectors of such priority rules. Note that if linear side constraints are imposed, the performance of an optimal policy is still a linear programming problem. In particular, an optimal policy can be expressed as a policy that randomizes between a number of strict priorit rules. In addition, the problem of finding the probabif ity with which each particular priority rule is to be used is the same a s the problem of expressing an element of a polyhedron as a convex combination of its extreme points. This latter problem can be also solved, in principle, using linear pro ramming techniques.
The pofyhedral characterizations discussed so far involve a number of constraints which is exponential in the number of customer classes. Therefore, even though linear programming problems are solvable in polynomial time, the naive application of the preceding ideas to the sideconstrained problem leads to exponential time al orithms. For this reason, we use an alternative method feveloped by the authors [4] and Kumar and Kumar [lo] whereby the achievable re ion is bounded in terms of a new polyhedron Q that invokes a number of variables and constraints which is quadratic in the number of customers. We establish in this paper, that the achievable region is equal to the image of such a polyhedron Q under a linear mapping into a lower-dimensional space. In particular, the side-constrained problem can be now solved efficiently as a linear pro ramming roblem involving the polyhedron Q. As will %e shown Pater, some of the extreme points of Q do not correspond to strict priority rules. Thus, although, we can express any element of Q as a combination of its extreme points, this does not solve for us the problem we are actually interested in: expressin an element of the achievable region as a combination of its extreme points. Later in this paper, we will manage to develop a polynomial time algorithm for the latter problem; as it turns out, this is much more complicated than it might have appeared at first sight.
We refer briefly to some earlier work on variations of the Klimov roblem, involving side constraints. Nain and Ross [ I S consider a multiclass M/GI/l queue with a single side constraint and establish that an optimal policy randomizes between two priority policies. Makowski and Shwartz [ l l ] derive similar structural results for the Klimov problem; their methods are easily generalized to the branching bandits model as well. Nevertheless, in the absence of a polyhedral characterization of the achievable region, their methods do not seem to lead to usable algorithms for computing the optimal cost or an optimal policy, especially when more than one side constraints are present.
We wish to summarize at this point the technical contributions of this paper: olynomial time algorithm to solve the branching gandit problem with side constraints. More enerally, we derive a polynomial time algorithm for expressing an element of a polyhedron as a convex combination of its extreme points, when the polyhedron is s ecified as the projection of a hi her dimensional pofyhedron. This algorithm could$Je of independent interest. The rest of the paper is organized as follows: In Section 2, we formally define the problem and establish our notation. In Section 3, we characterize the achievable region for the vector n+ of mean queue lengths as observed on a typical service completion time. In Section 4, the same achievable region is described as a projection of a higher-dimensional polyhedron. In Section 5, we provide analogs of the results of Sections 3 and 4, regarding the achievable region for the vector n of mean queue lengths.
In Section 6, we discuss how to s ecialize the results of Section 5 to Klimov's problem. In &&ion 7, we bring side constraints into the picture and establish the structure of optimal policies. In addition, we develop a polynomial time algorithm for computing the coefficients needed t o s ecify an optimal policy. Section 8 contains some concfuding remarks.
3. We give a
Problem Formulation
In this section, we define the average cost branching bandits problem, as well as the special case known as Klimov's problem. We also define our notation and terminology.
Let there be given a set Ro = (0, 1,2,. . . , R} of R + 1 customer classes and a single server who keeps serving available customers. We assume that there is always an available customer. At any service completion time, the server chooses a customer, say of class i, to serve next. The duration of that customer's service is a positive random variable T;. At the time of the service completion. the customer just served disa pears and is replaced by The model just described assumes that the service of a customer cannot be interrupted, which means that we are only considering non-preemptive policies. Finally, we assume that No0 is equal to 1, with probability 1, and that Nio = 0 for every i # 0. Thus, if we start with a sin le customer of class 0, there will always be exactly one suc% customer; in particular, our assumption that there is always an available customer is satisfied.
We now define Klimov's problem and then argue that it is a special case of the branching bandits model. We have a sin le server who serves customers belonging to a set R = fl, . . . , R} of different customer classes. Customers of each class i E R arrive in the system according t o an independent Poisson process with rate X i and require a random service time with mean mi and second moment a;. The service times of the customers of each class are independent and identically distributed. Service times of customers of different classes are independent. Finally, service times are independent of the arrival process.
Upon service completion, a class i customer is fed back to the system as a class j customer, with probability pij , or leaves the system, with probability pi0 = 1 -E,"=, pij.
We assume a ain that service is non-preemptive. At an service compfetion time, the server can choose an avail able customer if any, to be served next. It can also decide t o stay idle. I ! it decides to stay idle, it is natural to stay idle until the "state" of the system changes and this can only happen if there is a new arrival. We therefore impose the additional assumption that an idle period can only be terminated by a new arrival.
We now 'ndicate how Klimov's mod 1 can be obtained as a specid case of our variant of the%ranching bandits model. We identify idling in Klimov's problem with serving a class 0 customer in the branching bandits model. 
. , N R (~) )
will be called the state of the system at time t. (By our assumptions, No(t) is the same for all times, and, therefore, does not need to be included in the state vector.) Finally, let {~k } be the sequence of service completion times.
Definition 2.1 a) We say that a policy gives priority to class i over class j if there is zero probability of choosing a class j customer to serve while class i customers are available. b) We say that a policy is non-idling if it gives class i over class 0 , for all i f 0. c ) For any subset S of (1,. . . , R } , we say that an S-priority if it gives priority to class i over every i E S and every j 4 S. Part (b) of the above assumption is much stronger than needed, but we introduce it in order to avoid certain technical digressions. In The performance vector n+ refers to the average number of customers of each class that are present in the system at a typical completion time. Alternatively, we may be interested in n, the steady-state mean of N ( t ) . We let II be the set of all stationary policies that result into a continuous time stochastic process { N ( t ) } z -, with a unique stationary distribution satisfying E[N;(t)] < CO for all i E { I , . . . , R } . Under Assumption A, every nonidling policy can be shown to belong to II. The achievable region for n under policies in IT (respectively, under non-idling policies in IT) is denoted by X (respectively, by XnL). These regions are studied in Section Fj.
Assumption

Derivation of the Achievable Region for n+
The line of development in this section is as follows. We first derive a set of linear inequalities that have to be satisfied bv the vector n+ under every policv. These constrains define a polyhedron and we show that" its extreme points are the vectors n+ correspondin to priority policies. We then conclude that the achievabqe region is equal to this polyhedron.
We start with a few definitions. We use ~~( t ) to denote the indicator function of the event that at timet the server is serving a customer of class i. We assrime that x,(-) is a rightxontinuous function of time so that X,(Tk) is 1 if at time Tk a class a customer starts being served. For any policy in II+, we let where the expectation is taken with respect to the stationary distribution. The next lemma states that p+ is the same for all policies. The proof, as well the proofs of several other results, relies on the following formula that describes the evolution of the system: where e is a vector with all entries equal to 1. IIerc A is a square submatrix of the nonnegative matrix N which has been assumed to have spectral radius less t,hari 1. I t follows that the spectral radius of A is also less than I , 
I -A is invertible and (I -
A
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The inequality (7) holds with equality if and only if we have an S-priority policy.
Notice that non-idling policies are the same as R-priorit y policies. I t follows that the inequality f&nT 2 G+(R) becomes an equality if and only if the policy is non-idling.
Theorem 3.2 provides us with 2R -1 linear inequality constraints on the vector n+, one for each nonempty subset of (1,. . . , R}. These inequality constraints define a polyhedron in R-dimensional space, which we will denote by P + . Let us also define P$ as the subset of P+ on which the equality E:=, f2inF = G+(R) holds. (Note that P,'i is a bounded polyhedron while P+ is unbounded.) Theorem 3.2 establishes that X + C P+ and X$ C P,'i. We wish to show that Xf = P+ and X: = P$; that is, that
we have a complete characterization of the achievable region for the branching bandits problem under general (or non-idling, respectively) policies. Our first step is to characterize the extreme points of P z . 
Corollary 3.4
There holds X$ = P$,
We now turn our attention to policies that are not necessarily non-idling. We first extend Theorem 3.3.
Theorem 3.5 The polyhedra P$ and P+ have the same set of extreme points.
Proof : See 13).
We will next characterize the points that lie on infinite edges of P + . We first need to define a set of policies there is a constant probability p of idling.'
We refer to all such policies as almost-priority policies.
Recall that the vector n+ associated to a priority olicy can be obtained by solving a triangular system of Pinear equations. In [3] we describe a procedure for determining the vector n+ associated with an almost-priority policy and prove the following theorem and its corollary. (1,2,. . . , R,O) with probability 1 -p and the priority ordering (1,2,. . . , R -1,0, R ) with priority p.
A Parsimonious Representation of the Achievable Region
The polyhedra P+ and P; provide an exact representation of the achievable regions X + and X ; , respectively.
Their drawback is that they are specified in terms of an exponential number of constraints. In this section, we use the approach of [4] and [lo] , to obtain an equivalent A natural question t o raise at &is point is the following: is it true that every element of Q+ is equal to the vector Z associated to some policy in lI+? Interestingly enough, the answer is negative, as explained in [3] . In other words, the set Q+ is larger than the achievable region for the vector I, even though its image is exactly equal to the achievable region for the vector n+. In particular, not every extreme point of Q+ can be associated with an extreme point of P+ and a priority policy.
If we are interested in nonidlinvolicies, the preceding results are modified as follows. otice that a policy is nonidling if and only if 10; = 0 for all i # 0. We define Q:, as the subset of Q+ in which the additional constraints zoi = 0 hold for i = 1, . . . , R. B usin the same reasoning as before, we conclude that X i = U$ = P$.
Achievable Region for the Mean Queue Lengths
In this section we characterize the achievable region X (respectiveIy, X , ; ) for the vector n of mean queue lengths, under policies in II (respectively, under non-idling policies in n). In fact, we obtain two different characterizations which are similar to the ch acterizations of X + in terms
We first establish a connection between the steady-state mean number of customers n; and the mean number n : of customers at a typical service completion time. Let us denote by mj the expectation of the service time Tj for a customer of class j E (0,. . . , R } . If we are interested in nonidling policies on1 we define 4.1 and Lemma 5.1 readily imply that the achievable region X (respectively, x,,,) is contained in U (respectively, U,,,). We intend to show that U = X and U,,; = Xn;.
Our first step in this direction is to derive polyhedra P and P,,, with structure similar to the polyhedra P+ and P: that were derived in Section 3.
Let S be a nonempty subset of (1,. . . , R}. We define a set of parameters fs;, i E S, by means of the system of
This system of equations has a unique solution, which is positive, for the same reasons that were given when the coefficients fzz were defined.
Theorem 5.2 For every nonempty subset
. . . , R } , and any policy in n, we have U,,, similarly, except that Q+ is replaced by Q,,,. 3rl Theorem
I E S where The inequality (12) holds with equality i f and only i f we have an S-priority policy.
Proof: See [3].
Since non-idling policies are the same as R-priority policies, the inequality E,,, fain; 2 G ( R ) becomes an equality if and only if the policy is non-idling. Theorem 5.2 provides us with 2R -1 linear inequality constraints on the vector n = (nl, . . . , n). These constraints define a polyhedron in R-dimensional space which we denote by P. We also define P,; to be the subset of P where the equality E, 7E f,,n, = G(R) holds. Theorem 5.2 asserts that X . c hn, and X c P.
The proof can be found in [3].
Theorem 5.3 a)
A vector is a n extreme point of the set Pn; if and only if it is equal to the performance vector n corresponding to a priority policy.
b) The polyhedra P and P,, have the same set of extreme points. c) A n y point o n a n infinite edge of P is the performance vector of some almost-priority policy.
d ) There holds P = U = X and Pn, = Unt = Xnt.
The Tbllowing is our main result.
Klimov's Problem Revisited
In the branching bandits problem, the vector N ( t ) changes only at service completion times. In contrast, in Klimov's problem, external arrivals are Poisson and will generically occur durin a service interval. This makes no difference if we are onfy watchin the system at service completion times. In particular, ai of the results in Sections 3 and 4 can be specialized to Klimov's problem by using Eqs. (1) and (2).
Let us now cpnsider the mean number of class i,customers present in the system at some typical time t . rliis is equal to the mean number n,, as determined from the branching bandits model, plus the expected number a,,of class i customers that have arrived since the last service completion, which occurred at some time 7. In [3] we show that a, is the same for all policies in Il and how it can be completely determined.
7
In this section, we consider the branching bandits problem, in the presence of additional linear constraints on tlrc vector n of mean queue lengths. Let these side-constraints be of the form An 2 b, where A is a matrix of dimensions L x R. To keep the discussion simple, we only consider nonidling policies. In view of our characterization of the achievable region (Theorem 5.3), the cost of an opti~nal polic obeying the side-constraints can be found by solving tge linear programming problem Branching Bandits with Side Constraints minimize c'z (13) subject to
Ax 2 b
We assume that this problem has a feasible solution. The linear programming problem (13) is hard to solve because the polyhedron P,,; is described by an exponential number of constraints. However, we recall that we haw available a parsimonious representation of P,, of the form (Theorem 5.3)
where Q:, is a polyhedron described in terms of a quadratic number of variables and constraints and where I: is a known linear mapping. It follows that problem (13) is equivalent to the linear programming problem minimize c'z subject to
which is polynomial time solvable because it only has polynomial number of variables and constraints. We thus assume that we have computed, in polynomial time, an optimal solution x* of problem (13).
Next, we express x* as a convex combination of at most R + 1 extreme points of P,,. This is always possible, Since there is.a feasible solution of this problem for which x* = E, A,uJ, the optimal cost is the same as in problem Equivalently, an optimal policy can be obtained by randomizing between no more than L + 1 priority policies.
We summarize this discussion in the following theorem. The only part of the proof of Theorem 7.1 that we have not yet presented is the fact that once an optimal solution z* is available, it can be expressed as a convex combination of extreme points U', . . . , uR+' of P,,, in polynomial time. In [3] we show how this can be accomplished.
Concluding Remarks
We have presented a generalization of the potential function method developed in [4] to describe the achievable region of stochastic systems with exponential distributions to systems with general distributions. A challenging open question is to extend the method further to queueing networks with general distributions.
Our main result in the pa er is a polynomial reformulation of the branching b a n i t roblem. An exponential characterization of the achievabye region has been known partially through the work of Tsoucas [14] and explicitly through the work of Bertsimas and Niiio-Mora [l]. In particular the achievable region is characterized as an extended polymatroid. This raises the question whether an arbitrary extended polymatroid is always a projection of a hi her dimensional polyhedron involving a polynomial numter of variables and constraints. Since olymatroids and extended polymatroids appear in severafapplications in combinatorial optimization such a reformulation will be very useful for combinatorial problems with side constraints.
