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This paper illustrates that the conditions and the main proof of two main theorems of
Verma [R.U. Verma, The over-relaxedproximal point algorithmbased onH-maximalmono-
tonicity design and applications, Computers andMathematics with Applications 55 (2008)
2673–2679] concerning the strong convergence of the over-relaxed proximal point algo-
rithm for H-maximal monotone mappings in Hilbert spaces are incorrect.
© 2010 Elsevier Ltd. All rights reserved.
1. Remarks and an open question
Let X be a real Hilbert space with the norm ‖ · ‖ and the inner product 〈·, ·〉. We hope to solve the following general class
of nonlinear inclusion problems: to find a solution to
0 ∈ M(x), (1)
whereM : X → 2X is a set-valued mapping on X .
Based on the extremely important efforts on the proximal point algorithms given by Rockafellar [1], Verma [2] in 2008
creatively introduced and studied the over-relaxed proximal point algorithm for solving (1) using the resolvent operator
techniques with strong convergence under some certain conditions. In this paper we will show that the main proof of two
main theorems of [2] is incorrect.
Let M : X → 2X be a multi-valued mapping on X . We denote both the mapping M and its graph by M , i.e., the set
{(x, y) : y ∈ M(x)}.
Definition 1.1 (See [2, Definition 2.1, page 2674]). LetM : X → 2X be a multi-valued mapping on X . The mappingM is said
to be
(i) monotone if
〈u∗ − v∗, u− v〉 ≥ 0, ∀(u, u∗), (v, v∗) ∈ M.
(ii) r-strongly monotone if there exists a positive constant r such that
〈u∗ − v∗, u− v〉 ≥ r‖u− v‖2, ∀(u, u∗), (v, v∗) ∈ M.
(iii) m-relaxed monotone if there exists a positive constantm such that
〈u∗ − v∗, u− v〉 ≥ (−m)‖u− v‖2, ∀(u, u∗), (v, v∗) ∈ M.
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(iv) Cocoercive if
〈u∗ − v∗, u− v〉 ≥ ‖u∗ − v∗‖2, ∀(u, u∗), (v, v∗) ∈ M.
(v) c-cocoercive if there exists a positive constant c such that
〈u∗ − v∗, u− v〉 ≥ c‖u∗ − v∗‖2, ∀(u, u∗), (v, v∗) ∈ M.
Definition 1.2 (See [2, Definition 2.2]). Let H : X → X be r-strongly monotone. The mapping M : X → 2X is said to be
H-maximal monotone if
(i) M is monotone,
(ii) R(H + ρM) = X for ρ > 0.
Lemma 1.1 (See [2, Lemma 3.2]). Let X be a real Hilbert space, let H : X → X be r-strongly monotone, and let M : X → 2X be
H-maximal monotone. Then, the generalized resolvent operator JMρ,H : X → X associated with M is defined by
JMρ,H(u) = (H + ρM)−1(u) ∀u ∈ X,
and is 1r -Lipschitz continuous where r > 0. Moreover,
‖JMρ,H(H(u))− JMρ,H(H(v))‖ ≤
1
r − ρ ‖H(u)− H(v)‖, ∀u, v ∈ X,
where (r − ρ) > 0.
Lemma 1.2 (See [2, Theorem 3.1]). Let X be a real Hilbert space, let H : X → X be r-strongly monotone, and let M : X → 2X be
H-maximal monotone. Then, the following statements are equivalent.
(i) An element u ∈ X is a solution of (1).
(ii) For an u ∈ X, we have
u = JMρ,H(H(u)),
where
JMρ,H(u) = (H + ρM)−1(u).
In 2008, Verma (see [2]) studied the strong convergence of the over-relaxed proximal point algorithm {xk}. He provided
the following main theorem in [2].
Theorem V (See [2, Theorem 3.2]). Let X be a real Hilbert space, let H : X → X be r-strongly monotone and s-Lipschitz
continuous, and let M : X → 2X be H-maximal monotone. For an arbitrary chosen initial point x0, suppose that the sequence
{xk} is generated by the following generalized over-relaxed proximal point algorithm:
H(xk+1) = (1− αk)H(xk)+ αkyk ∀k ≥ 0, (2)
and yk satisfies
‖yk − JMρk,H(H(xk))‖ ≤ δk‖yk − H(xk)‖, (3)
where
JMρk,H = (H + ρkM)−1,
and {δk}, {αk}, {ρk} ⊂ [0,∞) are scalar sequences.
Then, the sequence {xn} converges linearly to a solution of (1) with convergence rate
θk < 1, (4)
where
θk =
√
s2
r2
{
1− αk
[
2
(
1− r
(r − ρk)2
)
−
(
1− (2r − s
2)
(r − ρk)2
)
αks2
]}
, (5)
and α = lim supk→∞ αk, ρ = lim supk→∞ ρk,
α2k s
2 + 2αk(1− αk)r > 0, αk > 1,
∞∑
k=0
δk <∞, δk → 0, s > 1, (6)
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and
s < r − ρk. (7)
Our purpose in this paper is to show that the main proof of Theorem 3.2 of [2] is incorrect. For this purpose, let us first
show that the condition (7) in the hypothesis of Theorem V is contradictory to the r-strongly monotonicity and s-Lipschitz
continuity of the underlying operator H .
Remark 1.1. By the r-strongly monotonicity and s-Lipschitz continuity of the underlying operator H , then for all x, y ∈ X ,
if x 6= y, it follows that
r‖x− y‖2 ≤ 〈Hx− Hy, x− y〉 ≤ ‖Hx− Hy‖ · ‖x− y‖ ≤ s‖x− y‖2,
showing that
r ≤ s. (8)
Consequently, the condition (7) of the hypothesis of Theorem V is incorrect and contradictory to the property (8). That is,
in (7), we cannot set s < r−ρk for any ρk > 0. Otherwise, if we set s < r−ρk, then from r ≤ s, it implies that ρk < r−s ≤ 0,
which is contradictory to ρk > 0 by the definition of H-maximal monotone mappings (see Definition 1.2). 
Now we can show that the main proof of Theorem 3.2 in [2] on page 2677 and on page 2678 is incorrect.
Remark 1.2. With the property (8), we can prove that the convergence rate θk > 1. Therefore, the strong convergence of
[2, Theorem 3.2] is not true.
For the purpose of clear explanation, we have to have a copy of part of the proof in [2, Theorem 3.2] as follows so that
readers may understand.
A copy of the proof in [2, Theorem 3.2]. ‘‘Suppose that x∗ is a zero ofM . From Lemma 1.2, it follows that any solution to (1) is
a fixed point of JMρ,HoH . For all k ≥ 0, we express
H(zk+1) = (1− αk)H(xk)+ αkH(JMρk,H(H(xk))).
Next, using Lemma 1.1 (see [2, Lemma 3.2]), we find the estimate
‖H(zk+1)− H(x∗)‖2
= ‖(1− αk)H(xk)+ αkH(JMρk,H(H(xk)))− [(1− αk)H(x∗)+ αkH(JMρk,H(H(x∗)))]‖2
≤
{
(1− αk)2s2 + [α2k s2 + 2αk(1− αk)r]
s2
(r − ρk)2
}
‖xk − x∗‖2 ≤ r2θ2k ‖xk − x∗‖2, (9)
and hence,
‖xk+1 − x∗‖ ≤ s(θk + δk)r(1− δk) ‖xk − x
∗‖, (10)
where (9) is from Line 22 to Line 25 on page 2677 in the proof of Theorem 3.2 in [2], (10) is from Line 11 on page 2678 in
the proof of Theorem 3.2 in [2], and θk is defined by (5)’’.
Next we will prove that θk > 1. Indeed, from (5) and (9), we have the following estimate
θ2k =
s2
r2
{
1− αk
[
2
(
1− r
(r − ρk)2
)
−
(
1− (2r − s
2)
(r − ρk)2
)
αks2
]}
≥ 1
r2
{
(1− αk)2s2 + [α2k s2 + 2αk(1− αk)r]
s2
(r − ρk)2
}
≥ 1
r2
{
(1− αk)2s2 + [α2k s2 + 2αk(1− αk)r] · 1
}
(11)
= 1
r2
{(1− 2αk + α2k )s2 + [α2k s2 + 2αkr − 2α2k r]}
= 1
r2
[s2 − 2αks2 + 2α2k s2 + 2αkr − 2α2k r]
= 1
r2
[s2 + 2αks2(αk − 1)− 2αkr(αk − 1)]
= 1
r2
[s2 + 2αk(αk − 1) · (s2 − r)]
≥ 1
r2
[s2 + 2αk(αk − 1) · (s2 − s)] (12)
>
1
r2
· s2 ≥ 1 (13)
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showing that the convergence rate θk > 1, where (11) is obtained from the fact s
2
(r−ρk)2 > 1 and the condition
α2k s
2 + 2αk(1 − αk)r > 0, and where (12) is obtained from the fact s ≥ r and the condition αk > 1, and where (13) is
obtained from the fact 2αk(αk − 1) · (s2 − s) > 0 based on the conditions αk > 1 and s > 1. Hence we cannot obtain the
important result (4). Therefore, the result of Theorem 3.2 of [2] is incorrect. Moreover, Theorem 4.1 of [2], which is regarded
as the corollary of Theorem 3.2 of [2], is also false. 
Remark 1.3. However, without the contradictory condition (7), we still do not knowwhether the strong convergence of the
sequence {xn} generated by the over-relaxed proximal point algorithm in [2] hold or not forH-maximalmonotonemappings
in the setting of Hilbert spaces. 
Therefore, the following question is still open:
Does the strong convergence hold for the sequence {xn} generated by the over-relaxed proximal point algorithm for H-maximal
monotone mappings in the setting of Hilbert spaces?
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