Abstract-The field of Genetic Programming has recently seen a surge of attention to the fact that benchmarking and comparison of approaches is often done in non-standard ways, using poorly designed comparison problems. We raise some issues concerning the design of benchmarks, within the domain of symbolic regression, through experimental evidence. A set of guidelines is provided, aiming towards careful definition and use of artificial functions as symbolic regression benchmarks.
I. INTRODUCTION
The Genetic Programming research community has recently recognised the need for defining a suite of benchmark problems. So far, the effort has focussed on surveying the literature and choosing a set of problems depending on their popularity and difficulty [1] , [2] . Clearly, the definition of a benchmark suite is an ongoing process -new problems should gain traction and will be added to sets of benchmarks. The aim of the present paper is to suggest guidelines for generating synthetic problems for symbolic regression tasks. Our work therefore has implications for the broader project of defining a detailed framework for benchmark creation.
In a symbolic regression problem, one is given a set of N training examples {(x i , y i )} N 1 , where y ∈ R is the response variable and x ∈ R d is a vector of explanatory variables. The goal is to find a function F * : R d → R, such that over the joint distribution P (x, y) the expected value E x,y of some specified loss function L(y, F (x)) is minimised:
A typical loss function for such problems is squared error, where L(y, F (x)) = (y − F (x)) 2 .
The motivation for working towards a framework for synthetic problem generation comes from the following observations of typical common practice:
1) The input range of synthetic functions is often arbitrarily chosen.
2) The training sample size N is often arbitrarily defined. 3) Function-set elements are often tailored for specific problems. 4) Lack of predefined and available training/test sets, which often hinders the reproducibility of results.
5) The lack of baselines for contrasting performance of evolved models. 6) The lack of noisy versions of the problems (realworld problems are inherently noisy). 7) In general, the constraint imposed by most learning algorithms can be described as smoothness restrictions of one kind or another. This essentially requires a regular behaviour of the underlying target function in small neighbourhoods of the input space. That is, for all input points sufficiently close to each other in some metric, the target function exhibits some behaviour that may be approximated using a constant, linear or low-order polynomial fit.
In this paper, we ran a set of experiments, to empirically test the effect of these observations in the performance of two typical Genetic Programming (GP) systems: Koza-like tree-based GP [3] and Grammatical Evolution (GE) [4] . The objective of these experiments is not to accurately measure and compare both systems, but rather to highlight the effect of neglecting some of the observations made above, when designing benchmark tests.
The next section presents an analysis of steps required when creating benchmarks. Section III presents the experimental setup of the problems and algorithms used, which are analysed in Section IV; finally, Section V draws conclusions and future work directions.
II. CREATING BENCHMARKS

A. Generating Datasets
When designing a benchmark problem using a known function, a dataset must be generated. This usually involves designing a function, choosing the range of the inputs, and generating a dataset.
Not all functions are suitable to be used as benchmarks, however. As an experiment, we generated datasets from the functions shown in Table I . Most of these were extracted from seminal works [5] , [6] , [7] , [8] , [9] , suggested in the GP benchmarks effort [2] ; functions F 14, F 16 and F 20 were developed for this study. All functions were uniformly sampled from the input range [−5 . . . 5]
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Although using inputs sampled from the same range, the response variable for each function can have a completely different distribution. Fig. 1 shows an histogram of the response variable for each function defined in Table I , with 50000 samples drawn randomly from the input range specified. The responses were normalised to the range [0 . . . 1], using the formula:
where v i is a response value, v min is the minimum response observed, v max is the maximum response observed, and r i is the normalised response value.
The figure shows how varied the distribution of response values can be. Some functions are evenly distributed over the response domain, such as F 5 or F 21, while others present more challenging skewed distributions, such as F 8 or F 9. Other functions present very challenging distributions, such as F 18, with a tail of outlier values spread upwards and downwards from the median, or even functions such as F 16, with only a handful of outliers, very distant and unevenly distributed from the median.
The latter two types of response distributions are very challenging as benchmarks, as they are very erratic, and unlikely to be found in real-world problems. To model such responses, a much larger sample set would be required (50000 samples were used to plot each function). Furthermore, the use of MSE as an error measure (as in the majority of evolutionary systems for symbolic regression) will result in very large errors, due to the extreme values found in the response variable. For example, the 50000 samples drawn from function F 16 have a median of 32.0, with an interquartile range of 6.07, but minimum and maximum observed samples of −6.527053E6 and 2.50911394E8 respectively. 
B. Sample Size
The distributions shown in Fig. 1 highlight how unevenly distributed a response variable can be, over the chosen input range. The size of the training and test samples must reflect this, and be adjusted accordingly. Fig. 2 shows data generated in the same way as in Fig. 1 , but with sample sizes of 50 (top) and 1000 (bottom), for training purposes. These figures show how the sample size can drastically affect the distribution of responses. Some functions like F 5 and F 21 present essentially the same distribution across the response range. Functions such as F 11 and F 12 show essentially the same distribution with different sample sizes, but with a much higher density of outliers, making them very challenging. Finally, functions such as F 13 to F 20 show very radical changes in the distribution of responses, an indication both of ruggedness and insuitable small sample sizes.
C. Different Sample Sizes
The previous sections also highlight how the size of a drawn sample can paint a different picture of the behaviour of the underlying function. As such, when designing benchmarks, different sample sizes can be used, to control the difficulty of the problem. In this study, training sets of 50, 100, 500 and 1000 samples were used.
D. Using the same samples
The previous section also shows how different input sample sets can have very different response distributions. Depending on the ruggedness of the function, this can have the effect of substantially altering the performance of the learning method applied to a benchmark. To exemplify this, 1000 sets of 50 samples each were created for both F 5 and F 16. Fig. 3 shows boxplots of the standard deviations of all 1000 sets, for both functions. This figure highlights the range of standard deviations that different samples can have; while most samples drawn from F 5 exhibit a similar range, samples for F 16 show an extreme variance in their range.
Optimally large sample sizes for each function can reduce this effect, but can also be computationally infeasible. Therefore different algorithms should be compared using the exact same samples, both for training and for test performance measurement (data can be easily made available online).
E. Large Test Set
This analysis of the variability of the response within small samples also raises questions about how to consistently measure the performance of an algorithm on unseen data. Based both on the range of the inputs and the variability of the response, a suitably large set of unseen samples should be used; in this study, a test set of 50000 unseen samples was used. As mentioned in the previous section, this sample should also always be the same, when comparing different algorithms.
F. Artificial Noise
The objective behind benchmarking a modelling algorithm is to simulate its application to real world data, which is inherently noisy. As such, benchmarks should provide datasets with noise added.
Given a synthetic function F(x), noisy datasets are generated according to y i = F (x i ) + i . We propose the addition of normally-distributed errors. In this case, the error i is generated from a normal distribution with zero mean and variance adjusted [11] so that
giving a 1/1 signal-to-noise ratio. For that, we set the standard deviation of our Gaussian noise σ as follows:
Other types of error can be used, such as slash-distributed errors [11] . In this case, i = s · (u/v), where u ∼ N (0, 1) (normal distribution with zero mean and unit standard deviation) and
The scale factor is adjusted to give a 1/1 signal-to-noise ratio. This is performed as follows. We first generate a number of N ratios {r 1 , . . . , r N }, where r i = u/v. We then calculate the standard deviation σ r of the sample. Each i is then set as:
The slash distribution has very thick tails and is often used as extreme to test robustness.
G. Baselines
It is common practice in Evolutionary Computation to compare results using a baseline system. In many publications, this is usually one of the earliest systems developed: a simple GA [12] when using Genetic Algorithms, or Koza's original system [3] when using Genetic Programming.
This however is not enough. GP is known to sometimes severely underperform, even in symbolic regression problems, and baselines such as a constant can sometimes outperform it [13] . Therefore a significant gain in precision when comparing to the original GA or GP systems is not necessarily evidence of good performance.
In this study, two baselines were used. One is a constant, which is just the average response observed in the training set; another is a linear regression model, applied to the training set. The results section shows how these two baselines can sometimes provide as good or better performance as GP.
III. EXPERIMENTS
A. Benchmark setup
Each of the functions listed in Table I was used, with eight versions: 4 training set sizes (50, 100, 500, 1000), and their equivalent with added noise, as discussed previously.
B. Run Parameters
We applied standard GP and GE systems to all benchmarks, along with constant and linear regression baselines. The experimental setup for GP and GE was very similar; both are shown in Table II . These are typical setups as seen in literature, consisting of the four arithmetic operators and five unary functions. Sub-tree crossover was used with GP, along with sub-tree mutation (sub-trees of depth d are replaced with a random sub-tree of depth between 1 and d); with GE, linear variable 1-point crossover was used, along with integer mutation (with l being the length of the individual). The constants used with GP were [−0.9.. − 0.1] ∪ [0.1..0.9], in steps of 0.1 (18 constants total); in the case of GE, digit concatenation [14] was used, such as in the following grammar (for a three input function):
<e> ::= + <e> <e> | -<e> <e> | * <e> <e> | / <e> <e> 
The initial populations were initialised using well-known techniques: ramped half-and-half for GP [3] , and sensible initialisation for GE [15] . No wrapping operator was used with GE.
Some operators used protected versions. Division returned 1 for x/y if y < 1e − 5; natural logarithm returned x if x ≤ 0; and squared root returned x if x < 0.
IV. RESULTS AND ANALYSIS
A. Measuring test performance
GP systems tend to model input data quite well. This sometimes leads to overfitting of the training data. For this reason, training performance should never be reported as a means to measure system performance 2 .
In order to avoid overfitting the training data, some approaches use various approaches, such as validation sets. These should be drawn from the training data provided for the benchmark, and never from the test data.
B. Expected performance
Measuring the test performance of stochastic algorithms requires specific measurements. The GP community has moved on from reporting the performance of a single run of the system, and nowadays the mean best performance of a minimum of 30 independent runs is usually reported. This is done in order to measure the expected performance of an algorithm, and to test its statistical significance with other approaches.
Many publications report the performance of the model achieved by the "best run", however (e.g. to compare its performance against other reported results). This is a mistake, as to choose a best run requires a comparison between all runs, making them no longer independent. If running GP to achieve a good model requires n runs, then a minimum of n × 30 runs should be done, for statistical purposes.
For this reason, in this study, the median performance of all independent runs is reported, for GP and GE, in the (previously unseen) test set. This performance is then compared against the constant and linear regression models (which, being deterministic, require only one run). As a measure of variability of test performance between runs, the inter-quartile range (iqr) of the set of 30 runs is also reported, for GP and GE.
C. Results
Tables III to V show the results obtained. For each benchmark setup, the performance of GP, GE, a constant and Linear Regression are reported. The performance of GP and GE is reported in several ways: the median test performance of the models from all 100 runs, along with the iqr; the percentage of such models returning an infinity value in at least one test case; the median number of descents per run (i.e. number of times the training performance of the best model improved), along with the iqr; and the amount of training error decrease by the best model of a run, when compared to its initial population.
These results correlate quite well to the difficulty of the benchmarks, as seen in Fig. 1. Functions F 1, F 3 , and F 13 to F 20 are extremely hard to model, with the given input range and training set sizes, and the test performance of all approaches varies from 1.0E4 all the way to over 2.0E13.
For the other functions, the GP approach generally provides a better performing median model when compared to the other methods, along with a smaller iqr than GE.
An interesting exception is F 21 (also known as korns-12 [9] ), which although well behaved in the response range, proved to be a very hard function to model. The best performance was achieved by both a constant and GE; an analysis of the GE model revealed that a constant had been evolved. Another challenging function was F 3, for which GP and GE achieved a relatively low test error, but a linear regression model was a better choice 3 .
Linear regression and constants are in fact occasionally as good or better than the evolutionary models. Fig. 4 plots the performance improvement of the median GP model over the constant predictor, versus twice the standard deviation of the response variable in the test set, for all 21 functions. There is a clear relationship between variance of response variable and GP performance improvement; a notable exception is F 2, a notoriously hard to model function.
In terms of training sample size, a larger sample almost always leads to better test performance of the median model. Training with noisy data also tends to produce less precise models, as expected. Notable exceptions are the performance of GP in F 1, F 5 and F 8, where training with noisy data and a large sample size produces better performing median models; a probable explanation is that noise helps in preventing overfitting the training data. 
