We give a detailed and unified survey of equivariant KK-theory over locally compact, second countable, locally Hausdorff groupoids. We indicate precisely how the "classical" proofs relating to the Kasparov product can be used almost wordfor-word in this setting, and give proofs for several results which do not currently appear in the literature. This article is intended as a detailed survey of the theory of groupoid-equivariant KKtheory, in the setting of locally compact, second countable, locally Hausdorff groupoids.
1. i satisfies i 2 = id, 2. m is associative, 3 . r • i = s.
2. the map + : A × p A ,p A A → A given by (a, b) → a + b is continuous, 3 . the map K × A → A given by (λ, a) → λa is continuous, 4 . if {a i } is a net in A such that p A (a i ) → x and a i → 0, then a i → 0 x , where 0 x is the zero element in A x .
A section of p A is a function β : X → A such that p A • β = id X . The space of continuous sections of p A is denoted Γ(X; A), the space of continuous sections that are bounded in the norm topology denoted Γ b (X; A), and the space of continuous sections vanishing at infinity in the norm topology on the fibres is denoted Γ 0 (X; A).
If Y is a topological space and φ : Y → X is a continuous map, we denote by φ * A the pullback of A by φ to an upper-semicontinuous bundle over Y , whose fibre over y ∈ Y is A φ(y) , and for any continuous section a ∈ Γ(X; A) we denote by φ * a its pullback to a section of φ * A defined for y ∈ Y by the formula (φ * a)(y) := a(φ(y)).
Some important special cases of upper-semicontinuous Banach bundes occur when the fibres are C * -algebras, or Hilbert modules thereover. While upper-semicontinuous bundles of C * -algebras are by now quite well-studied, their Hilbert module analogues
have not yet made an appearance in the literature.
Definition 2.2. An upper-semicontinuous Banach bundle p A :
A → X is said to be an upper-semicontinuous C * -bundle if each A x is a C * -algebra, for which the multiplication · : A × p A ,p A A → A is continuous. We say that A is Z 2 -graded if it admits a direct sum decomposition A = A (0) ⊕ A (1) such that for each x ∈ X, A x = A (0)
x ⊕ A (1) x is a Z 2 -graded C * -algebra (cf. [18, Section 2.1] ).
If p A : A → X is an upper-semicontinuous C * -bundle, an upper-semicontinuous Hilbert A-module bundle is an upper semicontinuous Banach bundle p E : E → X such that each E x is a Hilbert A x -module, with A x -valued inner product ·, · x , and for which the maps ·, · : E × p E ,p E E → A and E × p E ,p A A → E induced by the inner product and right action respectively are continuous. We say that such a bundle is Z 2 -graded if it admits a direct sum decomposition E = E (0) ⊕ E (1) such that for each x ∈ X, E x = E (0)
x ⊕ E (1) x is a Z 2 -graded Hilbert A x -module (cf. [18, Section 2.2] ). Remark 2.3. For the remainder of this paper, we will always assume our algebra and Hilbert module bundles to be Z 2 -graded. In particular, all C * -algebras and Hilbert modules are assumed to be Z 2 -graded, and all tensor products and commutators are assumed to be Z 2 -graded also (cf. [18, Section 2] ).
Remark 2.4. For an upper-semicontinuous Banach bundle p B : B → X over an arbitrary topological space X, there is no guarantee of a wealth of continuous sections of p B . When X is locally compact and Hausdorff, however, by results of Hofmann [16] (see also the discussion in [31, p. 16] ), for any x ∈ X and b ∈ B x , one is guaranteed a section σ for which σ(x) = b. For the rest of this section we will always let X denote a locally compact, Hausdorff space.
Observe that if p A : A → X is an upper-semicontinuous C * -bundle, then the continuous sections vanishing at infinity Γ 0 (X; A) themselves form a C * -algebra under pointwise operations and the supremum norm, and inherit a natural Z 2 -grading from the fibres.
Letting M(A) denote the associated upper-semicontinuous C * -bundle whose fibre over x ∈ X is equal to M(A x ), we can naturally identify M(Γ 0 (X; A)) with the section algebra Γ b (X; M(A)). Note moreover that the C * -algebra Γ 0 (X; A) associated to any upper-semicontinuous C * -bundle p A : A → X admits a nondegenerate homomorphism C 0 (X) → Z M(Γ 0 (X; A)) into the center of M(A), defined by pointwise scalar multiplication. That is, Γ 0 (X; A) is a C 0 (X)-algebra in the following sense.
Given any C 0 (X)-algebra A, for each x ∈ X one defines a C * -algebra (and left A-
on C 0 (X). The resulting space A := x∈X A x is topologised by [13, Theorem II.13.18 ] and, with the obvious projection p A : A → X, becomes an upper-semicontinuous C *bundle [38, Theorem C.25 ]. The C 0 (X)-algebra A is then C 0 (X)-isomorphic to Γ 0 (X; A) [38, Theorem C.27 ]. Thus C 0 (X)-algebras are the same thing as sections of uppersemicontinuous C * -bundles, and we will without further comment assume A to be identified with its associated section algebra Γ 0 (X; A) for the remainder of the document. Notice that any C 0 (X)-homomorphism φ : A → B of C 0 (X)-algebras descends for each
In a similar fashion, if A = Γ 0 (X; A) is a C 0 (X)-algebra and E is a Hilbert A-module, then for each x ∈ X one defines the Hilbert A x -module E x to be the balanced tensor product E⊗ A A x . The space E := x∈X E x may also be topologised by means of [13, Theorem II.13.18 ] to obtain an upper-semicontinuous Hilbert A-module bundle p E : E → X, where one proves the continuity of the A-valued inner products and of the right action of A on E using the same estimates as in the verification of Axiom A3 in [38, Theorem C.25] . The continuous sections vanishing at infinity Γ 0 (X; E) of this bundle are equipped with pointwise operations to furnish a Hilbert Γ 0 (X; A)-module, to which E is canonically isomorphic as a Hilbert A-module. We will without further comment assume that E is identified with its associated section space Γ 0 (X; E).
Given such a Hilbert module E = Γ 0 (X; E), we have associated upper-semicontinuous bundles of C * -algebras K(E) and L(E), whose fibres over x ∈ X are K(E x ) and L(E x ) respectively. By the identification E = Γ 0 (X; E) we then have K(E) = Γ 0 (X; K(E)) and L(E) = Γ b (X; L(E)). The natural C 0 (X)-module structures on these spaces defined by pointwise multiplication then agree with [19, Definition 1.5] , and K(E) in particular becomes a C 0 (X)-algebra when equipped with this structure.
Let us now give some standard definitions, phrased in terms of upper-semicontinuous bundles.
Definition 2.6. Let A = Γ 0 (X; A) be a C 0 (X)-algebra, and let E = Γ 0 (X; E) and
x in the sense of [18, p. 518 ]. If B = Γ 0 (X; B) is another C 0 (X)-algebra and F = Γ 0 (X; F) is a Hilbert B-module, we say that a C * -homomorphism π : A → L(F) is a C 0 (X)-representation if it is additionally a homomorphism of C 0 (X)-modules. Given such a representation, the balanced tensor product E⊗ A F is the Hilbert B-module Γ 0 (X; E⊗ A F), where E⊗ A F is the upper-semicontinuous Hilbert B-module bundle whose fibre over x ∈ X is the balanced tensor product E x⊗Ax F x in the sense of [18, Section 2.8] .
Let Y be a locally compact Hausdorff space and let φ : Y → X be a continuous
is a Hilbert A-module, then its pullback by φ is the Hilbert Regarding pullbacks, note that if φ : Y → X is a continuous map of locally compact Hausdorff spaces, then C 0 (Y ) carries a C 0 (X)-module structure defined for f ∈ C 0 (X)
As remarked in [21, Section 2.7 (d)], if A = Γ 0 (X; A) is a C 0 (X)-algebra, then the balanced tensor product A⊗ C 0 (X) C 0 (Y ) (where C 0 (Y ) is of course assumed to be trivially graded) identifies naturally with φ * A via the map a⊗ g → g · φ * a, where the · denotes pointwise scalar multiplication. Thus Definition 2.6 agrees (up to isomorphism) with the definitions used in [24, 1] . In the same way, if E is a Hilbert A-module, then regarding φ * A as a left A-module via multiplication, the balanced tensor product E⊗ A φ * A is isomorphic as a Hilbert φ * A-module to φ * E via the map sending ξ⊗(g · φ * a) ∈ E⊗ A φ * A to g · φ * (ξ · a) ∈ φ * E (where now the · inside the brackets denotes the right action of A on E).
The final notion we will need is the pullback of an operator on a Hilbert module, which is outlined in the generality of unbounded operators in [27, Section 2] . Let A = Γ 0 (X; A) be a C 0 (X)-algebra, and let E = Γ 0 (X; E) be a Hilbert A-module. Let T : dom(T ) → E be an A-linear operator on E. For each x ∈ X, define dom(T )
Defining dom(T ) := x∈X dom(T ) x ⊂ E, we see that dom(T ) identifies with the subspace Γ 0 (X; dom(T )) of Γ 0 (X; E) consisting of sections whose value at each x ∈ X is in dom(T ) x . The pullback of T by a continuous map of locally compact Hausdorff spaces is then defined in the obvious way.
Definition 2.8. Let φ : Y → X be a continuous map of locally compact Hausdorff spaces, let A = Γ 0 (X; A) be a C 0 (X)-algebra, and let E = Γ 0 (X; E) be a Hilbert Amodule. If T : dom(T ) → E is an A-linear operator, then the pullback of T by φ is
In particular, if T ∈ L(E), then φ * T ∈ L(φ * E).
Finally, let us point out if T ∈ L(E) as in Definition 2.8, then φ * T ∈ L(φ * E) identifies via the map considered in Remark 2.7 with the operator T⊗ 1 on E⊗ A φ * A that is used in [24] .
Groupoid actions on algebras and modules
We will assume for the rest of the paper that G is a locally compact, second countable, locally Hausdorff groupoid with locally compact, Hausdorff unit space G (0) . The theory of G-algebras was originally developed by Le Gall in [24] for Hausdorff G. In the locally Hausdorff setting it has been expounded upon in [21, 36, 31, 1] . We primarily follow the bundle-theoretic picture adopted in [31] .
The triple (A, G, α) is called a groupoid dynamical system, and we say that A is a G-algebra and that it admits a G-structure. The action of G on a Hilbert module over a G-algebra is defined in a similar way.
for all e, f ∈ E s(u) , and
The tuple (E, A, G, W, α) is called a Hilbert module representation. We then say that E is a G-Hilbert module and that E admits a G-structure. Conjugation by W gives rise to a continuous action ε : G × s,p L(E) L(E) → L(E) of G on the upper semicontinuous bundle L(E), which in particular makes (K(E), G, ε) a G-algebra. Definition 3.5. Let A and B be G-algebras, with G-actions α and β respectively. We say that a homomorphism φ :
Such a representation makes E into a G-equivariant A-B-correspondence.
Let us end this section by noting that if A is a G-algebra, and E and E ′ are two G-Hilbert A-modules with G-structures W and W ′ respectively, then the formula
defines a G-structure W⊗ V on the balanced tensor product E⊗ A F . When considering direct sums and balanced tensor products of Hilbert modules in what follows, we will always consider them to be equipped with these G-structures without further comment.
KK G -theory
We assume from here on that all G-algebras and G-Hilbert modules are Z 2 -graded, and carry G-actions that are of degree 0 with respect to the Z 2 -grading. We will moreover assume all Hilbert modules to be countably generated. Given G-algebras A, B, the corresponding G-actions will be denoted by the corresponding lower-case Greek letters α, β. Given any G-Hilbert module E, the corresponding action on L(E) given by conjugation will be denoted by ε.
Let us for the rest of this paper fix a countable base {U i } for the topology of G consisting of locally compact, Hausdorff open subsets, and define
For each i let ι i : U i ֒→ G ⊔ denote the canonical (continuous) inclusion. Then G ⊔ is a locally compact Hausdorff space. We equip G ⊔ with the continuous maps r ⊔ :
We will use pullbacks over G ⊔ to treat pullbacks over all Hausdorff open subsets of G simultaneously. Note that the action α of G on any G-algebra A induces an isomorphism
Similarly, if E is a G-Hilbert module, then the action ε of G by conjugation on L(E) induces an isomorphism ε ⊔ : L(s * ⊔ E) → L(r * ⊔ E) of C * -algebras defined by a similar formula.
is homogeneous of degree 1 such that for all a ∈ A one has
We will sometimes refer to item 4. by saying that F is almost-equivariant. We say 
for all a ′ ∈ r| * U A. It is clear that the usual requirement (1) implies item 4. in Definition 4.1. On the other hand, by pulling back via the inclusions ι i : U i ֒→ G ⊔ , it is easily checked that any G-equivariant Kasparov module in the sense of Definition 4.1 is an equivariant Kasparov module in the sense of (1). The advantage of Definition 4.1 is that it allows us to treat all Hausdorff open subsets of G at once, resulting in much cleaner notation and easy extension of the "classical" proofs to the equivariant context. 
∼ h is an equivalence relation, and we denote by KK G (A, B) the set of ∼ h -equivalence classes of elements in E G (A, B) .
The following analogue of [35, Lemma 11] is essential for the uniqueness and associativity of the Kasparov product at the level of the KK G groups. Its proof in the equivariant setting does not currently appear in the literature. (A, B) . If for all a ∈ A one has a[F, F ′ ]a * ≥ 0 modulo K(E), then (E, F ) and (E, F ′ ) are G-homotopic.
Proof. By the arguments of [35, Lemma 11] , we obtain a positive operator P ≥ 0 for which [P, a] ∈ K(E) for all a ∈ A, and an operator K for which Ka ∈ K(E) for all a ∈ A, such that [F, F ′ ] = P + K.
As in [35, Lemma 11] , for each t ∈ [0, π/2] we define the operator
and the pair (E, F t ) satisfies items 1., 2., and 3. of Definition 4.1. All that remains to check to complete the proof of the lemma is that each F t is almost-equivariant.
For t ∈ [0, π/2], write F t1 := (1 + cos(t) sin(t)P ) − 1 2 , and F t2 = (cos(t)F + sin(t)F ′ ). Note then that for a ∈ r * ⊔ A, we can write
The second of these terms is contained in K(E) by the almost-equivariance of F 1 and F 2 , together with the fact that P commutes with A up to K(E).
To show that the first term is contained in K(E), observe first that, modulo K(E), we have
which is contained in K(E) by the equivariance properties of F and F ′ together with the fact that both F and F ′ commute up to K(E) with A. That this implies that the first term in Equation (2) is contained in K(E) now follows from an elegant integral argument, which was brought to our attention by A. Rennie.
Denote cos(t) sin(t) by c(t). Using the Laplace transform, we have the norm-convergent integral formula
By the fundamental theorem of calculus, this becomes
Since a(ε ⊔ (s * ⊔ P ) − r * ⊔ P ) ∈ K(E), it follows that the first term in Equation (2) is contained in K(E), hence that (E, F t ) ∈ E G (A, B) as required.
As we would expect, KK G (A, B) is indeed an abelian group for all G-algebras A and B. In order to prove this, we must define the appropriate notion of degeneracy for our setting. We end the section with a final definition and result on unbounded representatives, which are slight modifications of those found in [33] . For a G-algebra A, we say that a (not necessarily norm-closed) subalgebra A ⊂ A is a * -G-subalgebra if there exists some subspace A ⊂ A which is preserved by the action of G, for which A x is a subalgebra of A x , and for which A can be written as a subalgebra of Γ 0 (G (0) ; A) whose elements take values in A . For instance, when G is a Lie groupoid and P → G (0) is a smooth submersion carrying a smooth G-action, one sees that A = C 0 (P ) is a G-algebra, whose fibre over x ∈ G (0) is C 0 (P x ). In this case, A := C ∞ 0 (P ) is a * -G-subalgebra of A, with corresponding fibre A x := C ∞ 0 (P x ) ⊂ C 0 (P x ) for each x ∈ X. 
Proof. By the same arguments as in the non-equivariant case [2] , the pair (E, D(1+D 2 ) − 1 2 ) satisfies items 1., 2. and 3. of 
The Kasparov product
The characteristic feature of KK-theory is the Kasparov product. In [24] , it is proved that when G is Hausdorff, for all G-algebras A, D, B there is an associative and non-trivial
The same is true when G is locally Hausdorff. In fact, using the ideas of [1, Section 4.3.4], this can be seen by direct substitution of concepts into the proofs used in [19] . We first give the groupoid-equivariant version of the the lemma [ Kasparov's G with our G ⊔ , and Kasparov's g(u i ) − u i , defined for g ∈ G, with our α u (e i (s(u))) − e i (r(u)), defined for u ∈ G.
Kasparov's Technical Theorem below now follows essentially "classically". 
Proof. After making the same replacements as in the proof of Lemma 5.1, the proof of [19, Theorem 1.4] (which in this form is due to Higson [14] ) applies without change. [19, Theorem 1.4] , where he requires only that ϕ be bounded and induce norm-continuous functions g → aϕ(g) and g → ϕ(g)a for all a ∈ A 1 + J. As we will see, our stronger hypothesis does not impact the proof of the existence of the Kasparov product in our setting.
We recall here the notion of a connection given by Connes and Skandalis [12] . Let A and B be C * -algebras, and suppose that E 1 is a Hilbert A-module, E 2 is a Hilbert B-module, and that π : A → L(E 2 ) is a representation. Let E 12 = E 1⊗A E 2 , and for each ξ ∈ E 1 we denote by T ξ ∈ L(E 2 , E 12 ) defined by
The adjoint of T ξ is given on η⊗ ζ ∈ E 12 by T * ξ (η⊗ ζ) = π( ξ, η )ζ.
If F 2 ∈ L(E 2 ), we say that an operator F ∈ L(E 12 ) is an
and
If E 1 is countably generated and [F 2 , π(A)] ⊂ K(E 2 ), then the algebra L(E 12 ) contains an
We can now define the Kasparov product of two equivariant Kasparov modules in an analogous fashion to the non-equivariant case.
2. F is an F 2 -connection, and 3. for all a ∈ A, a[F 1⊗ 1, F ]a * ≥ 0 modulo K(E 12 ). Proof. Choose an F 2 -connectionF 2 for E 1 . Let J denote the algebra K(E 12 ), A 1 the G-algebra J + K(E 1 )⊗ 1, A 2 the algebra generated byF 2 −F * 2 ,F 2 2 − 1, [F 2 , F 1⊗ 1] and [F 2 , A], and let ∆ denote the subspace of L(E 12 ) generated by F 1⊗ 1,F 2 and A. Finally denote by ϕ the element α ⊔ (s * ⊔F 2 ) − r * ⊔F 2 of L(r * ⊔ E 12 ). Apply Theorem 5.2 to obtain M 1 and M 2 with the stated properties, and define
Exactly as in the non-equivariant case, the pair (E 12 , F ) satisfies properties 1., 2., and 3., in Definition 4.1, and all that remains to verify that (E 12 , F ) ∈ E G (A, B) is to show that F is almost-equivariant. For any a ∈ r * ⊔ A, however, we can write a · (α ⊔ (s * ⊔ F ) − r * ⊔ F ) ∈ L(r * ⊔ E 12 ) as the sum
The first, third and final terms in Equation (3) Remark 5.6. With Theorem 5.5 in hand, one can now define the external product 
Crossed products
We now discuss crossed products of G-algebras as well as their relationship to KK Gtheory. We will assume for this that G is equipped with a Haar system, whose definition we recall for the reader's convenience. Definition 6.1. A Haar system on G is a family {λ x } x∈G (0) of measures on G such that each λ x is supported on G x , and is a regular Borel measure thereon, and such that
and, 2. for each f ∈ C c (G), the map
is continuous with compact support on G (0) .
That G admits a Haar system is a nontrivial requirement in general. Indeed, if G admits a Haar system then its range and source maps must be open [32, Proposition 2.2.1], and it is not difficult to find examples of locally compact (even Hausdorff) groupoids for which this is not the case [34, Section 3] . In the context of a foliated manifold, any choice of leafwise half-density (see [10, Section 5] ) determines a Haar system on the associated holonomy groupoid.
If The I-norm makes Γ c (G; r * A) into a normed * -algebra, and the full crossed product A ⋊ G is the associated enveloping C * -algebra. More specifically, A ⋊ G is the completion of Γ c (G; r * A) in the norm
The reduced C * -algebra of G is obtained from the algebra C c (G) by completing it with respect to the norm obtained from the canonical family of * -representations π x : C c (G) → L(L 2 (G x )), x ∈ G (0) , called the regular representation. For a groupoid dynamical system (A, G, α) the situation is slightly more complicated -namely, we must complete the convolution algebra Γ c (G; r * A) with respect to the norm obtained from a particular family Hilbert modules constructed from A. Proposition 6.6. Let (A, G, α) be a groupoid dynamical system. Then for each x ∈ G (0) , the completion
for all ξ ∈ Γ c (G x ; r * A) and a ∈ A x . Moreover, for each x ∈ G (0) , a representation π x : Γ c (G; r * A) → L L 2 (G x ; r * A) is defined by the formula
Proof. It is clear from inspection that for x ∈ G (0) , ξ, η ∈ Γ c (G x ; r * A) and a ∈ A x , the formulae defining ξ, η x and (ξ · a) make sense. Moreover, we have ξ, η * x = (ξ * * η) * (x) = (η * * ξ)(x) = η, ξ x since * is an involution, and
Consequently [23, p. 4] , the completion L 2 (G x ; r * A) is indeed a Hilbert A x -module.
The extension of π x to a representation π x : Γ c (G; r * A) → L L 2 (G x ; r * A) follows from the argument of Khoshkam and Skandalis [21, 3.6] . Specifically, Khoshkam and
for allξ ∈ Γ c (G x ; A x ) and η ∈ Γ c (G x ; r * A). Thus it extends to a unitary isomorphism
for any ξ ∈ Γ c (G x ; r * A), so that π x is unitarily equivalent to the representationπ x and is consequently itself a representation by [21, Section 3.6] .
Completing in the norm obtained from the Hilbert module representations of Proposition 6.6 we obtain the reduced crossed product algebra.
for ξ ∈ Γ c (G; r * E) and f ∈ Γ c (G; r * B), with · denoting the (fibrewise) right action of B on E. By completing in the norm attained from either the reduced or full crossed product we obtain [23, p. 4] a Hilbert module. Definition 7.1. Given a G-algebra (B = Γ 0 (G (0) ; B), β) and a G-Hilbert B-module (E = Γ 0 (G (0) ; r * E), W ), we define E ⋊ G and E ⋊ r G to be the completions of Γ c (G; r * E) in the norms
Hilbert B ⋊ r G-module, which we will refer to respectively as the full and reduced crossed products of E by G.
Remark 7.2. If B is a G-algebra and E a Hilbert B-module, then since the reduced C * -norm on Γ c (G; r * B) is bounded by the full norm, we see that the reduced norm on Γ c (G; r * E) is bounded by the full norm also.
We pull back operators on equivariant modules to their crossed products as follows. That the crossed product of an equivariant A-B-correspondence is an A ⋊ r G-B ⋊ r Gcorrespondence turns out to require some mildly nontrivial argumentation, which does not currently appear in the literature. We give a full proof below.
Proposition 7.6. Let (A = Γ 0 (G (0) ; A), α) and (B = Γ 0 (G (0) ; B), β) be G-algebras and let (E = Γ 0 (G (0) ; E), W ) be a G-Hilbert module. Then if π : A → L(E) is an equivariant representation, the formula then π x (a)e = π x (a)(p x e) for all x ∈ G (0) , a ∈ A x and e ∈ E x . Then for any f ∈ Γ c (G; r * A) and ξ ∈ Γ c (G; r * E) we compute
Using the equivariance of π, we then see that
=(f · (r * (p)ξ))(u), so we can assume without loss of generality that ξ ∈ Γ c (G; r * (p E)). Since the representation π of A on p E is (fibrewise) nondegenerate, by [31, Proposition 6.8] there exists a sequence (e i ) i∈N in Γ c (G; r * A) such that for any ξ ∈ Γ c (G; r * (p E)), the sequence (π(e i )ξ) i∈N converges to ξ in the inductive limit topology on Γ c (G; r * E). Thus we can assume without loss of generality that ξ is of the form g · ξ ′ for g ∈ Γ c (G; r * A) and ξ ′ ∈ Γ c (G; r * (p E)). For such ξ we estimate f · ξ, f · ξ G = ξ ′ , (g * * f * * f * g) · ξ ′ G ≤ f 2 A⋊rG ξ ′ , (g * * g) · ξ ′ G = f 2 A⋊rG ξ, ξ G .
Hence
so f → f · does indeed define a homomorphism π ⋊ r G : A ⋊ r G → L(E ⋊ r G). By Remark 7.2, f → f · also extends to a homomorphism π ⋊ G : A ⋊ G → L(E ⋊ G).
Observe now that if (E, F ) is a G-equivariant Kasparov A-B-module, then we can form the pairs (E ⋊ G, r * (F )) and (E ⋊ r G, r * (F )). It is in this way that we obtain the following theorem. are homomorphisms of abelian groups, and are compatible with the Kasparov product in the sense that if x ∈ KK G (A, C) and y ∈ KK G (C, B) , then we have
Proof. That E ⋊ G and E ⋊ r G are countably generated can be seen by taking a countable approximate identity {f i } i∈N for C c (G) in the inductive limit topology and a countable generating set {e j } j∈N for Γ 0 (X; E). Then, letting · denote pointwise multiplication, the countable collection {f i · r * e j } i,j∈N is a generating set for both E ⋊ G and E ⋊ r G (note that since each f i is a finite sum of functions that are continuous and supported in Hausdorff open subsets, so too is each f i · r * e j ). We have already proved in Proposition 7.3 that the operator r * (F ) makes sense in both L(E ⋊ G) and L(E ⋊ r G). The result is otherwise proved in the same manner as in [19, Theorem 3.11] , once one replaces Kasparov's C c (G, A), C c (G, E ) and C c (G, K (E )) with our Γ c (G; r * A), Γ c (G; r * E) and Γ c (G; r * K(E)) respectively.
We end the paper by noting that the descent map can also be applied to an unbounded equivariant Kasparov module, to yield an unbounded Kasparov module for the associated crossed product algebras. 
