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Multi-branch autocorrelation method for
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Abstract
In underwater acoustic (UWA) communications, Doppler estimation is one of the major stages in a receiver. Two Doppler
estimation methods are often used: cross-ambiguity function (CAF) method and single-branch autocorrelation (SBA) method. The
former results in accurate estimation but with a high complexity, whereas the latter is less complicated but also less accurate. In
this paper, we propose and investigate a multi-branch autocorrelation (MBA) Doppler estimation method. The proposed method
can be used in communication systems with periodically transmitted pilot signals or repetitive data transmission. For comparison
of the Doppler estimation methods, we investigate an OFDM communication system in multiple dynamic scenarios using the
Waymark simulator, allowing virtual underwater acoustic signal transmission between moving transmitter and receiver. For the
comparison, we also use the OFDM signals recorded in a sea trial. The comparison shows that the receiver with the proposed
MBA Doppler estimation method outperforms the receiver with the SBA method and its detection performance is close to that
of the receiver with the CAF method, but with a significantly lower complexity.
Index Terms
Ambiguity function, autocorrelation, Doppler estimation, OFDM, underwater acoustic communications.
I. INTRODUCTION
In underwater acoustic (UWA) communications, due to the slow propagation speed of acoustic waves, the Doppler effect
introduces significant distortions in propagated signals [2]–[5]. To achieve a high detection performance, accurate Doppler
estimation and compensation techniques are required [2], [6]–[8]. The Doppler effect is caused by transmitter/receiver motion,
by surface waves, by fluctuations of the sound speed, and other phenomena [9]–[11]. The Doppler effect on signals is often
described as time compression/dilation with a compression factor constant over a measurement interval, i.e., a constant-speed
movement [12]–[15]. For specific underwater tasks, such as underwater imaging, environment monitoring, and sea bottom
searching, fast-moving platforms such as autonomous underwater vehicles (AUVs) can use complicated trajectories [16]–[21],
where the constant-speed assumption is not valid. Such movements require frequent re-estimation of the Doppler effect to
support a high detection performance of UWA communications [22]. The Doppler estimation then becomes a complicated task
dominating the complexity of the receiver [23].
Many Doppler estimation methods are currently used in UWA communications. One such method involves transmitting
Doppler-insensitive preamble and postamble around a data package and estimation of the time difference between their arrivals,
transformed into the time-compression factor [2], [24], [25]. This method however assumes that the time compression (the
transmitter/receiver velocity) is constant over the data package, which is often not the case with a fast-moving and manoeuvring
transmitter/receiver. With fast-varying movements, the Doppler estimation should also be performed within the data package,
sometimes requiring updates with every received data symbol [22]. Such Doppler estimation techniques have been specifically
developed for different single-carrier modulation schemes [7], [26]–[28]. These techniques however cannot be directly applied
to multicarrier transmission, such as the orthogonal frequency-division multiplexing (OFDM); besides, multicarrier schemes
are more sensitive to Doppler distortions and require more accurate Doppler estimation [29].
One efficient method of Doppler estimation in multipath channels is based on computing the cross-ambiguity function
(CAF) between received and transmitted signals [29]–[31]. The CAF is computed on a two-dimensional (2D) grid of channel
delays and Doppler compression factors. The position of maximum of the CAF magnitude over the Doppler grid provides an
estimate of the Doppler compression. However, due to a large number of Doppler estimation channels, the CAF method is
computationally intensive, even if fast Fourier transforms (FFT) and a two-step (coarse and fine estimation) approach is used
to reduce the number of Doppler channels and speed up the computations [8], [12], [23]. Significantly less complicated is
the single-branch autocorrelation (SBA) method [12], [32]–[35]. This method is applied to periodic transmitted signals and it
exploits the fact that, with a moving transmitter/receiver, the signal period changes; the SBA method measures this change to
estimate the time-compression factor. Apart from being of low complexity due to a single estimation branch, another benefit
of this method is the efficient combining of multipath components. However, the method can fail in cases where the motion
of transmitter/receiver involves accelerations.
Jianghui Li, Yuriy Zakharov and Benjamin Henson are with the Department of Electronic Engineering, University of York, UK, e-mail: jl1384@york.ac.uk,
yury.zakharov@york.ac.uk and bth502@york.ac.uk. The material of this paper was partly presented in the UACE-2015 conference in Greece [1].
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Fig. 1. Channel model.
In this paper, we propose a multi-branch autocorrelation (MBA) method that is capable of estimating the Doppler effect in
UWA channels with fast moving and manoeuvring transmitter/receiver, having significantly lower complexity than the CAF
method and outperforming the SBA method.
One of significant problems of testing signal processing algorithms for UWA communications is the modeling of the signal
transmission, taking into consideration the specific time-varying multipath propagation due to the complicated motion of a
receiver and transmitter. For such a virtual signal transmission, i.e., the transmission that mimics a real sea trial, the VirTEX
underwater propagation channel model was developed [36] and used [37]; this model is based on the Bellhop ray/beam
tracing [38] to compute the channel impulse response in different acoustic propagation environments. A similar approach was
implemented in the Waymark model [10], [39], [40] developed to efficiently simulate the UWA signal transmission in long
communication sessions. We use the Waymark model to test the Doppler estimation methods in communication sessions with
complicated motion of the transmitter and receiver.
In this paper, the Doppler estimation methods are implemented in a communication system with guard-free OFDM and
superimposed data and pilot signals [10], [30], [31], [41]. The comparison of the three methods (CAF, SBA and MBA) in a
number of simulation scenarios, as well as in a real sea trial, shows that the MBA method outperforms the SBA method, also
its performance is comparable to that of the CAF method, but with a less complexity.
The paper is organised as follows: Section II describes the transmitted signal, channel model, and receiver. Section III
presents the proposed MBA Doppler estimation method. Implementations of the CAF, SBA, and MBA methods are described
in Section IV. Sections V and VI compare the Doppler estimators in multiple scenarios, using the Waymark model and data
recorded in a sea trial, respectively. Section VII summarizes the paper.
II. TRANSMITTED SIGNAL, CHANNEL MODEL AND RECEIVER
In this section, the transmitted signal, channel model and the receiver structure are described. Transmitted signals that we
consider here are guard-free OFDM signals with superimposed pilot signals [23]. However, the proposed Doppler estimation
technique can operate with other types of transmitted signals, in which the same signal pattern is repeated in time.
The transmitted signal x(t) consists of a continuous sequence of guard-free OFDM symbols [23], [30]:
xl(t) = ℜ
{
ej2pifct
Ns/2−1∑
k=−Ns/2
[Mp(k) + jDl(k)]e
j 2pi
Ts
kt
}
, (1)
where l = 1, 2, . . . , L, L is the number of OFDM symbols in the transmitted data package, Ns = 1024 the number of
sub-carriers, fc = ωc/(2pi) = 3072 Hz the carrier frequency, F = 1024 Hz the frequency bandwidth, Ts = 1 s the symbol
duration, and j =
√−1. The sequence Mp(k) ∈ [−1,+1] is a binary pseudo-random sequence of length Ns, serving as the
superimposed pilot signal, the same for all OFDM symbols. Therefore, the pilot signal is periodic in time with the period Ts.
The sequence Dl(k) represents the information data in the lth OFDM symbol; it is obtained by interleaving and encoding
original data across sub-carriers using rate 1/2 convolutional codes [42].
The UWA channel is often modelled as a time-variant linear system with an impulse response h(t, τ) that describes multipath
and Doppler spreads in the channel. The received signal is then given by
r(t) =
∞∫
−∞
h(t, τ)x(t− τ)dτ + ν(t), (2)
where ν(t) is the additive noise. In UWA communications, for a general time-varying multipath channel, different propagation
paths, corresponding to different delays τ , might have different Doppler compression factors. The channel can be represented
using two time-varying components described by a dominant time-varying channel delay τd(t) and a slower time-varying
channel impulse response h¯(t, τ) as shown in Fig. 1 [23]. The component δ(τ − τd(t)), where δ(τ) is the Dirac delta function,
can be thought of as caused by the varying distance between the transmitter and receiver. The component h¯(t, τ) incorporates
differential variations in the lengths of acoustic rays due to the movement. Thus, the time-varying channel impulse response
h(t, τ) can be represented as a convolution of δ(τ − τd(t)) and h¯(t, τ). Therefore, the received signal can be represented as
r(t) = s(t) + ν(t), where s(t) = s0(t− τd(t)) and s0(t) =
∞∫
−∞
h¯(t, τ)x(t− τ)dτ .
The channel model in Fig. 1 is useful for designing receivers in scenarios with fast moving transmitter and/or receiver. The
channel component described by the dominant time-varying delay τd(t) is associated with fastest channel variations, since a
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small variation in the delay results in a significant variation in the phase of the received signal. However, this component can
be described by a few parameters [4], [5]. Therefore, it can be accurately estimated using a Doppler estimator, such as the
estimator based on calculation of the ambiguity function [29]–[31] or the autocorrelation [12], [32]–[35], and further equalized
using resampling. The other component of the channel representation, described by the impulse response h¯(t, τ), still contains
most of the parameters to be estimated, such as the multipath delays and complex amplitudes. However, these parameters are
slower varying in time compared to that of the channel response h(t, τ). Therefore, an equalizer for the channel component
h¯(t, τ) is easier to build than an equalizer for the channel response h(t, τ). Many practical receivers are built using this
approach, where parameters of the dominant time-varying delay τd(t) are estimated using a Doppler estimator and equalized
by resampling the received signal. After that the channel component h¯(t, τ) is equalized, e.g., using a linear equalizer. For
more discussion on this channel representation see [10], [23].
Below, when deriving the proposed MBA Doppler estimator, we will assume that, on the estimation time interval, the
impulse response h¯(t, τ) is time invariant, i.e., h¯(t, τ) = h¯(τ), and that the time-varying delay τd(t) is described by a
quadratic polynomial, see equation (9). However, when testing this and other Doppler estimators, we will be using more
realistic scenarios, with different propagation paths having different Doppler spreads. Note that the scenarios will be defined
by the acoustic environment and trajectory of the transmitter/receiver. In the test scenarios, the impulse response h(t, τ) is
incorporated into the data obtained either in a real sea experiment or via virtual signal transmission using the Waymark
simulator [10], [39]. Therefore, the channel parameters, including the Doppler parameters associated with the dominant time-
varying channel delay τd(t), are not explicitly available for comparison with their estimates. Besides, there are possible multiple
variants of splitting h(t, τ) into the two components h¯(t, τ) and τd(t). Therefore, we will be assessing the performance of
Doppler estimators by comparing the detection performance of a receiver using these estimators.
Fig. 2 shows the block diagram of the receiver. The front-end processing implements the frequency shifting of the received
signal r(t) = s(t) + ν(t) by ωc, the low-pass filtering, and analog-to-digital conversion of the baseband signal
r˜(t) = s˜(t) + ν˜(t),
where ν˜(t) is a baseband noise signal, into signal samples r˜(n) taken with a sampling interval ∆τ = Ts/(NsNτ ), where Nτ
is the time oversampling factor, which is set to Nτ = 2 for our experiments.
Front-end
processing
Resampling
& frequency
correction
Doppler
estimator
Equalizer
Equalizer
Combiner Demodulator Decoder
Turbo-iterations
Fig. 2. Block diagram of the receiver for guard-free OFDM signals.
The Doppler estimation consists of two steps: coarse and fine estimation. The coarse estimation is implemented using one of
three methods: CAF; SBA; or MBA. The coarse Doppler estimation is performed on a coarse grid of Doppler scaling factors.
However, this coarse resolution would not be good enough for equalization and demodulation. Therefore, the coarse estimate
is refined by using parabolic interpolation as detailed in [23]. The discrete-time estimates of the Doppler scale factor obtained
with the time interval Test (in our experiments, Test = Ts/4) are linearly interpolated, and used to compensate for the dominant
time-varying Doppler effect by resampling and frequency correcting the signal r˜(n) (see [23] for details).
The resampled and frequency corrected signal r˜(n) is divided into two diversity signals, corresponding to odd and even
samples of r˜(n), respectively. The two signals are independently time-domain equalized. Assuming perfect compensation of
the dominant Doppler compression described by the time-varying delay τd(t), the equalization deals with the distortions of the
signal caused by the slow variant impulse response h¯(t, τ) (see Fig. 1). The equalized signals from the two diversity branches
are combined and demodulated to produce tentative data estimates, further refined in Q turbo iterations; in our experiments,
Q = 1. The final data estimate D(Q) is applied to the Viterbi decoder [42] to recover transmitted data.
More details on the operation of the receiver shown in Fig. 2 can be found in [23]. In [23], the CAF Doppler estimator
is implemented. It has a high complexity, which is the largest contribution to the total receiver complexity. In this paper,
we propose a multi-branch Doppler estimator that has significantly lower complexity and provides almost the same detection
performance as the CAF estimator.
III. MULTI-BRANCH AUTOCORRELATION DOPPLER ESTIMATOR
Consider the channel model in Fig. 1. Let the transmitted signal x(t) be represented using an equivalent baseband signal
x˜(t):
x(t) = ℜ{x˜(t)ejωct}
=
1
2
x˜(t)ejωct +
1
2
x˜∗(t)e−jωct, (3)
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where ℜ{·} denotes the real part and (·)∗ the complex-conjugate of a complex-valued number. Similarly, we have
s0(t) = ℜ{s˜0(t)ejωct}
=
1
2
s˜0(t)e
jωct +
1
2
s˜∗0(t)e
−jωct, (4)
where s˜0(t) is an equivalent baseband signal for s0(t).
Let the signal x˜(t) be periodic with a period Ts, so that
x˜(t+ Ts) = x˜(t).
Assume that the first component in the channel model, shown in Fig. 1, is time invariant, i.e., h¯(t, τ) = h¯(τ). Then, the
baseband signal s˜0(t) is also periodic with the same period Ts, i.e.,
s˜0(t+ Ts) = s˜0(t).
The second channel component in Fig. 1 is modeled as a time-varying delay τd(t), so the output of the channel without noise
is given by
s(t) = s0(t− τd(t))
=
1
2
s˜0(t− τd(t))ejωc(t−τd(t))
+
1
2
s˜∗0(t− τd(t))e−jωc(t−τd(t)). (5)
In a receiver, typical front-end processing includes a frequency shifting of the received signal s(t) by ωc via multiplying
the signal by e−jωct and further low-pass filtering. Therefore, the second component in (5) is filtered out, and the front-end
processing produces a baseband signal
s˜(t) = s˜0(t− τd(t))e−jωcτd(t). (6)
A. SBA estimator
The delay τd(t) can often be represented as a linear function of time, described by two parameters, an initial delay a0 and
a time-compression factor a1 [4], [5]:
τd(t) = a0 + a1t, t ∈ [−Θ/2,Θ/2],
where Θ is a measurement interval. For estimation of the parameter a1, the autocorrelation function
ρ(τ) =
Θ/2∫
−Θ/2
s˜∗(t)s˜(t+ τ)dt (7)
of the baseband signal s˜(t) can then be used [43]. More specifically, a1 can be estimated by searching for the maximum of
|ρ(τ)| over delays in vicinity of the signal period Ts:
τmax = arg max
Ts−τM≤τ≤Ts+τM
|ρ(τ)|, (8)
where [Ts − τM , Ts + τM ] is a search interval defined by the maximum possible delay τM due to the time compression, i.e.,
due to the maximum relative velocity between the transmitter and receiver. The ratio aˆ1 = 1− Ts/τmax can be considered as
an estimate of a1 (see below). We call such an estimator of a1 the SBA estimator.
B. MBA estimator
However, the SBA estimator is limited in accuracy when the Doppler compression factor varies over the measurement
interval, i.e., when the delay line in Fig. 1 is described by a polynomial of a higher degree, e.g., if τd(t) is a quadratic
polynomial:
τd(t) = a0 + a1t+ a2t
2, t ∈ [−Θ/2,Θ/2], (9)
where a2 is a parameter describing the acceleration. Let a be an acceleration between the transmitter and receiver. Due to this
acceleration, the distance d(t) between the transmitter and receiver varies in time as d(t) = at2/2. Since τd(t) = d(t)/c, we
have a2 = a/(2c), where c is the sound speed.
In fast-varying channels, for estimation of Doppler parameters, we propose to use the following statistic:
ρ(τ,Ω, µ) =
Θ/2∫
−Θ/2
s˜∗(t)s˜(µt+ τ)ejΩtdt. (10)
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Fig. 3. Computation of one Doppler section of the CAF.
Specifically, the position of the peak of |ρ(τ,Ω, µ)| over delay τ in vicinity of the signal period Ts and over frequency Ω and
compression factor µ:
{τmax,Ωmax, µmax} = arg max
τ,Ω,µ
|ρ(τ,Ω, µ)|, (11)
will define the Doppler estimate as explained in Appendix A. More specifically, it is shown that the parameter a1 can be
estimated as
aˆ1 = 1− Ts
τmax
− αΩmax
2ωc
, (12)
where α = [Ts/(kτmax)]
2 ≃ 1 and k = 1− a1. The parameter a2 can be estimated as
aˆ2 =
Ωmax + a1(1− µmax)ωc
2µmaxτmaxωc
, (13)
where instead of a1 its estimate aˆ1 can be substituted. Since in many scenarios, µmax ≈ 1, the estimate in (13) can be simplified
and made independent of a1:
aˆ2 =
Ωmax
2τmaxωc
. (14)
The values µmax and Ωmax are inter-dependent as
µmax = 1 +
Ωmax
ωc
. (15)
This simplifies the Doppler estimation. According to (11), the statistic |ρ(τ,Ω, µ)| needs to be computed at a 3D grid. However,
due to the inter-dependence, a 2D grid over (τ,Ω) is sufficient.
If ΘFΩmax/ωc < 1, we can set µ = 1 in (10), i.e., the resampling is not required, thus further simplifying the signal
processing. With high accelerations a and high values of the measurement interval Θ and/or frequency bandwidth F , one of
the components in (10) will need to be prescaled with a compression factor µ related to the frequency Ω as µ = 1+Ω/ωc. In
our scenarios, this requirement is satisfied for the whole range of Ω, and therefore we set µ = 1, thus avoiding the resampling.
The estimates of parameters a1 and a2, obtained in the MBA Doppler estimator, are used for approximation of the delay
τd(t) and resampling the received signal (see Fig. 2).
Note that in the SBA method, the term αΩmax/(2ωc) as in (12) is ignored, which makes the SBA method less accurate
when there is a non-zero acceleration a. However, the main disadvantage of the SBA method compared to the MBA method
is that, with non-zero acceleration, the amplitude of the autocorrelation peak in the vicinity of the signal period Ts is reduced.
For example, for pseudo-noise signals, such as the m-sequence [42], with a δ-like ambiguity function, the amplitude at Ω = 0
will be close to zero if ΩmaxΘ > 2pi; e.g., for our scenarios, it corresponds to accelerations a > 0.5 m/s
2.
IV. IMPLEMENTATION OF DOPPLER ESTIMATORS
A. Implementation of CAF method
In the CAF method, 2Nd+1 Doppler sections of the ambiguity function are computed with a period Test by cross-correlating
the scale-distorted received signal and one period of the pilot signal (see [2] and [23] for more details). The ambiguity function
is computed on the delay-Doppler scale grid. The delay step on the grid is ∆τ . The Doppler scale step is chosen so that
the corresponding frequency shift ∆f is a predefined fraction of the subcarrier spacing F/Ns: ∆f = F/(NsND), with the
frequency oversampling factor ND set to ND = 2. In [23], it is shown that such a coarse resolution is enough for operation
of the receiver, whereas higher ND would proportionally increase the complexity of the Doppler estimator.
To cover the whole Doppler spread, the cross-ambiguity function ACAF(m,n), m = −Nd, . . . , Nd, n = 0, . . . , NsNτ − 1,
has 2Nd+1 Doppler sections. The mˆ-th Doppler section with the maximum magnitude indicates the coarse Doppler estimate:
[mˆ, nˆ] = argmax
m,n
|ACAF(m,n)|.
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One Doppler section ACAF(m, :) is computed as shown in Fig. 3. The input signal r˜(i) with the original sampling rate fs is
resampled and frequency shifted according to the mth scale factor 1 + d(m), where d(m) = m∆f/fc = mF/(NsNDfc) and
m = −Nd, . . . , Nd. The resampling interval Tm for the mth Doppler section is given by Tm = 1/[FNτ (1 + d(m))]. The
resampling is based on the linear interpolation and compensates for the time scale with the factor 1 + d(m).
Denoting rˆ(t) as a continuous-time signal that would be obtained via the linear interpolation of r˜(i), after the resampling
and frequency correction, we have r˜m(n) = rˆ(nTm) exp (−j2pimn/NsNτND). Such a Doppler-like distorted received signal
is correlated with one period of the pilot signal p(i):
ACAF(m,n) =
NτNs−1∑
i=0
r˜m(i)p
∗ (i⊕ n) , (16)
where ⊕ denotes the cyclic shift over the period NsNτ , (·)∗ denotes complex conjugate, and
p(i) =
Ns/2−1∑
k=−Ns/2
Mp(k)e
−j 2pi
NsNτ
ki. (17)
This computation can be done using the FFT and IFFT as shown in Fig. 3. The use of the FFT and IFFT for computing the
cross-correlation is possible because OFDM symbols have no guard interval, the pilot signal is periodic, and the orthogonality
interval is equal to the OFDM symbol duration. The position of the peak of the CAF magnitude indicates the coarse Doppler
estimate: aˆ1 = −d(mˆ)/[1+d(mˆ)]. The FFT in Fig. 3 is of size NsNτ ; such a time oversampling allows avoiding the interference
at boundary subcarriers (close to the frequencies fc − F/2 and fc + F/2). Although the frequency-domain multiplication by
the pilot sequence Mp(k), k = 0, . . . , Ns − 1, is only over Ns subcarriers, the IFFT in Fig. 3 is also of size NsNτ with
zero-padding of the rest Ns(Nτ − 1) FFT bins; this provides more accurate position estimation for the peak of the ambiguity
function.
B. Implementation of SBA method
The SBA method is implemented by computing the autocorrelation of the received signal,
ASBA(τ) =
NτNs−1∑
i=0
r˜∗(i)r˜
(
i+
τ
∆τ
)
, (18)
where τ/∆τ ∈ {NτNs − τM/∆τ,NτNs + τM/∆τ}, and finding the maximum
τmax = argmax
τ
|ASBA(τ)|.
The parameter a1 is then estimated as in (12) with Ωmax = 0.
C. Implementation of MBA method
The MBA method is implemented by computing 2Nd + 1 autocorrelation functions with a set of frequency shifts Ωm,
m = −Nd, . . . , Nd:
AMBA(τ,Ωm) =
NτNs−1∑
i=0
r˜∗(i)r˜
(
i+
τ
∆τ
)
ejΩm∆τi, (19)
where τ/∆τ ∈ {NτNs − τM/∆τ,NτNs + τM/∆τ} and Ωm = 2pi∆fm. The parameter a1 is then estimated as in (12) with
α = 1 and a2 is estimated as in (14), where
{τmax,Ωmax} = argmax
τ,Ωm
|AMBA(τ,Ωm)|.
Note that the complexity of each of the three methods is directly proportional to the number of Doppler estimation sections
(2Nd + 1). It is shown in Appendix B that the complexity of computing a single Doppler section is approximately the same
in all the methods. Therefore, to compare the complexity, we need to know the number of Doppler sections. The SBA method
is the simplest one since it requires a single Doppler section, Nd = 1. For the CAF method, Nd is approximately given by
Nd = round
[
Vmaxfc
c∆f
]
, (20)
where round[·] denotes the closest integer number, ∆f = 0.5 Hz the Doppler frequency step, fc = 3072 Hz the carrier
frequency, c = 1500 m/s the underwater sound speed, and Vmax the maximum speed of transmitter/receiver. The MBA method
is an extension of the SBA method as (19) is an extension of (18). Since with (19), the one-dimensional search is replaced
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Fig. 4. A block diagram of the Waymark underwater acoustic simulator.
with a two-dimensional search, the complexity of the MBA method is higher than that of the SBA method. For the MBA
method, Nd is given by
Nd = round
[
UmaxTsfc
c∆f
]
, (21)
where Umax is the maximum acceleration of transmitter/receiver. In typical scenarios, UmaxTs < Vmax, and therefore the number
of Doppler sections Nd in the MBA method is typically smaller than Nd in the CAF method, as can be seen from comparison
of (20) and (21), thus reducing the complexity of the MBA method.
V. NUMERICAL RESULTS
In this section, we investigate the detection performance of three versions of the receiver of guard-free OFDM signals, shown
in Fig. 2. These versions differ in the Doppler estimator, which are the CAF, SBA, or MBA estimator. The investigation is
performed using the Waymark simulator [10], [39], [40] to model the time-varying multipath distortions of signals, caused by
moving transmitter and/or receiver in specific acoustic environments. The required signal-to-noise ratio (SNR), from 7 dB to
17 dB, is then achieved by adding independent Gaussian noise to the distorted signal. The SNR is defined as the ratio of the
energy of the distorted signal over the whole length of the communication session to the noise energy over the same time
interval, in the frequency bandwidth of the transmitted signal (from 2560 Hz to 3584 Hz).
The Waymark channel simulator [10], [39], [40] shown in Fig. 4 implements the channel model in Fig. 1 using the acoustic
field computation for an environment defined by a sound speed profile (SSP) and acoustic bottom parameters. This is done
using the Bellhop ray/beam tracing [38]. Using the ray parameters, the Waymark simulator computes the dominant delays
{τm} and channel impulse responses {hm(τ)} for a set of points (waymarks) along the transmitter/receiver trajectory. These
are spline-interpolated in time to obtain the continuous time-varying delay τd(t) and impulse response h¯(t, τ); in the simulator,
the continuous time t is treated as the discrete time at a sampling rate high enough to accurately represent the communication
signal. The (fractional) delay τd(t) is then implemented by interpolation of the signals, whereas the convolution with the
impulse response h¯(t, τ) is implemented using a time-varying finite impulse response (FIR) filter. In this paper, the Waymark
simulator is used for numerical investigation of the Doppler estimation methods in a number of scenarios. Note that sea trials
with such scenarios would otherwise be difficult to conduct. However, data from a sea trial are also used for investigation of
the Doppler estimators, see Section VI.
In the Waymark simulation, the following three scenarios are considered:
• Scenario 1: the transmitter moves with a sinusoid-like trajectory towards the receiver at a speed of 6 m/s, while the
receiver is stationary, as shown in Fig. 5(a);
• Scenario 2: the transmitter moves with a sinusoid-like trajectory past the receiver at a speed of 6 m/s, while the receiver
moves towards the transmitter at a speed of 6 m/s, as shown in Fig. 5(b);
• Scenario 3: the transmitter performs a slow flower circle movement, while the receiver moves towards the transmitter at
a speed of 6 m/s, as shown in Fig. 5(c).
The depth of both the transmitter and the receiver is 60 m. The data transmission lasts for 200 s, i.e., L = 200 OFDM
symbols are transmitted in a communication session.
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Tx Rx
(a) Transmitter moves towards receiver (Scenario 1).
Tx
Rx
(b) Transmitter moves past receiver (Scenario 2).
Tx
Rx
(c) Flower circle movement of the transmitter; O is the center of the flower
(Scenario 3).
Fig. 5. Simulation scenarios (top view; Tx is the transmitter, and Rx is the receiver).
A. Scenario 1
water column
bottom
(a) Summer SSP
water column
bottom
(b) Winter SSP
Fig. 6. The shallow water SSPs [44], [45] used in the simulation.
In this scenario, two shallow water environments are considered, with summer and winter SSPs [44], [45], shown in Fig. 6(a)
and Fig. 6(b), respectively. The transmitter moves towards the receiver with a sinusoid-like trajectory as shown in Fig. 5(a).
Such a movement can be caused when a transducer is towed by a surface vessel. Indeed, the sinusoid-like trajectory is only an
approximation of a real movement affected by the surface waves [10]. The distance D(t) between the transmitter and receiver
varies in time as
D(t) = D0 − vtt+K sin
(
2pit
T
)
, (22)
where D0 is an initial distance at t = 0, K = 2 m is the sinusoid amplitude, T = 10 s is a typical period of surface waves,
and vt = 6 m/s is the speed of the vessel. Thus, the maximum speed between the transmitter and receiver is Vmax = 7.3 m/s
and the maximum acceleration Umax = 0.79 m/s
2.
Based on the maximum velocity and acceleration, from (20) and (21) we obtain the number of Doppler sections in the CAF
and MBA estimators as 61 and 7, respectively. As the complexity of the estimators is proportional to the number of Doppler
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sections, it can be seen that the MBA estimator requires almost 9 times less computations. Indeed, the SBA method requires a
single Doppler section and it has the lowest complexity of the three methods. However, as will be seen from our investigation,
the SBA method is incapable of providing reliable detection.
1) Experiment with the summer SSP: This experiment starts at the distance D0 = 10 km. Fig. 7(a) shows fluctuations of
the channel impulse response. Fig. 8(a) shows the bit-error-rate (BER) performance of the receiver with the three Doppler
estimation methods. It can be seen that the SBA method is unable to provide a reliable detection, whereas the MBA estimator
provides a BER performance comparable to that of the CAF method.
2) Experiment with the winter SSP: In this case, the SSP is as shown in Fig. 6(b), and the initial distance is set to
D0 = 20 km. Fig. 7(b) shows fluctuations of the channel impulse response in this case. It is seen that the multipath structure
of this channel is more complicated than in the channel with the summer SSP. However, as seen in Fig. 8(b), the proposed
MBA method still provides a performance comparable to that of the CAF method. It is also seen that the SBA method cannot
provide reliable detection.
B. Scenario 2
In this scenario, the summer SSP is used for simulation, and the distance D(t) between the transmitter and receiver is
described as
D(t) =
√
(D0 − vrt)2 + (vtt+K sin(2pit/T ))2, (23)
where D0 = 2 km is the initial distance at t = 0, K = 2 m, T = 10 s and vt = vr = 6 m/s. Fig. 7(c) shows fluctuations of
the channel impulse response in this scenario. Fig. 8(c) shows the BER performance of the receiver with the three Doppler
estimation methods. It can be seen that, at SNRs higher than 15 dB, the CAF method provides error-free transmission, while
the MBA method allows the error-free transmission at SNRs higher than 13 dB. It can also be seen that the SBA method
shows poor performance, whereas the MBA estimator again shows a performance similar to that of the CAF method.
In this scenario, the maximum transmitter/receiver velocity is Vmax = 6 m/s and the maximum acceleration is Umax = 0.7 m/s
2.
From (20) and (21) we obtain that the CAF method requires 51 Doppler sections and the MBA method requires 7 Doppler
sections, i.e., the MBA method requires about 7 times less computations than the CAF method.
C. Scenario 3
AUVs can use complicated trajectories for underwater imaging, monitoring and sea bottom searching [16]–[21]. A compli-
cated trajectory is considered in this scenario as shown in Fig. 5(c); the trajectory of the transmitter looks like a petaled flower.
The receiver moves at a speed of vr = 6 m/s. The distance D(t) between the transmitter and receiver is described as
D(t) =
√
(D0 − vrt)2 + [K sin(12pit/T ) + 2]2
−2(D0 − vrt)[K sin(12pit/T ) + 2] cos(2pit/T ),
(24)
where D0 = 5 km is the initial distance at t = 0 between the central point (point O in Fig. 5(c)) of the flower and receiver,
K = 2 m, and T = 100 s the period of passing one flower circle; the external radius of the flower is 3 m.
Fig. 7(d) shows fluctuations of the channel impulse response in this scenario and Fig. 8(d) shows the BER performance of
the receiver. It can be seen that the SBA method is outperformed by the other two methods, which show similar performance.
In this scenario, the transmitter moves with a relatively low time-varying velocity, vt ≤ 0.38 m/s. The maximum transmit-
ter/receiver velocity is Vmax = 6.8 m/s, and the maximum acceleration is Umax = 0.29 m/s
2. From (20) and (21), we obtain
that the CAF method requires 59 Doppler sections and the MBA method requires only 3 Doppler sections; thus the MBA
method has almost 20 times less complexity than the CAF method.
From this numerical investigation, we can conclude that the proposed MBA method significantly outperforms the SBA
method. In fact, the BER performance achieved with the SBA method does not improve with increased SNR. This is explained
by the fact that under a high acceleration, the received signal at delays close to Ts is decorrelated. Fig. 12(b) shows that,
without the frequency correction (as in Doppler section 4), the autocorrelation peak is close to zero. However, with the frequency
correction (as in Doppler section 2), the high autocorrelation is recovered. Therefore, in channels with high acceleration, the
SBA method is not capable of providing a reliable detection, while the MBA method shows a high performance. It can also
be seen that the MBA method provides a performance similar to that of the CAF method. However, the complexity of the
MBA method is significantly lower than the CAF complexity.
D. MSE performance of the Doppler estimators
Since the ultimate purpose of the Doppler estimators is to achieve a good detection performance, in the previous part of this
section we compared the BER performance of a receiver using these estimators. However, when dealing with an estimation
problem, it is often desirable to obtain the MSE (Mean-Squared Error) performance of estimators to compare their accuracy.
The MSE results can also be used to explain the receiver BER performance. However, in our scenarios defined by the acoustic
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(a) Summer SSP, transmitter moves towards receiver (10 km, Scenario 1).
(b) Winter SSP, transmitter moves towards receiver (20 km, Scenario 1).
(c) Summer SSP, transmitter moves past receiver (2 km, Scenario 2).
(d) Summer SSP, flower circle movement (5 km, Scenario 3).
Fig. 7. Fluctuations of the channel impulse response in the four simulation scenarios (distance).
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environment and trajectory of the transmitter/receiver, it is not directly possible to compute the MSE. The time-varying impulse
response h(t, τ) is incorporated into the received signal obtained via virtual signal transmission in the Waymark simulator.
Therefore, the Doppler parameters associated with the dominant time-varying channel delay τd(t) are not explicitly available for
comparison with their estimates. Moreover, all these parameters are time-varying, i.e., there is no single Doppler compression
factor or the acceleration parameter for comparison.
To overcome this difficulty, we consider scenarios that are somewhat similar to scenarios described above and, at the same
time, make the true Doppler parameters available for comparison with their estimates. In these ‘synthetic’ scenarios, the
dominant delay τd(t) is described by the model (9) with parameters a1 and a2 randomly generated. More specifically, the
velocity v and acceleration a are uniformly distributed in intervals defined by each scenario, and parameters a1 and a2 are
computed as a1 = −v/c and a2 = a/(2c). The impulse response h¯(t, τ) is time-invariant; it is generated as an FIR impulse
response with non-zero taps having relative delays and amplitudes close to those shown in Fig. 7. We run NMC = 1000
simulation trials, with a single measurement of the Doppler compression factor a1 in each trial, and for every estimator
compute the Root MSE (RMSE):
RMSE =
[
1
NMC
NMC∑
i=1
(
a
(i)
1 − aˆ(i)1
)2]1/2
, (25)
where a
(i)
1 is the true value of the parameter a1 in the ith trial and aˆ
(i)
1 is its estimate.
The simulation results are shown in Fig. 9. In the scenario with the transmitter moving towards receiver and summer SSP
(see Fig. 9(a)), the velocity v is randomly generated within the interval [4.7, 7.3] m/s and the acceleration a is randomly
generated within the interval [-0.79, 0.79] m/s2; the channel is single-path. It can be seen that, in the SNR range [7, 17] dB
(used for the analysis of the BER performance) the CAF and MBA estimators significantly outperform the SBA estimator.
This is consistent with the BER performance in Fig. 8(a). With the winter SSP (see Fig. 9(b)), the velocity and acceleration
are the same as with the summer SSP, but the channel has 7 multipath components in a delay interval of 55 ms, all with
equal powers. Again, the MBA and CAF estimator significantly outperform the SBA estimator, which is consistent with the
BER performance in Fig. 8(b). With the transmitter moving past the receiver (see Fig. 9(c)), the velocity v and acceleration a
are randomly generated within intervals [-6, 2.2] m/s and [-0.7, 0.7] m/s2, respectively. In the channel, there are 5 multipath
components within a delay interval of 55 ms with relative powers [0.5, 1, 1, 0.5, 0.5]. The MSE performance of the CAF and
MBA estimators are significantly better than that of the SBA estimator, which matches to the BER performance in Fig. 8(c).
Finally, Fig. 9(d) shows the MSE performance in the scenario with the flower circle movement of the transmitter. The velocity v
and acceleration a are randomly generated within intervals [-6.7, -5.3] m/s and [-0.29, 0.29] m/s2, respectively. In the channel,
there are 9 multipath components within a delay interval of 80 ms with relative powers 0.5 with respect to the multipath
component with the longest delay. Now, in the SNR interval [7, 17] dB, although the CAF and MBA estimators outperform
the SBA estimator, the performance gain is not as high as in the previous cases. Note that in this scenario the acceleration is
reduced compared to the previous scenarios, which explain the improved performance of the SBA estimator. This is consistent
with the BER performance in Fig. 8(d), where the SBA estimator shows an improvement in the BER performance, though
still being inferior to the CAF and MBA estimators.
Fig. 10 shows RMSE of estimation of the parameter a2 by the MBA method in scenario 1 with the winter SSP. The RMSE
is defined as
RMSE =
[
1
NMC
NMC∑
i=1
(
a
(i)
2 − aˆ(i)2
)2]1/2
, (26)
where a
(i)
2 is the true value of the parameter a2 in the ith trial and aˆ
(i)
2 is its estimate. In this scenario, the acceleration a
is within the interval [-0.79, 0.79] m/s2, i.e., a2 is within an interval [-2.6, 2.6]×10−4. It is seen that at SNR > 3 dB, the
accuracy of the estimates is about 10% of the estimation interval. The RMSE performance in the other scenarios is close to
that shown in Fig. 10.
VI. SEA TRIAL
In this section, we compare the performance of the three Doppler estimation methods using data recorded in a deep-water
sea trial, described as session F1-10 in [23]. In the sea trial, 376 guard-free OFDM symbols were transmitted at distances from
81 to 79 km. The transducer was towed at a depth of 200 m by a surface vessel moving at a speed of about 6–7 m/s towards
a receiver. Due to the surface waves affecting the towing vessel, the transducer exhibited random oscillations around the main
trajectory with an average period about 10 s [23]; this resulted in an (time-varying) acceleration between the transmitter and
receiver. The receive omnidirectional hydrophone was slowly drifting at a depth of 400 m. Fig. 11 shows the SSP in the sea
trial. The average SNR during the session is about 11 dB. Fig. 13 shows fluctuations of the channel impulse response in the sea
trial, after removing the dominant time-varying delay corresponding to the transmitter speed 6 m/s. It is seen that the channel
is characterized by a large number of fast-varying multipath components.
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TABLE I
BER PERFORMANCE OF THE RECEIVER WITH THE THREE DOPPLER ESTIMATORS; DATA RATE: 1/2 BPS/HZ.
Doppler estimator Code [3 7] Code [23 35] Code [561 753]
CAF 4.5 · 10−3 8.5 · 10−4 2.0 · 10−5
SBA 0.30 0.34 0.37
MBA 4.8 · 10−3 9.2 · 10−4 0
The BER performance is shown in Table I for different coding schemes, characterized by the code polynomial: [3 7], [23 35]
or [561 753] in octal. It can be seen that for all the codes, the MBA method shows a performance similar to that of the CAF
method, and it is significantly better than the performance provided by the SBA method. This result is similar to that obtained
in Waymark numerical experiments in Section V.
To investigate the detection performance against SNR, we added extra noise recorded in the sea trial to the received signal.
Fig. 14 shows the dependence of the BER on SNR for the code [561 753]. It can be seen that the MBA Doppler estimator
provides the BER performance similar to that of the CAF method for the whole SNR range. At SNR = 11 dB, the MBA
method provides the detection without errors.
The low performance of the SBA method can be explained using Fig. 12(a) and Fig. 12(b) showing |AMBA(τ,Ωm)| with
7 Doppler sections, m = 1, . . . , 7. The variable m = 4 corresponds to Ωm = 0, i.e., AMBA(τ,Ω4) = ASBA(τ). Fig. 12(a)
illustrates a case, when the peak of |AMBA(τ,Ωm)| is in the Doppler section m = 4; in this case, the SBA method performs
as the MBA method. However, in another case, illustrated by Fig. 12(b), the peak is at m = 2, the SBA method cannot detect
the peak, and, consequently, the detection performance of the receiver is poor.
In this sea trial, the CAF method requires 61 Doppler sections, whereas the MBA method requires only 7 Doppler sections;
thus, the complexity of the MBA method is significantly lower. However, the BER performance of the two methods is similar,
whereas the SBA method cannot provide reliable detection.
VII. CONCLUSIONS
In this paper, we proposed and investigated a new multi-(branch) autocorrelation method for Doppler estimation in fast-
varying UWA channels. The proposed method not only measures the time compression over the estimation interval, but also
the gradient of the time compression, thus allowing more accurate (with time-varying sampling rate) resampling of the received
signal to compensate for the Doppler distortions. The proposed method has been compared with a single-branch autocorrelation
method and a method based on computing the cross-ambiguity function between the received and pilot signals. The results in
shallow water simulation scenarios and in the deep sea trial demonstrate that the proposed method outperforms the single-branch
autocorrelation method, and it is comparable in the performance to the method based on computation of the cross-ambiguity
function. However, the proposed method requires significantly less computations.
APPENDIX A
DERIVATION OF MBA METHOD
We now show how the position of the maximum of |ρ(τ,Ω, µ)|,
{τmax,Ωmax, µmax} = arg max
τ,Ω,µ
|ρ(τ,Ω, µ)|,
where ρ(τ,Ω, µ) is given by (10), relates to the Doppler parameters a1 and a2 in (9). Denote the product in the integral (10)
as
z(t) = s˜∗(t)s˜(µt+ τ)ejΩt. (27)
Using (6), we obtain that
z(t) = s˜∗0[t− τd(t)]s˜0[(µt+ τ)− τd(µt+ τ)]
× ejωc[τd(t)−τd(µt+τ)]+jΩt. (28)
In order to achieve a maximum of |ρ(τ,Ω, µ)|, according to the Cauchy-Bunyakovsky-Schwarz inequality [46], the following
should be satisfied
s˜0[t− τd(t)]e−jωc[τd(t)−τd(µt+τ)]−jΩt
= βs˜0[(µt+ τ)− τd(µt+ τ)], (29)
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where β is an arbitrary constant independent of time. To satisfy this equality, we need, in particular, to guarantee that the
exponent in (29) is independent of time t. With the approximation of the channel delay τd(t) as in (9), the component
τd(t)− τd(µt+ τ) in the exponent can be represented as
τd(t)− τd(µt+ τ) = −(a1τ + a2τ2) (30)
+ (a1 − a1µ− 2a2µτ)t (31)
+ a2(1− µ2)t2. (32)
The first (time-independent) term (30) is absorbed in the constant β, and therefore it can be ignored. Below, we will show
that the third term (32) can also be ignored. In order to remove the linear dependence of the exponent on time due to the
term (31), the following should be satisfied:
ωc(a1 − a1µ− 2a2µτ) + Ω = 0. (33)
From this relationship, we arrive at the following estimate of the parameter a2:
aˆ2 =
Ωmax + a1(1− µmax)ωc
2µmaxτmaxωc
, (34)
where instead of a1 its estimate can be substituted. Note that in many scenarios, µmax ≈ 1 and therefore the estimate in (34)
can be simplified and made independent of a1:
aˆ2 =
Ωmax
2τmaxωc
. (35)
To guarantee (29), we also need to equate arguments of s˜0(·) in both sides of this equation. Thus, we arrive at the relationship
t− τd(t) = (µt+ τ)− τd(µt+ τ)− Ts,
where we also take into account that the signal s˜0(t) is periodic with the period Ts. Using (9), this condition takes the form
(−a1τ − a2τ2 + τ − Ts) (36)
+ (a1 − a1µ− 2a2µτ + µ− 1)t (37)
+ a2(1− µ2)t2 = 0. (38)
Due to the time dependence present in this equation, we have to make all the three terms equal zero. Note that the last term (38)
can be shown to be close to zero for all t ∈ [−Θ/2,Θ/2] (see below), and therefore it can be ignored.
Making the first term (36) equal zero results in the following relationship:
τmax =
1
2a2
(
k −
√
k2 − 4a2Ts
)
≃ Ts
k
(
1 +
a2Ts
k2
)
, (39)
where k = 1 − a1. This approximation is based on the facts that k ≃ 1, a2Ts ≪ 1 (see below), and the approximation√
1− ε ≈ 1− ε/2− ε2/8, applicable if |ε| ≪ 1. If a2 = 0, we arrive at the estimate of the parameter a1 given by
aˆ1 = 1− Ts
τmax
, (40)
which is exploited in the SBA estimator. For a2 6= 0, from (39), after some algebra, we arrive at the following estimate of a1:
aˆ1 = 1− Ts
τmax
− αΩmax
2ωc
, (41)
where α = [Ts/(kτmax)]
2 ≃ 1.
Making the second term (37) equal zero results in the following relationship:
µmax =
1
1− 2a2τmaxk
, (42)
where instead of a2 its estimate aˆ2 can be used. By substituting aˆ2 from (34) into (42), we obtain
µmax = 1 +
Ωmax
ωc
. (43)
Thus, µmax can be found from Ωmax. This simplifies the Doppler estimation. According to (11), the statistic |ρ(τ,Ω, µ)|
needs to be computed at a 3D grid. However, as µmax and Ωmax are inter-dependent, only a 2D grid over (τ,Ω) is sufficient.
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Previously, the term a2(1− µ2)t2 has been ignored for t ∈ [−Θ/2,Θ/2] in (32) and (38); we now justify this step in our
derivation. In many applications, it can be assumed that a < 1 m/s2 [22], [29], [35]. Assuming also that ∆ is the time-correlation
interval of the signal s˜0(t), which is given by ∆ ≈ 1/F , the term a2t2(1− µ2) can be ignored if
ξ = |a2t2(1− µ2max)| ≪ ∆ ≈
1
F
.
From (42), taking into account that, for |ε| ≪ 1, (1− ε)−2 ≃ 1 + 2ε and τmax ≃ Ts/k, we approximately have
1− µ2max ∼= −
4a2Ts
k2
.
Therefore, it is sufficient to require that
ξmax = max
t∈[−Θ/2,Θ/2]
ξ =
a2Θ2TsF
4c2
≪ 1.
In our experimental scenarios, we have Θ = 1 s, Ts = 1 s, F = 1024 Hz, c = 1500 m/s, and a < 1 m/s
2. For all these
scenarios, ξmax < 10
−4 ≪ 1; thus, this requirement is satisfied with a significant margin.
When deriving (41), it was assumed that a2Ts ≪ 1. Indeed, in our scenarios with a < 1 m/s2, a2Ts = aTs/(2c) <
1/3000≪ 1, i.e., the assumption is satisfied with a significant margin.
We now analyze a possibility of setting µ = 1 in (11) to further simplify the Doppler estimator. Such setting is possible if
|Θ−Θµmax| < ∆ ≈ 1
F
,
or ΘF |1 − µmax| < 1, i.e., if the signal compression due to the factor µmax over the observation interval Θ does not exceed
the signal autocorrelation interval ∆. For our scenarios, from (42) we obtain
ΘF |1− µmax| < 0.67 < 1,
i.e., this requirement is satisfied and we can set µ = 1. Indeed, with higher values of the measurement interval Θ and the
frequency bandwidth F , one of the components in (10) needs to be prescaled with a compression factor µ related to the
frequency Ω as µ = 1 + Ω/ωc.
APPENDIX B
COMPLEXITY ANALYSIS
Below, we analyse the complexity of the CAF, MBA, and SBA methods in terms of real-valued multiply-accumulate (MAC)
operations, which is the typical operation in DSP processors [47], [48].
A. CAF method
The computation of one Doppler section of the CAF requires the resampling, frequency correction, FFT, multiplication
by the pilot sequence, IFFT, computation of (square) magnitudes, and finding a maximum (see Fig. 3). For the resampling,
the linear interpolation is used, which requires 4 MACs for one complex-valued baseband sample. The frequency correction
requires one complex-valued multiplication (4 MACs) per sample. The linear interpolation and frequency correction need to
be done NsNτ times. The FFT and IFFT of size NsNτ are required. Assuming that the FFT/IFFT is implemented using
the split-radix algorithm [49], its complexity is PFFT = 3NsNτ log2(NNτ ) MACs. For multiplication by the (real-valued)
pilot sequence, 2Ns MACs are required. Instead of computing the CAF magnitude, it is more practical to compute its square
magnitude, which requires 2NsNτ MACs. Finding the magnitude maximum requires NsNτ MACs per Doppler section. In
total, the computation of one Doppler section in the CAF Doppler estimator requires
PCAF = 11NsNτ + 2Ns + 6NsNτ log2(NsNτ ) MACs.
With Nτ = 2 and Ns = 1024, the complexity is PCAF ≈ 160 · 103 MACs. It can be seen that the complexity is dominated by
computing the FFT and IFFT.
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B. MBA and SBA methods
The computation of one Doppler section in the MBA method requires the frequency shift and computation of the auto-
correlation according to (19), computation of (square) magnitudes, and finding the maximum. The frequency shift requires
4NsNτ MACs. The further complexity will depend on the search area over the delay Λ = [Ts−τM , Ts+τM ]. If the search area
Λ is large, the autocorrelation is preferably computed using FFT and IFFT; on average (if FFTs in the consecutive estimation
intervals are re-used), for such computation, one FFT and one IFFT are required. The autocorrelation computation requires
4NsNτ +2PFFT MACs, where 4NsNτ MACs are needed for multiplication of the FFT outputs. In total, when using FFTs for
computation of the autocorrelation, the complexity of computing one Doppler section in the MBA method is given by
PMBA = 8NsNτ + 2PFFT + 3|Λ| MACs,
where |Λ| denotes the size (cardinality) of Λ and the last term is the complexity of computing the square magnitudes and
finding the maximum; note that typically |Λ| ≪ NsNτ . In our scenarios, with a maximum speed of ±7.3 m/s, we have
τM ≈ 4.9 ms; thus, |Λ| = 2τMNsNτ/Ts ≈ 40. With Nτ = 2 and Ns = 1024, the complexity is PMBA ≈ 152 · 103 MACs. It
can be seen that similarly to the CAF computation, the MBA computation is dominated by the complexity of computing the
FFT and IFFT, and therefore PMBA ≈ PCAF.
However, if the search area Λ is small, the direct computation according to (19) could be less complicated. The direct
computation of the autocorrelation requires 4|Λ|NsNτ MACs. In this case, the total complexity is
PMBA = 4NsNτ + 4|Λ|NsNτ + 3|Λ| MACs.
With Nτ = 2, Ns = 1024, and |Λ| = 40, the complexity is PMBA ≈ 336 · 103 MACs, which is still higher than the complexity
of the computation using FFTs. Thus, in our scenarios, the preferable implementation of the MBA method is the one based
on FFTs and therefore the complexity of computation of one Doppler section PMBA is almost the same as PCAF.
The SBA method is a particular case of the MBA method, and its complexity PSBA is similarly dominated by the computation
of the FFT and IFFT. Therefore, we have PSBA ≈ PMBA ≈ PCFA, and to compare the complexity of the Doppler estimators, it
is enough to compare the number of Doppler sections 2Nd + 1 required by the estimators. In the SBA method, Nd = 0, and
only one Doppler section is used. For scenarios, considered in this paper, the value of Nd in the MBA method is significantly
smaller than Nd in the CFA method. Thus, the complexity of the MBA method is significantly lower than the CAF complexity.
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(a) Summer SSP, transmitter moves towards receiver, 10 km, 1/2 bps/Hz. (b) Winter SSP, transmitter moves towards receiver, 20 km, 1/2 bps/Hz.
(c) Summer SSP, transmitter moves past receiver, 2 km, 1/3 bps/Hz. (d) Summer SSP, flower circle movement, 5 km, 1/3 bps/Hz.
Fig. 8. BER performance of the receiver with the three Doppler estimation methods in the four simulation scenarios (environment, scenario, distance, data
rate).
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(a) Summer SSP, transmitter moves towards receiver, 10 km, 1/2 bps/Hz. (b) Winter SSP, transmitter moves towards receiver, 20 km, 1/2 bps/Hz.
(c) Summer SSP, transmitter moves past receiver, 2 km, 1/3 bps/Hz. (d) Summer SSP, flower circle movement, 5 km, 1/3 bps/Hz.
Fig. 9. RMSE performance of estimating the parameter a1 by the three Doppler estimation methods in four ‘synthetic’ scenarios, corresponding to the
scenarios in Fig. 7 and Fig. 8 (environment, scenario, distance, data rate).
Fig. 10. RMSE performance of estimating the parameter a2 by the MBA method using (14).
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Fig. 11. SSP in the sea trial.
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(a) A case of low acceleration. (b) A case of high acceleration.
Fig. 12. Examples of the time-frequency autocorrelation function |AMBA(τ,Ωm)| in the sea trial. The delay values are shown with respect to the delay
Ts = 1 s.
Fig. 13. Fluctuations of the channel impulse response in the sea trial.
Fig. 14. BER performance of the receiver with the three Doppler estimators in the sea experiment; data rate 1/2 bps/Hz.
