Motivated by the structure of the uniform posets we introduce the notion of an augmented down-up (or ADU) algebra. We discuss how ADU algebras are related to the down-up algebras defined by Benkart and Roby. For each ADU algebra we give two presentations by generators and relations. We also display a Z-grading and a linear basis. In addition we show that the center is isomorphic to a polynomial algebra in two variables. We display seven families of uniform posets and show that each gives an ADU algebra module in a natural way. The main inspiration for the ADU algebra concept comes from the second author's thesis concerning a type of uniform poset constructed using a dual polar graph.
Introduction
In [24] However, it appears that the down-up algebra concept is not sufficiently robust to handle Polar b (N, ǫ) or A b (N, M). The same can be said for the generalized down-up algebras [8] and all the related algebras [1, 2, 4, 7, [9] [10] [11] [12] [13] [15] [16] [17] [19] [20] [21] [22] [25] [26] [27] that we are aware of. In the present paper we introduce a family of algebras called augmented down-up algebras, or ADU algebras for short. We show that each of the uniform posets The ADU algebras are related to the down-up algebras as follows. Given scalars α, β, γ the corresponding down-up algebra A(α, β, γ) is defined by generators e, f and relations e 2 f = αef e + βf e 2 + γe,
See [3, p. 308] . To turn this into an ADU algebra we make three adjustments as follows. Let q denote a nonzero scalar that is not a root of unity. We first require
where s, t are distinct integers. Secondly, we add two generators k ±1 such that ke = q 2 ek and kf = q −2 f k. Finally we reinterpret γ as a Laurent polynomial in k for which the coefficients of k s , k t are zero.
From the above description the ADU algebras are reminiscent of the quantum univeral enveloping algebra U q (sl 2 ). To illuminate the difference between these algebras, consider their center. By [14, p. 27 ] the center of U q (sl 2 ) is isomorphic to a polynomial algebra in one variable. As we will see, the center of an ADU algebra is isomorphic to a polynomial algebra in two variables.
The results of the present paper are summarized as follows. We define two algebras by generators and relations, and show that they are isomorphic. We call the common resulting algebra an ADU algebra. For each ADU algebra we display a Z-grading and a linear basis. We also show that the center is isomorphic to a polynomial algebra in two variables. We obtain ADU algebra modules from each of the above seven examples of uniform posets.
Recall the natural numbers N = {0, 1, 2, . . .} and integers Z = {0, ±1, ±2, . . .}.
Augmented down-up algebras
Our conventions for the paper are as follows. An algebra is meant to be associative and have a 1. A subalgebra has the same 1 as the parent algebra. Let F denote a field. Let λ denote an indeterminate. Let F[λ, λ −1 ] denote the F-algebra of Laurent polynomials in λ that have all coefficients in F. Pick ψ ∈ F[λ, λ −1 ] and write ψ = i∈Z α i λ i . By the support of ψ we mean the set {i ∈ Z|α i = 0}. This set is finite.
Note that
(ii) the integers s, t are not in the support of ψ.
Fix a nonzero q ∈ F that is not a root of unity.
and relations
Note 2.2 Referring to Definition 2.1, consider the special case in which ϕ ∈ F. Then the relations (1), (2) become the defining relations for the down-up algebra A(q −2s +q −2t , −q −2s−2t , ϕ).
Next we describe how the algebras in Definition 2.1 and Definition 2.3 are related. 
Recall the basis {λ
i } i∈Z for F[λ, λ −1 ].
Lemma 2.5 Consider the map ψ → ψ s,t from Definition 2.4. For i ∈ Z the vector λ i is an eigenvector for the map. The corresponding eigenvalue is
We are going to show that the algebras A q (s, t, ϕ) and B q (s, t, φ) are isomorphic.
Moreover the algebra B q (s, t, φ) is generated by E, F, K ±1 .
Proof: We first verify (5). In the expression on the right in (5), eliminate F E and EF using (3) and (4) . After a routine simplification (5) is verified. The equation (6) is similarly verified. The last assertion follows from (5), (6) . ✷ Lemma 2.9 For φ ∈ F[λ, λ −1 ] s,t the following hold in B q (s, t, φ):
In the above lines ϕ = φ s,t .
Proof: We first verify (7) . In the expression on the left in (7), view
E and eliminate each parenthetical expression using (3) and (4) . Simplify the result using KE = q 2 EK along with ϕ = φ s,t and Definition 2.4. The equation (7) is now verified. The equation (8) 
In the above lines φ denotes the unique element in F[λ, λ −1 ] s,t such that ϕ = φ s,t . 
Proof: We first show that c s is central in A q (s, t, ϕ). To do this we show c s e = ec s , c s f = f c s , c s k = kc s . To verify these equations, eliminate each occurrence of c s using (9), and simplify the result using the relations in Definition 2.1. We have shown that c s is central in A q (s, t, ϕ).
One similarly shows that c t is central in A q (s, t, ϕ). We now verify (11) . In the expression on the right in (11), eliminate c s , c t using (9), (10) . After a routine simplification (11) is verified. The equation (12) is similarly verified. ✷
The inverse isomorphism sends
where c s , c t are from Definition 2.10.
Proof: Combine Lemmas 2.8, 2.9, 2.11. ✷ Definition 2.13 By an augmented down-up algebra we mean an algebra A q (s, t, ϕ) from Definition 2.1 or an algebra B q (s, t, φ) from Definition 2.3.
Consider the algebra B = B q (s, t, φ) from Definition 2.3. In Section 3 we are going to show that the elements C s , C t generate the center Z(B), and that Z(B) is isomorphic to a polynomial algebra in two variables. Because of this and following [14, p. 27] , it seems appropriate to call C s , C t the Casimir elements for B q (s, t, φ).
A Z-grading and linear basis for B q (s, t, φ)
Recall the algebra B = B q (s, t, φ) from Definition 2.3. In this section we display a Z-grading for B. We also display a basis for the F-vector space B.
Let A denote an F-algebra. By a Z-grading of A we mean a sequence {A n } n∈Z consisting of subspaces of A such that
and A m A n ⊆ A m+n for all m, n ∈ Z. Let {A n } n∈Z denote a Z-grading of A. For n ∈ Z we call A n the n-homogeneous component of A. We refer to n as the degree of A n . An element of A is said to be homogeneous of degree n whenever it is contained in A n .
Theorem 3.1
The algebra B has a Z-grading {B n } n∈Z with the following properties:
(ii) For n ≥ 1, the F-vector space B n has a basis
(iii) For n ≥ 1, the F-vector space B −n has a basis
Moreover the union of (13)- (15) is a basis for the F-vector space B.
Proof: Routinely applying the Bergman diamond lemma [5, Theorem 1.2] one finds that the union of (13)- (15) is a basis for the F-vector space B. Let B 0 denote the subspace of B spanned by (13) . For n ≥ 1 let B n and B −n denote the subspaces of B spanned by (14) and (15), respectively. We show that {B n } n∈Z is a Z-grading of B. By construction the sum B = n∈Z B n is direct. By construction and since C s , C t are central we have C s B n ⊆ B n and C t B n ⊆ B n for n ∈ Z. Using KE = q 2 EK and KF = q −2 F K we find K ±1 B n ⊆ B n for n ∈ Z. Using (3) and (4) we find EB n ⊆ B n−1 and F B n ⊆ B n+1 for n ∈ Z. By these comments and the construction we see that B m B n ⊆ B m+n for all m, n ∈ Z. Therefore {B n } ∈Z is a Z-grading of B. The result follows. ✷
We emphasize a few points from Theorem 3.1.
Corollary 3.2 With respect to the above Z-grading of B, the generators
are homogeneous with the following degrees:
The homogeneous component B 0 is the subalgebra of B generated by C s , C t , K ±1 . The algebra B 0 is commutative.
denote mutually commuting indeterminates.
Corollary 3.4 There exists an
The Z-grading {B n } n∈Z has the following interpretation.
Lemma 3.5 Consider the F-linear map B → B, ξ → K −1 ξK. For n ∈ Z the n-homogeneous component B n is an eigenspace of this map. The corresponding eigenvalue is q 2n .
Proof: Use the basis for B n given in Theorem 3.1, along with the relations KE = q 2 EK and 
φ)
Recall the algebra B = B q (s, t, φ) from Definition 2.3. In this section we describe the center Z(B).
Theorem 4.1 The following is a basis for the F-vector space Z(B):
Proof: By Theorem 3.1 the elements (16) are linearly independent over F, so they form a basis for a subspace of B which we denote by Z ′ . We show
. To obtain the reverse inclusion, pick ξ ∈ Z(B). The element ξ commutes with K, so ξ ∈ B 0 by Corollary 3.6. Recall the basis (13) for B 0 . Writing ξ in this basis, we find ξ = h∈Z K h ξ h where ξ h ∈ Z ′ for h ∈ Z. Using KE = q 2 EK and ξE = Eξ we obtain 0 = E h∈Z K h ξ h (q 2h − 1). Combining this with Theorem 3.1 we find ξ h = 0 for all nonzero h ∈ Z. Therefore ξ = ξ 0 ∈ Z ′ . We have shown Z ′ = Z(B) and the result follows. ✷
Corollary 4.2 There exists an
F-algebra isomorphism Z(B) → F[λ 1 , λ 2 ] that sends C s → λ 1 , C t → λ 2 .
Uniform posets
Recall the algebras A q (s, t, ϕ) from Definition 2.1. In this section we discuss how these algebras are related to the uniform posets [24] .
Throughout this section we assume that F is the complex number field C. Let P denote a finite ranked poset with fibers {P i } N i=0 [24, p. 194] . Let CP denote the vector space over C with basis P . Let End(CP ) denote the C-algebra consisting of all C-linear maps from CP to CP . We now define three elements in End(CP ) called the lowering, raising, and q-rank operators. For x ∈ P , the lowering operator sends x to the sum of the elements in P that are covered by x. The raising operator sends x to the sum of the elements in P that cover x. The q-rank operator sends x to q N −2i x where x ∈ P i .
In [24] we introduced a class of finite ranked posets said to be uniform. We refer the reader to that article for a detailed description of these posets. See also [3, p. 306 (N, ǫ) which we denote by P . Using P we define an undirected graph Γ as follows. The vertex set of Γ consists of the top fiber P N of P . Vertices y, z ∈ P N are adjacent in Γ whenever they are distinct and cover a common element of P . The graph Γ is often called a dual polar graph [6, p. 274] , [28, Section 16] . Fix a vertex x ∈ P N . Using x we define a partial order ≤ on P N as follows. For y, z ∈ P N let y ≤ z whenever ∂(x, y) + ∂(y, z) = ∂(x, z), where ∂ denotes path-length distance in Γ. We have turned P N into a poset. We call this poset Polar 
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