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Abstract 
Hadjidimos, A. and Y.G. Saridakis, Modified Successive Overrelaxation (MSOR) and equivalent 2-step 
iterative methods for collocation matrices, Journal of Computational and Applied Mathematics 42 (1992) 
375-393. 
We consider a class of consistently ordered matrices which arise from the discretization of Boundary Value 
Problems (BVPs) when the finite-element collocation method with Hermite elements is used. Through a 
recently derived equivalence relationship for the asymptot’c rates of convergence of the Modified Successive 
Overrelaxation (MSOR) and a certain 2-step iterative rnk+-hod, we determine the optimum values for the 
parameters of the MSOR method, as it pertains to cnllr)cntion pqtrices A geometrical algorithm, which 
utilizes “capturing ellipse” arguments, has been successfully used. The fast convergence properties of the 
optimum MSOR method are revealed after its comparison to several well-known iterative schemes. Numerical 
examples, which include the solution of Pzisson’s equation, are used to verify our results. 
Keywords: Collocation method; Hermite element; Modified Successive Overrelaxation (MSOR); 2-step itera- 
tive method. 
1. Introduction 
The problem we wish to consider is the iterative solution of certain large and sparse linear 
systems that are encountered in applications. One such instance is the numerical solution of 
Poisson’s equation on a square with Dirichlet conditions when the collocation method with 
Hermite bicubic elements is used. 
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In recent years due to the systematic study performed in [U-16] the collocation method has 
been proven to be a competitive approximaton method which is now an integral part of 
mathematical software for elliptic problems (e.g., ELLPACK 126]). As the resulting from the 
discretization linear system is large and sparse, there is at least one reason (namely storage, cf. 
[BD which makes it important to develop iterative methods for collocation matrices. 
Relevant studies for iterative methods as it pertains to collocation matrices may be found in 
[11,23,X]. In particular, in [11,27], the complete convergence theory for the Extrapolated 
i (El), Extrapolated Gauss-Seidel (EGS), Successive Overrelaxation (SOR), and Extrapo- 
lated SOR (ESOR) (or, equivalently, Extrapoiated Accelerated Gauss-Seidel (EAGSN meth- 
ods is included. 
There were two main reasons which mctivated us to initiate an investigation for the 
convergence properties of the MSOR method. 
(a) For certain choices of the two relaxatiorr parameters of the MSOR, its asymptotic rate of 
convergence was the same as that of the SOW or EGS. 
!b) A recently derived equivalence [12] between the asymptotic rates of convergence of the 
MSOR and a particular 2-step iterative method created the opportunity to algorithmically 
derive the optimum or “good” values of their parameters. 
In Section 2 we introduce the necessary formalism for the problem which is then used, 
together with a geometrical algorithm [17,18] which utilizes the optimum capturing ellipse 
arguments in Section 3 for the determination of the optimum values for the parameters of the 
MSOR and its equivalent 2-step iterative method. In Section 4 we compare the optimum 
MSOR against the optimum SOR, EGS and EAGS methods. It reveals that the optimum 
MSOR method is always faster than the optimum SOR and EGS methods, while it competes 
with the optimum EAGS to win in all cakes of practical interest. These results are verified 
through three example applications which include the numerical solution of the Poisson-Di- 
richlet problem in the unit square. 
2. Formulation of the problem 
To fii notation consider the nonsinguiar linear system 
Ar=b, (2 1) . 
where A E IX’? Writing A as 
A=D(I-L-U), (2 2) . 
where D is a nonsingular block d’agonal matrix and L, U are strictly lower and upper 
triangular matrices, the associated biock Jacobi iteration matrix B is defined by 
B:=I-D-‘A=L+U. 
Then, the case of interest is characterized (cf. [23]) by the following set of hypotheses. 
(2 3) . 
1. The block Jacobi matrix B of (2.3) is consistently ordered weakly cyclic o_f index 2, so that 
the matrix A of (2.1) is 2-cyclic (cf. [29]). 
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H2. Both c_c=O and I_C= +i, i=$-l, are eigenvalues, of some positive multiplicity, of the 
block Jacobi matrix B, while p = + 1 arc not. 
H3. All nonzero eigenvalues of B are lying on the circumference of the unit circle. 
Eased on Hl and using a permutation transformation, one may write B of (2.3) as 
0, 4 B=Li-U:= B 
[ 1 2 02’ (2 4) . 
where the matrices 0, and O2 are square null matrices of orders n, and n2, respectively. In 
accordance with ahe above partitioning of the Jacobi matrix B the MSOR iterative method, as 
it pertains to the solution of the s;~fern !3.1)> is described by 
x(~+!)=.Y&(~)+ (I-RL)-‘Rc, m =0, 1,2 ,..., 
.5$:=(I-ILL)-‘(i-n+nu), 
(2 5) . 
c := D-lb 
0 := diag(&,, w2Z2), 
with X(O) given and where li denotes the unit matrix of order nj, j = 1, 2, while or, o2 ( # 0) are 
the two relaxation factors of the MSOR method. Clearly, when w1 = ceb2 = w, the MSOR 
reduces to the SOR method. 
Let us now consider the double-Jacobi iterative method (cf. [13]) 
.(m+1)=~2x(m)+(Z~B)D-1b, m=O, 1,2 ,..., (2 6) . 
and its associated completely consistent 2-step method 
*x.(m+ 1) = (G,I+G,B”)x’“‘+ (14, -G2)x(‘n-‘)f&2(I+B)D-‘b, m =0, l,..., 
(2 7) . 
with x(- ‘I, x(“) given and where &, , G2 are real parameters (h2 z 0). With 6,, k2 satisfying 
fG, = 2-w, -w2 and &,=01w2 (#O), (2.8) 
it has recently been shown in [12] that the MSOR method (2.5) and the 2-step method (2.7) are 
equivalent, in the sense that their asymptotic rates of convergence are the same. Therefore, the 
problem of determining the optimum values of the parameters w,, w2 of the MSOR method is 
equivalent to that of finding the optimum parameters &,, 6, of (2.7) and then determining or 
and ti2 as the roots of the quadratic equation 
z2-(2- B,)z+f52=o. (2 9) . 
Moreover, to comply with known results in the literature, we use the transformations 
cj, = (1 -w)(l +Ae2), G2 = w(1 + hi/G2), (2.10) 
and write (2.7) as 
,$‘n+‘) = (1 + h@2)B,x’m’ - A+2~(m-1)+~(1 +A$‘)(I+B)D-lb, m=0, l,..., 
(2.11) 
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where B, is the extrapolated oubleJacobi matrix 
&:= (1 -w)l+wB”=I-w(l-B’). (2.12) 
At this point we would like to remark that several very interesting results concerning 2-step or 
in general k-step iterative methods may be found in the literature (e.g., [l-5,7-10,12,17-22,24]). 
The particular method in (2.11) has been analyzed iu [l-5,7,17-21]. The treatment in [17-211 
contains the complete analysis for both cases of fixed or varying parameter o. Following the 
analysis therein, it is known that the parameters A and ~5 can be seen as functions of the real 
and imaginary semi-axes M, and M,, respectively, of the capturing ellipse for the spectrum 
oU3,J of B, (that is, an ellipse which is symmetric about both axes and contains o(B,) in its 
interior). In particular, 
A 
MR-4 
= M,+M,’ 
while $ is a solution to 
A#’ - M lMS+l=O. 
R I 
Furthermore, the asymptotic rate of convergence Rc) of the method (2.11) sat+fies 
R”’ = r -In 9. 
Combining (2.13) and (2.14), it is evident that 
with corwergcnce condition 
O<$<l. 
(2.13) 
(2.14) 
(2.15) 
(2.16) 
(2.17) 
It can be shown that (2.17) holds if and only if M, < 1 or, equivalently, if and only if a(&,) lies 
in the strip S, where 
S := (z E 43 1 I Re(z) I< :), (2.18) 
that is, 
o(B,) cs. (2.19) 
By virtue of Hl-H3, the transformation of (2.12) implies that for ir: in (0, l), (2.19) is satisfied, 
whence the 2-step method of (2.11) converges if and only if 
O<w<l. (2.20) 
The problem now of determining the optimum asymptotic rate of convergence R$f) of (2.1% is 
equivalent o the problem of finding the optimum capturing ellipse of B, over all w in (0, 11, or 
equivalent o the solution of the min-max problem 
(2.21) 
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where fi = f * := Ali - M: and T E a(&,). Observe that if 6 E cr(Z - Z3*), then by (2.12), 
7=1--@l-~o(y+S), i*= -1. (2.22) 
The equation of the capturing ellipse for o(Z3J which intersects the spectrum a( Z?J at the 
point T = 1 - wy - io6 satisfies 
(1 -@a)* w*s* 
M,: +M:= 
1 
or, equivalently, 
(2.23) 
where 
1 MIX 
d, - 
M* := - a := 3 b . := - (2.24) 
written as (cf. [17,18]) 
(2.25) 
where c2 = c* := a2 - b*, and it is equivalent to the problem of finding the optimum “capturing” 
ellipse for the spectrum of the matrix Z - B*. The section that follows is devote: io the solution 
of this prob!em. 
3. Optimum values 
Recalling hypotheses Hl-H3, we have that 
i 
1 
o(B)= pbrnl', fp\m2), +ruj, +-I j=l,..., I, l=~(t~-m,-2m~)~O (3 1) . 
pj 
where p, := 0 is of multiplicity m,, 0 < an, < n, or := i, i* = - 1, is of multiplicity m2, 0 < m2 < n, 
and 1uj := ‘yj t- ipj, i* = - 1, with 
ei9 PjE Iw9 'xi>O, Pi>O, Lyiz+piz=l, (3 2) . 
for all j = 1 , . . . , I, when I # 0. Of course when I = 0, then p. and +,ur are the only eigenvalues 
of the matrix B. Therefore, if the matrix B is defined by 
&Z-B*, (3 3) . 
then o(k) is defined by 
&i) = { (t;“l), tf2m2), #*), fj*) 1 j = 1, . . . , I}, (3 4) . 
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Fig. 1. The convex polygon H when (a) 2pf < 1, and W 2/3f > 1. 
where Z is as in (3.1) and 
&)=I, 5,=2, tj = (1 - (Yf + p_f) f i(2CYilji) = 2piz + i2ajpj, (3 5) . 
and ~j denotes the complex conjugate of ~j. Apparently, the eigenva!ues of the matrix Z? in 
(3.3) iie at the center and on the circumference of the circle % which is centered at the point 
( I, 0) and has radius f . Moreover, assuming a counterclockwise ordering of the eigenvalues pj, 
j= i,..., I, of the Jacobi matrix on the circumference of the unit circle in the first quadrant, 
that is? 
1 >CYy, >a,> ..* > oyI > 0 = Re(p,), (3 6) . 
it is evident that the eigenvalues ~j, j = 1,. . . , I, of Z? are ordered in a clockwise fashion on the 
circumference of the upper half of the circle ‘8’, that is, 
0 < 2~3: < 2/3f < - - - < 2# < 2 = Re(&). (3 7) . 
With this ordering, let the points ?(2#, 2~~jpi), j = 1,. . . , I, be the images, in the complex 
plane, of the eigenvalues 5i, j = 1,. . . , I, of B. For convenience, let also the points P& 0) and 
. . 
P”+ ,(2,0) be the images of the e:genvalues to and & of & respectively, and let the points 
5: : ,__,(2S,, - 2a,pji, j = I,. . . , I, be the images of &, j = 1,. . . , 1. Let now H be the polygon 
with vertices the points ~j, j = k, k + 1,. . . + 2Z+ 1, where k = 1 when 2pf < 1 and k = 0 whel. 
2~3: > 1. Evidently H, illustrated in Fig. 1, is the smallest convex polygon containing the whok 
spectrum of the matrix B in the closure of its interior and is symAmetric about the real axis. The 
problem now of determining the optimum capturing ellipse U(B) is equivalent to the problem 
of determining the optimum capturing ellipse 8” for the polygon H. Recall that the ellipse 8” 
has equation 
IRW +I2 b(z)12 = 1 c 
a2 + b2 , 2:=c2=a2-b2, (3 8) . 
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where d, a and b satisfy (2.24) and are such that 
is the solution to the min-max problem of (2.25), that is, 
fi(2) = -In 4. 
We also point out that, from (2.201, (2.241, (2.17) and (3.9), 
d > max(1, a). 
(3.10) 
(3.11) 
Moreover, since the polygon H is symmetric about the real axis, for the determination of the 
ellipse 8” it is sufficient to consider the vertices of H with nonnegative imagmary part, that is, 
the vertices Pi, j = k, . . . , 
j=k,..., 
I + 1. We denote with H+ the part of H defined by 1 he vertices 4, 
I + 1, and the positive real semi-;uris. 
With the notation above, we determine the optimum capturing ellipse S;, of the polygon .V, 
by following the algorithm in [17], which clarifies that in [18]. 
Step 1 (one-point optimum capturing ellipse). Since If+ cannot be a line segment parallel to 
the imaginary axis, there are no one-point optimum captaring ellipses. 
Step 2 (two-point optimum capturing ellipse). Let 
z. . 
‘I ’ 
i=k,k+l ,..., I, j=i+ l,..., I+ I, 
k = 0, if I!& > 1, while k = 1, if 2/3: < I, 
(3.12) 
denote the optimum ellipse which intersects H+ at the points Pi and Pj. We need to 
determine, if they exist, indices v1 and v2 such that the ellipse EV,,,, contains the positive hull 
H+. In such a case 8” = Z “,,“,. For this WC consider the following cases. 
(i) I = 0. In this case the spectrum (T(B) of (3.4) consists only of the eigenvalues &, = 1 and 
& = 2. Hence the positive hull H+ reduces to the line segment P&+! = PoPI. Therefore, the 
optimum “ellipse” go,, is defined by (cf. [17,18]) 
d:=5, a:=+, b:=O, c,=a*_b*=$, (3.13) 
whence 
F&t = %,l* (3.14) 
(ii) 2 # 0, k = 1, 0 < 2p: < 1 w i G cyf < 1 (Fig. l(a)). Let us first consider any optimum 
ellipse ~j,j with i f 1 (respectively j # I + 1). From this family of ellipses the ones centered at 
the point (d~,j, a), with d,,l < 1, can immediately be discarded in view of (3.11). For the rest of 
them we point out that they can intersect the positive hull H+ only at the points Pi and 5, 
since all vertices of Ii+ lie on the circumference of the circle %?. Consequently, the point P, 
(respectively P[+ 1) will either lie strictly in the exterior of ali the ellipses 6 j (when bi j > ai,j; 
ai,j and bi,j are the real and imaginary semi-axis of ~i,j, respectively), or, if P, (respectively 
P[_,. J lies strictly in the interior of some ellipse Zi,j (when b,.i < a,,, ,. then El,j will also contain 
the point (0, 0) strictly in its interior, violating condition (3.11). It is evident that none of the 
ellipses ~i,j is the optimum capturing one. It remains to consider the optimum ellipse gl,/+ 1 
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which intersects the positive hul! H’ at the points P, and fl+ ,. Its optimum values are given 
by (cf. [17]) 
d I,/+ 1 := AZ, + q), %l+ I := [(zo-R,)(Zo-R2)]“1, 
7 , R, (3.15) 
Cl.l+ I ‘= ai.;+ I 
( 1 
I-- ) 
2, 
where z. is the unique real root, in the interval ( -a& O), of the polynomial 
Q5( z) =p,z’ i-p,s” +p,z” +p,r’ +p,z +p6, 
with 
(3.16) 
and 
pI == R,(R, + 2R, + R, - 4R,) + Rz(R1 + R, - 4R,) + R,(4R, - 2R ) 3 ’ 
PZ := R,[4R,( R, - R3) + R,(12R, - 5R, - 4R,) + R,(2R, - R, - 4R,)] 
+ Rz[4R,( Rj - R,) + R,(2 R, - R,)] - R- ‘t;, 
P3 := R,(R,[ R,(2R, - 4R,) + R,(3R, - 4R,)] 
+ R,[ R; + R,(4R, + 3R, - 4R,) - R, R3]} + R;( R; - R, R3). 
pa == R,R,R,[ R,(3Ri - 4liq) + R2(3R, - 4Re) + 2Ri] 7 
PS == 3RfR;R3(2R, - R, -R,), 
pb==RfR;RJ(R,R,- R;), 
(3.17) 
with 
&, = i(Re(P,) + Re(P,,,)) = 2 -(if, 
MJ = f(Im(P,) + Im(&+,)) =q&, 
N, = i(Re( f,+,) - Re( P,)) = if, 
A& = $(Im(P,+,) - Im(Y,)) = -q&. 
(3.19) 
Using the relationships (3.17)-(3.19) we write the polynomial Qs( z! as 
Q,(z)=4(+3)(z-af)‘Q,(z), 
where 
QJ(z):=Z3+pZZ+qz+r, 
with 
(3.20) 
(3.21) 
1-a; 1 
P := - 
,2-41 +af) 
a;+3 qzcai 
( CYf)2 
cY;+3 ’ 
y := cy 4 
’ a;+3 l 
(3.22) 
By showing that the “discriminant” A of the cubic Q&z) in i3.21), defined by 
4 := ;sf + As;, (3.23) 
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where 
8, := &(2p3 - 9pq -I- 27r), s, := 
satisfies 
$4 -P’)9 
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(3.24) 
A>O, for+;<1 or 0<2&1, (3.25) 
it is evident that z. is the unique real root of cubic Q,(Z). Therefore, by making use of 
Tartaglia-Cardan’s formulas (see, e.g., [6, p.lc)6]), we obtain 
zo= _ (- ;s, + Al/2)“3 + (- $, _ A1/2)“” _ ip_ (3.26) 
To prove that the optimum ellipse g,,,+ I is the optimum capturing ellipse 8’, it is sufficient to 
prove that it contains H+. But, since 
P,, 1 (2, 01, this is true if and only if 
&+, ’ I or ~I*,+, < 1, 
or, by (3.15) and (3.191, if and only if 
2-a;+zo> 1 ++zo>+- 
Observing, however, that 
Q( 3 ff; - 1) = - 
2(1 - a:)” 
CY: + 3 
qr+ 1 intersects the circle 8 only at the points P, and 
(3.27) 
1. (3.28) 
< 0, 
while 
(Y;l(l -a:)’ > o 
Q,(O) = a2+3 3 
1 
the condition in (3.28) holds proving that 
gH =G,i+P 
The optimum parameters are given by (3.15) or, in view of (3.17)-(3.19), by 
(3.29) 
d:=2-++ a :=+zO, 
1-a; 
c2~c2,a2-b2:=a2 I + - 
! 1 
9 (3.30) 
ZO 
where z. is as defined in (3.26). 
(iii) I f 0, k = 0, 1 < 2p: < 2 c) 0 < CY~ < $ (Fig. l(b)). All oI;timum ellipses Ei,i except the 
ones with (i, j) = (0, l), (0, I + l), (1, I + 1) are easily discarded by following similar arguments 
to those developed in case (ii) above. And since the optimum ellipse go,!+ 1 reduces to the line 
segment PO PI+, , there are two remaining optimum ellipses to be investigated: 8,,[+ 1 and go,1. 
We distinguish two subcases. 
(iiia) 1 < 2& < $ w +, < Q: < $. In this case the optimum ellipse Eo,l cannot be the optimum 
capturing one. The reason is that, since by (3.37), (3.38) below, the abscissa do,, of its center lies 
in the interval (i( 1 + 2pf), 2/?:) and since 2pf G $, the point Pi+ 1 wi!l always lie in the 
exterior of go ,. The optimum values for the ellipse kQ+ 1 are defined in (3.15H3.22) and, as 
A of (3.23) satisfies A > 0 for all i < a: < i, the value of the root z. is still given by (3.26). 
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Moreover, we have shown, in case (ii) above, that the ellipse g,,,+ 1 contains the vertices 5, 
j=2,..., I, of the positive hull if +. Therefore, g,,/+ 1 will be the optimum capturing ellipse E” 
as long as the vertex P,, of H’ lies in its interior or, equivalently, if and only if 
d _= 1.1+1 G G (3.31) 
Recalling now the relationships (3.15) and (3.191, (3.31) can be written a.., 
2 -af+z,< 3 ’ -z,<af- +, (3.32) 
which, as z,, is the unique root of Q$ z 1 of (3.21) in the interval ( -a:, 0) and Q,(O) > 0, is valid 
if and only if 
Q( 3 a:-l)= 
4a;1+af- 1 
2 S(ai+3) "' 
(3 33) 
Therefore, the condition in (3.33) or (3.31) is valid if and only if 
$(rn - 1) <at<+*1<2Pf<$(9-\/1’7), (3.34) 
in which case 
6.t -&.I+*r 
with optimum values defined in (3.30) and (3.26). We point out that for 
(3.35) 
(3.36) 
there is no two-point optimum capturing eilipse. 
(iiib) ; < 2/?f < 2 +B 0 < a: G b. In this case the optimum ellipse %‘,.,+, cannot be the 
optimum-capturing one, since by (3.16) its center d, t+ 1 lies in the interval (2ef, 1 + &> and 
2&’ > +, and therefore the point PU will always lie’ in the exterior of gI ,+ ,. The optimum 
values for the ellipse %‘~,.I are given by 
. 
d 0.1 =w ++ q), = [(ZU-R*)(Z”-R2)]1’2, (3.37) 
where z, is the unique real root in the interval (0, $ - CX~> of the quintic polynomial Q,(z) 
defined by the relationships (3.161-(3.18) and, instead of (3.191, by 
M,:=:-af, Mz:=$-af, M3:=M4:=a,P, >O. 
After a modest amount of algebra, one may write the polynomial Q&z) as 
Q&)=(z- 
Q,(z) 
R,)‘(4Rf + 8R, - 1)~’ 
I 
(3.38) 
(3.39) 
Q,(z) :=z3+pz2+qz+r, (3.40) 
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( 4Rf - 1)(2R, + 1) R,(R, + 1)(4R; - 1) P = -- 
2(4R;+8R, - 1) ’ ‘= - 4R;+8R,-1 ’ 
R;(2R, - 1)*(2R, + 1) 
r z 
2(4Rf + 8R, - 1) ’ 
(3.41) 
and R, as defined by (3.18) and (3.38), that is 
-$<R,:=+++-p;<-+_ (3.42) 
dy showing that the “discriminant” A of the cubic Q&z) in (3.40), defined by (3.23), (3.24) and 
(3.41), satisfies 
A>O, forallO<a:<$, (3.43) 
the rocji 3, G: Q(z) is the unique real root of Q3( z) defined in (3.26) where S, and A are as in 
(3.23), (3.24) with p, q and r defined of course in (3.41). 
Observe now that as the ellipse Eo,, intersects the circle %? at Y,, while the number of 
intersection points in the upper half plane of these two curves is at most two, it is evident that 
the optimum ellipse &YU,, will be the optimum capturing ellipse Z$., as long as the point Pi+ I 
belongs to the closure of its interior or if and only if 
d,)J > ; - (3.44) 
Recalling now (3.37), (3.38) and (3.42), the condition in (3.44) is equivalent to 
z >c~*=R +‘>O 0’ 1 1 2 9 (3.45) 
which, since by (3.40X3.42) there holds Q&O) < 0 for all values of R, = cyf - 3 in ( - $, - a>, 
is valid if and only if 
R,(2R, + l)(lOR, + 3) 
Q,( a:) = Q,(R, + i) = - 
2(4R; + 8R, - 1) 
< 0. (3.46) 
Since R,, 2R, + 1,4Rf + 8R, - 1 are all negative, (3.46) holds if and only if 
-+<R,< -+p+o<a;++5<2p;<2. (3.47) 
In this case, 
~~ = Et] 1, 9 
with optimum values given 
d:=; -Cx;+z,: 
C*“& a2 - b* 
(3.48) 
by (3.37) or, equivalently, by 
I a := - 
2 -a;+zO, 
:=a* l- 
[ 
2cyf(l -(Yf) 
z,,(l - 2cyf) 1 ’ (3.49) 
where z. is as defined in (3.26). We point out that for 
$<4<$4<2p:<3 
there is no two-point optimum capturing ellipse. 
(3.50) 
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Step 3 (three-point optimum capturing ellipse). This step of the algorithm is necessary only 
when there is no two-point optimum capturing ellipse, that is, in view of (3.35) and (3X), when 
f(9 - J1’;1-) < 2p: < ; * 3 <a; < {(\/ir? - 1). (3.51) 
In such a case let ~i,j,k, i=O ,..., I- 1, j=i+ I ,..., I, k=j+ l,..., I+ 1, denote any such 
ellipse which intersects H+ at the points Pi, Pj and Pk. Observe that if i f 0, then Pi, Pj and 
Pk will all lie on the circumference of the circle (23, forcing ~,j,k = ‘8 and violating (3.11). If 
i = 0 and j + I or k f: I + 1, then, as 4 and Pk are the only intersection points of H+ and ~~,j,k 
and lie on the circumference of E’, it is evident that P, or Pl+ *, respectively, will always lie in 
the exterior of ~~,j,k. Therefore consider the optimum ellipse 8’0,1,1+, and observe that, as P, 
and Pl+* are the intersection points of E’o.,,1+ l and ‘?? while PO lies strictly in the interior of ‘8’, 
the arc P,Pl+, of g lies in the interior of E’,j,l,,+l. Hence 80,1,1+ L is the optimum capturinz 
ellipse &FI, so 
8i.i =~“.l,l+l, 
with optimum values defined by (cf. [17,18]) 
(3 52) 
d ;- I 
1 
=- a = T, c2s2=a2- b” := 
4(2~~f - 1) l 
(3.53) 
At this point the algorithm terminates. 
We conclude this section by summarizing the optimum values. The optimum rate of 
convergence R, A(2) of the 2-step iterative method in (2.11) is given in (3.10) where # is defined in 
(3.9) as a function of the factors d, a and c2 of the optimum capturing ellipse ZI which, in 
turn, are defined in: 
I 
(3.13), when (Y’ = 0, I = 0, 
(3.49). whenO<cu’& 
(3.53), when $ <cu’ < d(m - l), 
(3.54) 
[(3.30), wheni(m-l)<a’<l. 
In the above, (Y := max,{Re(p)} 2 0 with p being the eigenvalues of the block Jacobi iteration 
matrix B of (2.3). The optimum calues for the parameters of the MSOR method of (2.5) may 
be found by the following relationships (see Section 2). The optimum asymptotic rate of 
convergence R,(L?$ is of course the same as that of the 2-step method of (2.11). The optimum 
values for the relaxation parameters o, and o2 of the MSOR method are the roots of the 
quadratic equation in (2.9), namely 
where, by (2.10), (2.131, (2.16) and (2.24), 
2(d - 1) 2 
&, := 
d+/G’ 
(j2 := 
d+/G’ 
(3.55) 
(3.56) 
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Fig. 2. Spectral radii for the optimum MSOR and SOR methods as functions of (Y = maxIRe(p 
with d and c2 defined in (3.54). By combining (3.55) and (3.56) it is obtained that 
(3.57) 
4. Comparisons and example applications 
In this section we compare the rate of convergen,, ppof the optimum MSOR method against 
the rates of convergence of the optimum SOR, Extrapolated Gauss-Seidel (EGS) and Extrapo- 
Fig. 3. Spectral radii 
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7 
.C( 
2 
0: 
0.50 
;ii 
s 
: 
43 
0.25 
0.00 t,..,.,,.,l.,,,,,,,,I,,,,,,,,,I,~,,,,,,,I 
0.00 0.25 0.50 0.75 1.00 
Alpha 
for the optimum MSOR and EGS methods as functions of (Y = maxiRe(p 
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lated Accelerated Gauss-Seidel (EAGS). The comparisons are performed by direct compar- 
isons of the corresponding spectral radii (Figs. 2-41, and verified for certain example applica- 
tions (Table 1). The optimum values for the SOR, EGS and EAGS methods, as it pertains to 
&Iwation matrices, have been recently derived in [ll]. The numerical results, found in Figs. 
2-4 and Table 1, for these methods can be also found in [11,23]. Throughout this section a) is 
defined by 
(x := max(Re(CC)l, P E a(B). (4 1) . 
Ir 
MSOR cems SOR. Observing that, for the choice wi = w2 of the relaxation parameters, the 
MSOR method reduces to the SOR, it is evident that, as long as the optimum values for o1 and 
o-, are such that W) f 02, the optimum rate of convergence of MSOR will be better than that 
of the optimum SOR. It is clear that, as w, f o2 for a! f 0, the optimum MSOR converges 
faster than the optimum SOR for all Q! in (0, 11, while for ty = 0 the two optimtim methods 
coincide. This is demonstrated in Fig. 2. 
MSOR rema EGS. Let us consider the eigenvalue functional equations for the MSOR and 
EGS methods, as it pertains to 2-cyclic matrices. In particular, if T, ? and I_C denote the 
eigenvalues of the MSOR, EGS and Jacobi iteration matrices, respectively, then it is known 
that (cf. [28,30,31]) T and y satisfy 
(7+w, - l)(r + 02 - 1) = w,w27~2, (4 2) . 
while ? and p satisfy (e.g., [ll]) 
3 = 1 - o + oy2 (o is the extrapolation factor). (4 3) . 
Upon setting T = y + is and 7^ = 2 + is”, i2 = - 1, and using 1 p2 I= 1, we obtain 
I( y+o, - 1)2+6”][(y+&J2- 1)2+6’] =&o;(Y2+s2). 
[( p+o- l)z+$] =02, 
while if 1_1’= 0, 
y=l- o, or y=l-W, and S=O, 
9=1--w and s”=O. 
(4 4) . 
(4 5) . 
Evidently, when one of the two parameters of the MSOR (say w,) satisfies o2 = 1, the 
eigenvalues 7 are lying on the circumference or at the center (1 - wl, 0) of the circle with 
radius w,. On the other hand, the eigenvalues + are of course lying on the circumference or at 
the center (1 - O, 0) of the circle with radius W. Therefore, when w2 = 1 and o, = w, the 
MSOR and the EGS methods have the same asymptotic rate of convergence. Thus, whenever 
the optimum value of w1 and mt is different from 1, the optimum MSOR method will converge 
faster than the optimum EGS. One may easily verify that W, < 1 for all a, while w2 = 1 when ar 
is approximately 0.3. For this value of LY the spectral radii of the MSOR and EGS iteration 
matrices will be the same, while for all other values of Q the spectral radius of the MSOR 
iteration matrix will be less than that of the EGS iteration matrix. This is numerically verified in 
Fig. 3. 
MSOR versus E4GS. The comparison of the two optimum methods is performed numeri- 
cally, by direct comparison of the corresponding spectral radii, and the results are shown in Fig. 
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4. Inspecting Fig. 4 one may easily verify that there exists a value 5 (approximately equal to 
0.25) such that for CY < & the optimum EAGS converges faster than the optimum MSOR, 
while, for (Y b 2 the optimum MSOR method dominates. 
We proceed to verify our results for three example linear systems which arise from the 
discretization of BVPs by the finite-element collocation method. The results are summarized in 
Table 1. 
4.1. One-dimensional B Ws 
Consider the one-dimensional BVP 
CZUR(X) + c,u’(x) + C@(X) =f(x), x E I, = (0, l), 
u(0) = 11(l) = 0. (4 6) 
. 
Assuming a uniform partitioning of the interval I, into N sr_bintervals, we seek an approximate 
solution u,,, in the form 
u,Jx) = i 6,&(x), n = 2N, &(x) = I-Termite cubits. 
k=l 
Using the collocation method (at the Gaussian points) for discretization, one arrives at a linear 
system (for the unknown 8,) whose coefficient matrix A, for specific values of co, c, and c2 in 
(4.6), has the form (e.g., [11,27]) 
b, b, -+I 
b, b, -b, 
b, b, b, --ba 
b, 5, b, -b* 
A= 
b, 62 b, -b, 
63 h h -b, 
h b2 -b4 
b, h -b, 
. (4 7) . 
Example 1 (interpolation problem). c2 = c 1 = 0, cg = 1, 
b, =i(9+4fi), b,=$(3+fi), b3=+(9-4fi), b4=&(3-fi). 
Example 2. c2 = 1, c1 = c0 = 0, 
b, = -2& b,= -(fi -k l), 6, = 20, b,=fi-1. 
4.2. Two-dimensional BWs 
As a model problem in the two-dimensional case we consider Poisson’s equation in the unit 
square with Dirichlet boundary conditions. That is, 
~3% = f, on R := (0, 1) x (0, l), 
. 
U= g, on aR. 
(4 8) 
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Fig. 4. Spectral radii for the optimum MSOR and EAGS methods as functions of (Y = max{Re(pH. 
Assuming a uniform grid with spacing h := IV- ‘, where N is as defined in the one-dimensional 
case, we seek an approximate solution 
n 
u,(x, Y) = c 6,4,(x9 Yh n = 4N2, 4,(x, y) = Hermite bicubics. 
k=l 
In analogy with the one-dimensional case, the collocation produces a linear system whose 
ic,, in the form 
coefficient matrix A has the block form (cf. [23]) 
A2 A, --A4 
A4 A, -742 
A, A2 A3 -A4 
A3 A4 A, 742 
A= 
. . . 
A! A, A, -A, 
A, A4 A, -A2 
4 A, A2 --A4 
I A3 A4 -A2 
9 (4 9) . 
where each Ai, i = 1, 2, 3, 4, is a 2N x 2 N matrix in the form given in (4.7). The corresponding 
values hi(i), j = 1, 2, 3, 4, for each Ai may be found in [23]. 
The above examples have been chosen so that we are able to demonstrate all possible cases 
discussed earlier on. In Example 1, the value of a! = max(Re( p)} remains less than b, so that 
the optimum MSOR, although it converges faster than the optimum SOR and EGS methods, is 
slower than optimum EAGS. In Example 2 the MSOR method dominates. In a third example 
of practical interest a model problem for elliptic PDEs is represented. Here the value of a! is 
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3 _ _ Lc;.’ c -6‘ . ban 4 for N > 4, and therefore the optimum MSOR has the fastest asymptotic rat._ ot 
CO_& - ‘T,;Pl,e. 
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