[1] While pedotransfer functions (PTFs) have long been applied to estimate soil hydraulic parameters for unsaturated flow and solute transport modeling, the uncertainty associated with the estimates is often ignored. The objective of this study is to evaluate uncertainty of the PTF-estimated soil hydraulic parameters and its effect on numerical simulation of moisture flow. Contributing to the parameter estimation uncertainty are (1) the PTF intrinsic uncertainty caused by limited data used for PTF training and (2) the PTF input uncertainty in pedotransfer variables (i.e., PTF inputs). The PTF intrinsic uncertainty is assessed using the bootstrap method by generating multiple bootstrap realizations of the soil hydraulic parameters; the realizations follow normal or lognormal distributions. The PTF input variables (i.e., bulk density and soil texture) are obtained using the cokriging technique. The PTF input uncertainty is quantified by assuming that the cokriging estimates follow a normal distribution. Our results show that the PTF input uncertainty dominates over the PTF intrinsic uncertainty and determines the spatial distribution of the PTF parameter estimation uncertainty. When the parameter estimation uncertainty is included, the spatial variability of the measured soil hydraulic parameters is better captured. This is also the case for the observed moisture contents, whose spatial variability is well bracketed by the prediction intervals. However, this is only possible after the PTF input uncertainty is considered. These results suggest that additional sample acquisition for the PTF input variables would have a more favorable impact on reduction of the parameter estimation uncertainty than collecting additional soil hydraulic parameter measurements for PTF development. 
Introduction
[2] Available data on soil hydraulic parameters (e.g., saturated hydraulic conductivity and water retention parameters) are often inadequate for an accurate simulation of unsaturated flow and contaminant transport. Statistical methods have been developed to estimate the parameters using data that can be easily obtained such as moisture content, soil texture, bulk density, and geophysical data. Pedotransfer functions (PTFs) are statistical methods that estimate the soil hydraulic parameters from the pedotransfer input variables such as bulk density, soil texture, and organic carbon content [e.g., Rawls et al., 1991; Tamari et al., 1996; Schaap and Bouten, 1996; Pachepsky et al., 1996 Pachepsky et al., , 1999 Minasny et al., 1999; Wosten et al., 2001; Pachepsky and Rawls, 2004] . Typically, the PTF-estimated parameters are used directly in numerical modeling, while uncertainty of the parameter estimates and its effect on modeling results are often not investigated or are simply ignored. The parameter estimation uncertainty can be significant, especially when multiple kinds of data are used for the estimation. We hypothesize that quantifying the uncertainty can improve the parameter estimation and subsequent modeling predictions and that the uncertainty quantification can help evaluate usefulness of PTF-based parameter estimation methods for unsaturated flow modeling.
[3] The objective of this study is to investigate uncertainty of the PTF-based parameter estimates and its effect on moisture flow simulation. The research is conducted for a field site where a cokriging method is used to generate pedotransfer variables and an artificial neural network (ANN) based PTF is used to estimate soil hydraulic parameters for numerical modeling [Ye et al., 2007a] . Uncertainty of the estimated soil hydraulic parameters is attributed to two sources: the PTF intrinsic uncertainty due to limited data used to train the PTF and PTF input uncertainty in the pedotransfer variables. The relative effect of the two kinds of uncertainty on the parameter estimation uncertainty is investigated. The Monte Carlo simulation is used to propagate the parameter estimation uncertainty in modeling flow in unsaturated media. Two sets of Monte Carlo simulations are conducted. The first set addresses only the PTF intrinsic uncertainty, while the second one considers both PTF intrinsic and input uncertainty. The relative contribution of the two kinds of uncertainty on the predictive uncertainty is also investigated. Exploring the relative contribution is important for uncertainty reduction, because limited resources can then be optimized to gather information on the most important uncertainty source. This study appears to provide the first comprehensive investigation on the relative contribution of PTF intrinsic and input uncertainties and their effects on parameter estimation uncertainty for unsaturated flow modeling.
[4] The uncertainty assessment is conducted for an ANNbased PTF developed by Ye et al. [2007a] for the Sisson and Lu (SL) field injection site [Sisson and Lu, 1984] located within the U.S. Department of Energy Hanford Site in southeastern Washington. The SL site was used for a field infiltration experiment from June to July in 2000 [Gee and Ward, 2001; Ward et al., 2000 Ward et al., , 2006a . Initial moisture content distribution was measured on 5 May 2000 at the 32 radially and symmetrically arranged cased boreholes (Figure 1 ). Injections began on 1 June, and 4000 L of water were metered into an injection point 5 m below the land surface over 6 h. Similarly, 4000 L of water were injected in each subsequent injection on 8, 15, 22, and 28 June. During the injection period, neutron logging for the moisture content (q) in 32 wells took place within a day (i.e., 2, 9, 16, and 23 June) following each of the first four injections. A wildfire burned close to the field site preventing immediate logging of the q distribution for the fifth injection on 28 June. Three additional readings of the 32 wells were subsequently completed on 7, 17, and 31 July. During each neutron logging, moisture contents were monitored in each well at a depth interval of 0.3048 m (1 foot) starting from a depth of 3.9625 m (13 feet) and continuing to a depth of 16.764 m (55 feet), resulting in a total of 1376 measurements in each of the eight observation days over a 2-month period. The moisture content measurements, especially those of initial moisture contents, reflect soil heterogeneity at the site, which is the basis for developing the ANN-based PTF for estimating heterogeneous soil hydraulic parameters.
[5] The ANN-based PTF is able to estimate the threedimensional (3-D) distribution of soil hydraulic parameters from 3-D distributions of PTF input variables (i.e., bulk density and soil texture) obtained using the cokriging method. While the cokriged PTF input variables are uncertain (the uncertainty being measured by cokriging variance), the PTF input uncertainty was not considered by Ye et al. [2007a] , and the cokriged PTF inputs were treated as being deterministic in the PTF. On the other hand, Ye et al. [2007a] also ignored the PTF intrinsic uncertainty in the estimated soil hydraulic parameters, and used only mean parameter estimates to simulate the SL site field injection experiment. Although the simulated moisture contents agreed reasonably well with the corresponding field measurements and the agreement is comparable with previous modeling studies of the same experiment [e.g., Zhang et al., 2004; Yeh et al., 2005; Kowalsky et al., 2005; Ward et al., 2006b ], a mismatch was observed at each borehole [Ye et al., 2007a] . This raises several questions such as: does the mismatch indicate that the PTF parameter estimates are inadequate to simulate the observed moisture content variability? Will consideration of the parameter estimation uncertainty improve the simulation in the sense that the observed moisture content variability can be sufficiently captured? The answers to these questions are explored in this study.
[6] According to Chirico et al. [2007] , PTF parameter estimation uncertainty is attributed to three major sources:
(1) PTF model parameters, (2) PTF input variables, and (3) PTF model structures. The PTF model parameter uncertainty is referred to in this paper as the PTF intrinsic uncertainty to distinguish it from PTF parameter estimation uncertainty of the soil hydraulic parameters. Exploring the intrinsic uncertainty is not a common practice in PTF development. estimated such uncertainty using the nonparametric bootstrap method [Efron, 1992] . In the work by , the bootstrap method randomly resamples with replacement of an original data set of size N into a bootstrap realization also of size N. To simulate the repeated collection of data, the selection procedure is repeated M times for the original data set, with each bootstrap realization containing approximately 63% of the original data. An ANN-based PTF is calibrated for each of these M realizations and validated for approximately 37% of the data not contained in the specific bootstrap realization. The multiple realizations of the calibration and validation data set represent the PTF intrinsic uncertainty; the uncertainty is quantified by assigning a probabilistic distribution for the M realizations of parameter estimates. Although developed the theoretical basis for assessing the PTF intrinsic uncertainty, typically only the mean values for the parameter estimates are used in numerical modeling. This ignores the PTF intrinsic uncertainty; the mean estimates, however, may not be able to explain the observed physical behavior. For a hydrologic model, Srivastav et al. [2007] reported that use of the bootstrap mean failed to capture the hydrograph peak flow characteristics. This is also observed by Ye et al. [2007a] , wherein the bootstrap mean parameter estimates cannot adequately capture the observed moisture content variability. To our knowledge, investigating the effect of bootstrap parameter estimation uncertainty on unsaturated flow modeling has not yet been reported.
[7] Another source of PTF parameter estimation uncertainty is the PTF input uncertainty, which can be due to data error and spatial or temporal variability of PTF inputs. This uncertainty is usually ignored in PTF applications, because it is either unknown or difficult to propagate through the modeling. This study presents a unique opportunity of assessing the PTF input uncertainty caused by spatial variability, because the PTF input variables are estimated using the cokriging method and the input uncertainty is measured by the cokriging variance. In addition to factors contributing to (co)kriging variance as discussed by Isaaks and Srivastava [1989] , the cokriging variance can also be due to the error in estimating cross variogram [Lark, 2003] and the error in primary and secondary data [Abbaspour et al., 1998 ]. As shown below, these PTF inputs, estimated largely from the initial moisture content (q i , cm 3 /cm 3 , %), are subject to significant uncertainty; this uncertainty dominates the total PTF parameter estimation uncertainty, and increases predictive uncertainty of simulated moisture content.
[8] PTF structure is another source of uncertainty [Chirico et al., 2007] ; that is, different PTFs implement different conceptualizations of physical or statistical realities and thus yield different estimations. One way of addressing this uncertainty is to compare the parameter estimates with corresponding measurements and to select the optimal model that gives the minimum difference [Williams et al., 1992; Tietje and Tapkenhinrichs, 1993; Kern, 1995; Minasny et al., 1999; Cornelis et al., 2001] . This method, however, does not guarantee that the selected model will give satisfactory predictions for the variables of interest. An alternate approach is to conduct numerical modeling using parameter estimates for various PTFs, and to select the best PTF model that gives the minimum difference between the simulated and observed state variables [Espino et al., 1996; Finke et al., 1996; Minasny and Field, 2005; Mermoud and Xu, 2006; Dai et al., 2008] . Because a single model is used for both methods, neither method completely addresses the PTF model uncertainty. Chirico et al. [2007] found that the PTF model structure uncertainty can contribute to PTF parameter estimation uncertainty more than the PTF input uncertainty. Pachepsky et al. [2006] suggested that the recently developed method of Bayesian model averaging [Neuman, 2003; Ye et al., 2004 Ye et al., , 2005a ] is a promising tool for addressing the PTF model uncertainty. However, addressing the model uncertainty is beyond the scope of this study.
PTF Intrinsic and Input Uncertainty
[9] The uncertainty assessment is conducted for the ANN-based PTF [Ye et al., 2007a] for estimating the soil hydraulic parameters: saturated hydraulic conductivity (K s , m/d), saturated moisture content (q s , cm 3 /cm 3 ), residual moisture content (q r , cm 3 /cm 3 ), and van Genuchten parameters a (1/m) and n (À) [van Genuchten, 1980] . The parameters are estimated from the bulk density (BD, kg/m 3 ) and soil texture: gravel content (>2000 mm) (GR, %), coarse sand content (2000 to 200 mm) (CS, %), fine sand content (200 to 50 mm) (FS, %), silt content (50 to 5 mm) (SI, %), and clay content (<5 mm) (CL, %). The ANN-based PTF was trained using laboratory measurements of the input and output variables for 70 core samples, 17 samples are from boreholes E-7, E-1 and A-7 [Khaleel and Freeman, 1995; , and 53 from boreholes S-1, S-2 and S-3 [Schaap et al., 2003] . The location of the boreholes is shown in Figure 1 . The calibrated PTF was used to estimate the soil hydraulic parameters for the 16 m Â 16 m modeling domain shown in Figure 1 . The PTF inputs for the domain were estimated using the cokriging method, in which the initial moisture content (q i , %) was used as the secondary variable, because there are 1344 q i observations for 32 wells ( Figure 1 ) at a vertical interval of 30.5 cm (1 foot). Ye et al. [2005b] found that the initial moisture content data carry the signature of soil heterogeneity, which was used by Ye et al. [2007a] as the secondary information for cokriging. A detailed description of the field site and the injection experiments can be found in work by Ward et al. [2000] , Gee and Ward [2001] , and Ward et al. [2006a] .
PTF Intrinsic Uncertainty
[10] To quantify the PTF intrinsic uncertainty, we denote the true soil hydraulic parameters as b* and the corresponding PTF estimates asb. Theb estimates can be obtained from a training data set containing measurements of the PTF inputs and outputs. Because of limited samples for the data set, the estimated parameters,b, are random and, in general, are not equal to b*. Evaluating the uncertainty forb requires knowing the distribution ofb À b*, which however is unknown because b* is unknown. Estimating the distribution invokes certain assumptions, i.e., linearity of the PTF and normal distribution ofb À b* as in linear and nonlinear regressions. The nonparametric bootstrap method [Efron and Tibshirani, 1993] is ideally suited for estimating the distribution because it does not invoke these particular assumptions. When implementing the bootstrap method, each bootstrap realization gives a bootstrap estimate, b i . For a sufficiently large number of realizations, the mean of b i is the parameter estimate,b; the variance of b i approximates the variance of the unknown parameter estimation uncertainty b* Àb [Efron and Tibshirani, 1993; Chernick, 1999] . This assumes that the bootstrap realizations obtained from the data set represent the data population, which, however, cannot be confirmed in reality since the population is unknown. To achieve convergence of the bootstrap mean and variance, Efron and Tibshirani [1993] suggest that the number of Monte Carlo realizations be between 50 and 200. used 100; this study uses 10,000 realizations to ensure convergence in variance.
[11] Figure 2 illustrates the histograms for log 10 (K s ), log 10 (a), log 10 (n), and q s for a sandy sample (plot of q r not shown); the histograms fit well to normal distribution. This is also true for other samples having different soil textures (i.e., coarse sand, loamy sand and sandy loam types for the 70 core measurements) (figures not shown). This suggests that the uncertainty of each PTF output parameter (or its log transform) can be described using a normal distribution with the mean and variance estimated from the bootstrap realizations.
PTF Input Uncertainty
[12] When a PTF is used for predictions, the PTF inputs are often different from the data used for PTF calibration. For example, Ye et al. [2007a] calibrated the PTF using data based on core measurements, while the PTF inputs used for predictions were estimated using cokriging, which has a location-dependent uncertainty. The cokriging estimates the primary variable, Z, at point x Z,0 on the basis of a linear combination of measurements for the primary variable and the secondary variable, Y, via
where u i and v i are weights of sample Z at x Z,i and Y at x Y,j , respectively [Journel and Huijbregts, 1978] . The bulk density and soil textures (GR, CS, FS, SI, and CL) are the primary variables; the initial moisture contents (q i ) are used as the secondary variable, since they are abundant and evenly distributed in the domain. More importantly, the q i data carry signature about site heterogeneity, especially the alternating layering structure of fine and coarse materials [Ye et al., 2005b] . To ensure that the cokriged value is unbiased, the following requirements must be satisfied:
The weights are obtained by solving the cokriging equations, which can be found in geostatistics textbooks [e.g., Journel and Huijbregts, 1978; Isaaks and Srivastava, 1989] . The uncertainty of estimating Z* is measured by the cokriging variance,
where Cov stands for covariance, and m 1 is the Lagrangian multiplier due to the constraint P I i¼1 u i (x Z,0 ) = 1. The first covariance (i.e., the first term on the right side of equation (3)) is the variance of the primary variable, and the third covariance is the cross covariance between the primary and the secondary variables. Since the cokriging of equation (1) may limit the influence of the secondary variable Y on the primary variable Z, a standardized cokriging is always used by rewriting (1) as [Isaaks and Srivastava, 1989 ]
where m Z and m Y are stationary mean of Z and Y. The constraints (equation (2)) ensure that the unbiased nature of Z* become [Isaaks and Srivastava, 1989] 
Figure 2. Histograms and fitted normal distributions for (a) log 10 (K s ), (b) log 10 (a), (c) log 10 (n), and (d) q s for a sandy sample based on 10,000 bootstrap realizations.
In this case, the cokriging variance is still expressed via equation (3). Although there is no theoretical proof about distribution of the cokriged variables, it appears reasonable to assume that they are Gaussian, whose mean and variance are the cokriged value and cokriging variance [e.g., Kitanidis, 1997; Cressie, 1991; Deutsch and Journel, 1998 ]. This distribution is used below for random sampling for the Monte Carlo simulations.
[13] Abbaspour et al. [1998] developed an alternative to cokriging for situations with small sample sizes; the method provides a means to quantify uncertainty of the estimated primary variable without having to assume the normal distribution. On the other hand, Lark [2003] developed two robust estimates of the cross variogram (equivalent to the cross covariance in equation (3)) for more reliable estimates of the cokriging variance, especially when outliers exist in data. Although not tested in this study, these two methods are expected to improve estimation of cokriging variance.
[14] While many applications use the cokriged values directly for numerical modeling, the cokriging variance may be too large to be ignored, especially when primary data are sparse. Figure 3 illustrates the three-dimensional (3-D) contours of cokriged coarse sand percentage (CS, %) and its standard deviation. The CS standard deviation can be as large as 1/5 of the cokriged value, which is also true for other textures. The smaller standard deviation regions (i.e., the blue spots in Figure 3b ) correspond to locations where the CS measurements are available. As most of the measurements are on right side of the domain, the standard deviation is smaller for the right side (x > 9 m) than for the left. A larger standard deviation for the top and bottom of the domain is due to lack of measurements for the primary and secondary variables. The same pattern is also observed for other pedotransfer variables. Figure 3 suggests that, when the cokriged PTF input variables are used, the cokriging uncertainty cannot be ignored.
Uncertainty of PTF-Based Parameter Estimation
[15] Ye et al. [2007a] found that the PTF-estimated parameter values cannot explain the spatial variability inherent in soil properties measurements; this study demonstrates that this problem can be partially resolved by considering the uncertainty, especially the PTF input uncertainty. This section presents the propagation of the parameter estimation uncertainty through numerical simulation of the SL field experiment [Ye et al., 2007a] and the subsequent comparison to field measurements.
Parameter Estimation Uncertainty due to PTF Intrinsic Uncertainty
[16] Using K s and a as examples, Figure 4 depicts the 3-D contours of their mean and standard deviation calculated from the 10,000 realizations of PTF-estimated parameters. Because large mean values correspond to large values of the standard deviation, the coefficient of variation (CV) (standard deviation divided by mean) is used to measure the PTF intrinsic uncertainty. The CV ranges for the entire modeling domain are 15-40%, 15-30%, 5 -15%, 2 -5% and 6 -13% for K s , a, n, q s and q r , respectively. This indicates that the PTF intrinsic uncertainty is relatively smaller for q s and q r , which is not surprising since the variability for these two parameters is known to be smaller than the variability for the other three parameters.
[17] Figure 5 displays the spatial variability of the measured soil hydraulic parameters at borehole S-1 (location shown in Figure 1 ), as well as the mean estimates and 95% prediction intervals (mean ± 1.96 standard deviation) of the PTF estimates. The mean parameter estimates, as observed by Ye et al. [2007a] , cannot fully capture the spatial variability. While more measurements are included in the prediction intervals after the PTF intrinsic uncertainty is considered, a large portion of the measurements is still outside of the intervals. Ye et al. [2007a] hypothesized that the smoothing effect of cokriging may be a reason for the small variability of the PTF estimates, because only the mean cokriging estimates of the pedotransfer variables are used as the PTF inputs. This is explored below.
Parameter Estimation Uncertainty due to PTF Intrinsic and Input Uncertainty
[18] In order to explore the effect of the PTF input uncertainty (i.e., the cokriging uncertainty), multiple realizations of the cokriged PTF input variables are sampled from their distributions, which are assumed to be Gaussian (section 2.2). Since each element of the computation grid has a cokriging estimate and a cokriging variance, the sampling is conducted for each element using the Latin hypercube sampling (LHS) method [McKay et al., 1979] . Subsequently, the random samples at the elements are combined to form the random fields of the grid. The statistical correlation between the input variables is considered using the Spearman rank correlation coefficient; the spatial correlation of the samples is not considered during the sampling. To ensure that the random samples of the pedotransfer variables are physically meaningful (e.g., not being negative), the bounded normal distribution implemented in the LHS code of the DAKOTA software (http://www.cs.sandia.gov/DAKOTA/) [Swiler and Wyss, 2004 ] is used; the minimum and maximum values of pedotransfer variables for the 70 samples are used as the bounds. After running the PTF with each random field of the PTF input variables, the LHS is used to sample a number of soil hydraulic parameters from the bootstrap distributions obtained in section 2.1. A total of 400 realizations of the soil hydraulic parameters are generated for 20 LHS samples of the soil hydraulic parameters, in addition to 20 LHS samples of PTF input variables. The 400 realizations (i.e., 20 for hydraulic parameters times 20 for PTF inputs) thus incorporate PTF intrinsic as well as the PTF input uncertainty.
[19] Figure 6 shows the estimated soil hydraulic parameters and the mean, minimum, and maximum estimates of the parameters along the S-1 borehole. A comparison of Figures 5 and 6 shows that, whereas the mean parameter estimates are similar, the parameter estimation uncertainty increases dramatically. This indicates that the PTF parameter estimation uncertainty is primarily caused by the PTF input uncertainty, which dominates over the PTF intrinsic uncertainty. Incorporating the PTF input uncertainty improves the parameter estimation, because most of the measured parameters, except some extreme values, are within ranges of the estimated values. For the q s , a, n, and K s parameters shown in Figure 6 , 79%, 75%, 82% and 94% of measurements are encompassed in the ranges. This suggests that, if the PTF intrinsic and input uncertainty had been considered, the ANN-based PTF [Ye et al., 2007a] would have been able to capture the observed soil hydraulic parameter variability. This differs from the finding of Small [2005, 2007] that using soil texture alone is inadequate to describe the soil hydraulic parameters. The finding of Ye et al. [2007a] may have resulted from their use of bulk density as an additional PTF variable.
[20] Figure 7 shows additional evidence that the increase of uncertainty and the improvement of parameter estimates is attributed to consideration of the PTF input uncertainty. Figure 7 illustrates the measured pedotransfer variables along borehole S-1 and their corresponding cokriging estimates for the mean and 95% prediction intervals. A comparison of Figures 5 -7 shows that the spatial pattern of the parameter estimation uncertainty (Figure 6 ) is deter- mined by the PTF input uncertainty (Figure 7 ) rather than by the PTF intrinsic uncertainty ( Figure 5 ). This is not surprising since the PTF intrinsic uncertainty is smaller and more uniformly distributed in the 3-D domain.
Propagation of the PTF-Based Parameter Estimation Uncertainty
[21] This section investigates propagation of the parameter estimation uncertainty through numerical simulation of the 2000 injection experiment at the SL site. As discussed earlier, despite the fact that the overall agreement between the Ye et al. [2007a] observed and simulated moisture content was reasonably good, observed a mismatch of the observed and simulated moisture contents at each borehole. On the basis of the simulation results presented in this study, we argue that the mismatch resulted because the parameter estimation uncertainty was ignored, and not because of the use of an inadequate parameter estimation method via the cokriging and ANN-based PTF.
[22] As in the work by Ye et al. [2007a] , the numerical simulation of the 2000 injection experiment is conducted using the MMOC code [Srivastava and Yeh, 1992] . The planar area of the simulation domain is 18 m Â 18 m to include the entire sampling area depicted in Figure 1 . Although moisture contents were measured to a depth of 16.775 m, the vertical dimension of the simulation domain is 15.24 m. This is due to the fact that movement of the injected water is hindered by the second layer of fine material, and the moisture content below the 15 m depth essentially remains unchanged during the 2000 injection experiment [Ye et al., 2005b] . The simulation domain is discretized into a grid with 259,200 uniform elements, each element being 0.25 m (Dx) Â 0.25 m (Dy) Â 0.3048 m (Dz). For each realization, the initial pressure head is estimated from the initial moisture content using the van Genuchten retention model and the soil hydraulic parameters. Constant head boundary conditions are assumed for all sides of the simulation domain with pressure head equal to the estimated initial head. Therefore, the initial and boundary conditions are different for different realizations because of the randomly assigned soil hydraulic parameters.
[23] Two sets of Monte Carlo simulations are conducted to investigate propagation of the parameter estimation uncertainty. The first one considers only the PTF intrinsic uncertainty; the second one considers both the PTF intrinsic and input uncertainty. For the first set of MC simulations, in order to save computational time, instead of using all the 10,000 bootstrap realizations, 100 parameter realizations are generated using the LHS method on the basis of the Gaussian distributions obtained from the 10,000 realizations. For the second set of MC simulations, as discussed in section 3.2, 400 parameter realizations are generated on the basis of the cokriging and bootstrap distributions. The use of more parameter realizations for the second set MC simulation is considered appropriate, since the uncertainty is larger. After the MC simulations are completed, mean and 95% prediction intervals (mean ± 1.96 standard deviation) of the simulated moisture content are calculated for each element of the computational grid. The goodness of fit for the simulations is evaluated using the Pearson correlation coefficient (r):
and the root-mean-square error (RMSE)
where q* and q are the observed and simulated mean moisture contents, respectively, q Ã and q are the mean values for the entire data set (n).
[24] On the basis of results for the first set of MC simulations (only PTF intrinsic uncertainty is considered), Figure 8 illustrates the observed moisture contents, the simulated mean and the 95% prediction intervals for four boreholes. These boreholes are selected because they are most affected by the injection and the simulated and the observed water contents are for the same locations. Figure 8 is for the data observed on 23 June 2000 during the injection process; the comparison for other dates is similar and is not shown. The Pearson correlation coefficient, r, and RMSE values shown in Figure 8 are about the same as those reported by Ye et al. [2007a] ; the 95% prediction intervals are narrow, and only a small number of observations are included in the intervals. This indicates that considering only the PTF intrinsic uncertainty is insufficient to explain the spatial variability of the observed moisture content.
[25] Similar to Figure 8 , Figure 9 illustrates the results for the second set of Monte Carlo simulations considering the PTF intrinsic as well as the input uncertainty. A comparison of Figures 8 and 9 shows that the mean predictions are improved, as indicated by the smaller RMSE values and larger Pearson correlation coefficients (Figure 9 ). More importantly, the 95% prediction intervals increase significantly, because the PTF parameter estimation uncertainty increases dramatically after the PTF input uncertainty is considered (Figures 5 and 6) . As a result, almost all the observed moisture contents are included in the intervals, indicative of an improvement of the numerical simulation. The good quality of the coverage of the 95% prediction intervals suggests that, if the parameter estimation uncertainty had been considered, the parameter estimation method of Ye et al. [2007a] would have been able to explain the spatial variability of the field observations. This conclusion is not drawn solely on the basis of the observation that increasing the 95% prediction intervals captures more of the observed q; it is also supported by the fact that the mean predictions capture the overall spatial variability of the observed q (Figures 8 and 9 ). It is generally true that considering more uncertainty sources (e.g., the PTF input uncertainty in addition to the PTF intrinsic uncertainty) will increase the predictive uncertainty. However, if the parameter estimation method (or a model) is inadequate, an increase in predictive uncertainty does not guarantee that the mean predictions will satisfactorily mimic the overall variability of field observations. As a result, if mean predictions deviate significantly from the majority of observations, the field data do not typically fall into the uncertainty bounds with an increase in bounds, unless the predictive uncertainty is unreasonably large. For example, in simulating the matrix moisture content for Yucca Mountain site [Ye et al., 2007b] , bulk of the field observations for matrix q fell outside of uncertainty bounds, when the matrix permeability was treated as a random variable. This occurred because the mean predictions deviated severely from majority of field observations. Following treatment of matrix van Genuchten a and n as random variables [Pan et al., 2009] , the uncertainty bounds increased, whereas most of the field observations were still outside of the uncertainty bounds. This is not the case in this study, because Figures 8 and 9 show that the mean predictions capture reasonably well the overall spatial variability of the observed q. This is believed to be one of the main reasons that almost all the observed q fall within the 95% predictive uncertainty when the PTF input uncertainty is considered. In other words, the mismatch between the observed and simulated q by Ye et al. [2007a] is the result of ignoring parameter estimation uncertainty, especially the PTF input uncertainty due to the cokriging of soil texture and bulk density.
Discussion
[26] Recalling that the PTF inputs are the bulk density and soil textures (GR, CS, FS, SI, and CL), the importance of the PTF input uncertainty shown above suggests that an accurate simulation of unsaturated flow largely depends on characterization of the soil textural structure. According to Ye et al. [2005b] , the alternating layers of fine and coarse material control the moisture plume dynamics observed during the injection experiment. The alternating layering structure was characterized by Ye et al. [2007a] via cokriging of the initial moisture contents, which carry signature about the site heterogeneity, especially the layering structure. This is believed to be the reason that the overall spatial trend of the observed moisture contents is well simulated by Ye et al. [2007a] . However, because of well-known smoothing effect of the cokriging method, the cokriged textures cannot fully characterize the site heterogeneity reflected in the soil texture. Therefore, ignoring the PTF input uncertainty (i.e., cokriging variance) resulted in a mismatch between the observed and simulated moisture content [Ye et al., 2007a] . After the uncertainty in the soil textures is incorporated in this study, the spatial variability of the observed moisture content is well captured by the predictive interval.
[27] This is consistent with the recent work of Ye and Khaleel [2008] , in which the soil textural classes were directly simulated using the transition probability Markov chain (TP/MC) method Fogg, 1996, 1997] . The heterogeneity induced by the four soil classes (coarse sand, fine sand, loamy sand, and sandy loam) was directly characterized using a Markov chain model obtained from their transition probabilities. In the work by Ye and Khaleel [2008] , the initial moisture contents also played an important role in the Markov chain model development. Ye and Khaleel [2008] did not consider uncertainty in the soil hydraulic parameters, but considered uncertainty in spatial distribution of the soil classes. Although only 50 realizations were considered by Ye and Khaleel [2008, Figure 10] , their simulations were equally as good as the results of this study with 400 realizations (Figure 9) . From a theoretical point of view, soil textural classes can characterize soil heterogeneity more directly than the soil hydraulic parameters. As a result, uncertainty due to soil heterogeneity can be reduced more efficiently by including more data for the soil textures. However, such an investigation is beyond the scope of this study.
Conclusions
[28] This study draws the following main conclusions.
[29] 1. When the uncertainty of PTF-estimated soil hydraulic parameters is considered, the ANN-based PTF developed by Ye et al. [2007a] is able to capture the spatial variability of the measured soil hydraulic parameters. This however is impossible without considering the PTF input uncertainty. This is also the case for the spatial variability of the observed moisture content. The mismatch of the simulated and observed moisture content profiles of Ye et al. [2007a] is not a deficiency of the PTF itself, but because of ignoring the PTF parameter estimation uncertainty.
[30] 2. The PTF intrinsic uncertainty, caused by limited data used for training the PTF, can be assessed using the bootstrap method and by generating multiple bootstrap realizations of the soil hydraulic parameters. These realizations follow normal distribution for the log (K s ), log (a), log (n), q s , and q r for the four soil classes (coarse sand, sand, loamy sand, and sandy loam) considered by Ye and Khaleel [2008] . The PTF intrinsic uncertainty is more or less uniformly distributed in the domain.
[31] 3. The PTF input uncertainty considered in this study is the cokriging variance, which is caused by the spatial variation of the parameters and varies in space depending on measurement locations of the primary and secondary variables.
[32] 4. For the PTF parameter estimation uncertainty, the PTF input uncertainty dominates over the PTF intrinsic uncertainty. The spatial pattern of the PTF parameter estimation uncertainty is also determined by the cokriging uncertainty.
[33] 5. The current analysis is based on 70 samples, 60 of which are obtained from three S boreholes at the SL site. Because the cokriging uncertainty of bulk density and soil texture dominates the parameter estimation uncertainty, additional sample acquisition for PTF variables (soil texture and bulk density) would more likely lead to a reduction of uncertainty than collecting additional samples for hydraulic property measurements at the SL site. Therefore, it appears that a more complete characterization of a site for texture and layering and a judicious positioning of sample measurement locations would lead to an optimal site characterization. 
