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Resumen
En este trabajo se estudian, en primer lugar, algunos teoremas relacionados con la minimización
de funcionales y algunas aplicaciones de éstos a la existencia de soluciones débiles de problemas
elípticos semilineales. En segunda instancia se estudia el Método de Reducción de Lyapunov-
Schmidt, herramienta importante para buscar puntos críticos de funcionales, y se presentan
aplicaciones a problemas de Dirichlet no lineales.
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Introducción
En este trabajo se estudian dos teoremas de minimización y el Método de Reducción de
Lyapunov-Schmidt. Se presentan aplicaciones de estos resultados a la existencia de soluciones
para problemas elípticos no lineales, más precisamente, a la búsqueda de soluciones débiles del
problema de Dirichlet ½
−∆u = f (x, u) en Ω
u = 0 en ∂Ω,
(1)
donde Ω ⊆ RN es un dominio acotado con frontera suave, ∆ =
NP
i=1
∂2
∂x2i
es el operador de Laplace
y f : Ω×R −→ R es una función no lineal.
En el Capítulo 1 se presentan algunos resultados del Análisis Funcional y de la teoría general
de Ecuaciones Diferenciales Parciales, necesarios en los Capítulos 2 y 3. Entre ellos se destacan
dos teoremas abstractos de minimización, un teorema de teoría espectral, la desigualdad de
Poincaré y el Teorema de Inmersión de Rellich-Kondrachov. Las pruebas de todos los teoremas
de este capítulo aparecen en los textos que se citan como referencia.
En el Capítulo 2 se demuestran dos teoremas de minimización de funcionales definidos en
espacios de dimensión infinita. Los dos resultados siguientes son consecuencia del primer
teorema de optimización.
Teorema A. Supongamos que existe una constante µ, 0 < µ < λ1, tal que para casi todo
x ∈ Ω se tiene que
f 0(x,+∞) : = lim
s→+∞
f(x, s)
s
≤ µ y
f 0(x,−∞) : = lim
s→−∞
f(x, s)
s
≤ µ.
Entonces el problema de Dirichlet (1) posee al menos una solución débil u0 ∈ H10 (Ω). λ1
denota el primer valor propio de −∆ en Ω con condición de Dirichlet cero en la frontera.
Teorema B. (Mawhin-Ward-Willem [11]) Sea f : Ω×R −→ R una función Carathéodory
(ver Definición 1.1.2) que satisface la condición de crecimiento
|f (x, s)| ≤ c |s|p−1 + b(x) ∀s ∈ R y casi todo x ∈ Ω,
vi
donde ½
1 ≤ p < 2N
N−2 si N ≥ 3
1 ≤ p < +∞ si N = 2,
b ∈ Lp0 (Ω), con 1
p
+ 1
p0 = 1 y c es una constante positiva. Supongamos que
lim sup
s→+∞
2F (x, s)
s2
≤ α(x) ≤ λ1 y
lim sup
s→−∞
2F (x, s)
s2
≤ α(x) ≤ λ1,
donde F (x, s) =
R s
0 f (x, τ) dτ , α ∈ L
∞(Ω) y α(x) < λ1 en un conjunto de medida positiva.
Entonces el problema de Dirichlet (1) tiene al menos una solución débil u0 ∈ H10 (Ω) .
El segundo teorema de minimización del Capítulo 2, que se usará de manera esencial en
la demostración del resultado principal del Capítulo 3, nos permite demostrar la siguiente
aplicación.
Teorema C. Sea f : R→ R una función diferenciable. Si existe k > 0 tal que
f 0(t) ≤ k < λ1 ∀t ∈ R
entonces el problema de Dirichlet ½
−∆u = f (u) en Ω
u = 0 en ∂Ω
(2)
tiene al menos una solución débil u0 ∈ H10 (Ω) .
En el Capítulo 3 se presenta el Método de Reducción de Lyapunov-Schmidt, el cual es una
técnica para encontrar puntos críticos de funcionales y consiste en transformar un problema
variacional en dimensión infinita a un problema de optimización en un espacio de dimensión
finita, generalmente, más fácil de resolver. En la Sección 3.1 se demuestra el teorema central
del método de reducción que se usará en las dos aplicaciones que se presentan en la Sección 3.2,
las cuales se enuncian a continuación.
Sea 0 < λ1 < λ2 ≤ λ3 ≤ ..... ≤ λk ≤ .... la sucesión de valores propios de -∆ en Ω con
condición de Dirichlet cero en la frontera.
Teorema D. Sea f : R→ R una función que satisface las siguientes condiciones:
i) f es Lipschitz, con constante de Lipschitz α tal que 0 < α < λk+1, donde k es algún
entero positivo.
ii) Existen constantes β y γ, con β > λk, tales que
F (s) ≥ β
2
s2 + γ ∀s ∈ R,
vii
donde F (s) =
R s
0 f (t) dt. Entonces el problema de Dirichlet (2) posee al menos una solución
débil en H10 (Ω) .
Teorema E. (A. Castro y J. Cossio [5]) Sea f : R→ R una función diferenciable que
satisface las siguientes condiciones:
i) Existe k ≥ 2 entero positivo tal que
f 0(+∞) : = lim
s→+∞
f(s)
s
∈ (λk, λk+1) y
f 0(−∞) : = lim
s→−∞
f(s)
s
∈ (λk, λk+1).
ii) Existe una constante α tal que
f 0 (s) ≤ α < λk+1 ∀s ∈ R.
Entonces el problema de Dirichlet (2) posee al menos una solución débil en H10 (Ω) .
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Capítulo 1
Preliminares
En este capítulo se presentan algunos resultados de Análisis Funcional y de la teoría general de
Ecuaciones Diferenciales Parciales. Entre ellos destacamos dos teoremas abstractos de mini-
mización, un teorema de teoría espectral, la desigualdad de Poincaré y el Teorema de Inmersión
de Rellich-Kondrachov. Estos resultados se usarán en capítulos posteriores, especialmente en
las aplicaciones. Las pruebas de estos teoremas aparecen en los textos que se citan como
referencia.
1.1 Teoremas
Definición 1.1.1 Sea X un espacio normado. Un funcional G : X −→ R ∪ {+∞} se dice
• inferiormente semicontinuo si
xn → x =⇒ G (x) ≤ lim inf
n→+∞
G (xn) y
• débilmente inferiormente semicontinuo si
xn - x =⇒ G (x) ≤ lim inf
n→+∞
G (xn) .
Teorema 1.1.1 Sean X un espacio de Banach y G : X −→ R ∪ {+∞} una función convexa,
entonces
G es inferiormente semicontinua si y sólo si G es débilmente inferiormente semicontinua.
1
Prueba. Ver Brézis [2], p. 38.
Teorema 1.1.2 Sean X un espacio topológico compacto y G : X −→ R ∪ {+∞} un funcional
inferiormente semicontinuo. Entonces G está acotado inferiormente y existe x0 ∈ X tal que
G(x0) = min
x∈X
G(x).
Prueba. Ver De Figueiredo [6], p. 1.
Teorema 1.1.3 Sea X un espacio de Banach. Las siguientes afirmaciones son equivalentes:
• X es reflexivo.
• B1(0) = {x ∈ X : kxk ≤ 1} es compacta en la topología débil.
• B1(0) = {x ∈ X : kxk ≤ 1} es débilmente compacta para sucesiones.
Prueba. Ver Brézis [2], p. 44.
De los dos teoremas anteriores se obtiene el siguiente resultado.
Teorema 1.1.4 Sea X un espacio de Banach reflexivo. Si G : X −→ R ∪ {+∞} es un
funcional coercivo, es decir,
lim
kxk→+∞
G (x) = +∞,
débilmente inferiormente semicontinuo y no idénticamente igual a +∞, entonces G está acotado
inferiormente y existe x0 ∈ X tal que
G(x0) = min
x∈X
G(x).
Teorema 1.1.5 En un espacio normado X con dimX < +∞, una sucesión {xn}+∞n=1 es
débilmente convergente si y sólo si es fuertemente convergente.
2
Prueba. Ver Brézis [2], p. 36.
Teorema 1.1.6 (Rellich-Kondrachov) Sea p ∈ R tal que



1 ≤ p < 2N
N−2 si N ≥ 3
1 ≤ p < +∞ si N = 2,
entonces
H10 (Ω) /→ Lp (Ω) ,
con inclusión compacta.
Prueba. Ver Brézis [2], p. 169.
Teorema 1.1.7 sea {λi}+∞i=1 la sucesión de valores propios y {φi}+∞i=1 la sucesión de funciones
propias de −∆ con condición de Dirichlet cero en la frontera. Sean X = gen {φ1, φ2, ..., φk} y
Y = gen
©
φk+1, φk+2, ...
ª
. Entonces:
• X y Y son subespacios cerrados de H10 (Ω) .
• H10 (Ω) = X ⊕ Y.
• kyk2H10 ≥ λk+1
R
Ω y
2 ∀y ∈ Y.
• kxk2H10 ≤ λk
R
Ω x
2 ∀x ∈ X.
Prueba. Ver Brézis [2], p. 192 y Mitrovi´c-Zˇubrini´c [10], p. 243.
Teorema 1.1.8 (Desigualdad de Poincaré) Para todo u ∈ H10 (Ω) se tieneZ
Ω
u2 ≤ 1
λ1
Z
Ω
|∇u|2 .
Prueba. Ver Brézis [2], p. 168-174, A. Castro [4] y De Figueiredo [7].
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Definición 1.1.2 f : Ω × R −→ R es una función Carathéodory si se cumplen las siguientes
dos condiciones:
• Para todo s ∈ R fijo, la función f(·, s) es medible en Ω.
• Para casi todo x ∈ Ω fijo la función f(x, ·) es continua en R.
Sea f : Ω×R −→ R una función Carathéodory. Consideremos el problema de Dirichlet



−∆u = f (x, u) en Ω
u = 0 en ∂Ω.
(1.1)
Definición 1.1.3 Decimos que u es una solución clásica de (1.1) si



u ∈ C2 (Ω) ∩ C
¡
Ω
¢
,
−∆u(x) = f (x, u(x)) ∀x ∈ Ω y
u(x) = 0 ∀x ∈ ∂Ω.
Decimos que u es una solución débil (o generalizada) de (1.1) si



u ∈ H10 (Ω) yR
Ω∇u.∇v =
R
Ω f (x, u) v ∀v ∈ H
1
0 (Ω) .
(1.2)
Teorema 1.1.9 Sea f : Ω × R −→ R una función Carathéodory que cumple la condición de
crecimiento
|f (x, s)| ≤ c |s|p−1 + b(x) ∀s ∈ R y casi todo x ∈ Ω, (1.3)
donde 


1 ≤ p < 2N
N−2 si N ≥ 3
1 ≤ p < +∞ si N = 2,
b ∈ Lp0 (Ω), con 1
p
+ 1
p0 = 1 y c es una constante positiva.
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Sea J : H10 (Ω) −→ R el funcional definido por
J(u) =
1
2
Z
Ω
|∇u|2 −
Z
Ω
F (x, u) ,
donde F (x, s) =
R s
0 f (x, τ) dτ. Entonces J está bien definido, J es débilmente inferiormente
semicontinuo, J ∈ C1
¡
H10 (Ω) ,R
¢
y además
J 0(u) [v] = h∇J(u), viH10
=
Z
Ω
∇u.∇v −
Z
Ω
f (x, u) v ∀v ∈ H10 (Ω) . (1.4)
Prueba. Ver De Figueiredo [6], p. 18, y Rabinowitz [12], p. 90.
Nota 1.1.1 De (1.4) es claro que u ∈ H10 (Ω) es un punto crítico de J si y sólo si u es una
solución débil de (1.1). Por lo tanto la búsqueda de soluciones débiles de (1.1) se transforma en
la búsqueda de puntos críticos de J, lo cual es precisamente lo que haremos en las aplicaciones.
5
Capítulo 2
Teoremas de Minimización
En este capítulo se demuestran dos teoremas referentes a la minimización de funcionales. Estos
teoremas, que se demuestran en la Sección 2.1, se usarán en la Sección 2.2 en algunas aplicaciones
a ecuaciones elípticas semilineales; así mismo el segundo de ellos se utilizará, de manera esencial,
en la demostración del teorema central del Capítulo 3. En las aplicaciones de la Sección 2.2
lo que se hace es exhibir condiciones suficientes que garantizan las hipótesis de los teoremas
de la Sección 2.1 y de esta manera asegurar la existencia de soluciones débiles para algunos
problemas de Dirichlet no lineales.
2.1 Dos Teoremas de Minimización
Sea f : Ω×R −→ R una función Carathéodory que satisface la condición de crecimiento
|f (x, s)| ≤ c |s|p−1 + b(x) ∀s ∈ R y casi todo x ∈ Ω, (2.1)
donde 


1 ≤ p < 2N
N−2 si N ≥ 3
1 ≤ p < +∞ si N = 2,
b ∈ Lp0 (Ω), con 1
p
+ 1
p0 = 1 y c es una constante positiva.
Consideremos el funcional J : H10 (Ω) −→ R definido por
J(u) =
1
2
Z
Ω
|∇u|2 −
Z
Ω
F (x, u) ,
donde F (x, s) =
R s
0 f (x, τ) dτ. Este funcional está bien definido, es C
1
¡
H10 (Ω) ,R
¢
y es débil-
mente inferiormente semicontinuo, de acuerdo al Teorema 1.1.9.
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El siguiente resultado se demostrará usando el Teorema 1.1.2.
Teorema 2.1.1 Si f satisface la condición (2.1), entonces para todo r > 0 existen λr ≤ 0 y
ur ∈ Br(0) ⊂ H10 (Ω) tales que ∇J(ur) = λrur y J restringido a Br(0) asume su mínimo en
ur, es decir,
J(ur) = min
u∈Br(0)
J(u).
Prueba. Sea r > 0. Como H10 (Ω) es un espacio de Hilbert, se sigue que la bola
Br(0) =
n
u ∈ H10 (Ω) : kukH10 ≤ r
o
es débilmente compacta (ver Teorema 1.1.3). Aplicando el Teorema 1.1.2, en la topología débil,
al funcional J |Br(0) obtenemos un punto ur ∈ Br(0) tal que
J(ur) = min
u∈Br(0)
J(u).
Sea v ∈ Br(0). Como Br(0) es convexa entonces tv + (1− t)ur ∈ Br(0) para todo t ∈ [0, 1], y
como J(ur) = min
©
J(u) : u ∈ Br(0)
ª
se tiene
J(ur) ≤ J(tv + (1− t)ur) = J(ur + t(v − ur)).
Como J es Fréchet diferenciable se sigue que J es Gateaux diferenciable, por lo tanto
J(ur + t(v − ur)) = J(ur) + t h∇J(ur), v − uriH10 + o(t).
Así
J(ur) ≤ J(ur) + t h∇J(ur), v − uriH10 + o(t) ∀t ∈ (0, 1].
Dividiendo por t y tomando límite cuando t→ 0+ se tiene que
h∇J(ur), v − uriH10 ≥ 0 ∀v ∈ Br(0). (2.2)
Analicemos dos casos:
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I ur es un punto interior de Br(0):
Existe δ > 0 tal que Bδ(ur) ⊂ Br(0), luego, por (2.2), es claro que
h∇J(ur), wiH10 ≥ 0 ∀w ∈ Bδ(0). (2.3)
Sea w ∈ Bδ(0). Claramente −w ∈ Bδ(0) y así, por (2.3),
h∇J(ur), wiH10 ≥ 0 y − h∇J(ur), wiH10 ≥ 0,
por lo tanto
h∇J(ur), wiH10 = 0 ∀w ∈ Bδ(0).
Si v ∈ H10 (Ω) con v 6= 0 entonces δv/ kvkH10 ∈ Bδ(0) y así*
∇J(ur), δ
v
kvkH10
+
H10
= 0
y por lo tanto
h∇J(ur), viH10 = 0 ∀v ∈ H
1
0 (Ω) .
En particular, tomando v = ∇J(ur) se tiene que
∇J(ur) = 0, (2.4)
es decir, ur es un punto crítico de J. La conclusión del teorema se sigue tomando λr = 0.
I ur ∈ ∂Br(0):
Si ∇J(ur) = 0 la conclusión del teorema se tiene con λr = 0. Para ∇J(ur) 6= 0, supongamos,
por contradicción, que
∀λ < 0, ∇J(ur) 6= λur.
En partícular para λ = − k∇J(ur)kH10 / kurkH10 se tiene
∇J(ur)
k∇J(ur)kH10
6= − urkurkH10
,
8
así
ur 6= − kurkH10
∇J(ur)
k∇J(ur)kH10
= −r ∇J(ur)k∇J(ur)kH10
.
Por lo tanto
v0 := −r
∇J(ur)
k∇J(ur)kH10
∈ ∂Br(0) y v0 6= ur.
Por la desigualdad de Cauchy-Schwarz se sigue que
hv0, uriH10 < kv0kH10 kurkH10 = r
2. (2.5)
Por otro lado, tomando v = v0 en (2.2) tenemos
h∇J(ur), v0 − uriH10 ≥ 0.
Por consiguiente
0 ≤
*
r
k∇J(ur)kH10
∇J(ur), v0 − ur
+
H10
= h−v0, v0 − uriH10 ,
lo cual implica que
hv0, uriH10 ≥ kv0k
2
H10
= r2,
lo cual contradice (2.5). Por lo tanto existe λr < 0 tal que ∇J(ur) = λrur, y así se concluye
la demostración del teorema.
El siguiente corolario se usa en la demostración de los Teoremas 2.2.1 y 2.2.2.
Corolario 2.1.2 Si f satisface la condición (2.1) y existen constantes r0 > 0 y a tales que
J(u) ≥ a > 0 ∀u ∈ ∂Br0(0) (2.6)
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entonces el funcional J posee un punto crítico.
Prueba. Como J(0) = 0 y J(u) > 0 ∀u ∈ ∂Br0(0), concluímos que el mínimo de J en
Br0(0) se logra en un punto interior de la bola, digamos ur0 . De (2.4) se sigue que ∇J(ur0) = 0,
con lo cual se concluye la demostración.
A continuación se demostrarán dos lemas que serán utilizados en la prueba del Teorema
2.1.5.
Lema 2.1.3 Sea H un espacio de Hilbert real. Sean x, y ∈ H fijos, definamos la función η
por
η : R −→ H
s 7−→ η(s) = x+ s(y − x).
(2.7)
Entonces η ∈ C1 (R,H) y η0(s) = y − x (η0(s) ∈ BL (R,H) se identifica con η0(s) [1] ∈ H).
Prueba. Sean s, t ∈ R
η (s+ εt)− η (s)
ε
=
x+ (s+ εt) (y − x)− [x+ s (y − x)]
ε
= (y − x)t.
De donde se concluye que la derivada de Gateaux de η en s es η0G(s) = y − x.
η0G : R −→ BL (R,H)
s 7−→ η0G(s) = y − x
Sea {sn}+∞n=1 ⊂ R tal que sn → s en R, entonces
η0G(sn) = y − x −→
(n→+∞)
y − x = η0G(s) en BL (R,H)
luego η0G : R −→ BL (R,H) es continua, por lo tanto la derivada de Fréchet es igual a la
derivada de Gateaux, es decir,
η0(s) = η0G(s) = y − x
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y además es C1 (R,H) .
Lema 2.1.4 (Lema de Hadamard) Sea H un espacio de Hilbert real. Si G : H −→ R es
C1 entonces
G(y)−G(x) =
Z 1
0
h∇G (x+ s(y − x)) , y − xi ds ∀x, y ∈ H.
Prueba. Sean x, y ∈ H. Consideremos la restricción de la función η, definida por (2.7), a
[0, 1]. Es decir,
η : [0, 1] −→ H
s 7−→ η(s) = x+ s(y − x).
Por el lema anterior η ∈ C1 ([0, 1],H) . Definamos la siguiente función
h = G ◦ η : [0, 1] −→ R
s 7−→ h(s) = G (η(s)) = G (x+ s(y − x)) .
Es claro que h ∈ C1 ([0, 1],R) . Por el Teorema Fundamental del Cálculo se tiene
h(1)− h(0) =
Z 1
0
h0(s)ds
o equivalentemente
G(y)−G(x) =
Z 1
0
(G ◦ η)0 (s)ds.
Pero
(G ◦ η)0 (s) = G0 (η(s))
£
η0(s)
¤
= G0 (η(s)) [y − x]
= h∇G (η(s)) , y − xi
= h∇G (x+ s(y − x)) , y − xi .
Así
G(y)−G(x) =
Z 1
0
h∇G (x+ s(y − x)) , y − xi ds,
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y de esta manera queda demostrado el lema.
A continuación presentamos un segundo resultado de minimización de funcionales.
Teorema 2.1.5 Sean H un espacio de Hilbert real y G : H −→ R una función de clase C1.
Si existe m > 0 tal que
h∇G(u)−∇G(v), u− vi ≥ m ku− vk2 ∀u, v ∈ H (2.8)
entonces existe un único punto u0 ∈ H tal que
G(u0) = min
u∈H
G(u).
Además, u0 es el único punto crítico de G : H −→ R; es decir, ∇G(u0) = 0.
Prueba. La demostración se hará usando las dos afirmaciones siguientes:
Afirmación 1: G es convexa.
En efecto, sean x, y ∈ H, t ∈ (0, 1) y s ∈ (0, 1]. Usando (2.8) con u = x + ts(y − x) y
v = x+ s(y − x) se tiene
h∇G(x+ ts(y − x))−∇G(x+ s(y − x)), s (t− 1) (y − x)i ≥
m kx+ ts(y − x)− x− s(y − x)k2 ≥ 0,
entonces
s (t− 1) h∇G(x+ ts(y − x))−∇G(x+ s(y − x)), y − x)i ≥ 0,
pero s (t− 1) < 0, luego
h∇G(x+ ts(y − x))−∇G(x+ s(y − x)), y − x)i ≤ 0.
Por lo tanto
h∇G(x+ ts(y − x)), y − x)i ≤ h∇G(x+ s(y − x)), y − xi . (2.9)
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Esta última expresión es trivialmente cierta para s = 0, por lo que (2.9) es válida ∀s ∈ [0, 1].
Por otro lado, por el Lema de Hadamard se tiene que
G(x+ t(y − x))−G(x) =
Z 1
0
h∇G (x+ s [x+ t(y − x)− x]) , t (y − x)i ds.
De ésta última igualdad y de (2.9) se tiene que
G(x+ t(y − x)) = G(x) + t
Z 1
0
h∇G (x+ ts(y − x)) , y − xi ds
≤ G(x) + t
Z 1
0
h∇G(x+ s(y − x)), y − xi ds.
Por el Lema de Hadamard
G(y)−G(x) =
Z 1
0
h∇G (x+ s(y − x)) , y − xi ds.
Luego
G((1− t)x+ ty) ≤ G(x) + t [G(y)−G(x)]
= (1− t)G(x) + tG(y),
lo cual demuestra la Afirmación 1.
Afirmación 2: G es coerciva, es decir, G (x)→ +∞ cuando kxk→ +∞.
En efecto, por el Lema de Hadamard para x ∈ H se tiene
G(x) = G(0) +
Z 1
0
h∇G (sx) , xi ds
= G(0) +
Z 1
0
h∇G (sx)−∇G(0), xi ds+
Z 1
0
h∇G(0), xi ds
= G(0) +
Z 1
0
1
s
h∇G (sx)−∇G(0), sx− 0i ds+ h∇G(0), xi .
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Usando (2.8) y la desigualdad de Cauchy-Schwarz se sigue que
G(x) ≥ G(0) +
Z 1
0
ms kxk2 ds− k∇G(0)k kxk
= G(0) +
m
2
kxk2 − k∇G(0)k kxk .
Como m > 0 entonces G(x) −→ +∞ cuando kxk −→ +∞. Hemos demostrado que la función
G es coerciva.
Afirmación 3: G es débilmente inferiormente semicontinua.
En efecto, como G es continua, G es inferiormente semicontinua y además, por la Afirmación
1, G es convexa, se sigue que G es débilmente inferiormente semicontinua, esto último por el
Teorema 1.1.1.
Usando las Afirmaciones 2 y 3, y el hecho de que H es reflexivo (por ser Hilbert), por el
Teorema 1.1.4, se concluye que existe u0 ∈ H tal que
G(u0) = min
u∈H
G(u),
es decir, u0 es un mínimo de G. Como G es diferenciable ∇G(u0) = 0, luego u0 es un punto
crítico de G.
Para la unicidad supongamos que existe otro punto crítico u1 ∈ H. Por (2.8) se tiene
0 = h∇G(u0)−∇G(u1), u0 − u1i ≥ m ku0 − u1k2 ≥ 0
de donde se concluye que
u0 = u1,
por lo tanto el punto crítico es único.
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2.2 Aplicaciones a Problemas Elípticos Semilineales
2.2.1 Aplicaciones del Corolario 2.1.2
En esta sección se presentan dos aplicaciones del Corolario 2.1.2 que demuestran la existencia
de soluciones débiles para problemas elípticos semilineales.
Sea f : Ω× R → R una función Carathéodory. Retomemos el funcional J : H10 (Ω) −→ R
definido por
J(u) =
1
2
Z
Ω
|∇u|2 −
Z
Ω
F (x, u) ,
donde F (x, s) =
R s
0 f (x, τ) dτ. J está asociado al problema de Dirichlet



−∆u = f (x, u) en Ω
u = 0 en ∂Ω.
(2.10)
Teorema 2.2.1 Supongamos que existe una constante µ, 0 < µ < λ1, tal que para casi todo
x ∈ Ω se tiene que
f 0(x,+∞) : = lim
s→+∞
f(x, s)
s
≤ µ y
f 0(x,−∞) : = lim
s→−∞
f(x, s)
s
≤ µ. (2.11)
Entonces el problema de Dirichlet (2.10) posee al menos una solución débil u0 ∈ H10 (Ω).
Prueba. Sea µ > 0 tal que µ < µ < λ1. Por lo tanto f 0(x,−∞) < µ y f 0(x,+∞) < µ para
casi todo x ∈ Ω. Luego existe M1 > 0 tal que
f(x, s)
s
≤ µ ∀ |s| ≥M1
o equivalentemente
|f(x, s)| ≤ µ |s| ∀ |s| ≥M1. (2.12)
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Ahora, como para casi todo x ∈ Ω f(x, ·) es continua en R, existe una constante c1 > 0 tal que
|f(x, s)| ≤ c1 ∀ |s| ≤M1. (2.13)
De (2.12) y (2.13) se tiene que para casi todo x ∈ Ω
|f(x, s)| ≤ µ |s|+ c1 ∀s ∈ R,
es decir, f satisface (2.1) con p = 2.
Usando (2.12) y la continuidad de F (x, ·) en R se sigue que
F (x, s) ≤ 1
2
µs2 + c2 ∀s ∈ R, ∀x ∈ Ω, (2.14)
donde c2 es una constante positiva.
Sea u ∈ H10 (Ω). De (2.14) se sigue que
J(u) =
1
2
Z
Ω
|∇u|2 −
Z
Ω
F (x, u)
≥ 1
2
Z
Ω
|∇u|2 − 1
2
µ
Z
Ω
u2 − c2 |Ω| .
Por la caracterización variacional de λ1(ver Teorema 1.1.8) sabemos queZ
Ω
u2 ≤ 1
λ1
Z
Ω
|∇u|2 .
Por lo tanto
J(u) ≥ 1
2
µ
1− µ
λ1
¶
kuk2H10 − c2 |Ω| .
Como µ < λ1 se sigue que
J(u) −→ +∞ cuando kukH10 −→ +∞,
lo cual prueba que el funcional J es coercivo. Por lo tanto existen constantes a > 0 y r0 > 0
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tales que
J (u) ≥ a > 0 ∀u ∈ ∂Br0 (0) .
Como f satisface (2.1), usando el Corolario 2.1.2 se concluye que J posee un punto crítico, el
cual es solución débil del problema (2.10).
Teorema 2.2.2 (Mawhin-Ward-Willem [11]) Supongamos que (2.1) es válido y que
lim sup
s→+∞
2F (x, s)
s2
≤ α(x) ≤ λ1 y
lim sup
s→−∞
2F (x, s)
s2
≤ α(x) ≤ λ1, (2.15)
donde α ∈ L∞(Ω) y α(x) < λ1 en un conjunto de medida positiva. Entonces el problema de
Dirichlet (2.10) tiene al menos una solución débil u0 ∈ H10 (Ω) .
Prueba. sea J : H10 (Ω) −→ R el funcional definido por
J(u) =
1
2
Z
Ω
|∇u|2 −
Z
Ω
F (x, u) ,
donde F (x, s) =
R s
0 f (x, τ) dτ. Demostremos que J es coercivo.
Veamos primero que ∃0 > 0 tal que
Θ(u) :=
Z
Ω
|∇u|2 −
Z
Ω
α(x)[u(x)]2 ≥ 0 ∀ kukH10 = 1. (2.16)
En efecto, supongamos por contradicción que ∀n ∈ N ∃un ∈ H10 (Ω) con kunkH10 = 1 y
Θ(un) <
1
n
. Como α(x) ≤ λ1 en Ω y por la caracterización variacional de λ1 se tiene que
Θ(u) ≥ 0 ∀u ∈ H10 (Ω).
Por lo tanto, podemos suponer que ∃un ∈ H10 (Ω) tal que kunkH10 = 1 y Θ(un) → 0. Como
H10 (Ω) es un espacio de Banach reflexivo, entonces B1(0) =
n
u ∈ H10 (Ω) : kukH10 ≤ 1
o
es
débilmente compacta (ver Teorema 1.1.3). Por lo tanto, sin pérdida de generalidad, pode-
mos suponer que un - u0 en H10 (Ω) para algún u0 ∈ H10 (Ω) . Por otro lado, según en el
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Teorema 1.1.6 la inclusión H10 /→ L2 es compacta. Luego un → u en L2(Ω).
De otra parte, si g(x, s) = α(x)s con x ∈ Ω y s ∈ R, entonces g satisface (2.1). En efecto
|g (x, s)| = |α(x)| |s| ≤ kαkL∞ |s| para casi todo x ∈ Ω.
Si consideramos el funcional
Jg : H
1
0 (Ω) −→ R
u 7−→ Jg(u) = 12
R
Ω |∇u|2 −
R
Ω Fg (x, u) ,
donde Fg(x, s) =
R s
0 g (x, τ) dτ, entonces Jg está bien definido, Jg ∈ C
1
¡
H10 (Ω) ,R
¢
y J es
débilmente inferiormente semicontinuo, según el Teorema 1.1.9. Ahora, como Θ(u) = 2Jg(u),
entonces Θ tiene las mismas propiedades. Como un - u0 en H10 (Ω) , se tiene que
0 ≤ Θ(u0) ≤ lim inf
n→+∞
Θ(un) = lim
n→+∞
Θ(un) = 0 (2.17)
y por lo tanto Θ(u0) = 0.
Por otro lado, como kunkH10 = 1 se sigue que
Θ(un) = 1−
Z
Ω
α(x)[un(x)]
2 → 0.
Como
¯¯¯¯Z
Ω
α(x)u2n(x)−
Z
Ω
α(x)u20(x)
¯¯¯¯
≤
Z
Ω
|α(x)| ¯¯u2n(x)− u20(x)¯¯
≤ kαkL∞
Z
Ω
|un(x)− u0(x)| |un(x) + u0(x)|
≤ kαkL∞ kun − u0kL2 kun + u0kL2
≤ c1 kun − u0kL2 → 0,
se sigue que Z
Ω
α(x)[un(x)]
2 →
Z
Ω
α(x)[u0(x)]
2. (2.18)
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Por lo tanto Z
Ω
α(x)[u0(x)]
2 = 1. (2.19)
De (2.19) se sigue que ku0kL2 > 0. De otra parte, volviendo a (2.17), usando la caracterización
variacional de λ1 (Teorema 1.1.8) y el hecho de que α(x) < λ1 en un conjunto de medida
positiva, se tiene que
λ1
Z
Ω
u20 ≤
Z
Ω
|∇u0|2 =
Z
Ω
α(x)[u0(x)]
2 < λ1
Z
Ω
[u0(x)]
2.
Como ku0kL2 > 0 se sigue que
λ1 < λ1.
Esta contradicción demuestra (2.16).
Sea u ∈ H10 (Ω) , u 6= 0. Por (2.16) se tiene
Θ
Ã
u
kukH10
!
≥ 0.
De donde se sigue que
Θ (u) ≥ 0 kuk2H10 ∀u ∈ H
1
0 (Ω) . (2.20)
Sea 0 <  < λ10. Como
lim sup
s→+∞
2F (x, s)
s2
: = inf
s>0
½
sup
t≥s
2F (x, t)
t2
¾
y
lim sup
s→−∞
2F (x, s)
s2
: = inf
s<0
½
sup
t≤s
2F (x, t)
t2
¾
,
(ver Royden [13], p. 48), de (2.15) se tiene que existe s1 > 0 tal que
sup
|t|≥s1
2F (x, t)
t2
< α(x) + .
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Por lo tanto
F (x, s) <
α(x) + 
2
s2 ∀ |s| ≥ s1.
De otro lado, como F (x, ·) es continua en R, entonces existe una constante c > 0 tal que
F (x, s) ≤ c ∀ |s| ≤ s1.
De estas dos últimas expresiones se puede ver que
F (x, s) <
α(x) + 
2
s2 + c ∀s ∈ R, ∀x ∈ Ω.
Sea u ∈ H10 (Ω) . Con base en esta última expresión estimemos J(u)
J(u) =
1
2
Z
Ω
|∇u|2 −
Z
Ω
F (x, u)
≥ 1
2
Z
Ω
|∇u|2 − 1
2
Z
Ω
α(x)u2 − 
2
Z
Ω
u2 −
Z
Ω
c
=
1
2
Θ (u)− 
2
Z
Ω
u2 −
Z
Ω
c.
Usando (2.20) y la caracterización variacional de λ1 se tiene que
J(u) ≥ 1
2
0 kuk2H10 −
1
2

λ1
Z
Ω
|∇u|2 − c |Ω|
=
1
2
kuk2H10
µ
0 −

λ1
¶
− c |Ω| .
Como  < λ10 se sigue que J(u) −→ +∞ si kukH10 −→ +∞, lo cual prueba que J es coercivo.
Por lo tanto existen constantes a > 0 y r0 > 0 tales que
J (u) ≥ a > 0 ∀u ∈ ∂Br0 (0) .
Como f satisface (2.1), usando el Corolario 2.1.2 se concluye J posee un punto crítico, el cual
es solución débil del problema (2.10).
Nota 2.2.1 Si en el teorema anterior la hipótesis α(x) < λ1 en un conjunto de medida positiva
20
se cambia por
existe una constante µ < λ1, tal que α(x) ≤ µ para casi todo x ∈ Ω,
entonces se tendría (2.14) y de esta manera la demostración anterior se reduciría a la prueba
que se dió en el Teorema 2.2.1.
2.2.2 Una Aplicación del Teorema 2.1.5
En esta sección se presentará una aplicación del Teorema 2.1.5 a la existencia de soluciones
débiles para un problema elíptico semilineal.
Teorema 2.2.3 Sea f : R→ R una función diferenciable. Si existe k > 0 tal que
¯¯
f 0(t)
¯¯
≤ k < λ1 ∀t ∈ R
entonces el problema de Dirichlet



−∆u = f (u) en Ω
u = 0 en ∂Ω
(2.21)
tiene al menos una solución débil u0 ∈ H10 (Ω) .
Prueba. Sea s ∈ R. Por el Teorema del Valor Medio existe ξ ∈ R tal que
f(s)− f(0) = f 0(ξ)s.
Así
|f(s)| = ¯¯f 0(ξ)s+ f(0)¯¯
≤
¯¯
f 0(ξ)
¯¯ |s|+ |f(0)|
≤ k |s|+ |f(0)| .
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Luego f satisface la hipótesis de crecimiento (2.1), con p = 2. Por lo tanto, por el Teorema
1.1.9, el funcional
J : H10 (Ω) −→ R
u 7−→ J(u) = 12
R
Ω |∇u|2 −
R
Ω F (u)
donde F (s) =
R s
0 f (t) dt, es tal que J ∈ C
1
¡
H10 (Ω) ,R
¢
y
h∇J(u), viH10 =
Z
Ω
∇u.∇v −
Z
Ω
f (u) v ∀v ∈ H10 (Ω) .
Para poder aplicar el Teorema 2.1.5 probemos que se satisface la hipótesis (2.8).
En efecto, sean u, v ∈ H10 (Ω) , luego
h∇J(u), u− viH10 =
Z
Ω
∇u.∇ (u− v)−
Z
Ω
f (u) (u− v)
h∇J(v), u− viH10 =
Z
Ω
∇v.∇ (u− v)−
Z
Ω
f (v) (u− v)
y por tanto
h∇J(u)−∇J(v), u− viH10 =
Z
Ω
∇ (u− v) .∇ (u− v)−
Z
Ω
[f (u)− f(v)] (u− v)
= ku− vk2H10 −
Z
Ω
[f (u(x))− f(v(x))] (u(x)− v(x)) .
Por el Teorema del Valor Medio existe ξ(x) entre u(x) y v(x) tal que
f (u(x))− f(v(x)) = f 0 (ξ(x)) [u(x)− v(x)] .
Se sigue que
h∇J(u)−∇J(v), u− viH10 = ku− vk
2
H10
−
Z
Ω
f 0 (ξ(x)) [u(x)− v(x)]2
≥ ku− vk2H10 −
Z
Ω
k(u− v)2.
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Por la caracterización variacional de λ1 se tiene
h∇J(u)−∇J(v), u− viH10 ≥ ku− vk
2
H10
− k
λ1
Z
Ω
|∇(u− v)|2
=
µ
1− k
λ1
¶
ku− vk2H10 .
Luego (2.8) se satisface con m := 1 − k/λ1 > 0. Por lo tanto existe un único punto crítico u0
del funcional J, el cual es la única solución débil de (2.21).
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Capítulo 3
El Método de Reducción de Lyapunov-Schmidt
En este capítulo se presenta el Método de Reducción de Lyapunov-Schmidt, así como también
algunas aplicaciones de éste. Como se estudió en el Capítulo 2, cuando se tiene una ecuación
diferencial parcial y se quiere estudiar la existencia de soluciones débiles, a veces es posible
obtener un problema variacional asociado a dicha ecuación, al cual se le puede encontrar solución
mediante una técnica de optimización del funcional asociado a la ecuación diferencial parcial.
El método de reducción es una técnica para encontrar puntos críticos de funcionales y consiste
en transformar el problema variacional en dimensión infinita a un problema de optimización en
un espacio de dimensión finita, el cual, normalmente, es más fácil de resolver. En la Sección
3.1 se demuestra el teorema central del método de reducción y su respectivo corolario, el cual
se usará en las dos aplicaciones que se presentan en la Sección 3.2 a problemas elípticos no
lineales.
3.1 Teorema Central
En esta sección se demuestra el teorema central del método de reducción. Para su demostración
se usará fundamentalmente el Teorema 2.1.5.
Veamos primero el siguiente lema, el cual será de mucha utilidad en la demostración del
teorema principal.
Lema 3.1.1 Sean H un espacio de Hilbert real y G : H −→ R un funcional de clase C1. Sean
X y Y subespacios cerrados de H tales que H = X⊕Y. Para cada x ∈ X definamos el funcional
Gx : Y −→ R
y 7−→ Gx(y) = G (x+ y) ,
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entonces Gx ∈ C1 (Y,R) , G0x(y) = G0 (x+ y)|Y ∈ Y 0 y además
h∇Gx(y), ti = h∇G(x+ y), ti ∀y, t ∈ Y. (3.1)
Prueba. Sean y, t ∈ Y, t 6= 0. Por definición
|Gx (y + t)−Gx (y)−G0(x+ y)[t]|
ktk =
|G (x+ y + t)−G (x+ y)−G0(x+ y)[t]|
ktk ,
pero
|G (x+ y + t)−G (x+ y)−G0(x+ y)[t]|
ktk → 0
cuando ktk→ 0, ya que G es Fréchet diferenciable en x+y. Se tiene entonces que Gx es Fréchet
diferenciable y que G0x(y) = G0 (x+ y)|Y ∈ Y 0 ∀y ∈ Y .
Por el Teorema de Representación de Riesz se tiene que
h∇Gx(y), ti = G0x(y) [t] = G0 (x+ y) [t] = h∇G(x+ y), ti ∀y, t ∈ Y. (3.2)
Por último veamos que
G0x : Y −→ Y 0
y 7−→ G0x(y)
es una función continua. En efecto, supongamos que yn → y en Y, luego x+ yn → x+ y en H
y como G es C1 (H,R) , entonces, por la continuidad del producto interno, se tiene que
h∇G(x+ yn), ti→ h∇G(x+ y), ti ∀t ∈ Y,
es decir, G0x(yn)→ G0x(y) en Y 0. Se tiene entonces que Gx ∈ C1 (Y,R) .
Ahora si veamos el teorema central en el cual se basa el método de reducción.
Teorema 3.1.2 Sean H un espacio de Hilbert real y G : H −→ R un funcional de clase C1.
Sean X y Y subespacios cerrados de H tales que H = X ⊕ Y. Supongamos que existe una
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constante m > 0 tal que
h∇G(x+ y1)−∇G(x+ y2), y1 − y2i ≥ m ky1 − y2k2 ∀x ∈ X, ∀y1, y2 ∈ Y. (3.3)
Entonces se tiene lo siguiente:
(i). Existe una función continua ψ : X −→ Y tal que
G (x+ ψ(x)) = min
y∈Y
G (x+ y) ∀x ∈ X.
(ii). El funcional bG : X −→ R
x 7−→ bG(x) = G (x+ ψ(x))
es de clase C1 y D
∇ bG(x), hE = h∇G(x+ ψ(x)), hi ∀x, h ∈ X.
(iii).
h∇G(x+ ψ(x)), yi = 0 ∀y ∈ Y.
Prueba. Sea x ∈ X. Por el Lema 3.1.1 sabemos que el funcional
Gx : Y −→ R
y 7−→ Gx(y) = G (x+ y)
es C1, G0x(y) = G0 (x+ y)|Y ∈ Y 0 y además que
h∇Gx(y), ti = h∇G(x+ y), ti ∀y, t ∈ Y.
De esta última expresión y de la hipótesis (3.3) se observa que
h∇Gx(y1)−∇Gx(y2), y1 − y2i = h∇G(x+ y1)−∇G(x+ y2), y1 − y2i
≥ m ky1 − y2k2 ∀y1, y2 ∈ Y.
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Utilizando el Teorema 2.1.5, se tiene que existe un único punto ux ∈ Y donde Gx alcanza su
mínimo, es decir,
Gx (ux) = min
y∈Y
Gx(y).
Como x ∈ X se escogió arbitrariamente, podemos definir la función
ψ : X −→ Y
x 7−→ ψ(x) = ux,
la cual es tal que
Gx(ψ (x)) = min
y∈Y
Gx(y),
o equivalentemente
G(x+ ψ (x)) = min
y∈Y
G(x+ y) ∀x ∈ X.
Como Gx es diferenciable, entonces G0x(ψ (x)) = 0 ∈ Y 0. Por lo tanto, por (3.1), se tiene que
ψ (x) es el único elemento de Y tal que
0 = h∇Gx(ψ (x)), yi = h∇G(x+ ψ (x)), yi ∀y ∈ Y, (3.4)
con lo cual se prueba (iii).
Demostremos ahora que ψ es continua. Supongamos por contradicción que ψ : X → Y no es
continua. Por lo tanto existen x1 ∈ X, δ > 0 y {xn}+∞n=1 ⊂ X tales que
xn → x1 en X y kψ (xn)− ψ (x1)k ≥ δ ∀n ∈ N. (3.5)
Claramente xn + ψ (x1)→ x1 + ψ (x1) en H, y como G ∈ C1 (H,R) , entonces
∇G(xn + ψ (x1))→∇G(x1 + ψ (x1)) en H. (3.6)
Sean P : H → Y ⊂ H la proyección de H sobre Y y P ∗ : H → H el operador adjunto de P.
Recordemos que
hPx, yi = hx, P ∗yi ∀x, y ∈ H.
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Sean u ∈ X y v ∈ H. Como H = X ⊕ Y existen x ∈ X y y ∈ Y tales que v = x + y, por lo
tanto
hP ∗∇G(u+ ψ (u)), vi = hP ∗∇G(u+ ψ (u)), xi+ hP ∗∇G(u+ ψ (u)), yi
= h∇G(u+ ψ (u)), Pxi+ h∇G(u+ ψ (u)), Pyi = 0.
En esta última expresión hemos usado (3.4). Se tiene entonces que
P ∗∇G(x+ ψ (x)) = 0 ∀x ∈ X.
Volviendo a (3.6) y como P ∗ : H → H es continuo, se sigue que
P ∗∇G(xn + ψ (x1))→ P ∗∇G(x1 + ψ (x1)) = 0 en H.
Por lo tanto existe n0 ∈ N tal que
kP ∗∇G(xn0 + ψ (x1))k < mδ. (3.7)
De otra parte, por (3.3), se tiene que
h∇G (xn0 + ψ (xn0))−∇G (xn0 + ψ (x1)) , ψ (xn0)− ψ (x1)i ≥ m kψ (xn0)− ψ (x1)k2 .
Pero como ψ (xn0) − ψ (x1) ∈ Y, entonces P (ψ (xn0)− ψ (x1)) = ψ (xn0) − ψ (x1) . Además,
por (3.4), se tiene que h∇G(xn0 + ψ (xn0)), ψ (xn0)− ψ (x1)i = 0, por lo tanto
h−∇G (xn0 + ψ (x1)) , P (ψ (xn0)− ψ (x1))i ≥ m kψ (xn0)− ψ (x1)k2 .
Así
h−P ∗∇G (xn0 + ψ (x1)) , ψ (xn0)− ψ (x1)i ≥ m kψ (xn0)− ψ (x1)k2 .
Por la desigualdad de Cauchy-Schwarz se sabe que
h−P ∗∇G (xn0 + ψ (x1)) , ψ (xn0)− ψ (x1)i ≤ k−P ∗∇G (xn0 + ψ (x1))k kψ (xn0)− ψ (x1)k .
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De las dos desigualdades anteriores se sigue que
kP ∗∇G (xn0 + ψ (x1))k kψ (xn0)− ψ (x1)k ≥ m kψ (xn0)− ψ (x1)k2 .
Usando (3.5) y la desigualdad anterior se tiene
kP ∗∇G (xn0 + ψ (x1))k ≥ m kψ (xn0)− ψ (x1)k
≥ mδ,
lo cual contradice (3.7). Por lo tanto ψ es una función continua. De esta manera queda
demostado (i).
Consideremos ahora el funcional
bG : X −→ R
x 7−→ bG(x) = G (x+ ψ(x)) .
Sean x, h ∈ X y ε > 0. Por el Lema de Hadamard se tiene que
G (x+ ψ (x) + εh)−G (x+ ψ (x)) =
Z 1
0
h∇G (x+ ψ (x) + sεh) , εhi ds. (3.8)
Teniendo en cuenta que ψ (x) es el mínimo de Gx : Y → R y la expresión (3.8), estimemos el
siguiente cociente de diferencias
bG (x+ εh)− bG (x)
ε
=
G (x+ εh+ ψ(x+ εh))−G (x+ ψ(x))
ε
≤ G (x+ εh+ ψ(x))−G (x+ ψ(x))
ε
=
Z 1
0
h∇G (x+ ψ (x) + sεh) , hi ds. (3.9)
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Como G es C1 (H,R) , de (3.9) y el Lema de Fatou (ver Fleming [8], p. 230-232) se sigue que
lim sup
ε→0+
bG (x+ εh)− bG (x)
ε
≤ lim sup
ε→0+
Z 1
0
h∇G (x+ ψ (x) + sεh) , hi ds
≤
Z 1
0
lim sup
ε→0+
h∇G (x+ ψ (x) + sεh) , hi ds
=
Z 1
0
h∇G (x+ ψ (x)) , hi ds
= h∇G (x+ ψ (x)) , hi . (3.10)
Teniendo en cuenta que la función ψ : X → Y es continua y con justificaciones similares a las
anteriores se sigue que
bG (x+ εh)− bG (x)
ε
=
G (x+ εh+ ψ(x+ εh))−G (x+ ψ(x))
ε
≥ G (x+ εh+ ψ(x+ εh))−G (x+ ψ(x+ εh))
ε
=
Z 1
0
h∇G (x+ ψ (x+ εh) + sεh) , hi ds
y
lim inf
ε→0+
bG (x+ εh)− bG (x)
ε
≥ lim inf
ε→0+
Z 1
0
h∇G (x+ ψ (x+ εh) + sεh) , hi ds
≥
Z 1
0
lim inf
ε→0+
h∇G (x+ ψ (x+ εh) + sεh) , hi ds
=
Z 1
0
h∇G (x+ ψ (x)) , hi ds
= h∇G (x+ ψ (x)) , hi . (3.11)
De (3.10) y (3.11) se tiene que
lim
ε→0+
bG (x+ εh)− bG (x)
ε
= h∇G (x+ ψ (x)) , hi ∀x, h ∈ X. (3.12)
De manera análoga se demuestra que
lim
ε→0−
bG (x+ εh)− bG (x)
ε
= h∇G (x+ ψ (x)) , hi ∀x, h ∈ X. (3.13)
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De (3.12) y (3.13) se sigue que
lim
ε→0
bG (x+ εh)− bG (x)
ε
= h∇G (x+ ψ (x)) , hi ∀x, h ∈ X. (3.14)
De (3.14), por la continuidad del producto interno y sabiendo que la función ψ : X → Y es
continua y que G es C1 (H,R) , se tiene que bG posee derivada de Gateaux continua. Por lo
tanto bG es Fréchet diferenciable, bG ∈ C1 (X,R) y
D
∇ bG(x), hE = h∇G(x+ ψ(x)), hi ∀x, h ∈ X. (3.15)
Con lo cual se demuestra (ii). Se concluye así la prueba del teorema.
A continuación se presenta un corolario del teorema anterior que se usa para conseguir
puntos críticos de funcionales de tipo "maxmin". Este corolario lo usaremos frecuentemente
en las aplicaciones en la Sección 3.2.
Corolario 3.1.3 Supongamos las mismas hipótesis del Teorema 3.1.2, y sea bG : X → R como
en dicho teorema. Supongamos, además, que
lim
kxk→+∞
G (x) = −∞ (x ∈ X) . (3.16)
Si − bG : X → R es débilmente inferiormente semicontinuo entonces existe u0 ∈ H tal que
∇G(u0) = 0 y
G(u0) = max
x∈X
min
y∈Y
G(x+ y).
Prueba. En esta demostración utilizaremos las mismas definiciones y notaciones de la
prueba del Teorema 3.1.2. Sabemos que la función ψ : X → Y es continua y que bG ∈ C1 (X,R) .
Teniendo en cuenta que ψ (x) es el mínimo de Gx : Y → R, se sigue que
− bG (x) = −G (x+ ψ(x)) ≥ −G (x) ∀x ∈ X.
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Por lo tanto
lim
kxk→+∞
− bG (x) = +∞ (x ∈ X) .
Se tiene entonces que − bG : X → R es débilmente inferiormente semicontinua y coerciva.
Además X es un espacio de Banach reflexivo, por ser un espacio de Hilbert. Por el Teorema
1.1.4 se sigue que existe x0 ∈ X tal que
³
− bG´ (x0) = min
x∈X
³
− bG´ (x)
o equivalentemente bG (x0) = max
x∈X
bG (x) . (3.17)
Como bG ∈ C1 (X,R) , se sigue que
D
∇ bG (x0) , xE = 0 ∀x ∈ X. (3.18)
Por otro lado se sabe que bG (x) = G (x+ ψ(x)) = min
y∈Y
G (x+ y) . De (3.17) se tiene
G (x0 + ψ(x0)) = max
x∈X
min
y∈Y
G (x+ y) . (3.19)
Sea u ∈ H. Como H = X ⊕ Y, existen x ∈ X y y ∈ Y tales que u = x + y. Usando (ii) del
Teorema 3.1.2, (3.4) y (3.18) se sigue que
h∇G (x0 + ψ(x0)) , ui = h∇G (x0 + ψ(x0)) , xi+ h∇G (x0 + ψ(x0)) , yi
=
D
∇ bG (x0) , xE+ 0
= 0.
Por lo tanto u0 := x0 + ψ(x0) ∈ H es tal que ∇G (u0) = 0 y
G (u0) = max
x∈X
min
y∈Y
G (x+ y) ,
con lo cual se concluye la prueba del corolario.
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3.2 Aplicaciones a Problemas Elípticos Semilineales
En esta sección se presentan algunas aplicaciones del método de reducción a la existencia de
soluciones débiles para problemas de Dirichlet no lineales.
En toda esta sección consideraremos el funcional
J : H10 (Ω) −→ R
u 7−→ J(u) = 12
R
Ω |∇u|2 −
R
Ω F (u) ,
donde F (s) =
R s
0 f (τ) dτ. Este funcional está asociado al problema de Dirichlet



−∆u = f (u) en Ω
u = 0 en ∂Ω.
(3.20)
Sea 0 < λ1 < λ2 ≤ λ3 ≤ ..... ≤ λk ≤ .... la sucesión de valores propios y {φi}+∞i=1 la sucesión de
funciones propias de −∆ con condición de Dirichlet cero en la frontera.
Teorema 3.2.1 Sea f : R→ R una función que satisface las siguientes condiciones:
i) f es Lipschitz, con constante de Lipschitz α tal que 0 < α < λk+1, donde k es algún
entero positivo.
ii) Existen constantes β y γ, con β > λk, tales que
F (s) ≥ β
2
s2 + γ ∀s ∈ R. (3.21)
Entonces el problema de Dirichlet (3.20) posee al menos una solución débil en H10 (Ω) .
Prueba. Sean X = gen {φ1, φ2, ..., φk} y Y = gen
©
φk+1, φk+2, ...
ª
. Del Teorema 1.1.7
sabemos que X y Y son subespacios cerrados de H10 (Ω) y que H
1
0 (Ω) = X ⊕ Y.
De las hipótesis se tiene que
|f (s)− f (t)| ≤ α |s− t| ∀s, t ∈ R. (3.22)
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De (3.22) se sigue que f es continua en R. De (3.22) también se tiene que
|f (s)|− |f (0)| ≤ |f (s)− f (0)| ≤ α |s− 0| .
De donde
|f (s)| ≤ α |s|+ |f (0)| ,
es decir, (2.1) se satisface con p = 2. Por lo tanto, según el Teorema 1.1.9, el funcional
J : H10 (Ω) −→ R está bien definido, J ∈ C1
¡
H10 (Ω) ,R
¢
, J es débilmente inferiormente
semicontinuo y para u ∈ H10 (Ω)
h∇J(u), viH10 =
Z
Ω
∇u.∇v −
Z
Ω
f (u) v ∀v ∈ H10 (Ω) .
Sean x ∈ X y y1, y2 ∈ Y. Usando la igualdad anterior se sigue que
h∇J(x+ y1)−∇J(x+ y2), y1 − y2iH10 =
Z
Ω
[∇(x+ y1).∇ (y1 − y2)−∇(x+ y2).∇ (y1 − y2)]
−
Z
Ω
[f(x+ y1) (y1 − y2)− f(x+ y2) (y1 − y2)]
=
Z
Ω
∇(y1 − y2).∇ (y1 − y2)
−
Z
Ω
[f(x+ y1)− f(x+ y2)] (y1 − y2) .
Usando (3.22) se tiene
f(x+ y1)− f(x+ y2) ≤ α |y1 − y2| .
Así
h∇J(x+ y1)−∇J(x+ y2), y1 − y2iH10 ≥ ky1 − y2k
2
H10
− α
Z
Ω
|y1 − y2| (y1 − y2)
= ky1 − y2k2H10 − α
Z
Ω
(y1 − y2)2 .
Del Teorema 1.1.7 se tiene que
kyk2H10 ≥ λk+1
Z
Ω
y2 ∀y ∈ Y.
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Por lo tanto
h∇J(x+ y1)−∇J(x+ y2), y1 − y2iH10 ≥
µ
1− α
λk+1
¶
ky1 − y2k2H10 ∀x ∈ X, ∀y1, y2 ∈ Y.
Luego la hipótesis (3.3) del Teorema 3.1.2 se satisface con m := 1− α/λk+1 > 0.
Sea x ∈ X. Usando (3.21) se tiene
J (x) =
1
2
Z
Ω
|∇x|2 −
Z
Ω
F (x)
≤ 1
2
kxk2H10 −
β
2
Z
Ω
x2 −
Z
Ω
γ.
Del Teorema 1.1.7 se tiene que kxk2H10 ≤ λk
R
Ω x
2. Luego
J (x) ≤ 1
2
µ
1− β
λk
¶
kxk2H10 − γ |Ω| ∀x ∈ X.
Por lo tanto
lim
kxk→+∞
J (x) = −∞ (x ∈ X) ,
ya que β > λk.
Por otra parte, sea bJ : X → R el funcional definido en el Teorema 3.1.2. Por este teoremabJ es continuo y por lo tanto es inferiormente semicontinuo. Como dimX < +∞, entoncesbJ : X → R es débilmente inferiormente semicontinuo (ver Teorema 1.1.5) y por consiguiente
- bJ : X → R también lo es. Luego, por el Corolario 3.1.3, existe u0 ∈ H10 (Ω) tal que∇J (u0) = 0
y
J(u0) = max
x∈X
min
y∈Y
J(x+ y).
Por lo tanto u0 es un punto crítico del funcional J y por consiguiente una solución débil del
problema (3.20).
Teorema 3.2.2 (A. Castro y J. Cossio [5]) Sea f : R→ R una función diferenciable que
satisface las siguientes condiciones:
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i) Existe k ∈ N tal que
f 0(+∞) : = lim
s→+∞
f(s)
s
∈ (λk, λk+1) y
f 0(−∞) : = lim
s→−∞
f(s)
s
∈ (λk, λk+1).
ii) Existe una constante α tal que
f 0 (s) ≤ α < λk+1 ∀s ∈ R. (3.23)
Entonces el problema de Dirichlet (3.20) posee al menos una solución débil en H10 (Ω) .
Prueba. Sean X = gen {φ1, φ2, ..., φk} y Y = gen
©
φk+1, φk+2, ...
ª
. Del Teorema 1.1.7
sabemos que X y Y son subespacios cerrados de H10 (Ω) y que H
1
0 (Ω) = X ⊕ Y
Como f ∈ C (R,R) y f 0 (−∞) , f 0 (+∞) ∈ R, existen constantes positivas c1 y c2 tales que
|f (s)| ≤ c1 |s|+ c2 ∀s ∈ R.
Es decir, (2.1) se satisface con p = 2. Por lo tanto, según el Teorema 1.1.9, el funcional
J : H10 (Ω) −→ R está bien definido, J ∈ C1
¡
H10 (Ω) ,R
¢
, J es débilmente inferiormente
semicontinuo y para u ∈ H10 (Ω)
h∇J(u), viH10 =
Z
Ω
∇u.∇v −
Z
Ω
f (u) v ∀v ∈ H10 (Ω) .
Sean x ∈ X y y1, y2 ∈ Y. Entonces
h∇J(x+ y1)−∇J(x+ y2), y1 − y2iH10 =
Z
Ω
[∇(x+ y1).∇ (y1 − y2)−∇(x+ y2).∇ (y1 − y2)]
−
Z
Ω
[f(x+ y1) (y1 − y2)− f(x+ y2) (y1 − y2)]
=
Z
Ω
∇(y1 − y2).∇ (y1 − y2)
−
Z
Ω
[f(x+ y1)− f(x+ y2)] (y1 − y2) .
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Usando (3.23) y el Teorema del Valor Medio se sigue
h∇J(x+ y1)−∇J(x+ y2), y1 − y2iH10 = ky1 − y2k
2
H10
−
Z
Ω
f 0 (ξ) (y1 − y2)2
≥ ky1 − y2k2H10 − α
Z
Ω
(y1 − y2)2 .
Del Teorema 1.1.7 se tiene que kyk2H10 ≥ λk+1
R
Ω y
2 ∀y ∈ Y. Luego
h∇J(x+ y1)−∇J(x+ y2), y1 − y2iH10 ≥
µ
1− α
λk+1
¶
ky1 − y2k2H10 ∀x ∈ X, ∀y1, y2 ∈ Y.
Por lo tanto la hipótesis (3.3) del Teorema 3.1.2 se satisface con m := 1− α/λk+1 > 0.
Por otro lado, como f 0 (−∞) , f 0 (+∞) ∈ (λk, λk+1), se prueba fácilmente que existen
constantes γ ∈ R y β > λk tales que
F (s) ≥ β
2
s2 + γ ∀s ∈ R.
Sea x ∈ X. De la expresión anterior se sigue que
J (x) =
1
2
Z
Ω
|∇x|2 −
Z
Ω
F (x)
≤ 1
2
kxk2H10 −
β
2
Z
Ω
x2 −
Z
Ω
γ.
Del Teorema 1.1.7 se tiene que kxk2H10 ≤ λk
R
Ω x
2. Luego
J (x) ≤ 1
2
µ
1− β
λk
¶
kxk2H10 − γ |Ω| ∀x ∈ X.
Por lo tanto
lim
kxk→+∞
J (x) = −∞ (x ∈ X) ,
ya que β > λk.
Por otra parte, sea bJ : X → R el funcional definido en el Teorema 3.1.2. Por este teoremabJ es continuo y por lo tanto es inferiormente semicontinuo. Como dimX < +∞, entoncesbJ : X → R es débilmente inferiormente semicontinuo (ver Teorema 1.1.5) y por consiguiente
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- bJ : X → R también lo es. Luego, por el Corolario 3.1.3, existe u0 ∈ H10 (Ω) tal que∇J (u0) = 0
y
J(u0) = max
x∈X
min
y∈Y
J(x+ y).
Por lo tanto u0 es un punto crítico del funcional J y por consiguiente una solución débil del
problema (3.20).
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