Using a comprehensive administrative database we exploit independent quasiexperimental methods to estimate the effect of class size on student achievement in Norway. The first method is based on a maximum class size rule in the spirit Angrist and Lavy (1999). The second method exploits population variation as first proposed by Hoxby (2000) . The results of both methods (and of variations on these methods) are very similar and cannot reject that the class size effect is equal to zero. The estimates are very precise; we can rule out effects as small as 1.5 percent of a standard deviation for a one student change in class size during three years in a row.
Introduction
One of the still unresolved issues in education research concerns the effects of class size on students' achievement. It is by now well-understood that endogeneity problems may severely bias naive OLS-estimates of the class size effect, and that exogenous sources of variation in class size are key for a credible identification of the class size effect. Various recent studies acknowledge this and apply convincing identification methods. This has, however, not led to a definite conclusion about the magnitude or even the sign of the class size effect.
Most of the (quasi-) experimental studies report that a reduction in class size boosts achievement (Angrist and Lavy, 1999; Boozer and Rouse, 2001; Browning and Heinesen, 2007; Krueger, 1999; Urquiola, 2006) . Some of the studies that attempt to correct for endogeneity do, however, report opposite results (e.g. Hoxby 2000) . Moreover, the studies reporting negative effects of bigger classes vary considerably in the size of this effect thereby limiting the relevance of these results for policy conclusions.
Of course there need not be a universal effect of class size reduction on achievement. Effects may vary with characteristics of the students affected by the policy, or by contextual factors such as remedial instruction for low performing students or the quality of teachers' education (cf. Wößmann and West, 2006) . This would imply that for policy purposes, studies have to be conducted for separate levels of education and for separate countries (or perhaps for groups of very similar countries).
This paper provides evidence about the effect of class size in Norwegian lower secondary schools on achievement. This evidence is obtained from two different and independent approaches. The first approach uses exogenous variation due to maximum class size rules in Norwegian lower secondary education. This approach was first used by Angrist and Lavy (1999) . The second approach exploits variation in actual class size that is attributable to demographic variation. This approach was applied previously by Hoxby (2000) .
Some features of our study are worth emphasizing. First, for this study we have access to an extraordinary rich dataset. The dataset covers two entire cohorts of students participating in nationwide tests in the schoolyears 2001/02 and 2002/03. The data are administrative thereby giving rise to no or only little measurement error in actual class size and enrollment. Achievement is measured as high stake test scores, thereby also reducing measurement error in the dependent variables. Together, these characteristics of the dataset enable us to produce very precise estimates of class size effects. Secondly, for all students in our sample we know actual class sizes during the three years they spent in lower secondary school. This allows a clear-cut interpretation of the effects that we estimate.
Furthermore, no previous study has presented precise estimates of the effects of class size on achievement for any of the Nordic countries (Denmark, Finland, Norway and Sweden) . Previous studies have either considered other outcomes than achievement such as years of education (Bingley et al., 2005; Browning and Heinesen, 2007) , or used a very small sample therefore lacking precision (Bonesrønning, 2003; Lindahl, 2005) . Finally, most of the evidence on class size effects pertains to primary education, our study is among the few dealing with class size effects in lower secondary education. 1, 2 The results reported in this paper consistently point to a lack of any impact of class size on achievement. Effects as small as 1.5 percent of a standard deviation for a one student change in class size during three consecutive years, can be ruled out. This holds irrespective of identification method (maximum class size rule or demographic variation), subject tested (math, languages) or the control variables included in the regressions. The finding also holds across various subgroups of the population and is also independent of teacher characteristics.
The remainder of this paper is organized as follows. The next section gives a brief summary of related studies. Section 3 describes the relevant institutional features of the Norwegian educational system. Section 4 gives a description of the data employed in the empirical analysis. Section 5 continues with an exposition of the empirical approaches applied in this paper and their limitations. Section 6 presents and discusses the main findings. Section 7 investigates the possibility of heterogeneous class size effects, and Section 8 concludes.
Related literature
During more than a decade, the common wisdom among economists was that extra resources for education -measured as the teacher-pupil ratio or as expenditures per pupil -have no systematic relation with students' achievement. This view was mainly based on Hanushek's (1986) influential review of the literature. Only recently has this received wisdom been challenged by a series of studies that use experimental and quasi-experimental approaches to identify the causal impact of class size on achievement. Krueger (1999) analyzes data from a large-scale field experiment conducted in Tennessee. Students and their teachers were randomly assigned to a group of regular size (22-25 students), to a group of regular size including a teaching assistant, or to a small group (13) (14) (15) (16) (17) , during their first four years in school. Krueger's findings are in line with what other people have reported about this project namely that students in smaller classes perform better on standardized achievement tests. Scores increase by four percentile points for the first year that a student is exposed to a small class and by one percentile point for each subsequent year. In a follow-up study, Krueger and Whitmore (2001) demonstrate that reduced class sizes in early school years can have long-lasting effects. Students who attended small classes in this experiment are more likely to take a college-entrance exam and have somewhat higher test scores. The effect on exam taking are mainly concentrated among minority students. Angrist and Lavy (1999) were the first to exploit the exogenous variation generated by maximum class size rules to obtain quasi-experimental estimates of the class size effect on achievement. They exploit the fact that according to official guidelines for Israeli public schools, maximum class size equals 40. If the size of an enrollment cohort in a school exceeds (a multiple of) 40, an extra class should be created. This rule creates discontinuities in the relation between cohort enrollment size and class size, which Angrist and Lavy then use in a regression discontinuity framework to identify the effect of class size on achievement. 3 When they do not correct for endogeneity bias, their estimates point to a positive relation between class size and achievement. In contrast to that, estimates based on the discontinuities in grade enrollment point to a negative effect of class size on achievement.
Other papers exploiting maximum class size rules include Bonesrønning (2003) for Norway, Urquiola (2006) for Bolivia, Piketty (2004) and Gary-Bobo and Mahjoub (2006) for France, Browning and Heinesen (2007) and Bingley et al. (2005) for Denmark, and Wößmann (2005) for Denmark, France, Germany, Greece, Iceland, Ireland, Norway, Spain, Sweden and Switzerland. Especially the papers by Bonesrønning and Wößmann are of interest for the analysis presented in this paper because they also deal with class size effects in Norway. Bonesrønning uses data from a small-scale self-collected dataset. Class size effects are estimated using the discontinuity at 30 as an instrument for actual class size. The reported effects depend on the exact specification but vary between 0.13 and 0.26 of a standard deviation for a 10-students reduction in class size, and are significantly different from zero but not very precisely estimated. The main differences between this study and ours are the following: (i) we apply two different methods rather than only one; (ii) we employ a much larger dataset, so that our estimates have much more precision; (iii) we use high-stake exam scores as our achievement measure (iv) in our regression discontinuity specifications we include controls for enrollment in a grade, something that Bonesrønning does not. Without controls for enrollment, the estimate of the class-size effect will also pick up effects of enrollment.
Wößmann uses data from 38 Norwegian schools (1,351 pupils) who participated in TIMSS. Without controls for enrollment a small but significantly negative estimate of the class size effect is found which vanishes once controls for enrollment are included in the specification. Interestingly, Wößmann uses a cutoff of 28 rather than on 30 arguing that gives the best fit to his data so that it seems that this implicit rule is actually used in most Norwegian schools. This "letting the data decide" approach is at odds with the basic philosophy underlying the regression discontinuity approach because assignment to treatment and control is no longer based on an exogenous rule but on schools' choices.
Hoxby uses demographic variation to identify the class size effect. She exploits thatafter correcting for a trend -cohort sizes within school districts can be larger or smaller in some years than in others. 4 Using data of elementary school pupils in the state of Connecticut, she does not find any statistically significant effect of class size on student achievement, and her estimates are precise enough to rule out even modest effects.
Two recent papers apply identification strategies in the same spirit as Hoxby's approach, although both studies do not control for a trend in cohort size. Urquiola (2006) identifies the class size effect using variation in population size between school in rural areas that are so small that fewer than 30 students (a number that fits in one class) are enrolled. These schools are more likely to be in small communities where class size is mainly determined by cohort size. Urquiola uses data from third graders in Bolivia and finds significantly negative effects of class size on achievement. Wößmann and West (2006) exploit within-school differences in average class size between adjacent grades. An attractive feature of their study is that it uses data from students in 11 different countries, although this comes at the price that numbers of (identifying) observations are in some cases rather small and precision therefore low. Sizeable positive effects of smaller classes are reported for Greece and Iceland, for four countries even small class size effects can be ruled out, and for another four countries large beneficial effects can be ruled out. As an explanation for the differences in class size effects across countries, Wößmann and West (2006) advance the hypothesis that smaller classes are only beneficial where/when the average capability of the teaching force appears to be low.
Finally, Lindahl (2005) implements a value added approach to estimate the effect of class size using Swedish data. He fails to find statistically significant class size effects using standard value added methods. When he identifies the class size effect by taking the difference between school-and summer-period test score changes, he does find that class size matters. We are not able to implement this approach because we do not have repeated achievement measures for the students in our sample.
The variation in the findings reviewed here is reflected in the controversy between two of the leading education economists, see: Krueger (2003 ) versus Hanushek (2003 . In an attempt to reconcile both views, Todd and Wolpin (2003) stress the difference between policy effects and parameters of the education production function. According to these authors, estimates of the class size effect obtained from experimental and quasiexperimental research designs should be interpreted as policy effects, whereas estimates obtained from non-experimental research designs are aimed at the identification of the education production function. To learn about the production technology, one needs exogenous variation in class size holding other inputs constant. To learn about the policy impact, one needs exogenous variation in class size not holding other inputs constant. The estimates presented in this paper are therefore probably best understood as policy effects. An important other input not controlled in experimental and quasi-experimental studies is the input of parents. Parents may for instance respond to a reduction in class size by spending less time teaching their children at home. In that case school and parental inputs are substitutes and the policy effect will be smaller than the technological effect. In principle, school and parental inputs can also work as complements in which case the policy effect would exceed the technological effect. A similar line of reasoning holds with respect to for example teacher effort. Haegeland et al. (2007) argue that the maximum class size rule is accompanied by a similar input substitution in terms of school resources. We will show that this is not a concern for our findings. When we replace class size by a commonly used measure for school resources in Norway we find significant differences around the discontinuities and our results for achievement are unchanged.
This brief review of related studies only includes studies by economists. For a recent review of the class size literature from a non-economic perspective (although references to most of the studies cited above are included) see Hattie (2005) . His reading of the literature is that class size effects are often very small, and he proposes as a candidate explanation that teachers tend to use the same teaching methods independent of class size.
Institutional Settings
Compulsory schools in Norway are run and owned by the 435 municipalities. 5, 6 Municipalities receive funding to run their various activities (including schools) through a combination of a local income tax, property taxes and transfers from the central government (see f.e. Haegeland et al. (2007) for more details).
For the students in our sample compulsory schooling consisted of nine years; grades 1 to 6 in primary school; and grades 7 to 9 in lower secondary school. 7 Less than three percent of the students are enrolled in private schools. Thus private schools do not provide a realistic alternative to public schools and are therefore dropped from the analysis. Schools have catchment areas, implying that parental school choice between schools for given residence is not allowed. Most students go to separate primary and lower secondary schools, but because of the rural settlement pattern in Norway about 23 percent of the students are enrolled in so-called "combined" schools. These are schools that offer both primary and lower secondary education. Students who start taking their primary education in a combined school typically continue to take their lower secondary education there because of lack of school choice for given residence and moving costs. Combined schools are often situated in relatively rural areas. If total enrollment is less than 40 schools are allowed to mix grades in classrooms. We exclude these schools from the analysis (these schools account for 3.2 percent of the student population).
Although we are measuring class size effects in lower secondary school (instead of primary school as most studies do), it is important to note that students in lower secondary schools in Norway are assigned to the same class during the whole day and year. Each class is taught by different teachers for different subjects; the teachers rotate among classes.
Another feature of the Norwegian compulsory school system is that grade retention almost never happens. Strøm (2004) attributes this to "the strong integration and equalizing policy that all students within a cohort should be treated equal, and be given education in their ordinary classes." As a result, at the end of compulsory schooling all Norwegian students have identical length of schooling. This is important for our analysis since we have data at the student level of the nationwide tests conducted in 2001/2 and 2002/3 and of class size from these years as well as from previous years. Because students do not repeat grades we know the class size history of individual students during their stay in lower secondary school, provided that they did not change school. We are not aware of any study documenting the extent of students' school mobility in Norway. Haegeland et al. (2007) , who use the same student data as we do, report that 95.3 percent of the students have lived in their graduation municipality throughout all 3 years in lower secondary schools. While this does not prove low mobility across schools, it is certainly not inconsistent with it. Notice furthermore that even selective movements are not a problem when we instrument average class during 3 years in lower secondary school by predicted class size in 7th grade.
Data

Test scores
We use administrative enrollment data from Statistics Norway that cover all students who were in the final grade of lower secondary school (9th grade) for the school years 2001/2002 and 2002/2003 . We merged this dataset with test score data from centralized exit exams (also from Statistics Norway). The students in Norway have to sit such exams at the end of their final school year in lower secondary. 8 Their results on this exam are important for further schooling possibilities (which is upper secondary education), and the exam is considered to be a high stake test by all parties involved; students, their parents, teachers and school administrators. 9 Although the curriculum includes many different subjects a written centralized exam is only undertaken in three subjects: mathematics, English and Norwegian. 10 To reduce the administrative burden each student takes the exam in one subject only. In which subject a student will take the exam, is determined by a random device shortly before the exams take place so that students have minimal scope to prepare for that specific subject only. Students are told only three school days in advance in which subject they are going to make the exam. All students in the same class do their exam in the same subject, but students in different classes of the same school may sit their exam in different subjects.
Each exam is graded by two independent external examiners, and a third one in case of disagreement between the first two. Examiners receive detailed guidelines for the grading of exams from the Ministry of Education. Each examiner grades 100-120 exam papers, in most cases from different schools. Examiners do not know the name of the pupils, but do know the name of the school(s). The grading of the exams is on a scale running from 1 to 6, where 1 is fail, 2 the lowest pass and 6 is the top score. It is explicitly mentioned in the grading instructions that examiners should not normalize exam grades, neither within nor between schools. The distributions of test scores have a bell curve shape, and there are no signs of floor or ceiling effects (low frequencies for 1 and 6). Average scores for each of the four subjects are around 3.5 with standard deviations almost equal to 1.
Class size
Class size information comes from the Norwegian Ministry of Education (Grunnskolens Informasjonssystem) which registers, for all schools in Norway, the number of classes per grade. We combine this information with the enrollment data mentioned above to calculate for each student average class size at the grade level as class size = enrollment/# classes.
Note that we have data on average class size per grade and not actual class size (except when schools have exactly one class in the grade). It is important to note that this eliminates biases resulting from within school sorting, while the associated measurement error is removed by our 2SLS approach.
An attractive feature of the data is that we do not only have information on contemporaneous class size (the school year of the exam) but also on class size during the previous years in lower secondary school. Unfortunately class sizes across years within the same school are too highly correlated to examine their separate impacts (the correlations are always higher than 0.9). We therefore have chosen to estimate the effect of class size as the average class size during the three years of lower secondary school. In this way we avoid confounding the impact of class size in grade 9 with the impact of class size in earlier grades. Moreover, impact estimates of class size defined this way are relevant from a policy point of view. Hoxby (2000) also focuses on the average class size a cohort has experienced up until the time it takes the test. Figure 1 shows the distribution of average class size in lower secondary schools. It shows that the majority of average class sizes per grade is between 20 and 30 students. A substantial fraction (25%) of the classes does, however, have 21 students or less. The (unweighted) average class size is equal to 23.3 (s.d. 4.1). The graph also suggest that the maximum class size of 30 is enforced since no class has a size exceeding the threshold of 30. At the grade level average class size exceeds 30 in only 22 out of 5,032 cases.
Control variables
From other administrative databases we merged information on students' age, gender, ethnic minority background, household income, whether parents live together or not, and years of education of both parents. This information pertains to the same year as the exam scores (2001/2002 and 2002/2003) . Comparable information is available and exploited in most (but not all) other studies examining the effect of class size on achievement.
We also control for a number of teacher characteristics. We use employer register data on the teachers from the Ministry of Labor and Government Administration. Since we are not able to link teachers and students we aggregate the teacher data up to the school level where we weigh with the "workload per teacher". Included teacher controls are experience, gender, temporary contract and years of schooling. Finally we include the (log) size of the school district measured in terms of inhabitants and the number of people in the school district who live in rural areas. We also control for whether schools are combined schools. Table 1 presents descriptive statistics of the control variables. Half of the students is female, the average age is 14.5 years, the average levels of fathers' and mothers' education are almost equal, only 5 percent of the sample consists of students with an immigrant background, and 31 percent of the students do not live in a household with both parents present. Almost a quarter of the students attends a school combining primary and lower secondary education, (weighted by numbers of students) average class size equals 24.8 and enrollment in the first grade of lower secondary school (7th grade) equals 87.4. Teachers have on average 4.6 years of teacher training, 18.9 years of work experience as a teacher, 56 percent of the teachers is women and 17 percent of the teachers is on a temporary contract (again all weighted by numbers of students). 11 Class size is not distributed randomly in the population because of sorting of students and teachers, and the targeting of educational resources. This is illustrated by Table 2 which reports the results of regressions of actual average class size in lower secondary school on individual, teacher and school characteristics. The first column reports the results of a regression that only includes students' characteristics. This shows that actual class size increases with family income, parents' levels of education, being immigrants, and with parents not living together. When we add to this specification characteristics of the district, the positive effects of family income and parents' education remain significant but become smaller. The effect of having an immigrant background reverses and the effect of living in a household with both parents present is no longer significant (and also changed sign). These latter results indicate that immigrant families and separated parents are concentrated in more densely populated districts. The results in Table 2 make clear that class size is not randomly distributed across students. Students from more affluent families typically attend larger classes, suggesting that class size reduction is used as a compensatory policy. Ignoring selective placement in small and large classes would therefore most likely lead to an underestimation of the true effect of class size reduction on achievement. This calls for a strategy that addresses these problems. The next section discusses in detail the approaches that we will pursue. Note: Standard errors are heteroscedasticity robust and corrected for school level clustering. */**/*** statistically significant at the 10/5/1 percent level.
Empirical approaches
We follow the literature and assume that achievement of student i (y i ) is generated by the following equation:
x i is a vector of observable attributes of the student and his parents, w s(i) a vector of observable school and teacher characteristics and s(i) identifies the school of pupil i, cs s(i) is the average class size that student i attended during her school career in school s, η s(i) a school effect, ψ t(i) is an effect for the year in which student i is in her final year of lower secondary school (2001/2 or 2002/3) and ε i is all other determinants of achievement such as unobserved attributes of the student, parents and community. 12 The coefficient of interest is δ , the class size effect. Note that a value-added specification is not feasible because achievement is only measured at the end of lower secondary school. Table 3 shows the relation between student achievement and class size estimated using OLS. Results are presented from various specifications and separately for mathematics and languages, where we have pooled English and the two Norwegian subjects (and included subject dummies). 13 Columns (1) and (4) are obtained from a specification without covariates; both estimates are positive and significant, indicating that pupils in larger classes perform better than pupils in smaller classes. The results in columns (2) and (5) are obtained from a specification that includes individual characteristics as controls, while columns (3) and (6) report the results from specifications that also include school and teacher characteristics. We control for school district characteristics in specifications (2), (3), (5) and (6). Including controls produces small negative but statistically insignificant estimates on class size in all specifications. If conditioning on a rather rich set of observables is sufficient to correct for biases of selective placement into (schools with) different class sizes, we can say that a one pupil reduction in class size improves test scores by no more than 0.8 percent of a standard deviation with 95% probability. Not all selection into classes of different size needs, however, to be on observables. To address any remaining endogeneity of class size we need variation in actual average class size that is arguably not subject to the choices of parents and schools' principals or teachers. We exploit two sources of such exogenous variation, one induced by a maximum Note: Standard errors are heteroscedasticity robust and corrected for school level clustering. */**/*** statistically significant at the 10/5/1 percent level. All regressions include a control for year of observation; the language regressions also include dummies for the language the student took the exam in.
Conditioning on observables
class size rule and one based on population variation. The next subsections describe what these methods entail and how these can be implemented in the Norwegian context.
Maximum class size rules
Lower secondary schools in Norway are subject to maximum class size rules of 30 students per class. This rule creates a discontinuous relation between enrollment and class size. Just above multiples of 30 class size drops substantially. Following Angrist and Lavy (1999) we exploit this maximum class size rule in a regression discontinuity design. For this approach to work, schools need to be located randomly around the thresholds and no other discontinuities that may affect outcomes should exist. Although identification in the regression discontinuity design is ultimately local (e.g. Hahn et al., 2001 ), Angrist and Lavy also proposed to instrument actual class size with predicted class size while conditioning on a smooth function of enrollment which is supposed to capture any direct effect of this variable on achievement. This identifying assumption essentially boils down to an exclusion restriction with respect to the discontinuities. In the analyses we will control for a cubic function of enrollment. An alternative for controlling for a smooth function of cohort enrollment is to restrict the sample to the regions around the kinks. We will present separate results from analyses for a sample which is restricted to schools with cohort enrollment in grade 7 at most 5 students away from the kinks and will refer to this regression discontinuity sample as 'DS ± 5'.
Our analysis differs from previous analyses because we use predicted class size in grade 7, the first year in lower secondary school, to instrument average class size during the three years in lower secondary school. The reason behind this is that cohort enrollment in grades 8 and 9 and thereby predicted class size in these grades may depend on actual class size in grade 7, and is therefore potentially endogenous. Such dependence could for instance result from parents' decisions to move from schools where they experienced large classes in 7th grade to schools where they observed small classes in 7th grade. 14 Although we reported evidence above which suggests that student mobility during lower secondary education is limited, our estimates will not be affected by selective mobility if it is orthogonal to our instrument. Figure 2 plots predicted class size and average actual class size against cohort enrollment. Average actual class size closely tracks predicted class size especially around the first kink. Table 4 reports the results from the corresponding first stage regressions, for specifications with different sets of control variables, including polynomials of enrollment. The first column presents these results for the entire sample of schools, the estimates in the second column are only based on the restricted sample of schools with enrollment levels at most 5 students away from a multiple of 30 (hence, between 25 and 35, between 55 and 65, etc.). These results show that the predicted class size is a strong instrument, the F-values are equal to 454 and 193. Notice though that the coefficients are between 0.52 and 0.63 and are thus smaller than 1, which would result if schools would perfectly stick to the rule. They are however substantially higher than the first stage estimates in Angrist and Lavy (1999) which are between 0.346 and 0.542, when they control linearly for enrollment.
Like in any regression discontinuity design one needs to ensure that the exclusion restriction is not violated. One way of testing this is to check that schools and/or parents do not sort around the cutoffs. We do not observe bunching after the cutoffs in Norway. To go one step further we also compared the characteristics of students and schools around the kinks. A proper regression discontinuity design is like a local randomized experiment and observed characteristics should therefore be balanced. Although this is a necessary and not a sufficient condition (which also requires balancing of unobserved characteristics), evidence for balancing is strong support since it seems difficult to imagine unobservables that matter for outcomes but that are orthogonal to observables that affect outcomes.
To test this, we restricted the sample to students in classes at most 5 students away from the cutoffs and regressed the indicator for being above the cutoff (versus being below it) on various sets of observable characteristics (including enrollment). In the specification that regresses the above/below indicator on student characteristics the p-value for joint significance of these characteristics equals 0.443. In the specification that regresses the above/below indicator on school characteristics the p-value for joint significance of these 
Population variation
The second approach exploits demographic variation and was first proposed by Hoxby (2000) . Instead of using the variation in enrollment that -in the presence of a maximum class size rule -triggers changes in the number of classes (and therefore class size), Hoxby exploits the population variation conditional on the number of classes. Variation in enrollment may however correlate with other determinants of student achievement. This happens for example when more educated parents avoid schools where enrollment is large, or when better schools face increased demand if parents selectively choose schools based on school quality. Where part of the variation in enrollment depends on (variation in) population characteristics, there is also a random component (u) that arises from random fluctuations in timing and number of births. Since it seems natural that the share of the random component in total births does not depend on population size, it is assumed that u affects e proportionally, thus enrollment for a given school (and grade level) can be expressed by the following equation:
log(e st ) = log(ē st ) + log(u st )
whereē st is the deterministic part of enrollment, and log(u st ) the i.i.d. part which captures the random variation in enrollment caused by idiosyncratic factors such as biology.
If log(u st ) is not correlated with any of the determinants for student achievement (x ist , w st and ε ist ) in equation (1) a consistent estimate of log(u st ) would be a valid instrument for class size since log(u st ) is correlated with log(e st ). Hoxby assumes that log(ē st ) changes smoothly over time and can be approximated by a grade-school-specific intercept and a school-specific polynomial in time. In this case equation (2) can be written as
To investigate the dynamics of enrollment we calculated autocorrelations of log(e st ). These were always higher than 0.95 over the period for which we have enrollment data (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) . Such high persistence suggests that there is indeed at least a school specific intercept α s0 . As a next step we calculated the autocorrelation matrix for relative enrollment growth ∆ log(e st ) which is reported in Table 5 . It is clear from this table that after firstdifferencing all persistence is gone. The first off diagonal elements are approximately -0.5 and the others are close to zero. Note that if there would be a school specific linear trend first differencing would leave a school specific effect and the high persistence would remain. Table 5 is therefore consistent with the following data generating process log(e st ) = α s0 + log(u st ) which implies that K = 0 in equation (3).
Following Hoxby, we estimated equation (3) for each school separately to obtain the estimated residuals log(u st ) both for K = 0 and K = 4, which can serve as the instrument for class size in (1). As in the maximum class size approach we base our instruments on enrollment in grade 7. Table 6 reports the coefficients from first stage regressions where we instrumented cohort's t enrollment with its own residual (t), but also with the enrollment residuals from previous (t − 1, t − 2, . . .) and following cohorts (t + 1, t + 2).
The contemporaneous residual is for both specifications of the enrollment process highly significant and has the expected sign; positive enrollment shocks increase class size. The residuals from the adjacent cohorts (t ± 1) are also significant, but to a much smaller extent. The sign on these residuals is negative. This suggests that log(u st ) is a first-order moving average. This is consistent with the biological variation motivation behind this approach: if women give birth in year t they are less likely to have another birth in year t + 1. 15 Even if log(e st ) is correctly modeled, the validity of the population variation approach depends on the exclusion restriction
which is implemented in a fixed effects 2SLS procedure which eliminates school fixed effects. As a tentative test of the validity of the exclusion restriction we regressed the estimated residuals on the individual and school observables in Table 3 . There is no indication that our instruments correlate with observed determinants of students achievements when we calculate the F-test of joint significance on these regressors for the model k = 4 and k = 0. For the former the F-statistic is 1.145 with a p-value of 0.315, and for the latter the F-statistic is 1.167 with p-value = 0.296. The results will be based on the model with the quartic trend (K = 4) for sake of comparability with previous studies. There is substantial variation in the instrument. It is on average -0.0045 with a standard deviation of 0.19, symmetric around zero and the 1st, 5th, 10th and 25th percentiles are -0.6, -0.3, -0.2 and -0.09 respectively.
Note that this approach is valid as long as the variation in enrollment does not trigger a change in the number of classes from 2001/02 to 2002/03 since this would violate monotonicity of the instrument. For this reason we only include schools where predicted number of classes are the same in 2001/02 and 2002/03. Finally, to take into account any remaining endogeneity -which would occur when parents transfer their children to other schools in response to the class size their children are experiencing -we follow Hoxby and also carry out the analysis at the district level in order to cancel out within school district transfers. Other sources of bias such as transfers to private schools or selective grade retention or advancement are not present in Norway because of the negligible presence of private schools and the absence of grade retention/advancement practices.
Variations of population variation
A number of authors have used approaches that build on or combine the methods discussed above. We will also present results based on these approaches and therefore describe them.
Population variation and maximum class size rules In addition to exploiting population variation while conditioning on number of classes, Hoxby (2000) also uses the population variation that triggers changes in the number of classes (and therefore class size) because of maximum class size rules. Hoxby identifies all events where the number of classes changed because of maximum class size rules. For all cases where the enrollment change was not more than 20 percent, she then estimates a first differenced version of equation (1).
Small schools Urquiola (2006) focuses on small schools with only one predicted class (per grade). The idea here is that the endogeneity of class size is less of a problem in small rural schools since they are local monopolies and parents cannot enroll their children elsewhere thereby ruling out between school sorting. In addition between class sorting is not an issue since these small schools have only one class. As noted by Urquiola, class size may still correlate with unobserved factors that affect achievement since class size depends on community size, fertility, etc. All class size variation is therefore generated by differences in enrollment and this approach is like Hoxby's, but does not control for school fixed effects since it exploits cross sectional variation, moreover it does not control for trends. The implementation is straightforward and amounts to estimating equation 1 by OLS, where schools with more than one predicted class per grade are excluded. Furthermore the sample is restricted to districts with only one school. This strategy is suitable for the Norwegian context with rural settlement pattern and many small schools.
Within school between grade comparison Wößmann and West (2006) use within school and between grade variation to estimate class size effects. By comparing adjacent grades they account for between school sorting since they eliminate school fixed effects (to the extent to which they are uniform across grades). To eliminate within school sorting problems, actual class size is instrumented with average class size at the grade level. The reduced form estimates are therefore equivalent to the population variation approach of Hoxby, but without correcting for a trend, and without discarding schools around the kinks. We will implement a version of this approach where we exploit variation in enrollment between cohorts in the same school instead of variation between grades. We refer to this approach in the next section as 'population variation without trend'. 16 
Results
Estimates of the class size effects based on the different approaches are presented in Table  7 . 17 These results are all based on specifications with the full set of control variables (e.g. the same control variables as those included in the OLS-regression, and -for the estimates based on the maximum class size rule -a third order polynomial in enrollment). Less elaborate specifications produce very similar results (and are available from the authors upon request). Moreover, for students in combined schools we also know their class size during grades 1 to 6, assuming that students do not switch between combined schools and separate schools. We have also conducted analyses using average class size during the six years in primary school as a class size measure. As mentioned above, we have chosen not to present these results since the results are very similar to the results for average class size in lower secondary schools. 18 The first row of in Table 7 repeats the OLS-results from Section 5.1. These estimates are negative but small and not significant at conventional levels. At face value these estimates would imply a 1 to 2 percent of a standard deviation improvement in achievement for a reduction in class size by 10 pupils. Out of the other fourteen effect estimates presented in the table only the two estimates based on the population variation approach at the district level have the expected negative sign. None of the effect estimates is significantly different from zero although almost all effects are estimated quite precisely, so that substantial negative effects of class size of achievement can be ruled out with high probability. Below each effect estimate we report in square brackets the largest (most negative) effect that falls in the 95% confidence interval (point estimate -1.96*s.e.). With the exception of the population variation approach the estimates (including those in the first row) imply maximum effects of 1 percent of a standard deviation or less.
The results in Table 7 reveal no clear pattern in the estimated effect sizes across the different methods, apart from the fact that those that exploit population variation (rows 4 and 5) have substantially larger standard errors than the other methods, especially when applied to math achievement. The pooled estimates for the population variation approach shown in column (1) in Table 8 are more precise and equal -0.002 (0.006) for pooled sample, at the district level (not reported in a table) it is -0.008 (0.009). These estimates imply lower bounds of -0.013 and -0.026 respectively. grades. Hence, their possible bias due to differences between grades is replaced by a possible bias due to differences across cohorts. 17 The first stages are always quite strong, with values from F-tests for significance of the instrument at least equal to 102.8. 18 There may be some concern that the results for average class size in lower secondary schools pick up effects of average class size in primary schools. This is muted, however, by the fact that the maximum class size rule in primary schools is different from that in lower secondary schools (28 versus 30). Note: Standard errors are heteroscedasticity robust and corrected for school level clustering. */**/*** statistically significant at the 10/5/1 percent level. In square brackets the upper bound of the 95% confidence interval. All coefficients come from different regressions. All regressions include controls for gender, age, ln(family income), education mother, education father, a dummy for immigrants, a dummy for parents living at different addresses, ln(population size of the school district), ln(rural population size in school district), average teacher education, average teacher experience, fraction of female teachers, fraction of teachers with a temporary contract, a dummy for combined schools, a dummy for year of observation. The language regressions also include dummies for the language the student took the exam in. The regressions using the maximum class size rule also include a third degree polynomial of enrollment as control. The results in rows (1) and (7) are obtained using OLS; (8) with a fixed-effects regression and the other results are obtained using IV. Note: see Table 7 .
Columns (2) to (4) of Table 8 show also class size estimates based on alternative instrument sets. Column (2) uses the predicted residuals from the previous (older) cohort (the first stage regression coefficient was reported in Table 6 ), column (3) uses the instrument based on the following (younger) cohort and column (4) uses all three instruments. In terms of the validity of this identification approach it is reassuring to see that we get similar point estimates when we exploit our additional instruments. This is confirmed by the Hansen J-tests reported in the last column which never reject the overidentifying restrictions. Figure 3 illustrates the findings for the method based on the maximum class size rule. The solid line plots predicted class size as function of enrollment (in intervals of 10 pupils), while the dashed lines shows average math and language achievement as function of enrollment. If smaller class size would benefit pupil achievement we would observe a jump in achievement around the discontinuities where class size drops. Achievement does however not in any way follow (mirror) the pattern of class size (as it does in Angrist and Lavy's paper).
In addition to the sorting for which we do not find evidence above, some have argued that maximum class size rules may be inappropriate to estimate the impact of class size on achievement because of potential input substitution around the discontinuities. To investigate whether this is an issue in Norway we replaced our class size measure by teacher hours per student, measured as the total number of teacher hours in a grade (including extra education to students with specific needs) divided by the number of students in that grade. Although this does not cover resources such as materials, computers, Figure 3: Predicted class size and student achievement teacher assistants etc., it is the most important measure of resource use in Norway (e.g. Haegeland et al. (2005 Haegeland et al. ( , 2007 ). The correlation between teacher hours per pupil and our class size measure is -0.8. Table 9 shows results from 2SLS estimations based on maximum class size rules as in Table 7 . Note that if input substitution is complete our instrument would not affect teacher hours per pupil. As can be seen from the first column in Table 9 , when predicted class size increases by one, teacher hours per pupil decrease by 0.41 Although there might be some input substitution, it is clear from these results that it is far from being complete.Columns (2) and (3) in Table 9 report impact estimates of teacher hours on mathematics and language achievement. The effects are in line with those in Table 7 ; they are highly insignificant and tend to have the wrong sign.
Heterogeneous class size effects
In this section we investigate whether the zero class size effects reported in the previous section, mask effects of class size reduction on achievement for specific sub-groups. The reason to explore this is that various studies report that effects of class size reduction are more pronounced for disadvantaged groups (Angrist and Lavy, 1999; Krueger, 1999) or depend on teacher characteristics (Wößmann and West, 2006) . Table 10 presents results for specific groups based on i) OLS (conditioning on observables), ii) the method that exploits maximum class size rules (for the full sample and around kinks) and iii) the method that exploits population variation (and includes a trend). The first sub-group is that of pupils with low educated mothers (less than 10 years of 
education). OLS are small and negative. Results from the maximum class size rule using the full sample show positive point estimates of the effect of class size on achievement in both language and math. The sign of the estimates obtained from the discontinuity sample and from the population variation method do, however, differ by subject matter. None of these estimates are statistically significant and there is therefore no evidence in favor of beneficial class size effects for students with low educated mothers. As a second subgroup we consider children from immigrant families (their share in the population is only 5 percent). For this group all estimates are positive and two are significantly different from zero at the 5%-level.
The results for girls -reported in the third block -are all very small, and do not differ substantially or significantly from the results from girls and boys together. The fourth part of the table presents results for pupils in the lowest quartile of the age distribution. Here again, the emerging pattern is far from consistent. For math achievement, the population variation approach gives in a significantly positive estimate, whereas for language the point estimate is basically zero.
The final two parts of the table present effects for pupils in schools of which the teaching staff belongs to the lowest quartile in terms of education level or in terms of experience. Again the different methods fail to reveal a consistent pattern. Point estimates are all negative for mathematics achievement for pupils in schools with low educated teachers. This result concurs with the hypothesis advanced by (Wößmann and West, 2006) . This finding is, however, not confirmed by the estimates on language achievement. We do not see any indication for negative class size effects in schools with less experienced teachers. Points estimates are almost all positive and rather small.
We are inclined to conclude that there is no evidence for heterogeneous class size effects. If anything, it are pupils from low educated families and pupils in schools with Note: See note of Table 7 low educated teachers that benefit the most from a reduction in class size.
Conclusion
Based on estimation results that exploit arguably exogenous variation in class size, we find no significant effect of class size during lower secondary school on achievement in grade 9 in Norway. Depending on the identification approach used we can exclude effects as small as 1 to 1.5 percent of a standard deviation for a one student reduction in average class size during three years. Effects are rather similar for different social backgrounds groups and for schools with different teaching staffs. Our findings contrast sharply with most of the recent studies that apply experimental and quasi-experimental methods to estimate the class size effect. Interestingly, while we applied the same identification strategy as Angrist and Lavy did in their study for Israel the findings are very different. We interpret this as evidence that there is no such thing as a universal class size effect.
Potential explanations for the negligible class size effect in Norway are substitution of parental inputs and uniform teaching styles. Substitution of parental inputs occurs if the parents of pupils who are placed in small classes reduce their own inputs in the education production function (cf. Todd and Wolpin 2003) . Uniform teaching styles annihilate potentially beneficial class size effects if teachers are unable to take advantage of the extra time they could have per student. Although the fact that we find some indication that pupils of low educated teachers benefit more from class size reduction than pupils of high educated teachers, seems to contradict this explanation. Further research is required to differentiate between these various explanations. This is important because the policy implications are quite different. If the zero-effects are due to substitution of parental inputs there is not much hope that the policy effects can be improved, although the reduction of parental inputs should be included in a cost-benefit analysis. If the zero-effects are due to uniformity in teaching styles, there remains scope for improvement by teaching teachers to take advantage of smaller classes.
