Introduction
First, we consider the following elliptic problem with Dirichlet boundary conditions, de ned on an open domain R 2 which can be triangulated uniformly (see De nition 2.4): nd a function u 2 H 2 ( ) such that:
?div(Aru) = f in ; u = g on @ :
( Duran 9] in the case of rectangular mixed nite elements, making use of the well-known lemma of Bramble and Hilbert 3] . Here, in the triangular case, the Bramble-Hilbert lemma will also be used, however, it takes extra e ort before it can be applied. Superconvergence has recently been studied intensively, for both conforming and mixed nite element methods. For conforming nite elements, see Goodsell and Whiteman for a treatment of linear 12] triangular and quadratic 13], 14] triangular elements. For mixed elements, see Douglas and Roberts 7] , who prove superconvergence for the displacement variable on general triangulations. For superconvergence along the Gauss-lines in rectangular mixed nite element methods, see the papers of Douglas, Ewing, Lazarov and Wang 11] , 8] , 18] .
The conditions on the triangulations that are used here are quite restrictive; however, also in conforming nite elements, similar conditions on the triangulations for obtaining global superconvergence results for the gradient are not unusual, and even proven necessary by Duran et al. in 10] . And, for example, the triangulations are exactly of the type that Brezzi et al. 5 ] use when approximating the semi-conductor device equations and Kaasschieter 15] in the computation of streamlines for potential ow problems. It should be stressed that triangular grids, in general, give more exibility in the approximation process than rectangular grids, especially when it comes to re ning, but in this area still much research needs to be done.
The superconvergence results will be used to obtain a higher order approximation for p by means of a simple post-processing of p h . As a consequence, a cheap asymptotically exact a posteriori error estimator for the L 2 ( )-error in p h can be constructed, using arguments of Ainsworth and Craig 2].
The outline of this paper is as follows. In Sect. 2, we establish some notations, recall the mixed nite element method with lowest order triangular Raviart-Thomas elements and collect some well-known results. We mainly follow the notations and conventions of 17], from whom we also adopt the above mentioned projection operator h . Also, the types of triangulations to be used are described. In Sect. 3 we prove the main theorem on superconvergence of p h to h p in the L 2 ( )-sense for the Dirichlet problem (1.1). In Sect. 4 we will formulate the homogeneous Neumann problem and show that, in this case, an even better rate of superconvergence holds. An a posteriori error estimator for the L 2 ( )-error in p h will be considered in Sect. 5. In Sect. 6 some concluding remarks are made. For V h and Q h we will consider here the lowest order Raviart-Thomas spaces, from which V h is the space of piecewise constant functions relative to the triangulation T h of . As usual, h denotes the meshsize of the triangulation T h . The family of triangulations to be used in the sequel of this paper will be assumed regular and uniform: For later use, we will introduce some notations. First, choose any triangle K from the triangulation T h . From the three outer unit vectors normal to the boundary @K of K, select two which are closest to orthogonal and denote them by f 1 and f 2 . This procedure is in general not unique, we might for example also have come up with the pair ?f 2 , ?f 1 . Since we will only be interested in the directions of the vectors, this will appear to be no restriction.
Further, denote a parallelogram consisting of two triangles sharing a side with normal f i by N fi , (i = 1; 2). For each i = 1; 2, the domain can be partitioned into those parallelograms N fi and some resulting boundary triangles which we denote by T fi . For an example of the de nitions and notations concerning the triangulation, see Fig. 1 . 
Remark 2.6. It is easy to see that for a function q h 2 Q h , the divergence div q h 2 V h and also that if q h is divergence free, then it is a piecewise constant vector eld. Further, the component of q h normal to a side of a triangle is constant on and continuous across that side. As a matter of fact, q h is determined kp ? p h k 0; Chjpj 1; ; (2.13) kdiv(p ? p h )k 0; Chjpj 2; : (2.14) Here and in the sequel, C is a constant independent of h and the functions to which the assertion applies, such as p in this case, which can have di erent values in di erent formulas.
Fortin interpolation
Error analysis often can be simpli ed by using projections of the solution p on the approximating space Q h . Here, we consider the so called Fortin inter- (3.5) This last expression will be estimated in the superconvergence-theorem 3.2. The following lemma will appear to be useful in the proof. Notice that uptill now, the special form of the triangulation has not been used. Proof. We may assume that N is centered around the origin and, since r = h r whenever r is a constant, take r 2 P 1 (N)] 2 zero in the origin and thus odd. 
Superconvergence for the Neumann problem
In this section, we will consider the homogeneous Neumann boundary value problem, i.e., we change the boundary condition of (1. being the outer unit normal to @ . Notice that this problem is not uniquely solvable, u can only be determined up to a constant value. The formulations of the weak and the discrete problem of course di er from those of the Dirichlet problem considered in the previous sections. In this section, we will give those formulations and prove better rates of superconvergence than in Sect. 3. To be speci c, we will prove that the L 2 ( )-norm of p h ? h p is of order h 2 .
First, de ne H 0 (div; ) to be the subspace of H(div; ) consisting of functions q for which q T equals zero on @ , and Q 0h as the space Q h \H 0 (div; ). Then the weak problem is the following: nd u 2 L 2 ( ) and p 2 H 0 (div; ) such that: (A ?1 p; q) ? (u; div q) = 0 for all q 2 H 0 (div; );
As a consequence, we will consider the following discrete problem:
Numerische Mathematik Electronic Edition { page numbers may di er from the printed version page 319 of Numer. Math. 68: 311{324 (1994) nd u h 2 V h and p h 2 Q 0h such that: (A ?1 p h ; q h ) ? (u h ; div q h ) = 0 for all q h 2 Q 0h ; (4.4) (v h ; div p h ) = (f; v h ) for all v h 2 V h : (4.5) In solving this system in practice, one adds an extra equation in which the coefcient of one of the components of u h is prescribed to obtain unique solvability of the resulting matrix-vector system. The a priori error estimates (2.13) and (2.14) are still valid.
The error equation (3.1) is now only valid for all q h 2 Q 0h , but this is not a restriction; since both p h and h p are elements of Q 0h , we can still substitute p h ? h p for q h in (3.1) and thus (3.5) 5. Post-processing and a posteriori error estimation In Sect. 4.1 we will construct a post-processing mechanism for functions in Q h , which, when applied to the Fortin projection h q of a function q 2 H 2 ( )] 2 , will improve its approximation property. Further, we will use the superconvergence results of sections 3 and 4 to show that this post-processor also improves the order of approximation in the mixed nite element approximation. As a consequence, in Sect. 5.2, an asymptotically exact a posteriori error estimator for this approximation can be constructed.
Post-processing
First, we consider an arbitrary q h 2 Q h . Once again, notice the continuity of the components normal to edges of triangles across those edges, but this time also the, in general, discontinuity of the components tangential to edges of triangles across those edges. This discontinuity of tangential components is the main feature of the post-processing, which de nes a function K h q h as follows (see also Fig. 2 
):
Numerische Mathematik Electronic Edition { page numbers may di er from the printed version page 320 of Numer. Math. 68: 311{324 (1994) Superconvergence and error estimation for triangular mixed nite elements 321 { In the midpoint P of each edge which has a triangle on both sides, take the average of the values of the approximation on both triangles:
KK NcP P Fig. 2 . Post-processing a function q h 2 Q h K h q h (P ) = 1 2 (q h j K1 (P ) + q h j K2 (P )):
(Notice that actually we are only postprocessing the tangential components here.) { If we are dealing with a boundary edge, i.e. one which has only a triangle K on one side of that edge, then there exists at least oneK 2 T h such that N = K K is a parallelogram. The straight line through the midpoint P of the boundary edge and the centre N c of the parallelogram intersects the boundary of N in another pointP. We will assume that K h q h is already de ned at N c andP of at least one of the parallelograms N associable to K. This will prove to be no problem, since the approximation properties of all the possible choices are su cient for our goals. In the following theorem we will prove that the vector eld K h h q is a higher order approximation of q than h q itself. k h qk 0;1;K max fk h q(P 1 )k 1 ; ; k h q(P 3 )k 1 g; (5.6) and since the angles between the normals of the sides of K are bounded away from 0 and (? ), we have: when we deal with the homogeneous Neumann problem.
Concluding remarks
We conclude this article with some remarks with respect to the results. First of all, from the proof of Theorem 3.2, it is not quite clear whether the order of the bound proved here is in fact optimal. Numerical experiments could give an indication if it would pay o to do some further research. Second, we suspect that, as is the case in similar conforming nite element problems, perturbations on the uniform grid of the order O(h 2 ) will not damage the superconvergence seriously. The asymptotic behaviour of the error estimators will still be the same. However, as in standard nite elements (see 10]), we might loose the superconvergence (in general) when we use for example criss-cross grids instead of uniform grids. Here too, numerical experiments could supply evidence for this, and a proof might follow from analysis of a counter example. An interesting question is whether the superconvergence holds in some sense locally. Wheeler and Whiteman 19] prove for standard linear nite elements superconvergence on certain xed subdomains which are triangulated uniformly. Local superconvergence might be of use in local error estimation and re nement strategies.
Finally, we notice that the post-processor suggested here can de easily implemented in existing mixed nite element codes; moreover, the computational costs of the actual error estimations is neglectible compared to the costs of solving the linear system associated to the discretization.
