Abstract. We consider the construction of rational approximations to given power series whose coefficients are vectors. The approximants are in the form of vector-valued continued fractions which may be used to obtain vector Pade approximants using recurrence relations. Algorithms for the determination of the vector elements of these fractions have been established using Clifford algebras. We devise new algorithms based on these which involve operations on vectors and scalars only -a desirable characteristic for computations involving vectors of large dimension. As a consequence, we are able to form new expressions for the numerator and denominator polynomials of these approximants as products of vectors, thus retaining their Clifford nature.
Introduction
The use of Clifford numbers in the context of vector-valued rational approximants originated in the work of Wynn (1963 Wynn ( , 1968 and McCleod (1972) , which was motivated by attempts to accelerate the convergence of vector sequences arising from various numerical methods. Interest in these approximants was revived in the eighties by Graves-Morris using an axiomatic treatment not based on Clifford algebras. More recently the author has illustrated some of the advantages of these algebras in the construction of rational approximants to vector-valued functions. The algebraic approach allows a development of the vector theory which follows that of the scalar, so that proofs of theorems and algorithms valid in the scalar case may be carried over to the vector version. For an introduction to the usual theory of Pade approximants and some generalizations the reader is referred to the books by Baker et at., and to the author's 1994 paper for more information on the background to the use of Clifford algebras in the context of vectors.
However, in applications of vector Pade approximants, the dimension of the vectors can be quite large -in some instances of several thousand -thus rendering a matrix representation impractical [N.B. Matrix representations of eRn involve dimensions of the order 2n/2]. Hence, a method of construction is sought which allows the necessary operations to be performed using scalars and vectors only. It was shown by the author in 1992 how this could be accomplished by resorting to (vector) continued fractions and their recurrence relations, provided the vector elements of the continued fraction are known.
In particular, we focus attention on two related algorithms -viz. the Viskovatov and Modified Euclidean -which are used to derive the elements of the corresponding continued fraction representations of the given function -see equations (3.5) and (4.1). In 1994 Graves-Morris and the author presented the second algorithm for vectors using Clifford algebras to generalize arguments employed in the scalar case. Viskovatov's algorithm is considered in this paper coupled with a demonstration of how each algorithm may be implemented employing vectors and scalars only, by taking advantage of the algebraic structure of Gin.
Vector Pade approximants
We first of all recount here various definitions and results for the convenience of the reader, who is referred to Roberts 1990 , 1993 , and Graves-Morris et al. 1994 for more details. Consider a vector-valued function, f: e -+ en, which has a MacLaurin series expansion
converging in some neighborhood of the origin. In this paper we restrict attention to real vectors, which is the more common situation in practical applications. However, for a discussion of the case of complex vector coefficients the reader is referred to the author's 1995 paper and to Graves-Morris et al., 1994. The right-handed [11m] vector Pade approximant (VPA) to f(z), if it exists, is defined by for which
where p [l/ml(z) and q[l/m1(z) 
