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This paper rs concerned wrth the strong Hamburger moment problem (SHMP): 
For a given double sequence of real numbers C = (c,} I, . does there exist a real- 
valued, bounded, non-decreasing function w on (-co. co) with mlimtely many 
points of increase such that for every integer n, c,) = _) ! ,. (--I)” dty(r)? Necessary 
and sufficient conditions for the existence of such a function w are given in terms of 
the positivity of certain Hankel determinants associated wrth C. Our approach is 
made through the study of orthogonal (and quasi-orthogonal) Laurent polynomials 
(referred to here as L-polynomials) and closely related Gaussran-type quadrature 
formulas. In the proof of sufficiency an inner product for L-polynomials IS defined 
in terms of the given double sequence C. Since orthogonal L-polynomials are 
believed to be of interest m themselves, some examples of specdic systems are con- 
sidered. 
1. INTRODUCTION 
In this paper we solve the strong Hamburger moment problem (SHMP) 
defined as follows: Given a doubly infinite sequence (c,);;*, ~~ of real 
numbers, find necessary and suflicient conditions for the existence of a 
bounded, real-valued, non-decreasing function v on (-a, co) with infinitely 
many points of increase, such that 
C, = Ia t-t)” dv(t), n = 0, f 1, *2 ,.... 
. -x 
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The solution is given in terms of positivity of certain Hankel determinants 
associated with the double sequence (cn} (see condition (H) and Theorem 
7.2). The main tool used in the proof is the theory of orthogonal (and quasi- 
orthogonal) Laurent polynomials (L-polynomials). Orthogonal L- 
polynomials, which are functions of the the form 
m 
K- rjz’, rjE R, --co<k<m<+c~, 
j?i 
were introduced and studied in [7] and [8]. In the latter paper the necessity 
of the determinant condition (H) for the solution of the SHMP was derived. 
In moment problems connected with doubly infinite sequences, orthogonal L- 
polynomials play much the same role as ordinary orthogonal polynomials do 
in moment problems connected with simply infinite sequences. 
By the strong Stieltjes moment problem (SSMP) we understand the 
following: Given a doubly infinite sequence (c,}F= --cu of real numbers, find 
necessary and sufficient conditions for the existence of a bounded, real- 
valued, non-decreasing function v on [0, co) with infinitely many points of 
increase. such that 
cn = \a t-t>” W(t), n = 0, * 1, *2 ,.... 
'0 
This problem was posed and solved by Jones et al. [9]. In this case also the 
solution is given in terms of positivity conditions on certain Hankel deter- 
minants (conditions (H) and (H*)). The proof rests on properties of 
continued fractions known as positive T-fractions (see, e.g., [6]). In the 
present paper we also point out that the SSMP can be solved by the same 
methods that we use in the solution of the SHMP. 
The classical Stieltjes moment problem (SMP) and the classical 
Hamburger moment problem (HMP) can be formulated in the same way as 
the SSMP and SHMP, respectively, except that they deal with ordinary 
simply infinite sequences. The SMP and HMP were posed and solved by 
Stieltjes [ 1 l] and Hamburger [5], respectively. Necessary and sufficient 
conditions for solvability are also in terms of positivity of Hankel deter- 
minants; continued fractions are used in the original proofs. Much work has 
since been done on questions connected with these problems using 
orthogonal functions and extensions of functionals. Accounts of the classical 
moment problems with later developments, including important contributions 
by T. Carleman, F. Hausdorff, E. Hellinger, R. Nevanlinna and M. Riesz, 
can be found in [ 1,3, lo]. A good modern account of the theory of 
orthogonal polynomials can be found in [2]. 
Our treatment of the strong moment problems in this paper is closely 
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related to those of the classical moment problems that use orthogonal (and 
quasi-orthogonal) polynomials as important tools (e.g., 13 1). Since singular 
L-polynomials are likely to occur (Section 3), a solution of the general 
SHMP in terms of continued fractions seems not to be possible. 
Section 2 contains some preliminary definitions and results that are subse- 
quently used. The theory of orthogonal and quasi-orthogonal L-polynomials 
is developed in Sections 3 and 6. respectively. Section 4 is used to consider 
two interesting examples of systems of orthogonal L-polynomials. Gaussian 
quadrature is treated in Sections 5 and 6. Our main result on the solution to 
the SHMP (Theorem 7.2) is proved in Section 7. 
2. PRELIMINARIES 
In the following 
c= {c,}““m = {c, :n=O,*l, *2,...} 
shall denote a given double sequence of real numbers. By a solution of the 
strong Hamburger moment problem (SHMP) for C we understand a 
bounded, non-decreasing, real-valued function v on (-co, co) with infinitely 
many points of increase such that 
. rl 
c,, = ) C-t)” 44), n = 0, f 1, 12 ,.... (2.1) 2-x 
The integral is to be understood as the Lebesgue-Stieltjes integral determined 
by the distribution function y. 
For each n = 0, f 1, +2 ,..., the Hankel determinants Hy’ associated with 
the double sequence C are given by 
H(n) = 
0 1, 
C/l C n+, ... C n+kml 
C PI+1 C n+? -.* C n+k 
C ntk-I C nik “’ C n+?k-2 
(2.2) 
7 k = 1, 2. 3 ,.... 
Let the quadratic forms 1, in 2n + 1 variables be defined by 
J/,(u-” )...) u. )..., UJ = (-l)It’ CitjUiU,. (2.3) 
f.j= --II 
It is well known (see, e.g., [4, pp. 276-2821) that all of the quadratic forms 
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2,) n = 0, 1) 2 ,...) are positive definite iff the following determinant criteria 
are satisfied: 
H;,2m’ > 0, H:,:m, > 0, m = 0, 1, 2 ,.... WI 
For any pair (p, q) of non-negative integers with p < q, we let ZD,, denote 
the set of all functions of a complex variable z of the form 
R(z) = e rjzJ, rjE IR, j=p,p+ l,..., q. 
i=p 
We shall write .9zm-, = .-Z-,,,,-, , .9Yz,,, = 9’~,,, , and J? = IJFz, .2,, . A 
function R belonging to 9 will be called a Laurent polynomial (or L- 
polynomial). The sets 9p,q and .Z form linear spaces over R with respect to 
the usual operations of addition and multiplication by a scalar. A basis for 
each of the spaces >Z, ZP1,,, and 9i?m+, is given by 
{ 1, l/z, z. l/z?, zz )... } 
{ l/z” )..., l,...) zm } and {l/Zm+’ ,..., l,..., zrn}, 
respectively. 
Corresponding to the double sequence C, a linear functional 1’ on .W is 
uniquely defined by 
(2.4) 
Since y(z”) = (-1)” c,, a solution of the SHMP for C is a bounded 
distribution function I// with infinitely many points of increase, such that the 
functional I, defined by 
.Lc 
~,u-) = ( f(t) 44) 
. -cc 
coincides with y on 1. 
In terms of y, we define a functional ( , ) on .% x .,9 by setting 
(,4, B) = YW), for all A, B E 3. (2.5) 
This functional is clearly a bilinear form on ,R. 
PROPOSITION 2.1. The form ( , ) is an inner product I$ (H) is satisfied. 
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Proof Let R(z) = s:‘- ~,, Y,Z’ be given. (Every L-polynomial can be 
expressed in this form for some rz.) Then 
= 2 (-l)‘+’ r,r,c,+, = ‘,,(I ,, . . . . . r, ,..., r,, ). 
i.,r -II 
As noted above, the quadratic form P,, is positive definite iff (H) is satisfied. 
Hence (R, R) > 0 for all R # 0 iff (H) is satisfied. i 
PROPOSITION 2.2. (A) If the SHMPfir C has a solution I,Y. rhen (H) is 
satisfied. 
(B) Suppose that (H) is satisfied and I+Y is a distribution function for 
which 
.1 
1 t” dw(t) = (-I)” c,,. n = 0, i 1. *2 . . . . . (2.6) 
. % 
Then ty has infinitelJ9 many points of increase and hence is a solution of the 
SHMP for C. 
Proofi (A) (cf. 18, Theorem 11) Let I be a solution of the SHMP for 
C, and let rm,, ..., r ,,,..., r, be real numbers. not all of them zero. Then 
Yn(r -,I . . . . , ru, . . . . r,)= \ i (-,)I+’ r,r,c,+, 
,.,=--I, 
zz 
I rirr 1 
c --x 
[.,=-n . -% 
t’+‘dt,v(t) =,\I, ( c r,t’)’ du/(t). 
,= -,I 
The last expression is positive since the Laurent polynomial ,Y:‘! ~,, r,z’ has 
only a finite number of zeros, while v has infinitely many points of increase. 
Thus all of the quadratic forms 1’” are positive definite. Hence it follows 
from a result stated above that the determinant condition (H) is satisfied. 
(B) Assume that there exists a distribution function v/ with only a 
finite number of points of increase {r,, rz,..., rk} such that (2.6) holds. Define 
an L-polynomial R by R(z) = (I - 5,) . .. (z - rA). Then 
.T 
(R.Rj=y(R’)= 1 [R(t)]‘dv(t)=O, 
/ 
since I+V is a step function with jumps exactly at the points r, . . . . . rk. On the 
other hand, since (H) is satisfied (by hypothesis), it follows from Proposition 
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2.1 that (R, R) = y(R2) > 0. This condition shows that w must have infinitely 
many points of increase. I 
PROPOSITION 2.3. Suppose that condition (H) is satisfied. If R E .T?, 
R(t) f 0, and R(t) > 0 for every t E (--co, a~), then y(R) > 0. 
ProoJ There is a real polynomial P and an integer m such that R(z) = 
P(z)/zZ”. Clearly P(z) f 0 and P(t) > 0 for all t E (-co, co). Then by a 
well-known theorem (see, e.g., [3, p. 54]), there exist real polynomials S, and 
S, such that P(z) = [S,(z)]’ + [Sz(z)]‘. Consequently 
R(z)= [?$j’+ Iyl’ 
and so by Proposition 2.1 we have 
y(R)=7 ([$)I’) +y ([%I’, 
Remarks. (1) It has been shown [9] that the strong Stieltjes moment 
problem (SSMP) for C has a solution iff conditions (H) and 
fpZm-I) > 0, 
2mt2 
fpzm-I, < 0, 
2n1+1 m = 0. 1, 2,.. ., (H*) 
are satisfied. 
(2) We shall prove the following result which is similar to Proposition 
2.3. Suppose that (H) and (H*) are both satisfied. If R E R, R(z) 35 0. and 
R(t) > 0 for aff t E [O. co), then y(R) > 0. In fact it is well known [4, 
pp. 276-2821 that the quadratic form 
r,*(um, 24, u,) = A C-1) ‘+‘+I ,..., ,..., Ci+,+,U,K,. II = 0, 1, 2 ,.... 
I.,= -n 
is positive definite iff conditions (H) and (H*) hold. Then, if L E 9 and 
L(z) f 0, we not only have y(L2) > 0, but also (setting L(z) = JVy= -,, r,z’) 
~(z[L(z)l~) = Y ( 1 ,$-” r,r#+‘+’ j 
= k (-l)i+j+‘c,+j+,rir, > 0. 
,.,=--II 
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Again we can write R(Z) = P(z)/z”” for some Integer ttz and some real 
polynomial P, where P(z) f 0 and P(f) > 0 for all r E 10. cg ). Then there 
exist real polynomials S,. S,. S,. S, such that 
(see, e.g., [3, p. 82)). Consequently, 
as was asserted. 
In the following sections we shall always assume that condition (H) is 
satisfied and thus that ( , j (defined by (2.4) and (2.5)) is an inner product. 
3. ORTHOGONAL L-POLYNOMIALS 
By applying the Gram-Schmidt orthogonalization process to the sequence 
(I, l/z, z, 1/z*, z? )... }, we obtain an orthogonal sequence (R,(z)};.,, of L- 
polynomials with respect to C. For each n > 0, R, E .#” and R, is uniquely 
determined by the following requirement: The coeffkient of zm in R?,(z) is 1 
and the coeffkient of z pm- ’ in R *,,,+,(z) is 1. We can then write, for 
m = 0, 1. 2 ,..., 
RI,,,(z)= c7 r,,,, ,z’. - - . 
,= -??I 
where r?,.,, = 1, (3.la) 
R 2m+ I(Z) = 2 rLm+ l.,Z’, where r ?!nfl.-Irrri I) = 1. (3.lb) 
,= --Im+ I) 
The R, can also be expressed by the determinant formulas 
R,,,,(z) =&, 
2m 
R Zm+ I(Z) = ‘--!I” H&$y’ 
C-*m ... c-, 
c -, **. C*+* (Izyl 
co *** Czm-, i-ZY 
C -(Zm+l) ..' 
c-2, . . . 
;,, (-I,-',""' 
ty- 
CO . . . C*m (izy 
(3.2a) 
(3.2b) 
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The preceding formulas can be verified as follows: Inspection shows that 
R, E Ar r2,,,.,,, = 1 and r2m+l.-lm+lj = 1. By direct calculation (taking into 
account that y is a linear functional), we obtain 
(zk, R,,(z)) = y(zkR,(z)) = 0 for all z%.@,_,. 
It follows that (Rk, R,) = 0 if k # n and hence the L-polynomials (R,,} are 
mutually orthogonal, as asserted. 
We observe that for m = 0, 1. 2 ,..., we may write 
R,,,,(z) = &$ and R2,,,+ ,(z) = 
B Zm+,(Z) 
m + I (3.3) 
Z 
where each B,(z) is a polynomial in z of degree at most n; the degree of 
B,,,,(z) is exactly 2m and the constant term in B2,+ ,(z) is different from 
zero. 
THEOREM 3.1. For each m = 0, 1, 2 ,.... the following statements hold. 
(A) B,, has 2m real, simple zeros, one of which may be zero. All of 
the zeros of Rzm are real, simple and non-zero, and the number I’?,,, of zeros 
is either 2m or 2m - 1. 
P) BZm+ l has 2m + I or 2m zeros; they are real, simple and non- 
zero. All of the zeros of R,,, , are real, simple and non-zero, and the number 
vZ,,,+, of zeros is either 2m + 1 or 2m. 
Proof: For each n, let I, denote the number of distinct real zeros of odd 
order of B,, and let these zeros be denoted by t, ,..., t,“. 
(A) We define 
T,,(z) = 
(z-t,)*.- (z-t.,J 
Zrn 
and 
n(z) = R,,(z) 7-,,(z) = 
B,rfl(z)(z - t,) *a. (z - t.LJ 
Z 
2m 
Then 17 is an L-polynomial such that II(z) & 0 and either n(t) > 0 for all 
t E (-co, co) or IT(r) < 0 for all t E (-co, co). Then by Proposition 2.3 we 
have (R2,, T,,) = v(n) # 0. On the other hand we may write 
T*,,,(z) = A/Z” + . . . + Bz+@‘, where A, B E IE. 
If AZ,,, < 2m, we have T,, E .!Y?~,,-, and therefore (Rz,, Tzm) = 0 in 
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contradiction of the previous result. It follo\vs that I.?,,, = 2m. Thus B:,,, has 
exactly 2m real zeros and they are all simple. One of the zeros of B,,,, ma! 
be at the origin. This zero is not a zero of R,, , since it is a simple zero of 
B ?,,. All other zeros of Bzm are zeros of R?,,,. 
(B) We define 
and 
n(z) = R Zm+ ,(z) Tzm+,(z) = Bh+ I(z)(z - )Jrn- tz - L.,) . 
Then n is a Laurent polynomial such that n(z) f 0 and either n(t) > 0 for 
all t E (-a, co) or ZZ(t) < 0 for all I E (-co. co). Hence by Proposition 2.3 
we have (R,,, , , T,,, , j = y(ZZ) # 0. On the other hand we may write 
T Zm+,(Z) =qz’“-’ + . . . + Bz-‘!?,,+l-“‘+ 1. 
If 1 ?,,+ , < Zm, then we have T1, + , E 9fl?,n and therefore (R:,, , , TZ,,, + ,;, = 0 
in contradiction of the previous result. It follows that lZm+, > 2m. If the 
degree of Bzm+ , is less than 2m + 1, then A?,?,+, = 2m (and so the degree is 
2m). If the degree of Bzm+, is equal to 2m + 1. then at least 2m zeros of 
B Tm+, are real and simple and hence all zeros of BZm+, are real and simple. 
Thus AZ,,,+, = 2m + 1. Bzm+, does not have a zero at the origin. since the 
constant term of B,,, , is not zero. Hence all zeros of BINl+, are zeros of 
R ?m+ I * 
We shall call the index II and the L-polynomial R, singular if the number 
I’, of zeros of R, is equal to n - 1 and non-singular if I’,, = n. From (3.2) it 
can be seen that RI,, is non-singular iff H&‘m+ ” # 0 and R:,,, +, is non- 
singular iff Hi;?,-” # 0. 
COROLLARY 3.2. If R,, is singular. then r2m,m,m-,, # 0. If R2,,+, is 
singuiar, then rZm + ,qmm, # 0. 
ProoJ See (3.1) for the meaning of the coeffkients r2m.m,,,m ,, and 
rZm + ,.m-, . The corollary follows immediately from the fact that if Rznl is 
singular then B,, has a simple zero at the origin, and if RI,,,+ , is singular 
then Bhl+ I is of degree exactly 2m. 1 
Remark. By an argument similar to that used to prove Theorem 3.1, it 
can be shown that if conditions (H) and (H *) are both satisfied, then R ,, has 
exact!), n zeros all of which are real, simple and positive. In fact, by 
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modifying the definition of T, in the proof of Theorem 3.1 so that only 
positive zeros are taken into account, we get (R,. T, j = y(II), where I7 is an 
L-polynomial such that n(z) & 0 and either n(t) > 0 for all c E (0, co) or 
n(l) < 0 for all c E (0, co). By using Remark (2) following Proposition 2.3, 
we conclude that the number &,,, of positive zeros of RI,,, is 2m and that the 
number AZm+, of positive zeros of Rz,+ , is at least 2m. The remaining zero 
of Rzm+ I is also positive, since the product of the zeros of Bzm+ , equals 
-I/r zm+ ,,m = -H:,:“,‘/H:,;y -I) > 0 by (H) and (H”). This proves the 
above assertion. 
THEOREM 3.3. For each nz = 0, 1, 2 ,..., the following statements hold. 
(A) !f Rz,,, is singular, then 
R2,&) =r2m.-cm- l,zR2,-,(z). (3.4a) 
03) IfRz,+, is singular, then 
R ?m+,(Z)= ““‘:‘“- RTm(z). (3.4b) 
Proof: (A) Set K= l/r2m,m,m-,, (cf. Corollary 3.2). Then it can be 
seen from (3.1) that RI,,, I, - (K/z) R:,,(z) E .@ZmmI and hence 
R z,,m ,(z) -rR,,(z) = CZ~,,~~R~~-~(Z) + ... + a,R,(z). (3.5) 
Letj be such that 0 <j,< 2m - 2. Then by (3.5). 
‘AR,-R,)=-K (~Rdz). R,(Z)) = -K (Rzm(z), +R,(z)j. 
Now (l/z) R,(z) can be written in the form (l/z) R,(z) = (l/z) 
((A/z”- ’ ) + . . . + BZm--l ) and hence (l/z) R,(z) E 2?,,-, . Consequently 
(R,,(z), (l/z) Rj(z)) = 0, so that LI, = 0 for j = 0, l,.... 2m - 2. Thus (3.4a) 
follows from (3.5). 
W Set K= Vr2m+l.m-l (cf. Corollary 3.2). Then it can be seen from 
(3.1) that 
R,,,,(z) - KzR *m+l(Z)E~~rm-,* 
Hence we can write 
&m(z) - KzRzm+, (z) = al,,,-, R>,--,(z) + ... + a,R,(z). U-6) 
538 JONES.THRON. AND NJbiSTAD 
Now as in the proof of part (A) rt can be shown that a, = 0 for j = 0. I..... 
2m - 1. Thus (3.4b) follows from (3.6). I 
COROLLARY 3.4. TN’O successice orthogotlal L-polwomials R ,, and R ,, , , 
catmot both be singular. 
Proof: If R,, and R,,, , were both singular. then by Theorem 3.3 we 
would have R,,, , E “i,,- , . which is impossible. 1 
4. EXAMPLES 
We shall consider two examples of orthogonal L-polynomials, one where 
all R, with odd index are singular, the other with a singular R,, with even 
index. 
EXAMPLE 4.1. Let w be an absolutely continuous distribution function 
on (-co, co) such that all the moments 
% 
c, = (-1)” 1 t” dy(t) = (-1)” (-I t”@(t) dt, I1 = 0. f 1, *2 . . . . . (4.1) 
. .I --/ 
exist. (Since w is absolutely continuous, v/’ exists almost everywhere and 
du/(t) = v’(r) df.) Moreover, we shall assume that w’(t) is an even function 
almost everywhere. Let 1’ be the linear functional (2.4) defined by the 
sequence of moments; thus 
y(L) = I( L(f) v’(t) dt, for every L E R. 
. - ‘L 
(4.2) 
Using the fact that cl,,,+, = 0 and c?~, # 0 for all m = 0, k 1, +2 . . . . . one can 
show by direct calculation that 
R,,(z)= 1, R,(z)=;. RI(z) = c + z. 
Z 
R,(z) = $ + ;. 
where c = -co/c-?. It can be proved by induction that, for p = 0, 1, 2,.... 
R,,(z) constains only even powers of z. 
R Jp + ,(z) contains only odd powers of z. 
R Jp + ?(z) contains only odd powers of z. 
R IQ + J(z) contains only even powers of z. 
(4.3) 
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In particular R,,+,(z) does not contain zzp and R,p+3(z) does not contain 
zZp+‘. Thus R *,,,+ ,(z) does not contain zm, which means that all R, with odd 
index are singular. It follows immediately from Corollary 3.4 that all R, 
with even index are non-singular. 
We shall show directly that all R2,,,+ ,(z) have the form stated in Theorem 
3.3(B). In fact, let R,,(z) be given and consider the function f(z) = 
(l/z) Rz,,t(z). 
(i) Since (l/f)[R,,(t)]’ v’(t) is an odd function, 
(f, R,,) = fx 
m--r 
f [Rzm(f)]’ W’(I) dt = 0. 
(ii) It follows from (4.3) that R2,(t) R?,_,(t) is an even function. 
Therefore (I/f) R,,,,(t) RI,-,(t) v’(t) is an odd function and hence 
(~R2m-,(f))=j‘m fRl,(t)R,,-,(t)yl’(t)dt=O. 
x 
(iii) If 0 < k < 2m - 2, then (l/z) Rk(z) E 1 sz,,- 1 and therefore 
(.A Rd = (;k,(z), R,(z)) = (R,,(z). f R,(z)) = 0. 
Since f E . B,, + , and (f,R,)=O for O<k<2m, it follows that R?,+,(z)= 
r2,,,+ ,,m- ,f(z) as asserted in (3.4b). 
EXAMPLE 4.2. Let w be a distribution function on (-co, co) such that 
for tE(-2,-l)U(l,b) 
elsewhere, 
where b > 1. We shall try to determine b in such a manner that R,(z) is 
singular; that is, so that R,(z) has the form R?(z) = B + z. The conditions 
(R*(z), 1) = (R,(z), (l/z)) = 0 requires that the equations 
O=!‘-‘(B+t)dt+ fb(B+f)dl=bB+(1/2)(b2-4), (4.4a) 
0=1: ($+ l]dti/: ($+ l)dl=B[lnb-ln2]+b (4.4b) 
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hold. Thus we wish to choose constants B and b > I to satisfy 
B = - (b’ - 4) -b 
26 
and B= 
In b - In 2 ’ 
(4.5) 
The equation (b’ - 4)/26 = b/(ln b - In 2) or. equivalently, 
(b2 - 4)(ln b - In 2) - 2b’ = 0, 
clearly has a solution b = p > 2. With this value of b, Rz is singular. 
Again we shall verify directly that Rz has the form stated in Theorem 
3.3(A). In fact, we consider the function 
@)=+R,(z)=$f 1. 
where B is defined by (4.5) with b = /?. By (4.4b) with b = /?, we obtain 
(g, 1) = 0. Therefore, since g(z) E .Y?, . we conclude that g(z) = (l/B) R ,(z). 
Consequently, R,(z) = zg(z) = (l/B) zR ,(z). It is then clear that l/B = r?.,, 
as asserted by (3.4a). 
5. GAUSSIAN QUADRATURE 
Let fj”‘, j = 1, 2 ,..., L?, denote the zeros of the orthogonal L-polynomial 
R,. We recall (see Theorem 3.1) that the rJn’ are all real, simple and non- 
zero. We define the fundamental L-polynomials A,., as follows. For each 
m = 0, 1, 2 ,..., 
A,,,j(z) = R2m(Z) l 
R;,(t;!‘“‘) (z - I;““‘) ’ 
j = 1. 2,.... V 2m3 
A 2m+ ,,j(‘) = R;fIT{!Ji! 1)) & ’ (z - y+ 1)) ’ j= 1, 2 ,...) v 2rnf I’ .l 
(5lb) 
It is easily seen that, if R,, is non-singular, then 
(Z - t\2m)) . . . (Z - t:?_m)(~ - t;:y)) . . . cz _ f~;J)[f;2m)]m 
‘2mJz) = (t;.2~) - f:2m)). . . (tjzm) - $7))($2m) - tj:;)) ,. . (42m) _ fy,“)) Zm ’
(5.2a) 
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and that, if R,, + , is non-singular, then 
A 2m+l.jtZ) 
= (z - t(,2m+‘) . . . (z - ~jz_ml+‘)(z - tj:;+l)) . . . cz _ ty;;,l))[t;2m+l)]m 
(tJ2,+ 1) - fi2m+ 1)) . . . (p+ 1) _ tjTy+ 1)) 
x (fJ2m+1)- &:;+I)) . . . (tj2m+l) -t;2,m,ljZm I (5.2b) 
It is also easily verified that, when R, is singular, ,4,,j(z) = /i,-,,,(z). This 
follows from the fact (see Theorem 3.3) that R, and R,-, have the same 
zeros when R, is singular. 
It is clear from (5.1) that 
and 
(the Kronecker symbol) (5.3) 
for n = 1, 2, 3 ,..., and j = 1, 2 ,..., v,, . (5.4) 
It will be convenient to introduce the notation 
1y = y(A n. j). (5.5) 
In the following context the Ajn) will be called the Christofil numbers. 
THEOREM 5.1 (GAUSSIAN QUADRATURE). Let the orthogonal L- 
polynomial R, be non-singular for some n > 1. Then the quadrature formula 
y(F) = f F(y) 11”’ (5.6) 
i= I 
is valid in the following situations: 
(A) For FE ~9~2m,2m-, when n = 2m. 
(B) For FE .W-~2m+,,,2m-, when n = 2m and vZm+, = 2m. 
(C) For FE S3-c2m+,,,2m when n = 2m + 1. 
(D) For FE.S’-f2m+,,,zm+, when n=2m+ 1 andv,,,+,=2m+ 1. 
Remark. In all four cases, (5.6) is valid if F E .‘#zn-, .
ProoJ For every function F defined at the points t:n’,...3 t!,“‘, we define 
@n by 
@,,(z; F) = + F(r;“‘) A,,,(z). 
,r, 
(5.7) 
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Then by (5.4). @,, E ri,,- , and by (5.3) 
@,,(t;‘. F) = F(f:“‘), for k = 1. 2 . . . . . H. (5.8) 
Thus (5.7) is the Lagrange interpolation formula for the points t:“‘. 
j = 1. 2...., n, in terms of L-polynomials. In particular. if F is an L- 
polynomial. then by (5.5) and (5.7) 
~J(@,,(z: Fj) = c F(tj”‘) A;“‘. (5.9) 
,=I 
Let Pk denote the set of all polynomials in z of degree k or less. 
(A) Suppose that FE @ mzm.Inr-, and n = 2m. Then F - @?,,, E 
2 .~ 2m.Zmm,. and so we may write 
F(z) - &,(z; F) = n4;;m;(z), for some l7,,-, E ?+,. (5.10) 
By (5.8) and (5.10) we can write 
F(z) - Q2,&; F) = (z-y’) ... (z - tgy’) 
n2,m,(Z) 
zm zm . 
F(z) - @zm(z; F)= R,,(z) Q(z). 
where Q(z) = ZZ,,,- ,(z)/zm E .;9,,,-, . It follows that 
YF- %J = Y(R,,Q, = (Rz,, Q> = 0, 
and hence by (5.9), the quadrature formula (5.6) holds for case (A). 
(B) Suppose that FE.K,~,+,,.~,,-,, n=2m. v*,,,+, = 2m. In this 
case R2,,,+, is singular and so by Theorem 3.3, Rz,+,(z) = (c/z)R2,(z). 
where c=rZmc,.m-,. Then F-@ZmE.9_,zm+,,.zm~, and therefore we can 
write 
nh(z) F(z) - @zm(z; Fj = Zmtl, 
Z 
for some ZZ,, E FJm. 
Thus in view of (5.8) we can write 
Fez) _ azrntZ; Fj = (’ - r:2m’) ;; ,” - ‘:‘,“‘, . n,,(z). 
Z Zrn 
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for some II,,,, E &. Thus 
F(z) - %m(zv 6 = R,,+,(z) Q(z), 
where Q(z) = ZI,,(z)/cz”’ E .2>,,, . It follows as before that Y(F - @Jo,,,) = 0 
and hence by (5.9), the quadrature formula is valid. 
(C) Suppose that FE ,ZP(2m+,,,2m and n = 2m + 1. Then 
F = a?,,,+, E GE~~,,,+,,,~,,, and so we can write 
F(z) = @zm+ ,tz, F) = I7 4m+ 1(z) Z2,,,+, 3 forsome ZZ,,,, E.,F4”,,+,. 
By (5.8) we can write 
F(z)-%z+,(z;F)= 
(z - ty+ 1’) *. * (z - tgy,“) n*,(z) *- Zmtl zm ’ 
for some lT2,,, E .Y2;,. Thus we can write 
F(z)-~2,+,(~;F)=Rzrnt,(z)Q<z,, for some Q E , gzrn. 
It follows that y(F - @ *,,,+ ,) = 0 and hence by (5.9). the quadrature formula 
(5.6) is valid. 
(D) Suppose that FE.R-,zmt,~.2m+,, n=2m+ 1 and rz,,,+?= 
2m+ 1. In this case R2,+z is singular and hence, by Theorem 3.3. 
R ,i,,,+2(~)=czR2,t,(~), where ~=r~,,,+~.-~. Now F-Q*,,,+, E 
-,2m+,,,2m+, and so we can write 
n 4m+*(Z) 
F(z)-@,,+,(z;F)= Z2m+, 1 for some II4, + 2 E .mY4”J, + *.
Then by (5.8), there exists a II*,,,+, E .F2”zm+, such that 
F(z) - @2,,, + ,(z; F) = 
(z - ty+ ’ 1 ... (z - CT3 . n2,+ I(Z) 
Zrn Z 
mtk * 
Hence 
F(z) - @2,+ ,(z; F) = Rz,+z(z) Q(z), for some Q E .22m t,. 
It follows that y(F - @ *,,, + ,) = 0 and hence by (5.9), the quadrature formula 
(5.6) is valid. 1 
409 ‘98i2 I6 
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COROLLARV 5.2. If R,, is singular, then the quadrature Jbrmula 
is calid in the following situations: 
(A) For FE Kcz,,, -,,* >,,-, when n = 2m. 
(B) For FE.9-(2,+,,q2,m, when n=2m+ 1. 
Proof: (A) If n = 2m, then by Corollary 3.4, R,,,- , is non-singular. 
Hence by Theorem 3.3, Rzm and R,,,_, have the same zeros; that is, t:‘“’ = 
t!2m-I) , j = 1, 2 ,..., 2m - 1 = I.‘-,,,. Moreover, since /1? ,,,., = /i,,_ ,. , it follows 
tJhat ~!2rn, -~(?rn-I) - 
quadrature 
. 
fo;mula 
for j= 1.2 . . . . . 2m- 1. By Theorem 5.1(D), the 
(5.6) is valid for all FE .& ~,,,+:),~,,,~, with 
n = 2m - 1. It follows that (5.11) is valid for case (A). 
(B) The proof for case (B) follows in a similar manner using Theorem 
5.1(B). 1 
In the next result we consider the case in which there exists a solution li/ to 
the SHMP for C. It can be seen that 
y(L)= IT L(t) dy/(t)v for all L E .9?. (5.12) 
. % 
Using this, together with Theorem 5.1. we obtain the following: 
COROLLARY 5.3. Let I,U be any solution of the SHMP for C and let R,, 
be a non-singular orthogonal L-polynomial. Then the quadrature formula 
% 
) F(t) dty(t) = 6 F(tj”‘) A;“‘, - ‘--% ,=I 
where 
A(Zrn)- 1 
1 
.‘rc R,,(t) 
I - R;,(tj’“‘) pm t - t,;““’ dv(t) 
(when n = 2m) 
(5.13) 
and 
1 -Oc’ 1!2rnfl) _ tR2,+ IQ> 
J - t!2m+l)R;m+,(t~2m+l)) ~~ t _ tj2m+l) ddr) 1 (‘Ihen ‘= 2m + ‘) J 
(5.14b) 
is oalid in the following situations: 
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(A) For FE 9’_ 2m.2m-, when n = 2m. 
(B) For FE 9-,2m+,,,2m-, when n = 2m and vzm+, = 2m. 
(C) For FE9-(2m+,,3zm when n=2m+ 1. 
(D) For FE9-(zm+,j,2m+, whenn=2m+landv,,+,=2m+l. 
THEOREM 5.4. All of the Christoflel numbers 1;“’ defined by (5.5) are 
positive. 
Proof: It suffkes to consider the case in which R, is non-singular. It 
follows from (5.3) that 
[4&P’)]’ -fL.j(ty’> = 0, for k = 1, 2 ,..., n. 
BY (5.4) 
Afm.~~A2m.jE~W-2m.2m-2 ~c~-2nr.2m-I 
and 
A:,, I., -A*!??+ ,.i E ~~-?m.?m ~ ~-t*t?l+ I,.?rn’ 
Consequently Theorem 5.1 gives v(A~.~ -A,,,,) = 0 and hence 
Jjn’ = YW,.,) = Y(&.,) = &,.,Jn.,) > 0, 
since ( , ) is an inner product (Proposition 2. i) and since A,,.,(z) f 0. 
6. QUASI-ORTHOGONAL L-POLYNOMIALS 
In this section we discuss L-polynomials which are to a certain extent 
analogous to the classical quasi-orthogonal polynomials, in particular, with 
regard to quadrature formulas. 
Let r be a real constant. The quasi-orthogonal L-polynomials R,(z, 5) are 
defined by 
R&, z)=&,(z)- =R~,,-,(z), m = 1, 2,..., (6. la) 
R 2m+ I(ZV t> =R*m+ L(Z) - (r/Z) &m(Z)9 m = 0, 1, 2 ,..., (6. lb) 
where R,(z) is the nth orthogonal L-polynomial with respect o C. 
If R,,(z) is singular, then R,,(z) = KzR,,- ,(z) (see Theorem 3.3) and 
hence Rzm(z, r) = c,Rzm(z), where K and c, are constants, the latter 
depending upon r. Similarly if R *,,,+,(z) is singular, then by Theorems 3.3, 
R *,,,+,(z) = (K/z) R*,,,(z) and hence RI,,,+ ,(z, T) = e,Rzm+ ,(z) for some 
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constants K and c,. not necessarily the same. Therefore when we discuss 
quadrature formulas corresponding to the L-polynomials R,,(z, r). we shall 
need to consider only non-singular cases. since the singular cases (i.e.. with 
r,, = n - 1) give nothing new compared with the formulas of Section 5 
corresponding to the orthogonal L-polynomials R,,(z). 
Using (6.1) and the terminology of (3.1), we may write 
R,,(z,s)= *+...+zyqp ( 
I 
z 111 I + ... + rZ,,~,.+,z” ) 
T2rn -m 
=A+ ..’ + (1 -n-2,,,- ,.,,,-, )z” m z 
(6.2a) 
and 
Bz,,,(z, r) 
zm 
~~,+,(~,d= (~+...+r~,+,.,,z~~~j-r(~+...+z~~~~) 
= (1 - rr2m.-m) +
t?l+l .*.+r ‘rl 2m+ i.m Z 
z 
(6.2b) 
B 2m+ ,(z* r) = 
Z 
mtl . 
If R,,(z) is non-singular (so that rZm. ~“, # 0), then Bz,(z, T) is a polynomial 
in z of degree at most 2m with constant term different from zero. If Rzm+ ,(z) 
is non-singular (so that r?,,, + ,.m # 0), then B,,,, + ,(z) is a polynomial in z of 
degree exactly 2m + 1. 
The number of zeros of R,(z, r) will be denoted by v,(r). Therefore 
V”(0) = L’, . 
THEOREM 6.1 (ZEROS OF R,,(z. r)). (A) Let R?,,(z) be non-singular. 
Then B2,,,(z, r) has 2m or 2m - 1 zeros, all of which are real, simple and 
non-zero. The zeros of R?,(z, r) consist of the zeros of BJz; r); hence 
v2Jr) = 2m or 2m - 1. 
(B) Let R 2m+ ,(z) be non-singular. Then Bzm+ ,(z, r) has exact[v 
2m + 1 zeros, all of which are real and simple; one of these may be zero. The 
zeros of R Zm + , (z. r) consist of the non-vanishing zeros of Bzm + , (I, r); hence 
vzm+ ,(r) = 2m + 1 or 2m. 
ProoJ: Let A, denote the number of distinct, real zeros of odd order of 
B,(z, r) and let these zeros be denoted by t,(r), t2(s),..., t,ln(r). 
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(A) We define 
so that 
Tzrn(~ 5) E Cn,.,2,-m and ZT2m(Z~~)~~~-~,-l,,.~z,-m+I. 
Then by orthogonality, y(T2,(z, r) . R,,(z)) = 0, y(zT,,(z, T) . R,,(z)) = 0 
and hence (T2,Jz, r), R2,,,(z, r)) = 0, provided &,,, < 2m - 1. On the other 
hand, if P(z, r) is defined by 
P(z, 5) = T2,&, 5) R2,&, r) 
= B2$2 ‘) (z-f,(r)) .a. (z -t.{:,(r)), 
then P(z, r) f 0 and either P(& r) > 0 for all t E (-co, co) or P(f, r) < 0 for 
all t E (-co, co). Hence by Proposition 2.3, (T2,,,(z. r), R2,,,(z, r)) # 0. It 
follows that A,,,, > 2m - 1. If the degree of B2,(z, r) is less than 2m (i.e., if 
1 - rr ?,,- ,,,,-, = 0 in (6.2a)), then 1”” = 2m - 1; hence the degree of 
Bzm(z, r) is 2m - 1. If the degree of BZm(z, r) is 2m, then A,,,, = 2m, since we 
know that Bz,,,(z, r) has at least 2m - 1 real, simple zeros and hence the 
other zero must also be real and simple. Moreover, all zeros of B2,,,(z, r) are 
non-zero, since r2m.-m # 0. Therefore the zeros of R.,,(z. r) coincide with 
those of B?,Jz, r). This proves (A). 
(B) We define 
T , 
2m+,(Z r) = (z - WN -.- (z - ~.~,,+,W 
1 
Z 
m-1 
so that 
and 
T 2mtlk 5) E ~~-,m-L.l~“,+,-m+ I 
T 2m+ ,k 4 E A- 
Z 
m..l~,,,--m’ 
Therefore by orthogonality, y(T,,+ ,(z, r) R,,, ,(z)) = 0, y(( l/z) Tzm+ ,(z, r) 
R,,(z)) = 0 and hence (T,, + ,(z, r), Rz,+ ,(z, r)) = 0, provided A,, + , < 2m. 
On the other hand, if P(z, r) is defined by 
p(z, r) = T2,+ ,(A 5) Rzm+ ,(G 4 
B 
= 2mt1(Z’ ‘) (z - f,(r)) -.- (z - t,z,+,(r)), 
ZZm 
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then clearly P(z, r) f 0 and either P(f. 5) 3 0 for all I E (-a, 03 ) or 
p(t, r) < 0 for all t E (-co. 00). Hence by Proposition 2.3. \T2,,! _ ,(z. r). 
R Zmt ,(z, 5)) f 0. It follows that AZ,,, , > 202. Thus BZ,n _ ,(z. r) has at least 
2m real, simple zeros. Since the degree of BZ,,, + ,(z, r) is 2m + 1, the other 
zero must also be real and simple. Hence dZm+, = 2m + 1. 
One of the zeros of I3 ?,,,+ ,(z. 5) may be at the origin (namely. if 
1 - rr2nt. -m = 0; see (6.2b)). Such a zero is not a zero of R Im + ,(z, r) but the 
rest of the zeros of B ?,,+ ,(z, r) are the zeros of Rzm, ,(z, t). 1 
Now let f)“‘(r), j = 1. 2 ,.... v(r), denote the zeros of R(z, r) (in particular. 
t;“‘(o) = ty are the zeros of R,,(z)). As in the case of L-polynomials. we 
consider the fundamental L-polynomials corresponding to R,,(z, r) defined b>, 
&,,(Z, Tj 1 
A2m./(Z’ ‘) = R;,(t,!Z”‘(r), r) ’ (z - t)?‘“‘(r)) ’ j = 1, 2 ,..., I’:Jr), (6.3a) 
and 
Again we have 
j = 1) 2 ,...) V. (6.3b) 
It can be seen that 
(6.4) 
~Zm,i(Z~~)~~~~m.,,-I. when vzm(r) = 2m: (6.5a) 
AZm,,(z9 7) E.~-m,m-2y when v2,Jr) = 2m - 1. (6.5b) 
A 2m+I.,(z~~)~ 2Lrn3 when 17 ?,,,+,(r) = 2m + 1, (6.5~) 
A *m+I.j(Z,T)E~-(,-l,,m, when v2,,,+,(r) = 2m. (6.Sd) 
In all cases we have /l,,qj E A, ~, = .WVn-, . For convenience we introduce 
the notation 
aj"'(r) = Y(A,,j(z, r)). 
The n;“‘(r) are called Christoffel numbers. 
(6.6) 
THEOREM 6.2. Let R,(z) be a non-singular orthogonal L-polynomial. 
Then the qudrature formula 
y(F) = \‘ F(fj”‘(r)) Ajn)(r) 
,z, (6.7) 
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is valid for each of the following cases: 
(A) For FE X2m.2m-2, when n = 2m and v*,,,(r) = 2m. 
(B) For FE K2m.2m-,, when n = 2m and v2,,,(r) = 2m - 1. 
(C) For FE .G?--2m.2m, when n = 2m + 1 and vzm+ ,(?) = 2m + 1. 
(D) For FE.R_(,, -,,, Zm, when n=2m+ 1 and vz,+,(~)=2m. 
ProojI As in the proof of Theorem 5.1, we introduce, for every L- 
polynomial F and every non-negative integer n, the Lagrange interpolation 
function 
@"(z, 5; F) = 1 f'(t;"'(r)) A,&, 5). (63) 
j=l 
The proof of this theorem now follows the same lines as that of Theorem 5.1 
and hence it is omitted. I 
Remark. Suppose that I,V is any solution of the SHMP for C (if such 
exists). We can then clearly obtain quadrature formulas for integrals 
! em F(t) 44) - 02 
from Theorem 6.2 in a manner similar to that in which Corollary 5.3 is 
obtained from Theorem 5.1. 
THEOREM 6.3. Let R,(z) be a non-singular orthogonal L-polynomial. 
Then all of the Christoffei numbers Ajn’(r) are positive. 
ProoJ It follows from (6.4) that 
[A,,j(tp'(T)T ‘)I’ -A”,,(tF’(T>? ‘) = O? for k = 1, 2 ,..., v,,(r). 
Also, from (6.5) we have 
nLn.j- n2m,j E.W-2m.2m-2~ when ~~~(7) = 2m, 
nitn,j-n2m,j E ‘9-2m.2m-4 g '9-2m.*m-3~ when vZm(r) = 2m - 1, 
A:,+ 1.1 -A,,+ 1.j E 3-2m.2m3 when v 2m+,(t) = 2m + 1, 
A:m+~,j-A2m+~,jE~~~-~2m-2).2mE’W--(2rn-~),2rn~ when ~‘zm+~(t)=2m. 
The theorem then follows from Theorem 6.2 as Theorem 5.4 follows from 
Theorem 5.1. fi 
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7. THE MOMENT PROBLEM 
For every non-negative integer n and every real number r. we define the 
step function 
for -al < t < t:“‘(r). 
for tp’(r) < t < t::,(t). 1 < k < n. 
1 i]: y(r), for t:‘(7) < t < + 0~). / /=I (7.1) 
where the n;.“‘(r) are define by (6.6). We note that if R,(z) is singular. then 
all values of r determine the same function y/,,(t, r) = ~,(t, 0) (see the remark 
following (6.1)). 
It follows immediately from Theorem 5.4 and Theorem 6.3 that ~,,(t, r) is 
a non-decreasing function of t. 
By setting F(z) z 1 in Theorem 5.1 (taking into account Corollary 5.2) 
and Theorem 6.2, we have 
(7.2a) 
and hence 
c, = y( 1) = 1: A:“‘(r). 
I- I 
(7.2b) 
0 < w,U, r) < c for all t. r E (--00. a), n = 0, 1, 2 ,.... (7.3 1 
From Theorem 5.1 and Theorem 6.2 it also follows that, for a given L- 
polynomial L. 
Y(L ) = ( LO) dw,(t, r). (7.4) 
for all n sufficiently large. In particular, if p is a given integer, then 
% 
c,= (-1)” y(z”)= (-l)“j- rPdWn(lr 5). (7.5) 
‘L 
for all sufficiently large n. 
A sequence of functions (f,,}:zO on an interval [a, b ] is said to be 
uniformly bounded on [a, b] if there exists a constant K such that 
-K <f,,(f) G K for all t E [a, b ] and all II = 0, 1, 2 ,.... 
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We recall Helly’s selection theorems (see, e.g., [3, p. 561): 
THEOREM (Hl). Let {f,},“=o be a uniformly bounded sequence of real- 
valued non-decreasing functions on an interval [a, b] (possibly [a, b ] = 
(--co, ax)). Then there exists a subsequence jf,,,}~zO which converges to a 
function f for every t E [a, b]. 
THEOREM (H2). Let a uniformly bounded sequence (on}~Eo of real- 
valued non-decreasing functions on a bounded closed interval [a, b] converge 
to a function f for every t E [a, b]. Then 
,“% j* g(t) 4nW = J.h g(t) df (t), 
0 .* 
for every function g(t) continuous on [a, b]. 
We have seen by (7.2) that, for every sequence of real numbers (t,,}, the 
sequence (y,(t, r,)} is uniformly bounded on (-co, co). It follows 
immediately from Theorem (HI) that (y,,(t, r,)} contains a convergent 
subsequence (ty,,(t, r,A)}. 
THEOREM 7.1. Let v(t) be the limit on (-00, co) of some convergent 
subsequence ( y,,(t, r,J} of a sequence { y,,(t, r,)}. Then ty is a solution of the 
SHMP for C. 
Proof: For simplicity we shall write 
Ok@) =vn,(t. GJ. 
Let q be a given positive integer. Then, for all k suffkiently large. we have 
by (7.5) 
(-l)O c-, = ].x t-q do,(t). 
. I 
(7.6) 
Let r be an integer such that q < 1 + 2r. Let 6. n, ,u, v be real numbers such 
that 
O<fl<l<v and O<J<l</f. 
Then 
ItI-’ d+,(t) 
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and similarly 
We also have 
and similarly 
/ (-h try dq%Jf) ~ < 6c -I?r+?l’ 
.o 
These estimates are all true for sufficiently large k. 
Now let E > 0 be given. The foregoing estimates imply that 
/f---L’ ,.,L 
IJ 
t-“ d&(t) + 1” tmq d&(t) + ) 
-x. -‘I .” 
t -m’7 d&(t) < + 
for all suffkiently large k. when 6 and q are sufficiently small and I’ and ,D 
are sufficiently large. 
For given 6, 11, ,D, v, we may choose k so large that 
and 
/I 
.u 
tmy d&(f) - I’U t -4 dy(t) 
-6 -6 
< +. 
by Theorem (H2). 
Let also k be so large that 
(-l)q Cm, = I’x try d$Jt). 
. - % 
Then we may write 
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This shows not only that fmq is integrable with respect to ye but also that 
(-I)” c-, = jyx 1c4 4)- q = 1) 2, 3 . . . . . 
By a completely analogous argument we can show that 
(-1)” c, = ]“I tP &(f). p = 0, 1, 2 ,.... I 
. -,x 
THEOREM 7.2. The strong Hamburger moment problem (SHMP) for a 
given doubly inJnite sequence C = (c,,}?, has a solution #condition (H) is 
satisfied. 
ProoJ The theorem is an immediate consequence of Proposition 2.2, 
Theorem 7.1 and Theorem (H 1). 1 
Remark. (1) We note that Theorem 7.2 could have been proved by 
considering only the special case in which r = 0. The more general situation 
involving quasi-orthogonal L-polynomials was employed since it may 
provide (Theorem 7.1) a larger family of solutions to the SHMP. 
(2) If (H*) is satisfied in addition to (H), then the support of the 
measure determined by the function v,(t, 0) is contained in (0, co) (see the 
remark following Corollary 3.2). Hence the support of the measure deter- 
mined by the limit of any convergent subsequence of {v,(t, O)} is contained 
in [0, co). Thus it follows from Remark (2) after Proposition 2.3, Theorem 
7.1 and Theorem (Hl) applied to the sequence (t,u,,(t, O)} that: The SSMP for 
C has a solution iff conditions (H) and (H*) are both satisfied (see 19, 
p. 5271). 
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