Abstract-In this paper, we present a string kernel based method for documents clustering. Documents are viewed as sequences of strings, and documents similarity is calculated by the kernel function. According to the documents similarity, spectral clustering algorithm is used to group documents. Experimental results shows that string kernel method outperform the standard k-means algorithm on the Reuters-21578 dataset.
I. INTRODUCTION
Data clustering is a fundamental problem in exploratory data analysis, with applications ranging from statistics, social sciences, biology or computer science. Clustering technique is used to identify groups of "similar behavior" in data sets and to discover the underlying structure hidden there, without any prior knowledge of the characteristics of the data [1] . Document (or text) clustering is a subset of data clustering, which borrows concepts from the fields of information retrieval (IR), artificial intelligence (AI) , natural language processing (NLP), and machine learning (ML),among others. Document clustering aims to group similar document and thus present an overview of class in a collection of documents.
A good clustering can be viewed as one that organizes a collection into groups such that the documents within each group are both similar to each other and dissimilar to those in other groups. The first challenge in a document clustering problem is to determine which features of a document are to be used to distinguish documents, in other words, to seek a document model to represent documents. Vector space model (VSM) [2] developed from IR community is today most commonly used to represent the topic of a document. In VSM, full set of documents are defined as corpus and the set of terms occurring in the corpus as dictionary. A document can be viewed as a bag of terms or bag-of-words. We can represent a bag as a vector in a space in which each dimension is associated with one term from the dictionary. Hence, a document is mapped into a space of dimensionality with the size of the dictionary, typically a very large number. Despite the high-dimensionality of the dictionary, the vector associated with a given document is sparse, i.e. has most of its entries equal to 0, since it will contain only very few of the vast number of possible words. Under the VSM model, a collection of n documents with m unique terms is represented as an m×n term-document matrix (where each document is a vector of m dimensions). The similarity between documents is calculated by the cosine of documents vector.
As mentioned above, VSM represents documents as a bag of words. A potential weakness of the vector model is that it encodes no information about word order. An alternative representation is to view documents as strings, and documents similarity is not only defined by occurrence of terms, but how frequently terms occur together, or in sequence. This motivates string kernel methods to deal with the problem of document clustering. Kernel methods or support vector machine [3] has been widely used in classification and clustering, which is to build a kernel function. A kernel function returns the inner product between the mapped data points in a higher dimensional space, in which linear algorithms could be used for clustering, classification and regression. In string kernels [4] [5], the features are not word frequencies or an implicit expansion thereof, but the extent to which all possible ordered subsequences of characters are represented in the document. At the same the time, spectral clustering method closed to Laplacian Eigenmaps could find a proper low dimensional representation of a data set in a high dimensional space. Spectral clustering algorithms often outperform traditional clustering algorithms and this make it feasible to clustering documents by combining the spectral clustering methods and string kernel. Copyright In this paper, we use the string kernel to process documents as sequences of words. Documents similarity is calculated by the kernel function, and spectral clustering method is employed to clustering the documents according to the kernel matrix. To validate the performance of our method, we compare with the kmeans clustering technique on the well know Reuters-21578 data set.
The rest of this paper is organized as follows. In section II, we introduce the string kernel model to represents the documents. Section III presents spectral clustering method to clustering documents according to the kernel matrix. The simulation setup and experimental results are presented in section IV. Finally, we conclude the paper in section V.
II. STRING KERNEL FOR DOCUMENTS
Kernels have been developed to compute the inner product between images of strings in high-dimensional feature spaces using dynamic programming techniques. The use of kernels on strings, and more generally on structured objects, makes it possible for kernel methods to operate in a domain that traditionally has belonged to syntactical pattern recognition, in this way providing a bridge between that field and statistical pattern analysis.
In this section we consider the problem of embedding two sequences in a high-dimensional space in such a way that their relative distance in that space reflects their similarity and that the inner product between their images can be computed efficiently. we describe a string kernel for documents clustering. Documents are treated as a sequence of words. Documents similarity is measured by the number of (possibly non-contiguous) matching subsequences shared by two documents. The assumption is that the more substrings documents contained in common, the more similar they are. Such substrings do not need to be contiguous, and the degree of contiguity of one such substring in a document determines how much weight it will have in the comparison In order to deal with non-contiguous substrings, it is necessary to introduce a decay factor¸ λ ∈ (0, 1) (see (1) for more details) that can be used to weight the presence of a certain feature in a text.
We now describe the primary definition of Strings, alphabets and substrings for string kernel as bellows. , which is exponential in the length m of the string s.
All the kernels can be defined by an explicit embedding map from the space of all finite sequences over an alphabet Σ to a vector space F. The coordinates of F are indexed by a subset I of strings over Σ, that is by a subset of the input space. In some cases I will be the set Σ p of strings of length p giving a vector space of dimension |Σ| p , while in others it will be the infinitedimensional space indexed by Σ * .As usual we use φ to denote the feature mapping
For each embedding space F, there will be many different maps φ to choose from. For example, one possibility is to set the value of the coordinateφ u (s) indexed by the string u to be a count of how many times u occurs as a contiguous substring in the input string s, while another possible choice is to count how many times u occurs as a (non-contiguous) subsequence. In this second case the weight of the count can also be tuned to reflect how many gaps there are in the different occurrences. We can also count approximate matches appropriately weighting for the number of mismatches. Kernel methods or support vector machine aim to build a kernel function. A kernel function returns the inner product between the mapped data points in a higher dimensional space, in which linear algorithms could be used for clustering, classification and regression. For the string case, string kernels are defined as a similarity measure between two sequences of characters s and t. The generic form of string kernels is given by Where n Σ represents the set of all non empty strings and λ is a weight or decay factor which can be chosen to be fixed for all substrings or can be set to a different value for each substring. A direct computation of these features would involve O( n Σ ) time and space, and it can be reduced to O(n|s||t|) depend on recursive algorithms presents as follow. 
We could compare with the similarity of documents by means of the string kernel described above and spectral clustering method can be used with the document similarity matrix.
III. SPECTRAL CLUSTERING FOR DOCUMENTS
Spectral clustering [6] [7] strongly connects to the graph partitioning problem, which is based on eigende compositions of affinity, dissimilarity or kernel matrices. Let X = {x 1 , . . . , x n } be the set of patterns to cluster. Starting from X, we can build a complete, weighted undirected graph G(V,A) having a set of nodes V = {v 1 , . . . , v n } corresponding to the n patterns and edges defined through the n × n adjacency (also affinity) matrix A. The adjacency matrix for a weighted graph is given by the matrix whose element a ij represents the weight of the edge connecting nodes i and j. Being an undirected graph, the property a ij = a ji holds. Adjacency between two patterns can be defined as follows:
The function h measures the similarity between patterns and typically a Gaussian function is used:
where d measures the dissimilarity between patterns and σ controls the rapidity of decay of h. This particular choice has the property that A has only some terms significantly different from 0, i.e., it is sparse.
The degree matrix D is the diagonal matrix whose elements are the degrees of the nodes of G. It is easy to verify that the minimization of this objective function favors partitions containing isolated nodes. To achieve a better balance in the cardinality of S and S it is suggested to optimize the normalized cut
Ncut S S cut S S assoc S V assoc S V
where the association assoc(S, V ) is also known as the volume of S: The complexity in optimizing these objective functions is very high and for this reason it has been proposed to relax it by using spectral concepts of graph analysis. This relaxation can be formulated by introducing the Laplacian matrix:
which can be seen as a linear operator on G. In addition to this definition of Laplacian there are alternative definitions:
Each definition is justified by special properties desirable in a given context. The spectral decomposition of the Laplacian matrix can give useful information about the properties of the graph. In particular it can be seen that the second smallest eigenvalue of L is related to the graph cut and the corresponding eigenvector can cluster together similar patterns.
Spectral approach to clustering has a strong connection with Laplacian Eigenmaps. The dimensionality reduction problem aims to find a proper low dimensional representation of a data set in a high dimensional space. In each node in the graph, which represents a pattern, is connected just with nodes corresponding to neighboring patterns and the spectral decomposition of the Laplacian of the obtained graph permits to find a low dimensional representation of X. The authors point out the close connection with spectral clustering and Local Linear Embedding providing theoretical and experimental validations.
A. Shi and Malik algorithm
The algorithm proposed by Shi and Malik. [7] applies the concepts of spectral clustering to image segmentation problems. In this framework each node is a pixel and the definition of adjacency between them is suitable for image segmentation purposes. In particular, if x i is the position of the i-th pixel and f i a feature vector which takes into account several of its attributes, they define the adjacency as:
Here R has an influence on how many neighboring pixels can be connected with a pixel, controlling the sparsely of the adjacency and Laplacian matrices. They provide a proof that the minimization of ( , ) Ncut S S can be done solving the eigenvalue problem for the normalized Laplacian L N . In summary, the algorithm is composed of these steps:
1. Construct the graph G starting from the data set X calculating the adjacency between patterns 2. Compute the degree matrix D and the authors suggest to use the median value, zero or the value for which the clustering gives the minimum Ncut. The successive partitioning can be made recursively on the obtained subgraphs or it is possible to use more than one eigenvector.
B. Ng, Jordan and Weiss algorithm
The algorithm that has been proposed by Ng et al. [23] uses the adjacency matrix A as Laplacian. This definition allows to consider the eigenvector associated with the largest eigenvalues as the "good" one for clustering. This has a computational advantage since the principal eigenvectors can be computed for sparse matrices efficiently using the power iteration technique. The idea is the same as in other spectral clustering methods, i.e., one finds a new representation of patterns on the first k eigenvectors of the Laplacian of the graph.
The algorithm is composed of these steps:
1. Compute the affinity matrix In this way all the original points are mapped into a unit hyper sphere.
7. In this new representation of the original n points apply a clustering algorithm that attempts to minimize distortion such as K-means.
As a criterion to choose σ they suggest to use the value that guarantees the minimum distortion when the clustering stage is performed on Y . They tested this algorithm on artificial data sets showing the capability of the algorithm to separate nonlinear structures. Copyright In our case we use a string kernel to define the similarity between two documents and construct the kernel matrix. The data is then embedded into the subspace of the largest eigenvectors of the normalized kernel matrix. Supposed that the similarity of two documents is s ij = s(x i , x j ) , the spectral clustering algorithm is as follows.
Input: Similarity matrix n n S × ∈ , number k of clusters to construct.
1. Compute the diagonal degree matrix D with elements: 
Let

IV. SIMULATION RESULTS
A. Data Set
The Reuters-21578 dataset [8] contains stories for the Reuters news agency. It is currently one of the most widely used datasets for text categorization research. In our experiments we used a subset of the Reuters dataset so that the computation of a full kernel matrix in memory was not a concern. We used the "crude" which contains about 580 documents, the "corn" category which includes 280 documents and a sample of 1100 documents from the "acq" category. Our dataset thus consists of 1720 documents after preprocessing: We removed the stop words that occur in a stop list and any empty documents and convert all characters to lower case. We also removed punctuation and white space and performed stemming on the documents.
B. Experimental Setup
We perform clustering on the dataset using the kmeans and spectral clustering methods with the kernlab package in R. In order to learn more about the effect of the string kernels hyper-parameters on the clustering results we run the clustering algorithms over a range of the length parameter n which controls the length of the strings compared in the two character sets and the decay factor λ. We study the effects of the parameters by keeping the value of the decay parameter λ fixed and varying the length parameter. Note that for each parameter set a new kernel matrix containing different information has to be computed. We use values from n = 3 to n = 14 for the length parameter and λ = 0.2, λ = 0.5 and λ = 0.8 for the decay factor.
We also use both the string (or spectral) and the full string kernel and normalize in order to remove any bias introduced by document length. We thus use a new embedding ( ) ( ) s s φ φ φ = which gives rise to the kernel:
For the classical k-means method we create a term document matrix of the term frequencies and also an inverse term frequencies matrix.
C. Performance measure
We evaluate the performance of the various clustering techniques using the recall rate which is a typical measure for evaluating the performance of a clustering algorithm when the actual labels of the clustered data are known. Given a discovered cluster γ and the associated reference cluster Γ , recall R is defined as:
where n γ Γ is the number of documents from reference cluster Γ assigned to cluster γ , n Γ is the total number of documents in cluster Γ .
D. Results
The main goal of these experiments is to establish if kernel methods along with string kernels are an available solution for grouping a set of text documents. From the experiments we run it became obvious that the λ parameter influences the performance only minimally and thus we chose to look at the results in relation to the string length kernel parameter which seems to have a more profound influence on the performance of the kernel-based clustering methods. The performance of the k-means clustering method is also very similar with both the simple document matrix and the inverse frequency document matrix. Fig. 1 shows the average recall rate over 10 runs for the spectral clustering methods, and the k-means method with the full string kernel compared to the reference recall rate of the inverse term document matrix clustered with a simple k-means algorithm. The plot shows that the spectral method fail to improve over the performance of the standard k-means clustering technique. We also note that the spectral clustering technique provides very stable results. This can be attributed to the fact that the projection of the data into the eigenspace groups the data into tight clusters which are easy to separate with a standard clustering technique. Copyright Fig . 2 shows the recall rate of the spectral clustering method with a string kernel averaged over 10 runs compared to the standard k-means clustering results. This is clearly the best performing clustering method for this set of text documents and also exhibits some interesting behavior. For rather small lengths of substrings considered (3, 4, 5) the performance seems to increase monotonically and at the value of 6 hits a threshold. For the range of values between 6 and 10 the performance increase is much smaller and for the value of 10 the highest recall rate of 0.927 is reached. For higher values of the length parameter the performance drops sharply only to increase again for a string length value of 14. Again this method is very stable and exhibits minimal variance.
We also evaluated the methods in terms of running time. The experiments run on a Linux machine with a 2.6
GHz Pentium 4 CPU. Table 1 provides the running time for the calculation of a full kernel matrix and the running time for the clustering methods. Note that the running time for the kernel-based clustering methods is the time needed to cluster data with a precomputed kernel matrix.
From the results it is clear that most of the computing time is spend on the calculation of the kernel matrix. In this paper, we present a document clustering methods combined with the string kernel and spectral clustering algorithm. Experiments on the Reuters-21578 dataset show that this method outperforms the standard kmeans method in recall rate with a proper string length.
One drawback of the kernel based methods is the time on which spend the computation of the kernel matrix. A suffix tree based implementation of the string kernels as in [11] [12] [18] could provide a solution to this issues.
