We apply iterative methods to three-component diffusion equations and study their convergence in L 2 and in the Sobolev space W 1,∞ . The system is parabolic and mass-conservative. Newton's method converges very fast and its iterations do not leave the set of admissible functions.
Introduction
Since its discovery and later analysis by Darken In the paper we apply Newton's method (see [-] ) to three-component diffusion equations and study the convergence in L  and Sobolev space W ,∞ . The system of equations is strongly coupled, however, the maximum principle presented in Section  confirms its parabolic type. Parabolicity is additionally confirmed by our convergence result for iterative methods. This falsifies the nonparabolicity hypothesis by Danielewski and Holly [] , where they construct an initial concentration whose L  norm increases in time, at least on some interval. The Newton method, known as quasilinearization method, is very useful in modern numerical methods for solving PDE's; see [] . We apply this method to strongly coupled parabolic systems describing diffusing mixtures. This strong parabolicity might have caused weird phenomena, but we have discovered a kind of maximum principle and some conservation laws in this system, hence the iterative methods proposed here behave very well. Our result is very useful in numerical simulations when one wants to construct reliable and fast convergent approximations. Since Newton's method produces linear PDE's satisfying maximum principles and a priori estimates of the respective Green functions or Cauchy kernels, one can find errors estimates much better than those obtained from the Newton-Kantorovich theorem, cf. [, ]. Consider a mixture composed of three different components. 
where D i is the intrinsic diffusitivity of the ith component which we assume to satisfy
The overall ith component flux is a sum of diffusion and convection fluxes:
where v D stands for a drift velocity. By the mass conservation law:
and upon denoting u = c  , v = c  , w = c  we arrive at the following system of equations:
with the initial condition
and the Neumann boundary condition
Let X denote the space consisting of triples of functions (u, v, w 
u, v, w obey the Neumann boundary condition.
Remark . If (u, v, w) ∈ X then the third equation of (.) is not necessary, since w =  -u -v. However, we keep it for a more convenient analysis of some properties of solutions.
Remark . We call
the drift velocity; it describes the marker position. #ARTICLE_URL_DISPLAY_TEXT_FOR_STAMPED_PDF
can be shown by means of the Neumann boundary condition.
Proof Letũ = u + εe λt ,ṽ = v + εe λt ,w = w + εe λt for ε > . We havẽ
There exists λ ∈ R (sufficiently large) such that we have strong differential inequalities:
We claim thatũ > ,ṽ > ,w >  in the whole domain. Suppose that this is not true and take the smallest t 
Uniqueness

Proposition . Assume that
Proof Since every L  -function can be approximated by a sequence of X -functions, it suffices to show the uniqueness of X -solutions w.r.t. the L  -norm. Let (u, v, w) ∈ X and (ū,v,w) ∈ X be solutions to (.)-(.). Denote
and observe that
We have
Using integration by parts we obtain
We examine the nonnegative definiteness of the matrix:
The first two inequalities are true due to the relations:
The condition
implies det(A) ≥  for all admissibleū,w.
Iterative methods
Recall that
Assume that (u () , v () , w () ) coincides with (u  , v  , w  ) at t =  and formulate an iterative method for (.)-(.):
and the Neumann boundary condition. Moreover, assume that
the Neumann boundary condition and
Proof It suffices to show
Hence the statement is proved.
The following theorem establishes a convergence of the iterative method (.)-(.).
Proof As in the previous section denote the increments
. From (.) we have the following differential equations:
Using the Green functions G ,k , G ,k corresponding to the differential operators
we have
where
with some generic constant C not depending on k. By Lemma . there exists M ≥  such that
Applying Lemma A. we have (
Notice that
By the d' Alembert's ratio test the convergence radius is +∞. #ARTICLE_URL_DISPLAY_TEXT_FOR_STAMPED_PDF
We give sufficient conditions for the successive approximations to remain in X .
Proposition . Assume that u
defined by (.) with the first element given by
where k u , k v ∈ X are of the form
Thus we get
Applying Lemma A. we have
and by induction (
Remark . The functions k u , k v ∈ X can be slightly perturbed near the lateral boundary in order to fulfill the Neumann boundary condition.
Convergence of the Newton method
As in the previous section denote
We assume that (u () , v () , w () ) = (u  , v  , w  ) at t =  and formulate the Newton method
with the initial condition (.) and the Neumann boundary condition.
) fulfills (.) with (.) and the Neumann boundary condition,
The only solution to the differential equation
The following theorem establishes the convergence of the Newton method.
By the Green functions G ,k , G ,k :
Using the integration by parts we get
estimates like (.), (.), and xy ≤   (x  + y  ) we obtain
x (t, s, x, y)u 
We apply Lemma A.:
