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Abstract We propose a single effective Hamiltonian to describe the low-energy electronic structure of a 
series of symmetric cationic diarylmethanes, which are all bridge-substituted derivatives of Michler’s 
Hydrol Blue.  Three-state diabatic Hamiltonians for the dyes are calculated using four-electron three-
orbital state-averaged complete active space self-consistent field and multi-state multi-reference 
perturbation theory models.  The approach takes advantage of an isolobal analogy that can be 
established between the orbitals spanning the active spaces of the different substituted dyes.  The 
solutions of the chemical problem are expressed in a diabatic Hilbert space that is analogous to classical 
resonance models.  The effective Hamiltonians for all dyes can be fit to a single functional form that 
depends on the mixing angle between a bridge-charged diabatic state and a superposition representing 
the canonical resonance.  We find that the structure of the bridge-charged state changes in a regular 
fashion across the series.  The change is consistent with an inversion of the sign of the charge carrier on 
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the bridge, which changes from an electron pair to a hole as the series is traversed. 
KEYWORDS diarylmethane dyes, triarylmethane dyes, resonance, model Hamiltonians, effective 
Hamiltonians, Excited States, state-averaged complete active state self-consistent field, SA-CASSCF, 
CASSCF, multi-state multi-reference perturbation theory, MS-CASPT2, CASPT2, valence bond theory 
1. Introduction 
Tri- and di-arylmethane dyes related to Michler’s Hydrol Blue (c.f. Scheme 1) are some of the oldest 
molecules to be synthesized by humankind, and were key players in the development of industrial 
chemistry.[1, 2]  Recent interest in these dyes has focused on the environmental sensitivity of their 
optical response.[3-11]  In particular, a common binding-dependent fluorescence enhancement makes 
these dyes useful biological markers.[4-6, 12]  The fluorescence enhancement is attributed to 
suppression of a competing double-bond isomerization reaction, the rate of which is influenced by the 
local viscosity.[13-16]  
 
As expected from their long history of use, the low-energy electronic excitations of dyes such as in 
 
Scheme 1. 
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Scheme 1 have been subject to numerous modeling studies.  A consistent theme is the notion of 
resonance between “canonical” valence-bond states with opposing charge localization and bond 
alternation (c.f. Scheme 1).[17-24]  In some models, the Hilbert space is extended to cover 
“intermediate” structures, with charge on the bridge, which mediate superexchange between the 
canonical structures.[17, 18, 23, 24]  The inclusion of intermediate structures is motivated by the 
expectation that the one-particle inter-ring transfer matrix element should scale as the overlap between 
ring frontier orbitals, and will be too small to account for the observed strong absorption in the visible 
spectrum.[17, 18]  Alternatively, it has been noted that the inclusion of these states facilitates the 
quantitative parameterization of the dipole observables associated with the low-lying transitions.[23, 24] 
In any case, the charge carrier on the bridge in the “intermediate” structures is frequently taken to have 
the character of a hole for cationic dyes such as in Scheme 1.[17, 18, 23]   
In this paper, we will present and analyze a series of diabatic[25] effective Hamiltonians for the low-
energy spectrum of dyes in Scheme 1.  The Hamiltonians are extracted from state-averaged complete 
active space self-consistent field (SA-CASSCF) and multi-state, multi-reference perturbation theory 
(MSRS2) calculations.  A key element is the identification and exploitation of an isolobal analogy[26] 
between the active spaces of the SA-CASSCF solutions for the different dyes in Scheme 1.  This allows 
the representation of the many-electron states in analogous diabatic states with a valence-bond[27] 
structure.  The structure of the diabatic representations is identified with the structure of the Hilbert 
space of classical resonance-theoretic[17, 18, 28] and modern essential-state[23, 24] models.  We will 
show that the charge carrier on the bridge in the intermediate state changes its sign as the molecular 
series is traversed.  The evolution of the sign of the charge carrier can be described by a one-parameter 
family of model Hamiltonians obtained from the electronic structure computations.   
2. Methods 
2.1. Computations 
 For each dye in Scheme 1, we obtained a ground state minimum geometry using an MP2[29] 
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model with a cc-pvdz basis set[30] (MP2//cc-pvdz).  The Cartesian coordinates of these geometries are 
available in an online supplement.  The geometries of all dyes were non-planar.  This contradicts some 
assertions that have been made in the previous literature concerning Michler’s Hydrol Blue.[31, 32]  
The total twist of the rings across the methine bridge was 300-400.  Where the bridge substituent was 
compatible with C2 symmetry of the Hydrol Blue skeleton, the ground state geometry had this 
symmetry. Even in the symmetric cases there are two rotamers corresponding to different handedness of 
the twist of the bridge; these forms should exchange slowly due to the high barrier imposed by steric 
interaction of the rings.  We worked with the right-handed rotamers. 
For each dye at its ground state minimum, we obtained a solution of the four electron, three orbital, 
three state-averaged complete active space self consistent field[33] problem, using the same basis set 
(SA3-CAS(4,3)//cc-pvdz).  Equal weights were applied to the three states in the average.  The SA3-
CAS(4,3) solutions are for the dye family are analogous (see below). The initial orbitals for the SA-
CASSCF procedure were the UHF charge-natural orbitals[34] obtained for the doubly cationic (i.e. 
ionized) radical species.   
We used the SA-CAS(4,3) adiabatic states for each dye as a reference basis for a multi-state multi-
reference second-order Raleigh-Schrödinger perturbation theory (MSRS2) model.  The zeroth-order 
Hamiltonian was defined on the Boys localized orbitals in the active space, and the state-averaged 
canonical orbitals outside of the active space.  We verified that the results did not depend on whether the 
perturbation was applied in the Boys or state-averaged canonical representation of the active space.  
Only 32 active and closed orbitals were correlated in the perturbation theory.  Since there are more 
orbitals uncorrelated for larger dyes, the error introduced by this is size-dependent.  Based on previous 
calculations on an analogous 2-state averaged model (SA2-CAS(4,3)), Olsen determined that including 
all orbitals in the valence lowered the first excitation energy by ~0.1-0.15eV for all dyes except the 
largest (Malachite Green), for which the error was larger (~0.2eV).[35]   
This is essentially the same protocol that we have used[36, 37] in our previous studies of the 
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chemically related GFP chromophore system.  The adiabatic excitation energies and transition-dipole 
observable of this model have been discussed in a previous paper.  There, it was concluded that the 
SA3-CAS(4,3) model constitutes a balanced low-rank description of the low-lying excitations 
associated with the charge resonance.[38]  The results were found to be insensitive to basis set size, and 
enlargement of the active space.  Expansion of the active space was found to degrade the description of 
the charge difference densities associated with the excitation, for any level of description between the 
four-electron, three-orbital active space and the full π-electron active space. 
The MSRS2 and SA-CASSCF adiabatic states were transformed into a quasi-diabatic representation 
using the block-diagonalization technique described by Pacher and Cederbaum.[39]  The target space of 
the block-diagonalization was spanned by the “covalent” configurations over the Boys-localized active 
orbitals (c.f. Figure 1, bottom left).  These configurations have one doubly filled orbital and one singlet 
pair distributed between the remaining two.  This procedure produces diabatic states that are the same 
when either the SA-CASSCF or MSRS2 eigenvectors are used, because the latter two are related by a 
unitary transformation.  It follows that the block-diagonalization procedure produces the same set of 
quasi-diabatic states in both cases.  However, the transformation mapping the diabatic states onto the 
adiabatic states will be different in the SA-CASSCF and MSRS2 cases. 
The state-averaged ensemble density matrix is invariant to rotations within the state-averaged space 
when the weighting is uniform over the space (as it is here).[40, 41]  It follows that the state averaged 
ensemble density matrix is the same in the adiabatic and diabatic state bases (it is 1/3 times the identity 
in either representation). 
The block-diagonalization algorthithm has been used in other work to produce diabatic states for 
single molecules, in order to analyze nonadiabatic reaction mechanisms.[39, 42, 43]  We are not aware 
of other work where it has been used in conjunction with an isolobal analogy to directly analyze the 
electronic structure of families of similarly substituted molecules (although this does seem to us to be an 
obvious application of the technique). 
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2.2. Analytical Framework 
In this section, we describe a general analytical diabatic-state model Hamiltonian for a symmetric dye 
of the type indicated in Scheme 1.  This model will provide a framework for the interpretation of the 
quantum chemical results, so it is appropriate to introduce it now.  The model is similar in spirit to 
classical resonance-theoretic models of cyanine-like (methine) dyes discussed by Moffitt[18], 
Simpson[28], Brooker[19] and Platt[20], and to recent essential-state models of polymethine[23], 
donor-π-acceptor quadrupolar[24], and triarylmethane[44] dyes that have been developed and applied 
by Painelli and coworkers.  Our contribution here is to show that the structure of the Hilbert space 
invoked in these models (originally based on chemical intuition) can be justified as an approximation to 
the solution of a well-defined quantum chemical problem. 
 The electronic Hamiltonian is defined on a basis of diabatic states, labeled |B〉, |L〉 and |R〉. We  
parameterize the electronic Hamiltonian as 
L Hˆ L = R Hˆ R = 0  (1a) 
B Hˆ B = !  (1b) 
B Hˆ L = B Hˆ R = !!  (1c) 
L Hˆ R = !!  (1d) 
Here the energies of the (degenerate) states |L〉 and |R〉 have been set to zero, ε is the energy of |B〉 
relative to these, τ is the coupling between the extreme states |L〉 and |R〉 to |B〉, and β is the direct 
coupling between the states |L〉 and |R〉.  This is the most general three-state Hamiltonian that is 
consistent with the C2 symmetry of the common bis-N,N’-dimethylaniline skeleton.  
The Hamiltonian (1) can be diagonalized in two steps.  The first step involves a rotation by π/2 in the 
subspace (|L〉,|R〉).  The mixing angle in this subspace is dictated by symmetry, and produces 
superposition states |L ± R〉= L ± R( ) 2  adapted to the C2 molecular symmetry.  The second step 
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involves mixing the intermediate state |B〉 with the even combination of extreme states (i.e. |L + R〉) to 
produce the final adiabatic states.  This second transformation is characterized by a mixing angle θ. 
! = 12 tan
!1 !2 2"
# + $
"
#$
%
&'
 (2) 
 This mixing angle is a characteristic of each dye.  Since the only chemical difference between 
them is the bridge subsituent, we can consider it as a characteristic of the substituent.  We will find it 
useful to use it as an independent variable in our analysis of the electronic structure of the dye series. 
3. Results 
3.1. Isolobal and Isoconfigurational Analogies 
There is an isolobal (orbital) analogy[26, 45] amongst the active orbitals of the SA3-CAS(4,3) 
solutions for the dyes in Scheme 1.  This analogy is shown in Figure 1.  In the Boys-localized active 
space, there are orbitals localized on each of the two rings and the bridge. A similar analogy can be 
found for the two-state averaged SA2-CAS(4,3) problem for these same dyes.[35] 
The isolobal analogy establishes a mapping between the active spaces of the dyes in Scheme 1.  This 
can also be leveraged to generate an isoconfigurational analogy mapping the configurational spaces of 
the different dyes onto one another.  This analogy is highlighted in the bottom left corner of Figure 1.   
The isolobal and isoconfigurational analogies are chemically meaningful only so far as the orbitals 
localize in a similar sense for each dye.  The Boys localization procedure was used.  This localization 
algorithm uses a physically well-defined objective function corresponding to the distance between the 
charge centres of the different orbitals.[46]  The observed fact that it produces a similar localization in 
every case is a reflection of the chemical similarity between the dyes in the set.  The localization 
performs reasonably well for all dyes studied, but is not perfect in any case.  Some of this will be due to 
the requirement of orthogonality.  We note that the corresponding orbitals of the two-state problem 
show a cleaner localization.  The orbitals for Malachite Green (X=–C6H5) shown in Figure 1 are less 
localized than in other cases, as judged by the eye.  This indicates that Malachite Green is a more 
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rigorous test of our analysis than the other dyes here.  
 
3.2. Diabatic States 
Exploiting the isolobal and isoconfigurational analogies described above, we can define an analogous 
set of quasi-diabatic (from here on, just “diabatic”) states by block-diagonalization of the 
Hamiltonian[39] in the basis of analogous singlet configurations generated by the localized active 
orbitals.  The structure of the diabatic states in the basis of configurations is shown in Figure 2.  The 
target space for the block-diagonalization was the 3-dimensional subspace spanned by the “covalent” 
configurations, as indicated in the bottom left of Figure 1.  The diabatic states are the same for the 
MSRS2 and SA-CASSCF calculations, because they depend only on the projection of the space spanned 
by the adiabatic states onto the configuration basis[39]; they are invariant to the unitary transformation 
 
Figure 1. Boys-Localized active orbitals of bridge-substituted derivatives of Michler’s Hydrol 
Blue.  The localized orbitals are analogous to the p orbitals of an allylic anion (middle left).  The 
orbital analogy induces an analogy between singlet configurations constructed over the orbitals 
(lower left). 
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induced by the multi-state MSRS2 treatment.[47] 
There is a clear identification between the diabatic states in Figure 2 and the resonating bond 
structures that have served as the conceptual basis for several models of organic molecular 
optoelectronic properties.[17-24, 28]  In particular, the diabatic states labeled |L〉 and |R〉, which are 
shown in the left and right panels of Figure 2, are analogues of the resonating structures in Scheme 1.  
To see this, note that they are dominated by the configurations |l2br〉 and |lbr2〉, and note also that they 
also carry significant contribution from the “ionic” configurations that represent stabilization of the 
singlets in the dominant configurations.[48]  For |L〉, these are |l2b2〉 and |l2r2〉; for |R〉, these are |b2r2〉 and 
|l2r2〉.  The contribution of these ionic structures indicates that the diabatic states |L〉 and |R〉 represent 
“normal” valence-bond structures, which should be amenable to established parametric descriptions.[27]  
Note that the structure of the states |L〉 and |R〉 do not change much from dye to dye.  In particular, the 
ordering of the contributions from the configurations varies smoothly, and the magnitude of the 
variation is modest on the scale of Figure 2.   
If the states |L〉 and |R〉 are to be identified with the canonical resonating valence-bond structures (c.f. 
Scheme 1), then it is reasonable to suppose that |B〉 should be identified with the “intermediate” 
structure that has been invoked in resonance color theories.[17-20]  In this case, Figure 2 highlights a 
significant point of departure from these models, because in this case the state is not the same for all of 
the dyes in the series.  More specifically, Figure 2 shows a clear transformation over the series from a 
state dominated by the configuration |lb2r〉 to one dominated by |l2r2〉.  In other words, the sign of the 
charge carrier on the bridge in this diabatic state inverts its sign as the series is traversed.   
The state |B〉 also changes in other ways.  For example, there is a clear amplification of the amplitude 
of |B〉 on the “dipolar” covalent (|l2br〉, |lbr2〉) and ionic (|l2b2〉,|b2r2〉) configurations, but this is minor in 
comparison with the change in the dominant configuration.  We also note that Malachite Green also 
appears exceptional, because the relative contribution of the dipolar covalent and ionic configurations is 
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inverted with respect to the broader trend.   
The change in the character of the dominant configuration of |B〉 is the single greatest change that can 
be seen in Figure 2. 
Note also that the ionic configurations that would indicate stabilization of the singlet pair in the 
configuration |lb2r〉 have only small amplitude in |B〉.  This implies that this component of |B〉 represents 
a biradical pair, not a stable chemical bond. 
 
 
3.3. Diabatic Hamiltonians 
The diabatic Hamiltonians calculated using the MSRS2 and SA-CASSCF models are shown in 
Figures 3 and 4, respectively, using the parameters ε, β and τ defined in Equation (1) above.  
 
Figure 2. Amplitudes of block-localized diabatic states in the space of configurations over Boys-
localized orbitals.  Boys orbitals are shown in Figure 1.  Amplitude bars are color-coded by 
configuration; color legend is shown at bottom.  The left to right order for each dye is the same as 
that in the legend.  Labels for orbitals and configurations are the same as indicated in Figure 1. 
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Hamiltonians for asymmetric dyes (i.e. X=–CH3, –OH) were symmetrized by averaging over the 
elements connected with the |L〉 and |R〉 diabatic states.  The magnitude of the asymmetry for these 
elements is shown in Figures 3 and 4 using error bars.  It is only visible to the eye for the case of X=–
OH; even there it is small, so that the use of our symmetric analytical model is a reasonable approach 
even for the asymmetric dyes.  The parameters are plotted against the mixing angle θ (c.f. Equation (2)), 
which is calculated from the parameters themselves. 
The most important point made in Figures 3 and 4 is that the parameters ε and τ  change significantly 
over the set, while β varies over a much smaller range.  
The changes in ε and τ  are consistent with a rotation of the diabatic state |B〉 within a two-dimensional 
subspace characterized by the same rotation angle θ  (c.f. Equation 2).  To see this, presume that the 
state |B〉 can be expanded as 
B = cos !( ) B! + sin !( ) B+  (3) 
We have used the same mixing angle θ that characterizes the mixing of |B〉 with the superposition |L + 
R〉.  Given this, the on- and off-diagonal Hamiltonian elements connected with |B〉 can be written  
B H B = cos2 !( ) B! H B! + sin2 !( ) B+ H B+  (4) 
B H X ! {L,R} = cos !( ) B" H X + sin !( ) B+ H X  (5) 
When these expressions are inserted into Equation (1), we obtain the functional form that was used to 
fit the parameters ε and τ in Figures 3 and 4.  As can readily be seen, these fitted forms describe the 
variation in parameters well (more specifically, the greatest absolute residual is 0.17eV, and is smaller 
than 0.1eV for almost every other case).   This shows that the greatest variation seen in the parameters 
of the diabatic Hamiltonians can be accounted for by a rotation of |B〉 within a two-dimensional space, 
with the rotation characterized by the same mixing angle that characterizes the mixing of |B〉 with |L + 
R〉. 
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There are clearly other differences between the dyes that appear in Figures 3 and 4.  We have not 
explained the variation in the parameter β, nor will we.  The standard deviation in β is 0.06eV for the 
MSRS2 case, and 0.19eV for SA-CASSCF.  These energies are on or within the scale of error that is 
usually associated with multireference perturbation theory estimates of electronic excitation 
energies.[49]  A detailed microscopic account of the variation of this parameter cannot be convincingly 
made using the data set we have.  The approximation that 〈L|H|R〉 is independent of the nature of the 
bridge substituent is consistent with the approximate localization and transferability of the orbitals in 
Figure 1. 
Using the functional fits in Figures 3 and 4, we can extract estimates of the limits of the parameters ε 
and τ.  According to Equations (3) and (4), these can be associated with the energies of the hypothetical 
states |B-〉 amd |B+〉, and with their couplings to |L〉 and |R〉.  The fits to the MSRS2 Hamiltonians 
indicate that 〈B-|H|B-〉 = 1.92 eV and 〈B+|H|B+〉 = -2.54 eV, while the fits to the SA-CASSCF 
Hamiltonians indicate 3.79 eV and -9.32 eV, respectively.  This suggests that the MSRS2 perturbation 
changes the splitting of these states by a very significant amount.  The fits also suggest that the coupling 
of |B+〉 with |L〉 and |R〉 is strong (2.13 eV for MSRS2, 3.32 eV for SA-CASSCF), while the coupling 
associated with |B-〉 is two orders of magnitude smaller (0.02 eV and 0.04 eV, respectively). 
Taking into account the results shown in Figure 2, it is reasonable to think that the subspace spanned 
by |B-〉 and |B+〉 should have a significant contribution from the configurations |lb2r〉 and |l2r2〉.  Since 
the dyes for which θ ~ 0 have |B〉 dominated by comparable contributions of these configurations with 
opposite phase, it would seem a good guess to make the association |B–〉 ~ |lb2r〉 – |l2r2〉 and likewise 
|B+〉 ~ |lb2r〉 + |l2r2〉.  This would be consistent also with the fact that |lb2r〉 and |l2r2〉 are coupled through 
a two-electron excitation, so that the perturbation treatment would shift the energy of the excitation 
significantly, as observed.  It would also be consistent with the low magnitude of the coupling elements 
〈B–|H|L,R〉 inferred from the fits in Figure 3, because the one-electron contributions to the coupling 
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between dominant configurations will cancel (i.e. 〈lb2r|H|l2br〉 = 〈l2r2|H |l2br〉 ~ 〈b|fSA|r〉 where fSA is an 
effective one-particle Hamiltonian – here the state-averaged Fock matrix).  This will be true for any 
approximate model where the correlation contributions are diagonal in the Fock space, which includes 
well-known semi-empirical Hamiltonians.[50] 
 
 
Figure 3.  Effective Hamiltonian parameters for dyes in the set, extracted from SA3-
CAS(4,3)*MSRS2/cc-pvdz quantum chemistry calculations.  The parameters are plotted against 
the mixing angle θ (c.f. equation 2).  
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3.4. Adiabatic States 
The structure of the adiabatic states in the diabatic state basis, calculated using MSRS2 and SA-
CASSCF is shown in Figure 5.   
The structure of the states is broadly consistent with three-state resonance-theoretic models of color in 
cyanine-type chromophores.[18, 23]  In particular, the ground state |S0〉 has a large contribution from the 
even superposition |L+R〉 and a smaller contribution from |B〉, while the first excited state |S1〉 is 
dominated by the odd superposition |L–R〉 and has insignificant contribution from |B〉 (for symmetric 
dyes, vanishing contribution).  The second excited state |S2〉 is dominated by |B〉, with only a very small 
contribution from states |L〉 and |R〉.   
 
Figure 4.  Effective Hamiltonian parameters for dyes in the set, extracted from SA3-
CAS(4,3)/cc-pvdz quantum chemistry calculations.  The parameters are plotted against the 
mixing angle θ (c.f. Equation 2). 
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The sign of the mixing of |B〉 with |L+R〉 is positive for dyes with θ > 0 and negative for θ < 0 (this is 
implicit in the definition of θ). The contribution of |B〉 to |S0〉 is reduced by the application of MSRS2 
for those dyes which have θ > 0, and amplified for dyes with θ < 0.  With this in mind, a revisit to 
Figure 2 indicates that a major effect of the perturbation in MSRS2 is to lower the amplitude of |lb2r〉 in 
the ground state of all dyes.  The change in θ upon application of the MSRS2 treatment is shown in 
Figure 6, and is always positive. 
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Figure 5. Adiabatic states represented on the diabatic basis.  Adiabatic states calculated with 
MSRS2 (deep color) and SA-CASSCF (light color) are expressed through their amplitudes on 
the diabatic states |L〉 (red), |B〉 (green) and |R〉 (blue).  Diabatic states are as shown in Figure 2, 
and are the same for both MSRS2 and SA-CASSCF calculations. 
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4. Discussion 
We have shown that the solutions to a four-electron, three-orbital state-averaged complete active 
space self-consistent field and multi-state, multireference perturbation theory model can be cast in a 
diabatic form with a valence-bond structure identifiable with classical resonance models[17, 18, 20, 28] 
and modern essential-state models[23, 24, 44].  These models are built on a three-state Hilbert space 
spanned by two “canonical” resonating structures, which are conjugate in the sense of flipped polarity 
and bond alternation (c.f. Scheme 1), and by a third “intermediate” structure with charge on the bridge.   
Despite the similarity in gross structure between our results and earlier resonance models, we have 
highlighted an important difference.  Whereas earlier models usually assumed that the charge on the 
bridge is carried by a hole, our results indicate that the charge can be carried by an electron pair for 
 
Figure 6.  Comparison of the mixing angle θ  (c.f. Equation 2) calculated using the SA-
CASSCF (horizontal axis) or MSRS2 (vertical axis) adiabatic states.  The dotted line represents 
identity between the two sets.  
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certain members of the dye class.  The charge carrier changes sign as the series is traversed.  The 
progress of the sign change can be expressed as a rotation of the intermediate state in a two-dimensional 
subspace, with the rotation angle slaved to the angle θ that determines the mixing between the 
intermediate and the canonical resonant state.  In many previous models, the assumption that the charge 
in the intermediate state had the same character as in the canonical states was consistent with the use of 
a single-particle model.  For example, even though Pauling reasoned with valence-bond (i.e. many-
body) structures akin to those in Scheme 1, the model he ended up proposing was essentially an 
orthogonal tight-binding model for the motion of a positive charge.[17]  In Moffitt’s treatment of the 
formamidinium ion, he implicitly used a complete active space expansion as we have done here, but 
then assumed that the effect of the structure with negative charge on the bridge could be treated as a 
perturbation.[18]  Our results contradict this assumption. 
The angle θ is broadly, but imperfectly, correlated with the Brown-Okamoto substituent parameter 
σP+.  This parameter is a measure of the ability of the subsituent to stabilize positive charge through 
conjugative interactions.[51]  The correlation is shown in Figure 7.  A visual inspection of the fits 
indicates that the poor quality of the regression is due to deviation in the specific cases of X = –CN and 
–C6H5.  For X = –CN, the Brown-Okamoto σP+ parameter[51] is the same as the Hammett parameter, 
and so it is arguable whether it is appropriate description of the channel for conjugative substituent 
effects relevant here.  For X = –C6H5, the origin of the deviation is not so clear.  Given that Malachite 
Green is also an outlier in terms of the orbital localization and the structure of the diabatic states, it may 
well be that the theoretical model we are using does not apply so well for this case.  It seems that the 
best we can say is that the substituent channel is similar to the channel for electrophilic aromatic 
substitution, but only for cases where the substituent is not aromatic and where σP+ ≤ 0. 
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If the parameter fits for ε and τ obtained in Figures 3 and 4 are inserted into the model Hamiltonian in 
Equation (1), and the adiabatic excitation energies calculated from this, one obtains a prediction that can 
be tested.  Specifically, the S0-S1 excitation energy should begin to rise again with increasingly negative 
θ.  To the extent that the angle θ is determined by the electrodonation/withdrawal properties of the 
substituent, this suggests that a hypsochromic shift should be observed for substituents that are 
significantly more electron-withdrawing than –CN.  This would amount to a violation of the Dewar-
Knott rule for the absorption of these dyes, which says that electron-withdrawing substituents on the 
central methine lead to a lower first excitation energy[35, 52, 53] 
Figure 5 shows that the adiabatic state |S2〉 is dominated by |B〉, particularly for dyes with θ < 0.  Our 
 
Figure 7.  Comparison of the mixing angle θ (c.f Equation 2) with the Brown-Okamoto 
substituent parameter σP+. 
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analysis of the structure of state |B〉 indicates that it contains a significant singlet biradical interaction 
between the heterocyclic rings on either end of the dye.  Since the rings are separated in space, the 
associated exchange interaction should be small, leading to a small splitting between single and triplet 
states with the same diradical and enhanced intersystem crossing.  Hence, another strategy for 
experimental testing of our framework would be to investigate the relative acceleration of intersystem 
crossing in S2 relative to S1.   
We have shown that the intermediate state |B〉 interpolates between two limiting states |B–〉 and |B+〉, 
which we suggest are approximately given as the minus and plus superpositions of the configurations 
|lb2r〉 and |l2r2〉.  The data in Figures 3 and 4 suggests that the energy difference between these limiting 
cases changes dramatically upon the application of the perturbation theory treatment.  This is consistent 
with these states being coupled through a two-electron excitation.  When the low-lying states are 
represented in canonical orbital configurations, there is a low-energy double electron excitation that 
mixes into both the |S0〉 and |S2〉 states.  We have previously argued that the presence of this low-lying 
double excitation can be anticipated by considering the Hückel-theoretic model of the corresponding 
odd-alternant hydrocarbon reference.[37]  Our results here are consistent with a lowering of the energy 
of the double excitation when the electronic correlation model is improved, such as also occurs for the 
dark 21Ag state of polyenes.[54] 
We emphasize that it is not at all obvious to us why the angle that characterizes the remixing of |B〉 
should be the same as the angle that characterizes the mixing of |B〉 with |L ± R〉.  This appears to be a 
property of the self-consistent field solution that we have obtained for the dyes in this set, and we 
conjecture that it may be characteristic of other dyes in this class.  The remixing of |B〉 suggested by 
Figures 3 and 4 suggests that at least a four-state model would be needed in order to achieve matrix 
elements that were approximately constant over the set (as is often useful in diabatic state 
representations[25] of the electronic structure of a single molecule over multiple geometries). We have 
attempted to obtain analogous solutions to the evenly-weighted four-state problem (i.e. SA4-CAS(4,3)), 
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but have found for each case that the solution either does not converge or converges to a symmetry-
broken solution.  Non-evenly weighted four-state solutions can be found which have the same orbital 
structure as in Figure 1.  However, the interpretation of these solutions using methods we employ here is 
not straightforward, because the diagonal form of the state-averaged ensemble density matrix would not 
be preserved by a unitary diabatization on the target space[41].  Some additional conceptual apparatus 
needs to be developed before these solutions can be meaningfully discussed.  We leave this for later 
work. 
We note that the isolobal analogy established by the SA3-CAS(4,3) solutions (c.f. Figure 1) also 
establishes an analogy between these dyes and the chromophore of the green fluorescent protein.[37, 38, 
43]  A similar, even broader, analogy can also be found within the active space of the analogous two-
state SA2-CAS(4,3) solutions.[35, 36, 55]  Both these dyes and GFP chromophores display a common 
binding-dependent fluorescence enhancement associated with the suppression of a common double-
bond photoisomerization chemistry in the excited state.[4-7, 56-58]  Our ongoing work shows that this 
analogy can also be applied to electronic structure along the photoisomerization coordinates of some of 
the dyes studied here.  We will report on these analogies in future work.  It does seem to us now that 
there is a general physics underlying the excited state behavior in all of these systems, and an 
opportunity for the development and application of quite general model Hamiltonians for fluorogenic 
monomethine dyes.   
In our previous study of the photoisomerization behavior of the anionic GFP chromophore, we 
showed that the photoisomerization along two possible coordinates was correlated with a remixing of 
the state |B〉 with one or the other of the states |L〉, |R〉.[43]  It is reasonable to ask if the change we report 
here for the structure of the state |B〉 will affect the nature of the photoisomerization coordinate.  
Preliminary results suggest the answer is affirmative.  We will take this up again in future work. 
5. Conclusion 
We have expressed a four-electron, three-orbital state-averaged complete active space self-consistent 
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field and multireference perturbation theory model for cationic diarylmethanes[38] in a diabatic form,  
This structure of the diabatic states are analogous to the valence-bond structures invoked in resonance-
theoretic models of the low-energy spectra of these dyes.  The model predicts that the “intermediate” 
state mediating superexchange between the canonical resonating structures can be negative, even though 
the charge in the resonating states is positive.  The sign of the charge carrier in the intermediate state is 
not the same for all dyes in the family.  The evolution of the sign of the charge carrier can be described 
using a one-parameter family of model Hamiltonians.  Future work will investigate the consequences of 
the change in the charge carrier for photochemical processes in the low-energy excited states. 
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