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ABSTRACT
In this paper we address speaker-independent multichannel speech
enhancement in unknown noisy environments. Our work is based
on a well-established multichannel local Gaussian modeling frame-
work. We propose to use a neural network for modeling the speech
spectro-temporal content. The parameters of this supervised model
are learned using the framework of variational autoencoders. The
noisy recording environment is supposed to be unknown, so the
noise spectro-temporal modeling remains unsupervised and is based
on non-negative matrix factorization (NMF). We develop a Monte
Carlo expectation-maximization algorithm and we experimentally
show that the proposed approach outperforms its NMF-based coun-
terpart, where speech is modeled using supervised NMF.
Index Terms— Multichannel speech enhancement, local Gaus-
sian modeling, variational autoencoders, non-negative matrix factor-
ization, Monte Carlo expectation-maximization.
1. INTRODUCTION
Speech enhancement is a classical problem of speech processing
which aims at recovering a clean speech signal from a noisy record-
ing [1]. In this work we focus on multichannel speech enhancement
in additive noise, with static (non moving) speech and noise sources.
We follow a statistical approach based on a local Gaussian model
of the time-frequency (complex-valued) signal coefficients. This ap-
proach has been very popular for addressing the audio source sep-
aration problem [2, 3, 4, 5, 6, 7, 8, 9]. In the multichannel case,
the covariance matrix of this model can be structured as the product
of a time-frequency-dependent variance, accounting for the spectro-
temporal content of the source signal, and a frequency-dependent
spatial covariance matrix (SCM), accounting for the spatial prop-
erties of the image signal [3]. The variance term was further struc-
tured by means of a non-negative matrix factorization (NMF) model
in [2, 4, 5, 6]. More recently, within this local Gaussian modeling
framework based on SCMs, deep neural networks (DNNs) were in-
vestigated as a variance model [8]. However, in [8] the DNN is not
really integrated in the generative source modeling, it is rather used
as an ad-hoc “deterministic” variance estimator.
For single-channel speech enhancement, DNN-based discrimi-
native approaches have been successfully investigated for estimat-
ing either time-frequency masks or clean spectrograms from noisy
spectrograms [10]. Very recently, DNN-based generative models,
and in particular variational autoencoders (VAEs) [11], have been
employed for single-channel speech enhancement [12, 13, 14]. In
[13] we highlighted conceptual similarities between this approach
and a more conventional generative model based on Itakura-Saito
NMF [15]. We also showed that the VAE-based speech model out-
performed its NMF-based counterpart.
This work is supported by the ERC Advanced Grant VHIA #340113.
In this paper, we present an extension of [13] to the multichan-
nel case. The speech and noise models are based on the above-
mentioned multichannel local Gaussian modeling approach. The
speech source spectro-temporal content is further modeled in a su-
pervised way by means of a DNN, whose parameters are learned
using the VAE framework. We do not assume any prior knowl-
edge on the recording environment, so the multichannel images of
both the speech and the noise signals include a free SCM model.
Moreover the noise source spectro-temporal model remains unsuper-
vised and is based on NMF. We propose a Monte Carlo expectation-
maximization (MCEM) algorithm [16] for estimating the model pa-
rameters. Experiments show that our approach outperforms its NMF
counterpart [6], where the speech signal is modeled using supervised
NMF. Note that a similar model for multichannel speech enhance-
ment was published independently in [17], after we submitted this
paper. It is also combines VAE and NMF within a multichannel lo-
cal Gaussian modeling framework, but it relies on a fully Bayesian
approach.
2. VAE-BASED SPEECH SOURCE MODEL
We work in the short-term Fourier transform (STFT) domain where
B = {0, ..., F − 1}×{0, ...,N − 1} denotes the set of time-frequency
bins. For (f, n) ∈ B, f denotes the frequency index and n the time-
frame index. As in [12, 13], independently for every (f, n) ∈ B, we
consider the following generative speech source model involving a
latent random vector zn ∈ RL:
zn ∼ N (0, I); (1)
sfn ∣ zn ∼ Nc(0, σ2f(zn)), (2)
where N (µ,Σ) denotes the multivariate Gaussian distribution for
a real-valued random vector,Nc(µ,σ2) denotes the univariate com-
plex proper [18] Gaussian distribution and I is the identity matrix of
appropriate size. As represented in Fig. 1a, {σ2f ∶ RL ↦ R+}F−1f=0 is a
set of non-linear functions provided by a DNN which takes as input
zn ∈ RL. In the following, we will denote by θs the parameters of
this generative network, which can be seen as a model of the speech
short-term power spectral density [19].
A key contribution of VAEs is to provide an efficient way of
learning the parameters θs of such a generative model [11]. Let
s = {sn ∈ CF }N−1n=0 be a training dataset of clean-speech STFT
spectra and z = {zn ∈ RL}N−1n=0 the set of associated latent random
vectors. Taking ideas from variational inference, the parameters θs
are estimated by maximizing a lower bound L (θs,φ) of the log-
likelihood lnp(s;θs) defined by:L (θs,φ) = Eq(z∣s;φ) [lnp (s ∣ z;θs)] −DKL (q (z ∣ s;φ) ∥ p(z)) ,
(3)
where q (z ∣ s;φ) approximates the intractable true posterior dis-
tribution p(z ∣ s;θs), and DKL(q ∥ p) = Eq[ln(q/p)] is the
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(a) Generative network. (b) Recognition network.
Fig. 1: Neural network architectures. The number next to each layer
indicates its size. Further architecture details are given in Section 5.
Kullback-Leibler divergence. Independently for all the dimensions
l ∈ {0, ..., L − 1} and all the time frames n ∈ {0, ...,N − 1},
q(z ∣ s;φ) is defined by:
zl,n ∣ sn ∼ N (µ˜l (∣sn∣⊙2) , σ˜2l (∣sn∣⊙2)) , (4)
where zl,n = (zn)l and (⋅)⊙⋅ denotes element-wise exponentiation.
As represented in Fig. 1b, {µ˜l ∶ RF+ ↦ R}L−1l=0 and {σ˜2l ∶ RF+ ↦
R+}L−1l=0 are non-linear functions provided by a DNN which takes as
input the speech power spectrum at a given time frame. φ denotes
the parameters of this recognition network, which also have to be
estimated by maximizing the variational lower bound defined in (3).
Using (1), (2) and (4) we can develop (3) as follows:
L (θs,φ) c= − F−1∑
f=0
N−1∑
n=0 Eq(zn ∣sn;φ) [dIS (∣sfn∣2 ;σ2f(zn))]
+ 1
2
L−1∑
l=0
N−1∑
n=0 [ln σ˜2l (∣sn∣⊙2) − µ˜l (∣sn∣⊙2)2 − σ˜2l (∣sn∣⊙2)] , (5)
where c= denotes equality up to an additive constant and dIS(x; y) =
x/y − ln(x/y) − 1 is the Itakura-Saito divergence. Finally, using
the so-called “reparametrization trick” [11] to approximate the in-
tractable expectation in (5), we obtain an objective function which
is differentiable with respect to both θs and φ and can be optimized
using gradient-ascent-based algorithms. It is important to note that
the only reason why the recognition network is introduced is to learn
the parameters of the generative network.
3. COMPLETE MULTICHANNEL MODEL
In the previous section we have seen how to learn the parameters
of the generative model (1)-(2). This model can then be used as a
speech source signal probabilistic prior for a variety of applications.
In this paper we are interested in multichannel speech enhancement.
We now present the model developed for this task. In the following,
I denotes the number of microphones, and probabilistic models are
defined independently for all time-frequency points (f, n) ∈ B.
The multichannel speech signal sfn ∈ CI is modeled as follows:
sfn ∣ zn ∼ Nc(0,Σs,f(zn)), (6)
where Σs,f(zn) ∶= σ2f(zn)Rs,f . σ2f(⋅) was introduced in (2) and
models the speech signal power spectral density, zn follows the prior
in (1), Rs,f ∈ CI×I is the speech signal spatial covariance matrix
(which is Hermitian positive definite) [3] and Nc(µ,Σ) is the mul-
tivariate complex proper Gaussian distribution.
The multichannel noise signal bfn ∈ CI is modeled as follows:
bfn ∼ Nc(0,Σb,fn), (7)
where Σb,fn ∶= (WbHb)f,nRb,f , with Wb = [wb,fk]f,k ∈
RF×Kb+ , Hb = [hb,kn]k,n ∈ RKb×N+ and Rb,f ∈ CI×I is the noise
SCM (which is also Hermitian positive definite). The noise spectro-
temporal content is thus modeled by NMF [15], and it remains
unsupervised, i.e. Wb and Hb will be estimated from test data (and
so will be the speech and noise SCMs).
The noisy mixture signal xfn ∈ CI is finally modeled by:
xfn = √gnsfn + bfn, (8)
where gn ∈ R+ is a gain parameter whose importance has been ex-
perimentally shown in [13]. We further assume the independence of
the speech and noise signals so that:
xfn ∣ zn ∼ Nc(0,Σx,fn(zn)), (9)
where Σx,fn(zn) ∶= gnΣs,f(zn) +Σb,fn.
4. MCEM ALGORITHM AND INFERENCE
Let θu = {Wb,Hb,{Rs,f ,Rb,f}F−1f=0 ,g = [g0, ..., gN−1]⊺} be the
set of model parameters to be estimated. In this section we develop
an MCEM algorithm [16] for this aim. Remember that the parame-
ters θs of the speech source model have been learned during a train-
ing phase (see Section 2). The set of observed data is denoted by
x = {xfn}(f,n)∈B while the set of latent variables is z = {zn}N−1n=0 .
We will also use xn = {xfn}F−1f=0 to denote all the observations for a
given time frame n ∈ {0, ...,N − 1}.
Monte Carlo E-Step. Let θ⋆u denote the current model parameters.
At the E-step of a standard EM algorithm, we would compute the fol-
lowing conditional expectation of the complete-data log-likelihood
Q(θu;θ⋆u) = Ep(z∣x;θs,θ⋆u) [lnp(x,z;θs,θu)]. However, due to
the non-linear relationship between the latent variables and the ob-
servations, we cannot compute this expectation in an analytical form.
We thus approximate Q(θu;θ⋆u) using an empirical average:
Q˜(θu;θ⋆u) c= − 1
R
R∑
r=1 ∑(f,n)∈B [ tr (xfnxHfn [Σx,fn(z(r)n )]−1 )+ ln det (Σx,fn(z(r)n ))], (10)
where ⋅H denotes the Hermitian transpose operator, tr(⋅) and det(⋅)
denote respectively the trace and determinant of a matrix, and{z(r)n }Rr=1 is a sequence of samples asymptotically drawn from the
posterior p(zn ∣ xn;θs,θ⋆u) using a Markov chain Monte Carlo
(MCMC) method. This approach forms the basis of the MCEM
algorithm. Here we use the Metropolis-Hastings algorithm [20].
Note that unlike the standard EM algorithm, the likelihood is not
guaranteed to increase at each iteration. Nevertheless, some conver-
gence results in terms of stationary point of the likelihood can be
obtained under suitable conditions [21].
At the m-th iteration of the Metropolis-Hastings algorithm and
independently for all n ∈ {0, ...,N − 1}, we first draw a sam-
ple z˜n from a random walk proposal distribution: zn ∣ z(m−1)n ∼N (z(m−1)n , 2I). Using the symmetry of this proposal distribution,
we then compute the following acceptance probability:
αn =min⎛⎝1, p(z˜n)∏F−1f=0 p(xfn ∣ z˜n;θs,θ⋆u)p (z(m−1)n )∏F−1f=0 p (xfn ∣ z(m−1)n ;θs,θ⋆u)⎞⎠. (11)
Then we draw un from a uniform distribution U ([0,1]). If un <
αn, we accept the sample and set z
(m)
n = z˜n, otherwise we reject the
sample and set z(m)n = z(m−1)n . We only keep the last R samples for
computing Q˜(θu;θ⋆u), i.e. we discard the samples drawn during a
so-called burn-in period.
M-Step. At the M-step, we want to minimize the cost functionC(θu) ∶= −RQ(θu;θ⋆u) with respect to θu. Similarly to [6], we
adopt a majorization-minimization approach for solving this opti-
mization problem. From (10), (9), (7), (6) and using inequalities
defined in Appendix A, we can show that C(θu) ≤ G(θu,Φ,Ω)
where the majorizing function is defined by:G(θu,Φ,Ω) = −IFNR
+ R∑
r=1 ∑(f,n)∈B
⎡⎢⎢⎢⎢⎣ 1gnσ2f (z(r)n ) tr(xfnxHfn (Φ(r)0,fn)
H
R−1s,fΦ(r)0,fn)
+ Kb∑
k=1
⎛⎝ 1wb,fkhb,kn tr(xfnxHfn (Φ(r)k,fn)H R−1b,fΦ(r)k,fn)
+wb,fkhb,kn tr((Ω(r)fn )−1 Rb,f)⎞⎠
+ gnσ2f (z(r)n ) tr((Ω(r)fn )−1 Rs,f) + ln det (Ω(r)fn )⎤⎥⎥⎥⎥⎦, (12)
where Φ = {Φ(r)k,fn ∈ CI×I}r,k,f,n, Ω = {Ω(r)fn ∈ CI×I}r,f,n
are auxiliary variables. This upper bound is tight, i.e. C(θu) =G(θu,Φ,Ω) if
Ω
(r)
fn = Σx,fn (z(r)n ) ; (13)
Φ
(r)
0,fn = gnσ2f (z(r)n )Rs,f [Σx,fn (z(r)n )]−1 ; (14)
Φ
(r)
k,fn = wb,fkhb,knRb,f [Σx,fn (z(r)n )]−1 ∀k ∈ {1, ...,Kb}.
(15)
Although not jointly convex, G(θu,Φ,Ω) is separately convex in
each of the individual parameters gn, wb,fk, hb,kn, Rs,f and Rb,f .
We will therefore update individually and alternatively those param-
eters, which corresponds to a (block) coordinate approach. For one
of those parameters, the general procedure consists in canceling the
partial derivative of G(θu,Φ,Ω). In this way we obtain an update
that depends on the auxiliary variables. We then inject in this update
the expressions of the auxiliary variables that make the upper bound
tight, which are given by (13)-(15). For notational convenience, let
us first introduce:
M
(r)
fn ∶= (Σx,fn (z(r)n ))−1 xfnxHfn (Σx,fn (z(r)n ))−1 . (16)
The resulting updates are given as follows:
wfk ← wfk
⎡⎢⎢⎢⎢⎢⎢⎢⎣
R∑
r=1
N−1∑
n=0 hkn tr [M(r)fnRb,f ]
R∑
r=1
N−1∑
n=0 hkn tr [(Σx,fn (z(r)n ))−1 Rb,f]
⎤⎥⎥⎥⎥⎥⎥⎥⎦
1/2
; (17)
hkn ← hkn
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
R∑
r=1
F−1∑
f=0 wfk tr [M(r)fnRb,f ]
R∑
r=1
F−1∑
f=0 wfk tr [(Σx,fn (z(r)n ))−1 Rb,f]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
1/2
; (18)
gn ← gn
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
R∑
r=1
F−1∑
f=0 σ2f (z(r)n ) tr [M(r)fnRs,f ]
R∑
r=1
F−1∑
f=0 σ2f (z(r)n ) tr [(Σx,fn (z(r)n ))−1 Rs,f]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
1/2
. (19)
Updating the SCMs is done by solving the two following algebraic
Riccati equations (see the procedure in [6, Appendix I]):
Rs,f [ R∑
r=1
N−1∑
n=0 gnσ
2
f (z(r)n ) (Σx,fn (z(r)n ))−1]Rs,f
= R˜s,f [ R∑
r=1
N−1∑
n=0 gnσ
2
f (z(r)n )M(r)fn ] R˜s,f ; (20)
Rb,f [ R∑
r=1
N−1∑
n=0 (WbHb)f,n (Σx,fn (z(r)n ))−1]Rb,f
= R˜b,f [ R∑
r=1
N−1∑
n=0 (WbHb)f,nM(r)fn ] R˜b,f , (21)
where R˜s,f and R˜b,f denote the SCMs before update. Note that
Σx,fn (z(r)n ) and therefore M(r)fn should be updated after each one
of the updates (17)-(21).
The criterion C(θu) suffers from scale indeterminacies between
Rb,f and wb,fk, and also between wb,fk and hb,kn. At each itera-
tion of the algorithm, we compensate these indeterminacies by nor-
malizing the noise SCM so that tr(Rb,f) = 1 (and scaling the rows
of Wb accordingly so that the criterion remains unchanged) and by
normalizing the noise dictionary matrix so that∑F−1f=0 wb,fk = 1 (and
scaling the columns of Hb accordingly).
Speech reconstruction. Once the unsupervised model parameters
are estimated with the MCEM algorithm, we need to estimate the
multichannel speech signal. For all (f, n) ∈ B, let s˜fn = √gnsfn
be the scaled version of the multichannel speech signal. We estimate
this vector according to its posterior mean:
ˆ˜sfn = Ep(s˜fn ∣xfn;θs,θu) [s˜fn]= Ep(zn ∣xn;θs,θu) [Ep(s˜fn ∣xn,zn;θs,θu) [s˜fn]]= Ep(zn ∣xn;θs,θu) [gnΣs,f(zn) (Σx,fn (zn))−1]xfn. (22)
As before, (22) cannot be computed in an analytical form, and it is
approximated with the Metropolis-Hastings algorithm as done in the
E-Step. This speech signal estimate corresponds to a probabilistic
multichannel Wiener filtering averaged over all possible realizations
of the latent variables according to their posterior distribution. Note
that the noise signal can be estimated in a similar way.
5. EXPERIMENTS
Baseline method: We compare our method with its NMF counterpart
proposed in [6]. In this paper, the multichannel speech signal is mod-
eled by sfn ∼ Nc(0, (WsHs)f,nRs,f), where Ws ∈ RF×Ks+ and
Hb ∈ RKs×N+ . Compared with the proposed model defined in (6),
the deep-learning based variance model is replaced by a more con-
ventional NMF model. For this baseline method, we also consider
a supervised speech model by learning the NMF dictionary matrix
Ws on the training dataset. The noise model remains unsupervised
and is identical to the one defined in (7).
Database: The supervised speech model parameters are learned
from the training set of the TIMIT database [22]. It contains al-
most 4 hours of single-channel 16-kHz speech signals, distributed
baseline
proposed
rank of the NMF speech model for the baseline method / latent space dimension for the proposed method
Fig. 2: Speech enhancement results in terms of SDR, PESQ and STOI measures. The value of the median is indicated above each boxplot.
over 462 speakers. For the evaluation of the speech enhancement
algorithms, we created 168 stereophonic noisy mixtures of about 3
seconds each. We used the monophonic clean speech signals from
the TIMIT test set (speakers and sentences are different than in the
training set) and converted them to stereophonic signals as follows:
We uniformly drew a direction of arrival within [-90, 90]° and we
delayed one channel with respect to the other accordingly, assum-
ing a free field propagation. We then mixed the resulting signals
with stereophonic non-stationary noise signals from the DEMAND
database [23] (using channels 1 and 3), at a 0 dB signal-to-noise ra-
tio. The different noisy recording environments are domestic, nature,
office, indoor public spaces, street and transportation.
Parameters setting: The STFT is computed using a 64-ms sine
window (i.e. F = 513) with 75%-overlap. The proposed and base-
line methods are compared for different settings of the dimension of
the latent space L and the rank Ks of the NMF speech model. For
fair comparison, we set L = Ks ∈ {8,16,32,64,128}. The rank
of the noise model is arbitrarily fixed to Kb = 10 for both methods.
Unsupervised NMF parameters are randomly initialized and SCMs
are initialized with identity matrices. For the proposed method, g is
initialized with an all-ones vector. Similarly as in [13], the Markov
chain at the first MCEM iteration is initialized using the recognition
network taking the noisy mixture as input. Then, at each new E-Step,
we use the last sample drawn at the previous E-Step to initialize the
Markov chain. We then run 40 iterations of the Metropolis-Hastings
algorithm with 2 = 0.01, and we discard the first 30 samples as the
burn-in period. The algorithms for the proposed and the baseline
methods are run for 50 iterations.
Neural network: The generative and recognition networks are
represented in Fig. 1. Each network is feed-forward and fully-
connected, with hidden layers using rectified linear units (ReLUs)
[24] and batch normalization [25]. Output layers use identity acti-
vation functions, so they output real-valued coefficients which is the
reason why we consider logarithm of variances. The preprocessing
layer of the recognition network consists in computing the logarithm
of the input speech power spectra and applying a frequency-wise
standardization (zero-mean and unit-variance) based on the training
set. For jointly learning the parameters of the generative and recog-
nition networks (see Section 2), we use the Adam optimizer [26]
with a step size of 10−3, exponential decay rates of 0.9 and 0.999 for
the first and second moment estimates, respectively, and an epsilon
of 10−7 for preventing division by zero. 20% of the TIMIT training
set was kept as a validation set, and early stopping with a patience
of 10 epochs was used. Weights were initialized using the uniform
initializer described in [27]. The network architecture was chosen
based on the cost function on the validation set.
Results: The speech enhancement results are presented in Fig. 2
in terms of signal-to-distortion ratio (SDR) [28], perceptual evalu-
ation of speech quality (PESQ) measure [29] and short-time objec-
tive intelligibility (STOI) measure [30]. We see that according to all
measures, the proposed method outperforms its NMF-based counter-
part. In terms of SDR, for the best configuration of the two methods
(L = Ks = 16), we have a 2.2 dB improvement in median. It is
also interesting to observe that all the performance measures for the
baseline method tend to decrease as Ks increases (above 16). In-
creasing the number of parameters makes the optimization problem
more difficult to solve. For the proposed method, this behaviour also
appears (although to a lesser extent) in terms of SDR only, not in
terms PESQ or STOI. Our better performance is however obtained
at the expense of a higher computational time. Due to the Monte
Carlo E-Step, and with the above-mentioned parameters setting, one
iteration of the proposed method is about seven times more expen-
sive than one iteration of the baseline method. For reproducibility,
a Python implementation of our algorithm and audio examples are
available online.1
6. CONCLUSION
In this work, we proposed a multichannel speech enhancement
method using a probabilistic speech source model based on varia-
tional autoencoders. The noise model was based on unsupervised
NMF, which makes the method nicely flexible and able to adapt to
any (non-stationary) noisy environment. Experiments demonstrated
that the proposed approach outperforms its NMF-based counterpart.
The main limitation of this work is the increased computational
time. In future work, we will replace the MCEM algorithm by a
variational EM algorithm, in order to speed up the inference.
A. INEQUALITIES
Let Σ ∈ CI×I be a positive definite matrix. As Σ ↦ ln det (Σ)
is a concave function, it can be majorized at an arbitrary point
using a first-order Taylor expansion: ln det (Σ) ≤ ln det (Σ0) +
tr (Σ−10 Σ) − I , where Σ0 ∈ CI×I is a positive definite matrix [31,
p. 641]. Moreover, equality holds if Σ0 = Σ.
For any positive definite matrix Σ ∈ CI×I , and any matrix A ∈
CI×I , Σ ↦ tr (Σ−1A) is a convex function. Therefore, for any
set of Hermitian positive definite matrices {Σk ∈ CI×I}k, Jensen’s
trace inequality gives tr ((∑k Σk)−1 A) ≤ ∑k tr (Σ−1k ΦkAΦHk ),
where Φk ∈ CI×I and ∑k Φk = I [32]. Moreover, equality holds if
Φk = Σk (∑k′ Σk′)−1.
1https://team.inria.fr/perception/icassp-2019-mvae/
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