ABSTRACT The minimum vertex cover problem is a well-known optimization problem; it has been used in a wide variety of applications. This paper focuses on rough set-based approach for the minimum vertex cover problem of the dynamic and static hypergraphs. First, we demonstrate the relationship between the attribute reduction of decision table and the minimum vertex cover of hypergraph, and the minimum vertex cover problem is converted to an attribute reduction problem based on this relationship. Then, we discuss the update mechanism of minimum vertex cover from the perspective of attribute reduction, and two types of incremental attribute reduction algorithms are proposed, one is the dynamic increase of single vertex and the other is the dynamic increase of multiple vertices. Our algorithms can quickly update the minimum vertex cover in a dynamic hypergraph and improve the rough sets-based method for the minimum vertex cover problem of a static hypergraph in terms of the computational time and the solution quality. The experimental results show the advantages and limitations of the proposed algorithms compared with the existing algorithms.
I. INTRODUCTION
The minimum vertex cover problem (MVCP) is a well-known optimization problem with a wide range of important applications such as network security, wireless communication, industrial machine assignments and data aggregation [1] - [5] , the purpose of MVCP is to find a minimum subset of vertices that contains at least one endpoint of each edge. The MVCP has also been applied to many real-word applications [6] . For example, urban traffic network leads in all directions and the passenger flow of transit is increasing day by day. More and more merchants choose urban traffic platforms to launch advertisements for attracting customers. The merchants try to seek some traffic platforms which can connect every road while spending as little as possible. Urban traffic networks can be treated as an undirected graph, each traffic platform can be treated as a vertex, and each road can be treated as an edge in this graph. This real-world application is actually a MVCP. The MVCP is an NP-hard combinatorial problem [7] - [9] , the existing methods can be categorized along the following two types: exact algorithm and heuristic algorithm. The objective of the exact algorithms is to find the optimal solution, but the exact algorithms can not solve the MVCP of large scale data. Therefore, the heuristic algorithms are usually used to solve the MVCP of large scale data. In recent decades, many heuristic algorithms for MVCP are developed. Gilmour and Dras [10] presented a framework that allows the exploitation of existing techniques and resources to integrate such structural knowledge into the ant colony system meta-heuristic for the vertex cover problem. Richter et al. [11] presented a stochastic local search algorithm for the vertex cover problem, called COVER, it has good performance on the benchmarks. Cai et al. [12] first presented an edge weighting local search algorithm that works with a partial vertex cover, and proposed a configuration checking strategy for handling the cycling problem in local search. Later, Cai's research group presented an effective local search algorithm for MVCP, which has twostage exchange and edge weighting with forgetting search strategies (NuMVC) in [13] , then proposed a vertex weighting scheme and combine the scheme within the NuMVC in [14] . Li et al. [15] designed an efficient local search algorithm with tabu strategy and perturbation mechanism to solve the generalized vertex cover problem. Chen et al. [16] , [17] introduced the relationship between the attribute reduction in rough set and the minimum vertex covers of graphs in detail, then provided two rough set based algorithms for MVCP. Xie et al. [6] provided a view of test-cost-sensitive rough set for minimum weight vertex cover problem, then proposed a general heuristic algorithm and a immune quantum-behaved particle swarm algorithm for the weighted version of MVCP.
Rough set theory firstly proposed by Pawlak in 1982 [18] , is a new mathematical soft computing method to deal with vague, uncertain and incomplete problems. The main advantage of rough set theory is that it is completely datadriven and requires no additional information. Recent years, many scholars have made a lot of researches and obtained some meaningful achievements in the field of machine learning, artificial intelligence, pattern recognition, data mining [19] - [24] . In rough set theory, attribute reduction is one of the research hot spot, the goal of attribute reduction is to obtain a subset of the attributes that retain the discriminative ability of the original data set before decision-making. The existing attribute reduction algorithms can be classified into six categories: positive region [25] , [26] , discernibility matrix [27] - [29] , information entropy [30] , [31] , knowledge granularity [32] , [33] , inconsistent object pair [34] and swarm intelligence optimization [35] - [38] .
The rough set based approach can obtain the better approximate solutions for vertex cover problem, and it provides a new perspective for the MVCP. The previous algorithms based on rough set theory are designed to handle static hypergraph, and these algorithms have an inferior performance in terms of the computational time. To address these two limitations, we apply the incremental attribute reduction technology for the MVCP, which is the key technology to deal with large scale data and dynamic data in rough set theory [34] , [39] - [42] . Under the support of the incremental attribute reduction technology, the rough set based approaches can also handle dynamic hypergraphs and it accelerates the calculation time of rough set based method. To the best of our knowledge, the incremental attribute reduction technology for the MVCP has not yet been discussed so far, it addresses the shortcomings of the existing algorithms and expands the related problem in graph theory and rough set theory.
The rest of the paper is organized as follows. In Section 2, several basic concepts about rough set theory and graph theory are introduced. In Section 3, two kinds of incremental attribute reduction based algorithms are proposed. The results of the experiment are shown in Section 4. Some conclusion and outline plans for further research are drawn in Section 5.
II. BASIC DEFINITIONS AND NOTATIONS
This section introduces some basic concepts and definitions about graph theory and rough sets.
An hypergraph is a pair G = (V , E), where V = {v 1 , v 2 , · · · , v n } is the set of vertices and E = {e 1 , e 2 , · · · , e m } is the set of hyperedges. Figure 1 is an example of a hypergraph, where 7 } and E = {e 1 , e 2 , e 3 , e 4 , e 5 , e 6 , e 7 , e 8 , e 9 }. A vertex cover is a subset K ⊆ V such that ∃e j ∈ E has at least one endpoint in K . A minimum vertex cover is a vertex cover with the least number of vertices. For a vertex cover K , we use s v j to denote the state of a vertex v j , where s v j =1 implies that v j ∈ K and s v j =0 implies that v j / ∈ K . The purpose of MVCP is to find a minimum subset of vertices that contains at least one endpoint of each edge. Therefore, MVCP can be formally defined as follows.
where N (e) represents the set of all vertices connected by the hyperedge e. Example 1: To solve the MVCP of the hypergraph in Fig. 1 , we can get the vertex cover K = {v 1 , v 5 , v 6 } is the minimum vertex cover of this hypergraph. In rough set theory, an information system with decision attribute is called a decision table, it can be seen as S = (U , A ∪ {d}), where U = x 1 , x 2 , · · · , x |U | is a finite nonempty set of objects, A = a 1 , a 2 , · · · , a |A| is a finite nonempty set of conditional attributes and d is a finite nonempty set of decision attributes. Each attribute a ∈ A∪{d} is treated as a function f : U → V a , where V a is the value set of attribute a.
Definition 1: Given a decision table S = (U , A, d), for B ⊆ A, the indiscernibility relation: Given a decision table
is the number of the subset B, the minimal attribute reduction problem (MRP) is defined as follows.
III. INCREMENTAL ATTRIBUTE REDUCTION ALGORITHM FOR MVCP
In this section, we propose two versions of incremental attribute reduction algorithm for MVCP. First of all, we introduce the induced decision table from a hypergraph.
A. THE INDUCED DECISION TABLE
Given a hypergraph G = (V , E), let N (e) denotes the set of vertices connected by the hyperedge e. The func-
Given a decision table S = (U , A, d), c x,y is the discernibility matrix of S, and it is defined as follows.
where Given a hypergraph G = (V , E), where V = {v 1 , v 2 , · · · , v n } and E = {e 1 , e 2 , · · · , e m }. The incidence matrix of G is a matrix M G = m ij m×n , where m ij = 1 means that the hyperedge e i and the vertex v j are incident, and m ij = 0 otherwise. We denote U = {e 1 , e 2 , · · · , e m , e m+1 }, Table 1 is the induced decision table from the hypergraph G. According to Table 1 , the objects e 1 , e 2 , · · · , e m are all hyperedges in the hypergraph G, and the object e m+1 is expressed as a hyperedge not associated with the hypergraph G. We also can get
This conclusion means that POS B (d) can be easily calculated. Table 2 is the induced decision table S = (U , A, d) from the hypergraph in Figure 1 . Table 2 , where
Example 2: The induced decision table
Definition 3 shows that the set of candidate minimum vertex covers of a given hypergraph is the same as the set of candidate reduct of its induced decision table.
Proposition 1: 
This conclusion is in contradiction with the condition, and the assumption is invalid. Therefore, B is a vertex cover of the hypergraph. This completes the proof.
In order to find the minimum vertex cover of a hypergraph, the induced decision table of it must be obtained, then find the minimal reduct of the induced decision table. On the foundation of the relationship between the vertex cover and the attribute reduction, we can design an incremental attribute reduction algorithm for MVCP.
B. INCREMENTAL ATTRIBUTE REDUCTION ALGORITHM FOR MVCP WITH A SINGLE VERTEX ARRIVING
A heuristic attribute reduction algorithm for MVCP is proposed in [17] , this algorithm is not efficient in terms of computational time. In order to improve the efficiency of attribute reduction method for MVCP, we applied incremental attribute reduction technology to solve it. Incremental attribute reduction technology is mainly used for dynamic data, we first formulate dynamic version of MVCP. There are two challenges for this problem. 1) the vertices are generated dynamically; 2) some hyperedges are generated with new vertices arriving.
Suppose that G t = (V t , E t ) is a hypergraph at time state t, the hypergraph in the next time state t + 1 is represented
, where v is a new vertex and E t+1 is some hyperedges are generated with the vertex v arriving.
In order to acquire the new minimum vertex cover of hypergraph G t+1 , we can apply existing methods recalculate the minimum vertex cover. But recalculation brings in a lot of redundant computations, so we need an incremental approach. According to the previous description, the induced decision 
If R t is an attribute reduct of S t , then an attribute reduct of S t+1 is expressed as follows.
. That is to say, there is at least one object x ∈ POS C t+1 (d t+1 ) and
. It means that R t is not an attribute reduct of S t , but this is contradiction with the fact that R t is an attribute reduct of S t . Therefore, this assumption is invalid and R t+1 = R t ∪ a − RddAtt (R t+1 ) is an attribute reduct of S t+1 in this case. This completes the proof.
Based on Proposition 3, we develop an incremental attribute reduction algorithm for MVCP with a vertex v arriving in Algorithm 1.
In Algorithm 1, Steps 2-6 initialize the minimum vertex cover C, if the new vertex v is necessary then add it into the the minimum vertex cover C, the time complexity of this process is O |E add | . Steps 7-13 remove some redundant vertices in C, the time complexity is VOLUME 6, 2018
Algorithm 1 Dimension Incremental Attribute Reduction Algorithm for MVCP With a Vertex v Arriving(IFS-S)
Input: A original hypergraph G = (V , E), the original minimum vertex cover C 0 , the added vertex v , and the added hyperedges E add Output: The minimum vertex cover C of the new hypergraph 1 Generate the induced decision table
Temp ← Temp − a , where a is a random element in Temp; O (|C 0 | + 1) E ∪ E add . Therefore, the time complexity of Algorithm 1 is O E add + (|C 0 | + 1) E ∪ E add . If using the static method VCAR in [17] to recalculate the minimum vertex cover again, the time complexity
ously, the time complexity of Algorithm 1 is much less than the time complexity of recalculation. If we apply Algorithm 1 to compute the minimum vertex cover problem of a static hypergraph G = (V , E), we need to loop the incremental attribute reduction algorithm |V | times, the time complexity is O E add
, where C i 0 is the minimum vertex cover at the arrival of vertex v i and we must point out that C 0 0 = 0 . Because of this equation E add 1 + · · · + E add |V | = E, the time complexity can be reex-
, which is higher than the time complexity of the non-incremental method in some cases, it is the limitations of Algorithm 1. But Algorithm 1 still has two advantages, one is that the quality of the solution of Algorithm 1 is better than the non-incremental attribute reduction method on a static hypergraph. Another is that Algorithm 1 is suitable for handling a dynamic hypergraph, it can quickly update the minimum vertex cover of a dynamic hypergraph. Therefore, the Algorithm 1 is worth being proposed. In order to illustrate Algorithm 1, we provide Example 3 to illustrate the calculation process of this algorithm.
Example 3:
We convert the hypergraph in Figure 1 6 , e 7 , e 9 }). Obviously, the minimum vertex cover of H 0 is {v 1 }, and we insert the added vertices {v 5 , v 6 , v 7 } to the original part one by one. The detailed process of updating minimum vertex cover is as follows.
(1) We obtain the original induced decision table S 0 in Table 3 at first, then the reduct of S 0 is R = {v 1 }. 
, then R is also the reduct of S 3 , i.e., the minimum vertex cover of H 3 is R = {v 1 , v 5 , v 6 }. 
C. INCREMENTAL ATTRIBUTE REDUCTION ALGORITHM FOR MVCP WITH MULTIPLE VERTICES ARRIVING
In the previous subsection, we assumed that the vertex is arrived one by one. For a particular static hypergraph G = (V , E), when the value of |V | is larger, the assumition will bring the difficulty of solving MVCP. Moreover, in some real-life applications, the MVCP of a dynamic hypergraph with the arrival of multiple vertices has a greater challenge. In order to address the limitation of incremental attribute reduction algorithm for MVCP, we establish multiple vertices version to accelerate the calculation time of incremental attribute reduction method.
Suppose that G t = (V t , E t ) is a hypergraph at time state t, the hypergraph in the next time state t + 1 is represented as 
where V t+1 is the attributes corresponding the added vertices, U t+1 is the objects corresponding the hyperedges, which is associated with the added vertices but not associated with the original vertices. In the following, we will introduce how to update the attribute reduction in the multiple vertices version.
Definition 6: Given an original induced decision table , V t+1 , d t+1 ). If R t is an attribute reduct of S t and R t+1 is an attribute reduct of S t+1 , then an attribute reduct of S t+1 is expressed as follows.
According to the definition of the positive region, we can get these two equations:
. Due to the difference in the domain of the two positive region on the right side of the equation, these two equations can be reformulated as:
is established. This is contradiction with the fact that R t is an attribute reduct of S t and R t+1 is an attribute reduct of S t+1 . Therefore, this assumption is invalid and we can conclude that R t+1 = R t ∪ R t+1 −RddAtt(R t+1 ) is an attribute reduct of S t+1 . This completes the proof.
Based on Proposition 4, we develop the following algorithm to incrementally find a minimum vertex cover of hypergraph at the arrival of multiple vertices.
In Algorithm 2, Steps 2-10 compute the attribute reduct of decision table S, the time complexity of this process
Steps 11-18 remove some redundant attributes in C, the time complexity of this process is O (|C| (|E| + | E|)). Considering the whole process of Algorithm 2, the time complexity 
10 end 11 C ← C ∪ C; 12 Initialize Temp ← C; 13 while Temp = ∅ do 14 Temp ← Temp − a , where a is a random element in Temp; attribute reduct of the last state and E i is the added hyperedges generated by the added vertices V i . In general, if K = 1 then the time complexity is the same as recalculation, and if K > 1 then the time complexity is lower than recalculation, and if K = |V | then Algorithm 2 reduces to Algorithm 1. Table 7 is the comparison of time complexity for computing the minimum vertex cover of the static hypergraph G by using different methods. 
We initialize the reduct of S is R = R ∪ R = {v 1 , v 5 , v 6 , v 7 }, then remove the redundant attributes. Based on calculation,
are obtained. Therefore, we remove the redundant attribute v 7 and the reduct of S is R = {v 1 , v 5 , v 6 }, i.e., the minimum vertex cover of H is R = {v 1 , v 5 , v 6 }. The result is the same as in Example 1 and Example 3. 
IV. EXPERIMENT ANALYSIS
In this section, some experimental comparisons are conducted to evaluate the performance of our proposed IFS-S and IFS-M on 20 random hypergraphs. Each hypergraph consists of a hypergraph with n vertices and m edges, with n taking values of 300, 500, 800, and 1000, m taking values of 300, 500, 1000, 2000, 5000, 10000, 15000, and 20000. The experiments are performed on a personal computer with Windows 10 and Intel (R) Core (TM) i5-7300HQ CPU 2.50 GHz and 16.0 GB memory. The algorithms are implemented in Matlab 2016a.
A. EXPERIMENTS ON STATIC HYPERGRAPHS
In order to evaluate the performance of our proposed algorithms on static hypergraphs, we compare our proposed algorithms with the non-incremental algorithms VCAR and a classical algorithm LIST in [43] , and we set K = 10 in our proposed algorithm IFS-M. The results are shown in Table 3 , the column Value represents the number of selected vertices the column Time represents the average running time.
As shown in Table 9 , we can observe that IFS-S is the best one among those four algorithms in terms of the solution quality, but it is the worst one in terms of the computational time. LIST is the best one among those four algorithms in terms of the computational time on the most hypergraphs, and the solution quality of LIST is the worst one on all hypergraphs. The solution quality of IFS-M is worse than VCAR on all hypergraphs except for the hypergraph with 500 vertices, 500 hyperedges and the hypergraph with 800 vertices, 500 hyperedges, but it is much better than VCAR in terms To further demonstrate the effectiveness of the proposed methods, we have made some comparative results of three rough sets-based methods on BHOSLIB benchmarks and we also set K = 10 in our proposed algorithm IFS-M. Table 10 shows the comparative results, where the column n and k represent the vertex size and the optimal (or minimum known) vertex cover size of each graph. As shown in Table 10 , IFS-S can obtain the best solutions, but it needs the longest computational time. IFS-M needs the minimum computational time, but the obtained solutions are usually the worst.
In sum, both the proposed algorithms IFS-S and IFS-M have advantages and limitations on static hypergraphs. IFS-S can obtain the best solutions, but it sacrifices the computational time. IFS-M can quickly obtain the solutions, but the quality of the solutions is worse than previous algorithms.
B. EXPERIMENTS ON DYNAMIC HYPERGRAPHS
In order to evaluate the performance of our proposed algorithms on dynamic hypergraphs, we need to convert the static hypergraphs into the dynamic version. The specific transformation process is described as follows: 1) each instance in Table 3 is divided into the original vertices and the dynamic vertices, and the dynamic vertices is divided into five equal part. 2) We sort these five equal parts randomly, each part denoted by ith dynamic part. Table 11 is the detailed transformation rule for each instance, the column n is the total number of vertices of the original static hypergraph. We compare our proposed incremental algorithms IFS-S and IFS-M with the nonincremental algorithm VCAR on the above dynamic hypergraph, the results are shown in Figures 1-2 , where raw is the original minimum vertex cover of each dynamic hypergraph obtained by VCAR. Figure 2 presents the number of the selected vertices on each state of each dynamic hypergraph. First we can observe that the trends of the corresponding curves for each method on all dynamic hypergraph are almost identical. In the initial state, the number of the selected vertices increase with the new vertices arriving, and there may be a downward trend in the number of the selected vertices in the final state. The possible reason for this phenomenon is that some redundant vertices are removed when a more representative vertex is added. More narrowly, our proposed algorithm IFS-S obtains the best results in each state of each dynamic hypergraph, but IFS-M is the worst one. The results of the three algorithms are almost the same in most states of the dynamic hypergraphs, and the results of the three algorithms are quite different in the final state of each dynamic hypergraph. In sum, the performances of these three rough set based algorithms on dynamic hypergraph are similar in terms of the solution quality. Figure 3 exhibits the computational time of these three rough set based algorithms. It is obvious that our proposed algorithm IFS-M achieves the best performance in terms of computational efficiency. In the early dynamic process, our proposed algorithm IFS-S achieves the worst performance in terms of computational efficiency, and the static VCAR achieves the worst performance in the middle and late stages of the dynamic process. The main reason for this phenomenon is that the static method recalculate the whole data again with the new vertices arriving, this leads directly to a sharp increase in the computational time, and we can also draw this conclusion by observing the trends of the three algorithms corresponding curves on each dynamic hypergraph.
Summarizing the results of Figure 2 and Figure 3 , the proposed algorithms IFS-S and IFS-M can handle dynamic hypergraphs with a comparable number of the vertices in a much shorter time. 
V. CONCLUSION
Toward the minimum vertex cover problem of hypergraph, we apply the incremental attribute reduction technique in rough set based approach. Firstly, we introduce an induced decision table from the hypergraph and transform the minimum vertex cover of the hypergraph into the attribute reduction problem of this induced decision table. Then, we discuss the incremental updating mechanism for the minimum vertex cover when a single vertex and multiple vertices arriving, and propose the corresponding incremental algorithms under these two different situations. Finally, we provided two sets of comparative experiments for the minimum vertex cover problem compared with several algorithms on both static hypergraph and dynamic hypergraph, two contrastive experimental results indicate the advantages and limitations of the proposed algorithms. It is the first effort that apply the incremental attribute reduction technique for the minimum vertex cover problem, which addresses the limitations of rough set based method for solving minimum vertex cover problem. Although the incremental attribute reduction technology can solve the minimum vertex cover problem of dynamic hypergraphs effectively, but our proposed algorithm IFS-S sacrifices the computational time on the static hypergraphs for seeking the better solutions and IFS-M sacrifices the quality of solutions on the static hypergraphs for obtaining the faster running speeds. Therefore, designing a novel rough set based algorithm in terms of solution quality and computational time on large scale static hypergraph should be studied in our future work.
