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Abstract
The important unsolved problem in theory of integrable systems is to find
conditions guaranteeing existence of a Lax representation for a given pde.
The exotic cohomology of the symmetry algebras opens a way to formulate
such conditions in internal terms of the pdes under the study. In this paper
we consider certain examples of infinite-dimensional Lie algebras with non-
trivial second exotic cohomology groups and show that the Maurer–Cartan
forms of the associated extensions of these Lie algebras generate Lax repre-
sentations for integrable systems, both known and new ones.
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1. Introduction
The existence of a Lax representation is the key property of integrable
equations, [34, 7], and a starting setting for a number of techniques to study
nonlinear partial differential equations (pdes) such as Ba¨cklund transfor-
mations, nonlocal symmetries and conservation laws, recursion operators,
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Darboux transformations, etc. Although these structures are of great signif-
icance in the theory of integrable pdes, up to now the problem of finding
conditions for a pde to admit a Lax representation is open. In [26] we propose
an approach for solving this problem in internal terms of the pde under the
study. We show there that for some pdes their Lax representations can be
derived from the second exotic1 cohomology of the symmetry pseudogroups
of the pdes. The main advantage of this approach is that it allows one to
get rid of apriori assumptions about the defining equations of the Lax repre-
sentation. In this paper we generalize the constructions of [26]. We consider
a deformation of the tensor product of the Lie algebra of vector fields on a
line and the algebra of truncated polynomials as well as certain extensions
of this deformation and show that at some values of the deformation pa-
rameter the Maurer–Cartan forms of the obtained Lie algebras produce Lax
representations for some known as well as some new integrable systems.
2. Preliminaries
All considerations in this paper are local. All functions are assumed to
be real-analytic.
2.1. Coverings of PDEs
The coherent geometric formulation of Lax representations, Wahlquist–
Estabrook prolongation structures, Ba¨cklund transformations, recursion op-
erators, nonlocal symmetries, and nonlocal conservation laws is based on
the concept of differential covering of a pde [14, 15]. In this subsection we
closely follow [16, 17] to present the basic notions of the theory of differential
coverings.
Let π:Rn × Rm → Rn, π: (x1, . . . , xn, u1, . . . , um) 7→ (x1, . . . , xn) be a
trivial bundle, and J∞(π) be the bundle of its jets of the infinite order. The
local coordinates on J∞(π) are (xi, uα, uαI ), where I = (i1, . . . , in) is a multi-
index, and for every local section f :Rn → Rn × Rm of π the corresponding
infinite jet j∞(f) is a section j∞(f):R
n → J∞(π) such that uαI (j∞(f)) =
∂#Ifα
∂xI
=
∂i1+...+infα
(∂x1)i1 . . . (∂xn)in
. We put uα = uα(0,...,0). Also, in the case of
1Unlike in [26], in this paper we follow [27] and use the term “exotic cohomology”
instead of “deformed cohomology”, since here we discuss deformations of Lie algebras
which are not related to “deformed cohomology” in the sense of [26].
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m = 1 and, e.g., n = 4 we denote x1 = t, x2 = x, x3 = y, x4 = z, and
u1(i,j,k,l) = ut...tx...xy...yz...z with i times t, j times x, k times y, and l times z.
The vector fields
Dxk =
∂
∂xk
+
∑
#I≥0
m∑
α=1
uαI+1k
∂
∂uαI
, k ∈ {1, . . . , n},
with I + 1k = (i1, . . . , ik, . . . , in) + 1k = (i1, . . . , ik + 1, . . . , in) are referred to
as total derivatives. They commute everywhere on J∞(π): [Dxi, Dxj ] = 0.
A system of pdes Fr(x
i, uαI ) = 0, #I ≤ s, r ∈ {1, . . . , σ}, of the order s ≥
1 with σ ≥ 1 defines the submanifold E = {(xi, uαI ) ∈ J
∞(π) | DK(Fr(x
i, uαI )) =
0, #K ≥ 0} in J∞(π).
Denote W = R∞ with coordinates wa, a ∈ N ∪ {0}. Locally, an (infinite-
dimensional) differential covering over E is a trivial bundle τ : J∞(π)×W →
J∞(π) equipped with the extended total derivatives
D˜xk = Dxk +
∞∑
a=0
T ak (x
i, uαI , w
b)
∂
∂wa
(1)
such that [D˜xi , D˜xj ] = 0 for all i 6= j whenever (x
i, uαI ) ∈ E. For the partial
derivatives of wa which are defined as waxk = D˜xk(w
a) we have the system of
covering equations
waxk = T
a
k (x
i, uαI , w
b).
This over-determined system of pdes is compatible whenever (xi, uαI ) ∈ E.
Dually the covering with extended total derivatives (1) is defined by the
differential ideal generated by the Wahlquist–Estabrook forms, [7, p. 81],
̟a = dwa −
n∑
k=1
T ak (x
i, uαI , w
b) dxk.
This ideal is integrable on E, that is,
d̟a ≡
∑
b
ηab ∧̟
b mod 〈 ϑI 〉,
where ηab are some 1-forms on E×W and ϑI = (du
α
I −
∑
k
uαI+1kdx
k)|E.
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2.2. Exotic cohomology
Let g be a Lie algebra over R and ρ: g → End(V ) be its representation.
Let Ck(g, V ) = Hom(Λk(g), V ), k ≥ 1, be the space of all k–linear skew-
symmetric mappings from g to V . Then the Chevalley–Eilenberg differential
complex
V = C0(g, V )
d
−→ C1(g, V )
d
−→ . . .
d
−→ Ck(g, V )
d
−→ Ck+1(g, V )
d
−→ . . .
is is generated by the differential defined by the formula
dθ(X1, ..., Xk+1) =
k+1∑
q=1
(−1)q+1ρ(Xq) (θ(X1, ..., Xˆq, ..., Xk+1))
+
∑
1≤p<q≤k+1
(−1)p+qθ([Xp, Xq], X1, ..., Xˆp, ..., Xˆq, ..., Xk+1). (2)
The cohomology groups of the complex (C∗(g, V ), d) are referred to as the
cohomology groups of the Lie algebra g with coefficents in the representation
ρ. For the trivial representation ρ0: g → R, ρ0:X 7→ 0, the complex and its
cohomology are denoted by C∗(g) and H∗(g), respectively.
Consider a Lie algebra g over R with non-trivial first cohomology group
H1(g) and take a closed 1-form α on g. Then for any λ ∈ R define new
differential dλα:C
k(g,R)→ Ck+1(g,R) by the formula
dλαθ = dθ + λα ∧ θ.
From dα = 0 it follows that
d2λα = 0. (3)
The cohomology groups of the complex
C1(g,R)
dλα−→ . . .
dλα−→ Ck(g,R)
dλα−→ Ck+1(g,R)
dλα−→ . . .
are referred to as the exotic cohomology groups of g and denoted by H∗λα(g).
Remark 1. Cohomology H∗λα(g) coincides with cohomology of g with coef-
ficients in the one-dimensional representation ρλα: g→ R, ρλα:X 7→ λα(X).
In particular, when λ = 0, cohomology H∗λα(g) coincides with H
∗(g). ⋄
Remark 2. In all the cases considered in this paper H1(g) = Z1(g) due to
C0(g) = {0} and B1(g) = {0}, so a closed 1-form α can be identified with
its cohomology class. ⋄
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3. The Lax representation for the potential Khokhlov-Zabolotskaya
equation through the second exotic cohomology of the symmetry
pseudogroup
A relation between the exotic cohomology of symmetry pseudogroups
and Lax representations for integrable systems was established in [26]. In a
slightly different notation one of the results of that paper can be presented
as follows.
Consider the potential Khokhlov–Zabolotskaya equation E1 (or Lin–Reis-
sner–Tsien equation), [24, 32],
uyy = utx + ux uxx. (4)
The infinite normal prolongation, [4, 5, 31, 30], of the structure equations
for the pseudogroup Sym(E1) of contact symmetries of this equation has the
form
dα = 0, (5)
dΘ0 = ∇Θ0 ∧Θ0, (6)
dΘ1 = α ∧Θ1 +∇Θ1 ∧Θ0 +
2
3
∇Θ0 ∧Θ1, (7)
dΘ2 = 2α ∧Θ2 +∇Θ2 ∧Θ0 +
2
3
∇Θ1 ∧Θ1 +
1
3
∇Θ0 ∧Θ2, (8)
dΘ3 = 3α ∧Θ3 +∇Θ3 ∧Θ0 +
2
3
∇Θ2 ∧Θ1 +
1
3
∇Θ1 ∧Θ2, (9)
dΘ4 = 4α ∧Θ4 + ∇Θ4 ∧Θ0 +
2
3
∇Θ3 ∧Θ1 +
1
3
∇Θ2 ∧Θ2
−
1
3
∇Θ0 ∧Θ4, (10)
where
Θm =
∞∑
j=0
hj
j!
θm,j , ∇Θm =
∂
∂h
Θm =
∞∑
j=0
hj
j!
θm,j+1 (11)
for 0 ≤ m ≤ 4, while dh = 0 and θ3,0 = 0. We have
α = p−1 dp, θ0,0 = q dt,
θ1,0 = p q
2/3 (dy + a1 dt) ,
θ2,0 = p
2 q1/3
(
dx+ 2
3
a1 dy + a2 dt
)
,
θ4,0 = p
4 q−1/3 (du− ut dt− ux dx− uy dy) ,
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where p, q, a1, a2 ∈ R, p 6= 0, q 6= 0, are parameters.
Remark 3. All the other forms θi,j can be found inductively from the series
of equations (5) – (10). For example, the first equation from the series of
equations (6), dθ0,0 = θ0,1 ∧ θ0,0, has the form dq ∧ dt = θ0,1 ∧ q dt, therefore
we get θ0,1 = q
−1 dq + b1 dt with b1 ∈ R. Now forms θ0,0 and θ0,1 in the
second equation dθ1,0 = θ0,2 ∧ θ0,0 from the series (6) are known, and we
obtain θ0,2 = db1+ b2 dt, b2 ∈ R. Likewise, we can compute all the forms θ0,j .
When θ0,j and θ1,0 are known, from (7) it is possible to find θ1,j, etc. ⋄
Equations (5) – (10) imply H1(Sym(E1)) = Rα. The following theorem
describes the structure of the second exotic cohomology group for Sym(E1),
for the proof of a more general result see Theorem 2 below.
Theorem 1.
H2λα(Sym(E1)) =
{
R [Ω], λ = −3,
{0}, λ 6= −3,
where Ω = θ3,1 ∧ θ0,0 +
2
3
θ2,1 ∧ θ1,0 +
1
3
θ1,1 ∧ θ2,0.
Corollary. Equation
dω = 3α ∧ ω + Ω (12)
is compatible with the structure equations (5) – (10) of Sym(E1).
Remark 4. If we rename ω = θ3,0, then (12) gets the form
dθ3,0 = 3α ∧ θ3,0 + θ3,1 ∧ θ0,0 +
2
3
θ2,1 ∧ θ1,0 +
1
3
θ1,1 ∧ θ2,0. (13)
Therefore, if we add θ3,0 as the coefficient at h
0 in the series for Θ3 in (11),
then (9) remains valid. ⋄
Since equation (13) is compatible with system (5)–(10), Lie’s third inverse
fundamental theorem in Cartan’s form, [4, 5, 31, 30], ensures existence of a
solution θ3,0 to (13). We integrate this equation and put a1 = vx. This yields
θ3,0 = p
3
(
dv − vx dx−
(
1
3
v3x − ux vx − uy
)
dt−
(
1
2
v2x − ux
)
dy
)
.
This is the Wahlquist–Estabrook form of the Lax representation, [23, 9, 18,
35], {
vt =
1
3
v3x − ux vx − uy,
vy =
1
2
v2x − ux
(14)
for equation (4).
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4. A deformation of the tensor product of the Lie algebra of vector
fields on a line and the algebra of truncated polynomials
The structure equations (5)–(10), (13) can be written in the form
dα = 0,
dΘk = k α ∧Θk +
k∑
m=0
(
1− 1
3
m
)
∇Θk−m ∧Θm, 0 ≤ k ≤ 4.
Then the results of Section 3 admit the following generalization.
Definition. For n ∈ N and ε ∈ R denote by G(n, ε) the Lie algebra with
the structure equations
dα = 0,
dΘk = k α ∧Θk +
k∑
m=0
(1 + εm) ∇Θk−m ∧Θm, 0 ≤ k ≤ n, (15)
where equations (11) hold for each m ∈ {0, 1, . . . , n}.
Remark 5. The Lie algebra G(n, ε) has the following description. Consider
the tensor product Rn+1[s] ⊗ C
ω(R) of the algebra Rn+1[s] = R[s]/〈s
n+1〉
of truncated polynomials of degree less that n + 1 and the algebra of real-
analytic functions of t ∈ R. This is a vector space over R generated by
functions Xk,m =
1
m!
sk tm, k ∈ {0, . . . , n}, m ∈ N∪ {0}. This vector space is
equipped with the Lie bracket
[f, g]ε = fgt − gft + ε s (fsgt − gsft). (16)
The vector field Y = s ∂s is an outer derivative of the above Lie algebra.
Then G(n, ε) is the semi-direct sum of Rn+1[s]⊗C
ω(R) and one-dimensional
Lie algebra generated by Y :
G(n, ε) = (Rn+1[s]⊗ C
ω(R))⋊R Y.
This Lie algebra is a deformation of G(n, 0). For ε = 0 the bracket (16) is
the Lie bracket in the algebra of analytic vector fields on a line.
Consider 1-forms θi,j , α dual to Xi,j, Y , that is, 1-forms on G(n, ε) such
that equations
θi,j(Xk,m) = δik δjm, θi,j(Y ) = 0, α(Xk,m) = 0, α(Y ) = 1 (17)
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hold for all i, j, k,m ∈ N∪ {0}. Then (17), (2), and (11) imply the structure
equations (15). ⋄
System (15) is the infinite normal prolongation of the system
dα = 0, (18)
dθk,0 = k α ∧ θk,0 +
k∑
m=0
(1 + εm) θk−m,1 ∧ θm,0, 0 ≤ k ≤ n. (19)
This system is involutive, [4, §6], [28, Def. 11.7], therefore the third inverse
fundamental Lie’s theorem in Cartan’s form implies existence of 1-forms α,
θk,j, k ∈ {0, . . . , n}, j ∈ {0, 1}, that satisfy (19). Forms α, θ0,0, ... , θn,0
define a Lie pseudo-group on Rn+1. While for the purposes of the present
paper we need explicit expressions for the forms θk,0 and θk,1 only, all the
other forms θk,j can be found inductively by integration of equations (15).
We need the whole system (15) to prove Theorem 2 below.
We note that system (19) has the following specific structure. For each
fixed k ∈ {0, . . . , n} the first k+1 equations from (19) satisfy the conditions
of the Frobenius theorem, see e.g. [12, Th. 1.3.4], for forms θ0,0, ..., θk,0.
We consider α and θj,0, θj,1 for j ∈ {0, . . . , k} as 1-forms on R
N for N ≥
3 (n+1)+1. Eq. (18) implies that there is a function p 6= 0 on R such that2
α = dp/p. Then the Frobenius theorem implies existence of independent
functions (coordinates) x0, ... , xk on R
N such that the differential ideal of
forms θ0,0, ... , θk,0 is generated algebraically by forms dx0, ... , dxk, that
is, θ0,0 = A0 dx0 and θi,0 = Ai
(
dxi +
i−1∑
j=0
Bijdxj
)
, i ∈ {1, . . . , k}, for some
functions Aj 6= 0, Bij on R
N . Substituting these forms into (19) yields a
triangular system for 1-forms θi,1, so it is easy to find them.
Example 1. For k = 2 from first three equations of (19) we have
θ0,0 = a0 dx0,
θ0,1 = p a
1+ε
0 (dx1 + a1 dx0),
θ0,2 = p
2 a1+2ε0 (dx2 + (1 + ε) a1 dx1 + a2 dx0),
θ0,1 = da0/a0 + b0 dx0,
2Here and below we put α = dp/p instead of the natural choice α = dp to simplify the
further computations
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θ1,1 = p a
ε
0 (da1 + (1 + ε) b0 dx1 + b1 dx0),
θ2,1 = p
2 a2ε0 (da2 − (1 + ε) a1da1 + (1 + 2 ε) b0dx2
+(1 + ε) (b1 + ε a1b0) dx1 + b2 dx2)
with a0 6= 0. Then substituting for θ3,0 = A3 (dx3+B30dx0+B31dx1+B32dx2)
into the equation for dθ3,0 from (19) allows one to define coefficients A3, B3j .
After this, the equation for dθ3,0 defines θ3,1 up to adding the form b3 dx0
with the new coordinate b3 on R
N . ⋄
The Lie algebra G(n, ε) has the following important feature: when ε =
−1/r for r ∈ N and n ≥ r, 1-form θr,0 has only two entries in the whole system
(15). Indeed, the first equation from the series for dΘr acquires the form
dθr,0 = r α ∧ θr,0 +Ψr, (20)
while neither 2-form Ψr nor the other equations from (15) include θr,0. There-
fore in order to generalize results of Section 3 we consider the Lie algebra
G(r+1, − 1/r) and proceed in the following steps. First, we find forms θi,0 and
θi,1 for 0 ≤ i ≤ r−1 from equations (15) in the similar way as it was described
above. Second, we assume that θr+1,0 = Ar+1 (du−ux0 dx0−. . .−uxr−1 dxr−1),
Ar+1 6= 0, that is, we consider θr+1,0 as the zeroth order contact form on the
jet bundle J∞(π) for the bundle π: (x0, x1, . . . , xr−1, u) 7→ (x0, x1, . . . , xr−1).
This implies some expressions for the parameters Bi,j in terms of ux0, . . .,
uxr−1. Third, we integrate equation (20) to find θr,0 = br (dv− T0 dx0− . . .−
Tr−1 dxr−1) and then consider the system of pdes vxi = Ti, 0 ≤ i ≤ r − 1,
generated by equation θr,0 = 0.
5. Lie algebras G(r+ 1, − 1/r), their extensions, and associated in-
tegrable systems
5.1. Integrable systems generated by G(r + 1, − 1/r)
In this subsection we present some results of computations discussed in
the end of Section 4.
Example 2. For G(5, − 1/4) we have3
θ0,0 =
1
4
q4 dt,
3Here and below we rescale parameters in forms θj,0 in order to simplify the resulting
pde and its Lax representation.
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θ1,0 =
1
3
p q3 (dy + a dt),
θ2,0 =
1
2
p2 q2 (dx+ 2 a dy + (3 a2 − 2 uz) dt),
θ3,0 = p
3 q (dz + a dx+ (a2 − uz) dy + (a
3 − 2 a uz − ux) dt),
θ5,0 = p
5 q−1 (du− ut dt− ux dx− uy dy − uz dz),
Then we integrate (20) with r = 4 and put a = vz. This gives
θ4,0 = −p
4
(
dv −
(
1
4
v4z − uz v
2
z − ux vz − uy +
1
2
u2z
)
dt−
(
1
2
v2z − uz
)
dx
−
(
1
3
v3z − uz vz − ux
)
dy − vz dz
)
Then equation θ4,0 = 0 yields the system

vx =
1
2
v2z − uz,
vy =
1
3
v3z − uz vz − ux,
vt =
1
4
v4z − uz v
2
z − ux vz − uy +
1
2
u2z.
This system is compatible whenever equations

uxx = uyz + uz uzz,
uxy = utz + uz uxz + ux uzz,
uyy = utx + ux uxz + u
2
z uzz
(21)
hold. System (21) is the second system from the dKP hierarchy, [33, 13, 6,
18, 22, 35, 3, 10]. ⋄
Example 3. The Lie algebra G(6, − 1/5) provides the third system from the
dKP hierarchy. In this case integration of (15) gives
θ0,0 =
1
5
q5 dt,
θ1,0 = p q
4
(
1
4
dy + a dt
)
,
θ2,0 = p
2 q3
(
1
3
dx+ a dy + (2 a2 − us) dt
)
,
θ3,0 = p
3 q2
(
1
2
dz + a dx+ (3 a2 − 2 us) dy + 2 (2 a
3 − 3 a us − uz) dt
)
,
θ4,0 = p
4 q
(
ds+ a dz + (a2 − us) dx+ (a
3 − 2 us a− uz) dy
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+(a4 − 3 us a
2 − 2 uz a− ux + u
2
s) dt
)
,
θ6,0 = p
6 q−1 (du− ut dt− ux dx− uy dy − uz dz − us ds).
Then from (20) we get
θ5,0 = −p
5
(
dv −
(
1
5
v5s − us v
3
s − uz v
2
s + (u
2
s − ux) vs + uz us − uy
)
dt
−
(
1
3
v3s − us vs − uz
)
dx−
(
1
4
v4s − us v
2
s − uz vs − ux +
1
2
u2s
)
dy
−
(
1
2
v2s − us
)
dz − vs ds
)
with a = vs. This form generates the system

vz =
1
2
v2s − us,
vx =
1
3
v3s − us vs − uz,
vy =
1
4
v4s − us v
2
s − uz vs − ux +
1
2
u2s,
vt =
1
5
v5s − us v
3
s − uz v
2
s + (u
2
s − ux) vs + uz us − uy.
This is the Lax representation for the third system from the dKP hierarchy

uzz = uxs + us uss,
uxz = uys + us uzs + uz uss,
uyz = uts + us uxs + uz uzs + ux uss,
uxx = uyz + uz uzs + u
2
s uss,
uxy = utz + uz uxs + (ux + u
2
s) uzs + 2 uz us uss,
uyy = utx + ux uxs + 2 uz us uzs + (u
2
z + u
3
s) uss.
⋄
5.2. Right extensions of G(n, − 1/r)
While it is natural to expect that Maurer-Cartan forms of G(r+ 1, − 1/r)
with r > 5 produce higher elements of the dKP hierarchy, an interesting
question is to consider the case r = 2. But the integration scheme from the
end of Section 4 does not give any Lax representation of a pde in the case
11
of G(3, − 1/2). Therefore we consider an extension of G(n, ε). For n ≥ r ≥ 1
we denote by H(n, r) the Lie algebra with the structure equations
dα = 0,
dβ = r α ∧ β,
dΘk′ = k
′ α ∧Θk′ +
k′∑
m=0
(
1−
m
r
)
∇Θk′−m ∧Θm,
dΘk′′ = k
′′ α ∧Θk′′ +
k′′∑
m=0
(
1−
m
r
)
∇Θk′′−m ∧Θm + β ∧ ∇Θk′′−r, (22)
where k′ ∈ {0, . . . , r − 1} and k′′ ∈ {r, . . . , n}. Then H(n, r) is a one-
dimensional right extension, [11, § 1.4.4], of G(n, − 1/r). Indeed, from the
structure equations (22) it follows that the dual element associated to the
new 1-form β is a derivative Z:G(n, − 1/r)→ G(n, − 1/r) such that Z:Xk,m 7→
Xk+r,m−1 for m ≥ 1 and k + r ≤ n, Z:Xk,m 7→ 0 for m = 0 or k + r > n,
and Z(Y (f))− Y (Z(f)) = −r Y (f) for every f ∈ G(n, − 1/r), while there is
no function g ∈ Rn+1[s] ⊗ C
ω(R) such that [g,Xk,m]−1/r = Xk+r,m−1 for all
m ≥ 1 and k + r ≤ n.
Example 4. Consider the Lie algebra H(3, 2). We have
H2λα(H(3, 2)) =
{
R [α ∧ β], λ = −2,
{0}, λ 6= −2.
This assertion can be proven similarly to Theorem 2 below. Integration yields
β = p2 dx,
θ0,0 = −
1
2
q2 dt,
θ1,0 = p q (dy − ux dt) ,
θ3,0 = p
3 q−1 (du− ut dt− ux dx− uy dy).
Then instead of equation dθ2,0 = 2α ∧ θ2,0 +Φ with Φ = θ2,1 ∧ θ0,0 +
1
2
θ1,1 ∧
θ1,0 + β ∧ θ0,1 from (22) we consider equation
dθ˜2,0 = 2α ∧ θ˜2,0 + Φ + 2α ∧ β.
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We rename q = p exp(vx) and get
θ˜2,0 = p
2
(
dv +
(
uy −
1
2
u2x
)
dt− vx dx+ ux dy
)
.
This form generates the system{
vt =
1
2
u2x − uy,
vy = −ux.
(23)
This system is compatible whenever the equation [8, 1, 29]
uyy = utx + ux uxy. (24)
holds. Thus system (23) defines an Abelian covering, [2], or a conservation
law, for equation (24). To obtain non-Abelian covering for (24) we consider
the form
ω = θ˜2,0 + θ0,0 − θ1,0 = p
2
(
dv +
(
uy −
1
2
u2x −
1
2
e2 vx + ux e
vx
)
dt− vx dx
+ (ux − e
vx) dy) . (25)
This form is a solution to the equation dω = 2α ∧ ω + Ψ, where Ψ =
Φ+2α∧β+d−2α(θ0,0−θ1,0) is d−2α–cohomologous to the cocycle Φ+2α∧β.
Form (25) generates the Lax representation{
vt =
1
2
(evx − ux)
2 − uy,
vy = e
vx − ux
for (24). This system was derived in [29]. ⋄
Example 5. In the same way, for the Lie algebra H(4, 3) we have
H2λα(H(4, 3)) =
{
R [α ∧ β], λ = −3,
{0}, λ 6= −3,
and
β = p3 dx,
θ0,0 =
1
3
q3 dt,
θ1,0 = −
1
2
p q2 (dy − 2 ux dt) ,
θ2,0 = p
2 q
(
dz − ux dy − (uz − u
2
x) dt
)
,
13
θ4,0 = p
4 q−1 (du− ut dt− ux dx− uy dy − uz dz).
Instead of equation for dθ3,0 from (22) we consider equation
dθ˜3,0 = 3α ∧ θ˜3,0 + θ3,1 ∧ θ0,0 +
2
3
θ2,1 ∧ θ1,0 +
1
3
θ1,1 ∧ θ2,0 + β ∧ θ0,1 + 3α ∧ β.
Then for q = p exp(vx) we get the Wahlquist–Estabrook form
θ˜3,0 − θ0,0 + θ1,0 − θ2,0 = p
3
(
dv −
(
1
3
(evx − ux)
3 − uz (e
vx − ux)− uy
)
dt
−vx dx−
(
1
2
(evx − ux)
2 − uz
)
dy − (evx − ux) dz
)
for the Lax representation

vt =
1
3
(evx − ux)
3 − uz (e
vx − ux)− uy,
vy =
1
2
(evx − ux)
2 − uz,
vz = e
vx − ux
of the system

uyy = utz + uz uzz,
uzz = uxy + ux uxz,
uyz = utx + ux uxy + uz uxz.
The first and the second equations of this system differ from the potential
Khokhlov–Zabolotskaya equation (4) and equation (24), respectively, by no-
tation. ⋄
We suppose that for algebras H(r+1, r) the same computations will give
higher elements of the integrable hierarchy generated by equation (24).
6. Second exotic cohomology group of G(n, ε)
To obtain further generalizations of the constructions from Section 5 we
study the second exotic cohomology group of the Lie algebra G(n, ε).
Theorem 2. Suppose n ≥ 2, then for each fixed r ∈ {2, . . . , n}
H2−r α(G(n,−
2/r)) = R [Φr],
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where
Φr =
[r/2]∑
m=0
(r − 2m) θr−m,0 ∧ θm,0.
For other values of λ and ε we have
H2λα(G(n, ε)) = {0}.
Proof. For forms η, ω1, ... , ωk such that deg η ≥ deg ωi denote by η|ω1=0,...,ωk=0
the result of replacement of each entry of ω1, ... , ωk in η by 0. The condition
η = η|ω1=0,...,ωk=0 will be denoted as η = o(ω1, . . . , ωk).
From (15) it follows that for each k ≥ 0, m ≥ 0
dθk,m = (k α + (k ε+ 1−m) θ0,1) ∧ θk,m + o(α, θ0,1),
hence for U = −εY +X0,1 ∈ G(n, ε) we have
[U,Xk,m] = (m− 1)Xk,m.
Therefore U defines an inner grading in G(n, ε), [11, § 1.5.2], that is,
G(n, ε) =
∞⊕
j=−1
gj, [gi, gj] ⊆ gi+j ,
where gj = {X ∈ G(n, ε) | [U,X ] = j X} for j ≥ −1 and gj = {0} for j <
−1. We have g0 = 〈Y,X0,1〉 and gj = 〈Xk,j+1 | 0 ≤ k ≤ n〉 for j ∈ N∪ {−1},
so dim gj ≤ n. From Remark 1 it follows thatH
∗
λα(G(n, ε)) is the cohomology
of G(n, ε) with coefficients in the module A =
⋃
µ∈R
Aµ, where
Aµ = {a ∈ R | λα(U) · a = µ · a} = {a ∈ R | − ε λ a = µ a} =
{
R, µ = ε λ,
{0}, µ 6= ε λ.
For m ≥ 0 and ν ∈ R denote
Cm(ν)(G(n, ε), A) = {ω ∈ C
m(G(n, ε), A) | ω(W1, . . . ,Wm) ∈ Aj1+...+jm−ν for Wk ∈ gjk} .
In particular,
C2(0)(G(n, ε), A) =
⊕
i+ j = −ελ,
i ≥ −1, j ≥ −1
Hom(gi ∧ gj ,R). (26)
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In accordance with [11, Th. 1.5.2a] the inclusion C∗(0)(G(n, ε), A)→ C
∗(G(n, ε), A)
induces a cohomological isomorphism. Hence, from (26) it follows that
H2λα(G(n, ε)) is finite-dimensional for each fixed pair λ, ε, and for an arbitrary
solution Ω of equation dΩ+ λα ∧Ω = 0 we can assume without loss of gen-
erality that M = min {j ∈ N ∪ {0} | Ω = o(θ0,j+1, θ1,j+1, . . . , θn,j+1) } < ∞.
Then Ω =
n∑
j=0
γj ∧ θj,M with γj = o(θj,M , θj+1,M , . . . θn,M). Suppose M ≥ 1.
From the structure equations (15) it follows that
dθk,M =
k∑
m=0
(1 + εm) θk−m,M+1 ∧ θm,0 + o(θ0,M+1, θ1,M+1, . . . θn,M+1).
Hence dΩ + λα ∧ Ω = γn ∧ θn,M+1 ∧ θ0,0 + o(θn,M+1) = 0 yields γn = c θ0,0
with c ∈ R. Thus Ω − dλα(c θn,M−1) = o(θn,M). In other words, we can put
γn = 0 without loss of generality. In the same way we can consequently put
γn−1 = 0, then γn−2 = 0, etc., γ0 = 0. So we have M = 0 and
Ω =
∑
0≤i<j≤n
aij θi,0 ∧ θj,0 +
n∑
j=0
bj α ∧ θj,0
with aij , bj ∈ R.
Then we have dΩ+λα∧Ω = −bj α∧ θj,1∧ θ0,0+ o(α∧ θj,1∧ θ0,0) for each
j ∈ {0, 1, . . . , n}, so b0 = b1 = . . . = bn = 0. We assume that aij 6= 0 for some
i, j, then equation dΩ+ λα ∧Ω = aij (i+ j + λ)α ∧ θi,0 ∧ θj,0 + o(θi,0 ∧ θj,0)
yields i + j = r, where r ∈ N is a constant, and λ = −r. Therefore,
Ω =
[r/2]∑
j=0
cjθj,0 ∧ θr−j,0 for some cj ∈ R.
We claim that r ≤ n. Indeed, assume r > n and put r0 = min {j ∈
N | Ω = o(θj+1,0)}. Since r0 ≤ n, we have r − r0 ≥ 1. Then from Ω =
cr−r0 θr−r0,0∧θr0,0+o(θr0,0) we have cr−r0 6= 0. But dΩ−r α∧Ω = −cr−r0 θr−r0,0∧
θr0,1 ∧ θ0,0 + o(θr0,1) implies cr−r0 = 0. The contradiction proves the claim.
Consider the case of even r and put r = 2m for m ∈ N. Then Ω =
m−1∑
j=0
cjθj,0 ∧ θ2m−j,0 and
dΩ− r α ∧ Ω =
m−1∑
j=1
(cj − c0 (1 + ε j)) θ0,0 ∧ θr−j,1 ∧ θj,0
+o(θ0,0 ∧ θm+1,1, θ0,0 ∧ θm+2,1, . . . , θ0,0 ∧ θ2m,1).
16
So we get cj = c0 (1 + ε j) and thus
Ω = c0
m−1∑
j=0
(1 + ε j) θj,0 ∧ θr−j,0. (27)
Finally we have
dΩ− r α ∧ Ω = (1 + εm)
(
dθm ∧ θm + 2
m−1∑
j=0
dθj,0 ∧ θ2m−j,0
)
,
and hence ε = − 1
m
= −2
r
. Substituting this into (27) with c0 = −r yields
Ω = Φr.
In the case r = 2m+ 1 the proof is similar. 
Corollary. For each r ∈ {2, . . . , n} the equation
dω = r α ∧ ω + Φr. (28)
is compatible with the structure equations of G(n,−2/r).
Example 6. In the case of n = r = 3 integration of the structure equations
of G(3, − 2/3) gives
θ0,0 = −
1
3
q3 dt,
θ1,0 = −p q (dy + ux dt) ,
θ2,0 = p
2 q−1
(
dx− ux dy − (uy + u
2
x) dt
)
,
θ3,0 = p
3 q−2 (du− ut dt− ux dx− uy dy),
while equation (28) acquires the form
dω = 3α ∧ ω + 3 θ3,0 ∧ θ0,0 + θ2,0 ∧ θ1,0.
We integrate this to obtain the form ω, then rename q = p−1 v−1x and consider
ω + θ2,0 = p
3
(
dv − (u− (u2x + uy) vx) dt− vx dx− (x− ux vx) dy
)
.
This form defines the Lax representation{
vt = u− (u
2
x + uy) vx,
vy = x− ux vx
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for the equation
uyy = utx + (uy − u
2
x) uxx − 3 ux uxy.
This Lax representation was found in [25]. ⋄
Example 7. In the case n = r = 4 instead of G(4, − 1/2) we consider the
Lie algebra H(4, 2). We have
H2λα(H(4, 2)) =


R [α ∧ β], λ = −2,
R [Φ˜4], λ = −4,
{0}, λ 6∈ {−2,−4},
where
Φ˜4 =
1
2
Φ4 + β ∧ θ2,0 = 2 θ4,0 ∧ θ0,0 + θ3,0 ∧ θ1,0 + β ∧ θ2,0.
Consider the case λ = −4. From the structure equations of H(4, 2) we obtain
β = 1
2
p2 dx,
θ0,0 = −
1
2
q2 dt,
θ1,0 = p q (dy − uz dt) ,
θ2,0 = p
2
(
dw − (ux − u
2
z) dt− ln |q| dx+ uz dy
)
,
θ3,0 = p
3 q−1
(
dz +
(
uy − uxuz −
1
2
u3z
)
dt− uz dx+
(
ux +
1
2
uz
)
dy
)
,
θ4,0 = p
4 q−2 (du− ut dt− ux dx− uy dy − uz dz).
Then we integrate the equation
dω = 4α ∧ ω + Φ˜4
and get
ω = p4 (dv − u dt+ z dy − w dx) .
After the change of notation q = p−1 v−1z , w = vx + uz vz we have
ω − θ3,0 = p
4
(
dv −
(
u+
(
uy − ux uz −
1
2
u3z
)
vz
)
dt− vx dx
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−
((
ux +
1
2
uz
)
vz − z
)
dy − vz dz
)
.
This is the Wahlquist–Estabrook form for the Lax representation{
vt = u+
(
uy − ux uz −
1
2
u3z
)
vz,
vy = z −
(
ux +
1
2
uz
)
vz.
of the equation
uyy = utx + uz uxy − uy uxz + uz utz + 2 (ux + u
2
z) uyz
−
(
u2x + ux u
2
z + uy uz +
1
4
u4z
)
uzz.
⋄
7. Concluding remarks
In the present paper we have shown that both known (Examples 2, 3, 4,
and 6) and new (Examples 5 and 7) Lax representations for integrable pdes
can be derived from the second exotic cohomology group of symmetry pseudo-
groups of the pdes under the study. This approach gives the solution to the
problem of existence of a Lax representation in internal terms of the pde and
allows one to eliminate apriori assumptions about the possible form of the
Lax representation. The approach is universal and can be used to analyze
a lot of equations or Lie algebras with nontrivial second exotic cohomology
group. Quite natural this leads to the question of generalization of the Lie
algebras considered above. In particular, it seems to be important to study
the adjoint cohomology group H1(G(n, ε),G(n, ε)) in order to describe right
extensions of G(n, ε) and to generalize the Lie algebras H(n, r). Another
challenge is to replace the Lie algebra of vector fields on R by Lie algebras
of vector fields on Rn in the constructions of G(n, ε) and H(n, r), to consider
exotic cohomology of the resulting Lie algebras and to study whether there
exist related integrable systems. For example, the symmetry pseudo-groups
of the heavenly equations and their deformations are right extensions of Lie
algebras of the form A⊗ h, where h is the Lie algebra of Hamiltonian vector
fields on R2 and A are algebras of truncated polynomials, [19, 20]. Other
interersting examples include equations discussed in [21]. It is natural to
elucidate the relationship among the Lax representations and the structure
of symmetry pseudogroups for the above-mentioned integrable equations. We
intend to address this issue in our future work.
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