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CHAPTER 1.  GENERAL INTRODUCTION 
 
A paper not intended for publication 
 
Matthew R. Falcy 
 
     There are eight subspecies of the oldfield mouse (Peromyscus polionotus) that are 
collectively known as “beach mice.”  They are small (ca. 12 g), nocturnal, semifossorial, 
monogamous, and feed on seeds and insects.  They occur on barrier islands of the Gulf Coast 
and Atlantic Coast of Alabama and Florida in a thin and strip of habitat consisting of sandy 
dunes and scrub.  Dunes begin roughly 100 m inland of mean high tide and reach a well-
defined dune apex approximately 75 m farther inland.  These dunes are lightly vegetated by 
sea oats (Uniola paniculata), blue stem (Andropogon maritimus), and beach grass (Panicum 
amarum).  Inland of the dune apex, vegetation abruptly transitions to a scrub zone dominated 
by sand live oak (Quercus geminata), saw palmetto (Serenoa repens) and rosemary 
(Ceratiola ericoides).  Beach mice were once thought to exclusively inhabit dunes (Howell 
1909, 1921; Ivey 1949).  Though this habitat is generally more suitable than scrub (Blair 
1951, Holliman 1983, Holler 1992, Rave and Holler 1992), beach mice are now known to 
occur at low densities in the scrub (Holliman 1983, Holler and Rave 1991, Sneckenberger 
2001), which can function as refuge from hurricanes (Swilling et al. 1998, Sneckenberger 
2001, Pries et al. 2009). 
     The entire historic range of P. p. ammobates occurs on the Fort Morgan Peninsula of 
Alabama, which separates Mobile Bay from the Gulf of Mexico (Figure 1).   Less than 40% 
of the 2,830 hectares of pre-development habitat of P. p. ammobates remains (USFWS, 
2006).  Habitat loss and hurricanes are the primary reasons P.p. ammobates was listed under 
the federally Endangered Species Act in 1985.  The effect of a hurricane on P.p. ammobates 
has been documented (Swilling et al. 1998), and the probability of extirpation of two 
populations of P.p. ammobates  has been estimated (Oli et al. 2001), but a population 
viability analysis for the entire subspecies that incorporates both habitat loss and hurricanes 
did not exist until now. 
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     When hurricanes Ivan, Dennis, and Katrina affected P.p. ammobates  in 2004 and 2005, a 
unique opportunity was created to study the post-storm recovery process.  I began sampling 
P.p. ammobates  in the summer of 2006, which is when the combined effects of seasonality 
and hurricanes should have resulted in the lowest abundance of P.p. ammobates in recent 
history.  My attempt to characterize post-hurricane recovery and then use this information to 
conduct a population viability analysis resulted in the fifth and sixth chapters of this 
dissertation.  While working toward this objective, additional research questions emerged 
and are presented here in chapters two, three, and four.  The research presented here not only 
contributes to our understanding of beach mouse ecology, it also seeks to expose the 
complexity of ecological dynamics at different levels of biological organization.   
     In Chapter two I show that the giving up density of P. p. ammobates is related to 
nocturnal light intensity, temperature, and an interaction between light intensity and 
temperature.  This is interpreted in terms of the intensity of perceived predation risk by 
snakes versus owls, as mediated by temperature-regulated physiological state of the mice.  In 
Chapter three, I consider a source-sink system where disturbance momentarily reverses the 
dependency structure of these two areas.  Specifically, I show how a sink can rescue a 
source, thereby increasing persistence of both.  I further show that decelerating the rate of 
population decline in the putative sink population can result in large improvement in 
persistence relative to increasing the rate of post-disturbance carrying capacity in the putative 
source.  The magnitude of this result depends on disturbances frequency.  In Chapter four, I 
show the degree of spatial segregation of P. p. ammobates and the Hispid cotton rat 
(Sigmodon hispidus) at the scale of tens of meters.  After removing S. hispdus from some 
locations, the distribution of P. p. ammobates appears to respond.  This suggests that the 
realized niche of P. p. ammobates is influenced by a species 10 times its size, and I suggest 
the possibility that this interspecific competition could be a proximate cause of extinction of  
P. p. ammobates if hurricanes force both species into a few remaining habitat remnants.  In 
Chapter five, I present an analysis of data on the detection/nondetection of P. p. ammobates 
collected over a four-year period immediately following Hurricane Katrina.  I estimate the 
rate of post-hurricane recovery and show the effects of various remotely-sensed 
environmental covariates on rates of colonization and survival.  In Chapter six, I use results 
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from Chapter five to parameterize a spatially-explicit simulation of P. p. ammobates 
occupancy dynamics.  The model suggests that the probability of extinction over 100 years 
increases very abruptly at a threshold level of habitat loss and hurricane frequency.  The 
implications of the combined effects of global warming and human development on the 
future of P. p. ammobates is then discussed. 
REFERENCES 
Blair, W. F.  1951.  Population structure, social behavior, and environmental relations in a 
natural population of the beach mouse, Peromyscus poionotus leucocephalus.  Contribution 
of the Laboratory of Vertebrate Biology, University of Michigan 48:1-47. 
 
Holler, N. R.  1992.  Chactawhatchee beach mouse.  In S. R. Humprey (Ed.).  Rare and 
endangered biota of Florida.  Vol. 1. Mammals.  University press of Florida, Gainesville. 
 
Holler, N. R. and Rave, E. H.  1991.  Status of endangered beach mouse populations in 
Alabama.  Journal of the Alabama Academy of Science 62:18-27. 
 
Holliman, D. C.  1983.  Status and habitat of the Alabama Gulf Coast beach mice 
Peromyscus polionotus ammobates and P. p. trisyllepsis.  Northeast Gulf Science 6:121-
129. 
 
Howell, A. H.  1909.  Notes on the distribution of certain mammals of the southeastern 
United States.  Proceedings of the Biological Society of Washington  22:55-68. 
 
Howell, A. H. 1921.  A biological survey of Alabama.  North American Fauna 45:1-88. 
 
Ivey, R.D.  1949.  Life history notes on three mice from the Florida east coast.  Journal of 
Mammalogy 30:157-162. 
 
Pries, A.J., L.C. Branch, and D.L. Miller.  2009.  Impact of hurricanes on habitat occupancy 
and spatial distribution of beach mice.  Journal of Mammalogy 90(4)841-850. 
 
Rave, E. H. and Holler, N. R.  1992.  Population dynamics of beach mice (Peromyscus 
polionotus ammobates) in southern Alabama.  Journal of Mammalogy 73:347-355. 
 
Sneckenberger, S. I.  Factors influencing habitat use by the Alabama beach mouse 
(Peromyscus polionotus ammobates).  MS thesis.  Auburn University. 
 
Swilling, W. R. Jr., Wooten, M. C. Holler, N. R., and Lynn, W. J.  1998.  Population 
dynamics of Alaama Beach Mice (Peromyscus polionotus ammobates) following Hurricane 
Opal.  American Midland Naturalist 140:287-298. 
 
4 
 
U.S. Fish and Wildlife Service.  2006. Proposed Rule; Critical habitat for the Alabama beach 
mouse.  Federal Register 71(21):5515-5546. 
 
 
FIGURES 
 
 
Figure 1.  Historic and current range of the Alabama beach mouse. 
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CHAPTER 2.  A COMPLEX RELATIONSHIP BETWEEN MOONLIGHT AND 
TEMPERATURE ON THE FORAGING BEHAVIOR OF THE ALABAMA BEACH 
MOUSE 
 
A paper to be submitted to the Journal of Mammology 
 
Matthew R. Falcy and Brent J. Danielson 
 
 
ABSTRACT 
As feeding reduces the availability of items in a depletable food patch, consumption rates 
will eventually fall below a threshold level where the benefits of continued foraging no 
longer exceed the costs of continued foraging.  A forager should then abandon the food 
patch, leaving behind a measurable density of food known as the giving up density, or GUD.  
Theory predicts that GUD is the sum of an individual’s predation, metabolic, and missed 
opportunity costs of foraging.  We use this theoretical framework to study the Alabama 
beach mouse’s foraging costs associated with moonlight intensity and daily minimum 
temperature.  Although the effects of nocturnal light intensity on rodent GUDs are relatively 
well known, we found a novel interaction between moonlight and temperature with respect to 
foraging costs, and interpret this pattern in terms of the intensity and taxonomic source of 
predation risk, as mediated by mouse physiological condition.   
INTRODUCTION 
     Optimal foraging theory is predicated on the Darwinian premise that individuals making 
relatively good foraging decisions will reap higher life-time fitness than individuals making 
relatively poor foraging decisions (MacArthur and Pianka 1966).  The degree to which 
foraging decisions are expected to match predictions from analytical models is determined by 
constraints on natural selection, such as the magnitude of heritable variation of neuro-
physiological mechanisms controlling behavior.  Early critics of optimal foraging theory cast 
doubt on the appropriateness of null models and the resulting inadequacy of a posteriori 
claims of model misspecification when predictions are not empirically verified (Gould and 
Lewontin 1979).  When predictions purportedly fit empirical data, critics pointed to the 
number of assumptions that needed to be invoked (Pyke 1984, Pierce and Ollason 1987). 
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     Optimal foraging theory has nonetheless grown both in the breadth of questions it 
addresses and degree of technical sophistication.  A model that has received considerable 
empirical attention deals with a forager’s giving-up density (hereafter “GUD”).  Brown 
(1988, 1992) relaxed the assumptions of the marginal value theorem (Charnov 1976) to 
include costs of predation risk, metabolic maintenance, and missed opportunities.  Brown’s 
model predicts that a forager will deplete a food patch until its harvest rate in the patch no 
longer exceeds the sum of predation, metabolic and missed-opportunity costs of foraging.  
The density of food that a forager leaves behind is its GUD, which is a quantifiable index of 
the sum of these costs.  Thus, if perceived predation risk is relatively high, then a forager will 
require a higher consumption rate to offset the elevated cost, and GUD will be relatively high 
(Figure 1).  Likewise, if the metabolic maintenance costs of foraging are relatively high, then 
GUD should also be relatively high. 
     GUD has been used to study perceived predation risk across a broad range of taxa, with 
much attention spent on the effect of artificial nocturnal light intensity on rodents (Kotler et 
al. 1991), including our focal species, the Alabama beach mouse (Peromyscus polionotus 
ammobates; Bird 2004).  These studies suggest that increased artificial light intensity 
increases perceived predation risk, presumably because nocturnal foragers are more visible to 
their predators.  Fewer studies have addressed the effect of natural nocturnal light intensity 
on perceived predation risk of rodents (but see Kotler et al. 2010) because measuring natural 
nocturnal light intensity requires specialized equipment.  The temperature is presumed to 
affect GUD through changes in the metabolic cost of foraging (Meyer and Valone 1999, 
Rieucau et al. 2009), but few studies have looked for an interaction between natural nocturnal 
light intensity and temperature.  Our study provides a unique glimpse into how these two 
abiotic factors combine to produce complex effects on foraging decisions. 
METHODS 
     We used 6 clear plastic boxes as experimental feeders.  The length, width and height of 
each feeder are 33 cm, 7 cm, and 4 cm, respectively.  Two 5 cm-diameter holes were cut into 
the sides of each feeder to allow passage of foragers.  Three grams of millet seeds were 
mixed into 1 L of sand and poured into each feeder.  Feeders were placed in the Ft. Morgan 
Unit of the Bon Secour National Wildlife Refuge (Gulf Shores, Alabama) in a single row 
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with approximately 90 m between consecutive feeders.  This area is unaffected by 
anthropogenic light.  Extensive live-trapping surveys in this area indicate that P.p. 
ammobates is the only rodent likely to encounter the feeders.   
     Millet seeds were recovered from feeders that had been left out overnight by pouring the 
contents of the feeder through a seed-impermeable screen.  One liter of sand and 3 grams of 
fresh millet were thoroughly mixed and poured back into the feeder.  All matter collected in 
the screen was taken back to a lab where millet seeds were separated from other particles 
(mostly feces), dried in an oven, and then weighed.  The weight in grams of the dried seeds is 
the GUD for a given feeder on a given night.  This process was repeated almost every day 
from February 6, 2007 through May 22, 2007.  If the weight of a dried sample was greater 
than or equal to 2.7 g, then it was determined that the feeder was not visited and the sample 
was not included in subsequent analyses.  A total of 461 GUD measurements were recorded. 
     Nightly nocturnal light intensity was measured with scotopic light sensor (Solar Light 
Company, PMA2131) and data logger (Solar Light Company, PMA2100)  placed near the 
feeders.  The device recorded light intensity to the nearest 1/10 mLux every five minutes.  
The average of the recordings taken from half an hour after sunset to half an hour before 
sunrise was used in subsequent analyses.  Daily minimum temperatures recorded at Gulf 
Shores, Alabama (www.weatherunderground.com) were also used in subsequent analyses. 
     To determine the appropriateness of treating GUDs from each feeder on a given day as 
independent samples, we performed a Mantel test on the geographic distance among feeders 
and the daily correlation of GUD among feeders.  The results indicate that there is no 
evidence for spatial autocorrelation among feeders (P = 0.35 based on 9999 permutations), so 
GUDs measured from each feeder on a given day were subsequently treated as independent 
samples.   
     We used the multiple regression: 
  Log(GUD) = β0 + β1Time + β2Celsius + β3mLux + β4Celsius2 + β5Celsius2*mLux    (1 
to model observed variation in GUD.  Although not of biological interest, we included a term 
for time in the model to help absorb variation in GUD attributable to the length of time that 
the study had been running.  This was done because seasonal change caused daily minimum 
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temperatures to increase during the study, which could potentially be confounded with other, 
unmeasured factors that changed over the same period.  
     Akaike Information Criterion (AIC) was computed for equation 1, as well as six other 
models.  The first alternative model is identical to equation 1, except that the interaction term 
uses Celsius instead of Celsius2.  The other five models are simplifications of equation 1, 
where each model contains one less term.  We were interested in the significance level of the 
terms in equation 1, but bimodality in GUDs rendered parametric methods inappropriate.  To 
assess significance of each term, the t-statistic for a given term in the full model was 
compared to a distribution of t-statistics from data simulated as full model predictions plus 
randomly permuted residuals of a model lacking the focal term (Anderson and Legendre 
1999).  To assess collinearity among predictor variables, variance inflation factors were 
computed for equation 1.  
RESULTS 
     The multiple regression model given in equation 1 has an AIC value at least 2 points less 
than all the reduced models and 1.93 less than the alternate full model containing a linear 
temperature effect in the interaction with light intensity.  The coefficient of determination 
(R2) of the best model is only 0.12.  Variance inflation factors among the predictor variables 
are 1.8, 10.6, 1.6, 10.7 and 2.2, with respect to the order of appearance in equation 1.   
     Parameter estimates, standard errors, and the significance levels of the terms of the best 
model are provided in Table 1.  The parameter estimate associated with light intensity (1.48E-
03) suggests that, as predicted, GUDs increase with increasing light intensity.  However, this 
relationship is conditional because there is a significant interaction between light intensity 
and the square of temperature.  Since squared terms and interactions complicate the 
interpretation of parameter estimates, the estimates in Table 1 were used to create a surface 
plot of GUD as a function of light intensity and temperature (Figure 2). 
     The surface in Figure 2 touches the four (transparent) walls of the surrounding box.  The 
four lines representing these points of contact give the relationship between GUD and one 
explanatory variable when the other explanatory variable is at a maximum or minimum 
value.  These lines therefore represent the predicted  mouse GUD at observed extremes of 
light intensity and temperature.  On the back left-hand side of the box, there is a “U” shaped 
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line of contact with the surface.  This indicates that, on very dark nights, GUDs are lowest at 
intermediate temperatures.  However, on the front right side of the box (bright nights), GUDs 
decline linearly with increasing temperature.  On the back right side of the box, GUDs 
increase with increasing light intensity on cold nights, but on hot nights GUDs decrease with 
increasing light intensity (front left).        
DISCUSSION 
    We found a complex relationship between the effects of temperature and light intensity on 
GUD.  The “U” shaped response of GUD to temperature on dark nights indicates that 
extreme temperatures increase the cost of foraging.  Temperatures inside an Alabama beach 
mouse burrow are likely to be less extreme than surface temperatures.  Thus, abandoning a 
food patch to return to a burrow will be more attractive during extreme temperature, and so 
an animal will leave a food patch even when harvest rates are relatively high.  Interestingly, 
the “U” shaped response of GUD to temperature disappears under moderate amounts of light.  
During the brightest nights, there is a strong, linear decline in GUD with increasing 
temperature.  On bright nights, the Alabama beach mouse becomes visually exposed to its 
predators, and the threat of predation may be further compounded by the cold because mice 
enter a mild state of torpor (observed by authors).  During such nights, a relatively high 
consumption rate is required to compensate for the additional cost of foraging while visually 
and physiologically exposed to predators.  The threat abates as temperature rises because 
mice are presumably more alert and mobile, and can therefore “afford” to continue to feed 
until food patches become relatively depleted and consumption rate is relatively low.   
     Increased visual exposure to predators should result in increased GUDs, which is 
precisely what occurred over most of the range of observed temperatures.  However, this 
relationship is reversed at relatively high temperatures, which was unexpected.  It is possible 
that as temperature increases, the predation threat from birds becomes less than the threat 
from snakes.  This would explain observed variation in GUD if increased light intensity is 
advantageous to avian predators but detrimental to serpentine predators.  Snakes are known 
to increase activity on dark nights (Clarke et al. 1996). 
     Although the parameters of the best model are highly statistically significant, the 
coefficient of determination of the model is very small (0.12).  Residual variation in GUD 
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could be partially explained by variation in the forage quality of surrounding habitat, which 
can change hourly as winds continuously expose and cover seeds on this sandy landscape.  
Other sources of variation in GUD include changes in the life-cycle of the animal, which will 
affect missed opportunity costs and the state of the forager (Houston and McNamara 1999).  
Some variation in GUD is also attributable to our inability to achieve a consistent mixture of 
sand and millet seed in the experimental feeders.  Despite our best efforts, feeders frequently 
contained different numbers of unburied seeds simply because mixing seeds into sand is a 
stochastic process. 
     We acknowledge that our interpretation of the observed pattern of GUD is conjectural, 
particularly when our expectation about increasing light intensity under hot conditions was 
not met.  We believe that such conjecture is not a fatal flaw of an optimization research 
program (see Mitchell and Valone 1990), but rather helpful scientific practice whenever the 
conjecture is testable.  Whether or not the primary source of predation risk to the Alabama 
beach mouse shifts from birds to snakes as temperature increases merits further attention. 
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TABLES 
 
Table 1.  Multiple regression model results.  Significance assessed with 9999 permutations 
of reduced-model residuals. 
Parameter Term Estimate    Std. Error       t-value Pr(>|t|) 
β0 Intercept 0.2581 5.49E-02         4.65 <0.001 
β1 Time 4.18E-03 9.17E-04     4.56 <0.001 
β2 Celsius -0.0557 1.12E-02    -5.00 <0.001 
β3 mLux 1.48-03 3.44E-04     4.32 <0.001 
β4 Celsius
2 2.55E-03 5.70E-04     4.48 <0.001 
β5 Celsius
2
*mLux -6.73E-06 2.23E-06     -3.01 <0.001 
  
 FIGURES 
Figure 1.  Theoretical relationship between giving up density (GUD) and the 
in experimental feeders containing a mixture of sand and seeds.  When a forager begins 
harvesting seeds from a feeder, seed mass is high (upper left portion of upper axes).  The 
density of seeds is also high, so there is a high benefit (co
left portion of lower axes).  Continued consumption suppresses seed mass and seed density, 
which produces a concomitant reduction in consumption rate.  Eventually, consumption rate 
falls to a point where the instantaneous
feeding (lower right y-axis), and the forager should abandon the feeder.  If a nocturnal 
forager perceives higher predation risk on lighter (P
higher consumption rate (Hl) is required to make foraging worth
consumption rate on light nights is associated with a higher giving up density (GUD
experimental feeder.  “C” and “O” represent metabolic costs and missed opportunity costs, 
respectively, which are assumed here to be unaffected by nocturnal light intensity.
 
nsumption rate) of foraging (upper 
 benefit of feeding equals the instantaneous costs of 
l) nights than darker (Pd), nights, then a 
-while. This higher 
13 
cost of foraging 
l) in an 
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Figure 2.  Predicted giving-up density (GUD) over observed range of nocturnal light 
intensity (mLux) and daily minimum temperature. 
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CHAPTER 3.  WHEN SINKS RESCUE SOURCES IN DYNAMIC ENVIRONMENTS 
 
Modified from a book chapter in Sources, Sinks and Sustainability Across Landscapes.  
Cambridge University Press. 
 
Matthew R. Falcy and Brent J. Danielson 
 
 
ABSTRACT 
Many species of conservation concern occur in spatially heterogeneous landscapes composed 
of different patches that function as population sources and population sinks.  Temporal 
variation in habitat quality, due to a cycle of habitat disturbance and subsequent recovery, 
can create relatively underappreciated source-sink dynamics.  A cycle of disturbance and 
recovery can cause a given patch to alternate between functioning as a population source and 
a population sink.  During “good” years, this patch can conceivably sustain another nearby 
patch that is always sink habitat. However, after a disturbance, the putative source patch may 
then depend upon individuals from that sink for recolonization.  Thus, the metapopulation 
can depend upon the presence of sink populations for long-term persistence, provided that the 
sink is relatively unaffected by disturbance.  We developed a simple, two-patch model of 
source-sink dynamics in order to explore the sensitivity of long-term metapopulation 
persistence to the temporal scale of habitat disturbance, recovery in a putative source patch, 
and the rate of population decline in the sink.  We found that management directed at 
decelerating the rate of population decline in the sink can have a much greater effect on 
metapopulation persistence than management targeted at increasing the rate of habitat 
recovery in the source.  This result is magnified as disturbance frequency increases.  It is 
hoped that sinks crucial to metapopulation survival are given appropriate conservation status.  
INTRODUCTION 
     Modeling population dynamics has played a prominent role in the history of ecology 
(Kingsland 1995).  Many early models assume, for convenience only, that space is 
homogeneous.  This began to change as the theory of island biogeography and 
metapopulation concepts grew.  By the mid 1980’s, many ecologists were concerned with 
spatial variation in habitat at the landscape scale.  Thus, ecologists quickly embraced source-
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sink dynamics, which is predicated on the fact that landscapes are comprised of 
heterogeneous habitats and that demographic parameters are habitat specific.  The original 
formulations of source-sink dynamics (Holt 1985, Pulliam 1988) make convincing and clear 
cases for the consequences of spatial variation of habitat quality on population dynamics 
without invoking temporal variability.  These models illustrate that spatial differences in 
demographic rates, when coupled with immigration and emigration, lead to density-
dependent limits to population growth. This is important.  Source-sink models essentially use 
space rather than time to explain how populations self-regulate.  But the exclusion of 
temporal variation in the early models is somewhat unrealistic because conditions clearly 
vary across seasons, years, and decades-long intervals of disturbance and succession. 
     Source-sink models have been developed that incorporate temporal variation of the 
underlying spatial differences in demographic parameters among habitats.  Holt (1997, 
Chapter 2 of this volume) showed that dispersal into sink habitats is an evolutionary stable 
strategy if source fitness periodically falls below sink fitness and descendents of dispersers 
can move back to the source.  Holt (1997) further demonstrated that utilization of sink habitat 
increases with increasing sink fitness and deviation from carrying capacity in the source.  
Gonzalez and Holt (2002) and Holt et al. (2003) demonstrated that autocorrelation of 
temporal variation in the growth rate of a sink population increases the average sink 
population size, a phenomenon known as the “inflationary effect”.  This finding was 
extended to an ensemble of connected sink patches, where temporal autocorrelation of the 
growth rates within patches was shown to permit metapopulation persistence (Roy et al. 
2005).  Foppen et al. (2001) used simulations to show that the resilience of a source after a 
catastrophe was enhanced by the presence of a sink, and empirical work on temporal 
variation in source-sink beetle dynamics has demonstrated that floods can transform sources 
into transient sinks (Johnson 2004).  Gyllenberg et al. (1996) has also shown that a sink can 
rescue a source from extinction.  Here, we extend this idea to an analysis of management 
options for scenarios with different disturbance frequencies, rates of source habitat recovery, 
and population decline in the sink.  
     In this chapter, we explore the effects of a particular form of temporal variability in 
source-sink dynamics.  Specifically, we are concerned with the effects of recurrent 
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disturbances that devastate a source but leave an associated sink relatively undisturbed.  We 
model a simple system of two populations linked by dispersal.  In the absence of 
disturbances, one population occurs in a habitat that is a permanent source while the other 
population occurs in a sink.  Disturbances reduce population size in the source and destroy 
source habitat, thereby placing the source population in jeopardy until the habitat is 
sufficiently recovered.  This process of habitat destruction and renewal is depicted in Figure 
1.  Note that the system enters a critical period after disturbances wherein metapopulation 
persistence crucially depends on the recovery and recolonization of source habitat before the 
sink population goes extinct.  Thus, habitat availability, not population size, limits population 
growth and recovery.  Here, we explore the interactions among three rates that are critical to 
long-term metapopulation viability in this system: 1) the rate of habitat recovery in the 
source, 2) the rate of population decline in the sink, and 3) the frequency of disturbances 
affecting the source. 
     The interactions among these factors are important because they have direct relevance to 
the identification of best management actions for the following dilemma: Should 
conservation and recovery efforts be devoted to increasing the rate of post-disturbance 
habitat recovery in the source or decreasing the rate of population decline in the sink?  Which 
of these two rates has the greatest impact on population viability?  We can add another layer 
of complexity by asking:  How does the relative influence of these rates on population 
viability change as the disturbance frequency changes?  Our objective in this chapter is to 
provide an answer to these questions.      
EXAMPLE SYSTEMS   
     In order of increasing generality, we provide three examples of systems that may exhibit 
the source-sink dynamics described in this chapter.  A common feature of these systems is 
that all sources are destroyed at the same time and sinks are relatively unharmed.  A system 
with just one source is also relevant (indeed, we model a system with one source and one 
sink).  If at least one source was unaffected by disturbance, then recovery of the 
metapopulation would be largely driven by dispersal out of that source.  Thus, a key 
component of the systems we describe is temporal synchrony of source destruction.  Systems 
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we describe are likely to occur where characteristics conferring enhanced productivity upon a 
habitat are correlated with the occurrence of disturbances. 
 
Alabama Beach Mouse and Hurricanes 
     Our formulation of this particular source-sink dynamic is motivated by our involvement 
with the Alabama beach mouse (Peromyscus polionotus ammobates).  This subspecies of the 
Oldfield mouse became a federally listed endangered species in 1985.  Its entire historic 
range is limited to approximately a 48 km strip of Alabama’s coveted beach-front real estate.  
Less than 40% of the 2,830 hectares of pre-development habitat remains (USFWS, 2006).  
Habitat loss and fragmentation certainly threaten the Alabama beach mouse’s existence, and 
the severity of this problem is dramatically magnified when hurricanes strike. 
     Beach mice make burrows and forage for seeds and insects in sandy dunes lightly 
vegetated by sea oats (Uniola paniculata), blue stem (Andropogon maritimus), and beach 
grass (Panicum amarum).  The dunes gradually increase in height (and age) until a well-
defined dune apex is reached roughly 250 meters from the open ocean.  On the other side of 
this dune ridge is a very distinct habitat type:  Soils are more compact and the vegetation is 
dominated by sand live oak (Quercus geminate), saw palmetto (Serenoa repens), and 
rosemary (Ceratiola ericoides).  This area is referred to as “scrub.”  Beach mice were once 
thought to inhabit dunes exclusively (Howell 1909, 1921; Ivey 1949), but we now know that 
beach mice also occur at low densities in scrub adjacent to the dunes (Sneckenberger 2001). 
     In addition to differences in substrate density, vegetation type, and beach mouse density 
between the dunes and scrub, the two habitat types also differ in susceptibility to hurricane-
induced inundation.  On 16 September, 2004, Hurricane Ivan was at the boundary of a 
category 3-4 storm when it made landfall directly over the Alabama beach mouse’s entire 
range.  The storm created a 3 to 4.5 meter surge (“surge” is quite literally a moving hill of 
water created by hurricane-strength wind) that obliterated the dunes but left the scrub 
relatively intact.  As of this writing, beach mice are largely absent from dunes that do not 
have scrub behind them, suggesting that the scrub provides refugia from storms and acts as a 
source of colonists for recovering dune habitat.  Indeed, 47% of the mice captured at a site in 
the scrub after Hurricane Opal in 1995 had been previously captured in the dunes before the 
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storm (Swilling et al. 1998), suggesting that mice take refuge in the scrub.  Since all of the 
mice inhabiting the dunes before the storm could not be marked, we do not know how many 
of the mice found in the scrub after the storm originated in the dunes.  Forty-seven percent is 
a very conservative, minimum estimate.   
     Many years after a hurricane, dunes probably function as a population source while scrub 
functions as a sink.  Immediately after a major hurricane, however, dune habitat is destroyed 
and beach mouse persistence critically depends on the dune habitat recovering before the 
populations taking refuge in the scrub decline to extinction.  If dune habitat does indeed 
recover before the mice in the scrub are gone, then they can recolonize the dunes and 
populations will persist in relative safety until the next hurricane occurs. 
     Increasing the rate of recovery of dune habitat is a seemingly effective method of 
conserving beach mice.  Planting native vegetation and establishing sand fences (sand fences 
are structures that intercept drifting grains of sand, thereby hastening dune formation) on 
beaches affected by hurricanes are effective methods of accelerating the recovery of dune 
habitat.  (Incidentally, dune restoration is practiced both inside and outside of the range of 
beach mice.  It is poignantly ironic that beach mice benefit from a practice partially 
motivated by attracting tourism, which increases the demand for hotels and condominiums 
constructed upon their habitat.)  Nonetheless, we do not know that increasing the rate of dune 
recovery is more effective than decreasing the rate of population decline in the scrub.  The 
latter could be accomplished through supplemental feeding or vegetation management.  The 
most effective conservation strategy will depend on the relative contribution of source habitat 
recovery rate and the rate of population decline in the sink to population viability, as well as 
the relative cost of implementing each strategy.  Another part of this management dilemma 
concerns the frequency of hurricanes.  Again, we do not know whether the relative 
effectiveness of managing dunes versus scrub changes as hurricane frequency changes.  The 
effects of global warming on hurricane frequency and intensity is a very active area of 
research (Emanuel 2005, Trenberth 2005, Webster et al. 2005, Landsea 2005). 
 
Riparian Vegetation and Floods 
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     The banks of rivers and streams have unique substrate, moisture, nutrients, and light 
availability compared to the landscapes in which they are embedded.  These physical 
conditions permit vegetative communities that are often quite distinct from their upland 
counterparts (Malanson 1993).  Indeed, riparian zones are often provided special legal 
protection from activities like logging and farming that would otherwise alter plant 
composition.  Such regulations are intended to conserve biodiversity and provide cleaner 
water.  
     We can readily imagine source-sink dynamics of riparian plants.  Species that are well 
adapted to the physical conditions adjacent to rivers and streams thrive; riparian zones 
function as sources for these plants.  Propagules from such plants are dispersed into the 
uplands where they are ultimately outcompeted by other species.  Thus, upland areas 
function as sinks for riparian-adapted plant species.   
     This source-sink relationship can be severely disrupted by a flood.  Plants in the “good” 
habitat along the bank will be killed by a flood and the habitat structure (substrate, moisture, 
and nutrients) will be temporarily altered.  Plants in the “bad,” upland habitat will be 
relatively unaffected by the flood, and can be the source of immigrants to the recovering 
riparian habitat.  When viewed over a time scale of a couple hundred years, the presence of 
some riparian-adapted plants along a particular river may be credited to upland “sinks.”   
  
Parks and Fires 
     If unprotected habitats surrounding a park are sufficiently degraded, then such areas may 
function as population sinks.  Habitats inside the protected area may normally function as 
population sources, but if fires have been historically suppressed, then fuels can build and 
ensuing fires can be catastrophic.  In this case, the putative source may be destroyed and 
long-term metapopulation persistence will be contingent upon recolonization from fire-
resistant sinks outside the park into recovering sources. 
MODEL 
     Various model formulations could have been used to explore the interactions among 1) 
the rate of habitat recovery in the source, 2) the rate of population decline in the sink, and 3) 
the frequency of disturbances affecting the source. We chose to use population viability (i.e. 
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the probability of persisting over a given time-period) as a response variable because of its 
(sensible) appeal to conservation biologists.  Modeling population viability typically requires 
explicit consideration of demographic and/or environmental stochasticity because these often 
play a prominent role in extinctions.  We also wanted a demographic model that tracks 
population size so that we could efficiently simulate immigration and emigration of 
individuals between populations.  We further sought a model that would allow us to 
“manipulate” carrying capacity in order to simulate and evaluate the effectiveness of active 
(i.e. human-mediated) habitat recovery.  Given these constraints, we elected to use a 
demographic sub-model described by Morris and Doak (2002; pp. 127-133) but modified to 
suit our scenarios of interest.  The demographic model simulates population size through 
time with both demographic and environmental stochasticity.     
     The mean growth rate over each time step is computed using a familiar logistic equation 
for the source population:  








−
= t
t
K
N
r
e
source
1
source
λµ         (1 
where r is the intrinsic growth rate of the source population, which must be positive because 
births must exceed deaths if the habitat is a source.  For all simulations, we fixed this value at 
0.1.  Nt is the current population size in the source and Kt is the current carrying capacity.  
With every time step, K increases by a given amount, hereafter denoted ∆Ksource.  Thus, for 
the sake of simplicity, the value of K is assumed to increases monotonically through time, 
and the rate of change is given by ∆Ksource.   The value of ∆Ksource is systematically varied 
because the rate of habitat recovery in the source is one of three parameters being explored in 
this study.  ∆Ksource  is varied from 25 to 250 individuals/year in increments of 25.  There is 
no need to specify an upper limit to K because it is constrained by disturbances:  K is reset to 
500 individuals every time a disturbance occurs 
     The sink population is not modeled with density dependence; rather, the population 
experiences exponential decline  
re=sinkλµ          (2 
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 when r, the growth rate of the sink, is negative.  Since the population growth rate in the sink 
is another parameter under examination, it is also systematically varied.  The growth rate in 
the sink varies from 0 to -0.1 in increments of 0.01. 
     Note that equations 1 and 2 yield the mean growth rate for source and sink populations, 
respectively.  Since we wish to simulate stochasiticty (in order to generate a probability of 
persistence), we also compute the variance around these means.  This is done by computing 
both demographic and environmental contributions to the variance of mean growth rate 
using: 
05.012 +=
tN
λσ              (3  
Note that the first term on the right side of this equation contains population size in the 
denominator, indicating increased variance as population size decreases.  This simulates 
demographic stochasticity.  The second term on the right side of equation 3 is a density-
independent constant that simulates environmental stochasticity.   
     With target values for the mean and variance of growth rates in both source and sink 
populations on hand, we must convert these quantities to an exponential scale because this is 
how random deviates subsequently enter the model.  The mean and variance of a lognormal 
scale are related to the mean and variance of a normal variable being exponentiated by   
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Projecting population size one time step forward is performed by:  
( )( ) ( ) ( )sourcesinksourcesource1 tttt NNeNN rr βαεσµ −+= ++                 (6 
 
( )( ) ( ) ( )sourcesinksinksink1 tttt NNeNN rr βαεσµ +−= ++                 (7 
 
Since ε is a zero-mean, unit-variance random normal deviate in an exponent, the growth rates 
are lognormal (a desired outcome because this is frequently found in nature).  µ r is used in 
the exponent so that the mean growth rate matches µλ.  Migration is simulated by moving a 
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fixed proportion of individuals from the sink into the source (α), and from the source to the 
sink (β).  Migration occurs before reproduction in our simulation. 
     These procedures produce floating point variables for population size, which is 
biologically unreal (populations are composed of discrete individuals, not fractions thereof) 
and can result in significant underestimation of the probability of extinction.  Thus, a “floor” 
command is used every iteration that eliminates all fractional individuals and restores the 
population’s size to an integer value.   
     We simulated disturbances with a Poisson-process.  The mean return interval of the 
disturbance was systematically varied from 10 to 20 years in one-year increments.  When a 
disturbance occurs, 80% of the source population is immediately lost and the carrying 
capacity of the source is set to 500 individuals (thereafter increasing according to ∆Ksource).  
The sink population is unaffected by disturbances.  Both populations were initiated with 200 
individuals and simulated for 100 time steps (years).  If no individuals remained at the end of 
the simulation, an extinction event was recorded.  The probability of extinction was 
estimated by repeating each simulation 1000 times.   
     We ran two sets of simulations with different source-sink migration rates in order to 
assess the robustness of our results.  Our focal simulations were ran with 6% of the sink 
population moving into the source (α, eq. 6 & 7), and 8% of the source population moving 
into the sink (β, eq. 6 & 7).  These migration rates were increased to 10% and 12%, 
respectively, in the second set of simulations.  We also performed separate simulations of 
systems both with and without an associated sink in order to provide a first approximation of 
the importance of sinks in the simulated environment.  Unlike all other simulations that 
return the probabilities of persisting 100 “years”, these populations were simulated until 
extinction occurred, thereby yielding persistence time. 
RESULTS 
     In our model, the presence of a sink population greatly enhances the persistence of the 
source population (Figure 2).  Indeed, median source population persistence time increases 
from 38 “years” (sd = 14, N = 1000) when there is no associated sink (but individuals 
continue to emigrate from the source) to 135 “years” (sd = 102, N = 1000) when a sink is 
present.  These results are qualitatively consistent with previous findings that sinks enhance 
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metapopulation persistence (Gyllenberg et al. 1996, Foppen et al. 2001).  Indeed, since our 
putative source population cannot persist without the presence of the sink, these results agree 
with other findings that two sinks can sustain one another (Jansen and Yoshimura 1998).  
Results from the systematic variation of three model parameter are shown in Figure 3.  These 
results were obtained with α = 6% and β = 8%.  Not surprisingly, the probability of 
metapopulation extinction decreases as 1) the rate of habitat recovery in the sink increases, 2) 
the population growth rate of the sink increases, and 3) the frequency of disturbances 
decreases.  For all levels of disturbance frequency, the effect of increasing the rate of 
population growth in the sink from -0.1 to 0 had a much larger effect on the probability of 
extinction than increasing the carrying capacity (rate of habitat recovery) of the source from 
25 to 250 individuals/year.  Indeed, the contour lines in Figure 3 are almost horizontal, 
indicating that the effect of the recovery rate of the source is small compared to the effect of 
the sink population’s growth rate.  The contour lines of Figure 3 become increasingly 
horizontal when moving from the upper-left panel to the bottom-right panel. This indicates 
that as disturbances become more frequent, the relative importance of source habitat recovery 
rate declines.  
     Figure 4 displays two extinction isosurfaces that differ only in the given source-sink 
dispersal rates.  The surfaces depict the combination of three parameter values that result in a 
90% chance of extinction (an isosurface can be thought of as a sheet inserted into a stack of 
panels from Figure 3, with the sheet connecting equal probabilities of extinction).  
Isosurfaces for smaller extinction probabilities have similar shapes but occupy smaller slices 
of the parameter space, and are therefore not shown.  Since the two surfaces differ only in the 
given dispersal rates between source and sink populations, their similar shape indicates that 
dispersal rates do not have a significant qualitative effect on the interactions among the 
parameters.  Indeed, the position of the surfaces within the parameter space is very similar, 
indicating a small quantitative effect of dispersal rate.   
     Observing the bottom edge of a surface (i.e. a 10-year disturbance return interval) reveals 
that decreasing the rate of habitat recovery in the source can be “compensated” by a very 
minor increase population growth rate in the sink in order to maintain a constant probability 
of extinction.  The top edge of the surface suggests the same qualitative relationship.  
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Quantitatively, however, there is a difference.  The corner farthest from the viewer touches 
the edge of the box at approximately an 18-year disturbance return interval.  As the recovery 
rate of the source decreases, a comparatively larger “compensation” in sink growth rate is 
needed at the 18-year mark.  Stated simply, the surface is slightly twisted inside the box, 
revealing the slight three-way interaction among the factors.  A very salient feature of Figure 
4 is the approximately straight-line relation between disturbance return interval and 
population growth rate in the sink.  This is a significant interaction.   
DISCUSSION   
     The results presented here were obtained from a model of population dynamics that does 
not incorporate spatially correlated environmental stochasticity between source and sink 
populations.  This is somewhat unrealistic in that both populations are within dispersal 
distance of one another and are, therefore, likely to experience similar environmental 
phenomena such as droughts, seed masts, etc.  Therefore, we ran other simulations with 
varying degrees of correlated environmental stochasticity to determine if this created 
qualitatively different results from those reported here.  It did not.  Thus, for clarity and 
simplicity, we focus on output derived from a model with uncorrelated environmental 
stochasticity.    
     The rate of habitat recovery in the source (∆Ksource) and the rate of population decline in 
the sink (rsink) have different units, so asking which has a greater impact on the probability of 
extinction is, to borrow a colloquialism, a bit like comparing apples and oranges.  
Transforming these rates to a common currency facilitates management decisions.  One 
could then ask whether a given sum of money will “buy more persistence” if it is spent on 
improving the source habitat recovery rate versus increasing the population growth rate  in 
the sink habitat.  However, since the relative amounts of ∆Ksource and rsink that can be 
purchased with a given amount of money will vary from system to system (and possibly the 
amount of money to be spent within a particular system), we will not endeavor to transform 
∆Ksource and rsink to a monetary scale.  Instead, we limit our discussion to the effects of 
varying the model parameters, and petition managers to consider how much a given sum of 
money can change the rate of habitat recovery in a source versus how much the same amount 
of money can decrease the rate of population decline in the sink.   
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     Our analysis demonstrates that increasing the rate of population growth in the sink has a 
much larger effect on population persistence than increasing the rate of post-disturbance 
habitat recovery in the source.  This occurs over a range of values that managers are likely to 
encounter and potentially manipulate.  Although a final decision to invest in source 
management versus sink management will depend on how many units of ∆Ksource and rsink can 
be purchased, sink management seems prudent since even a modest improvement of rsink has 
a larger effect on population viability than a big improvement in ∆Ksource. 
     The precise frequency distribution of disturbances is often very difficult to estimate, 
especially when disturbances occur on a multidecadal time scale.  To further complicate 
matters, global warming is suspected to augment some disturbance regimes.  Our model 
shows that, as disturbance frequency increases, the relative effectiveness of increasing source 
habitat recovery rate decreases.  Thus, management aimed at increasing the population 
growth rate of the sink will become even more prudent if disturbance frequency increases. 
CONCLUSION 
     The values of biological definitions go far beyond their mere aesthetic appeal.  Scientific 
progress is contingent upon our ability to communicate with precision and robustness.  
Evolutionary biologists have been trying to define “species” for over a century, and 
unanimous acceptance of a definition does not seem forthcoming (Hey 2006).  Ecologists 
face a similar predicament with “habitat.”  The difficulty in arriving at an agreed-upon 
definition may have more to do with the progress of science itself than differences in the 
preferences of individual scientists.  The target of a scientific definition is constantly moving 
as new discoveries add nuance to existing ideas.  
     Pulliam (1996) noted that the theory of island biogeography and metapopulation concepts 
helped legitimize the notion of “unoccupied habitat,” and that progress in source-sink 
dynamics is legitimizing notions that organisms can occupy “unsuitable habitat.”  We hope 
our results will help legitimize the notion of “critical sink habitat.”  Since proper 
management of imperiled species and associated legal conflicts can hinge on what is labeled 
“habitat,” we hope that the definition of habitat will include the types of sinks we described.  
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Morris (2003) provides an excellent definition of habitat that can facilitate the conservation 
of species in complex landscapes with source-sink dynamics∗. 
     In this chapter, we described scenarios where sink populations rescue source populations, 
thereby saving a metapopulation from extinction.  We demonstrated how improvement of 
sink habitat can be more effective in enhancing persistence than increasing the rate of 
recovery of source habitat.  If society desires sustainable landscapes, then we must be able to 
identify and protect sinks that rescue sources (Gimona et al. 2011).  In some instances, this 
may not be achieved unless we adopt a definition of habitat that accommodates the critical 
role played by some sinks. 
     The source-sink dynamics described in this chapter occur over a time scale sufficiently 
long to include multiple disturbances.  Thus, the consequences of degrading the quality of a 
sink that rescues a source may not become fully manifest for a very long time.  The time 
lapse between sink degradation and metapopulation extinction constitutes a special form of 
the so-called “extinction debt” (Tilman et al. 1994), a term referring the time lag between 
habitat loss & fragmentation and ensuing extinction.  Here, however, payment of the 
extinction debt occurs over a multiple-disturbance time period, which may be a substantially 
longer period than that caused by habitat loss and fragmentation.  It is therefore conceivable 
that some recent extinctions and current metapopulation declines may be the result of events 
even more distant than commonly thought.  As the first decade of the 21st century draws to a 
close with the release of this volume, it seems timely to note that it remains a matter of mere 
speculation to envisage the number of 22nd century metapopulation extinctions ultimately 
caused by events occurring in this decade. To end on a less macabre note, we offer hope in 
the form of a management directive: identify, protect, and enhance sinks that rescue sources 
in dynamic environments. 
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 Habitat: A spatially-bounded area, with a subset of physical and biotic conditions, within which the density of 
interacting individuals, and at least one of the parameters of population growth, is different than in adjacent 
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Figure 1. Source-sink dynamics where disturbances affect one of two populations.  Before 
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Figure 2.  Population trajectories when mean disturbance intervals is 20 years, habitat 
recovery rate in the source (∆Ksource) is 250, and population growth rate in the sink is -0.02.  
All populations were initiated with 200 individuals.  The top panel shows a single trajectory 
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of the source population (solid line) and the sink population (dotted line).  Middle panel 
shows five replicate source populations when 8% of animals emigrate from the source, but 
the sink is not present (all emigrants die and immigration from a sink does not occur).  
Bottom panel shows five replicate source populations that are connected to a sink.  Here, 8% 
of animals emigrate from source to sink and 6% of animals in sink emigrate to source.  Note 
different scales on the y-axis among all panels.   
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Figure 3.  Probability of extinction of a source-sink metapopulation. 
  
  
 
Figure 4.  The surfaces constitute combinations of three factors (model parameter values) 
that result in a 90% chance of extinction.  Top and bottom panels differ in given dispersal 
rates between source and sink habitats.
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CHAPTER 4.  BEHAVIORAL RESPONSE OF ENDANGERED BEACH MOUSE TO 
EXPERIMENTAL REMOVAL OF HISPID COTTON RAT 
 
A paper so be submitted to the Journal of Mammology 
 
Matthew R. Falcy and Brent J. Danielson 
 
ABSTRACT 
     Even if interspecific competition is not the ultimate cause of an imperiled species’ 
decline, competition can nonetheless be a proximate factor in a causal chain ending in 
extinction.  Removal of a competitor at times and places where extirpation is imminent can 
facilitate short-term recovery, which, in turn, can enhance long-term viability.  
Unfortunately, it is usually difficult to determine whether or not two species compete.  We 
performed a species removal experiment and observed a behavioral response (habitat use) of 
a potential competitor at a very small spatial and temporal scale.  After accounting for spatial 
autocorrelation in our data, we noted an increase in the probability of capturing the federally 
endangered Peromyscus polionotus ammobates (Alabama beach mouse) once Sigmodon 
hispidus (hispid cotton rat) had been removed.   This pattern is consistent with a competition 
hypothesis, and was not observed on two control grids where removals were not conducted.  
In lieu of more extensive data on the effect of competition of S. hispidus on P. p. ammobates, 
we recommend that the former is removed from habitat remnants immediately following 
catastrophic hurricanes, and urge conservation managers to consider alleviating the effects of 
competition at critical moments even if competition is not the ultimate cause of species 
decline.  
INTRODUCTION 
     Extinction is the end of a potentially long and intricate chain of causation.  Regardless of 
the ultimate cause of decline, an imperiled species is likely to face multiple, synergistically 
interacting factors that push it toward extinction (Brook et al. 2008).  Thus, while efforts to 
identify and remediate the ultimate cause of a species’ decline constitute a worthwhile long-
term goal for conservation managers, short-term management actions are also needed to 
attenuate effects that are proximally related to extinction. 
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     Motivated by Darwin (1859), ecologists have emphasized the importance of interspecific 
competition (hereafter, “competition”) in driving population and community dynamics 
(Grinnell 1917, Gause 1934, MacArthur and Wilson 1967, Begon et al. 2005), but there has 
also been persistent dispute about the character and ubiquity of competition (Davidson and 
Andrewartha 1948, Kaplan and Denno 2007).  Thus, faced with the knowledge that 
competition can cause extinction (Bengston 1989), conservation managers are tasked with 
determining whether or not competition is occurring because it could be a proximal cause of 
extinction even if it is not the ultimate cause of species decline.  Unfortunately, whether or 
not two species compete can be difficult to determine. 
     A numerical response to competition is more informative to the conservation manager 
than a functional response.  A numerical response is embodied by the competition 
coefficients in a Lotka-Volterra population model.  These coefficients integrate all possible 
effects that one species may exert on another, and express this net effect as the reduction in 
population size of the affected species as a function of the population size if its competitor.  
These coefficients can be empirically estimated by experimentally manipulating the 
population size of one species and observing the change in population size of another 
species.  However, maintaining a constant abundance of one species long enough to observe 
the response in population size of the competitor is very difficult, especially for long-lived 
species. 
     A functional response to competition is much easier to measure because the behavior of 
individuals can respond immediately to changes in abundance of a potential competitor.  
Behavior can therefore be used as an indicator of whether or not significant competition is 
occurring and over sufficient periods of time, functional responses are likely to have 
numerical consequences.  Functional responses may include alteration of foraging times and 
habitat use.  For example, removal of one species may cause another species to seek 
resources in areas where it previously would not go because of poor foraging returns 
(exploitation competition) or threat of violence (interference competition).  Thus, if 
competition is occurring, then removal of one species should result in increased use of 
microhabitats that were previously used by the removed competitor.  Since functional 
responses can be measured over much shorter time periods than equilibrium populations, 
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they can be used to determine whether or not significant competition occurs with 
considerably less effort than experiments designed to estimate Lotka-Volterra competition 
coefficients. 
     Peromyscus polionotus ammobates (Alabama beach mouse) is a small (11 g), nocturnal 
animal that feeds primarily on seeds.  Sigmodon hispidus (hispid cotton rat) is a large (ca. 
140 g) crepuscular animal that feeds primarily on herbaceous vegetation.  The difference in 
size, diet, and temporal activity patterns makes the two species unlikely competitors.  
However, on the Ft. Morgan Peninsula of Southern Alabama, the species are partially 
segregated at a scale of tens of meters.  This spatial arrangement makes these species highly 
amenable to a study of the behavioral response to interspecific removal. 
     The possibility that S. hispidus competes with P .p. ammobates is a significant concern 
because the latter is a federally endangered species.  Habitat loss and fragmentation are the 
ultimate cause of species decline, but this has allowed other factors to become significant 
threats.  Hurricanes have undoubtedly occurred throughout the evolutionary history of P. 
polionotus spp, but because of reduced habitat availability and connectivity, the direct effect 
of a hurricane on long-term viability is likely to be greater now than in the past.  
Furthermore, the interactions between P. p. ammobates and S. hispidus may become 
intensified when hurricanes destroy habitat and force both species into the same suboptimal 
patch of remnant habitat.  Thus, although S. hispidus is unlikely to be an important ultimate 
cause of P. p. ammobates’ decline, it is potentially the most proximate factor in a chain of 
causality ending in extinction.  Therefore, we experimentally removed S. hispidus and 
observed the behavioral response of P. p. ammobates in order to determine if the two species 
compete. 
METHODS 
Data collection 
     A preliminary trapping survey conducted on the Ft. Morgan Unit of the Bon Secour 
National Wildlife Refuge suggested that P. p. ammobates and S. hispidus are partially 
segregated at a scale of tens of meters.  This survey area is predominantly flat and treeless.  
The most common plants include Spartina patens, Schizachyrium scoparium var. littorale, 
Paspalum spp., Ipomoea imperati, and Andropogon spp. The well drained, sandy soil allows 
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relatively small changes in elevation to have large effects on the density and composition of 
the plants.  Over a distance of 20 m, the elevation may change by ca. 0.5 m.  Visually, this 
corresponds to significant changes in the plant community. 
     To measure the use of these microhabitats, we established four live-trapping grids. The 
grids were arranged sequentially along an east-west axis approximately 250 m inland of the 
shoreline, with an intergrid spacing of 150 m (UTM of centroid of area: 403152, 3344390).  
Each grid contained a square 8x8 arrangement of trapping stations, where lateral neighbor-
stations were separated by 15 m.  Each station consisted of one small and one large Sherman 
live trap.  We set traps in the late afternoon and then checked them beginning around 
midnight.  Since S. hispidus is crepuscular and P. p. ammobates is nocturnal, the former 
could have occupied traps before the latter, thereby preventing us from detecting P. p. 
ammobates when it was present.  Thus, we used two traps at each station, where one trap was 
impermeable to S. hispidus in order to allow detection of both species at each station.  To 
make traps impermeable to S. hispidus, we covered the entrance to all small traps with sheets 
of aluminum (from beverage containers) that had a 1.9 cm diameter hole.  This allowed 
passage of P.p.ammobates while excluding S. hispidus. 
     We checked all trap stations 16 times between 19 February, 2007 and 2 April, 2007.  
Beginning 2 April, 2007, all S. hispidus captured on two of the grids were removed from the 
grids (transported ~25 km to the Bon Secour National Wildlife Refuge).  Trapping continued 
at all trap stations for 15 more occasions, ending on 21 May, 2007.  Data from the first four 
sampling occasions immediately after the initiation of S. hispidus removal were removed 
from all subsequent analyses because this period was considered transitional between 
“before” and “after” S. hisipidus removal.  The decision to exclude four sampling occasions 
was made before examination of the data. 
     The experiment concluded on 21 May, 2007 because Solenopsis invicta (fire ant) 
jeopardized captured animals.  S. invicta activity gradually increased on the easternmost grid 
to a level that resulted in unacceptable risks to captured animals (as per our US Fish and 
Wildlife Service Endangered Species Permit).  The presence/absence data that were collected 
on this grid after S. hispidus removals began are likely to be significantly affected by the 
activities of S. invicta (Holtcamp et al. 1997), and we, therefore, did not include these data in 
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subsequent analyses.  This decision was made prior to inspection of the data.  This grid was 
one of the two grids where S. hispidus was removed. 
  
Data Analysis 
     We constructed an empirical semivariogram to assess the magnitude of spatial 
autocorrelation in our trapping data.  We first divided our data into seven datasets: four data 
sets come from each of the four grids before removal of S. hispidus, the other three datasets 
come from the three grids after removal that were not affected by S. invicta.  For all seven 
datasets, we then summed the number of times that P. p. ammobates was detected at each 
trap station.  Many of these counts are zero because P. p. ammobates was never observed at 
many trap stations.  This renders the data significantly non-normal (skewness = 1.62).   
Therefore, we applied a Box-Cox transformation to the counts, where the power parameter, 
λ, was found using the unconstrained nonlinear optimization function, fminsearch available 
in MATLAB (Mathworks, 2009).  A spatial semivariance matrix,   0.5z
  z
, 
was then computed separately for all seven transformed datasets and then subsequently 
averaged together.  The result is a single semivariogram of P.p. ammobates counts that are 
pooled over space and time. 
     Our scientific interest is focused on the change in occurrence of P. p. ammobates at 
locations where at least one S. hispidus was observed prior to the initiation of removals.  
Thus, we discarded all data from trap stations where S. hispidus was not observed prior to 
removal.  We modeled the resulting data as realizations of binomial random variables with 
spatial autocorrelation in the “success” parameter (p).  The number of “trials” (n) is the 
number of times traps were checked before and after S. hispidus removal, which is 16 and 11, 
respectively.  To determine the magnitude of change in p from “before” to “after,” we fit the 
model:  
 
logit(pit) = µ t + Zi         (1) 
 
using Markov Chain Monte Carlo methods, where µ t is an intercept in a logistic regression 
for t = 1, 2 time periods (“before” and “after”) and Zi is a term expressing spatial similarity in 
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the neighborhood of trap station i.  A conditional autoregressive (CAR) structure was used to 
model spatial similarity Zi, (Besag et al. 1991, Cressie 1993, Best et al. 1999, Thogmartin et 
al. 2004).  Specifically,  
 
Zi ~ Normal(ρ∑ Z, σ~ ), 
 
was evaluated using the GeoBugs function car.normal (Thomas et al. 2004).  A trap station 
adjacency matrix was produced with the adjacency tool in GeoBugs, and all neighbor 
weights ( were set to 1 in order to produce a standard CAR model (Besag et al. 1991).  
The precision (inverse variance) of the prior distribution on the CAR was modeled with 
gamma(0.5, 0.0005), as recommended by Kelsall and Wakefield (1999).  A noninformative, 
flat prior was assigned to µ t for both time periods. 
   
RESULTS 
     Across all three grids, we captured 62 unique individuals of P. p. ammobates a total of 
600 times, and 189 unique S. hispidus were captured 1007 times.  Table 1 summarizes the 
trapping results on all three grids.  Spatial autocorrelation of captures of P. p. ammobates 
(Figure 1) was higher (smaller semivariance) for lateral-neighbor traps (15 m) than diagonal 
neighbors (√15   15  21.2 m).  Spatial autocorrelation of captures of P. p. ammobates 
dissipated after this immediate neighborhood, so the scale of the CAR model, which includes 
only the eight traps constituting an adjacent neighborhood, is commensurate with observed 
patterns of spatial autocorrelation. 
     The Bayesian posterior distributions of the intercepts of the logistic regression of 
detection probability (µ t) of P. p. ammobates at locations where at least one S. hispidus had 
been captured prior to the initiation of removals are given in Figure 2.  On one of the control 
grids, there is little difference in capture rates of P. p. ammobates before versus after the time 
when S. hispidus were removed from the removal grid (Figure 2a).  On the other control grid, 
capture rates of P. p. ammobates were higher before removal than after removal (Figure 2b).  
Finally, on the treatment grid where S. hispidus were removed, capture rates of P. p. 
ammobates were greater after removal than before removal (Figure 2c).  
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DISCUSSION 
     Classic experimental designs often consist of a treatment (e.g. fertilizer) applied over an 
entire plot, where measurements within that plot are analyzed as subsamples.  In this 
scenario, the number of plots is the sample size (N) used to compute degrees of freedom for 
inferences of treatment effects.  Although we applied our removal treatment across an entire 
trapping grid, we emphasize that the grid is not the experimental unit of scientific interest.  
Rather, we view each of the trap stations as a spatially-correlated random sample of 
microhabitat.  While many of these microhabitats may be useful to one species but not the 
other, our a priori expectation is that some microhabitats within a grid are useful to both 
species.  These microhabitats are our experimental units.   
     We applied our removal treatment across an entire grid for convenience only.  We would 
have been content to exclude S. hispidus from individual 15 x 15 m patches randomly 
selected from the landscape if this had been logistically reasonable.  Indeed, we view our 
trapping grid as an aggregated collection of 15 x 15 m random patches.  However, unlike 
patches drawn randomly from a large landscape, patches on a relatively small grid are not 
independent of one another, and, therefore, the resulting data require a more elaborate 
statistical model.  We modeled our data to include a term for this autocorrelation with 
neighboring trap sites that is separate from the effect of time (before and after removal) on 
capture probability at stations where at least one S. hispidus had been detected prior to 
removal. 
     The change in capture probability of P. p. ammobates across time periods is different on 
all three grids (Figure 2).  There are two interpretations of this observation.  The first 
interpretation focuses on grids as experimental units and views the difference between the 
two grids where removals were not performed as an estimate of inter-grid variability.  
Viewed this way, the increase in capture probability of P. p. ammobates on the removal grid 
(Figure 2c) can be attributed to inter-grid variation without needing to invoke competitive 
release.  The second interpretation focuses on microhabitats within the grids as the relevant 
experimental units.  Viewed in this way, the difference between “before” and “after” on the 
two grids where removals were not performed (Figure 2a and Figure 2b) can be averaged 
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together to estimate effect of time (i.e. seasonality) on the capture probability of P. p. 
ammobates.  This implies a moderate decline in capture probability of P. p. ammobates due 
to environmental change.  The increase in capture probability of P. p. ammobates on the 
removal grid (Figure 2c) can then be attributed to release from competition that overwhelms 
the background seasonal decline in capture probability.  We believe this latter interpretation 
is consistent with our biological system, experimental design, and data analysis. 
     Competition between P. p. ammobates and S. hispidus has not been previously explored.  
The significant difference in body mass, diet, and temporal activity patterns between the two 
species suggests little or no competitive interaction.  Indeed, experimental removal of S. 
hispidus does not significantly affect the demography (Cameron 1977) or resource utilization 
(Kincaid and Cameron 1982) of Reithrodontomys fulvescens (fulvous harvest mouse).  
Similarly, Turner and Grant (1987) found that neither R. fulvescens nor Baiomys taylori 
(pygmy mice) used a broader range of microhabitats once S. hispidus was experimentally 
removed.   
     However, S. hispidus has been shown to compete with Microtus ochrogaster (prairie vole; 
Terman 1974, Glass and Slade 1980, Swihart and Slade 1990), and is thought to strongly 
influence rodent community structure, including the abundance of R. megalotis (western 
harvest mouse) and P. maniculatus (deer mouse; Brady and Slade 2001).  Compared to other 
rodents, S. hispidus is large and vigorous; it will enter a trap seconds after it is set, 
aggressively and loudly resists handling, and has a very strong, pungent odor.  This robust 
phenotype may assist its recent northward range expansion (Jones 1960).  If it recently 
arrived on the Ft. Morgan Peninsula of Alabama, P. p. ammobates may not yet have evolved 
a sufficiently differentiated niche from S. hispidus, or could simply avoid it unnecessarily. 
     The effect of competition that we observed occurs at a spatial scale smaller than the 
average home range size of P. p. ammobates, which is 3,586 m2 (Swilling and Wooten 2002).  
Part of an individual’s decision to establish a home range may include a joint consideration 
of the proportion of microhabitats within a potential home range that provide resources both 
to itself and S. hispidus, and the probability that S. hispidus will exploit those resources.  
Catastrophic hurricanes that periodically devastate P. p. ammobates and its habitat (Swilling 
et al. 1998; Pries et al. 2009) may force individuals into habitats heavily used by S. hispidus.  
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Such areas may function as population sinks.  Falcy and Danielson (2010) have demonstrated 
that enhancing sink populations can more effectively promote long-term viability than 
hastening recovery of source habitat.  Thus, we recommend that post-hurricane sinks are 
enhanced by removal of S. hispidus.  This action is both easy and safe to implement:  live 
traps can be set during times when S. hispidus is active but P.p.ammobates is not, so S. 
hispidus can be captured without significant concern for accidental detention of 
P.p.ammobates. 
     Competition is one of many factors that must be determined on a case-by-case basis 
because it cannot be reliably predicted by ecological theory.  Although the robustness of our 
results was compromised by S. invicta, the technique presented here is relatively easy to 
implement and can be applied to other animals.  Alleviation of the effect of competition is 
one of a limited number of tools available to conservation managers.  Information on 
interspecific competition should be obtained when extinction is not imminent so that 
appropriate action can be taken when it is. 
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TABLES 
 
Table1.  The number of unique individuals captured and the total number of captures for two 
species on each of three trapping grids.  
 
Species Grids 
  No Removal No Removal Removal 
  Individuals Captures Individuals Captures Individuals Captures 
P.p.ammobates 18 133 16 172 28 295 
S.hispidus 53 276 82 677 54 54 
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FIGURES 
 
 
 
 
Figure 1.  Semivariogram of Box-Cox transformed capture probabilities of Peromyscus 
polionotus ammobates.  Capture probabilities are pooled across grids and “before” and 
“after” removal of Sigmodon hispidus.  
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Figure 2.  Bayesian posterior probability of mass of intercept (µ) of the probability of 
capture of Peromyscus polionotus ammobates at trap stations where at least one Sigmodon 
hispidus had been captured prior to the initiation of removals.  Abscissa given on the logit 
scale. See equation 1.   
 
 
 
 
 
 
 
 
 
 
-14 -12 -10 -8 -6 -4 -2
0
1000
2000
3000
Fr
eq
u
en
cy
a. No Removal
 
 
-8 -7 -6 -5 -4 -3 -2 -1
0
1000
2000
3000
logit(Mu)
Fr
eq
u
en
cy
c. Removal
 
 
-7 -6 -5 -4 -3 -2
0
1000
2000
3000
Fr
eq
u
en
cy
b. No Removal
 
 
Before
After
Before
After
Before
After
50 
 
CHAPTER 5.  RECOVERY OF THE ALABAMA BEACH MOUSE FOLLOWING 
CATASTROPHIC HURRICANES 
 
A paper to be submitted to Ecological Applications 
 
Matthew R Falcy and Brent J. Danielson 
ABSTRACT 
    Seven of the eight subspecies of oldfield mouse (Peromyscus polionotus) endemic to 
coastal dunes of Alabama and Florida are either threatened, endangered or extinct.  The 
spatio-temporal dynamics of population recovery following catastrophic hurricanes is critical 
to an understanding of long-term beach mouse viability, yet has not been previously 
documented.  We collected detection/nondetection data across the range of the Alabama 
beach mouse (P.p. ammobates) for four years subsequent to hurricanes Ivan and Katrina, and 
then fit a dynamic patch occupancy model to these data using hierarchical Bayesian methods.  
We created an automated system that extracts habitat covariates from remotely sensed data 
using neural networks, and then maps colonization and survival probability at the scale of 
individual home ranges throughout the entire range of the species.  Our results demonstrate 
that the probability of patch occupancy asymptotically increased from 0.16 to 0.67, with 
occupancy in the surveyed patches approaching an asymptote by the third post-hurricane 
summer.  Although the precision of our spatial predictions is compromised by the small 
sample sizes intrinsic to this endangered species, the approach taken here can be used to 
parameterize spatially-explicit population models.   
INTRODUCTION 
     There are eight subspecies of the oldfield mouse (Peromyscus polionotus) endemic to 
coastal dunes of Alabama and Florida.   Collectively known as “beach mice,” five are 
federally endangered, one is threatened, and one is extinct.  The long-term viability of beach 
mice is jeopardized by the joint effects of catastrophic hurricanes and habitat 
loss/fragmentation.  Although hurricanes have occurred throughout the evolutionary history 
of beach mice, the relatively recent onset of habitat fragmentation due to residential and 
commercial development could compound the effects of hurricanes on long-term viability by 
reducing the rate of post-hurricane population expansion.  Prolonged periods of low spatial 
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connectivity increases the probability of extinction by increasing the effects of demographic 
stochasticity and the loss of allelic diversity through genetic drift.  Concerns that global 
warming will increase the frequency and/or intensity of hurricanes (Emanuel 2005, Trenberth 
2005, Webster et al. 2005) further underscore the importance of the rate of post-hurricane 
spatial population recovery as a fundamental parameter of long-term beach mouse viability. 
     Hurricane Ivan was a strong Category 3 hurricane on the Saffir-Simpson scale when it 
made landfall directly over the ca. 25 km of beach constituting the entire range of the 
Alabama beach mouse (P.p. ammobates) in 2004.  Approximately 95 km to the east of Ivan’s 
landfall, the occupancy rate of P. p. leucocephalus on dunes fell from 1 to 0.6 (Pries et al. 
2009).  The following year, hurricane Katrina made landfall 190 km to the southeast of the 
Alabama beach mouse as a category 3/4 storm.  Both Ivan and Katrina created 2.5-3.0 m 
storm surges across the entire range of the Alabama beach mouse (Chen et al. 2008).  
Approximately 90% of Alabama beach mouse habitat was suspected to have been 
significantly damaged or destroyed by hurricane Katrina (USFWS, 2005).   
     The effects of a hurricane on beach mouse population density (Swilling et al. 1998) and 
spatial distribution (Pries et al. 2009) have already been documented.  Here, we add estimates 
of the rate of spatial recovery of the Alabama beach mouse following the catastrophic 
hurricanes of 2004 and 2005.  Specifically, we estimate parameters of a dynamic occupancy 
model from detection/non-detection data collected from 2006 through 2009.  We also use 
covariates from remotely sensed data to predict interannual patch colonization and survival 
across the entire range of the subspecies. 
METHODS 
Beach mouse surveys 
     We conducted detection/non-detection surveys for the Alabama beach mouse every 
summer from 2006 through 2009.  All survey sites are located in or to the west of the Perdue 
Unit of the Bon Secour National Wildlife Refuge, where commercial and residential 
development have had the greatest impact on habitat connectivity (Figure 1).  Survey sites 
are either along public right-of-ways or on privately held property where legal access had 
been granted.  The number of sites falling into the latter category increased throughout the 
duration of the study because the U.S. Fish and Wildlife Service, while promulgating the 
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federal Endangered Species Act, included a monitoring-access clause in the permits it issued 
to landowners wanting to modify their parcel’s landscape.  During the summer of 2006, we 
were able to survey just 31 sites; by summer of 2009, 61 sites were included in our surveys. 
     Surveys were conducted with Sherman live traps.  Traps were deployed at a density of 
approximately one per 225 m2, with total number of traps per site ranging from four to 32, 
depending on site size.  Traps were set in the evening and then checked for beach mice in the 
early morning.  Captured mice were ear tagged and weighed.  Gender and reproductive status 
were also determined, and then mice were immediately released at the point of capture.  Each 
site was surveyed for five consecutive nights with rare exceptions due to inclement weather. 
 
Habitat covariates 
     In order to map occupancy parameters across the species’ entire range, we extracted nine 
covariates (enumerated below) from aerial photographs and GIS data that completely cover 
the mouse’s range.  Since the species’ range is highly linear on an east-west axis, we used the 
(i) longitudinal component of Universal Transverse Mercator coordinates to account for 
geographical variation in occupancy parameters.  The size of an average Alabama Beach 
Mouse home range is 3,589.2 m2 (Swilling and Wooten, 2002), so we digitally centered a 60 
x 60 m square over all survey sites and then computed habitat attributes for each square.  We 
estimated the amount of (ii) topographic relief within a square by computing the variance in 
elevation among 400 regularly spaced points on a kriged LIDAR digital elevation model.  
     Every pixel of high resolution (pixel length = 15.24 cm) color aerial photographs taken in 
2001 were classified as sand, vegetation, or “other” (i.e. not sand or vegetation, which is 
predominantly houses, parking lots, roads, and standing water) based on the intensity of the 
pixel’s red, green, and blue values.  To perform this supervised classification, we used a 
three-layer, feed-forward, back-propagation, artificial neural network with 20 nodes in the 
hidden layer.  The back-propogation of errors was conducted with a hyperbolic tangent 
sigmoid transfer function (Vogl 1988).  We then summed the number of pixels classified by 
the neural network as (iii) sand and (iv) “other” within each square.  The performance of the 
neural network was assessed by withholding 20% of the training dataset (50 sand, 112 
vegetation, and 172 “other”) from each pixel class during network development.  These 
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validation data were subsequently classified by the network, and the assigned classes were 
compared to known classes to estimate the frequency of misclassification.  
     We also performed a texture analysis of the aerial photographs to account for the way 
pixels classified as sand and “other” are distributed within a home range.  For example, two 
home ranges, each composed of 50% sand, could represent very different habitats if the sand 
is evenly distributed throughout the homerange versus clumped on one side.  The first 
measure of texture we computed is the amount of (v) edge in the green layer of the image.  
Edges were found using the Canny algorithm (Canny 1986), which is a common method of 
identifying the boundaries of objects in digital image analysis.  Canny edges are identified as 
local maxima in the gradient of an image, where the gradient is calculated using the derivate 
of a Gaussian filter that helps remove the effects of noise.  The second measure of image 
texture we computed is (vi) “energy”.  To compute energy, the image is rendered to 
grayscale with eight color intensities and elements of a corresponding 8x8 matrix specify the 
number of pixels in the grayscale image of a given color intensity that are horizontally 
adjacent to pixels of other color intensities.  Energy is the sum of squared elements in this 
matrix, which provides a measure of heterogeneity within the image.  We included a (vii) 
quadratic function of sand, which allows intermediate amounts of sand to be most likely to 
contain mice.  We also included (viii) an interaction between topography and sand to capture 
the effects of dunes, and (ix) an interaction between edge and “other.”  
   
Data Modeling 
     There is widespread acknowledgement of the importance of incorporating detection 
probability into estimates of occupancy parameters because an estimator that assumes perfect 
detectability is negatively biased when the focal species is present but goes unnoticed during 
detection/non-detection surveys.  This problem is made tractable by temporally replicating 
site surveys over a period sufficiently short to ensure that the true occupancy status of the site 
is unlikely to change.  Detection probability is then included in a model of the likelihood of 
the resulting data.  The ease with which these likelihood models can be specified and 
numerically maximized with freely available software (MARK, PRESENCE) has resulted in 
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a proliferation of the kinds of occupancy models described by Mackenzie et al. (2002, 2003, 
2006). 
     We adopt an alternative approach to specifying occupancy models and fitting them to 
data.  We believe that a hierarchical Bayesian approach to fitting dynamic occupancy models 
(Royle and Kéry 2007, Royle and Dorazio 2008, Link and Barker 2010) is better suited to 
our particular goals and data.  One of our goals is to predict parameters of dynamic 
occupancy (site colonization rate and site “survival” rate) using site-specific covariates.  A 
hierarchical formulation of dynamic occupancy models provides a conceptually clear method 
of decoupling the effects of covariates on latent process parameters (colonization and 
survival) from nuisance parameters (detection probability).  The hierarchical formulation also 
readily yields to Bayesian analysis, which, unlike the maximum likelihood estimates 
obtained from MARK and PRESENCE, provides full probability distributions representing 
uncertainty in the latent process parameters.  A distributional characterization of uncertainty 
in these parameters facilitates formal population viability analysis (Wade 2002).  Further 
motivation for adopting the hierarchical Bayesian approach to occupancy models derives 
from restriction on the quantity and character of survey sites.  Relatively few sites were 
surveyed because much of the habitat in our area of interest is under private ownership, and 
we cannot assume that sites where access was granted are identical to sites we could not 
survey.  Thus, we wish to restrict our scope of inference to the collection sites that were 
surveyed rather than attempting to extrapolate results beyond the sampling frame.  Unlike 
conventional likelihood-based formulations of occupancy models, the hierarchical 
formulation provides a clear method for obtaining these “finite sample” estimates (Royle and 
Kéry 2007). 
     The hierarchical approach to fitting dynamic occupancy models to data requires two 
submodels: A state process submodel describes how occupancy status changes through time, 
and an observation submodel describes imperfection in the observation of that process.  The 
observation model is important because the focal species may be present yet remain 
undetected during a survey.  The observation model describes this uncertainty: 
 yj,i,t | zi,t ~  Bernoulli(ptzi,t) for j = 1,2,...5 temporal replicate surveys, i = 1,2,...61  
   survey sites, and t = 1, 2, 3, 4 years of observations 
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where y ∈{0, 1} for nondetection and detection, respectively and z ∈{0, 1}for absence and 
presence, respectively.  Thus, the model states that when the species is present, it is observed 
as Bernoulli(pt).  When the species is absent, it is always unobserved [Bernoulli (0)] because 
the probability of a false detection (e.g. misidentification of another species for an Alabama 
beach mouse) is effectively zero in this study. 
     The state model describes the ecological processes that drive occupancy dynamics.  
Following Royle and Kéry (2007) and Royle and Dorazio (2008), we use an auto-logistic 
formulation of change in occupancy through time because the probability of site occupancy 
at a given time, ψt, depends on whether or not the site is occupied at time t-1.  The state 
model for the first year that a site was sampled is simply: 
 zi,1 ~ Bernoulli (ψ1) for i=1,2,..61 sites.                                                                       
The true occupancy status (z) of sites during subsequent years is the net result of interannual 
survival (Φ
 t) and colonization (γ t) probabilities: 
 zi,t | zi,t-1 ~ Bernoulli(πi,t) for t = 2,3,4 
where  
 πi,t = γ t-1(1- zi,t-1) + Φt-1 zi,t-1 
Thus, the occupancy status of a site depends upon the site’s status the previous year in a 
straightforward manner.  If the site was previously unoccupied, then zi,t-1 = 0 and the 
probability of occupancy during the focal year reduces to the probability of colonization, γt-1.  
If the site was previously occupied, then zi,t-1 = 1 and the probability of occupancy becomes 
the probability of survival, Φt-1. 
     We introduce site-specific covariate effects on occupancy by standardizing all covariates 
and enter them into the model on a logit-linear scale because the Bernoulli success parameter 
is specified on a probability scale: 
    logit(πi,t | zi,t) = at(1-zi,t-1) + btzi,t + ω1β1Covariate1,i(1-zi,t-1) + ω2β2 Covariate1,i zi,t-1 + 
ω3β3Covariate2,i(1-zi,t-1) + ω4β4Covariate2,i zi,t-1 + … + ω18β18 Covariate9,i zi,t-1    (1) 
     Note that each covariate enters equation 1 twice.  The first appearance is the effect on 
colonization, which is active only when the site was previously unoccupied (zi,t-1 = 0).  The 
second appearance of a covariate is active only when the site was previously occupied (zi,t-1 = 
1) and, therefore, models the effect of the covariate on survival.  Each posterior element of 
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the covariate coefficient, βk, (k= 1,2,…18) is multiplied by the corresponding posterior 
element of a binary inclusion parameter, ωk.  The binary inclusion parameters (ωk) take on 
values of either 1 or 0 to indicate inclusion and exclusion, respectively, of the associated 
covariate in the model of Bernoulli success parameter (eq. 1).  If a given covariate contains 
little information, the associated inclusion parameter will frequently evaluate to 0, causing 
the associated covariate to be dropped from eq. 1.  Thus, the inclusion covariates function as 
covariate weights that are used to perform model averaging (Kuo and Mallick, 1998; Royle 
and Dorazio 2008, Section 2.5.3 and Section 3.4.3).  We use the inclusion parameter from 
additive effects in the quadratic and interaction terms.   For example, the inclusion parameter 
associated with the effect of sand (ω1) and topography (ω2) on colonization probability 
reappear in the term for an interaction between sand and topography on colonization 
probability: 
     logit(colonizationi,t) = btzi,t + ω1β1Sandizi,t-1 + ω2β2 Topographyizi,t-1 + 
                                           ω1ω2ω3β3SandiTopographyizi,t-1 + … 
This is done so that higher order effects cannot enter the model unless the associated additive 
effect also enters the model.       
     The hierarchical formulation of the model readily yields to Bayesian analysis.  We specify 
our a priori neutrality in the values of p, Φ, and γ by assigning equally probable values in the 
range [0 1] for each parameter by using a uniform density distribution, i.e. [p, Φ, γ] 
~Uniform(0,1).  Similarly, prior to examining data we were neutral to the values of β, but 
since these values are not probabilities, we define this neutrality with a normal distribution 
centered on 0 with moderately large standard deviation: β ~ Normal(0,12.5).  Larger standard 
deviations prevented convergence of optimization algorithms.  Neutrality toward whether or 
not a given covariate meaningfully contributes to predictions of the state variables was 
modeled: ω ~ Bernoulli(0.5). 
     The joint posterior probability density is given by the hierarchical factorization: 
 [y, z, p, Φ, γ, β, ω] = f(y | z, p) g(z | Φ, γ, β, ω)h(p, Φ, γ, β, ω),                                     
where f is distribution of the data given the observation model, g is the distribution of the true 
occupancy state given the parameter values in the process model, and h is the prior 
distribution of all model parameters.  The joint posterior probability density was evaluated 
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with the Gibbs sampler implemented in WinBugs (2009) and accessed through MATLAB 
(2009) via Matbugs (Murphy and Mahdaviani 2005).  Inferences are based on a parameter’s 
marginal posterior distribution, which may be obtained by simply ignoring the other 
parameters in a sample draw from the joint posterior.  This draw is an implicit integration 
over all other parameters and therefore includes the uncertainty in estimating those 
parameters. 
     We performed two numerical evaluations of dynamic occupancy models.  The first 
focuses on the changes in occupancy probability through time.  This analysis does not 
include site-level covariates.  Furthermore, this analysis uses only those data from sites that 
were sampled all four years (N=31).  Since the 31 additional sites that became available for 
sampling after the first year had a significantly lower probability of containing beach mice 
than the original 31 sites, estimates of occupancy probability through time would be biased 
downwards as more and more sites with low probability of occupancy are included in the 
analysis.  The canonical parameters of this dynamic occupancy model are the initial 
occupancy (ψ1), annual survival (Φt), and the annual colonization rate (γt).  Occupancy in any 
given year subsequent to the first is calculated recursively 
ψt = ψt-1 Φt-1 + (1- ψt-1) γt-1 
when inference to all possible sites is desired.  We report the “finite sample” occupancy 
which is simply the mean number of sites occupied,  -
.-
∑ /,0.-  during t= 1,2,3,4 years after 
hurricanes.  We then used nonlinear regression to estimate parameters of the model: 
             ψ  12
-13456789:;<
 
using the estimates of occupancy estimates. 
    We also report the equilibrium occupancy probability, which is a fundamental parameter 
of metapopulations (Hanski, 1994).  Equilibrium occupancy is the anticipated long-term 
proportion of sites occupied when colonization and survival remain constant: 
             ψ0= 
>?
>?-@A?
 . 
We also report the finite sample turnover, τ, which is the probability that an occupied site is a 
newly occupied one (Nichols et al. 1998).  Thus, τ = Pr(zt-1 = 0 | zt = 1) and is computed: 
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Finally, we also report the finite sample rate of metapopulation growth rate, λ, which is 
analogous to the well known population growth rate estimator: M?H3
M?
 .   Here, 
                λ0 
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KL3
C EF,G
J3
KL3
 . 
     Our second numerical evaluation of the dynamic occupancy model focuses on the effects 
of site-level covariates on the probabilities of colonization and survival.  This analysis uses 
data from all 61 sites.  We use estimates of the covariate coeffieicents (β) and their respective 
“weights” (ω) to create maps of colonization probability and survival probability at the scale 
of individual home ranges throughout the entire range of the Alabama beach mouse.  
RESULTS 
Recovery 
     Mean nightly detection probabilities (p) from 2006 to 2009 are 0.70, 0.55, 0.52, and 0.60. 
Detection probability over a five night sampling period is therefore quite good.  For example, 
in 2006 a typical five-night survey had a detection probability of 1-0.305 = 0.998.  The 
estimates of occupancy using data from sites that were sampled each summer from 2006 
through 2009 increase at a decreasing rate (Figure 2a).  The maximum occupancy probability 
predicted by the fit of a nonlinear regression to the estimates of occupancy through time is 
0.654, which closely matches the three estimates of equilibrium occupancy (ψ0=) derived from 
the hierarchical model (Figure 2b).  The estimated probability of turnover decreases through 
time at a decreasing rate (Figure 2c), as does the estimates of population growth rate, λ 
(Figure 2d).  Although there is considerable uncertainty in survival (Figure 2e) and 
colonization (Figure 2f) across years, the recovery process appears to be initially driven by 
relatively high survival with moderate colonization.  At an intermediate phase of recovery, 
survival seems to remains constant as colonization increases.  The recovery process finally 
stalls when survival declines with colonization remaining constant. 
 
Covariate effects 
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     The neural network correctly classified 100% of the sand in our validation dataset.  The 
network incorrectly classified 1.5% of vegetation as “other”, and incorrectly classified 4.5% 
of “other” as sand.  Figure 3a,b provide an example of the network’s performance.  Note that 
the pixels at the boundary between sand and vegetation are frequently misclassified as 
“other.”  Also note in Figure 3a,b that water on the asphalt parking lot was misclassified as 
vegetation. 
      Multicolinearity among the six covariate used to predict occupancy parameters is 
generally low.  There are 15 pair-wise correlations (ρ) among these covariates.  Of these, 3 
correlations are: 0. 4<|ρ|<0.5, 6 are 0. 1<|ρ|<0.4 and 6 are |ρ|<0.1.  The strongest relationship 
among the covariates occurs between sand and edge:  Since sand does not exhibit sharp 
boundaries, as the amount of sand within a site increases, edge declines. 
     The estimated posterior distributions of model-averaged effects for each covariate on 
colonization rate are provided in Supplement 1.  Model-averaged effects are calculated as the 
product ωβ, i.e. the influence of a covariate if it is included in a model (ω = 1) or 0 if a 
variable is not included.  Supplement 2 displays the same for survival rate.  In general, ω 
evaluates to 0 most of the time (note the prominent spike at 0 in histograms in Supplements 1 
and 2), indicating that the given covariate does not make a significant contribution to the 
prediction of colonization or survival.  The most prominent exceptions are the effect of 
energy on colonization and topography on survival.  When ω evaluates to 1, the magnitude of 
the covariate coefficient (β) is expressed.  This can be seen in the histograms of Supplements 
1 and 2 as lumps of probability mass on both sides of 0.  The mean of the distributions in 
Supplement 1 and 2 were used to predict probability of survival and colonization over 800 
contiguous blocks the size of a beach mouse home range (Figure 3c-e).  
DISCUSSION 
     We observed remarkably smooth recovery of the Alabama beach mouse during the four 
years subsequent to catastrophic hurricanes.  Although we observed asymptotic properties of 
the recovery process after just three years, we also note that our occupancy-scale estimates of 
recovery are not necessarily identical to recovery of population abundance.  The Alabama 
beach mouse has historically reached much higher densities than we observed (Rave and 
Holler 1992), which strongly suggests that we did not witness the end of recovery of 
60 
 
population size.  Swilling et al. (1998) noted that a decade-long increase in abundance among 
many beach mouse subspecies could reflect recovery from Hurricane Elena in 1985, further 
suggesting that population size continues to grow after occupancy slows or stops.  We 
emphasize that occupancy and abundance are different yet related measures of population 
status that, once combined (as in a population viability analysis), provide a more robust 
indicator of population status than either can provide in isolation. 
     Royle and Kéry (2007) note that occupancy estimates of Cerulean Warblers (Dendroica 
cerulea) lag behind declines in abundance, a process they call “inertia” of occupancy with 
respect to abundance.  We note that the reverse is also possible when a species is increasing 
in abundance:  If there are density-dependent effects on habitat quality and individuals are 
able to select optimal habitats (Fretwell and Lucas 1970), then increases in occupancy should 
sensitively follow initial increases in population density.   
     We expect beach mice to occupy high-quality sites before occupying low-quality sites.  
Thus, our estimate of the spatial recovery process is sensitive to the distribution of site 
quality within our samples.  With only 31 sites in our four-year dataset, we cannot expect an 
especially strong characterization of all habitat types within the species’ range.  Therefore, 
we believe that there is additional uncertainty in the spatial recovery process that is not fully 
captured by our analysis.  For example, mice were never detected in just two of the 31 sites 
that were surveyed all four years.  If our sample included more of these low-quality sites, 
then the recovery process may have appeared more protracted.  Since the number of sample 
sites is small and potentially non-random , we restricted our inferences to these sites using 
finite sample estimators of the latent processes.  This was facilitated by using a hierarchical 
occupancy model.  The hierarchical approach also provides a clear framework for placing 
covariate effects where they are desired.  In the present case, covariates are allowed to affect 
colonization and survival, but not detection probability.  Bayesian analysis of the model also 
yields intuitive, probability-based interpretations of the accuracy of estimates, which can be 
leveraged in subsequent Monte Carlo simulations.  For example, 100 random draws from all 
the posterior distributions found in Supplements 1 and 2 would facilitate the creation of 100 
maps of colonization and survival probabilities.  The results of population simulations using 
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these maps would include uncertainty in the estimation of underlying parameters, which is 
particularly relevant to population viability analysis. 
     Despite considerable uncertainty in all three estimates of equilibrium occupancy (Figure 
2b), the means of the posterior distributions are similar to one another and very closely match 
the estimated asymptote from the nonlinear regression model fitted to the four estimates of 
occupancy through time (Figure 2a).  This suggests that two survey seasons can yield a 
reliable estimate of equilibrium occupancy, but longer-lived species with slower 
demographic rates will require more than one year between survey periods. 
     Covariate information from all 61 sites was used to make spatial predictions of 
colonization and survival rates.  In Supplements 1 and 2, the height of the bar at 0 indicates 
the probability that ωj = 0.  The taller the bar at 0, the less likely the given covariate 
meaningfully contributes to colonization or survival.  We did not find a significant influence 
of the prior distribution of model weights [ω ~ Bernoulli(0.5)] on our results.  When we re-
ran the analysis with lower priors [ω ~ Bernoulli(0.1)], we obtained essentially the same 
results (not shown).  Thus, the contribution of the covariates is not overemphasized by our 
prior neutrality toward the meaningfulness of each covariate.  Nonetheless, we acknowledge 
that the covariates weakly predict survival and colonization. 
    Our implementation of the binary indicator variables to perform model averaging, as 
described by Kuo and Mallick (1998) and suggested by Royle and Dorazio (2008, Section 
2.5.3 and Section 3.4.3) is remarkably simple to implement and interpret.  Accessing 
WinBUGS from MATLAB was especially helpful because the latter provides excellent tools 
for creating and implementing neural networks, performing image analysis, and other 
cartographic functions, which, once combined, yielded an automated system for mapping 
demographic parameters across the entire range of our focal species.   
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FIGURES 
 
 
 
 
Figure 1.  Current and historical range of the Alabama beach mouse (P. p. ammobates). 
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Figure 2.  Parameters of Alabama Beach Mouse population dynamics estimated from 31 
sites following catastrophic hurricanes.  Error bars represent 95% Bayesian credible 
intervals.  The curved line in (a) is the nonlinear regression fit to the four estimates of 
occupancy (equation provided).  Processes that occur across consecutive years are plotted at 
the midpoint of the two relevant years.   
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Figure 3.  Aerial photograph (a) and associated classification of pixels (b) into sand, 
vegetation, or “other.”   A 1.2x2.4 km region (c) and corresponding estimated colonization 
(d) and survival (e) probabilities at the scale of individual home ranges (60x60 m.) four years 
after catastrophic hurricanes. 
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Supplement 1.  Posterior distribution of effects of covariates (ω.* β) on colonization.  The x-
axis is the effect of the covariate on the logit scale.  Note different scales on y-axes and x-
axes.   
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Supplement 2.  Posterior distribution of effects of covariates (ω.* β) on survival.  The x-axis 
is the effect of the covariate on the logit scale.  Note different scales on y-axes and x-axes. 
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CHAPTER 6.  THE EFFECTS OF HURRICANES AND HABITAT LOSSS ON THE 
VIABILITY OF THE ALABAMA BEACH MOUSE 
 
A paper to be submitted to Ecological Applications 
 
Matthew R. Falcy and Brent J. Danielson 
 
ABSTRACT 
    The long-term persistence of the Alabama beach mouse (Peromyscus polionotus 
ammobates) is jeopardized by anthropogenic habitat loss and catastrophic hurricanes.  
Detection/nondetection data collected during a period of post-hurricane population recovery 
were used to estimate parameters of a dynamic occupancy model.  These estimates were then 
used to parameterize and calibrate a spatially-explicit population viability analysis.  The 
viability analysis suggests that extinction probability increases nonlinearly with monotonic 
increases in both habitat loss and hurricane frequency.  A mild interaction between habitat 
loss and hurricane frequency was also observed when extinction probability is relatively low, 
but disappears as extinction probability increases.  Extinction risk is sensitive to the 
regularity of catastrophic hurricanes; consecutive hurricanes like Ivan and Katrina in 2004 
and 2005 dramatically increase extinction risk, further suggesting that the effect of global 
climate change on hurricane regimes will have a large effect on the probability of long-term 
persistence.  However, if further habitat loss can be prevented, this analysis suggests that the 
probability of extinction over 100 years is less than 0.05. 
INTRODUCTION 
     Historically, there were nine subspecies the oldfield mouse (Peromyscus polionotus).  
Eight of these are endemic to coastal dunes of Alabama and Florida, where they are known 
as “beach mice.”  Five beach mouse subspecies are federally endangered, one is threatened, 
and one is extinct.  The Alabama beach mouse (P. p. ammobates) is restricted to the Ft. 
Morgan peninsula, which separates Mobile Bay from the Gulf of Mexico.  Within this 
peninsula, P. p.ammobates currently occupies approximately 25 km of dune and scrub 
habitat that is typically 100 or 200 m wide.  This habitat is fragmented by residential 
development and is subject to catastrophic hurricanes.  Hurricanes Ivan and Katrina in 2004 
and 2005, respectively, significantly impacted the abundance and distribution of P. 
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p.ammobates.  Falcy and Danielson (2011a) estimated changes in occupancy rate during the 
post-hurricane recovery period from 2006 through 2009.  Here, we use these estimates to 
drive a spatially-explicit population viability analysis (PVA). 
     Extinction is often the result of multiple, synergistically interacting factors (Brook et al. 
2008).  Thus, in our view, an estimate of extinction risk for beach mice requires a 
simultaneous consideration of habitat loss and hurricanes.  Other factors may also play an 
important role in the extinction dynamics of beach mice.  For example, Falcy and Danielson 
(2011b) posit that hurricanes may force both beach mice and the Hispid cotton rat (Sigmodon 
hispidus) into a few habitat remnants of marginal quality, where interspecific competition 
could potentially be a proximate cause of extinction of P. p. ammobates.  We focus our 
model only on the effects of habitat loss and hurricanes because these are the most prominent 
sources of extinction risk, and because habitat loss and hurricanes were cited as causes of 
decline when P. p. ammobates was granted federal protection under the Endangered Species 
Act. 
     We are specifically interested in assessing the shape of the effect of increasing habitat loss 
and hurricane frequency on the risk of extinction over 100 years, including the possibility of 
an interaction between habitat loss and hurricane frequency.  Previous PVA work on P. p. 
ammobates (Oli et al. 2000, Trayor-Holzer 2005) included catastrophes, but did not include 
rates of population recovery or explore various regimes of hurricane frequency and habitat 
loss.  We do that here with a spatially-explicit simulation that uses estimates of occupancy 
dynamics obtained from detection-nondectection data.  Since real and simulated landscapes 
are not binary configurations of “habitat” and “nonhabitat,” a metapopulation approach to 
simulating occupancy dynamics (Moilanen 2004) is ill-defined (Sjögren-Gulve and Hanski 
2000).  We address this issue by computing survival probability across the entire range of P. 
p. ammobates using remotely-sensed covariates, explicitly identifying regions of spatially-
dependent survival, and then finding a colonization function that results in empirically 
observed occupancy rates at locations where detection/nondetection data were collected.  
METHODS 
     We used Sherman live traps to collect detection/nondetection data on the Alabama beach 
mouse during the summers of 2006 through 2009.  Thirty one sites were visited all four 
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seasons, but because of increasing access to sites due to a federal Endangered Species Act 
permitting process, 30 additional sites were gradually made available for data collection.  
Thus, in 2009, 61 sites were surveyed.  Trapping on a given site:year was conducted over 5 
consecutive nights, which enabled us to model detection probability rather than assuming a 
zero probability of recording false absences.   
     We used these data to fit a hierarchical Bayesian dynamic occupancy model (Royle and 
Kéry 2007; Royle and Dorazio 2008).  In this model, the observed site status (y = 0 when no 
mice detected; y = 1 when at least one mouse detected) on the jth night of sampling site i on 
year t is a function of the actual site status (z = 0 when unoccupied; z = 1 when occupied) and 
the probability (p) of not observing a mouse on a given night when, in fact, one or more are 
present.  Specifically, 
yj,i,t | zi,t ~  Bernoulli(ptzi,t) . 
     Change in occupancy through time occurs via colonization and survival.  Let 
 zi,t | zi,t-1 ~ Bernoulli(πi,t)  
where, 
 πi,t = γ t-1(1- zi,t-1) + Φt-1 zi,t-1 . 
Hence, the probability of occupancy at time t depends on either colonization (γ) or survival 
(Φ), depending on whether the site was previously unoccupied (zi,t-1 = 0) or occupied (zi,t-1 = 
1), respectively.  Covariate coefficients (β) can then be estimated from the equation: 
logit(πi,t) = γ t-1(1-zi,t-1) + Φt-1zi,t-1 + ω1β1Cov1i zi,t-1 + ω2β2Cov2i zi,t-1 + ...+ ωnβnCovnizi,t-1                   (1) 
Uncertainty in the number of covariates is assessed by including a Bernoulli weighting 
variable (ω) on all the covariates (Kuo and Mallick).  Note that all covariates in the equation 
above are placed on survival (zi,t-1)  but not colonization (1-zi,t-1).   
     We used equation 1 to estimate the effects of four covariates on survival probability.  We 
selected covariates that are readily measureable across the entire range of the Alabama beach 
mouse because our goal was to map survival probabilities at this scale.  We therefore chose 
covariates that are derived from remotely sensed data.  We digitally centered a 167 m x 167 
m cell, which approximately matches the average size of a survey site, on all 61 survey sites 
and computed the following covariate information for each cell:  i) the fraction of the cell 
covered in sand, ii) the fraction of the cell that is covered by something other than sand or 
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vegetation, iii) an index of homogeneity of color intensities within the cell, and iv) the 
average elevation of the cell.   
     Both (i) and (ii) above were computed from color aerial photographs with 15 cm 
resolution.  Each photographic pixel was classified as either sand, vegetation, or something 
else (e.g. road, house, standing water) using a neural network.  The performance of this 
network is described by Falcy and Danielson (in review).  To compute homogeneity of color 
intensities within a cell (iii), the image is first rendered to grayscale with eight color 
intensities.  Next, an 8x8 matrix is constructed, with rows and columns corresponding to 
grayscale intensity.  The elements of this matrix give the number of pixels of a given 
intensity (row) that are horizontally adjacent to pixels of other color intensities (column).  
The covariate is the sum of the squared elements in this matrix, which provides an index of 
how evenly color intensities are distributed within the cell.  Finally, the average elevation of 
a cell is simply the average of all constituent 3 m x 3 m LIDAR elevation readings. 
     Once survival covariate coefficients had been estimated, we could compute survival for 
all 167 m x 167 m cells covering the recent range of the Alabama beach mouse (ca. 27 km x 
0.6 km).  Since equation 1 contains a time-varying intercept for survival, we were able to 
create three survival maps, each corresponding to one of the three interanual intervals of our 
survey (survival from 2006 to 2007, 2007 to 2008, and 2008 to 2009).   
     If our survival mapping algorithms are applied to the nearby open ocean, then the 
resulting estimate of survival probability is greater than zero.  This erroneous result is 
attributable to the fact that the open ocean was not included in our detection/nondetection 
surveys, and since the corresponding covariate values are unlike the covariate values for the 
actual survey sites, computing a survival probability for the open ocean involves 
extrapolation beyond the empirical data.  We therefore manually excluded cells from the 
survival map that we considered to be both uninhabitable and unlike the survey sites.  Our 
final survival map contains 398 cells (Figure 1). 
     Adjacent cells are likely to have similar survival probabilities because of spatial 
autocorrelation of habitat (Figure 2).  However, cell size (167 m x 167 m) was chosen to 
match the approximate area of survey sites, and does not necessarily match the spatial scale 
where the survival process can be considered independent of neighboring areas.  
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Computationally, a simple way of simulating survival is to compare the estimated survival 
probability in a given location to uniformly distributed random numbers on the interval [0 1].  
If the randomly drawn number is less than the survival probability, then a survival event is 
recorded, otherwise an extinction event is recorded.  Rather than drawing a unique, uniform 
random number for all cells to simulate survival independently in all cells, we instead draw a 
single uniformly distributed random number and use that number to evaluate survival in a 
group of cells that are thought to operate dependently.  This approach preserves information 
about which cells are more likely to remain occupied from one time step to the next (i.e. 
survive) based on habitat characteristics, but does not assume that the survival process 
happens to match the size of survey sites, which were determined by property boundaries.  
We selected 9 groups where survival was modeled independently of other groups (Figure 1). 
     Occupancy rate is the result of colonization and survival rates.  Thus, if survival and 
occupancy are given, then colonization can be inferred.  We held our survival algorithm 
constant and then gradually increased colonization ability until occupancy at cells 
corresponding to empirical survey sites matched the empirical occupancy computed by Falcy 
and Danielson (in review).  Since Falcy and Danielson (in review) observed a single post-
hurricane recovery event, we selected a colonization function that produced additional 
variation in occupancy.  This extra variation models our assumption that not all post-
hurricane recoveries are identical (Figure 3).  The colonization function we used is simply 
that any unoccupied cell within three cells (horizontally, vertically, and diagonally) of an 
occupied cell will be occupied during the next time step. 
     The effect of hurricanes on landscape occupancy was also determined by making 
adjustments until the fit between simulated occupancy in cells corresponding to survey sites 
matched the empirical estimates of post-hurricane occupancy.  We set hurricane survival rate 
in all cells to 0.05 except for the cells located in Group 3 and Group 9 of Figure 1.  Cells 
located in these areas were given a hurricane survival probability of 0 because they are close 
to the ocean and have poorly formed dunes.  These areas therefore experience greater 
flooding from storm surge. 
     Hurricane return interval was modeled as a Poisson random variable with a fixed rate 
parameter.  The simulation begins at a (uniform) random point between hurricanes.  After a 
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hurricane occurs, a new Poisson random interval is drawn and the simulation proceeds 
without a hurricane for the duration of the newly specified interval.  Survival from the first to 
second year post-hurricane is computed from the corresponding survival map.   Our second 
survival map is used to simulate survival from the second to the third year after a hurricane.  
Survival for all years after the third post-hurricane year is simulated with the third survival 
map.  We believe this is reasonable because occupancy seems to asymptote by the fourth 
post-hurricane year (Figure 3, bottom row).  This process is used to simulate occupancy 
dynamics for 100 years.  At the end of the 100th year, we record whether or not at least one 
patch is occupied.  This entire scenario is repeated 500 times, and the fraction of scenarios 
ending with 0 sites occupied is the probability of extinction. 
     We repeated scenarios with different hurricane return intervals in order to assess 
uncertainty in hurricane frequency.  We varied the Poisson rate from 10 to 60 years in 
increments of 5 years.  Modeling hurricanes frequency with consecutive Poisson intervals 
makes it extremely unlikely for hurricanes to occur in two consecutive years unless the 
intervals are unrealistically short (<5).  Nonetheless, hurricanes Ivan and Katrina in 2004 and 
2005, respectively affected P. p. ammobates (hurricane Dennis also impacted the area in 
2005).  Thus, the Poisson distribution may not fully capture observed hurricane frequency.  
We therefore ran additional simulations where the hurricane return interval is Poisson 
distributed with a mean rate of 15 years, but we imposed another hurricane the year after the 
fifth hurricane occurred.       
     We also assessed the impact of different levels of habitat loss on the probability of 
extinction. Habitat loss was incorporated by simply deleting a given fraction of randomly 
selected cells from the model before a simulation began.  We explored habitat loss ranging 
from 0 to 50% of the original cells, at increments of 2.5%.  All of the 500 replicates of a 
given hurricane regime had the same fraction of cells removed, but the identity of the cells 
was unique.  Some spatial configurations of a given amount of habitat loss will likely 
produce probabilities of extinction that are greater or less than other spatial configurations of 
the same amount of habitat loss.  The technique we employed averages out the effects of 
spatial configurations because we were interested the expected effect of habitat loss without 
regard to particular spatial configurations.  
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RESULTS 
     The probability of extinction over 100 years is less than 0.05 for 85% of the combinations 
of habitat loss and hurricane frequency that we explored (Figure 4).  Even at the highest 
hurricane frequency, a 10-year mean return interval, the probability of extinction is less than 
0.05 if habitat loss remains less than 15%. 
     Increasing hurricane frequency and increasing habitat loss both increase the probability of 
extinction nonlinearly. There is a threshold toward the more severe end of the parameter 
space we explored where extinction probability changes very abruptly (Figure 4).   
     An interaction between hurricane frequency and habitat loss may be visualized in Figure 4 
as curvature in the isobars of extinction probability.  Figure 4 suggests that hurricane 
frequency and habitat loss mildly interact when the probability of extinction is low, but the 
interaction seems to become less pronounced as extinction risk approaches about 0.2. 
     When hurricane return interval is 15 years and 40% of habitat is lost, then the probability 
of extinction is 0.166.  If the scenario is then altered such that a hurricane immediately 
follows the fifth hurricane, then the probability of extinction rises to 0.458.  In order to 
determine how much of this increase is attributable to the consecutiveness of the additional 
hurricane versus the simple addition of a hurricane to the 100 year period, we first note that, 
on average, there are 7.18 hurricanes in a 100 year period when mean return interval is 15 
years and a sixth hurricane is made to immediately follow the fifth hurricane.  If a 
consecutive hurricane is not imposed, then the mean hurricane return interval must be 13.9 
years in order to obtain 7.18 hurricanes in a 100 year period.  When the mean hurricane 
return interval is 13.9 years and 40% of habitat is lost, then the probability of extinction is 
0.198.  Thus, 89% of the increase in extinction probability from 0.166 to 0.458 can be 
attributed to consecutiveness of hurricanes while the remaining 11% is attributable to the 
increased number of hurricanes. 
DISCUSSION 
     Concern about the accuracy of PVA models typically focuses on (i) data availability and 
quality, (ii) model misspecification, and (iii) weak ability to validate predictions.  This last 
issue raises philosophical concerns that stand apart from any particular population viability 
analysis.  In the first quantitative validation of PVA concepts, Belovsky et al. (2002) 
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conclude that the accuracy of a PVA is critically sensitive to (i) and (ii), and that qualitative 
prediction is generally less problematic than quantitative predictions of long-term survival 
probability.  Similarly, Beissinger and Westphal (1998) and Allendorf and Ryman (2002) 
indicate that a PVA is better suited to relative risk assessments of different future scenarios 
than the estimation of absolute extinction probabilities.  Likewise, we believe our assessment 
of the effects hurricanes and habitat loss on extinction risk are more robust than our 
quantitative estimates of extinction risk.  The accuracy of these estimates depends on the 
quality of the assumptions we used to link our detection/nondetection data to the population 
simulation.    
     Ponds on a prairie or meadows in a forest provide ideal contexts for applying occupancy 
models because sampling units are discrete, well-defined entities that occur in high contrast 
to the surrounding landscape.  If such patches differ in size or quality, then covariates can be 
used to infer occupancy status in patches that were not surveyed.  Simulation of occupancy 
dynamics of metapopulations on binary landscapes (Sjögren-Gulve and Hanski 2000, 
Moilanen 2004) is well defined because all occupiable patches can be readily identified.  
Spatial dependence can be incorporated by making the colonization rate of a focal patch a 
function of the average distance from other patches.  If this colonization function is also used 
to model a rescue effect, then the effective survival rate will also be spatially dependent (but 
intrinsic survival rate may still be assumed to be spatially independent of other patches).   
     However, many species do not occur on binary landscapes, and the importance of 
marginal habitats on population dynamics is well documented (Weigand et al. 2005, Falcy 
and Danielson 2011c).  Occupancy models can be fit to data that were collected from 
investigator-defined sampling units, and covariates can be used to infer occupany at 
unsurveyed locations (Royle and Dorazio p. 89).  The challenge to inference and simulation 
of occupancy models, when patches are not well defined, concerns assumptions of the degree 
of spatial independence of colonization and/or survival.  Similar issues exist even when 
patches are discrete; However, assumptions about independence must be more explicitly 
made when patches are not discrete. 
     We used a spatially-explicit approach to simulating population dynamics of occupancy 
parameters estimated from detection/nondetection data.  The salient components of our 
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approach are: (i) patch survival is mapped across the entire area of interest, (ii) the resolution 
of survival mapping matches the scale of data collection, (iii) the degree of spatial 
independence of survival is also mapped, (iv) colonization is a function of occupancy of 
neighboring patches (i.e. colonization is also spatially-explicit) (v) colonization rate is 
determined by searching for an algorithm that yields an occupancy rate at survey locations 
that is consistent with empirical data.  Conceptually, multiple colonization algorithms can 
reproduce the occupancy dynamics at cells corresponding to where data were collected.  
However, we found only one combination of colonization and hurricane effects that came 
close to matching our empirical occupancy estimate.  Thus, re-creating the empirical 
occupancy estimate with different yet reasonable parameterizations of our model seems 
highly improbable. 
     Our results suggest that the probability of extinction over 100 years may be rather low 
(<0.05) if habitat loss does not continue.  Oli et al. (2001) used demographic data from 
before and after hurricane Opal (1995) and concluded that the extinction probability over 100 
years for a single “population” of P. p. ammobates located in the Perdue Unit of the Bon 
Secour National Wildlife refuge is 0.358.  This may not be inconsistent with our findings.  
Our extinction probability is a species-wide estimate whereas the extinction probability 
provided by Oli et al. (2001) pertains to a small fraction of the recently occupied geographic 
range of P. p. ammobates.  Furthermore, we observed extremely low densities of P. p. 
ammobates after hurricane Katrina within the area of Oli et al.’s (2001) scope of inference, 
which qualitatively supports their finding that the area is susceptible to hurricane-induced 
extirpation.  Notably, this area is within the largest, most pristine tract of remaining habitat. 
     Although our estimates of extinction risk may be generally low, we note that extinction 
risk increases dramatically when consecutive hurricanes are simulated.  This is a critical 
uncertainty.  If consecutive, intense hurricanes, as experienced in 2004-2005, occur multiple 
times in a 100 year period then P. p. ammobates faces a substantial risk of extinction.  This 
extinction risk is further compounded by continued habitat loss. 
     The barrier island where P. p. ammobates occurs may not be older than 4.5 thousand 
years (Smith 1986), and genetic work on coat coloration of P. polionotus (Hoekstra et al. 
2006) suggests that P. p. ammobates immigrated from the mainland more recently than other 
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P. polionotus subspecies.  Even if P. p. ammobates had a long evolutionary history of 
surviving hurricanes, there is little reason to assume that the future will resemble the past.  
Sixty-one percent of the historically available habitat has been compromised by human 
development (USFWS 2005), and global climate change is expected by some climatologists 
to increase hurricane frequency and intensity (Webster et al. 2005, Trenberth 2005).   
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FIGURES 
 
 
 
Figure 1.  Simulated landscape composed of 398 cells distributed over the range of the Alabamab beach mouse.  
Each cell is 167 m by 167 m.  Different regions of the the landscape, indicated by color and number, indicate 
groups of cells that experience similar inter-annual survial and hurricane survival.  
 
 
 
 
Figure 2.  The estimated probability of survial (below) after the third year post-hurricane on the western tip of 
the Ft. Morgan Pennisnula (above).  Note that the simlated landscape excludes areas where survival is likely to 
be very low and habitat is unlike the empirical  survey sites. 
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Figure 3.  Simulated occupancy rates for four years immediately after a hurricane (above) at locations where 
detection/nondetection data were collected, and occupany rates estimated directly from the data (below).  The 
extra variation in simulated occupancy reflects uncertainty in the post-hurricane recovery process.  
 
 
 Figure 4.  The probability of extinction over a 100 year period for different levels of habitat loss and hurricane 
return interval.   
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CHAPTER 7.  GENERAL CONCLUSION 
 
A paper not intended for publication 
 
Matthew R. Falcy 
 
     In Chapter two, I showed that the giving up density of P. p. ammobates is related to 
nocturnal light intensity, temperature, and an interaction between light intensity and 
temperature.  I interpreted these responses in terms of the intensity of perceived predation 
risk by snakes versus owls, as mediated by temperature-regulated physiological state of the 
mice.  In Chapter three, I consider a source-sink system where disturbance momentarily 
reverses the dependency structure of these two areas.  Specifically, I showed how a sink can 
rescue a source, thereby increasing persistence of both.  I further showed that decelerating the 
rate of population decline in the putative sink population can result in large improvement in 
persistence relative to increasing the rate of post-disturbance carrying capacity in the putative 
source.  The magnitude of this result depends on disturbances frequency.  In Chapter four, I 
showed the degree of spatial segregation of P. p. ammobates and the Hispid cotton rat 
(Sigmodon hispidus) at the scale of tens of meters.  After removing S. hispdus from some 
locations, the distribution of P. p. ammobates appears to respond.  This suggests that the 
realized niche of P. p. ammobates is influenced by a species 10 times its size, and I suggested 
the possibility that this interspecific competition could be a proximate cause of extinction of  
P. p. ammobates if hurricanes force both species into a few remaining habitat remnants.  In 
Chapter five, I presented an analysis of data on the detection/nondetection of P. p. 
ammobates collected over a four-year period immediately following Hurricane Katrina.  I 
estimated the rate of post-hurricane recovery and showed the effects of various remotely-
sensed environmental covariates on rates of colonization and survival.  In Chapter six, I used 
results from Chapter five to parameterize a spatially-explicit simulation of P. p. ammobates 
occupancy dynamics.  The model suggests that the probability of extinction over 100 years 
increases very abruptly at a threshold level of habitat loss and hurricane frequency.  The 
implications of the combined effects of global warming and human development on the 
future of P. p. ammobates was then discussed. 
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FURTHER RESEARCH NEEDS 
     Beach mice may compete with ghost crabs (Ocypode quadrata) for burrows.  While 
collecting data for the study presented in Chapter 2, I repeatedly noticed abundant mouse 
footprints at the entrance of a particular hole in the sand, which is clear signs of an active 
beach mouse burrow.  A few days later the burrow was occupied by a ghost crab, as 
evidenced by multiple, thin grooves in the sand at the entrance of the burrow.  There was a 
small heap of sand at the entrance that had been excavated from the interior, which contained 
the husks of the millet seeds I used in the experimental feeders.  This anecdote suggests that 
ghost crabs can usurp burrows from the beach mice.  Given the time and energy required to 
excavate a burrow (Vleck 1979), it seems reasonable that individuals of both species should 
utilize existing burrows rather than build new ones.  Since ghost crabs are extremely 
abundant and active animals, they could significantly disrupt the rearing of beach mouse 
pups.     
     Very little is known about beach mouse predation.  House cats, fox, and coyotes are 
management concerns (USFWS 2006; though coyotes may have a net positive effect by 
restricting the abundance and activity of mesopredators).  P. polionotus has had a prominent 
role in discourse on the evolution of crypsis (Haldane 1948, Hoekstra et al. 2006, Vignieri et 
al. 2010), yet the extent to which predation affects population dynamics is unclear.  In 
chapter two, I point out that foraging behavior is consistent with the hypothesis that predation 
risk from snakes versus owls may change in relative importance as a function of temperature.  
This deserves further attention.   
THEORETICAL SIGNIFICANCE 
     Change in the number of individuals in a population and the distribution of these 
individuals over space can be attributed to four processes:  Birth, death, immigration and 
emigration. These processes are functions of physical and biotic conditions of the 
environment that are spatially structured and change through time (i.e. dynamic).  
Furthermore, different phenotypes and physiological states cause individuals to respond 
differently to a given environment.  Thus, the study of population dynamics is the study of 
systems that have nonstationary equilibria and trajectories that are constrained by history.   
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     In light of this complexity, it is not surprising that results of empirical research in 
population ecology are often specific to time, location, and taxa.  Attempts to generalize 
findings and identify patterns are frequently phenomenological, with underlying mechanisms 
absent or suggested post-hoc.  Mechanistic or process-based models frequently incorporate 
very little complexity for the sake or parsimony, tractability, or aspiration to generality. Thus, 
compared to the physical sciences, population ecology has very little predictive ability.   
     The most ambitious goal of this dissertation is to showcase some of the complexity of 
ecological dynamics.  In pursuit of this goal, I have examined the individual and population-
level responses of the Alabama beach mouse to environmental variation in space and time.  I 
noted complex responses, in the form of nonlinearities or interactions among environmental 
factors over space or through time where my data and analytical abilities permitted.  
     The ecological consequence of environmental variation in space and time is a theme 
appearing in several of my publications not previously mentioned in this dissertation.  I have 
created individual-based and spatially explicit models to (i) elucidate the conditions 
determining the relative benefit of connecting versus enlarging habitat patches (Falcy and 
Estades 2007), (ii) assess the effect of fragmentation on population persistence independent 
of the associated effect of habitat loss (Falcy 2009) (iii) study the of the effect of the spatio-
temporal sequence of disturbances across a landscape on plant biodiversity (Falcy 2009), and 
(iv) explore effects of spatial autocorrelation on the persistence of mutualisms and exploiters 
(Duthie and Falcy, in review).  I have also conducted analyses of factors affecting population 
growth rate of 89 populations of anadromous salmonids (Chilcote et al. 2011) and the 
abundance of small mammals (Deitloff et al. 2010). 
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