Abstract. The aim of this paper is to prove that the relaxation of the elastic-perfectly plastic energy (of a solid made of a Hencky material) is the lower semicontinuous regularization of the plastic energy. We find the integral representation of a non-locally coercive functional. We show that the set of solutions of the relaxed problem is equal to the set of solutions of the relaxed problem proposed by Suquet. Moreover, we prove an existence theorem for the limit analysis problem.
In [3] , the global method for relaxation is applied for l.s.c. regularization of quasiconvex functionals with constraints (Dirichlet condition). These functionals are defined on BV (Ω). The constraints considered do not describe the relaxation proposed by Suquet (see [12] ).
In [6] and [7] Christiansen finds the solution for the limit analysis problem, associated to the relaxed problem proposed by Suquet. But the limit analysis problem is not explicitly formulated in [6] and the relation between solutions of the relaxed problem and solutions of the relaxed problem proposed by Suquet is not considered.
The classical method of relaxation does not allow one to find a solution of the limit analysis problem (P 0 ) AL (see [13] , [1] ). Therefore we study the method of relaxation proposed by Suquet (cf. [12] , [1] ).
In Section 3, we obtain an existence theorem for the limit analysis problem, associated to the relaxed problem proposed by Suquet. In Corollary 10, we get a criterion of coercivity of the original problem (P λ,j ), or the relaxed problem (RP * * λ,j ) (see [2, (3.9 )-(3.11), (5.1), (5.3), (5.4) and (5.8)]). In the Appendix, we describe the scheme of duality in convex optimization in the case of Hencky plasticity.
We obtain the above mentioned results under the following assumptions. In this paper we consider the Banach space of measurable functions
with the natural norm σ W n (Ω,div) = σ L ∞ (Ω,E n s ) + div σ L n (Ω,R n ) (where E n s is the space of symmetric real n × n matrices). Moreover, we consider the space
(Ω, div)}.
Let K : Ω → 2 E n s be a multifunction. Assumption 2 (see [11, p. 19 , Lemma 1] ). K(x) is a convex and closed subset of E n s for all x ∈ Ω, and there exists z 0 ∈ C 1 (Ω, E n s ) such that (1.4) z 0 (x) ∈ K(x) for every x ∈ Ω, and the following conditions hold:
(i) if z(x) ∈ K(x) for dx-a.e. x ∈ Ω, where z ∈ C div (Ω, E n s ), then z(y) ∈ K(y) for every y ∈ Ω;
(ii) for every y ∈ Ω and w ∈ K(y) there exists z ∈ C div (Ω, E n s ) such that z(y) = w and z(x) ∈ K(x) for every x ∈ Ω.
Conditions (i) and (ii) are equivalent to the condition that for every y ∈ Ω, (1. The set K(x) denotes the elasticity convex domain at the point x. Define
e. x ∈ Ω, where g is a boundary force on Γ 1 . interpretation as the safety condition. Therefore we turn to the following method of relaxation, proposed by Suquet (cf. [12] , [1] ).
We define the following Banach spaces:
with the natural norms
where M b (Ω, R) is the space of R-valued bounded measures defined on Ω. Moreover, we consider the space
We now define the functional of the total elastic-perfectly plastic energy H j λ , introduced in [1] . We then find its l.s.c. regularization in the topology
where ν is the outer unit vector, normal to Fr Ω. Consider the topological vector spaces We assume that there exist u ∈ BD(Ω 1 ) and
). Similarly to the proofs of Lemmas 6 and 8 from [2] we obtain (2.15).
Proof. We prove this result similarly to [2, Lemma 9] .
We say that a net
Then there exists
Proof. Since f is continuous in the topology (2.16), by Theorem V.3.
Indeed, by (2.18) and (2.21) we have
and by (2.21) we get
Thus, f (σ s , 0) = 0 for every σ s ∈ C(Ω, E n s ) with div σ s = 0. Taking κ = 0 in (2.21), we may proceed as in [2, Lemma 10] . Proof.
Step 1 . First notice that
. On account of Lemma 2, it suffices to show that this assumption leads to a contradiction, since (H
Step 2. The linear space 
Step 3. Let
]/M 1 be endowed with the strongest topology for which Φ 1 is continuous, where
is endowed with the topology (2.16). Then
is a convex closed set. By the Hahn-Banach theorem, there exists a closed affine hyperplane H 1 which strictly separates the set A 1 and (
). Then, similarly to Step 4 of the proof of Proposition 11 from [2] , there exists a continuous linear functional
Step 4 . Therefore the linear functional f 4 defined by f 4 = f 3 •Φ 1 strictly separates epi cl (2.16) Q 1 and
Moreover M 1 ⊂ ker f 4 and f 4 is continuous in the topology (2.16), since
Step 5. By Lemma 3, there exists u 1 
Step 6. We say that a net Lemma 1) . By (2.32), (2.34) and (2.37) we obtain a contradiction, because f 4 is continuous in (2.35).
We say that a net (2.16 ). Then by the Green formula (see [2] ) we obtain
. By the Green formula, {(σ t , κ t )} t∈T converges to (σ, κ) in the topology (2.38).
where
Proof. We prove this result similarly to [2, Proposition 13].
Proof.
Step 1. By Proposition 4, Lemma 5 and Proposition 6 (similarly to the proof of Theorem 14 from [2]) we get (
Step 2. In [1, (4.80)] we obtain the explicit representation of (
(Ω). We now prove that the l.s.c. regularization of Q ε(u) |Ω in the topology
. Indeed, by [5] , we obtain The following is known as the Suquet problem (see [12] ):
where the functional of the total loading has the form
e. x ∈ Γ 1 , and λF SQ (u, µ) ≡ ∞ otherwise. The elastic-plastic potential G j is defined by [2, (3.11) ].
The following bidual relaxed Suquet problem is studied in [1] :
where for every u ∈ BD(Ω) and 
Theorem 7 holds in the special case when g = 0 on Γ 1 . Then 
Step 3.
Step 4 of the proof of Theorem 18 from [2] , for every net First, let u be a solution of (RP * * 
Therefore we obtain a contradiction with the coercivity of SP * * λ,j (cf. Corollary 10). Let ds(Γ 0 ) = 0 and L( u) = 0 for every u ∈ R 0 ≡ {u ∈ BD | ε(u) = 0}. Moreover, let the functionals (3.8) from [2] and (RP * * λ,j ) be defined over BD(Ω)/R 0 , and let (SQ λ,j ) and (SP * * λ,j ) be defined over the space (
Then the assertions of Theorem 8, Corollary 9, Corollary 10 and Theorem 11 hold. Indeed, in their proofs, we can replace weak
, and G j (ε(·)) does not depend on u ∈ ker ε (cf. [2, Lemma 15], (2.10) and (2.14)).
3. The limit analysis problem. Here we define the limit analysis problem (SP * * 0,j ) AL associated with (SP * * λ,j ). We prove that (SP * * λ,j ) is coercive if inf (SP * * 0,j ) AL > λ, under some assumptions given below. Moreover, we obtain an existence theorem for (SP * *
otherwise. With (P λ,j ) one associates the limit analysis problem (P 0,j ) AL :
Similarly, (SP * * λ,j ), defined in (2.52), is connected with the relaxed limit analysis problem (SP * * 0,j ) AL :
Directly from (3.5) and (3.6) we get . j(x, 0) ≤ 0 for dx-a.e. x ∈ Ω) ; cf. Assumption 8 and (3.2) ). We can prove the following result.
Proposition 12. Assume that λ r satisfies Assumption 5, where λ is replaced by λ r . Moreover , let u
The inverse implication holds in the following form:
Below we study the relation between (SP * * λ,j ) and the relaxed limit analysis problem (SP * * 0,j ) AL . Remark If ds(Γ 0 ) = 0, then the assertion of Corollary 10 holds for (3.8) from [2] and (SP * * λ,j ), where j is replaced by j ∞ . Then inf (SP * * 0,j ) AL is equal to the infimum in the limit analysis problem associated to (P λ,j ∞ ), defined by 3.2) ). There exists a bounded minimizing net { u k } k∈K for (P 0,j ) AL , since G j ∞ (ε(·)) does not depend on u s ∈ ker ε = R 0 and L( u) = 0 for every u ∈ R 0 . Therefore {( u k ,γ B ( u k )} k∈K is a bounded minimizing net for (SP * * 0,j ) AL . Then by continuity (in the weak
Proof. The functional (SP
) topology) of the functionals (3.9) and (3.10) over bounded sets in
, we obtain the existence of the minimum for (SP * * 0,j ) AL .
Appendix.
Below we introduce a family of perturbations studied in convex optimization (see [9, Chapter 3] ). Next, we apply these results to Hencky plasticity.
Let V and V * (resp. Y and Y * ) be two topological vector spaces in duality via the bilinear pairing ·, · V ( ·, · Y , respectively). We shall assume the existence of a continuous linear operator Λ from V into Y, with transpose Λ * . Taking a function V u → F (u) + G(Λu) ∈ R ∪ {∞}, we are concerned with the minimization problem
We shall also consider a function Φ :
, and for every z ∈ Y we shall consider the mini-mization problem
where Φ(u, z) ≡ F (u) + G(Λ(u) + z) for every u ∈ V and z ∈ Y . The problems (P z ) will be said to be perturbed problems of (P ). Let Φ * be the conjugate function of Φ in the duality between V × Y and V * × Y * , given by
The problem
is termed the dual problem of (P ) with respect to Φ. It is natural to associate the perturbed problems (u
with the dual problem (P * ), and to determine the dual problem of (P * ) with respect to these perturbations; we easily arrive at the following problem which will be termed the bidual problem of (P ):
Below we study Hencky plasticity with the Mises (or Tresca) yield condition (see [10] ). We assume that Ω ⊂ R n and n ≥ 2.
denotes the set of symmetric real n × n matrices (whose trace is 0) and w * ij are the components of w * . Here δ ij = 1 if i = j and δ ij = 0 otherwise. There exist r 1 , r 2 > 0 such that ).
There exist k > 0, a ≥ a 1 > 0 and b ≥ 0 such that
The vector spaces
(Ω)} (4.16) are Banach spaces with the natural norms
(see [13] ). We obtain
is a bounded set and n ≥ 2. Moreover, we consider the space
(Ω, R n )} endowed with the natural norm (Ω, R)I such that µ = ε(u) + wdx}.
The dual space V * (to U p (Ω)) is In [13] and [1] an existence theorem for (RP * * λ,j ) is proved in the space U (Ω) (cf. (4.11), (4.13), (4.14) and (4.19)).
By [9, Chapter 3] , the dual problem to (RP * * λ,j ) is equal to (RP * λ,j ). If σ is a solution of (RP * λ,j ), u is a solution of (RP * * λ,j ), inf (RP * * λ,j ) = sup (RP * λ,j ) and this value is finite, then the couple ( σ, u) satisfies the extremality relation (see [9, Chapter 3, Proposition 2.4]).
