Abstract-A method to perform convolutive blind source separation of super-Gaussian sources by minimizing the mutual information between segments of output signals is presented. The proposed approach is essentially an implementation of an idea previously proposed by Pham. The formulation of mutual information in the proposed criterion makes use of a nonparametric estimator of Renyi's -entropy, which becomes Shannon's entropy in the limit as approaches 1. Since can be any number greater than 0, this produces a family of criteria having an infinite number of members. Interestingly, it appears that Shannon's entropy cannot be used for convolutive source separation with this type of estimator. In fact, only one value of appears to be appropriate, namely = 2, which corresponds to Renyi's quadratic entropy. Four experiments are included to show the efficacy of the proposed criterion.
I. INTRODUCTION

C
ONVOLUTIVE blind source separation (BSS) involves the transformation of a set of observations, where each is a different mixture of a common set of sources, in an attempt to recover the original (unmixed) sources. The observations in (linear) convolutive BSS are related to the sources in the following manner: (1) for , where denotes the th observation at time denotes the th source at time is the signal at time that accounts for model error and additive noise, is the number of sources and observations, and is the length of the individual mixing filters . It is also commonly assumed that at most 1 of the sources is Gaussian-distributed and all sources are mutually statistically independent, which makes independent component analysis (ICA) an appropriate method to find a solution for BSS. Equation (1) may be written compactly as , where , and are vectors and is a matrix of -transforms of the individual mixing filters. Applications for which the model of (1) are appropriate include speech enhancement for hearing aids, hands-free telephony, speech recognition [1] , [2] , sonar signal processing [3] , [4] , and communications systems [5] , [6] , [7] .
In the BSS paradigm the receiver knows neither the mixing filters nor the sources. Consequently, BSS algorithms must separate the sources by training demixing filters using only the observations. One structure for time-domain demixing is the feedforward (FF) architecture represented by (2) where is the th output at time is the length of the demixing filters and the individual demixing filters are described by an impulse response the implementation of which can have one of several different (local) structures. Note that the acronyms FF and FB (feedback) are used here in a global sense while the individual demixing filters are free to be locally feedforward or feedback. A partial list of local filters includes the autoregressive (AR) [8] , moving average (MA, also known as FIR) [8] , autoregressive-moving average (ARMA) [8] , Laguerre [8] , [9] , and Gamma filters [10] . Using the compact notation, (2) is given by , where is the vector of outputs at time and is the matrix of -transforms of the individual demixing filters.
II. PUBLISHED TECHNIQUES
The existing convolutive source separation algorithms could be classified in any number of different ways. Fig. 1 shows one possible way to categorize most of the published methods using characteristics of the demixing filters (i.e., FF time domain, FB time domain, or frequency domain) and the cost function (e.g., whether it uses second order statistics, higher order statistics, or is information theoretic). The structure determines what parameters need to be adapted, whereas the criterion determines how they are adapted. For example, the parameter updates for the Type II JBD algorithm [11] are found after applying an FFT to the observations; hence it is a frequency domain criterion. However, the demixing is performed by the time domain structure that results from applying an inverse FFT to the previously Table I . On occasion the task of categorizing a particular method proved formidable. In fact, the impetus for creating the categories is precisely due to the difficulty encountered when attempting to decipher some of the algorithms. The principal complication stems from the subtle difference that exists between Types II, IV, and V. Consequently, many of them are grouped together near the bottom of Table I . The difficulty arises from the fact that each uses a frequencydomain criterion, and the conversion to time-domain filters, required by Types II and IV, is very straightforward. Even though the distinction is subtle, there are important differences in the performance of each. Because of the qualitative differences in performance, Types II, IV, and V are kept as three distinct types. The reader is referred to the first author's dissertation [12] for more details on this particular approach to categorization, which is hoped to facilitate the succinct description of BSS algorithms by authors of future papers.
Generally speaking, Types II, IV, and V require less time/ computation to produce a solution than the other types due to their use of frequency-domain criteria and/or structures. Types III and IV are unable to implement general acausal solutions, which will cause a large drop in performance for certain types of mixtures. However, some criteria need to use FB structures since they do not work well with FF structures, i.e., it has been noted that the Bell and Sejnowski InfoMax algorithm prefers to temporally whiten rather than separate the outputs when used with a FF structure [13] . Finally, Type V methods produce outputs that sound artificial due to the lack of a "time-domain constraint" [8] . Supposing that the computation time is not a limiting factor, Types I and II appear to be the most promising.
Pham discusses several variants of an information-theoretic (IT) criterion suitable for a Type I implementation, which makes use of spatial information across multiple lags [14] , [15] . This criterion involves the minimization of Shannon's mutual information between segments of processes and is, in fact, the canonical contrast for finding independent components. However, neither of these papers discusses the implementation of this criterion. More specifically, the criterion in both papers includes an entropy function but no reference is given to the means by which the entropy is estimated. Herein, the criterion discussed by Pham is implemented (approximately) by means of a nonparametric entropy estimator. The details of this criterion are given in Section III.
III. PROPOSED CRITERION
The (Shannon) mutual information [16] between segments of processes, which is a contrast for jointly stationary processes [15] , may be approximated by a function of Renyi's entropies [17] as follows: (3) where each is an vector, is the extent of the temporal information used in the criterion, is Renyi's -entropy of the random vector from which is drawn, and is an vector given by, . To show that (3) is a valid approximation, it is sufficient to show that the following two approximations are valid (4) (5) where is Renyi's entropy of the output (marginal or joint; i.e., or ) as a function of the set of demixing parameters, is a positive constant, is any constant, and is used to denote Shannon's entropy. The use of to denote Shannon's entropy is the natural choice since Renyi's entropy becomes Shannon's entropy in the limit as approaches 1 [17] .
Concerning the approximation of (4), equality is obtained when the sampling frequency is large enough to guarantee that becomes indistinguishable from . This is easily shown by substituting for (for ) into the expression for . With this substitution the joint entropy becomes , which is equal to ) as shown in Cover and Thomas for Shannon's entropy [16] and which is also easily shown to be true in the case of Renyi's entropy. Notice that this latter representation of the joint entropy is identically . Needless to say, it is not possible to obtain the equality for any practical sampling frequency. Consequently, (4) remains an approximation the quality of which is assessed in this paper only in terms of how well the overall criterion separates sources. The need for this approximation will be explained later.
The approximation of (5) simply states that the parameter should be chosen in a manner such that Renyi's entropy is approximately linearly related to Shannon's entropy in the space of the demixing parameters. If this is the case, the criteria based on these two definitions of entropy will produce the same solution since an additive constant and a positive multiplicative constant have no effect on the location of the minimum value. Since two entropy measures can have a nonlinear relationship yet still produce the same solution, (5) [12] . Equation (5) does not hold for sub-Gaussian sources, although the need for this approximation is easily circumvented for the case of instantaneous mixtures [14] .
All that is needed to implement the criterion of (3) is an estimator for Renyi's -entropy. A paper by Erdogmus et al. [18] introduces one such estimator, which is given by (6) where is the block size, is the Gaussian function evaluated at and having variance . This is based on a previously published entropy estimator [19] for , but was generalized by Erdogmus in order to allow for any positive value of . The nonparametric estimator in (6) (as well as the estimator on which it is based) has complexity, uses Parzen Window density estimation [20] , and is computed directly from the data by considering all pair-wise interactions of the output samples. Using a change of variables (6) can also be represented as (7) where represents the valid set of values for , which is necessarily a function of for finite . Using this representation the inner summation uses a fixed lag of and the outer summation computes an average over all possible lags. This entropy estimator is asymptotically unbiased for i.i.d. data due to the consistency of the Parzen window density estimator on which it is based. A modification to this entropy estimator, referred to as the Stochastic Information Gradient (SIG) [21] , was introduced 1 yr later. The modification amounts to the removal of the outer summation in (7) such that the new estimator is a function of only a single lag. This estimator is given by (8) where is commonly chosen to be 1. This entropy estimator is also asymptotically unbiased for i.i.d. data; however, it only estimates Renyi's quadratic entropy [12] . A simple argument for this claim is that, for i.i.d. data and as goes to infinity, the argument of the log in (6) and (7) becomes an expectation that equals the argument of the log in (8) only when . Equations (6)- (8) are given for the univariate case. The extension to the multi-variate case only requires that the scalar be replaced by the covariance matrix, , where is the identity matrix whose size is commensurate with the random vector in question, i.e., or . It should also be mentioned that these entropy estimators are a function of the dimensionality of the constituent random vector when the amount of data is finite [22] . As a result, if the dimensionalities of the random vectors used in the marginal and joint entropies are not identical then one or the other (i.e., the sum of marginal entropies or the joint entropy) will be more heavily weighted in the criterion of (3), which is suboptimal. The approximation represented by (4) was introduced in order to ameliorate this problem. Although the dimensionalities of the marginal entropies and the joint entropy are identical only if is an integer multiple of , it appears to be sufficient in practice if is approximately an integer multiple of . Not only is the entropy estimator of (8) much more practical for training long demixing filters due to the significantly reduced computational complexity, but it has also been experimentally determined to be much more robust to the i.i.d. assumption when estimating joint entropies. This is critical since is almost never i.i.d. for convolutive mixtures due to the very nature of the problem (the problem of robustness is not encountered when mutual information can be expressed in terms of only marginal entropies, which is possible for instantaneous demixing [14] ). On the other hand, if the desire is to use the criterion the authors recommend using an architecture that includes a deconvolving filter at each demixer output. The lack of robustness to the i.i.d. assumption reduces the accuracy of the entropy estimator for convolutive demixing. Consequently, for the minimization of the mutual information by means of the family of entropy estimators given in (6)-(8), is the preferred choice. Notice that this precludes the use of Shannon's entropy.
The proposed method for convolutive BSS involves the structure defined by (2) and the criterion formed by plugging (8) into (3) . The resulting criterion to be minimized is given by (9) Without loss of generality the filters are constrained to be . The filters, for not equal to , are found using gradient descent, which requires the derivative of (9) with respect to each . This is given by (10) at the bottom of the page, where the square brackets are used to denote a row vector formed from the constituent signals. For convenience a scalar gain is also applied to each output prior to the computation of (10) such that each output has unit variance [this variable is not shown in (10)].
Due to the similarities of the underlying criterion, the proposed method retains the same designation, MRMI-SIG, used previously for feature extraction of static data [23] and instantaneous BSS [14] . There are four variables that must be chosen for this method. Two of these, the window size and the length of the demixing filters , are common for any time-domain structure. The remaining two are the temporal extent of the criterion and the kernel size . If the variance of the output is fixed at 1, it has been experimentally determined that the kernel size should be approximately 0.25. Concerning , Pham implicitly uses the value of [15] . However, since the sources are assumed to be independent, the mixing and demixing filters are the only cause of the dependencies between the outputs. As a result, need not be any larger than , which equals the length of the impulse response of the combined mixing and demixing. Even if and/or equal infinity, a finite-valued may produce good separation results as long as its value is greater than or equal to the effective length of the combined mixing and demixing. However, is unknown (as is the effective ). Therefore, the suggestion is to use . Performance is expected to decrease if is chosen too small.
IV. PERFORMANCE Table II shows a representative set of convolutive source separation algorithms, which are used to demonstrate how the separation performance of the proposed method fares. Each time-domain structure is given in terms of . Notice that one or two methods from each of the five categories of Fig. 1 are included. Bingham and Hyvarinen describe the Fixed Point method [25] , although they did not use the FB/FIR structure. Fixed point was chosen for the Type IV method based on its speed, which is imperative since as many as 8000 (complex) instantaneous BSS solutions are required for each separation task using a BSS algorithm of this category. For JADE, the minimum Frobenius norm between the separating and the estimated solution was used to correct for (local) permutations at each frequency [12] .
(10) Therefore, the results for JADE represent a best-case scenario for Type V methods. For the Nonholonomic, MRMI-SIG, SAD, and InfoMax algorithms, the stepsize was adjusted in order to optimize separation performance. Likewise, optimization of the block size (which determines the number of frequency bins) was performed for the Fixed Point and JADE algorithms and optimization of both the stepsize and the block size was done for JBD.
The figure of merit that is used is the signal-to-interference ratio (SIR), which for a given permutation is given by (11) where , for , is an element of which is used to define the particular permutation, not equal to for not equal to is the power of source in output , and is the total power in output . In words, the SIR for the th output, , is defined as 10 times the log of the ratio of the signal power to the interference power found in the specified output and the overall SIR of (11) is the mean of the individual SIR values.
Figs. 2-5 show the SIR as a single parameter of a synthetic mixture is varied while all other parameters assume the following default values, except as noted. The default number of sources/sensors is , the diagonal elements of the Z-transform of the mixing matrix are , the acausal factor for the mixing is , the length of the data is , the length of the mixing filters is , the length of the demixing filters is , and the diagonal elements of the Z-transform of the demixing matrix are constrained to be for all methods except for the Nonholonomic method. Furthermore, the sources are speech signals and the off-diagonal components of the Z-transform of the mixing matrix are where is the element of the matrix located at the th row and the th column and where both transforms given above are modified so that the corresponding impulse response is truncated to the desired length . For and the mixing matrix defined above, a perfect separating solution is possible for: (1) all the time-domain algorithms in Table I whenever  and and (2) all the FF time-domain algorithms whenever
, and the acausality parameter of the demixing is larger than , the acausality parameter of the mixing. These conditions are met for the default set of parameters used in the simulation. The second condition above is valid only for FF systems since FB systems are very restricted in their ability to implement acausal solutions. Fig. 2 shows the results as is varied from 2 to 100. In this experiment so that a perfect separating solution is always possible for all the time-domain methods. Values of SIR above 15 dB represent fairly good separation. The performance for SAD is only shown for small due to stability problems encountered whenever , which also explains the exclusion of SAD from the subsequent figures. Fig. 3 shows how the SIR varies as a function of for . For this experiment a perfect separating solution for the time-domain methods is possible only when . Notice that JBD, InfoMax, and MRMI-SIG are robust to a factor of two overestimation of . The performance for JADE in this plot is shown as a straight line since it is not a function of . Fig. 4 shows how the convolutive source separation methods perform as is increased, which causes the separating solution to become increasingly acausal. No additional results are shown for the Nonholonomic method due to poor separation performance for these specific datasets. In this experiment the diagonal elements of the demixing matrix are fixed at for the FF methods and 1 for the FB methods, which are unable to implement the required acausal solution for . Due to the choice of the mixing filters it is expected that the performance of the FB methods will fall as transitions from 0 to 1, and as it transitions from 3 to 4. Fig. 4 indicates that the performance of InfoMax does indeed fall for the transition between 0 and 1, but the second transition is not very noticeable. Fig. 5 shows how the separation performance is affected by the power of the spatially and temporally uncorrelated Gaussian noise that is added to the observations. The power of the noise is not removed in the calculation of the denominator of the SIR. Consequently, the SIR values are reduced from those shown in the previous plots, although this is inconsequential for relative performance comparisons. Notice that the proposed method, MRMI-SIG, is the least robust to additive noise while InfoMax performs quite well.
V. CONCLUSION
The proposed method MRMI-SIG implements Pham's suggested approach to convolutive BSS. The stochastic gradient coupled with a nonparametric estimation of Renyi's quadratic entropy of segments of signals is able to exploit both spatial and temporal information about the mixing process, thus allowing its use in convolutive source separation. Simulations of the method (not shown) demonstrated a very noticeable increase in performance by applying the approximation of (4), the idea of which came from insights provided by Morejon [22] . One item that is particularly interesting is that Shannon's entropy does not appear to be robust for convolutive BSS when used in a nonparametric entropy estimator. Moreover, only the choice of produces an efficient criterion. Much work is still required to determine if there are additional conditions for which the proposed method might fail. The possible advantages of the proposed criterion are that it is IT, and it allows the use of a FF structure. This last item is important since there is some evidence that the (global) FF structure provides an improved separation performance than the alternatives [12] , it is inherently stable unlike the FB structure, and it can easily implement arbitrary acausal solutions unlike the FB structure. The weaknesses of this criterion, which are left as open problems, are that it only works for super-Gaussian sources and it does not work well when the observations are noisy.
