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ABSTRACT
Advances in optical device fabrication techniques and continued research
have enabled many exciting new scientific possibilities in the manipulation of
light radiation. With the great strides made in nanofabrication technologies
and the huge body of work done on nano-related research, we now have a
better understand- ing of light-matter interactions at the nanoscale and have
the ability to make structures functioning at this scale with unprecedented
design flexibility. This has led to an explosion of knowledge in nanooptics and
opened great possibilities in light manipulation. In this work we explore the
use of nanophotonic structures for the directional control of light emission and
photodetection. Typical optoelectoronic devices such as LEDs and light detectors
are intrinsically isotropic, and directionality is usually enforced by external optical
elements like lenses, pinholes and reflectors. Similarly, standard off-the-shelf
light sensors are typically non-directional with a Lambertian angular response
profile. Here, we investigate the unique properties of plasmonic metasurfaces
that can be harnessed to enforce directionality at the device level, without the
vii
need for bulky and often complex external light control techniques, greatly
favoring miniaturization which often allows for faster, more efficient, and cheaper
devices. Optimized designs are presented with proof-of-concept simulation results
and experimental testing. With these designs, we also explore an exciting new
application in imaging, the development of a lens-less ultra-thin flat camera based
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The work presented in this dissertation focuses on the development of directional
light sensors and directional light emitters based on specially designed arrays of
nanoantennas. We show theoretical work on nanoantenna designs that produce
collimated singly beamed emission along arbitrarily tunable directions with high
directivity and enhanced radiation efficiency from isotropic light emitters. We
also present device designs including experimental data that show enforced
highly directional receiving patterns from typically isotropic light detectors.
Additionally we present a novel imaging application based on the compound
eye vision modality that applies the aforementioned directional light detectors to
realize an ultra-thin, flat lens-less camera.
2
1.2 Main Results
In this section we highlight the main results presented in this dissertation. They
are referenced to the corresponding relevant publication list at the end of this
section.
1.2.1 Light Emission Near a Gradient Metasurface - Section 3.1
The optical Gradient-Meta Surface (GMS) is briefly introduced and its influence
on light emission properties through near-field interaction is investigated
numerically. This is accomplished by applying the Homogenized Continuous
Model (HCM) (a generic model valid for investigating properties of any GMS
irrespective of its underlying physical implementation). General theoretical
arguments supported by rigorous numerical simulations are presented. We
show the unique ways in which appropriately designed GMSs can enable
near-field directional light control through enabling distinctive coupling of
radiation into specific evanescent and propagating modes as determined by their
phase gradients. We also briefly touch on possible advanced beam-shaping
functionalities that can be enabled by GMS phase profiles of increased complexity.
[1]
1.2.2 Directional Light Emitter - Section 3.2
A specific implementation of a GMS designed to enable directional radiation
beaming from a collection of randomly positioned and randomly phased isotropic
light emitters is explored theoretically and verified both numerically and
experimentally for which preliminary measured data is presented. [2]
3
1.2.3 Directional Light Detector - Section 4.2
We demonstrate hybrid plasmonic grating-GMS designs that enable highly
directional light detection from off-the shelf typically isotropic planar light
sensors. This includes both theoretical simulations and experimental results
showing directional light detection. With our designs, we show polarized peak
transmission of 35% - 45% with a wide tuning range of up to ±75◦ and high
angular selectivity of less than 10◦ at full width half max. In addition, we
also demonstrate that these GMS designs can be readily scaled for different
target wavelengths and fabricated with standard CMOS processes, making them
applicable to practical devices.[3]
1.2.4 Lens-Less Compound Eye Camera Design - Section 4.3.4
Using the directional light detectors mentioned above, we also explore the design
of a lens-less camera based on the compound eye vision modality. In this
framework, each pixel of the sensor is a directional imaging cell collecting light
from a single point on the object as dictated by its response function. Through
computational imaging, we can reconstruct super-pixel-resolved images from the
combined
directional information obtained from a specific pixel arrangement. We show
theoretical simulations demonstrating proof of concept designs and successful
image recovery. [3-5]
Main Results Publication List:
1. LC Kogos, R Paiella, (2016) Light Emission Near a Gradient Metasurface,
ACS Photonics 3 (2), 243-248
4
2. X Wang, LC Kogos, R Toufanian, A Dennis, R Paiella, (2018) Beamed Light
Emission near a Gradient Metasurface, CLEO: QELS_Fundamental Science,
FF1H.2
3. LC Kogos, L Tian, R Paiella, (2018) Directional Plasmonic Image Sensors
for Lens-Free Compound-Eye Vision, CLEO: Science and Innovations, SF1J.
5
4. LC Kogos,Y Li, J Liu, Y Li, L Tian, R Paiella, (2019) Metasurface
Photodetectors for Directional Image Sensing, META19 conference
5. LC Kogos,Y Li, J Liu, Y Li, L Tian, R Paiella, Plasmonic Ommatidia for




2.1 Surface Plasmon Polaritons and Localized Surface Plasmons
Plasmonics, which is the study of the interaction between electromagnetic
radiation (in a dielectric medium) and plasma waves(in metallic materials), is
especially fascinating since it allows for the indirect control of light radiation by
modifying properties of the metallic medium.
There are two main types of plasmonic oscillations that are essential to the
work described in this thesis: Localized Surface Plasmon Resonances (LSPRs) and
Surface Plasmon Polaritons (SPPs). SPPs are a special type of hybrid coupled
mode consisting of plasma waves at the surface of a metal and electromagnetic
waves in the adjacent dielectric medium. SPPs travel along and are evanescently
confined to the metal-dielectric interface. In this work we will only consider SPPs
on a single metal-dielectric interface. LSPRs on the other hand are geometrically
bound charge oscillations that are excited by incident radiation in sub-wavelength
metallic nanoparticles (NPs). This collective movement of electrons in the NP can
also re-radiate light (as a consequence of accelerating charged particles) effectively
making the resonant NPs quasi-dipoles capable of emitting both radiative and
non-radiative field components. It is important to note that LSPRs and SPPs being
distinct plasmonic oscillations have different properties and behave differently in
different contexts. For example, LSPR excitation to a large extent does not depend
on the incident angle for light impinging on a plasmonic nanostructure whereas
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for an appropriately designed plasmonic grating you can only couple into SPP
modes when incident from a specific angle. It is therefore important to take great
caution if you are working in a regime where both oscillation modes are allowed
in order to distinguish between effects emanating from the two.
Physical properties of SPPs and LSPRs are best investigated from their
dispersion relations and resonant frequencies respectively. These can be derived
from Maxwell’s equations while taking into account appropriate boundary
conditions at the interface between the metallic and dielectric materials. A
complete derivation of SPPs and LSPRs can be found in many elementary
electromagnetic textbook (e.g. (Maier, 2010) that covers the topic of plasmonics.
Here we briefly go over the main steps of this derivation, to develop some intuition.
2.1.1 SPP Dispersion
We will begin with Maxwell’s equations in the form below:
∇ ·D = ρext (2.1a)








In these equations, D is the electric displacement flux, E is the electric field
of the incident radiation, H is its magnetic field, and B is the resulting magnetic
induction. ρext and Jext are the external charge and current densities, respectively.
Limiting ourselves to linear, isotropic, nondispersive, uniform and nonmagnetic
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media we have the following constitutive relations:
D = ε0εE (2.2a)
B = µ0H (2.2b)






Assuming harmonic time dependence for the fields involved this can be further
simplified into the Helmholtz equation:




= 2πλ0 is the free-space wavenumber.
From this point a typical way to proceed is solving this wave equation
separately on both sides of the interface and matching the resulting solutions
with application of appropriate boundary conditions at the interface. However,
another way to approach this is to use the intuition about what kind of fields we
are expecting for the SPPs, write an appropriate mathematical description and
apply the boundary conditions at the interface. We will take the latter approach.
For simplicity, we only consider SPPs at a single interface (dielectric-metal)
since in this work we will be coupling free space beams into such a surface.
However this analysis can be easily extended to hybrid structures with multiple
interfaces. Let us take a planar geometry as shown in Fig. 2·1 with our axis defined
as indicated, with assumed infinite extents in the metal and dielectric away from
the interface.
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Figure 2·1: Planar geometry used to derive the SPP dispersion
relation. The green arrow is the p-polarized incident light showing
the electric field (E) orientation (red arrow) which is in the x-z plane
and the magnetic field (H) which is in the x-y plane).
Solutions to the Helmholtz equation can generally be classified into s-polarized
and p-polarized electromagnetic modes. P-polarization (parallel)also known as the
transverse-magnetic (TM) mode, refers to the orientation where the electric field (E
) is parallel to the plane of incidence and the magnetic field (H ) perpendicular to
it. S-polarization (from senkrecht, German) also known as the transverse-electric
(TE) mode, refers to the orientation where the magnetic field (H ) is parallel to
the plane of incidence and the electric field (E ) is perpendicular to it. For fields
propagating along and evanescently confined to an interface, it can be shown that
s-polarized modes are not supported. This leaves us with the p-polarized modes.












eikzjzei(kxx−ωt) j = 1,2 (2.6)
Where j = 1,2 indicates the dielectric and metal medium ,respectively.
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Using the Helmholtz equation applying our boundary conditions, from this set





0 j = 1,2 (2.7a)
kxExj + kzjEzj = 0 j = 1,2 (2.7b)




















k20 j = 1,2 (2.9)
On further inspection we also see that for us to have bound surface waves (i.e. kzj



















For most metals in the optical regime, their dielectric functions can be
approximated by the Drude model (Maier, 2010). This model equates metals to
a sea of de-localized electrons randomly moving within the metal colliding with
the relatively immobile positive ions that make up the metal lattice. From the










Figure 2·2: SPP Dispersion Curve
From the resulting dispersion curve shown in Fig. 2·2, the SPP dispersion
line always lies to the right of the light line. The main consequence of this
is that there is always a momentum mismatch between SPPs and free space
radiation at the same frequency. Therefore, in order to excite SPPs with free-space
radiation we need a coupling mechanism that can impart extra momentum in
the SPP propagation direction, enabling momentum matching. There are several
techniques that can be applied to achieve this. They include grating coupling,
prism coupling, near-field coupling among others. In this work we will be heavily
relying on the grating coupling mechanism as we utilize SPP modes for near-




For the derivation of LSPR frequencies, you would have to follow a similar
procedure, except that in this case the boundary conditions are more complicated
since they are determined by the NP geometry. A complete treatment of this topic
is beyond the scope of this thesis. However you can find an example of one such
derivation for a spherical shaped NP in (Willets and Van Duyne, 2007) or many
advanced electro-magnetics textbooks that cover this topic.
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2.2 Plasmonic Grating Coupling
Figure 2·3: Plasmonic grating coupling
SPP grating couplers are specially designed planar periodic arrangements
of metallic NPs that diffract incident radiation in such a way so as to impart
additional in-plane momentum, allowing for coupling to SPP modes. Important
parameters that govern this interaction are the grating periodicity (Λ), incident
radiation wavelength (λ0) and shapes/dimensions of the constituent diffractive
elements. These parameters altogether affect the coupling efficiency, determine
the allowed incident angles, and also influence the light reflection or transmission
phase properties. Let’s consider the example of a 1-Dimensional grating with
periodicity Λ as shown in Fig 2·3. This grating will impart in-plane momentum
to incident radiation equal to its grating momentum g = ±m2π
Λ
upon diffraction.
Here, m is a positive integer indicating the diffraction order. As a result, for
radiation incident at an angle θ relative to the surface normal, its momentum
vector component along the surface β upon diffraction will be equal to the incident
light horizontal momentum component plus the additional momentum due to
diffraction as shown here:









= ±k0nSP P (2.13)
where nSP P is the SPP effective refractive index (i.e. k0nSP P is the corresponding
SPP wavenumber at the incident light frequency.)
This analysis/description can be extended to higher dimensions allowing for more
complex coupling designs.
By reciprocity, any SPPs travelling along the grating may also be diffracted into
specific angled beams as dictated by the diffraction condition. Consequently, if a
dipole or any emitter with evanescent fields is placed close enough to a plasmonic
grating, it could couple directly to SPPs which may be consequently diffracted,
leading to beamed emission in the far-field. This is the basic principle we rely on
for beamed emission in our designs.
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2.3 Gradient Metasurfaces
Linearly graded optical Metasurfaces have emerged in recent years from extensive
research in nanooptics (Yu et al., 2011),(Ni et al., 2012),(Sun et al., 2012a),(Sun
et al., 2012b),(Aieta et al., 2012),(Genevet et al., 2012),(Xu et al., 2013),(Yin
et al., 2013),(Karimi et al., 2014),(Pors et al., 2014),(Lin et al., 2014) and
have great potential for nanoscale control of radiation properties. They are
effectively plasmonic gratings with specially designed repeat units that create
a linear relative phase shift along the surface in light reflected or transmitted
through them. This linear phase shift breaks the symmetry that is normally
found in typical diffraction gratings suppressing all diffraction orders except
for the +1 order. The grating momentum of a gradient metasurface (GMS)
is determined by the transmission or reflection phase gradients in addition to
the periodicity of constituent nanostructures. Optical Metasurfaces are able to
abruptly change the phase of incident radiation over distances much shorter
than the wavelength. This greatly favors miniaturization compared to refractive
elements whose functionality relies on gradual phase change accumulation over
several wavelengths. In our work here, we apply specially designed GMSs for
directional light coupling and emission.
Phased array functionality in general can be understood from the perspective
of the classical Huygens’ construction. In this framework, each point on a
wavefront of radiation is described as a point source, emitting a secondary
spherical wavelet spreading out in the forward direction. At any one time, the
total wave front is the envelope that encloses all of these wavelets from a previous
wavefront and is defined by their surface tangents as seen in Fig. 2·4. On
an optical metasurface, we are able to create abrupt phase changes over sub-
wavelength distances such that we can alter these individual wavelets in a way
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Figure 2·4: Figure showing Huygens’ construction description of
propagating radiation. The wavelets shown in green create a wave
front with their combined surface tangents as they spread in the
forward direction of propagation.
that allows us to create any arbitrary wavefront. With this picture in mind,
when designing optical phased-array metasurfaces, our main goal is to control
the local reflection/transmission phase by placing appropriately designed NPs
in specific pre-defined locations on a surface. Each of these NPs has a different
pre-determined phase response typically dictated by its material properties and
geometry. In addition to modifying the phase relation of the secondary wavelets
thus altering the wave fronts of the incident radiation, these NPs could also have
polarization dependent responses, allowing us to engineer for polarization.
From the Lorentz model (which is the most general material response model to
electromagnetic energy), electrons in a material exposed to electromagnetic fields







+Kx = eEloc (2.14)
Where: m is the electron mass, d is a damping term, K is the restoring force, e
is the magnitude of the electronic charge and Eloc is the local driving field acting
on the electron. Assuming harmonic incident radiation, we get a general solution
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whose oscillatory part has the form:
xamp =
(e \m)Eamp
ω20 −ω2 − iγω
(2.15)
where: ω20 = K \m and γ = d \m. xamp and Eamp refer to the x-displacement and




















If we plot this response as a function of frequency, we get the classic Lorentz
oscillator response shown in Fig. 2·5.
Figure 2·5: Lorentz oscillator response.
From Fig. 2·5 we can see that as the driving frequency ω is swept across the
resonance (when ω is equal to the resonance frequency ω0), there is a sharp phase
shift of π in the oscillator’s response. At the same time, at resonance the oscillator
17
amplitude peaks at its highest possible value. In a physical material, the various
parameters in the Lorentz oscillator equation are specific material properties. In
metallic materials when applying this model, you do not have a single oscillator
but rather a sea of de-localized electrons within a relatively rigid lattice. This
can be modeled as a collection of Lorentz oscillators. Consequently, NPs under
radiative illumination undergo a phase delay of up to π in their response, as
we sweep across their resonance frequency as predicted by the Lorentz oscillator
model. The NP absorbs incident radiation which sets up charge oscillations within
it. The de-localized electrons in the NP collectively move in response to the electric
field resulting in charge oscillations. These collective oscillations can result in
re-radiation of energy effectively making the NP a dipolar nanoemitter with an
intrinsic phase delay predicted by Lorentz oscillator model, relative to the incident
radiation. Consequently, the re-radiated light has an extra phase delay of up to π
depending on how close the incident radiation frequency is to the NP’s resonance
frequency dictated by its geometry and material properties. By appropriately
selecting the NP geometry we can engineer its phase response. Placing specially
designed NPs at specific locations on a surface, one can effectively engineer its
local phase response to incident light.
With a single Lorentz-like oscillator we only have relative phase control over
a 0 to π range (Pors et al., 2011), (Zhao and Alù, 2011), (Roberts and Lin, 2012),
(Lin et al., 2010). To make useful phased arrays, we typically need to cover the full
2π range. One way this problem is solved is by use of a metal film placed in close
proximity to the NPs, separated by an optically thin dielectric spacer similar to the
design of reflect array antennas(Pozar et al., 1997). The presence of a metallic film
in close proximity sets up image dipoles that can couple to the aforementioned NP
dipole resonators increasing the phase response by another π range. The metal
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film typically supports SPP modes and thus these structures are known as Gap
Surface Plasmon(GSP) metasurfaces(Pors et al., 2014). With this system of NPs
backed by and thinly separated from a metal film we have relative phase control
over the whole 2π range as desired. This gives us tremendous design flexibility. In
GSP metasurfaces, the phase response is influenced by not only the NP geometry
and material properties but also by the separation distance between the resonators
and the backing metal film.
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2.4 Extra-Ordinary Optical Transmission
Extraordinary Optical Transmission (EOT) is a phenomenon of resonant enhanced
light transmission through an array of sub-wavelength apertures in an opaque
metallic surface (van Beijnum et al., 2012) which ordinarily owing to the sub-
wavelength nature of the perforations is expected to greatly suppress or block
direct light transmission. This effect was first discovered by (Ebbesen et al., 1998)
in 1998. It is understood to occur due to two main processes (Porto et al., 1999):
1. Excitation of coupled SPP resonances on both sides of the surface allowing
transfer of energy from one side to the other through the apertures.
2. Coupling of incident light to waveguide resonances located in the apertures
which can radiate on the other side of the surface.
In this work, we use this phenomenon to couple SPPs on the top layer of our




Figure 2·6: Schematic showing the computational imaging process.
Computational imaging is an emerging field at the interface between optics
and signal processing (Neifeld and Shankar, 2003), (Nayar, 2006), (Healy and
Brady, 2008), (Raskar, 2009). It involves collecting light from an object in radically
different ways from typical cameras and computationally extracting useful visual
information from it. In the work covered in this thesis, in collaboration
with Prof. Lei Tian’s group at Boston University, we develop and apply a
specific computational imaging method reconstruct an image from the directional
intensity information obtained from a specially designed array of sensors in a lens-
less compound eye camera design. This algorithm can be summarized in two steps
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shown schematically in Fig. 2·6.
These steps are:
1. The image formation process is modeled as a linear system defined by a
measurement matrix (Matrix A in Fig. 2·6) that relates the acquired intensity
information (Matrix y in Fig. 2·6) to the object (Matrix x in Fig. 2·6). This
measurement matrix is typically an n by n matrix where n is the number of
directional pixels. It contains the directional responsivity of the individual
constituent sensors including any overlap in their sensing portions of the
object.
2. Computation reconstruction involves appropriately inverting the
measurement matrix and applying it to the acquired intensity information




3.1 Light Emission near a Gradient Metasurface
It is well established that spontaneous emission of light is not an intrinsic
process with its properties solely determined by the emitters. On the contrary,
radiative properties like the decay rate are also influenced by the density
of available photonic modes, which in turn is determined by the emitter’s
dielectric environment. By altering this environment we can alter the density of
available photonic modes and consequently influence the properties of the emitted
radiation. The study of this phenomenon dates back to Purcell’s pioneering work
(Purcell, 1946) with radio waves in 1946. In photonics, the control of spontaneous
emission by altering the local density of modes was first demonstrated in the
context of fluorescence near a planar surface (Drexhage, 1974), (Ford and Weber,
1984), (Barnes, 1998). Subsequently, this technique has also been explored
with optical emitters embedded within three-dimensional artificial structures
of varying complexity including micro-cavities (Gérard et al., 1998), photonic
crystals (Yablonovitch, 1987), (Noda et al., 2007) and hyperbolic meta-materials
(Krishnamoorthy et al., 2012) or coupled to individual metallic NPs (Novotny and
Van Hulst, 2011). However, decay rates are not the only property of light emitters
that can be controlled by altering the emitter’s local dielectric environment. In
plasmonics, planar nanostructured metal films have been used through near-field
excitation of SPPs not only to enhance the decay rate of adjacent light emitters
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(Amos and Barnes, 1997), (Gontijo et al., 1999), (Shimizu et al., 2002), (Okamoto
et al., 2004), (Paiella, 2005), (Song et al., 2005), (Mertens et al., 2006), (Sun et al.,
2007) but also to control directionality of their emitted light,(DiMaria et al., 2013),
(Boroditsky et al., 1999), (Erchak et al., 2001), (Greffet et al., 2002), (Rattier et al.,
2003), (Cesario et al., 2007), (Wierer Jr et al., 2009), (Kurosaka et al., 2010).
However, in all these prior works the radiation pattern typically consists of either a
single beam normal to the device surface or two or more directional beams at equal
and opposite angles. One great advantage of GMSs is that they can provide single
directional beaming even off axis which is attractive for applications requiring
beamed emission. Another application of GMSs not yet explored is directional
light coupling. Just like a GMS is able to diffract coupled SPPs into a single
beaming direction, by reciprocity, unless we are dealing with non reciprocal media
(Potton, 2004) then we can expect it to effectively couple collimated light from
a single incidence direction into SPPs. If we can detect the presence of these
resultant SPPs then we effectively have a directional light detector. This is the
design approach pursued in this work.
Examples of application areas that would benefit from directional light
emission include solid-state smart lighting, (where directional light emitting
diodes can be used for novel functionalities like optical wireless communication
besides providing illumination), highly multiplexed fluorescence sensing (with the
directionality of the emitted light used to discriminate between different regions
of a sample), and structured illumination for 3D displays. Directional photo-
detection is also attractive for optical wireless communication where it can be used
to discriminate between different sources of signals. Furthermore, it can also be
harnessed to enable novel ultra-thin imaging systems based on non-conventional
modalities, such as the compound eye lens-less camera described in subsequent
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chapters.
In order to understand the influence of a GMS on light emitters, we start
with its most general description, the homogenized continuum model (HCM)
(Sun et al., 2012a) shown in Fig. 3·1(a), which can be applied to any (reflective)
GMS, regardless of the detailed implementation of the nanoantenna array. The
light source here is a simple electric dipole, as appropriate to the description of
spontaneous emission in typical luminescent media. Our results show that the
dipole radiation output is dramatically affected by the nearby GMS, in several
important and unusual ways. First, the spontaneous decay rate can be strongly
enhanced through near-field interactions, by an amount that depends on the
dipole lateral position in an oscillatory fashion. Second, highly asymmetric
directional radiation patterns can be produced with broad geometrical tunability
of the angle of peak emission. Furthermore, the total output radiation power
can be increased in the case of low-efficiency emitters or quenched in favor of
asymmetric surface-wave excitation depending on the GMS phase gradient. These
results shed new light on the distinctive properties of GMSs and underscore
their potential to enable novel applications involving, for example, extremely
miniaturized and high-speed light-emitting devices, photonic integrated circuits,
or highly multiplexed fluorescence sensors.
3.1.1 Theoretical Description
Our HCM consists of a perfect electric conductor (PEC) coated with a metamaterial
slab of highly sub-wavelength thickness δ, and position-dependent permittivity
ε and permeability µ. In this geometry, illustrated schematically in Fig. 3·1(a),
the phase shift upon reflection for a normally incident harmonic plane wave is
Φ = 2Re{√εµ}k0δ, where k0 = 2πλ0 is the free-space wavenumber. A linear phase
gradient ξ along any specific in-plane direction (e.g., the x direction) is then
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Figure 3·1: (a) Schematic cross-section of the GMS model used in this
work. (b) Distribution of the non-radiative plane-wave components
of the dipole field Edip (blue) scattered by the GMS into radiation
(red), for a GMS of ξk0 = 0.6 (upper plot) and
ξ
k0
= 1.4 (lower plot).
Here p denotes the in-plane wave vector.
obtained with ε = µ = 1 + ξx2k0δ + iκ (Sun et al., 2012a) which gives Φ = 2k0δ + ξx.
The imaginary term κ in this expression accounts for the GMS absorption losses





. Because of the phase gradient ξx, light incident with in-
plane wave vector p is diffractively scattered into a reflected wave of wave vector





‖,r , respectively. At the same time, all other diffraction orders
including specular reflection are completely suppressed. If k‖,r < k0, k⊥,r is real and
the reflected wave propagates away from the surface with a non-specular angle of




(anomalous reflection). Otherwise, k⊥,r is imaginary and
a surface wave bound to the GMS is produced.
In practice, the behavior just described can be obtained with a planar array
of ultra thin antennas (e.g., H or rectangular-shaped (Sun et al., 2012a),(Sun
et al., 2012b),(Pors et al., 2014)) of varying size, separated from a metal-film
“ground plane” by a thin dielectric layer. Compared to designs without a metallic
substrate, such reflective GMSs can provide substantially improved scattering
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efficiency. For instance, in (Sun et al., 2012b) a relatively large power reflection
coefficient R of 80% was measured at visible wavelengths (850 nm). Due to the
discrete nature of the individual nanoantennas, the phase gradient of these arrays
is essentially discretized into a staircase of roughly equal phase steps. While
the model system of Fig. 3·1(a) does not account for this granularity, it has
already been used effectively to describe prior experimental work involving the
reflection of externally incident light from GMSs. (Sun et al., 2012a),(Xu et al.,
2013) Its applicability to the study of GMS-enhanced light emission is discussed
in section 3.1.3 below, together with additional simulation results obtained with
a specific design from the literature consisting of a discrete arrangement of patch
nanoantennas.(Sun et al., 2012b) The key conclusions presented here based on the
homogenized continuum model of Fig. 3·1(a) are confirmed by these additional
simulations.
Figure 3·2: Schematic showing dipole field components on the
px, py momentum plane.The light cone (where: k0 =
√
p2x + p2y ) is
represented by the black circle enclosing the radiative dipole field
components shown as red dashed lines while the non-radiative
components are blue dashed lines outside the circle.
The radiative properties of a dipole near a surface such as the GMSs under
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study can be described using a semi-classical model of luminescence, where the
spontaneous emission rate Γsp is computed from the work per unit time done by
the dipole on the electromagnetic field, divided by the photon energy.(Ford and
Weber, 1984),(Barnes, 1998) In this approach, Γsp =
−1
2~ Im{µ ∗ .Etot}, where µ is the
dipole moment and Etot is the total (emitted plus reflected) electric field at the
dipole location. In this picture, the electric field directly emitted by the dipole





for all values of the in-plane wave vector p (including evanescent terms
with p > k0). Here the radiative components lie within the light cone defined by
k0 =
√
p2x + p2y while the evanescent components lie outside the light cone. Fig. 3·2
shows this representation of the dipole field in the px, py momentum plane. Here
the light cone is the black circle enclosing the radiative dipole field components
shown as red dashed lines, while the non-radiative components outside the light
cone are shown as blue dashed lines. At the GMS, each such field component
produces a reflected wave(also possibly evanescent) of in-plane wave vector p+ξx



























computed at the dipole location. Each term in the
integral of Eq. 3.1 measures the probability per unit time that the dipole emits
light with in-plane wave vector p. This probability can be strongly enhanced by
the GMS if the reflected field is large at the dipole location and has the proper
phase relationship with the dipole so as to reinforce its oscillations. With this
framework, we can present the following picture of light emission near a GMS.




(with p < k0) emitted by the dipole toward
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(a) Radiative components of
a dipole field near a GMS.
(b) Evanescent components
of a dipole field near a GMS
Figure 3·3: Radiative and non-radiative components of a dipole in
the px py plane shown before an after reflection by an example GMS
with phase gradient ξ.
the GMS are scattered into either anomalously reflected waves or surface waves
depending on the value of p. The resulting surface waves are bound to the GMS
and cannot radiate. At the same time, if the dipole distance d from the GMS is
much smaller than the wavelength λ0, they can produce a large contribution to
Eq. 3.1, by virtue of the strong field confinement of evanescent waves near the
surface. As a result, the dipole decay rate Γsp is enhanced. In addition, for d << λ0
some of the evanescent components of Edip can be diffracted by the GMS into
propagating waves and therefore contribute to both the decay-rate enhancement
and the radiation output. This process is illustrated schematically in Fig. 3·1(b)
for two values of the normalized phase gradient ξk0 (0.6 and 1.4). In these plots,
the center circle of radius k0 is the boundary of the light cone at the dipole
radiation frequency. The vertically dashed region is the set of all evanescent
components of Edip that can be diffractively scattered into radiation, and the
resulting propagating waves are contained in the horizontally dashed region. In
Fig. 3·3, we show the expected effect a generic GMS of phase gradient ξ has on
the light radiated from a nearby dipole, as it increases the in-plane momentum
of the incident radiation by ξ upon reflection. Since this radiation mechanism is
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mediated by near-field interactions involving highly confined evanescent fields,
it can be expected to occur with high probability and thus dominate the dipole
emission. Under these conditions, the far-field radiation pattern will consist of
plane-wave components mostly from within the horizontally dashed region of Fig.
3·1(b), resulting in directional emission. Finally we note that, in the geometry
under study, the local phase difference between any incident plane wave and its
reflection varies periodically as a function of x with period 2πξ (i.e., the distance
over which the GMS reflection phase Θ changes by 2π). Since the dipole decay
rate of Eq. 3.1 depends strongly on this phase relationship, it can be expected
to undergo similarly periodic variations with the dipole position along the x
direction.
3.1.2 FDTD Simulation Results
Figure 3·4: Simulation results showing directional far-field radiation
for a z oriented dipole with GMSs of different normalized phase
gradients ξk0 . Below each far-field radiation pattern is the
corresponding reciprocal space plot predicted, as in Fig. 3·1(b).
In order to verify and quantify these expectations, rigorous simulations based
on the finite difference time domain (FDTD) method were carried out. In these
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simulations, the GMS is described with the HCM presented earlier, and the light
source is an oscillating dipole oriented along the x,y,or z direction (as defined in
Fig. 3·1(a)). All results presented below are computed at a representative visible
wavelength λ0 of 800 nm, but can be readily scaled to other wavelengths. The
thickness δ of the metamaterial layer above the PEC is set to λ020 , and the imaginary
permittivity and permeability κ is taken to be 0.18. With this choice of parameters,




is equal to the aforementioned
value of 80% measured in ref (Sun et al., 2012b) with a reflective GMS at similar
visible wavelengths. Therefore,the model used in this work contains a realistic
description of the GMS absorption losses. In the present context, such losses
can limit the dipole radiative efficiency and cause a broadening of the radiation
patterns if absorption by the GMS is stronger than diffractive scattering. The
numerical simulation results presented below indicate that for κ = 0.18 these
effects do not provide any significant limitation.The color maps of Fig. 3·4 show
the calculated far-field radiation patterns of a dipole oriented along the z direction
(i.e., perpendicular to the GMS) for different values of ξk0 .The dipole is located at
a distance d = λ0100 from the surface and has lateral position x = xc(the center of
the FDTD simulation region, where the reflection phase Θ happens to be 2k0δ).
Highly asymmetric directional emission is clearly observed, with the angle of
peak intensity rotating from the negative toward the positive x direction as ξk0
increases. At the same time, the angular width of the radiation pattern also
increases with the phase gradient. These results are in excellent agreement with
the qualitative picture presented in the previous section. The light emission
appears to be dominated by the evanescent components of the dipole field that
can be diffractively scattered into radiation by the GMS. As a result, the intensity
distribution in the far-field pattern is mostly concentrated within the horizontally
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dashed region of Fig. 3·1(b), whose width along the px direction increases with
increasing ξk0 . Importantly, these results could not be explained simply in terms of
anomalous reflection of externally incident dipole radiation (in fact, very different
patterns would be obtained in that case), which highlights the key role played by
near-field interactions in the radiation process under study.
Figure 3·5: Simulation results showing directional far-field radiation
for x and y oriented dipoles with GMSs of different normalized phase
gradients ξk0 . Dipole orientation is denoted by µ.
Similar results are obtained with a dipole at the same location oriented along
the x-direction (i.e., parallel to the GMS and to the phase gradient), as illustrated
in Fig. 3·5(a) for ξk0 = 0.6. In contrast, a y-oriented dipole at this particular
location is found to produce nearly opposite radiation patterns, i.e., with stronger
emission within the non-dashed region of the light circle of Fig. 3·1(b). One
example is shown in Fig. 3·5(b), for ξk0 = 1.4 This behavior is attributed to the
phase relationship between the scattered waves in the horizontally dashed region
of Fig. 3·1(b) and the dipole oscillations, which in the present case appears to be
inadequate to produce a large increase in emission rate. As a result, these scattered
waves give a weaker contribution to the light output relative to the propagating
components of Edip and their anomalous reflection.
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Figure 3·6: Purcell enhancement factor FP for all three dipole
orientations versus (a) dipole distance from the GMS and (b) dipole
lateral position. The GMS normalized phase gradient ξk0 is 1.4 in (a)
and 0.6 in (b).
Further insight is obtained by computing the equivalent Purcell enhancement
factor of the GMS, defined as FP ≡ Γsp
Γsp0
, where Γsp and Γsp0 are the dipole emission
rates near the GMS and in free space, respectively. In the FDTD simulations,
FP is calculated as the ratio between the total power emitted by the dipole
(into both radiative and surface waves) with and without the GMS. With this
procedure, large Purcell factors of up to several 100 are obtained, indicative of
strong coupling between the GMS and the emitter. For fixed GMS geometry,FP is
found to depend on the dipole position in two important ways. First, it decays
rapidly with increasing distanced from the GMS on a length scale well below
the free-space emission wavelength λ0, as shown in Fig. 3·6(a) for all three
dipole orientations, ξk0 = 1.4, and x = xc. This behavior is consistent with the
key role played by evanescent waves in the observed spontaneous-emission rate
enhancement. Second, the Purcell factor is found to vary periodically with the
dipole lateral position x with period 2πξ , as expected due to the aforementioned
periodic x dependence of the phase difference between Edip and Er . To illustrate,
in Fig. 3·6(b) FP is plotted as a function of x − xc for ξk0 = 0.6 and d =
λ0
100 .
Similar results are predicted for GMSs of different phase gradients ξ, with the
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lateral position of maximum Purcell enhancement depending on the specific value
of ξ.The directional and position-dependent radiation properties just described
are unique in the context of metasurface-enhanced light emission and may be
exploited to enable useful new functionalities. In practice, in the case of a
continuous distribution of (isotropic) dipoles near a GMS, the light output will
be dominated by the regions (and dipole orientations) of highest emission rate.
Under these conditions, the radiation patterns described by the basic picture of
Fig. 3·1(b) are therefore obtained. On the other hand, if highly localized sources
(such as single molecules or quantum dots) are employed, the GMS also allows
controlling the decay rate and directionality of each emitter separately based on
its location.
Figure 3·7: Purcell enhancement factor FP for d = λ0100 , x = xc, and
all three dipole orientations, versus GMS phase gradient ξk0 . (b)
Radiative efficiency ratio ηGMSηmirr versus
ξ
k0
for a dipole with IQE of
100% (solid traces) and 1% (dashed traces).
The Purcell factor also depends on the GMS phase gradient ξk0 , as shown in Fig.
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3·7(a) for a dipole at d = λ0100 and x = xc. A pronounced peak in FP is observed
near ξk0 ≈ 2 for all three dipole orientations, which is again consistent with the
qualitative picture described above. In this picture, the decay rate enhancement
is largely caused by radiative scattering of the evanescent components within the
vertically dashed region of Fig. 3·1(b). Therefore, FP increases with the area of
this region, which in turn increases with ξk0 for
ξ
k0
≤ 2 (as illustrated by the two
panels of Fig. 3·1(b). When ξk0 is increased beyond 2,the vertically dashed region
reaches its maximum possible area(equal to that of the light circle), but moves to
larger and larger values of p. The resulting decrease in FP is then attributed to
a progressively diminishing contribution to the probability rate of Eq. 3.1 from
the evanescent components of Edip with increasing p. A similar argument can be
made regarding the ξk0 dependence of the number of propagating components of
Edip scattered into surface waves, which also contribute to FP.
Next, we consider the dipole radiative efficiency η = Γrad
Γsp+Γnr
, where Γsp is the
aforementioned total spontaneous emission rate (into both radiative and surface
waves), Γrad is the decay rate due to the emission of output radiative modes only,
and Γnr accounts for non radiative decay processes intrinsic to the emitter material.
From the FDTD simulations we can determine Γsp and Γrad (normalized to Γsp0 ),
by computing the power through, respectively, a closed surface containing only
the dipole and a planar surface located immediately above its nearfield. The non
radiative term Γnr
Γsp0
does not enter the FDTD calculations, but can be included in the




. With this procedure, described in more detail in section
A.1, we have computed the radiative efficiency near the reflective GMSs under
study (ηGMS) and, for comparison, that of an identical dipole above a perfect
mirror (ηmirr). In Fig.3·7(b), the ratio
ηGMS
ηmirr




x = xc. The solid and dashed traces correspond to a dipole source with IQE
= 100% and 1%, respectively. As illustrated by these data, the GMS can either
enhance or decrease the radiative efficiency, as a result of two competing effects.
First, some of the dipole emission is always captured by the GMS via scattering
into surface waves. Therefore, if the dipole has a large IQE to begin with, its
radiative efficiency is necessarily decreased near the GMS. Second, by virtue of the
large Purcell factors just described, the probability rate of spontaneous emission
can be significantly enhanced by the GMS relative to that of non radiative decay
processes. As a result, in low-IQE sources the latter processes can become less of
a limiting factor, leading to increased emission. As shown in Fig. 3·7(b), for IQE
= 1% such Purcell enhancement effects can already overcome the optical losses in
GMSs with ξk0 ≤ 2.Thus, a sizable increase in radiative efficiency (up to over 5x)
is obtained, particularly for the x- and z-oriented dipoles in this case. For the y-
dipoles, ηGMS is limited by the weaker contribution to Γsp from their evanescent
components at x = xc, as discussed previously, but larger values can be obtained
at nearby positions. Furthermore, in practice significantly larger enhancements in
the collected output power can be expected for all dipole orientations,by virtue
of the increased directionality produced by the GMS. Finally, for ξk0 > 2 all
downward propagating components of the dipole field are diffracted into surface
modes, and the GMS-mediated light emission involves only radiative scattering
of high-p evanescent components (with progressively diminishing Purcell factor).
In this regime, the radiative efficiency is therefore mostly quenched even for
low-IQE dipoles, in favor of efficient excitation of surface waves at the GMS.
Importantly,the latter process is also directional, with all the excited surface waves
having a positive x-component of their wave vector, as a result of the asymmetric
nature of diffraction by the GMS.
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Figure 3·8: Optical power distribution on a monitor plane
perpendicular to the x-axis near the left (a) and right (b) boundary
of the FDTD simulation region, computed with a z-oriented dipole
near a GMS with ξk0 = 2.6. The color bar is the same for both plots.
The GMS–air interface is at z = 40 nm.
To illustrate, in Fig. 3·8 we show the calculated power distribution on two
planes perpendicular to the GMS, located at the same distance (≈ 3µm)) from the
dipole along the negative and positive x direction. In both plots, the phase gradient
is ξk0 = 2.6, and the dipole is oriented along the z direction and positioned at d =
λ0
100
and x = xc. A highly localized surface wave is clearly observed propagating away
from the dipole along the positive x direction (Fig. 3·8(b)), while significantly
less power is computed on the other side (Fig. 3·8(a)). It should be noted that
such asymmetric excitation of surface waves from a nearby source is attractive for
applications in nanoscale photonic integrated circuits.
3.1.3 Validity of the Homogenized Continuous Model
In this section we discuss the applicability of the HCM of Fig. 3·1(a) to the
study of GMS-enhanced light emission. Prior experimental work (Sun et al.,
2012a),(Xu et al., 2013) has shown that this model can provide an accurate
description of the reflection of incident plane waves from a GMS, including the
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conversion of propagating waves into evanescent waves. In the present work,
however, we consider a rather different situation, where the GMS is illuminated
by a dipole source located in its immediate vicinity and near-field interactions
play a prominent role. To justify the use of the homogenized continuum model in
this context as well, we refer to the semi-classical picture of surface-enhanced light
emission embodied in Eq. 3.1 which is also supported by extensive experimental
work (Barnes, 1998). In this description, the field emitted by the dipole is first
decomposed in a superposition of plane waves with all possible wave vectors
(including evanescent components). For each such plane wave, the light that is
correspondingly reflected by the nearby surface is then calculated. The sum of
all these incident and reflected waves evaluated at the dipole location determines
the dipole spontaneous emission rate according to Eq. 3.1, including the effect of
near-field interactions with the surface. The same sum evaluated in the far field
gives the radiation pattern. Therefore, any model that can accurately describe the
reflection of arbitrary plane waves by a GMS [such as the HCM of Fig. 3·1(a)]
can be expected to be generally suitable to the study of light emission in the
near-field vicinity of the same GMS. In practice, typical GMSs consist of planar
periodic arrays of period 2πξ along the direction of the phase gradient. Each unit
cell contains a finite number N of nanoantennas of different size, shape, and/or
orientation, each designed to produce a different scattering phase shift across the
full range between 0 and 2π. The GMS phase gradient Θ = Θ0 + ξx is therefore
effectively discretized into a staircase with each phase step on the order of 2πN . Any
deviation from the GMS ideal behavior that may be caused by this discretization
cannot be captured by the HCM. For example, in the context of anomalous
reflection this discretization can lead to the appearance of spurious orders of
diffraction, which however can be rather small as shown in prior experimental
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reports (e.g., down to a few % of the main reflection in the GMS of ref(Sun et al.,
2012b)). In the present context, similar deviations could in principle be produced
in the Purcell enhancement factors and far-field radiation patterns.
Figure 3·9: (a) Schematic top view of the GMS geometry under study,
taken directly from the Lumerical graphical user interface. The
yellow and blue regions correspond to Au and MgF2,respectively.
The black solid lines in (a) indicate the boundaries of a single unit
cell, having dimensions Λx = 1200 nm and Λy = 300 nm along the x
and y directions, respectively. (b) Far-field radiation pattern of the
dipole shown by the double-arrow symbol in (a). The polar and
azimuthal angles are indicated by the radial distance from the origin
and the direction on the circle, respectively.The simulation results
shown in Fig. 3·10 were computed for different dipole positions
along the red dashed and dotted lines, which run across a full
period along the x-direction and half a period along the y-direction,
respectively, at a distance of 5 nm above the top of the nanoantennas.
To estimate the possible impact of such deviations (and in the process confirm
the validity of our predictions based on the HCM), the simulation methods of
the previous section have also been applied to a specific GMS design from the
literature (Sun et al., 2012b). As shown in Fig. 3·9, each repeat unit of this
metasurface consists of a linear array of patch nanoantennas (i.e., rectangular Au
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NPs) fabricated on a sub-wavelength dielectric layer deposited over a metallic
ground plane. A detailed description of the antennas size, shape, and spatial
distribution can be found in ref(Sun et al., 2012b). The whole structure is designed
to produce a discretized linear phase gradient across the entire 2π range (with
average slope ξk0 = 0.7 at 850 nm wavelength), but only for y-polarized incident
light. Therefore in these simulations we only consider the case of a y-oriented
light emitting dipole, located at different positions on a plane at a representative
sub-wavelength distance of 5 nm over the top surface of the nanoantennas. We
emphasize that this structure is by no means optimized for the application under
study, and was selected simply as a typical reflective GMS that has already been
demonstrated experimentally. In any case, all the key predictions derived with
the HCM are reproduced with this representative design. Fig. 3·9(b) shows
the calculated far-field radiation pattern for the dipole position indicated by the
double-arrow symbol in Fig. 3·9(a), where a substantial Purcell enhancement
factor FP = 16 is also computed. As discussed in a previous section, for any dipole
position (and orientation) of large Purcell factor, light emission mostly originates
from scattering of the evanescent components within the vertically dashed region
of Fig. 3·1(b), and as a result the far-field radiation pattern is mostly concentrated
within the horizontally dashed region of the same figure. This behavior is clearly
observed in Fig. 3·9(b), in full agreement with the qualitative picture of GMS-
enhanced light emission presented above and with predictions based on the HCM.
In Fig. 3·10(a), the Purcell factor FP is plotted as a function of lateral position
along the dashed line of Fig. 3·9(a), which runs across a full period Λx = 2πξ
of the array along the x-direction. An overall peak is observed in these data,
which is also consistent with the results presented above [see Fig. 3·7]. At the
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Figure 3·10: Purcell enhancement factor plotted as function of
dipole position along the dashed (a) and dotted (b) lines of Fig.
3·9(a). (c) Radiative efficiency ratio ηGMSηmirr plotted as a function of
lateral y-position along the dotted line, for different values of the
dipole IQE.
same time, however, Fig. 3·10(a) shows additional “higher-frequency” variations
in FP versus x, with the positions above the center of each nanoantenna (red
circles) consistently featuring higher Purcell factors than neighboring positions in
between consecutive nanoantennas (blue squares). This behavior can be regarded
as a direct consequence of the staircase phase profile of the GMS under study.
The Purcell factor is also found to vary with position along the y-direction, as
shown in Fig. 3·10(b) for the case of the dotted line of Fig. 3·9(a) (only half
of the full period Λy is considered here, given the reflection symmetry of the
unit cell along the y-direction). The non-monotonic behavior observed in this
plot confirms that the Purcell enhancement here does not simply originate from a
near-field coupling between the dipole and its nearest nanoantenna, but rather is
related to the aforementioned diffractive scattering of evanescent components by
the GMS. Finally we note that, while significant Purcell enhancements are shown
in Figs. 3·10(a) and 3·10(b), their values tend to be smaller than in Fig. 3·7. In
addition to the discretized phase profile, this difference can be ascribed to specific
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limitations of the GMS design under study. In particular, each repeat unit in this
design produces a linear phase gradient across the entire 2π range only for y-
polarized light. However, even with a y-oriented dipole, only a fraction of the
emitted light is y-polarized, and for the remaining components the GMS under
study can only produce a more limited phase gradient (and therefore a weaker
enhancement). Furthermore, under ideal conditions the GMS enhancement for
y-polarized light tends to be smaller compared to the x and z components, as
shown in Fig. 3·7(a). Therefore, larger Purcell factors can be expected with a more
focused design optimization of the GMS. Incidentally, the somewhat narrower
shape of the far-field pattern of Fig. 3·9(b) along the y-direction [compared to
the horizontally dashed region of Fig. 3·1(b)] can be ascribed to the same property
of the specific GMS under study. In any case, even with the present structure the
Purcell enhancement can be large enough to enable increasing the output power
of low-efficiency emitters. This property is illustrated in Fig. 3·10(c), where we
plot the efficiency ratio ηGMSηmirr as a function of position along the dotted line of
Fig. 3·9(a), for three different values of the dipole IQE. A maximum increase in
radiative efficiency by more than 5x is obtained for the lowest IQE considered
(1%).
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3.2 Initial Experimental Demonstration of Light Beaming with a
GMS
Figure 3·11: Figure showing the basic geometry for directional
beaming. The isotropic emitters couple preferentially to SPPs
supported by GMS nearby which scatters them into directional
radiation.
In this section, I will describe the design and fabrication of a specific GMS
implementation that can be integrated with standard isotropic light emitters to
enable directional beaming. The basic geometry of this design is summarized in
Fig. 3·11 where isotroic light emitters are applied directly on the GMS.
The specific GMS developed in this work consists of a periodic array of y-oriented
rectangular Au (NPs [Fig. 3·12(a)] supported by an optically thick Au film with
a subwavelength SiO2 spacer. As shown by the FDTD simulation results of Fig.
3·12(b), the NP reflection phase (for x-polarized incident light at λ0 = 800 nm) can
be tuned over a large fraction of the entire 2π phase space by varying its width
Lx, while at the same time maintaining a relatively high reflection amplitude > 83
%. The triangles and circles in Fig. 3·12(b) indicate, respectively, a set of three
and four NP widths that produce equally spaced reflection-phase values across
the full 2π range. The desired linear phase profile with gradient ξ = 2π
Λ
is then
implemented with the periodic repetition of two alternating unit cells of length
Λ, where each cell contains the (three or four) NPs from either set placed at equal
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Figure 3·12: (a) Reflective GMS design for directional light emission.
Periodic "Super Cells" made of two unit cells of period Λsupercell of 3
and 4 NPs. The inset is an x-z cross-section showing the thick Au film
seperated from the NPs by a thin SiO2 dielectric spacer. The NPs are
effectively infinitely long in the y dimension and have a fixed height.
The reflection phase is determined by the NP width. (b) Calculated
reflection phase (red trace) and amplitude (blue trace) of the non-
diffractive periodic array of rectangular Au NPs shown in the inset,




4 ) from one another [Fig. 3·12(a)]. Incidentally, both sets here
include a NP of zero width (i.e., a missing NP), which is quite convenient from a
fabrication standpoint. The combined use of two different unit cells increases the
number of forbidden diffraction orders for the resulting GMS, as can be argued
based on general sampling considerations (in the present design, all orders from q
= -10 to q = +11 are suppressed except for the desired q = +1 order).
The fabrication and experimental testing was carried out by Xiaowei Wang,
a Ph.D. student at the Paiella Lab at Boston University. The NP widths (w) and
grating periodicity (Λ) were selected according to the general procedure described
by Andlers Pors in his 2014 publication (Pors et al., 2014), briefly summarized as
follows:
1. The plasmonic Bragg condition in equation 2.13 is used to calculate the
grating period (Λ) for the target wavelength (λ0).
2. The NP reflection phase vs width is calculated at a fixed height above an
infinite array of identical NPs. This assumes that the mutual coupling
between array elements is very small so the effect of neighboring NPs is
negligible and therefore the reflection phase only depends on the NP widths
and is not affected by their periodicity.
3. NPs with selected desired reflection phases are assembled into "unit cells" of
a linear desired phase profile, approximated by staircase steps.
4. These "unit Cells" are then arranged with their spacing equal to the grating
period (Λ).
Experimental samples based on this GMS design were fabricated on a Si
substrate using electron-beam lithography [Fig. 3·13(a)], and then planarized with
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Figure 3·13: (a) SEM image of a GMS based on the design of Fig. 3·12
(b)-(d) Unpolarized (b), x-polarized (c), and y-polarized (d) far-field
radiation patterns of a similar GMS coated with CdTe/ZnS quantum
dots (QDs). In each panel, the plot shows a line cut of the radiation
pattern along the x-axis. The PL signals are measured through a
band pass filter centered at 800 nm.
a thin layer of spin-coated PMMA. CdTe/ZnS QDs suspended in a toluene/PLMA
solution were then deposited by spin-casting, leading to a homogeneous
distribution of randomly-oriented light emitters at a fixed distance of about 10
nm over the NPs. Figs. 3·13(b)-(d) illustrate the unpolarized, x-polarized, and y-
polarized far-field radiation patterns measured with these samples using a Fourier
microscopy setup. The key predictions described above are observed in these plots,
including:
1. Highly directional emission peaked about the target angles θ max = 15◦.
2. Predominantly x-polarized radiation output (by 90% in the direction of peak
emission).
A large directivity D = 14 is obtained from the x-polarized (unpolarized) pattern,
with a very small divergence angle of 9◦ FWHM for the main beam in the line cut
along the x direction [bottom plots of Figs. 2(b)-(c)]. The residual emission peak
observed near θ = 15◦ is mostly due to deviations of the experimental NP widths
from their target values which would make the GMS less efficient at suppressing
unallowed beaming directions. The angle of peak emission can be tuned by simply
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varying the array period Λ, and more complex radiation patterns (e.g., focused







In this chapter, I will describe the development of plasmonic metasurfaces
that can be integrated with standard photodetectors to enable directional image
sensing for artificial compound eye vision. Traditional cameras used for common
imaging applications consist of a single lens projecting an image of the object
of interest onto an array of photodetectors. This configuration (similar to the
human eye architecture) can provide excellent spatial resolution, but suffer from a
fundamental trade-off between small size and wide field of view, originating from
aberration effects at large angles of incidence. In nature, the solution devised by
evolution to address this issue is the compound eye [(Land and Nilsson, 2002)],
which in fact is universally found among the smallest animal species such as
insects and crustaceans [Fig. 4·1(a)]. While different types of compound eyes
exist, their basic architecture consist of an array of many imaging elements called
ommatidia pointing along different directions [Fig. 4·1(b)], each collecting a single
point of information about the scene being imaged.
Typical ommatidia found in the apposition compound eye include a facet
lens, a crystalline cone, a waveguiding fiber (rhabdom), and photoreceptor cells.
These elements can be packed in extremely compact volumes providing full
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Figure 4·1: Compound eyes. (a) Micrograph of the compound eyes
of a horse fly (from www.123rf.com). (b) Schematic illustration of
the apposition compound-eye architecture.
hemispherical vision with no aberration. With this arrangement, all objects in the
field of view are also automatically in focus at all times (i.e., the depth of field is
essentially infinite), regardless of their distance from the camera and without the
need for any focal-plane readjustment, leading to exceptional acuity to motion.
As a result of these unique attributes, optoelectronic compound-eye cameras
are ideally suited to address a wide range of emerging imaging applications
where extreme size miniaturization, wide-angle fields of view, and high temporal
resolution are of particularly importance. Specific examples include chip-on-the-
tip endoscopy, concealed surveillance, wearable cameras, and machine vision for
obstacle avoidance and autonomous navigation.
4.1.2 Prior Art
These considerations have motivated significant research efforts in the past several
years on the development of novel cameras directly inspired by the compound-eye
vision modality some of which are shown in Fig. 4·2. Most prior implementations
have been based on planar (Tanida et al., 2001; Duparré et al., 2005) or curved
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Figure 4·2: Prior artificial implementations of the compound eye
vision modality. (a) Micro-lensed image sensors on a deformable
polymer. (b) Planar array of sensors aligned to pinholes and lenses
(c) Refractive polymer microlenses coupled to waveguides on a
hemispherical polymer dome.
(Jeong et al., 2006; Floreano et al., 2013; Song et al., 2013; Deng et al., 2016;
Shi et al., 2017; Zhang et al., 2017; Keum et al., 2018) arrays of microlenses
combined with carefully aligned image-sensor arrays. The curved geometry
directly mimics the compound-eye architecture of common arthropods, but
is complicated by limited compatibility with standard microelectronic circuits
(which are traditionally based on planar substrates). As a result, it requires
either the introduction of bulky optical relay systems (Jeong et al., 2006; Deng
et al., 2016; Shi et al., 2017; Keum et al., 2018), or the development of complex
fabrication and packaging processes to produce photodetector arrays and readout
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electronics on a curved surface (Floreano et al., 2013; Song et al., 2013; Zhang
et al., 2017). A possible implementation of a flat compound-eye camera is
shown in Fig. 4·2(b), where the photodetector/microlens pair in each pixel
detects light incident along a different direction determined by the position of
the photodetector within the focal plane of the microlens (Duparré et al., 2005).
However, the field of view in this geometry is severely limited by optical crosstalk
between neighboring pixels at large angles of incidence [as illustrated by the
dashed line in Fig. 4·2(b)], which can lead to the formation of ghost images unless
interpixel blocking layers are employed. Either way, for the smallest practical f-
number of the microlenses (about 1) the maximum achievable field of view is less
than ±30◦. In a somewhat related technology, each photodetector is stacked with
two diffraction gratings on top of one another to produce a sinusoidal dependence
of detected signal on angle of incidence (Gill et al., 2011). However, the maximum
reported field of view of this geometry (less than ±50◦) is once again limited by
fabrication constraints. Furthermore, its global architecture, where each pixel
is illuminated from several different directions, is undesirable in the presence
of scenes with high dynamic range in brightness. More recently, angle-sensitive
photodetection has also been demonstrated with an optical phased array (Fatemi
et al., 2018), which allows for dynamic tuning of the angle of peak detection but
requires a local laser oscillator for heterodyne mixing.
The directional image sensors presented in this chapter are based on a
fundamentally different approach [Fig. 4·3], based on the integration of a standard
photodetector with a specially designed plasmonic metasurface that only allows
for the detection of light incident along a small, geometrically tunable distribution
of angles, whereas light incident along all other directions is reflected. With
this approach, ultrathin planar lens-free cameras can be developed, featuring
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Figure 4·3: Principle of operation of the directional light detectors
developed in this work. The plasmonic metasurface acts as a
directional light filter that only allows light from a specific pre-
determined angle to reach the active layer (b). In contrast a bare
photodetector (a) would detect light from all directions.
all the aforementioned desirable attributes of compound eyes and providing
further miniaturization compared to previous implementations. In particular,
the lack of a microlens array reduces both the camera thickness and the required
spacing between neighboring pixels, allowing for higher density and consequently
higher resolution. The metasurfaces can be fabricated directly on existing
CMOS/CCD image sensor arrays through standard lithographic techniques, with
straightforward alignment and full suppression of interpixel crosstalk.
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4.2 Metasurface Design
Figure 4·4: Schematic illustration of the angle-sensitive metasurface
geometry. Light incident at the desired angle +θp(blue beam) is
diffracted by the NP array into SPPs propagating towards the slits,
where they are preferentially scattered into the absorbing substrate.
Light incident at the opposite angle −θp(red beam) is diffracted by
the NP array into SPPs propagating towards the grating reflector,
where they are diffracted back into radiation.
The principle of operation of the angle-sensitive devices developed in this work
is illustrated in Fig. 4·4. The photodetector active material (a Ge photoconductor)
is coated with a metasurface consisting of a metal film stacked with a periodic
array of rectangular metallic NPs. Gold is used as the choice material for all
metallic features, due to its favorable plasmonic properties in the infrared spectral
region (Maier, 2010). Two dielectric layers (SiO2) are also introduced immediately
below and above the Au film, to provide electrical insulation from the active
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layer and to control the film-NP coupling, respectively. Because the metal film
is optically thick (100 nm), photodetection can only take place through an indirect
process where light incident at the desired angle is first diffracted by the NP array
(grating coupler section) into SPPs propagating along the Au top surface. A small
number of subwavelength slits in the metal film are then used to scatter these
SPPs into radiation propagating predominantly into the absorbing active layer. As
a result, a photocurrent signal is produced between two biased electrodes across
the metasurface.
The incident angle of peak detection is determined by the NP array period
Λ and the location of the slits. Specifically, SPPs propagating along the ±x
direction of Fig. 4·4(shown by red and blue arrows) can be excited via first-order
diffraction of light incident (on the x-z plane) at the equal and opposite angles ±θp
determined by the diffraction condition 2πλ0 sin(θp)−
2π
Λ
= − 2πλSP P , where λ0 and λSP P
are the wavelengths of the incident light and excited SPPs, respectively. Λ is the
grating periodicity. This is the grating Bragg condition explained in more detail
in section 2.2. Light incident at any other angle is instead completely reflected
or diffracted away from the surface (in particular, the excitation of SPPs by all
higher orders of diffraction is avoided by keeping the period Λ smaller than λSP P ).
The selective detection of only one incident direction (e.g., +θp) is then obtained
by surrounding the NP array with a set of slits on one side (in the –x direction)
and a grating reflector on the other side (in the +x direction). The reflector is
another grating of rectangular NPs designed to scatter the incoming SPPs into
light radiating away from the sample along the surface normal direction. With
this arrangement, the SPPs excited by incident light at +θp propagate towards
the slits(blue arrows in Fig. 4·4), where they are preferentially scattered into
the substrate and produce a photocurrent. The SPPs excited by incident light at
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−θp propagate towards the grating reflector(red arrows in Fig.4·4), where they are
diffracted back into free space. As a result, the metasurface-coated photodetectors
are functionally equivalent to the ommatidia of the apposition compound eye,
enabling directional light detection while maintaining the planar geometry of
standard image sensor arrays.
The metasurfaces just described rely on a number of basic ideas from
plasmonics and nanophotonics, here applied to a novel device functionality. First,
the ability of subwavelength slits to efficiently couple SPPs to radiation is well
established in the context of extraordinary optical transmission briefly covered in
section 2.4. More specifically in this case, when an SPP propagating on the top
metal surface reaches the slit boundaries, a line of in-plane oscillating dipoles
is effectively produced across the slit, which will then emit radiation mostly
propagating into the higher-index substrate. The same behavior in reverse has also
been employed for the efficient excitation of SPPs on the top surface of a perforated
metal film, via illumination from the back side (Yin et al., 2004; López-Tejeira
et al., 2007; Lin et al., 2013). Second, the design of the grating reflector consists of
a GMS, where composite asymmetric unit cells are designed to suppress all orders
of diffraction q except for q = –1.
In the geometry described here, the key concern with the grating reflector is
that it not only scatters incoming SPPs into outgoing radiation along the surface
normal, but also reciprocally it can couple normally incident light into SPPs. The
resulting SPPs produced by q = –1 diffraction propagate along the –x direction
across the entire NP array, where they can experience substantial attenuation
(through absorption and scattering) before reaching the slits on the other side.
Therefore, the array can be designed so that these SPPs give negligible contribution
to the photocurrent. In contrast, any SPP produced by q = +1 diffraction would
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propagate along the +x direction directly into the neighboring pixel in an array.
As a result, the use of a linearly graded phase profile in the grating reflector is
essential to avoid such interpixel crosstalk leading to spurious signals. As a result,
SPP transmission (which is equivalent to zero-order diffraction) is effectively
forbidden in this NP array, so that the incident SPPs from the grating coupler [as
in Fig. 4·4] can be completely scattered into radiation with the smallest possible
number of periods. In a photodetector array, any SPP transmitted across the
reflector of one pixel may be scattered and detected into the neighboring pixel. The
use of a linear phase gradient is therefore favorable to avoid spurious photocurrent
signals produced by light incident at thetap [see Fig. 4·4]. Similarly, if the q =
+1 order were allowed, normally incident light could be partially diffracted by
the grating reflector into SPPs also propagating directly into a neighboring pixel,
where again they could produce an undesired signal (in contrast, any SPP excited
in the grating reflector by q = –1 diffraction will propagate along the –x direction
across the entire NP array, where it can experience near complete attenuation
before reaching the slits on the other side).
Several devices based on the geometry just described, each providing
peak photodetection at a different angle θp, were designed using full-
wave electromagnetic simulations based on the FDTD method. Key design
considerations are summarized in the following two sub-sections. The simulation
methods are described in more detail in the Appendix (section A.2).
4.2.1 Nanoparticle Array Optimization
The geometrical parameters of the NP arrays were optimized through extensive
two-dimensional simulations, where the optical transmission through the entire
metasurface is computed as a function of polar angle of incidence on the x-z plane
(the plane perpendicular to the long axes of the NPs) for p-polarized light. First,
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the array period Λ is selected to produce the desired angle of peak detection
θp according to the Bragg condition (section 2.2). Next, the NP width (w) and
the number of NPs in the grating coupler (N) are optimized iteratively, so as
to maximize the peak metasurface transmittance at θp (Tp) while keeping the
background as small as possible. Representative results produced in the course
of these simulations are shown in Fig. 4·5. The optimal number of NPs (i.e., the
optimal length of the grating coupler, equal to NΛ) is determined by the following
tradeoff. If N is too small, an exceedingly large fraction of the sample area is
occupied by the slits and grating reflector, where light incident at the desired
detection angle is not preferentially coupled to SPPs that can then be scattered by
the slits into the substrate. If N is too large, a large fraction of the SPPs created by
incident light at θp (the ones produced furthest away from the slits) are absorbed
in the metal film or scattered back into radiation before reaching the slits. 4·5(a)
illustrates the resulting dependence of Tp on N for the metasurface design with
θp = 30◦; the optimal number of NPs in this device is 16.
The NP width w controls the efficiency with which the array can diffract
incident light into SPPs. In this respect, the optimal choice can be expected to
be around Λ2 , with the exact value also depending on the SPP absorption losses in
the metal film. An additional important consideration is related to the spectral
position of the localized surface plasmon resonances (LSPRs) supported by the
individual NPs, which also depends on w. For the NP dimensions considered
in this work, the fundamental (dipolar) LSPR falls in the near-infrared spectral
region, as indicated by additional FDTD simulations (not shown). For our design
with NPs of 50nm height, and incident wavelength of 1550nm the fundamental
LSPR resonance was at a width of 300nm with higher order LSPR modes starting
at widths of about 700nm. This meant that we were limited in selecting NP widths
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Figure 4·5: Design simulation results for the device providing peak
detection at θp = 30◦. (a) Metasurface transmission coefficient for
1550-nm p-polarized light incident at 30◦ as a function of number
of NPs in the same array. In both panels, all other design parameters
are set equal to their optimal values presented below. (b) Angle-
dependent transmission coefficient for different values of the NP
width.
to widths away from these dimensions. If LSPR resonances overlap with the design
wavelength λ0 = 1550nm, the device angular response at λ0 is affected in two
ways. First, some of the incident light can be absorbed through the excitation and
subsequent decay of LSPRs, causing a reduction in peak transmission Tp. Second,
the SPP-LSPR coupling can significantly modify the SPP dispersion curve (Chu
and Crozier, 2009; Ghoshal et al., 2009), leading to a change in the SPP wavelength
at λ0, and therefore a change in the angle of peak detection θp determined by
the diffraction condition. As an additional complication, for p-polarized light
incident at sufficiently large angles, the in-plane and out-of-plane components of
the electric field couple to spectrally distinct SPP-LSPR mixed resonances, leading
to two different values ofθp and therefore two peaks in the device angular response
(a similar behavior has been observed in reflection measurements in ref. (Ghoshal
et al., 2009)). All the effects just described are illustrated in Fig. 4·5(b), where we
plot the angular response of the θp = 30◦ device computed for different values of
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w. The optimal NP width (in this case 570 nm for a period Λ = 992 nm) is selected
so as to maximize Tp while at the same time avoiding the appearance of a second
peak. By selecting optical NP widths that minimize this overlap, we were able to
mostly mitigate these effects in the final optimized devices whose transmission is
shown in Fig. 4·9(a). However, we can still some asymmetry resulting from this
influence of LSPR resonance in the θp = 30◦ and θp = 45◦ transmission profiles,
with the θp = 30◦ peak transmission Tp particularly affected. It looks smaller
than that of both the θp = 15◦ and θp = 45◦ devices at full optimization. For the
devices whose widths do not support LSPRs (θp = 60◦ and θp = 75◦devices) their
respective peaks are symmetric. We also do not see these effects in the λ0 = 800nm
devices (Fig. 4·11) because the Au NP dimensions did not support LSPRs at this
wavelength.
4.2.2 Grating Reflector Design
As illustrated in Fig. 4·4, the grating reflector is a periodic array of rectangular NPs
designed to scatter the incoming SPPs (propagating along the +x direction) into
light radiating away from the sample along the surface normal, via negative-first-
order (q = –1) diffraction. Therefore, the array period Λgr = 1524 nm is selected
to match its SPP wavelength at λ0. Additionally, as described above, its unit cells
are designed so that all other orders of diffraction (including q = 0 and q = +1)
are suppressed, in order to avoid interpixel crosstalk and spurious signals caused
by SPPs propagating towards a neighboring pixel in a photodetector array. This
goal can be achieved using a GMS geometry where the reflection phase varies
linearly with position along the x direction with negative slope −2π
Λgr
(functionally
equivalent to a blazed diffraction grating of period Λgr).
Specifically, we follow the approach of ref. (Pors et al., 2014), where a
GMS consisting of rectangular NPs on a metal ground plane was developed to
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Figure 4·6: Reflection phase (red trace) and amplitude (blue trace)
of the GMS building block shown in the inset, plotted as a function
of NP width Lx for normally incident x-polarized light at λ0 =
1550nm. Both traces were computed via FDTD simulations for a
periodic (non-diffracting) array of identical NPs with 550-nm period.
All layer thicknesses are the same as in the optimized structures
described below. The red circles indicate three NP widths providing
equally spaced reflection-phase values differing by 2π3 .
demonstrate unidirectional excitation of SPPs by normally incident light. In this
approach, a discretized version of the desired linear phase gradient is obtained
by building each unit cell with a small number of different NPs, equally spaced
along the x direction and providing equally spaced reflection-phase values across
the full 2π range. In the geometry under study, the reflection phase of each NP
can be tuned across a large fraction of the entire 2π phase space (while at the
same time maintaining a high reflection amplitude > 95%) by varying its width
Lx, as shown by the FDTD simulation results of Fig. 4·6. The dots in the same
figure indicate a suitable set of 3 NP widths with equally spaced reflection-phase
values differing by 2π3 (so as to collectively sample the full 2π range). It should
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Figure 4·7: Schematic GMS geometry.
be noted that the narrowest NP in this set has zero width (equivalent to a missing
NP), which is a particularly convenient choice from a fabrication standpoint. The
desired linear phase profile with negative slope −2π
Λgr
can then be implemented with
the periodic repetition of these 3 NPs, equally spaced at a distance of
Λgr
3 and
with progressively decreasing width (i.e., decreasing reflection phase) along the
+x direction. A schematic of the resulting geometry is shown in Fig. 4·7.
Figure 4·8: Calculated p-polarized transmission coefficient at λ0 =
1550nm as a function of angle of incidence θ on the x-z plane,
for two otherwise identical metasurfaces with different grating
reflectors, consisting of a GMS (a) and a symmetric NP array (b).
To illustrate the effectiveness of the GMS design for our grating reflector, in
Fig. 4·8 we compare two otherwise identical device structures providing peak
detection at θp = 30◦ with different grating reflectors having the same periodicity
61
and number of reflective units. The structure of panel (a) is based on the GMS
design just described. In the structure of panel (b), the GMS is replaced by a
symmetric NP array having the same periodicity (1524 nm) and the same number
of repeat units (5), but only one NP in each unit (with 570-nm width). The traces
plotted in the figure are the p-polarized power transmission coefficients of both
devices versus polar angle of incidence θ on the x-z plane. In panel (b), in addition
to the large peak at the target detection angle θp = 30◦, a smaller peak at the
opposite angle -30◦ is also observed, caused by SPPs excited in the grating coupler
and transmitted across the reflector [here, as in all 2D simulations presented
in this work, we use periodic boundary conditions on the lateral boundaries of
the simulation window to model multiple repetitions of the entire metasurface
structure, as in the actual experimental samples; therefore, each grating reflector
is immediately followed by the slits of the next repetition]. In panel (a), this
additional undesired peak is almost completely suppressed through the use of
a GMS reflector. This comparison clearly illustrates the improved ability of the
GMS to efficiently scatter incoming SPPs into radiation, related to the suppression
of zero-order diffraction (i.e., straight transmission) by its linear phase gradient.
4.2.3 Optimized Structures
Here we describe the geometrical parameters of the optimized device structures
used in all numerical simulations presented below for devices operating at
an incident wavelength λ0 = 1550nm. Several parameters are common to
all structures, selected based on initial FDTD simulations as well as practical
considerations related to the available fabrication processes. In all devices both
SiO2 layers have a thickness of 60 nm, the metal film consists of 5 nm of Ti and
100 nm of Au, and each NP consists of 5 nm of Ti and 50 nm of Au. Each slit
section contains 4 slits with 200-nm width and 400-nm center-to-center spacing.
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Each grating reflector consists of 5 repeat units of 3 equally spaced NPs of different
widths (340, 313, and 0 nm) with a period of 1524 nm. It should be noted here that
the 313-nm width of the middle NP is somewhat larger than the value suggested
by the simulation results of Fig. 4·6. It was found that this deviation produces a
smaller background in the angular response, particularly for large negative angles
of incidence (which could not be diffracted away from the grating reflector if all
orders of diffraction except for q = –1 are strictly suppressed). Additionally, in all
devices the overall length along the x direction occupied by a slit section, grating
coupler, and grating reflector is an integral multiple of the array period Λ (the
smallest integer that allows accommodating all the desired building blocks). The
positions of the slits and grating-reflector NPs within their respective allocated
spaces was also optimized to maximize the metasurface peak transmittance Tp.
The remaining key geometrical parameters that determine the angular response
of individual devices are the array period Λ, the NP width w, and the number of
NPs N. Their values were determined with the optimization procedure described
above, and are listed in Table 4.1. Finally, in the device designed for peak detection
at θp − 0◦ the grating reflector is absent and replaced by a slit section, since the
desired angular response is symmetric.
4.2.4 Simulation Results
Fig. 4·9(a) shows the calculated p-polarized power transmission coefficient for
the optimized metasurfaces of table 4.1 at λ0 = 1550 nm, as a function of
the polar angle of incidence θ on the x-z plane. When the metasurfaces are
fabricated on a photodetector active material, the detected signal is proportional
to their transmission coefficients. The devices of Fig. 4·9(a) can therefore provide
tunable directional photodetection, with a wide tuning range for the angle of peak
detection θp of ±75◦ and relatively narrow angular resolution, ranging from 3◦ to
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θp(◦) Λ(nm) w (nm) # NPs N Peak
Transmission
(Tp)
0 1485 250 15 0.46
15 1185 570 18 0.40
30 992 570 16 0.37
45 879 570 20 0.38
60 781 270 29 0.38
75 745 270 29 0.36
Table 4.1: Optimized geometrical parameters for 6 designs
used in numerical simulations presented in this work alongside
corresponding peak transmission ratios.
14◦ full-width-at-half-maximum (FWHM) as θp is increased. The small shoulder
observed in some of the peaks of 4·9(a) are related to coupling between SPPs
and LSPRs supported by the NPs, as discussed above. The peak transmission
coefficient Tp is in the range of 35-45% for all designs considered. For s-polarized
light, the transmission through the same metasurfaces is isotropic and significant
smaller, less than 0.2% at all angles as seen in Fig. 4·9(b) and discussed below.
The full angular response patterns of the same devices are shown in the color
maps of Fig. 4·10, where the metasurface transmission coefficients (computed
with a reciprocity-based method described in section A.2.2 and summed over
both polarizations) are plotted as a function of both polar θ and azimuthal φ
illumination angles. In each map, the directions of high transmission form
a C-shaped region within the full hemisphere, which is indicative of first-
order diffraction of the incident light into SPPs of different wavevectors kSPP.
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Figure 4·9: Power transmission coefficient at λ = 1550 nm as a
function of the angle of incidence θ relative to the device normal
for p-(a) and s-(b) polarized input light.
Specifically, the C-shape is determined by the reciprocal-space distribution of
available SPP modes at λ [black dotted circle in Fig. 4·10], translated by the lattice
vector x̂2π
Λ
of the NP array (as shown by the horizontal yellow dotted arrows in the
same figure).
The observed polarization dependence of the designed metasurfaces originates
from the polarization properties of SPPs. In general, SPPs possess an in-plane
component of the electric field, which is parallel to their direction of propagation
(Maier, 2010). Therefore, in the geometry under study, xz-polarized incident
light (i.e., with electric field on the x-z plane) is most effective at exciting SPPs
propagating at a small angle with respect to the x axis, and vice versa. In the
same geometry, where the slits are linear and oriented along the y direction,
only SPPs with a large x (i.e., perpendicular) component of the electric field
can be efficiently coupled into radiation through the aforementioned excitation
of oscillating dipoles across the slits (Lin et al., 2013). It follows from these
considerations that the SPP modes that are more strongly scattered by the slits
into the absorbing substrate are also more effectively excited by xz-polarized (as
compared to yz-polarized) incident light. The same considerations also explain
why the metasurface transmission within the C-shaped regions of Figs. 4·10(a)-
(f) decreases with increasing azimuthal angle φ of the incident light: the larger
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Figure 4·10: (a-f) Full angular response patterns of the devices
shown in 4·9. These are calculated via reciprocity a method outined
in appendix section A.2.2, each normalized to its peak intensity. (f)
The black dotted circle indicates available SPP modes at the emission
wavelength. The yellow dotted horizontal arrows indicate diffractive
scattering of the incident light into SPPs (propagating along the
directions of the black dotted arrows).
φ, the smaller the x-components of the wavevector kSP P and electric field of the
correspondingly excited SPPs [see black dotted arrows in Fig. 4·10]. Even though
the reciprocity-based method used to calculate the device full angular response
gives an accurate description of the responsivity peak, it is still an approximation
which can be clearly seen in the response background. For example, in the
θp = 75◦ device, we see a negligible background away from θp in the φ = 0 plot
of Fig. 4·9(a), calculated using a direct method outlined in appendix section
A.2.1. However, for the simulation in Fig. 4·10(f) we can see the horizontal
line-cut (φ = 0) slice has much larger background. This behavior is due to the
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approximations involved, as explained in detail in the appendix section A.2.2.
To demonstrate the versatility of this design with regards to the detection
wavelength, we have carried out similar simulations to design structures
optimized for operation at 800 nm. As shown in Fig. 4·11 we can still obtain
tunable directional photodetection within a field of view of θmax = 75◦. The peaks
at 800 nm are broader than the corresponding ones at 1550 nm possibly due to
increased plasmonic losses at shorter wavelengths.
Figure 4·11: (a) P-polarized power transmission coefficient at λ =
800nm versus angle of incidence θ relative to the device normal, for
several different devices of varying periods of the NP array (ranging
from 760 nm to 350 nm). (b) Far-field radiation pattern produced
by a dipole source in the active layer of one of these devices. By
reciprocity, this pattern provides an accurate description of the 3D
angle-resolved transmission of the same device. The red circle
indicates the available SPP modes at the emission wavelength. The
grey arrows indicate diffractive scattering of the incident light into
SPPs (propagating along the directions of the red arrows).
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4.3 Experimental Demonstration
Figure 4·12: Optical (a) and SEM (b, c) images of representative
experimental samples. The scale bar is 100 µm in (a), 4 µm in (b),
and 2 µm in (c). The image of (c) was taken before fabrication of the
NP array.
The metasurfaces design described thus far can be applied to any planar
photodetector technology regardless of its operation principles. Here we use
Metal-Semiconductor-Metal (MSM) Ge photoconductors, where a photocurrent
signal is collected across two biased electrodes deposited on the top surface
of a Ge substrate. The angle-sensitive metasurface is patterned on the active
region between the two metal contacts. While photodiodes generally offer
higher performance, MSM photodetectors are particularly simple to fabricate
and therefore provide a very convenient platform to investigate the metasurface
development. To simplify the angle-resolved photocurrent measurements, we also
use relatively large active areas: in each device, the separation between the two
electrodes is d = 200µm, and the metasurface consists of a few (5-6) identical
repetitions of a same structure based on the design of Fig. 4·4, with the grating
reflector of one section immediately adjacent to the slits of the next section. The
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Au and SiO2 films are deposited by electron-beam evaporation and rf sputtering,
respectively, and both slits and NPs are fabricated by electron-beam lithography
with the process described below. In addition, a metallic (Ti) window is also
patterned on top of each device, with an opening over the metasurface, to avoid
any spurious photocurrent signal caused by light absorbed near the electrodes
outside the Au film/NP-array stack. Representative optical and scanning electron
microscopy (SEM) images are presented in Fig. 4·12, showing a complete device
[Fig. 4·12(a)], a full metasurface section [Fig. 4·12(b)], and a set of slits [Fig.
4·12(c)].
4.3.1 Device Fabrication
Figure 4·13: Figure showing the basic fabrication steps followed
to make the directional detector grating numbered in sequential
layers. Additional photo-lithography steps used to define E-beam
alignment markers and Gold contacts for testing are not shown.
Wire bonding and final packaging of the device are also not shown.
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The directional photodetectors were fabricated according to the following steps
summarized in Fig. 4·13.
1. Our substrate and active material is a Ge wafer with the following
specifications acquired from MTI corporation:
(a) Growth Method: CZ
(b) Orientation: (100) +/-0.5 Deg.
(c) Wafer Size: 4" dia x 500 microns
(d) Surface Polishing: One side epi polished
(e) Surface roughness: < 8 A (measured by AFM)
(f) Doping: Not intentionally doped
(g) Conductor type: N-type
(h) Resistivity: >50 Ohms/cm
(i) Package: under 1000 class clean room
2. The wafer is diced with a Disco Dad 3220 model dicing saw into 8mm x 8mm
square dies, each used to fabricate one complete device.
3. Solvent cleaning according to the procedure described in appendix D.1 is
performed on each square piece of the substrate.
4. Photo-lithography and corresponding metal evaporation and lift off are
performed to define 10 nm thick Titanium adhesion pads providing a
scaffolding for wire bonding below the Au contacts.
5. 60 nm of SiO2 are sputtered on each die to form a dielectric insulating layer
according to the procedure described in appendix D.3.1.
70
6. Photo-lithography is performed to open windows in the SiO2 layer according
to the procedure described in appendix D.2.2 followed by etching in a
Buffered oxide solution, opening windows to allow for the subsequently
deposited gold contacts to touch the Ge substrate.
7. A 5 nm thick Ti and 100 nm thick Au backing film is evaporated, with the
slits defined according to the procedure described in appendix D.2.3.
8. Photo-lithography is performed according to the procedure described in
appendix D.2.2 to open an outline through which the Gold layer is etched in
a Gold Etchant TFA solution from Transene, to define the grating film, light
blocking pads and electrical contacts. A titanium TFTN etching solution
from Transene is used to etch the 5 nm thick adhesion layer under the Gold
film.
9. A 60 nm thick SiO2 dielectric spacer layer is sputtered according to the
procedure described in appendix D.3.1.
10. Au NPs are defined by a standard E-beam lithography/metal
evaporation/acetone lift-off procedure as described in appendix D.2.3.
11. Photo-lithography is performed to open windows in the top SiO2 layer
according to the procedure described in appendix D.2.2, followed by etching
in a Buffered oxide solution, to allow for wire bonding of the Gold contacts
to electrical pads.
4.3.2 Experimental Setup
The directional photocurrent measurements were performed with the custom built
optical goniometer setup shown in Fig. 4·14.
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Figure 4·14: Schematic of the experimental setup showing major
optical components. The insets show details about the composition
of the goniometer arm and custom alignment microscope.
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The goniometer arm consists of a Thorlabs’ 30-mm cage system on which a
two-lens 2x beam expander (made of two lenses with 10mm and 5mm focal-
lengths and 1" diameter) was mounted. On one end of the arm, a polarization
maintaining optical fiber from an Agilent 8164A polarized diode laser system
(with output power on the order of 1mW) is connected through a fiber adapter.
The beam is expanded and weakly focused on the sample at the other end. In
addition to the beam expanding lenses, the arm also contains a half-wave plate for
beam polarization control and an adjustable iris to control the focused spot size.
The goniometer arm is located on an xyz translation stage mounted on a piezo-
controlled rotational stage on another xyz translation stage. The center of rotation
of the rotation stage is placed close to the focal point of the beam expander and
the double translation stages are used to align the beam, placing the focus point
right on the rotation axis so that movement of the beam across ±850 still maintains
this arrangement. An angled custom microscope setup connected to a USB camera
with an objective and lens mounted on a similar cage system is used to help align
the laser beam on the sample. The sample connected to electrical leads was then
mounted on another xyz translation stage as well as a second rotation stage used
to vary the azimuthal illumination angle.
The leads from the sample were connected to an SR860 lock-in-amplifier
through a custom built bias-T.During photocurrent measurements, the device
under study is biased with a DC voltage while the incident light intensity is
modulated at 1kHz. The bias-T and lock-in amplifier then enable extraction of
the photocurrent, separate it from the dark current. The rotation stage and lock-
in-amplifier are both controlled by custom LABView software for data acquisition.
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Alignment
Since our beam at a wavelength of 1550 nm is invisible to the naked eye, we
applied a three step process for aligning it to our sample. First we align the beam
axis to a point on an IR card centered in the cross hair of the alignment microscope.
Next, we move the IR card to the beam of rotation of the goniometer arm, and
adjust the beam focal point, moving it to the new IR card position. Finally, we
replace the IR viewing card with the actual sample and move the grating to the
center of the cross hair of the alignment microscope without altering any of the
already aligned parts. In this way we effectively place the grating in the beam
focus point and center of rotation.
Step 1: Aligning the beam axis to the goniometer rotation axis
Figure 4·15: Iterative process for aligning the laser beam axis to the
goniometer rotation axis.
1. A thin IR viewing card is placed perpendicularly in the beam path right
at the focal point, while the goniometer arm is at the 00 position.
2. The microscope is focused on the beam spot on the IR card and this is
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centered in the corresponding camera image cross-hair.
3. The goniometer arm is rotated by 1800 and the x-axis on the stage is
adjusted to center the beam spot again in the cross-hair as the beam hits
the IR card from the back. It is important that the microscope position
is not altered in any way so as to act as a reference.
4. Steps (b) and (c) are repeated iteratively as shown schematically in Fig.
4·15 until the beam is centered in the microscope cross-hair at both 00
and 1800.
Step 2: Locating the goniometer center of rotation and shifting the beam focus
to this point.
1. The goniometer arm is rotated iteratively through ±880 as the IR card is
moved along the y-axis until the beam spot lateral position within the
microscope cross hair does not change with the arm angular position.
2. The goniometer is then moved in the radial direction relative to the
rotation stage until the beam is once again focused to the IR card at its
new position. Similar to before, the microscope position is not altered
in any way so as to act as a reference.
3. Steps (a) and (b) are repeated iteratively as shown schematically in Fig.
4·16 until the beam is centered and focused in the microscope cross-hair
at both ±880 .
Step 3: Placing the sample at the beam center of rotation and focus
The IR card is then replaced with the sample, positioned to ensure that the
grating is focused and centered in the microscope cross-hair. This is done by
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Figure 4·16: Iterative process for locating the goniometer center of
rotation and moving the beam focus to this point.
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only moving the sample and not altering the goniometer arm and microscope
positions or alignments in any way.
Data Acquisition
With the beam aligned and the sample placed in its focal point and also at
the center of rotation, the goniometer is then rotated through ±850 with the
corresponding photo-current recorded at each angle. This is done using custom
made LABView software that iteratively moves the rotation stage through all
required angles and records the measured current from the Lock-in-Amplifier.
For each device this procedure is repeated for two orthogonal input polarizations,
perpendicular(xz) and parralel(yz) to the grating lines, for different azimuthal
illumination angles.
4.3.3 Measurement Results
The angle-resolved photocurrent measurement results show highly directional
response in good agreement with simulations. A complete set of experimental
results for a device providing peak photodetection near θp = 30◦ is presented in
Fig. 4·17. Specifically, panels (a) and (b) in this figure show the measured xz- and
yz-polarized responsivity maps, respectively, plotted with the same color scale.
Their sum is displayed in panel (c). These maps were obtained by varying the
polar illumination angle θ in steps of 1◦ between ±85◦, whereas the measured
azimuthal angles φ range from 0◦ to 90◦ in steps of 5◦. The remaining two
quadrants of the angle-dependent responsivity maps are then filled up based on
the mirror symmetry of the device geometry under study with respect to the x-
z plane. To produce smoother plots, a linear interpolation procedure is then
used to include additional data points between the measured values in steps of
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Figure 4·17: Complete set of experimental results for a device
providing peak response near θp = 30◦. (a), (b), (c) Measured xz-
and yz-polarized maps, and their sum. (d), (e), (f) Same as (a), (b),
(c), respectively, including the interpolated values. The measured
values of the grating-coupler period and NP width in this device are
Λ = 1030 nm and w = 526 nm, respectively.
78
1◦ in φ. Panels (d)-(f) of Fig. 3.31 show the same maps of panels (a)-(c) plotted
including these interpolated values. Consistent with the discussion above, the
strongest photocurrent signal is obtained when the incident light is xz-polarized,
whereas the yz-polarized contribution is essentially negligible. The expected C-
shaped region of high responsivity is also clearly observed in this figure, centered
near the design polar angle of maximum metasurface transmission θp = 30◦.
Similar results are obtained with several other devices designed for peak
detection at different angles. A collection of measured responsivity maps, summed
over both polarizations and including the interpolated values, is presented in Figs.
4·18(a)-(e). Panels (f)-(j) of the same figure show the horizontal line cut of each
map (i.e., the measurement results for φ = 0). The overall performance of these
devices is in good agreement with simulation predictions. We notice however that
the directional sensitivity C-shape in the measurement data is longer (i.e. extends
to larger φ angles in the polar plot) than those predicted by the dipole reciprocity
simulations shown in Fig. 4·10. This is possibly due to the fact that the dipole field
radiation pattern has less intensity in radiation traveling at high angles relative to
the normal compared to radiation at smaller angles thus artificially penalizing
high φ components of its the far field projection. However, we are still able to get
an accurate general shape. Tunable directional photodetection is demonstrated,
with polar-angle selectivity (FWHM) along the horizontal line cut on the order of
10◦ or less. The peak-to-average-background ratio varies between 2 and 3, which
is somewhat smaller than the theoretical values [about 4 – see Fig. 4·18(a)]. This
difference is mostly attributed to the presence of some roughness in the metal films
of the experimental samples, which can scatter some of the incident light into
SPPs regardless of its direction of propagation. In any case, as discussed below,
these measured device characteristics are already adequate for high-quality image
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Figure 4·18: (a)–(e) Measured angular dependence of the
photocurrent of five devices providing peak response near θ = 0◦
(a), 15◦ (b), 30◦ (c), 40◦ (d), and 65◦ (e). SEM images reveal some
deviations in the array periods and NP widths from their target
design values. The measured values are Λ = 1441, 1141, 1030, 901,
and 733 nm and w = 240, 581, 526, 507, and 318 nm for the devices
of panels (a), (b), (c), (d), and (e), respectively. The map of (c) is the
same as Fig. 4·17(f). (f)–(j) Line scans along the φ = 0 direction from
the maps of (a)–(e), respectively.
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reconstruction.
Figure 4·19: p- (i.e., xz-) and s- (i.e., yz-) polarized responsivity
versus polar angle of incidence on the x-z plane, measured with three
different samples: a reference device without any metal film and NP
array, and two metasurface-coated devices providing peak detection
at θp = 0◦ and θp = 40◦, respectively.
Finally in order to evaluate the peak transmission of the metasurfaces at their
target detection angles, otherwise identical “bare” samples without any metal
film and NP array between the two electrodes were also fabricated and tested.
These reference devices exhibit a rather low normal-incidence responsivity of
a few mA/W, limited by the low bias voltage V (on the order of 1V) used in
the measurements and the large inter-electrode separation d=100 µm (since the
photoconductive gain is proportional to V
d2
(Chuang, 2009)). The peak responsivity
of the metasurface devices was generally found to be smaller but of comparable
order of magnitude. Unfortunately, a detailed quantitative comparison among
all experimental devices was prevented by large variations in dark resistance
observed among samples based on the same design (even among bare samples),
with the peak responsivity consistently increasing with dark resistance, possibly
due to fabrication-induced defects affecting the carrier density. Fig. 4·19 shows
angle-resolved data measured with three samples (bare, θp = 0◦ and θp = 40◦)
featuring the same dark resistance (2kΩ). At their respective angles of peak
detection of 0◦ and 40◦, the p-polarized responsivities of the two metasurface
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devices in this plot are reduced by a factor of 1.7 and 2.1, respectively, compared
to the bare sample, in reasonable agreement with the simulation results of Fig.
4·9(a).
4.3.4 Simulated Image Reconstruction
In the following section, we present the design of a compound eye camera based
on the infrared devices just described. The basic imaging unit (ommatidium) of
this camera simply consists of one such directional photodetector without any lens
or any other optical element. We also present a specific computational imaging
algorithm that we apply to reconstruct images captured with this architecture.
The key conclusion is that with this approach high-quality images of relatively
complex objects can be reconstructed, even with a reasonably small number of
pixels (1800 or less).
Our proposed cameras consist of a pixel array (shown in Fig. 4·20(a)), with each
device providing directional photodetection peaked at a different combination
of polar and azimuthal angles (θp and φp, respectively). The value of θp is
controlled by varying the grating coupler periodicity according to the Bragg
condition(equation 2.13). For a fixed design, φp is varied by simply rotating the
entire metasurface about its surface normal on the corresponding photodetector.
Using this pixel arrangement, we have conducted a series of numerical simulations
based on the computational imaging technique introduced in section 2.5. We
consider objects far away from the pixel array within a total field of view of ±75◦,
so that each angle corresponds uniquely to a different spatial point on the object
[Fig. 4·20(b)]. Each pixel integrates the total intensity detected according to its
angular response. The image-formation process can then be described by a linear
equation, which relates the object intensity distribution (x) to the captured data
(y) by a measurement matrix (A) [Fig. 4·20(c)]. The angular response of each pixel
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Figure 4·20: Schematic of image acquisition and reconstruction
process. (a) Pixel arrangement: Each radial line of pixels covers the
full +θ range and is rotated over the full φ range. (b) Schematic of
image acquisition: Each pixel integrates the incident light intensity
from a range of directions corresponding to different parts of the
object as determined by its angular response. (c) Computational
imaging algorithm where the measurement matrix containing all
the pixel information connects the measured pixel readings (angular
measurements) to the object.
forms a different row vector of A, which quantifies the intensity contributions to
the pixel from different points on the objects.
With this approach, we have validated the ability of our directional
photodetectors to enable complex image reconstruction. To that purpose, the
individual pixels in the array are described by the calculated angular response
maps [as in Fig. 4·10], together with their interpolations for additional
metasurface designs providing peaked transmission at different polar angles.
These simulations were carried out by Prof. Lei Tian at Boston University and
his Ph.D. student Yunzhe Li. Figure 4·21(a) and 4·21(b),(c) show, respectively,
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Figure 4·21: (a) Object used in the image reconstruction simulations.
(b), (c) Reconstructed images for an array of pixels covering a
wide field of view of ±75◦ with 1800 (b) and 720 (c) pixels, under
monochromatic illumination. The measurement matrix A used in
these simulations is based on the calculated response functions of
the devices of Fig. 4·11, designed for operation at 800 nm.
the original object used in the calculations and examples of reconstructed images
under monochromatic illumination at the design wavelength. The angular
spacings between neighboring pixels in the array are ∆θp = ∆φp = 4◦in panel
(b) and ∆θp = 5◦and∆φp = 8◦ in panel (c), corresponding to a total of 1800
and 720 pixels. Well recognizable images are obtained in both cases, with the
reconstruction quality increasing with decreasing angular spacing as expected.
These results clearly support the promise of our devices for the development of
a novel camera technology featuring the unique attributes of the compound eye
(including small size, wide field of view, and high temporal bandwidth resulting
from infinite depth of field). Additional simulations by Yunzhe Li are ongoing to
evaluate image reconstruction with the same camera architecture under different
illumination conditions (including broadband incident light), as well as based on





5.1.1 All Optical Image Recognition
As we have seen with the directional light detectors, it is possible to design a meta-
surface to selectively couple light of a specific phase profile to SPPs which can then
be detected. A symmetric plasmonic grating combined with slits enables detection
of two symmetric incident angles of plane waves. Replacing the symmetric
grating with a GMS and/or adding a reflector region, we can obtain single-peak
detection as demonstrated in our directional-detector work. We envision that
with increased complexity, we could design metasurfaces for the detection of
not just an incident plane wave at a specific angle but also more complex phase
profiles, such as resulting from light reflected off a specific object or transmitted
through an aperture. This can be achieved by designing a GMS grating whose
transmission or reflection phase profile is inverse to that of the target incident
light at the position of the detector, so as to allow phase matching to SPPs upon
diffraction. This incident light could have a complex phase profile, for example
related to a distant scattering object, for which the GMS could be appropriately
designed. By detecting the resulting SPPs, we can then detect the presence of our
target object. This arrangement would be very desirable since there would be no
computation involved during detection. This would enable a novel fast and low
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energy consuming image/object recognition system. Example applications would
be counting and identifying manufactured items in a factory and bar code reading
among others.
5.1.2 Tunable Directional Beaming from Isotropic Light Emitters
In this work, we have demonstrated single directional beaming from an isotropic
emitter by application of an appropriately designed GMS( section 3.2). However
the beaming abilities of the structures described thus far are fixed once fabrication
is complete. We can envision an alternative approach where these structures
are redesigned with tunability included. Given that the basic functionality of
these devices is based on plasmonic resonances, changing the isotropic emitter
surrounding environment can alter the beaming properties. One parameter
we can therefore alter, is the refractive index of the surrounding medium. If
we can predictably change the refractive index of the dielectric spacer, for
example, we are able to change the grating effective optical periodicity, altering its
beaming properties. It is important to note that this would also need taking into
consideration the phase profile, ensuring it is still intact with the refractive index
change. Replacing the dielectric spacer with materials that have an electrically
tunable refractive index or integrating micro-heaters that would locally heat this
layer up (similarly altering its refractive index) are possible directions to explore
in achieving this tunability.
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5.2 Summary of the Thesis
In this thesis, we have shown a thorough investigation of the design of plasmonic
metasurfaces for directional light emission and directional photodetection. This
includes theoretical descriptions and verification both experimentally and through
extensive numerical simulations. Furthermore, we also explore an application of
directional photodetectors in imaging, by designing a lens-less camera based on
the compound eye vision modality.
We begin with a brief introduction in chapter 2 of the fundamental theoretical
concepts applied in this work. These include the topics of plasmonics, plasmonic
grating coupling, extraordinary optical transmission and computational imaging.
Even though we do not present an in depth treatment of these topics, we
believe that the level at which they are discussed is sufficient for understanding
the rationale behind all design choices made in this work and also the basic
functionality behind the devices presented. However, readers are still encouraged
to consult relevant publications, some of which are found in the reference section,
for a more thorough understanding of these topics. In chapter 3, we cover
dipole radiation enhancement by near-field coupling to a GMS. Specifically we
look at Purcell factor enhancement which can be interesting for overcoming
optical losses in low-IQE light sources and also look at the control of radiation
directionality both afforded by appropriate design of a GMS. Along with this we
also demonstrate a specific implementation of a GMS, operating at a wavelength
of λ0 = 800 nm, designed to provide tunable directional radiation beaming
from isotropic light emitters (CdTe/ZnS QDs in this case). Next, in chapter 4
we move on to designing GMSs that can be integrated with standard off-the-
shelf photodetectors enabling directional light detection. We then apply these
directional photodetectors towards the realization of artificial compound eye
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vision, through computational imaging.
Additional relevant material is included in the appendix, including more
detailed explanations of some design rationale followed, a listing of device
fabrication recipes used for this work and more detailed discussions on
the numerical simulation methods applied, including descriptions of FDTD
geometries used and transcripts of relevant MATLAB code. Custom LABView
software created over the course of this work for data acquisition and experimental
control was not included, but can be accessed by authorized parties on the Paiella




A.1 HCM FDTD simulations
In this section we describe in more detail the FDTD simulation methods used
in the numerical study of the effect of a GMS on light emission via near-field
interactions. These calculations were carried out using a commercial FDTD
simulation tool (Lumerical), with all the relevant computational parameters
carefully optimized through extensive convergence tests. Fig. A·1 shows a
schematic cross-sectional view of the simulation geometry, including all monitor
surfaces used in the calculations. The computational domain has dimensions
along the x, y, and z directions of 6.4µm, 4.8µm, and 1.6µm, respectively. The
perfect electric conductor (PEC) of GMS model under study provides the bottom
boundary condition, whereas perfectly matched layers (PMLs) are used on all
other boundaries. The light source is an oscillating dipole with center emission
wavelength λ0= 800 nm, oriented along the x, y, or z directions, and located at
a variable lateral position x and variable distance d above the GMS. The meta-
material slab over the PEC in the GMS model has thickness δ = λ020 . The specific
value of δ determines the GMS optical losses (in conjunction with the imaginary





= 2k0δ. Otherwise, it has no effect on the simulation results, as long as it is
kept much smaller than λ0 .
Monitor M1 in Fig. A·1 is a closed surface that contains only the dipole
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Figure A·1: Schematic cross-sectional view of the FDTD simulation
geometry used in this work (not drawn to scale).
source. The total optical power Psp crossing this surface in the outward direction
is proportional to the probability per unit time Γsp that the dipole decays through
the spontaneous excitation of any electromagnetic mode, either radiative or
evanescent (with the proportionality constant equal to the emitted photon energy).
The Purcell enhancement factor Fp is defined as the ratio
Γsp
Γsp0
, where Γsp0 is the total
spontaneous emission rate of the same dipole in free space. Therefore, Fp can be
computed in the FDTD simulations as the ratio
Psp
Psp0
, where the source power Psp0 is
obtained with the same monitor surface M1 surrounding an identical dipole in free
space. Monitor M2 is a plane perpendicular to the z direction running across the
entire simulation window, located in the near-field zone of the dipole (specifically,
at a distance of 260 nm from the GMS). The far-field radiation patterns presented
in Fig. 3·4 are obtained by computing the optical field distribution on this monitor
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plane, followed by a far-field transformation. Monitor M3 is also a plane parallel







Γsp \ Γsp0 + Γnr \ Γsp0
. (A.1)
In this expression, the radiative decay rate Γrad is the probability per unit time
that the dipole decays through the emission of radiative modes propagating away
from the GMS, including reflections from the surface (i.e., all the emitted light
that can be collected with external optics). The ratio Γrad
Γsp0
is therefore computed as
Pout
Psp0
, where Pout is the optical power crossing monitor plane M3. It should be noted
that the specific value of this output power Pout depends on the distance between
M3 and the dipole, which effectively determines the numerical aperture of the
collection optics. In all the simulations presented in the main text, M3 is located
just above the dipole near-field zone (at a distance of 1µm from the PEC), so as
to avoid any contribution to Pout from the evanescent components of the dipole
field . At the same time, essentially all radiative components are included, except
for those propagating along the plane of the GMS (which would not be normally




is the aforementioned Purcell enhancement factor computed using
monitor M1. The remaining decay rate Γnr accounts for non-radiative processes
intrinsic to the emitter material, which do not involve purely electromagnetic
interactions and as a result cannot be modeled in the FDTD simulations. The
ratio Γnr
Γsp0
is therefore included in the efficiency calculations as an input parameter,
related to the dipole IQE:
IQE =
1
1 + Γnr \ Γsp0
(A.2)
In order to quantify the impact of the GMS on the dipole radiative efficiency, eq
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A.1 is applied to the geometry of Fig. A·1 and to an otherwise identical dipole in
free space. For a fair comparison with the reflective GMSs under study, in the
latter case the output power Pout is computed using two planar monitors, one
above and the other below the dipole, both at the same distance from the dipole
as monitor M3 in Fig. A·1. With this arrangement, we effectively simulate a dipole
located above a perfect mirror in the presence of the same “collection optics” as in
Fig. A·1, but without any modification in the spontaneous emission rate that may
be caused by the dipole mirror image created by the PEC. Using this procedure,
we can finally determine the efficiency ratio ηGMSηmirr , where the subscripts GMS and
mirr refer to the same dipole near the GMS and above such a “perfect mirror”,
respectively. By combining Eq. A.1 for both ηGMS and ηmirr and Eq. A.2, this












It should be noted that, while both P GMSout and P
mirr
out decrease with increasing
distance between monitor M3 and the dipole, their ratio in eqA.3 exhibits a much
weaker dependence on this distance. Finally, the expected asymmetric excitation
of surface waves at the GMS is verified using two additional monitors, M4 and
M5. As shown in Fig. A·1, these are two planes perpendicular to the x direction,
intersecting the GMS at a small distance (100nm) from, respectively, the left and
right boundaries of the simulation domain. The optical power crossing each
plane therefore consists of any surface wave excited by the dipole on the GMS,
in addition to the light directly radiated by the dipole (or reflected by the GMS) at
grazing angles with the x-axis. Exemplary power distribution plots computed on
these monitors are shown in Fig. 3·8.
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A.2 Directional Coupler FDTD simulation
There are two types of directional photodetection FDTD simulations that were
performed. The first one is a 1-dimensional directional responsivity calculation
with incident angles varying in a single plane (x-z) normal to the grating and
parallel to the grating coupling directions. In the second type of simulations
we calculate the whole 2D grating responsivity varying with both radial and
azimuthal angles through reciprocity. The 2D responsivity maps were used for
the image reconstruction simuations of the compound eye cameras.
A.2.1 2D Directional Coupling Simulation
A single metasurface unit cell based on the geometry described in section 4.2,
is assembled within a 2D FDTD simulation region as shown in Fig. A·2. In
this arrangement, the unit cell is enclosed between periodic boundaries in the
x-dimension and perfectly matched layer (PML) boundaries in the in the z
dimension, essentially simulating an infinitely long 1D metasurface grating. The
source is a monochromatic plane wave whose incident angle is swept from ±850
on the x-z plane. A monitor in the active layer (also indicated in the figure) is used
to record the transmission coefficient of the grating at each angle. This calculation
was repeated for several devices designed for peak transmission at different angles
and also repeatedly run to optimize the various parameters.
A.2.2 Far Field 3D Reciprocal Directional Coupling Simulation
The full angular response pattern of each optimized device (as a function of
both polar and azimuthal illumination angles) is calculated with a reciprocity-
based method, because computing the metasurface transmission in a 3D structure
for a sufficiently large number of incident directions would be prohibitively
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Figure A·2: Schematic cross-sectional view of the 2D (x-z) FDTD
geometry used in calculating the 1D directional transmission
through the GMS.
time consuming. In these simulations, illustrated schematically in Fig. A·3,
the simulation which encloses three repeat unit cells contains an electric dipole
source positioned on the monitor plane (below the slits) oscillating at the design
wavelength λ0. This simulation region has grating unit cells surrounded by PML
boundaries rather than periodic boundary conditions to avoid periodic repetition
of the dipole source leading to a nonphysical inaccurate simulation. This problem
is not faced with plane wave sources since they are considered infinite in their
extent. In this simulation, the dipole radiation pattern in the air above the
metasurface is computed by a far-field transformation of the field distribution
on a monitor plane immediately above the NPs. By reciprocity, this pattern is
proportional to the local field intensity produced at the dipole location by an
incident plane wave as a function of illumination angles. It should be noted that
the results of these simulations are somewhat dependent on the specific location of
the dipole source, and therefore in principle should be averaged over all possible
94
positions in the substrate (which again would be prohibitively time consuming).
The maps presented in Fig. 4·10 were computed with a dipole located at the
position where an incident plane wave along the direction of peak transmission
produces the strongest local intensity. The line cuts along the x axis of the radiation
patterns obtained with this procedure are in reasonably good agreement with the
results of the 2D simulations just described.
Figure A·3: Schematic cross-sectional view of the 3D (xyz) FDTD
geometry used in calculating the 2D directional transmission
through the GMS by reciprocity.
A.3 X-Ray Crystallography Technique
In addition to FDTD simulations, we also theoretically investigated GSP
metasurface diffraction properties using a general procedure based on well-
established X-Ray Crystallography techniques (Kittel, 1986). In this framework,
the diffraction patterns of X-rays scattered off a crystal lattice are used to
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determine its structure. The idea is that incident X-Rays are scattered in all
directions by each atom in a periodic crystal lattice, and these scattered waves
interfere constructively in specific directions where their path length differences
are equal to integral multiples of the wavelength. Additionally, in crystals with
multiple atoms per unit cell, diffraction along some of these directions may vanish
due to destructive interference among the contributions from the different atoms
in the basis. Analyzing the diffraction pattern in the far field, one can therefore
infer both the crystal structure and the structure factor of the unit cell. In our
design, we consider the inverse situation where we have a desired far field pattern
and accordingly engineer the periodic scattering elements. Here, the grating NP
are analogous to the lattice atoms but with the additional property of having a
local relative phase shift in the scattered light. With this framework, for a periodic
1D array of sub-wavelength NPs, the amplitude of each grating diffraction order










where q is the diffraction order, m an index labeling the different NPs in each




. With this model, we can design and place our scattering elements in
a periodic arrangement in such a way to suppress or enhance specific desired
diffraction orders corresponding to specific beaming directions. For example, from
this equation, forward diffraction can be suppressed in favor of back diffraction by
selecting design parameters Θm and χm such that S+q = 0 and S−q , 0.
A Matlab script to solve this equation for different designs predicting the
grating beaming properties(APPENDIX B) was used to simulate various designs,
and its predictions were verified by rigorous FDTD numerical simulations as
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shown in Fig. A·4.
Figure A·4: Illustration of the agreement in beaming diffraction
orders between the Matlab prediction and FDTD simulations. Left:
structure factors associated with the radiative diffraction orders for
a specific GMS design predicting peak emission at 130. Right: FDTD
simulation of the same structure showing a peak at around 130
which matches well the Matlab results.
This Matlab script presented in Appendix B works in two main steps:
1. Given the positions of the constituent scatterers in a periodic unit cell of a GMS
and their respective relative phase delays, we apply the structure factor
equation A.4 to determine which diffraction orders are suppressed upon
reflection. The orders with high structure factors are favored while those
with small ones are proportionally suppressed.
2. Using the grating Bragg condition of Eq. 2.13 we then calculate the
corresponding beaming or coupling directions associated with the various
diffraction orders, matching them to the results of the previous step.
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Appendix B
MATLAB Code for Phased Array Design
Based on the X-Ray Crystallography method
Listing B.1: Function to calculate the structure factor of different
grating orders based on the x-ray crystallography method when
given the relative positions and relative phases of NPs within a
period of a GMS
function [sfactor,ang_larg_R,ang_smll_R,dif_larg_R,dif__smll_R,diffO]=
structurefactor(difforder,capLambda,phases,pos,lambda,nspp,savingpic)




% spos,sneg −> structure factors positive and negative for
% different orders
% difforder −> maximum diffraction order
% gamma −> grating periodicity(same units as lambda)
% Phases −> reflection phase in radians
% pos −> position of NPs relative to center of unit cell
%Useful variables
numNps=length(phases);
difforders=1:difforder; % Diffraction orders
allowed=difforders(abs(nspp−difforders.*lambda/capLambda)<=1);





























axis([−inf inf 0 max(sfactor)])















































Listing B.2: Script to calculate the structure factor of different
gratingorders for an example GMs geometry using the structure
factor function
% Script to calculate the structure factor of different grating







capLambda=6000e−9; % Grating Periodicity
lambda=1500e−9; % Incident Wavelength
nspp=1550/1524; % Target SPP effective refractive index
periodic=0; % Use a periodic arrangement of nano−particles within
% a unit cell or specify relative positions
% and relative phase for each













Knife Edge Method for Beam Quality
Measurement
In order to obtain accurate directional detector measurements we need to ensure
that the focused beam projected on the sample has a symmetric profile with known
width. Any artifacts in the beam profile may distort the directional measurement
results. Knowledge of the beam width is also useful during alignment. In order
to achieve this, we have applied the knife edge method of measuring the beam
profile. The measurement principle is as follows:
1. The beam is focused by a lens and its waist located.
2. The beam is then progressively covered by a blade (knife edge) translated
perpendicularly across the beam, as the transmitted power is measured.
In this arrangement, the measured beam power slowly decreases from its
maximum value when the beam is completely unobstructed to zero when
the beam is completely blocked, resulting in the profile shown in Fig. C·1(a).
3. The derivative of this curve is then computed to determine beam intensity
profile, which we can fit to a Gaussian function to extract the beam width
parameter σ . The Matlab code developed for this purpose is presented below
and a representative fit is shown in Fig. C·1(b). In addition to the beam
width, with this plot we can check whether the beam profile is symmetric
and smooth as required.
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Figure C·1: (a) Typical curve obtained from the Knife Edge method
measurement. (b) Sample experimental data showing the Gaussian
fit to determine beam dimensions.
C.1 MATLAB Code for the Knife Edge Beam Measurement























title('Beam profile − Raw Data')












title('Beam profile − Intensity')
legend('data','fit','1/e^2')
%widths in mm
fprintf(' Fit width in um: %f\n',2.35482*f.c1*1000);
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Appendix D
Sample Preparation Procedure and
Fabrication Recipes
D.1 Sample Solvent Cleaning
Sample solvent cleaning in this project was mainly carried out to remove any dust
particles or remaining resist on the sample after each processing step. In this case,
a simple solvent cleaning is sufficient. Each cleaning session takes approximately
5 minutes per sample. Here is the simple procedure:
1. Place the sample in Acetone at room temperature and sonicate in an ultra-
sonic bath for 2 min. This removes any particles on the surface of the sample
and dissolves any resist residue on the surface.
2. Quickly transfer into a Isopropyl Alcohol (IPA) solution and sonicate for 1
min. Do not let the acetone dry out on the substrate surface. IPA dissolves
Acetone and is soluble in Deionized (DI) Water and therefore serves as a
buffer step.
3. Transfer the samples into DI water and sonicate for 1 min. At this point the
samples should be completely clean. DI water is also particularly important
for Germanium samples since it also dissolves away any native oxide on the
sample surface (Onsia et al., 2005) which is important for good conductivity
between the Au contacts and Germanium substrate.
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4. Dry off using a nitrogen gas gun blowing for about 30seconds. The sample is
now clean and ready for processing.
D.2 Lithography
D.2.1 Photo-Lithography Mask
For the Photo-Lithography steps the mask Computer Aided Design (CAD) is
made in Autocad 2016 software and written on a 5x5 inch chrome plate in
the Heidelberg MLA 150 Maskless Aligner. The blank mask consists of a soda
lime Substrate with 5300 A of AZ1518 photo-resist and LRC thin film coating
made by nanofilm. The exposed mask is developed in MF319 developer and
the chrome etched in a Chrome Etch solution from Transene before removing
the residue photo-resist in the photo-resist stripper 1165 solution. The Photo-
lithography masks have several different design geometries, each for a specific
layer of fabrication. For each design there are at least two copies made on each
mask for redundancy.
D.2.2 Photo-Lithography Process
Each photo-lithography step is done on the Karl Suss MA6 mask aligner. S1813
positive photo-resist from Shirpley and AZ524-E image reversal resist were used
at different points of the design. The different resist types (positive vs image
reversal) are selected depending on the specific mask patterns designed to allow
for maximum visibility of the substrate under the mask for easy alignment during
UV exposure. The two different resist lithography procedures are outlined below:
Photoresist S1813 Recipe:
1. Clean the sample according to the procedure outlined in a previous section.
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2. Spin S1813 at 4000 rpm for 60 s with 1000 rpm/s ramp.
3. Bake at 115◦ for 60 s
4. Expose at 10 W power at 405 nm wavelength for 7 s.
5. Develop in MF319 for 45 s
Photoresist AZ5214-E Recipe:
1. Clean the sample according to the procedure outlined in a previous section.
2. Spin AZ5214-E at 5000 rpm for 60 s with 1000 rpm/s ramp.
3. Bake at 110◦ for 60 s
4. Expose at 10 W power at 405 nm wavelength for 4 s with the mask after
appropriate alignment of the sample.
5. Bake at 120◦ for 120 s
6. Flood expose (with no mask) at 10 W power at 405 nm wavelength for 60 s.
7. Develop in AZ400K for 15 s
D.2.3 Electron-Beam Lithography Process
All Electron Beam(E-Beam) Lithography steps are carried out in the Zeiss supra40
30KV E-Beam system.
PMMA - HSQ bilayer slit definition
For fabricating slits in the Gold film, PMMA (Polymethyl Methacrylate) A4 E-beam
resist from MicroChem and HSQ (Hydrogen Silsesquioxane) XR-1541-6 E-beam
resist from Dow Corning® are used in a bi-layer technique adapted from ref(Yang
et al., 2008). Our procedure is outlined below.
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Figure D·1: PMMA - HSQ bilayer technique
1. The samples undergo a solvent clean according to the procedure outlined in
D.1.
2. PMMA A4 is spun at 5000 rpm for 1 min with a 1000 rpm/s ramp.
3. The spun sample is baked at 1800C on a hot plate for 1 min.
4. HSQ is then spun on at 5000 rpm for 1 min with a 1000 rpm/s ramp.
5. The spun sample is baked again at 1800C on a hot plate for 2 min.
6. The substrate is then exposed to the electron beam in a Zeiss Supra40 SEM
converted to Ebeam writer machine to define the slits. The exposure dosage
depends on the number of slits in each group. For 5 slits per group the dosage
is 195 µC
cm2
, while for 9 slits per group the dosage is 143 µC
cm2
.
7. The exposed substrate is then developed in MF319 developer for 3min. This
removes the unexposed HSQ but does not affect the PMMA layer.
8. After development, the PMMA in all areas except those covered by the




(b) Flow: 30 sccm
(c) Pressure: 50 mTorr
(d) Power: 100 W
(e) Time: 1 min
9. The Au film in which the slits are to be fabricated is then evaporated on the
sample and lifted-off in acetone solution.
PMMA E-beam procedure
1. The samples undergo a solvent clean according to the procedure outlined in
D.1.
2. PMMA A4 is spun at 4000 rpm for 1 min with a 1000 rpm/s ramp and baked
in an oven for 20 min at 1800C
3. The spun sample is then exposed to the electron beam at 253 µC
cm2
.
4. The exposed substrate is then developed according to the following
procedure:
(a) Agitate in a MIBK (Methyl isobutyl ketone):IPA (Isopropanol) 1:3
mixture for 70 s.
(b) Agitate in IPA for 20 s.
(c) Rinse in DI (De-Ionized) water.
5. The material film to be patterned is then evaporated on the sample and
lifted-off in acetone solution.
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D.3 Material Deposition
SiO2 layers are sputtered in the Angstrom Engineering EVOVAC sputtering
system with SiO2 targets from Kurt Lesker. The Au films are evaporated in a high
vacuum CHA Industries Solution Process Development System metal evaporator
at 0.5 A/s rate and vacuum of at least 8× 107mT orr.
D.3.1 SiO2 Sputtering
1. Load the RF target and pump down to at least 8x10−7T orr
2. Chamber preconditioning: 330W RF power for 10min followed by 300W RF
power for 5min at 5mTorr pressure.
3. Process parameters: 300W RF power at 5mTorr pressure
D.4 Wire Bonding





E.1 FIB Milling of a 50% duty cycle 400-nm periodic array of slits
in 100-nm-thick Au film
Motivation
Using the Quanta 3D FEG Focused Ion Beam(FIB) system, we tried to etch a
400 nm grating of slits with a 50% duty cycle in a 100-nm-thick Gold film for
the directional image sensors described in section 4.3. This would form our
transmission slits. FIB milling was attractive for this purpose for two main reasons:
1. The slits would be etched in one step as opposed to the alternative two-step
process (lithography and lift-off), reducing fabrication complexity.
2. Alignment of the slits between grating sections would be straightforward by
utilizing the FIB system Scanning Electron Microscope (SEM) capabilities,
eliminating the need for alignment markers or any other complicated
alignment schemes.
Obstacles
There were two main problems encountered:
1. The resulting edge profile was sloped (with the slits getting narrower the
deeper they went). This made it difficult to fabricate as there was always a
trade off on how close the slits could be versus how deep we could etch them.
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For our very small grating periodicity of 400 nm and film thickness of 100
nm, the slits would sometimes merge together if we tried to make them deep
or would not be etched all the way through if we tried to keep them separate.
It was also difficult to determine if the slits were etched all the way through
the Au layer.
2. The FIB milling parameters were not fully reproducible, having high
sensitivity to external factors like room temperature and humidity. Even
opening the door to the FIB instrument room during milling could alter
these parameters affecting fabrication quality. In addition, during milling,
the FIB beam aperture would also change as its edges are eroded, further
altering parameters like focus and power. Minor changes in these parameters
would affect fabrication quality, thus requiring re-calibration dosage tests
sometimes several times during a fabrication run. This resulted in a very low
yield.
E.2 Fabrication of a 50% duty cycle 400-nm periodic array of slits
in 100-nm Au by a negative resist process.
Motivation
After unsuccessfully applying FIB milling for fabricating a 400 nm slit grating
with 50% duty cycle in 100-nm-thick gold, we tried to do the same with a negative
resist E-beam method. The main advantage of using a negative resist for this
purpose is that we could write only the slits during exposure keeping fabrication
time minimal, as opposed to exposing the inverse area with a typical positive E-
beam procedure which would take much longer. The resist chosen was HSQ.
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Obstacles
However it was found that this selected E-beam resist would stick very strongly to
the Gold film after metal evaporation rendering lift-off impossible.
After several runs of unsuccessful slit grating fabrications, this approach was
finally abandoned in favor of the PMMA-HSQ bi-layer E-beam method outlined
in appendix D.2.3.
E.3 Deposition of a smooth MgF2 film by Thermal Evaporation
Motivation
Owing to its superior E-beam evaporation properties (it evaporates cleanly and
completely, without out-gassing or spitting,leaving a hard, uniform coating on the
substrate),relatively low refractive index, and better adhesion to Gold compared to
the alternative SiO2, MgF2 was viewed as a good material for the dielectric spacer
in our directional detectors described in section 4.3.
Obstacles
However we also discovered that if MgF2 penetrates into the metal evaporation
system cryo-pump, it can permanently coat the condensing array damaging it.
This is further exacerbated by MgF2’s low vapor pressure resulting in out-gassing
even at room temperature during pump down. While a nitrogen trap in the
evaporation system would help mitigate this issue by condensing MgF2 particles
before they got to the cryo-pump, the only material evaporation system in our
cleanroom with a nitrogen trap is an Edwards thermal evaporator. However, we
were unable to consistently get optically smooth films appropriate for our devices
with thermal evaporation, finally opting for sputtered SiO2 instead.
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E.4 Combining Ebeam-lithography and Photo-lithography lift-
off to a single step.
Motivation
We had an idea to combine some of the Photo-lithography and Ebeam lithography
steps into one lift-off procedure. This was to be done by first carrying out photo-
lithography including development, then Ebeam lithogaphy similarly before
finally doing the lift-off of both layers at once by dipping the sample in
Acetone. The E-beam resist was PMMA and the Photo-resist was AZ5214E from
MicroChemicals. This procedure was possible for the layers where there was no
overlap in the areas covered by the Photo and Ebeam resists after development.
The main advantage of this process would be time saving and reduced fabrication
complexity by reducing the number of steps.
Obstacles
However it was found that the hard bake used in the E-beam lithography
step would harden the Photo-resist from the Photo-lithography step making it
impossible to lift-off. We tried the inverse process of doing the Ebeam lithography
first but similarly the extra baking hindered lift-off.
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