ABSTRACT
INTRODUCTION
Acquiring multi-source remote sensing data directly in the common coordinate frame is, usually, an unrealistic task even if the accuracy of direct georeferencing sensors is nowadays relatively high. The evolvement of lidars into accurate 3D-mapping devices has increased the need for proper registration methods. For example, there is a constant need for co-registration of airborne lidar data and aerial frame images because these data sources are typically considered to complement each other. Co-registration allows any data to be transformed in the coordinate frame of more accurately georeferenced data set. Accurate co-registration of multi-source remotely sensed data using post-processing is a challenging task, but at the same time, one of the most important tasks in the research field of photogrammetry, laser scanning and remote sensing. Once data are co-registered, they can be combined with each other and used together efficiently, in order to facilitate further applications such as the creation of photorealistic 3D models, classification, production of new data sets or advanced analysis, to name but a few.
Extraction and selection of tie features used in registration are the key tasks. In the case of frame images and lidar point clouds, radiometric information of images does not exactly correspond to the lidar intensity values, which yields into difficulties to identify reliable tie features between data sets. In the field of photogrammetry, search of tie features have a long history and therefore various methods are available. According to Zitová and Flusser (2003) typical methods are areabased and feature-based methods. Examples of area-based methods are correlation-like methods, Fourier methods and methods using mutual information. Area-based methods are widely used in the relative orientation of photographs (Heipke, 1997) . Feature-based methods typically try to identify points, linear features, centers of gravity of regions, surfaces etc. using different kinds of search criteria. In principle, all of these feature extraction strategies can be applied to find tiefeatures between images and laser scanning data if a virtual 2D image of laser point cloud is created (Rönnholm, 2011) . However, because of different nature of frame images and lidar data, some normalization is required before, at least, area-based methods can be reliably applied.
If oriented stereo images or multi-image blocks are available, 2D image measurements can be transformed into 3D points using standard photogrammetric techniques. Such measurements allow the registration between two 3D data sets. However, this approach excludes the registration of a single image and laser point cloud. 3D tie features can be points, linear features or surfaces. For example, Huang et al. (2009) searched point-like tie features from aerial images and rasterized lidar images with intensity values using SIFT algorithm. However, airborne lidar data is not usually dense enough for the identification of accurate tie-points. Linear features were used in Habib et al. (2008) . Surfaces have been applied in Postolov et al. (1999) , McIntosh et al. (1999) and Pothou et al. (2006) , for example. An overview of various surface matching algorithms can be found in Akca (2007) .
One possible approach uses extracted 2D features from images and their corresponding 3D features from laser scanning data. In this case, the use of linear features (e.g. Schenk and Csathó, 2002; Schenk, 2004; Habib et al., 2005a; Liu and Stamon, 2007; Wu, 2009; Choi et al., 2011; Chen and Lo, 2012) has been relatively popular. Other approaches have been, for example, use of roof centroids (Mitishita et al., 2008 ) and the general shape of objects in the scene (Rönnholm et al., 2003) . An overview of the methodologies used in the fusion of lidar data and aerial imagery has been given for example in Schenk and Csathó (2002) , who also emphasized the role of the straight lines in their fusion problem. Habib et al. (2005a) studied the use of linear features in registration of lidar data and images, where corresponding straight lines were sought out from both data sets. According to Habib et al. (2005b) linear features can be free form, however, the use of straight lines have many advantages, such as they can be found easily in urban areas, detection and correspondence can be found relatively easily from both data sets, parameters can be accurately solved, and straight line segments can approximate free-form linear features sufficiently. Choi et al. (2011) used straight lines and planar surfaces in order to find registration between lidar data and stereo-images, with a strategy to minimize the vertical inconsistency between linear 3D features. According to the best of our knowledge, only a very few studies have concentrated on the registration of lidar data and single frame images. Moreover, the simple approach to seek out candidate edge pixels representing the projected 3D control lines on the image has not been studied in the case of registration of lidar data and frame images.
The objective of this article is to solve relative orientation between airborne lidar data and an aerial image using linear tie features. Relative orientation is solved by, first, extracting 3D roof ridges from lidar data and, then, locating their correspondences in 2D from the image plane. The coplanarity condition is used for calculating the relative orientation parameters. In this research, the exterior orientation parameters of an image are changed during the registration because of simplicity. However, finally, the solved relative orientation is reversed and the laser point cloud is transformed into the same coordinate system with the original image orientation. The presented approach is aimed to be fully automatic; however, some manual interaction is possibly needed in the beginning if the initial values of the relative orientation are not good enough.
MATERIALS
The test area was located in Espoo, in the Southern Finland. Frame images consisted of four Z/I DMC panchromatic images with forward overlap of 60% and side overlap of 20%. The size of panchromatic images was 13824x7680 pixels and because of the flying height of slightly over 500 m, the pixel size on the ground was approximately five centimeters.
Lidar data included two separate data sets. First, Leica's ALS50-II lidar data had the flying height of 500 m, the scanning angle of 40 degrees (±20°), the point repetition frequency (PRF) of 148 kHz, the scanning frequency of 42.5 Hz, and the flying speed of 72 m/s leading to the point density of 4-5 points/m 2 . From Leica's lidar data part of one flying strip was included. For this data set, no additional strip adjustment and data correction was applied. The second lidar data set was acquired using Optech's ALTM 3100. In this case, the flying height was 1000 m, the PRF was 100 kHz, the scanning frequency 67 Hz, and the flying speed 75 m/s resulting in a point density of 2-3 points/m 2 . The scanning angle was 24 degrees, however, only 20 degrees were processed and used (±10°). For this data set, the strip adjustment of several flying strips was made. However, only part of one flying strip was included in this examination. Both lidar data sets covered approximately the same area, which was also covered by the stereo models of aerial images. The point densities and distribution patterns of laser point clouds are illustrated in Figure  1 . Aerial images are illustrated in Figure 2 . In the present experiment, the image block was considered to be in the correct coordinate system. The interior and exterior orientations were known from the aerial triangulation using known ground control points. The RMSE of residuals of 64 ground control points were 0.039 m, 0.086 m and 0.030 m for X, Y and Z directions, respectively. Lidar data sets were not at the same coordinate system with image block or each other and, actually, they were shifted and slightly rotated in order to create unregistered data sets for study purposes.
The evaluation of registered and transformed lidar point clouds was made in six check areas. For the reference, georeferenced terrestrial laser scanning (TLS) point clouds were acquired using Leica's HDS 3000 ( Figure 3 ). According to specifications, the position accuracy of measurements is 6 mm when distance is less than 50 m. The check areas were selected in such a way that several roofs were visible within relative short distances and usable incidence angles. In some areas more than one scan was merged. From these TLS point clouds, planes and surfaces with different orientations were extracted. 
METHODS

Locating tie-line features
In our approach, 3D lines were extracted from lidar data and their corresponding 2D features were searched from a single image. We used roof ridges as 3D control lines. First, roof planes were searched by fitting plane primitives in the ALS point cloud. Then, the ridge of a roof was calculated by intersecting two adjacent roof planes, if they were non-parallel. The end-points of ridges are defined as the outermost points of the plane intersection. Because ALS point clouds were not very dense, this method cannot find accurately the actual end-points of the ridges. However, it can find 3D lines representing the direction and location of ridges. For the extraction of ridges from lidar data, an automatic algorithm implemented in the beta version of Terrasolid's TerraMatch software was applied. In the next step, 3D lines (roof ridges) were projected to the image plane using very rough estimates of the exterior orientation parameters in order to visually reduce the search space. In some cases, if the initial exterior orientation parameters are poor, the automatic search may fail to locate the line feature inside the search space. As a solution, one can apply a quick interactive method similar to Rönnholm et al. (2003) for improving the initial orientation. According to our experience, in a typical case, the distance of projected lines and their true locations should not be more than some 50 image pixels. Therefore, the initial exterior orientation parameters should be relatively close to the correct ones. Then, our method tries automatically to seek out the true locations of the projected 3D lines from the image. Using the initial orientation parameters, lidarderived 3D ridge lines were projected on the image space using the collinearity equations. The projected 2D lines guide the direction of searching edges from the image. We followed the projected 3D ridge and searched possible edges in the perpendicular direction using a 1D Canny edge detection operator (Figure 4 and Figure 5 ). Details about the 1D Canny edge operator can be found from Canny (1986) . Examples of candidate edge pixels (red circles) representing a 3D roof ridge (solid red line) are given in Figure 4 . As a result, we were able to find a set of edge pixels from the image. This set of pixels, typically, includes noise and outliers, which can be discarded during the block adjustment using linear features. A more detailed description of the method is given in Karjalainen et al. (2006) . 
Solving the relative orientation parameters
In our approach, 3D linear features extracted from lidar data were used to solve the relative orientation parameters between an image and lidar data. The relative orientation between data sets was solved in least squares adjustment using a coplanarity condition, in which the volume of the parallelepiped defined by three direction vectors is minimized. The three vectors ( Figure 6 ) were a 3D roof ridge vector (β ), a vector from a 3D roof ridge to the perspective centre (r) and a vector from an image point to the perspective centre (p), which all should lie on the same plane i.e.
The early papers using linear features were published by Mulawa and Mikhail (1988) , Tommaselli and Lugnani (1988) and Tommaselli and Tozzi (1996) , who used this method in the space resection of frame images in order to solve the exterior orientation parameters. In our approach, all vectors are presented as 3D vectors. The first vector of the system (β ) is the direction vector of the 3D control line, which we simply defined by its 3D end-points. Lidarderived end-points of ridges do not necessarily represent accurately the correct ones but some points along ridges that are close to the correct end-points. Therefore, the directions of the roof ridges are defined even if the lengths of ridges are not accurate. The second vector (r) is a direction vector from any point on the 3D control line to the perspective center of the camera. We selected the starting point of the direction vector (r) to be the centre point of the 3D control line. The third vector (p) is defined using any point representing the tie feature in the image plane and the perspective center of the camera. Therefore, one ridge line locating in the image may create many vectors of this kind as we have point observations along the line. In the present study, three observations per line were required. 
and written in matrix-vector form
in which v is the vector of residuals, A is the design matrix, x is the improvement vector
, and l is the vector containing the volumes of parallelepipeds ∆ (eq. 1) resulting from the current approximate values of unknown parameters. Function Δ (eq. 1) contains vectors derived from laser-and image-driven observations of ridges. This process is typically iterative i.e. edge detection is carried out several times until the exterior orientation parameters do not change (Karjalainen et al., 2006) . Index i describes the current observation.
The solution of the improvement vector x becomes
in which matrix P contains the weights of the observations.
Our approach solves the transformation of the image orientation in the coordinate system of lidar point cloud. However, the desired coordinate system was the one in which the images originally were. Therefore, we solved the inverse transformation using formulas described in Rönnholm et al. (2009) in more detail. As a result, we were able to transfer lidar point clouds into the expected coordinate system of the original aerial image block. The complete workflow of the proposed method is presented in Figure 7 . 
Figure 7. The workflow for registering ALS data and aerial images in the common
RESULTS
The estimated accuracies of the exterior orientation parameters according to the least squares adjustment (calculated from the unit weight variance and variance/covariance matrix) are given in Table 1 , as well as the final number of 3D roof ridges used in the calculation of the orientation parameters. Transformed lidar point clouds were compared to the TLS-derived reference surfaces, described in the Materials chapter, in the six check areas that were distributed in the test area. Local 3D shifts (dX, dY, dZ) in each check area were solved separately by fitting laser point clouds with reference surfaces using the ICP (Iterative Closest Point) method. Because our method was applied separately to all images and lidar data sets, we got total of 8 combinations. The results of evaluation are presented in Tables 2-9 . In order to evaluate possible rotation errors, we used the local shifts between reference and transformed lidar data from each check area and solved the rigid 3D transformation using least squares method. In other words, each check area was represented by one true observation and one virtual corresponding point. The difference between these points represented the local shifts. In this method, the overall rotations of data sets can be compared. The rotation results are presented in Table 10 . In this table, d_omega, d_phi and d_kappa represent rotation differences in degrees between reference data and transformed lidar data. In this case, the rotation center was placed in the central of one check area that located approximately in the middle of the test area. Adjustment provides also global shift parameters, but they are dependent on the selected rotation center and thus are not presented here. 's data, pan, pan, 
DISCUSSION
In the best case, when Optech's lidar data was registered with image 3, the result was excellent regarding both shifts and rotations. In Table 1 , the estimated errors in that case were also lowest, the number of control lines was highest, and the distribution of the control lines was relatively good (see Figure 8 , on the left). On the contrary, the worst case when Leica's lidar data was registered with image 2, significant shifts and rotation errors remained. This can also be seen in Table 1 , in which the estimated errors were highest. Moreover, in the case of Image 2 and Leica's data, the distribution of control lines was rather poor, because all control lines are located in the upper-right corner of the image (see Figure 8 , on the right). Overall, the connection between rotation errors and, especially, standard deviations of Z shifts is obvious. Actually, the same phenomena is visible also in standard deviations of X and Y errors, however, not that clearly. In our algorithm, only those lines that were considered to fit with others were accepted into the solution, i.e. outliers were discarded from the process. In some cases, this may cause that only a few lines are included in the adjustment. For example, Figure 8 illustrates how the algorithm has accepted only a few tie lines among the complete set of lidar-derived ridges. Another problem was that for some images the distribution of accepted tie features was not optimal. Moreover, in the worst case, all tie-features were located in the one corner of the image within relatively small area. It is evident that in such cases, the adjustment becomes unreliable. The ridge extraction results slightly differ between Optech's and Leica's data, which also leads to different selection of corresponding line pairs. Therefore, it is not possible to directly see similar behavior of the results when examining different combinations of ALS data and images.
The use of linear features is not feasible in all possible registration scenarios. For example, if the area does not include any man-made objects, and especially roofs ridges, our approach will probably not be reasonable for solving the relative orientations of data sets. In such case, alternative tie-features and methods should be used (Rönnholm and Haggrén, 2012) .
Roof ridges are not always clearly definable. In some cases, the actual ridge is not exactly the intersection of two roof planes that can be quite accurately reconstructed from lidar point clouds.
In addition, if a ridge is not sharp but round, as illustrated in Figure 9 , it is difficult to find automatically accurate centre line of a ridge from images. Typically, edge like shadow on a round ridge moves along the sun angle. These difficulties easily cause some misalignment of tie features and thus reduce the registration accuracy.
Figure 9. Example of a ridge that is not exactly defined by the intersection of two roof planes. In addition, this type of ridge is not easy to accurately extract automatically from images.
One advantage of the presented approach is that it is relatively fast compared to more complicated algorithms, because the processing time is linearly comparable to the number of 3D control lines. Moreover, because each point representing the roof ridges are found separately, the method appears to be able to detect outliers. Currently, possible outliers are rejected during the adjustment. However, the method could be enhanced by fitting a line to found line points and rejecting possible outliers before adjustment. If a line is very short and corresponds to only few pixels in the image plane, the orientation of the line becomes uncertain because of outliers. According to our experience the 3D control lines should correspond to 30-50 pixels in the image plane in order to ensure enough information for determining the correct direction of a line.
CONCLUSIONS
We have developed a nearly automatic workflow for registering a single aerial image with airborne lidar data. Our method uses the roof ridges of buildings as tie-line features, which are identified from both frame images and lidar data. Finally, the relative orientation of the data sets is solved based on the control lines (roof ridges) and their locations on the frame images.
According to the results, the average registration (absolute) errors varied between 0.003 to 0.196 m in the X direction, between 0.018 to 0.282 m in the Y direction and between 0.010 to 0.967 m in the Z direction. Some of these shift errors can be explained by remaining rotation errors, which seems to be the subject that requires attention in forthcoming research. Rotation (absolute) errors varied between 0.001 to 0.078 degrees, 0.006 to 0.466 degrees and 0.013 to 0.115 degrees for ω, ϕ and κ rotations, respectively. We noticed that the performance of current implementation is still vague in some cases, where the distribution of the control lines is not optimal. Therefore, further research is still needed in order to make the concept more robust.
Being automatic, our registration method is relatively fast to complete. The same method can be extended also to work with other sensors than lidar and optical frame cameras. Using linear features is feasible even if they are partially invisible or occluded in the image plane. This makes the use of them more robust than using single points. However, the use of ridges as tie features has also some limitations. Under the image footprint, there must be enough ridges and the orientation of ridges should vary. For example, if all ridges are parallel, there is not enough information to define all exterior orientation parameters. In addition, the distribution of tie features within an image footprint is important regarding the accuracy of orientations.
