The paper deals with first order self-adjoint elliptic differential operators on a compact oriented surface with non-empty boundary. We consider such operators with self-adjoint local boundary conditions. The paper is focused on paths in the space of such operators connecting two operators conjugated by a unitary automorphism. We compute the spectral flow for such paths in terms of the topological data over the boundary. The second result is the universality of the spectral flow: we show that the spectral flow is a universal additive invariant for such paths, if the vanishing on paths of invertible operators is required.
Introduction
Conventions. Throughout the paper a "Hilbert space" always means a separable complex Hilbert space of infinite dimension and a "surface" always means a smooth compact oriented surface with non-empty boundary. By the "symbol of a differential operator" we always mean its principal symbol.
The spectral flow for unbounded operators. A closed linear operator A on a Hilbert space H is a (not necessarily bounded) linear operator acting from a linear subspace dom(A) ⊂ H to H such that its graph is closed in H ⊕ H. The natural topology on the space of closed operators on H is the so-called graph topology induced by the metric δ (A 1 , A 2 ) = P 1 − P 2 , where P i denotes the orthogonal projection of H ⊕ H onto the graph of A i .
The space FR sa (H) of regular (that is, closed and densely defined) Fredholm selfadjoint operators on H equipped with the graph topology is path-connected, and its fundamental group is isomorphic to Z. This isomorphism is given by the 1-cocycle on FR sa (H) called the spectral flow. Roughly speaking, the spectral flow counts with signs the number of eigenvalues passing through zero from the start of the path to its end (the eigenvalues passing from negative values to positive one are counted with a plus sign, and the eigenvalues passing in the other direction are counted with a minus sign). See [1] for a rigorous definition.
fiber endomorphism (the symbol of a tangential operator) b(ξ) = σ(n x ) −1 σ(ξ) has no eigenvalues on the real axis. The generalized eigenspaces E + (ξ) and E − (ξ) of b(ξ) corresponding to eigenvalues with positive, resp. negative imaginary part are Lagrangian subspaces of E x (that is σ(n x ) takes them to their orthogonal complements).
A local boundary condition L is called an elliptic, or Shapiro-Lopatinskii, boundary condition for A if for every x ∈ ∂M the subspace L x is complementary for each E + (ξ), that is (1.1) L x ∩ E + (ξ) = 0 and L x + E + (ξ) = E x for every non-zero ξ ∈ T * x ∂M.
If L is elliptic for A, then A L is a closed operator on H = L 2 (E) with compact resolvents. If, in addition, L is a Lagrangian subbundle of E ∂ , that is
then A L is self-adjoint.
We denote by Ell(E) the space of all such pairs (A, L) equipped with the C 1 -topology on symbols of operators, the C 0 -topology on their free terms, and the C 1 -topology on boundary conditions. The natural inclusion Ell(E) ֒ → FR sa (H) taking (A, L) to A L is continuous, see Proposition 3.3. Thus the spectral flow sf (γ) is defined for every continuous path γ : [0, 1] → Ell(E).
We are interested in computing the spectral flow for paths in Ell(E) with conjugate ends, since the spectral flow is homotopy invariant for such paths. In the paper we consider the simplest non-trivial case, namely the case of a two-dimensional manifold M. For such M, we compute the spectral flow in terms of the topological data extracted from the corresponding one-parameter family of operators and boundary conditions.
Local boundary value problems on a surface. Let M be an oriented smooth compact surface. Then T * x ∂M \ {0} consists of only two rays, so E ∂ can be naturally decomposed into the direct sum E + ∂ ⊕ E − ∂ of two Lagrangian subbundles. Their fibers can be written as E + x = E + (ξ) and E − x = E − (ξ), where (n x , ξ) is a positive oriented frame in T * x M. The identity E + (ξ) = E − (−ξ) together with (1.2) allows to simplify the ellipticity condition (1.1). Namely, a self-adjoint elliptic local boundary condition for A is a Lagrangian subbundle L of E ∂ satisfying
We show in Proposition 4.3 that such subbundles L are in a one-to-one correspondence with self-adjoint bundle automorphisms T of E − ∂ . This correspondence is given by the rule where P + denotes the bundle projection of E ∂ onto E + ∂ along E − ∂ and P − = 1 − P + . Moreover, P T is the bundle projection of E ∂ onto E + ∂ along L, so a local boundary condition given by L can be written equivalently in the form P T ( u| ∂M ) = 0 using a bundle Recall that every complex vector bundle over M is trivial and that Ell(E) is empty for bundles E of odd rank. Denote by 2k M the trivial vector bundle of rank 2k over M.
Theorem B (Theorem 12.1). Let Λ be a commutative monoid. Suppose that we associate an element Φ(γ, g) ∈ Λ with every path γ ∈ Ω g Ell(2k M ) for every k ∈ N and every g ∈ U(2k M ). Then the following two conditions are equivalent:
1. Φ is homotopy invariant, additive with respect to direct sums, and vanishing on paths of invertible operators.
2. Φ has the form Φ(γ, g) = sf(γ) · λ for some (invertible) constant λ ∈ Λ.
The homotopy invariance here is understood as the invariance with respect to a change of a path in the space Ω g Ell(E) of all paths in Ell(E) with ends conjugated by a fixed unitary automorphism g of E. In other words, Φ is constant on path connected components of Ω g Ell(2k M ).
By vanishing on paths of invertible operators we mean that Φ vanishes on Ω g Ell 0 (2k M ) for every k and g, where Ell 0 (E) denotes the subspace of Ell(E) consisting of all pairs (A, L) such that the unbounded operator A L is invertible (or, what is the same, has no zero eigenvalues).
A similar result holds also for invariants Φ defined only on loops γ ∈ ΩEll(2k M ), see previous preprint [18, Theorem 2] . We exclude this result from the current version of the paper to make the exposition more clear. The generalization of that result can be found in the next paper; see [19, Theorem 11.5] .
It is known that the spectral flow is a universal homotopy invariant for loops in the space FR sa (H), and that the spectral flow is additive with respect to direct sums and vanishes on loops of invertible operators. But the space Ell(E) is only tiny part of FR sa (L 2 (E)). Universality is usually lost after passing to a subspace, so we cannot expect the spectral flow to be a universal invariant for loops in Ell(E). Indeed, for any given E the map sf : [S 1 , Ell(E)] → Z is not injective. It is surprising that universality can still be restored by considering all vector bundles over M together.
Universality of Ψ. The proofs of Theorems A and B are based on the following result, which we prove in Section 8 using topological means only.
Denote by Ell + (E), resp. Ell − (E) the subspace of Ell(E) consisting of all (A, L) with positive, resp. negative definite T , where the bundle automorphism T = T (A, L) is defined by formula (1.3).
Theorem C (Theorem 8.3). Let Λ be a commutative monoid. Suppose that we associate an element Φ(γ, g) ∈ Λ with every path γ ∈ Ω g Ell(2k M ) for every k ∈ N and g ∈ U(2k M ). Then the following two conditions are equivalent:
1. Φ is homotopy invariant, additive with respect to direct sums, and vanishing on constant loops in Ell(2k M ) and on paths in Ell + (2k M ), Ell − (2k M ) for every k.
2. Φ has the form Φ(γ, g) = Ψ(γ, g) · λ for some (invertible) constant λ ∈ Λ.
The direction (2 ⇒ 1) follows immediately from the properties of Ψ. To prove (1 ⇒ 2), we first notice that if an additive homotopy invariant Φ vanishes on Ω g Ell + (2k M ) and ΩEll − (2k M ) for every k and g, then it depends only on the class of F(γ, g) in K 0 (∂M × S 1 ). Next we show that vanishing of Φ on Ω g Ell − (2k M ) cancels the image G ∂ of the homomorphism K 0 (M × S 1 ) → K 0 (∂M × S 1 ) induced by the embedding ∂M × S 1 ֒ → M × S 1 . Similarly, vanishing of Φ on constant loops cancels the image G * of the homomorphism K 0 (∂M) → K 0 (∂M × S 1 ) induced by the projection ∂M × S 1 → ∂M. The subgroup of K 0 (∂M × S 1 ) spanned by G ∂ and G * is the kernel of the surjective homomorphism ψ : K 0 (∂M × S 1 ) → Z, which is given by the rule ψ[V] = c 1 (V)[∂M × S 1 ] for every vector bundle V over ∂M × S 1 . It follows that Φ factors through ψ, that is Φ(γ, g) = ϑ • ψ[F(γ, g)] = ϑ(Ψ(γ, g)) for some monoid homomorphism ϑ : Z → Λ. It remains to take λ = ϑ(1).
Invertible operators.
Obviously, every constant loop γ ∈ ΩEll(E) is homotopic to a constant loop γ ′ ∈ ΩEll 0 (E): one can just add a constant to the correspondent operator.
Denote by Dir(E) the subspace of Ell(E) consisting of all pairs (A, L) such that A is a Dirac operator which is odd with respect to the chiral decomposition. Two subspaces of Dir(E) play special role: Dir + (E) = Dir(E) ∩ Ell + (E) and Dir − (E) = Dir(E) ∩ Ell − (E). It can be easily seen that the unbounded operator A L is invertible for every (A, L) ∈ Dir + (E) or Dir − (E), see Proposition 10.1 for detail. Thus both Ω g Dir + (E) and Ω g Dir − (E) are subspaces of Ω g Ell 0 (E).
Deformation retraction. We show in Section 9 that the natural embedding Dir(E) ֒ → Ell(E) is a homotopy equivalence. Moreover, we construct a deformation retraction of Ell(E) onto a subspace of Dir(E) preserving the vector bundles E − ∂ (A) and F(A, L), see Proposition 9.6. Similarly, we construct a deformation retraction of Ω g Ell(E) onto a subspace of Ω g Dir(E) preserving the vector bundles E − ∂ (γ, g) and F(γ, g), see Proposition 9.7. Restricting the last retraction to the special subspaces defined above, we obtain a deformation retraction of Ω g Ell + (E) onto a subspace of Ω g Dir + (E) and a deformation retraction of Ω g Ell − (E) onto a subspace of Ω g Dir − (E).
In particular, every path connected component of Ω g Ell + (E), resp. Ω g Ell − (E) contains an element of Ω g Dir + (E), resp. Ω g Dir − (E). It follows that every function Φ satisfying the first condition of Theorem B should satisfy also the first condition of Theorem C. We use this result to deduce Theorems A and B from Theorem C.
Proof of Theorem A.
To prove Theorem A, we use the homotopy invariance of the spectral flow, its additivity with respect to direct sums, and vanishing of the spectral flow on paths of invertible operators. In other words, the spectral flow considered as a function sf : Ω g Ell(E) → Z satisfies the first condition of Theorem B and thus of Theorem C, with Φ = sf and Λ = Z. Theorem C implies that there is an integer constant λ ∈ Z depending only on M such that sf(γ) = Ψ(γ, g) · λ for every γ ∈ Ω g Ell(E).
It remains to find the factor λ = λ M . Simple reasoning shows that λ M depends only on the diffeomorphism type of M. We then reduce the computation of λ M to the case of the annulus, see Lemma 11.5. The factor λ ann was computed by the author in [16] by direct evaluation. This gives λ M = λ ann = 1 for any surface M and completes the proof of Theorem A.
Proof of Theorem B. The spectral flow, as well as every its multiple, satisfies the first condition of the theorem. Conversely, suppose that an additive homotopy invariant Φ vanishes on Ω g Ell 0 (2k M ) for every k ∈ N and g ∈ U(2k M ). Then, as was stated above, Φ satisfies also the first condition of Theorem C. It follows that there is an (invertible) constant λ ∈ Λ such that Φ(γ) = Ψ(γ, g) · λ for every γ ∈ Ω g Ell(2k M ), k, and g. Substituting the value of Ψ given by Theorem A, Ψ(γ, g) = sf(γ), we obtain the second condition of the theorem.
Continuity criteria.
In the Appendix we give a general criterion of being graph continuous for families of closed operators in Hilbert and Banach spaces; see Proposition A.8. Then we apply this criterion to elliptic boundary value problems. Proposition A.9 gives a sufficient condition for continuity of d-th order differential operators with general boundary conditions. Its particular case concerning first order differential operators is used in Proposition 3.3 and Lemma 11.5 in the main part of the paper.
Motivation. The computation of the spectral flow for paths of first order self-adjoint elliptic operators over a surface is important for some applications in condensed matter physics. For example, the Aharonov-Bohm effect for a single-layer graphene sheet with holes arises if a one-parameter family of Dirac operators has non-zero spectral flow. The varying free term of the Dirac operator corresponds to a varying magnetic field, while the path connecting two gauge equivalent operators corresponds to the situation where magnetic fluxes through holes change by integer numbers in the units of the flux quantum. The spectral flow for such paths of Dirac operators was computed by the author in [16] . Later the results of [16] were improved and generalized to more general families of Dirac operators with local boundary conditions: for even-dimensional compact manifolds by A. Gorokhovsky and M. Lesch in [6] , and for compact manifolds of arbitrary dimension by M. Katsnelson and V. Nazaikinskii in [10] . Unfortunately, the methods of both [6] and [10] use essentially the specific nature of Dirac operators and cannot be applied to general self-adjoint elliptic differential operators. However, some other possible realizations of the Aharonov-Bohm effect in condensed matter physics are described by self-adjoint elliptic operators of non-Dirac type. The initial motivation of the author in the present paper was to solve the arising mathematical problem, namely to compute the spectral flow for such a family.
Generalization to arbitrary families. In the next paper [19] we generalize Theorems A, B, and C to families of self-adjoint elliptic local boundary value problems on a compact surface parametrized by points of an arbitrary compact space X. The spectral flow is then replaced by the analytical index and the integer-valued invariant Ψ is replaced by the topological index. Both the analytical and the topological index take value in K 1 (X). The idea of proofs remains essentially the same, but constant loops are replaced by "locally constant" families of boundary value problems, that is, fixed boundary value problems twisted by vector bundles over X. joyed the hospitality and excellent working conditions at the Max Planck Institute for Mathematics at Bonn. This work is a part of my PhD thesis at the Technion -Israel Institute of Technology. I would like to use this opportunity to express my gratitude to my PhD advisor S. Reich. I am also grateful to N.V. Ivanov for his support and interest in this paper and to an anonymous referee for his/her suggestions. Fredholm operators and the spectral flow. Denote by FR(H) the subspace of R(H) consisting of regular Fredholm operators, and by FR sa (H) its subspace consisting of regular Fredholm self-adjoint operators. The space FR sa (H) is path-connected and its fundamental group is isomorphic to Z [8] . This isomorphism is given by the 1-cocycle on FR sa (H) called the spectral flow. The definitions of the spectral flow can be found in [15] for the case of bounded operators and in [1, 13] for the case of unbounded operators.
Spectral flow for unbounded operators
The case where one or both of the endpoints of the path have zero eigenvalue requires some agreement on the counting procedure. Yet if a path is a loop up to an automorphism of H, the value of the spectral flow is independent of the choice of definition. Since we consider only such paths in this paper, we do not specify the counting agreement for the case of non-invertible endpoints: any such agreement will suffice.
Properties of the spectral flow.
It is well known that the spectral flow has a number of nice properties:
(S0) Zero crossing. In the absence of zero crossing the spectral flow vanishes: if γ is a continuous path in FR sa (H) such that none of the operators γ(t) has zero eigenvalue, then sf (γ) = 0.
(S0')
The spectral flow of a constant path vanishes.
(S1) Homotopy invariance. The spectral flow along a continuous path γ in FR sa (H) does not change if γ changes continuously in the space of paths in FR sa (H) with fixed endpoints (the same as the endpoints of γ).
(S2) Additivity with respect to direct sum. Let H 1 , H 2 be separable Hilbert spaces, and let γ i :
(S3) Path additivity. Let γ, γ ′ be continuous paths in FR sa (H) such that the last point of γ is the first point of γ ′ . Then sf (γ.γ ′ ) = sf (γ) + sf (γ ′ ), where γ.γ ′ denotes the concatenation of γ and γ ′ .
(S4) Conjugacy invariance. Let g be a unitary automorphism of H, and let γ be a continuous path in FR sa (H). Then sf (γ) = sf (gγg −1 ).
Paths with conjugate ends. In this paper we compute the spectral flow only for paths with conjugate ends (in particular, for loops), so it is convenient to have a special designation for the space of such paths. For a topological space X we denote by ΩX the space of free loops in X with the compact-open topology. Here by a free loop we mean a continuous map from a circle S 1 to X, or, equivalently, a continuous map γ : [0, 1] → X such that γ(0) = γ(1). If g is a homeomorphism of X, then we denote by Ω g X the space of continuous paths γ : [0, 1] → X such that γ(1) = gγ(0) equipped with the compact-open topology. We say that paths γ, γ ′ ∈ Ω g X are homotopic if they can be connected by a path in Ω g X.
The group U(H) of unitary automorphisms of H acts on the space FR sa (H) by conjugations: (A, g) → gAg −1 . We will write Ω g FR sa (H) for g ∈ U(H) having in mind this action.
In the proof of Theorem A we do not use all properties (S0-S4), but only the following small part of them. (S1 U ) Homotopy invariance. The spectral flow is constant on path connected components of Ω g FR sa (H) for each g ∈ U(H).
(S2 U ) Additivity with respect to direct sum. Let
Proof. Properties (S0 U ) and (S2 U ) are just weaker versions of (S0) and (S2) respectively. To prove (S1 U ), we combine (S1), (S3), (S4), and (S0'). Let γ s (t), s ∈ [0, 1] be a homotopy between γ 0 and γ 1 . Let the paths β, β ′ , β ′′ : [0, 1] → FR sa (H) be given by the formulas β(s) = γ s (0), β ′ (t) = γ 1 (t), β ′′ (s) = γ 1−s (1) . Then γ 0 is homotopic to β.β ′ .β ′′ in the space of paths in FR sa (H) with the same endpoints as γ 0 .
Property (S1) implies sf (γ 0 ) = sf (β.β ′ .β ′′ ), and by (S3) the last value is equal to sf (β) + sf (β ′ ) + sf (β ′′ ). Property (S4) implies sf (β) = sf (gβ). The path gβ is just the path β ′′ passing in the opposite direction, so the concatenation of these two paths is homotopic to the constant path (in the class of paths with fixed endpoints). By (S3), (S1), and (S0') we have sf (gβ) + sf (β ′′ ) = sf (gβ.β ′′ ) = 0. Taking all this together, we obtain sf (γ 0 ) = sf (β ′ ) = sf (γ 1 ).
Local boundary value problems
This section is mostly devoted to standard facts about elliptic boundary value problems on compact manifolds, in the context of first order operators and local boundary conditions. In the end of the section we give a criterion of continuity for families of boundary value problems, which is a particular case of results obtained in the Appendix.
Operators. Let M be a smooth compact connected oriented manifold with nonempty boundary ∂M and a fixed Riemannian metric, and let E be a smooth Hermitian complex vector bundle over M. We denote by E ∂ the restriction of E to the boundary ∂M.
Let A be a first order elliptic differential operator acting on sections of E. Recall that an operator A is called elliptic if its (principal) symbol σ A (ξ) is non-degenerate for every non-zero cotangent vector ξ ∈ T * M. Throughout the main part of the paper (except for the Appendix) all differential operators are supposed to have smooth (C ∞ ) coefficients.
Green's formula for A can be written as
where A t denotes the differential operator formally adjoint to A. If A is formally selfadjoint, then it is symmetric on the domain C ∞ 0 (E), that is Au, v L 2 (E) = u, Av L 2 (E) for any smooth sections u, v of E with compact supports in M \ ∂M.
Local boundary conditions. The differential operator A with the domain C ∞ 0 (E) is an unbounded operator on the Hilbert space L 2 (E) of L 2 -sections of E. This operator can be extended to a closed operator on L 2 (E) in various ways, by imposing appropriate boundary conditions. We will consider only local boundary conditions that are defined by smooth subbundles of E ∂ . For such a subbundle L, the corresponding unbounded operator A L on L 2 (E) has the domain
where H 1 (E) denotes the first order Sobolev space (the space of sections of E which are in L 2 together with all their first derivatives). We will often identify a pair (A, L) with the operator A L .
To give a precise meaning to the notation in the right-hand side of (3.2), recall that the restriction map C ∞ (E) → C ∞ (E ∂ ) taking a section u to u| ∂M extends continuously to the trace map τ :
The smooth embedding L ֒ → E ∂ defines the natural inclusion H 1/2 (L) ֒ → H 1/2 (E ∂ ). By the condition " u| ∂M is a section of L" in (3.2) we mean that the trace τ(u) lies in the image of this inclusion.
Decomposition of E. We will use the following properties of elliptic symbols.
Proposition 3.1. Let σ ∈ Hom(T * M, End(E)) be a symbol of first order elliptic operator. Let Π be an oriented two-dimensional plane in the cotangent bundle T * x M, x ∈ M. Then for any positive oriented frame (e 1 , e 2 ) in Π the operator
has no eigenvalues on the real axis. It defines the direct sum decomposition E x = E + ⊕ E − (not necessarily orthogonal), where E + and E − are the generalized eigenspaces of Q corresponding to the eigenvalues with positive and negative imaginary part respectively. This decomposition depends only on Π and is independent of the choice of a frame (e 1 , e 2 ).
If additionally σ is self-adjoint, then the ranks of E + and E − are equal (so the rank of E is even), and for every non-zero ξ ∈ Π the symbol σ(ξ) takes E + and E − to their orthogonal complements in E x .
Proof. 1. Since σ is elliptic, the operator Q − t = σ(e 1 ) −1 σ(e 2 − te 1 ) is invertible for any t ∈ R. Hence Q has no eigenvalues on the real axis and E x = E + ⊕ E − . If we change (e 1 , e 2 ) to (e 1 , e 2 + te 1 ), t ∈ R, then Q is changed to Q + t Id. If we change (e 1 , e 2 ) to (e 1 + te 2 , e 2 ) then Q is changed to (Q −1 + t Id) −1 . In both cases E + and E − do not change. Therefore, they do not change at any change of the frame (e 1 , e 2 ) preserving orientation, and thus depend only on Π.
2. Suppose now that σ is self-adjoint, that is σ(ξ) is self-adjoint for every ξ ∈ T * M. Let ξ ∈ Π be a non-zero vector. Choose a positive oriented frame (e 1 , e 2 ) in Π such that e 1 = ξ. Denote σ i = σ(e i ), V λ, k = Ker(Q − λ) k , and V λ = V λ, dim E . We prove by induction that σ 1 V λ is orthogonal to V µ for any λ, µ ∈ C with λ = µ. Indeed,
The subspace E + is spanned by V λ with λ running all eigenvalues of Q with positive imaginary parts. For every pair λ, µ of such eigenvalues (not necessarily distinct) we have λ = µ, so σ 1 E + is orthogonal to E + . Similarly, σ 1 E − is orthogonal to E − . We have
Elliptic boundary conditions. Let
A be a first order elliptic operator acting on sections of E. The inverse image of a non-zero cotangent vector ξ ∈ T *
x ∂M under the restriction map T * x M → T * x ∂M is an affine line in T * x M parallel to the outward conormal n x . Denote by Π ξ the two-dimensional vector subspace of T * x M spanned by this line. Applying Proposition 3.1 to the plain Π ξ , we obtain the decomposition of E x into the direct sum E + (ξ) ⊕ E − (ξ).
A local boundary condition L is called elliptic for
If L is elliptic for A, then the adjoint to A L is A t N , where A t is the differential operator formally adjoint to A and N = (σ(n)L) ⊥ .
Self-adjoint elliptic boundary conditions. Suppose now that an elliptic operator A is formally self-adjoint. Then the conormal symbol σ(n) of A defines a symplectic structure on fibers of E ∂ given by the symplectic 2-form
where n x is the outward conormal to ∂M at x ∈ ∂M. By Proposition 3.1 both E + (ξ) and E − (ξ) are Lagrangian subspaces with respect to this symplectic structure.
The differential operator A with the domain C ∞ 0 (E) is a symmetric unbounded operator on the Hilbert space L 2 (E) of L 2 -sections of E. This operator can be extended to a regular self-adjoint operator on L 2 (E) by imposing appropriate boundary conditions. For L satisfying ellipticity condition (3.3), the operator A L is self-adjoint if and only if L is a Lagrangian subbundle of E ∂ .
For a Lagrangian subbundle L condition (3.3) can be written in simpler form:
Indeed, rank of both L x and E + (ξ) is half of rank E x . Therefore,
Finally, we obtain the following description of self-adjoint elliptic local boundary value problems.
Proposition 3.2. Let
A be a first order formally self-adjoint elliptic differential operator acting on sections of E. Let L be a smooth Lagrangian subbundle of E ∂ satisfying condition (3.4) .
Proof. Denote by D the domain of A L given by formula (3.2) . It is dense in L 2 (E) and closed in H 1 (E). Equip D with the topology induced from H 1 (E).
Let τ : H 1 (E) → H 1/2 (E ∂ ) be the trace map, and let P be the bundle endomorphism projecting E ∂ on L ⊥ along L. Condition (3.3) means that P :
is Fredholm. Its restriction to the kernel of Pτ is also Fredholm. But this restriction coincides with A L considered as a bounded operator from D to L 2 (E). Hence A L is Fredholm.
The graph of A L is the orthogonal sum of ker(A L ) × {0} with the graph ofĀ and therefore is closed in L 2 (E) 2 . In other words, the operator A L is closed. 
The operator A L is bounded as an operator from a Hilbert space 
Equivalently, the C 0 -topology on coefficients of operators can be described as the topology induced by the inclusion Ell(E) ֒ → B(H 1 (E), L 2 (E)).
Boundary value problems on a surface
From now on (except for the Appendix) we will consider only the case of dimension two, that is M will be a smooth compact connected oriented surface with non-empty boundary ∂M and a fixed Riemannian metric.
Let E be a smooth Hermitian complex vector bundle over M. Denote by Ell(E) the set of first order formally self-adjoint elliptic differential operators with smooth coefficients acting on sections of E.
Decomposition of a bundle.
Since M is now two-dimensional, Proposition 3.1 allows to define the global decomposition of E.
Then the symbol σ of A defines the decomposition of E into the direct sum (not necessarily orthogonal) of two smooth subbundles E + = E + (σ) and E − = E − (σ) such that the following conditions hold:
is an arbitrary positive oriented frame in T * x M.
2.
Ranks of E + and E − are equal, so the rank of E is even.
For every non
Proof. The main part of the statement follows from Proposition 3.1. It remains to show that E +
x and E − x are fibers of smooth vector bundles E + and E − . Choosing a local smooth frame (e 1 , e 2 ) in T * M, we see that E +
x and E − x smoothly depend on Q x , which in turn smoothly depends on x.
Self-adjoint elliptic boundary conditions. Denote by E + ∂ , resp. E − ∂ the restriction of E + , resp. E − to ∂M. As before, the conormal symbol σ(n) defines the symplectic structure on the fibers of E ∂ , and E + ∂ , E − ∂ are transversal Lagrangian subbundles of E ∂ . The orientation on M induces the orientation on ∂M. Fibers of E ± ∂ can be written as
allows to write ellipticity condition (3.3) in simpler form:
If L is Lagrangian, then condition (4.1) can be simplified even further, cf. (3.4):
As before, we denote by Ell(E) the set of all pairs (A, L) such that A ∈ Ell(E) and L is a smooth Lagrangian subbundle of E ∂ satisfying condition (4.1). Proposition 3.2 then takes the following form.
The correspondence between boundary conditions and automorphisms of E − ∂ . For every elliptic (not necessarily self-adjoint) symbol σ there is a one-to-one correspondence between subbundles L of E ∂ satisfying condition (4.1) and bundle isomor-
If additionally σ is self-adjoint, then one can move further and construct a one-to-one correspondence between Lagrangian subbundles L of E ∂ satisfying (4.1) and self-adjoint bundle automorphisms T of E − ∂ .
Let us first describe this correspondence in the case of mutually orthogonal E + ∂ and E − ∂ (this holds, in particular, for Dirac type operators). Composing R with iσ(n) :
Conversely, with every bundle automorphism T of E − ∂ we associate the subbundle L of E ∂ given by the formula
3 below shows, T is self-adjoint if and only if L is Lagrangian, so we obtain a bijection between the set of all self-adjoint elliptic local boundary conditions for A and the set of all self-adjoint bundle automorphisms of E − ∂ . In general case, where E + ∂ and E − ∂ can be non-orthogonal, this construction should be slightly modified.
In order to correct this, we composeT with the orthogonal
Finally, we define the bundle automorphism T = P − ort •T of E − ∂ , so that the following diagram becomes commutative.
Then the following hold. 1. There is a one-to-one correspondence between smooth subbundles L of E ∂ satisfying condition (4.1) and smooth bundle automorphisms T of E − ∂ . This correspondence is given by the formula
where P T is the projection of E ∂ onto E + ∂ along L.
For L and T as above, L is Lagrangian if and only if T is self-adjoint.
If E + ∂ and E − ∂ are mutually orthogonal, then (4.4) is equivalent to (4.2).
In the rest of the paper we will sometimes write an element of Ell(E) as (A, T ) instead of (A, L).
All three solid arrows at the right half of Diagram (4.3) are smooth bundle isomorphisms.
By Proposition 4.1 the conormal symbol σ(n) takes E − ∂ and E + ∂ to their orthogonal complements. So (P − ) * = σ(n)P + σ(n) −1 and σ(n) −1 (P − ) * = P + σ(n) −1 . Therefore, (4.4) can be equivalently written as (4.5) 
This completes the proof of clause 1. 2. Let L, T be as in clause 1 and u 1 ,
Subtracting (4.7) from (4.6), we obtain
If L is Lagrangian, then (4.8) implies self-adjointness of T , since P − : L → E − ∂ is surjective. Conversely, if T is self-adjoint, then (4.8) implies iσ(n)L ⊂ L ⊥ ; taking into account that rank L = rank E ∂ /2, we see that L is Lagrangian.
If E +
∂ and E − ∂ are mutually orthogonal, then (P − ) * : E − ∂ → (E + ∂ ) ⊥ is the identity, and (4.5) takes the form (4.2). This completes the proof of the proposition.
The subbundle F(A, L). With every (A, L) ∈ Ell(E) we associate the smooth subbundle F(A, L) of E − ∂ as follows. Let T be the self-adjoint automorphism of E − ∂ given by formula (4.4) . We define F x as the invariant subspace of T x spanned by the generalized eigenspaces of T x corresponding to negative eigenvalues. Subspaces F x of E − x smoothly depend on x ∈ ∂M and therefore are fibers of the smooth subbundle
is also a smooth subbundle of E ∂ . Sometimes it will be more convenient for us to consider F(A, L) as a subbundle of E ∂ .
The space of boundary value problems on a surface
Topology on Ell(E). In section 3 we used the C 0 -topology on coefficients of operators. We will compute the spectral flow for the paths in Ell(E) which are continuous in a slightly stronger topology, namely the C 1 -topology on symbols and the C 0 -topology on free terms of operators. Let us describe it more precisely.
For a smooth complex vector bundle V over a smooth manifold N, we denote by Gr(V) the smooth bundle over N whose fiber over x ∈ N is the complex Grassmanian Gr(V x ). In the same manner we define the smooth bundle End(V) of fiber endomorphisms. We identify sections of Gr(V) with subbundles of V and sections of End(V) with bundle endomorphisms of V.
Let r = (r 1 , r 0 ) be a couple of integers, r 1 r 0 0. Denote by Ell r (E) the set Ell(E) equipped with the C r 1 -topology on symbols and the C r 0 -topology on free terms of operators.
To be more precise, notice that the tangent bundle T M is trivial since M is a surface with non-empty boundary. Thus we can choose smooth global sections e 1 , e 2 of T M such that e 1 (x), e 2 (x) are linear independent for any x ∈ M. Choose a smooth unitary connection ∇ on E. Each A ∈ Ell(E) can be written uniquely as
where the symbol components σ i = σ A (e i ) are self-adjoint bundle automorphisms of E, ∇ i = ∇ e i , and the free term a is a bundle endomorphism. Therefore the choice of (e 1 , e 2 , ∇) defines the inclusion
where C ∞ (End(E)) denotes the space of smooth sections of End(E). We equip Ell(E) with the topology induced by the inclusion
and denote the resulting space by Ell r (E). Equip Ell(E) with the topology induced by the inclusion Ell(E) ֒ → Ell r (E) × C 1 (Gr(E ∂ )), with the product topology on the last space, and denote the resulting space by Ell r (E). Thus defined topologies on Ell r (E), Ell r (E) are independent of the choice of a frame (e 1 , e 2 ) and connection ∇.
By Proposition 4.2 the natural inclusion Ell
Since the (r 1 , r 0 )-topology on Ell(E) is stronger than the (0, 0)-topology, the inclusion Ell r (E) ֒ → FR sa (L 2 (E)) is continuous for every couple r of non-negative integers.
Convention. From now on we will use the (1, 0)-topology on Ell(E), that is, the C 1 -topology on symbols and the C 0 -topology on free terms of operators. For brevity we will omit the superscript, so further Ell(E) will always mean Ell (1, 0) 
The following is an immediate corollary of Proposition 4.2.
Remark. We choose to use the stronger (1, 0)-topology on Ell(E) instead of the (0, 0)topology to simplify the proofs. Probably, all theorems in the paper remain valid for (0, 0)-topology on Ell(E) as well, but the author did not check this. It can be easily seen that Theorems B and C are valid (and their proofs remains the same) for (r 1 , r 0 )-topology on Ell(E) with r 1 − 1 r 0 0.
Continuity of the decomposition. We prove here a technical result that will be used further in the paper.
Denote by Σ(E) the set of all smooth bundle morphisms σ : T * M → End(E) such that σ is a symbol of a formally self-adjoint elliptic operator. Equip Σ(E) with the topology induced by the inclusion Σ(E) ֒ → C 1 (T M ⊗ End(E)). Then the natural projection
For a smooth fiber bundle V over a smooth compact manifold N, we denote by C ∞,s (V) the space of smooth sections of V with the C s -topology, that is, the topology induced by the embedding
Let e 1 , e 2 be global sections of T * M such that (e 1 (x), e 2 (x)) is a positive oriented orthonormal basis of T * x M for any x ∈ M.
Proposition 5.2. The following maps are continuous:
Proof. 1. The maps from Σ(E) to C ∞,1 (End(E)) taking σ to σ(e i ), i = 1, 2, are continuous, so Q is also continuous.
2. The invariant subspace E − x of Q x spanned by the generalized eigenspaces of Q x corresponding to eigenvalues with negative imaginary part is an analytic function of Q x and hence an analytic function of σ x . Therefore, for smooth σ, E − (σ) is a smooth subbundle of E, and the map E − : Σ(E) → C ∞,1 (Gr(E)) is continuous. The same is true for E + : Σ(E) → C ∞,1 (Gr(E)).
Correspondence between L and T . Proposition 4.3 defines a one-to-one correspondence between L and T . We will use it to construct homotopies in Ω g Ell(E). To do this, we need to show that the map (A, L) → (A, T ) is a homeomorphism.
Denote by Ell ′ (E) the set of all pairs (A, T ) such that A ∈ Ell(E) and T is a smooth bundle automorphism of E − ∂ (A). We equip Ell ′ (E) with the topology induced by the inclusion
We introduce the auxiliary self-adjoint automorphism Proof. Denote by Gr (2) (E) the smooth subbundle of Gr(E) × M Gr(E) whose fiber over x ∈ M consists of pairs (V x , W x ) of subspaces of E x such that V x ∩ W x = 0 and V x + W x = E x . For a smooth section (V, W) of Gr (2) (E) the projection P V,W of E on V along W is a smooth section of End(E). The map C ∞,1 (Gr (2) 
The same is true if we replace M by ∂M and E by E ∂ . Therefore, the composition
Let T ′ be defined by formula (5.2) . Since T P − = T ′ P − , identity (4.5) can be equivalently written as P T = P + + iσ(n) −1 (P − ) * T ′ P − . Hence P T , and also L = Ker P T , continuously depend on (σ, T ′ ). It follows that the map (A,
3) for the formula of the orthogonal projection). This implies 
In the same manner, from the one-parameter family of vector bundles
Twisting by g and gluing as described above, we obtain the vector bundles E − ∂ ⊂ E ∂ over ∂M × S 1 . Equivalently, E ∂ and E − ∂ can be obtained as the restrictions of E and E − to ∂M × S 1 . The one-parameter family F t = F(γ(t)) of subbundles of E − ∂ (γ(t)) forms the subbundle F of E − ∂ . Again, the condition γ(1) = gγ(0) implies F 1 = gF 0 , so F descends onto ∂M × S 1 giving rise to the subbundle F = F(γ, g) of E − ∂ such that the following diagram is commutative:
If g = Id, then we will write F(γ) instead of F(γ, Id).
Definition of Ψ(γ, g). The orientation on M induces the orientation on ∂M. We equip ∂M with an orientation in such a way that the pair (outward normal to ∂M, positive tangent vector to ∂M) has a positive orientation.
The product ∂M × S 1 is a two-dimensional manifold, namely a disjoint union of tori. Let [∂M × S 1 ] ∈ H 2 (∂M × S 1 ) be its fundamental class. The first Chern class c 1 (F) of the vector bundle F is an element of the second cohomology group H 2 (∂M × S 1 ), so one can compute its value on [∂M × S 1 ], obtaining the integer-valued invariant
If g = Id, then we will write Ψ(γ) instead of Ψ(γ, Id).
The homomorphism ψ. The first Chern class is additive with respect to direct sum of vector bundles, so we can define the homomorphism of commutative groups ψ :
Then Ψ can be written as
Consider the following three subgroups of K 0 (∂M × S 1 ):
• G * is the image of the natural homomorphism K 0 (∂M) → K 0 (∂M × S 1 ) induced by the projection ∂M × S 1 → ∂M.
• G is the subgroup of K 0 (∂M × S 1 ) spanned by G * and G ∂ .
Proposition 6.1. The homomorphism ψ is surjective with the kernel G. In other words, the following sequence is exact:
Denote the connected components of ∂M by ∂M 1 , . . . , ∂M m . The group K 0 (∂M × S 1 ) is isomorphic to Z 2m , with the isomorphism given by
where r j is the rank of the restriction V j of a vector bundle V to ∂M j × S 1 and a j =
In this designations, the subgroup G * consists of elements with a 1 = . . . = a m = 0.
The subgroup G ∂ consists of elements with r 1 = . . . = r m and j a j = 0. The span G of G * and G ∂ consists of elements with j a j = 0. The homomorphism ψ takes (r 1 , . . . , r m , a 1 , . . . , a m ) to j a j , so it is surjective with the kernel G. This completes the proof of the proposition.
Special subspaces. The following two subspaces of Ell(E) will play special role: (Ψ0) Ψ vanishes on Ω * Ell(E), Ω g Ell + (E), and Ω g Ell − (E) for every g ∈ U(E).
(Ψ1) Ψ is constant on path connected components of Ω g Ell(E) for every g ∈ U(E).
Proof. (Ψ0). If γ ∈ Ω g Ell + (E), then F(γ, g) = 0, so Ψ(γ, g) = 0.
If γ ∈ Ω g Ell − (E), then F(γ, g) is the restriction to ∂M × S 1 of the vector bundle
In both last cases Proposition 6.1 implies vanishing of Ψ.
(Ψ1). If γ 0 and γ 1 are connected by a path (γ s ) in Ω g Ell(2k M ), then F 0 = F(γ 0 , g) and F 1 = F(γ 1 , g) are homotopic via the homotopy s → F(γ s , g). It follows that the classes of F 0 and F 1 in K 0 (∂M × S 1 ) coincide, and thus Ψ(
Passing to the classes in K 0 (∂M × S 1 ) and applying the homomorphism ψ, we obtain the additivity of Ψ.
Dirac operators
Odd Dirac operators. Recall that A ∈ Ell(E) is called a Dirac operator if σ A (ξ) 2 = ξ 2 Id E for all ξ ∈ T * M. We denote by Dir(E) the subspace of Ell(E) consisting of all odd Dirac operators, that is, operators having the form
Denote by Dir(E) the subspace of Ell(E) consisting of all pairs (A, L) such that A ∈ Dir(E).
The following two subspaces of Dir(E) will play special role:
Realization of bundles. In the following we will need the possibility to realize some vector bundles over ∂M × S 1 as F(γ) for some γ. Recall that we denoted by k N the trivial vector bundle of rank k over N. Proof. V can be embed as a smooth subbundle to a trivial vector bundle over ∂M × S 1 of sufficiently large rank k. Let (V t ), t ∈ S 1 , be the correspondent one-parameter family of subbundles of k ∂M . Define the odd Dirac operator A ∈ Dir(k M ⊕ k M ) by formula (7.2) . Let L t be the boundary condition for A corresponding to the automor- Proof. Let k be the rank of V. The lifting of V by the map M × [0, 1] → M × S 1 is a trivial vector bundle k M×[0,1] , so we can obtain V from this trivial bundle, gluing k M×{1} with k M×{0} by some unitary bundle automorphism g ∈ U(k M ). Let E = k M ⊕ k M ,g = g ⊕ g ∈ U(E), and A ∈ Dir(E) be given by formula (7.2) . Since the symbol of A isg-invariant, A 1 =gAg −1 has the same symbol as A, so the path [0, 1] ∋ t → A t = (1 − t)A + tA 1 is an element of Ωg Dir(E). It follows that the path γ given by the formula γ(t) = (A t , − Id) is an element of ΩgDir − (E). By construction, F(γ, g) = V ∂ . This completes the proof of the proposition. Proof. Every integer λ can be obtained as the first Chern number of a smooth vector bundle over a torus. Hence λ = ψ[V] for some smooth vector bundle V over ∂M × S 1 . By Proposition 7.2 V can be realized as V = F(γ) for some γ ∈ Ω Dir M . We obtain λ = Ψ(γ), which completes the proof of the proposition.
Universality of Ψ
Homotopies fixing the operators. In this section we will deal only with such deformations of elements of Ω g Ell(E) that fix an operator family A = (A t ) and change only boundary conditions (L t ).
Let us fix an odd Dirac operator D ∈ Dir(2 M ). Denote by δ + ∈ Ω * Dir + (2 M ), resp. δ − ∈ Ω * Dir − (2 M ) the constant loop taking the value (D, Id), resp. (D, − Id). We denote by kδ + , resp. kδ − the direct sum of k copies of δ + , resp. δ − . Notice that E − ∂ (kδ + ) = E − ∂ (kδ − ) = F(kδ − ) = k ∂M×S 1 and F(kδ + ) = 0.
, be elements of Ω g Ell(E) differing only by boundary conditions. Then the following holds.
1. If F(γ, g) and F(γ ′ , g) are homotopic subbundles of E − ∂ (γ, g), then γ and γ ′ can be connected by a path in Ω g Ell(E).
2. If F(γ, g) and F(γ ′ , g) are isomorphic as vector bundles, then γ ⊕ kδ + and γ ′ ⊕ kδ + can be connected by a path in Ω g⊕Id Ell(E ⊕ 2k M ) for k large enough.
Proof. Notice that E − ∂ (γ, g) depends only on operators and does not depend on boundary conditions, so
∈ Ω g Ell(E) be the correspondent path of operators. Denote by L(A, g) the space of all lifts of A to Ω g Ell(E). Denote by L u (A, g) the subspace of L(A, g) consisting of paths (A t , T t ) such that the self-adjoint automorphism T t is unitary for every t ∈ [0, 1]. The subspace L u (A, g) is a strong deformation retract of L(A, g), with the retraction given by the formula q s (A t , T t ) = (A t , (1 − s + s|T t | −1 )T t ).
Since q s preserves F, it is sufficient to prove the first claim of the proposition for γ, γ ′ ∈ L u (A, g).
For a fixed A, an element γ ∈ L u (A, g) is uniquely defined by a subbundle F(γ, g) of E − ∂ (γ, g), and every deformation of F uniquely defines the deformation of γ. Suppose that F and F ′ are homotopic subbundles of E − ∂ . A homotopy h s between F and F ′ can be chosen smooth by x ∈ ∂M and continuous (in the C 1 -topology) by s, t ∈ [0, 1]. As described above, such a homotopy defines a path connecting γ and γ ′ in L u (A, g) ⊂ Ω g Ell(E). This completes the proof of the first claim of the proposition.
2. If F and F ′ are isomorphic as vector bundles, then F ⊕ 0 and F ′ ⊕ 0 are homotopic as subbundles of E − ∂ ⊕ k ∂M×S 1 for k large enough. It remains to apply the first part of the proposition to the elements γ ⊕ kδ + and γ ′ ⊕ kδ + of Ω g⊕Id Ell(E ⊕ 2k M ).
The equality [F] = [F ′ ]
implies that the vector bundles F and F ′ are stably isomorphic, that is, F 1 ⊕ l ∂M×S 1 and F 2 ⊕ l ∂M×S 1 are isomorphic for some integer l. It remains to apply the second part of the proposition to the elements γ ⊕ lδ − and γ ′ ⊕ lδ − of Ω g⊕Id Ell(E ⊕ 2l M ).
The case of different operators. For γ ∈ Ω g Ell(E), γ(t) = (A t , T t ), we denote by γ + the element of Ω g Ell + (E) given by the rule t → (A t , Id).
On the other hand, γ ′ 1 and γ ′ 2 differ only by boundary conditions and thus fall within the framework of Proposition 8.1. In particular, from the third part of Proposition 8.1 we immediately get the following.
Semigroup of elliptic operators. The disjoint union
has the natural structure of a (non-commutative) graded topological semigroup with respect to the direct sum of operators and boundary conditions.
The pointwise direct sum of paths defines the map
which induces the natural structure of a (non-commutative) topological semigroup on the disjoint union
The disjoint unions 
Here by "invertible" we mean that there is λ ′ ∈ Λ inverse to λ, that is such that λ ′ + λ = 0.
Proof. (2 ⇒ 1) follows immediately from properties (Ψ0-Ψ2) of Proposition 6.3.
Let us prove (1 ⇒ 2). Suppose that Φ satisfies condition (1) of the theorem. By Proposition 8.2 the equality [F(γ 1 , g 1 )] = [F(γ 2 , g 2 )] implies
:
The element µ ∂ can be written as the difference of classes
Combining all this, for liftings (γ i , g i ) of h i to Ω U Ell M we obtain
Applying ϕ to the both sides of this equality and taking into account that
we obtain ϕ(h 1 ) = ϕ(h 2 ). Thus the equality ψ(h 1 ) = ψ(h 2 ) implies ϕ(h 1 ) = ϕ(h 2 ).
On the other hand, the homomorphism ψ : H → Z is surjective by Proposition 7.4. It follows that ϕ factors through the (unique) semigroup homomorphism ϑ : Z → Λ.
Since ϑ(0) = Φ(Ω * Dir M ) = 0, ϑ is a homomorphism of monoids.
Let λ = ϑ(1) and λ ′ = ϑ(−1). Then λ + λ ′ = 0 and ϑ(n) = nλ for every n ∈ Z. This completes the proof of the theorem.
Deformation retraction
The main result of this section is Proposition 9.5, where we prove that the natural embedding Dir(E) ֒ → Ell(E) is a homotopy equivalence. In the rest of the paper we will need only one corollary of this result, namely that every element of Ω g Ell + (E), resp. Ω g Ell − (E) is connected by a path with an element of Ω g Dir + (E), resp. Ω g Dir − (E).
Sections. First we construct two sections, which will be used below for construction of a deformation retraction.
Proposition 9.1. The map p : Ell(E) → Σ(E) is surjective and has a continuous section r : Σ(E) → Ell(E) such that r • p is fiberwise homotopic to the identity map.
Proof. We define a section r :
, (e 1 , e 2 ) is a fixed global field of frames in T M, ∇ is a fixed smooth connection on E, and superscript t means taking of formally adjoint operator. The operation of taking formally adjoint operator leaves invariant symbol. Moreover, it defines a continuous transformation of the space of first order operators with the topology defined by the inclusion to C 1 (End(E)) 2 × C 0 (End(E)), Denote by Θ(E) the set of all quadruples (E − , E + , J, Q − ) such that E − , E + are transversal smooth subbundles of E of half rank (that is, rank E − = rank E + = 1 2 rank E), J is a smooth bundle isomorphism of E − onto (E − ) ⊥ , and Q − is a smooth bundle automorphism of E − such that all eigenvalues of Q −
x have negative imaginary part for every x ∈ M.
Equip Θ(E) with the topology induced by the inclusion
Lemma 9.4. The map (9.1) defines a homeomorphism between the spaces Σ(E) and Θ(E).
Proof. Let us show first that ϑ is a bijection. Let
We define the endomorphism σ i of E by the condition that the restriction of σ i to E + , resp. E − coincides with σ + i , resp. σ − i . Every elements u, v ∈ E x can be written as 
Retraction of operators.
Using results of Propositions 9.1-9.3, we are now able to prove the following result. We will need only properties (1-3) in this paper. Properties (4-5) will be used in the next paper [19] .
Proof. Throughout the proof, we call a homotopy [0, 1] × Ell(E) → Ell(E) "nice" if it satisfies conditions (1-3) of the proposition. Obviously, the set of nice homotopies is closed under concatenation. We will construct a desired deformation retraction H as the concatenation of three nice homotopies. Then we show that the resulting homotopy satisfies conditions (4-5) as well.
Let r : Σ(E) → Ell(E) be a section from Proposition 9.1 and r D : Σ D (E) → Dir(E) be a section from Proposition 9.2. The linear fiberwise homotopy q between r • p and the identity map is a nice deformation retraction of Ell(E) onto r(Σ(E)). The composition r • h s • p gives a nice deformation retraction of r(Σ(E)) onto r(Σ D (E)) ⊂ p −1 (Σ D (E)); we will denote it by the same letter h. The linear fiberwise homotopy q D between r D • p and the identity map is a nice deformation retraction of p −1 (Σ D (E)) onto r D (Σ D (E)) ⊂ Dir(E).
Concatenating q, h, and q D , we obtain a nice deformation retraction H of Ell(E) onto the subspace r D (Σ D (E)) of Dir(E):
. This proves conditions (4-5) of the proposition.
It remains to check that the natural embedding Dir(E) ֒ → Ell(E) is a homotopy equivalence. For every A ∈ Dir(E), the image H 1 (A) = A 1 also lies in Dir(E), but we need to be careful because A s is not necessarily odd for s ∈ (0, 1). By property (4) 2. There exists a deformation retraction of Ω g Ell(E) onto a subspace of Ω g Dir(E) preserving both E − (γ, g) and F(γ, g).
Proof. 1. Let ρ 0 , ρ 1 : [0, 1] → R be a partition of unity subordinated to the covering [0, 1] = U 0 ∪ U 1 , U 0 = [0, 2/3), U 1 = (1/3, 1], that is, supp ρ i ⊂ U i and ρ 0 + ρ 1 ≡ 1.
Let h : [0, 1] × Ell(E) → Ell(E) be a deformation retraction of Ell(E) onto a subspace of Dir(E) satisfying conditions of Proposition 9.5. Then a desired deformation retraction [0, 1] × Ω g Ell(E) → Ω g Ell(E) can be defined by the formula A(t) ). Indeed, by property (3) of Proposition 9.5 the operators A 0 s (t) and A 1 s (t) have the same symbols, so their convex combination A s (t) lies in Ell(E) for every t ∈ [0, 1]. The symbols and the chiral decompositions of the odd Dirac operators A 0 1 (t) and A 1 1 (t) coincide, so their convex combination A 1 (t) lies in Dir(E). For s = 0 we get
, so A s lies in Ω g Ell(E). Since E − (A) depends only on the symbol of A and is preserved by h s , we get E − (A s , g) = E − (A, g) for every s ∈ [0, 1]. Proof. Let H be a deformation retraction of Ω g Ell(E) onto a subspace of Ω g Dir(E) satisfying conditions of Proposition 9.7.
We define the deformation retraction
For γ ∈ Ω g Ell + (E) and γ s = H s (γ) we have F(γ s ) = F(γ) = 0, so by Proposition 6.2 γ s ∈ Ω g Ell + (E) for every s. In particular, γ 1 ∈ Ω g Ell + (E) ∩ Ω g Dir(E) = Ω g Dir + (E).
For γ ∈ Ω g Ell − (E) and γ s = H s (γ) we have F(γ s ) = F(γ) = E − (γ) = E − (γ s ), so by Proposition 6.2 γ s ∈ Ω g Ell − (E) for every s. In particular, γ 1 ∈ Ω g Ell − (E) ∩ Ω g Dir(E) = Ω g Dir − (E).
Vanishing of the spectral flow
Invertible Dirac operators. We have no means to detect the invertibility of an arbitrary element of Ell(E) by purely topological methods. However, there is a big class of odd Dirac operators which are necessarily invertible. Proposition 10.1. Let A ∈ Dir(E), that is, A is an odd Dirac operator. Let T be a positive definite automorphism of E − ∂ (A), and let L be the boundary condition for A defined by (4.2). Then A L has no zero eigenvalues. The same is true for negative definite T . In other words, both Dir + (E) and Dir − (E) are subspaces of Ell 0 (E).
This proposition explains why we distinguish odd Dirac operators. If T is definite, but A is not odd, then A L no longer has to be invertible.
Proof. Let A be defined by formula (7.1). Denote the symbol of A + by σ + . Let u = (u + , u − ) be a section of the vector bundle E = E + (A) ⊕ E − (A). If u ∈ dom(A L ), then the restriction of u to ∂M satisfies iσ + (n)u + = T u − . Since A + and A − are formally conjugate one to another, Green's formula gives
where dl is the length element on ∂M and ds is the volume element on M.
Suppose now that A L u = 0. Then A + u + = A − u − = 0, so the last integral vanishes and we obtain ∂M T u − , u − dl = 0. If T is positive definite or negative definite on ∂M, then the last equality implies vanishing of u − on ∂M. This together with the boundary condition iσ + (n)u + = T u − implies vanishing of u + on ∂M. By the weak inner unique continuation property of Dirac operators [2] , we get u ≡ 0 on whole M. It follows that A L has no zero eigenvalues, which completes the proof of the proposition.
Vanishing of the spectral flow. Our next goal is to show that the spectral flow satisfies the first condition of Theorem 8.3. Proof. Suppose that γ ∈ Ω g Ell + (E) or Ω g Ell − (E), g ∈ U(E). By Proposition 9.8, γ is connected by a path with an element γ 1 of Ω g Dir + (E) or Ω g Dir − (E) respectively. By Proposition 10.1 γ 1 ∈ Ω g Ell 0 (E).
The path γ s (t) = (A − sλ, L) connects γ with the constant loop γ 1 ∈ Ω * Ell 0 (E).
Since the spectral flow vanishes on paths in Ell 0 (E), sf(γ 1 ) = 0. The homotopy invariance of the spectral flow implies sf(γ) = 0, which completes the proof of the proposition.
The spectral flow formula
Now we are ready to compute the spectral flow.
Theorem 11.1. Let γ : [0, 1] → Ell(E) be a continuous path such that γ(1) = gγ(0) for some smooth unitary bundle automorphism g of E. Then sf (γ) = Ψ(γ, g).
The proof consists of a sequence of lemmas.
Lemma 11.2. There is an integer λ = λ M depending only on M such that
for every γ ∈ Ω g Ell(E), g ∈ U(E).
Proof. The spectral flow defines the homomorphism sf :
which is constant on path connected components of Ω U Ell M . By Proposition 10.2, the spectral flow vanishes on Ω * Ell M , Ω U Ell + M , and Ω U Ell − M . Thus Φ = sf and Λ = Z satisfy the first condition of Theorem 8.3. By Theorem 8.3 there is a λ ∈ Z such that (11.1) holds for every γ ∈ Ω g Ell(2k M ). Since every vector bundle over M is trivial, this completes the proof of the lemma. Proof. This was proven by the author in [16, Theorem 4] (λ ann is denoted by c 2 there). The proof is based on the direct computation of the spectral flow for the Dirac operator on S 1 × [0, 1] with varying connection and fixed boundary condition. Proof. There are different ways to reduce the computation of λ M to the case of an annulus. Here we describe one of them, namely the splitting of M into two pieces: the smaller surface M ′ diffeomorphic to M and the collar M ′′ of the boundary. Following ideas of P. Kirk and M. Lesch from [11] , we take the Dirac operator which has the product form near boundary and choose mutually orthogonal boundary conditions on the sides of the cut. Then the spectral flow over M coincides with the sum of spectral flows over M ′ and M ′′ . Since M ′′ is the disjoint union of annuli, this reasoning allows to reduce the computation of λ M to the computation for the annuli. Let us describe this procedure in more detail.
Let U be a collar neighbourhood of ∂M in M; we identify U with the product (−2ε, 0] × ∂M. Let (y, z) be the coordinates on U, with y ∈ ∂M, z ∈ (−2ε, 0], and (∂ z , ∂ y ) a positive oriented basis in T U. Equip M with a metric whose restriction to U has the product form dl 2 = dy 2 + dz 2 .
Let D ∈ Dir(E) be an odd Dirac operator acting on sections of E = E + (D) ⊕ E − (D) with E + (D) = E − (D) = 2 M . Adding a bundle automorphism to D if required, we can ensure that the restriction of D to U has the product form
Let F be a vector bundle of rank 1 over ∂M × S 1 such that c 1 (F)[∂M × S 1 ] = 0. Choose the smooth embedding of F into the trivial vector bundle of rank 2 over ∂M × S 1 .
Restricting this embedding to ∂M × {t}, we obtain the smooth loop (F t ) t∈S 1 of smooth subbundles F t of 2 ∂M . Define the smooth automorphisms T t of 2 ∂M by the formula
Let L t ⊂ E ∂ be the correspondent boundary condition for D (that is, L t is obtained from T t as described in Proposition 4.3). Then F = F(γ) for the loop γ ∈ ΩEll(E) defined by the formula γ(t) = (D, L t ). By Lemma 11.2, The restriction of E cut to N ′ ∐ N ′′ is isomorphic to the disjoint union of two copies of E| N . Let us identify its sections with sections of the vector bundleĒ ∂ = (E ⊕ E)| N . The diagonal subbundle ∆ = {u ⊕ u} ofĒ ∂ defines the so called transmission boundary condition on the cut. The natural isometry L 2 (E) → L 2 (E cut ) takes the operator D L t to the operator D cut ∆∐L t . Therefore, D cut ∆∐L t is a self-adjoint Fredholm regular operator on L 2 (E cut ), and sf (D, L t ) = sf (D cut , ∆ ∐ L t ).
Extending the identification above to the identification of sections of E cut
we can write D cut in the collar of the cut as
andz is the normal coordinate increasing in the direction of the cut (soz = z on U ′ andz = −z − 2ε on U ′′ ). We also change the orientation on M ′ , so that (∂z, ∂ y ) becomes a negative oriented basis. ThenQ = −σ −1 1σ 2 = (−Q) ⊕ Q and
The restrictionσ + 1 ofσ 1 toĒ + has the formσ + 1 = σ − 1 ⊕ (−σ + 1 ) with respect to decompositions (11.2). Proposition 4.3 associates with every self-adjoint automorphismT ofĒ − ∂ the subbun-dleL(T ) ofĒ ∂ given by the formula iσ + 1ū + =Tū − . EachL(T ) is a self-adjoint well posed boundary condition forD on the cut, soL(T ) ∐ L t is a self-adjoint well posed boundary condition for D cut .
The transmission boundary condition ∆ corresponds to the unitary self-adjoint auto-morphismT
Over every point x ∈ ∂M the trace ofT ∆ is zero, so it has exactly two positive and two negative eigenvalues.T ∆ can be identified with a map from ∂M to the complex Grassmanian Gr (2, 4) . Since Gr (2, 4) is simply connected, every two maps from ∂M to Gr (2, 4) are homotopic. ThusT 0 =T ∆ can be connected by a smooth homotopy (T s ) withT 1 = (−1) ⊕ 1 in the space of (unitary) self-adjoint bundle automorphisms ofĒ − ∂ . Denote byL s the subbundle ofĒ ∂ corresponding toT s , and letL =L 1 . ThenL s ∐ L t is a self-adjoint well posed global boundary condition for D cut , so D cut L s ∐L t is a regular self-adjoint Fredholm operator on L 2 (E cut ) for each s, t. By Lemma A.12 from the Appendix, the map
, is continuous. By Proposition A.10, this implies the continuity of the map
Therefore, by the homotopy invariance property of the spectral flow we have
The boundary conditionL is given by the formula iσ + 1ū
given by the formula i(−σ + 1 )u ′+ = u ′− and L ′′ is the subbundle of E cut N ′′ given by the formula iσ + 1 u ′′+ = u ′′− . Therefore,L ∐ L t is a local boundary condition for D cut . Applying Lemma 11.2 to the connected components of M cut , we obtain
Combining all this together, we obtain
The value of c 1 (F)[∂M × S 1 ] does not vanish due to the choice of F. Therefore, λ ann = λ M , which completes the proof of the lemma and of Theorem 11.1. different form and with different proofs, are contained in the Appendix to the recent paper of Booss-Bavnbek and Zhu [3] . In particular, our Proposition A.5 is a corollary of [3, Proposition A.6.2] and our Proposition A.7 is a special case of [3, Corollary A.6.4] . Nevertheless, we leave these results and their proofs in the paper for the sake of completeness, and also because their statements better meet our needs. For Hilbert spaces, our proofs have the advantage of not using elaborated estimates and inequalities. We also add the more general case of Banach spaces to the Appendix with the purpose of better matching the results of [3] , though we use only Hilbert spaces in the main part of the paper. 
P − Q is invertible.
If this is the case, then for the projection S on Im P along Im Q and the projection T on Ker P along Ker Q we have:
and P + Q = (2S − 1)(P − Q) is also invertible.
Proof. (1 ⇒ 2) Let (Im P, Im Q), (Ker P, Ker Q) ∈ Gr (2) (H). Denote by S, T the elements of Proj(H) corresponding these two pairs of complementary subspaces. Using the identities SP = P, T Q = T , SQ = 0, and (1 − T )(1 − P) = 0, we obtain
Similarly, we have
Therefore, P − Q is invertible with S − T the inverse operator. 2. Let P ∈ Proj(H). Then the operator P + P * − 1 is invertible, and the orthogonal projection on the image of P is given by the formula
Proof. 1. If (L, M) ∈ Gr (2) (H), then also (L ⊥ , M ⊥ ) ∈ Gr (2) (H). Applying Proposition A.1 to the pair of orthogonal projections P L and P M , we obtain the first claim of the Corollary.
2. 1 − P * is the projection on (Im P) ⊥ along (Ker P) ⊥ . Applying Proposition A.1 to the pair of projections P and 1 − P * , we see that P + P * − 1 = P − (1 − P * ) is invertible and P(P + P * − 1) −1 is the projection on Im P along (Im P) ⊥ . 
A.2 The gap topology on Gr(H)
For a Hilbert space H these two definitions of the gap topology coincide.
Proposition A.4 below gives an equivalent definition of the gap topology on the Grassmanian of a Banach space in terms of projections, resembling the definition of the gap topology for Hilbert spaces.
The gap topology on Gr(H) induces the topology on Gr 2 (H) and on its subspace Gr (2) We first give the proof in the case of a Hilbert space H, because it is simpler and because we need only this case in the main part of the paper as well as in the proofs of all the results below in the context of Hilbert spaces. After proving the "Hilbert case" we give the proof of the general "Banach case". The inverse map Gr (2) (H) → Proj(H) is given by formula (A.2) and therefore is continuous. Thus the map Proj(H) → Gr (2) (H) is a homeomorphism.
To prove that Gr (2) (H) is open in Gr 2 (H), take arbitrary (L, M) ∈ Gr (2) (H). The operator P L − P M is invertible by Corollary A.2. Choose ε > 0 such that 2ε-neighbourhood of P L − P M in B(H) consists of invertible operators. Then for any L ′ , M ′ ∈ Gr(H) such that P L − P L ′ < ε, P M − P M ′ < ε we have
This completes the proof of the proposition for Hilbert spaces.
2.
Let now H be an arbitrary Banach space. The continuity of the map Im : Proj(H) → Gr(H) follows from the inequalityδ(Im P, Im Q) P − Q . As above, this implies that ϕ is a continuous bijection. The continuity of the map Gr (2) Proof. The projection p 1 : Gr 2 (H) → Gr(H) onto the first factor is an open continuous map. By Proposition A.3, Gr (2) (H) is open in Gr 2 (H), so the restriction of p 1 to Gr (2) (H) is also an open map. This restriction maps Gr (2) (H) continuously and surjectively onto Gr(H). Therefore, the gap topology on Gr(H) coincides with the quotient topology induced by the map p 1 : Gr (2) (H) → Gr(H). To complete the proof, it is sufficient to apply the homeomorphism ϕ : Proj(H) → Gr (2) (H) from Proposition A.3. by Proposition A.4. Therefore, g is also continuous. This completes the proof of the proposition.
A.3 Injective maps of Banach spaces
Proposition A.8. Let W, H, H ′ be Banach spaces, and let j ∈ B(W, H) be injective. Denote by C j (W, H ′ ) the subspace of C(W, H ′ ) consisting of operators A : dom(A) → H ′ such that the operator j * A : j(dom(A)) → H ′ , j * A = A · j −1 lies in C(H, H ′ ). Then the natural inclusion j * : C j (W, H ′ ) ֒ → C(H, H ′ ) is continuous.
Proof. Consider the following commutative diagram:
The spaces above are just subspaces on the spaces below, and C j (W, H ′ ) = C(W, H ′ ) ∩ Gr j (W ⊕ H ′ ). By Proposition A.5, the map j * : Gr j (W ⊕ H ′ ) → Gr(H ⊕ H ′ ) is continuous. So the restriction of j * to C j (W, H ′ ) ⊂ Gr j (W ⊕ H ′ ) is also continuous. This completes the proof of the proposition.
A.5 Differential and pseudo-differential operators
The results of the previous subsection can be used for differential and pseudo-differential operators acting between sections of vector bundles over M. To achieve continuity of the corresponding families of closed operators, the relevant topology on the space of differential operators will be the C 0 b -topology on their coefficients.
General framework. Let M be a smooth Riemannian manifold and E, E ′ be smooth Hermitian vector bundles over M. For an integer d 1, we denote by Op d (E, E ′ ) the set of all pairs (A, D) such that • A is a bounded operator from H d (E) to L 2 (E ′ ),
• D is a closed subspace of H d (E), and • the restriction A| D of A to the domain D is closed as an operator from L 2 (E) to L 2 (E ′ ). We equip Op d (E, E ′ ) with the topology induced by the inclusion
Here L 2 (E) is the Hilbert space of L 2 -sections of E and H d (E) is the d-th order Sobolev space of sections of E. Proposition A.9. The map Op d (E, E ′ ) → C(L 2 (E), L 2 (E ′ )) taking (A, D) to A| D is continuous.
Proof. Take W = H d (E), H = L 2 (E), H ′ = L 2 (E ′ ), and let j be the natural embedding W ֒ → H. By Proposition A.7, the map Op d (E, E ′ ) ⊂ B(W, H ′ ) × Gr(W) → C(W, H ′ ) is continuous. By definition of Op d (E, E ′ ), the image of this map is contained in C j (W, H ′ ). By Proposition A.8, the map j * : C j (W, H ′ ) → C(H, H ′ ) is continuous. Combining all this, we obtain the continuity of the map Op d (E, E ′ ) → C(H, H ′ ).
This general result can be applied to differential or pseudo-differential operators A of order d with domains D given by boundary conditions. We show below how Proposition A.9 can be applied to boundary value problems for first order differential operators, in particular local boundary value problems. We omit discussion of higher order operators because boundary conditions are slightly more complicated in that case; however, Proposition A.9 works for higher order operators as well.
Boundary value problems for first order operators. Suppose now that M is a compact manifold. Denote by E ∂ the restriction of E to the boundary ∂M.
Let A ∈ B(H 1 (E), L 2 (E ′ )). In particular, A can be a first order differential operator with continuous coefficients. For a closed subspace L of H Proof. The inverse image τ −1 (L) is a closed subspace of H 1 (E). Since τ is bounded and surjective, the map τ * : Gr(H 1/2 (E ∂ )) → Gr(H 1 (E)), L → τ −1 (L), is continuous. Hence the map Op(E, E ′ ) → Op 1 (E, E ′ ) taking (A, L) to (A, τ −1 (L)) is also continuous. It remains to apply Proposition A.9.
Local boundary value problems for first order operators. Denote by Ell(E, E ′ ) the set of all pairs (A, L) such that • A is a first order elliptic differential operator with smooth coefficients acting from sections of E to sections of E ′ , and
• L is a smooth subbundle of E ∂ satisfying Shapiro-Lopatinskii condition (3.3).
Equip Ell(E, E ′ ) with the C 0 -topology on coefficients of operators and the C 1 -topology on boundary conditions, that is, the topology induced by the inclusion Ell(E, E ′ ) ֒ → B(H 1 (E), L 2 (E ′ )) × C 1 (Gr(E ∂ )).
Here Gr(E ∂ ) denotes the smooth vector bundle over ∂M whose fiber over x ∈ ∂M is the Grassmanian Gr(E x ), and sections of Gr(E ∂ ) are identified with subbundles of E ∂ .
The Sobolev space H 1/2 (L) can be naturally identified with the closed subspace of Proof. It is an immediate corollary of the following lemma applied to N = ∂M and F = E ∂ and of Proposition A.10.
Lemma A.12. Let F be a smooth Hermitian vector bundle over a smooth closed Riemannian manifold N. Then the map (A.5) C ∞,1 (Gr(F)) → Gr(H 1/2 (F)), taking a smooth subbundle L of F to H 1/2 (L) ⊂ H 1/2 (F), is continuous. Here C ∞,1 (Gr(F)) denotes the space of smooth sections of Gr(F) with the C 1 -topology, that is, the topology induced by the embedding C ∞ (Gr(F)) ֒ → C 1 (Gr(F)).
Proof. Operator of multiplication by a C 1 -function N → C is a bounded operator on H s (N) for every s ∈ [0, 1]. In particular, it is bounded as an operator acting on H 1/2 (N), and the correspondent inclusion C 1 (N) ֒ → B H 1/2 (N) is continuous. Passing to bundles, we obtain the natural continuous inclusion (A.6) C 1 (End(F)) ֒ → B H 1/2 (F) .
The smooth map P : Gr(C n ) → End(C n ), V → P V , induces the continuous map P * : C 1 (Gr(F)) ֒ → C 1 (End(F) ), which carries a subbundle L of F to the orthogonal projection P * L of F onto L. Composing it with the continuous inclusion (A.6), we obtain the continuous map Q : C 1 (Gr(F)) ֒ → B H 1/2 (F) .
For each smooth subbundle L of F the bounded operator Q(L) is an idempotent with the image H 1/2 (L). By Proposition A.3(1), the map
is continuous. Composing it with Q, we obtain continuity of (A.5). This completes the proof of the lemma.
