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A quantum metrology protocol for parameter estimation is typically comprised of three stages:
probe state preparation, sensing and then readout, where the time required for the first and last
stages is usually neglected. In the present work we consider non-negligible state preparation and
readout times, and the tradeoffs in sensitivity that come when a limited time resource τ must be
divided between the three stages. To investigate this, we focus on the problem of magnetic field
sensing with spins in one-axis twisted or two-axis twisted states. We find that (accounting for the
time necessary to prepare a twisted state) by including entanglement, which is introduced via the
twisting, no advantage is gained unless the time τ is sufficiently long or the twisting sufficiently
strong. However, we also find that the limited time resource is used more effectively if we allow the
twisting and the magnetic field to be applied concurrently which is representative of a more realistic
sensing scenario. We extend this result into the optical regime by utilizing the exact correspondence
between a spin system and a bosonic field mode as given by the Holstein-Primakoff transformation.
PACS numbers: 03.67.Bg, 03.67.-a, 42.50.Dv
I. INTRODUCTION
Quantum metrology utilises non-classical effects in or-
der to enhance the precision to which measurements can
be made [1]. This has had many useful applications in
fields as diverse as gravitational wave detection [2–4],
magnetometry [5] and biological sensing [6–9]. If quan-
tum metrology is to become a widespread technology, the
theoretical models should incorporate further, more re-
alistic aspects of the system. In this paper, we consider
non-negligible state preparation and readout times, and
we investigate the tradeoffs in sensitivity when a limited
time resource must be divided between the various stages
of a quantum metrology protocol.
A quantum metrology protocol is typically ordered into
three stages: i) Probe state preparation, in which quan-
tum mechanical correlations are introduced to a system
that will be used as a probe. Examples include the gener-
ation of spin squeezed states [10] or of cat states [11, 12].
ii) Sensing, in which the probe is subject to, and conse-
quently altered by, a parameter of interest. The quan-
tum mechanical correlations introduced in the prepara-
tion stage increase the probe’s susceptibility to alter-
ations caused by this parameter beyond classical limits.
iii) Readout, in which a final measurement is made on
the altered probe state enabling estimation of the param-
eter of interest.
The three stages of the protocol take a combined time
τ . Usually, the state preparation and readout times are
assumed to be negligible, so that the total time τ can
be devoted to the sensing stage. If the state preparation
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and readout times are non-negligible, however, τ should
be divided between the three stages [13]. This leads to a
trade-off since, for example, too much time given to state
preparation subtracts from the available time for sensing,
while too little time given to state preparation may not
allow enough time to generate the most sensitive state.
In this paper we explore this problem in the context
of magnetic field sensing with a probe consisting of N
spin-1/2 particles. We compare three different strategies
depicted in Fig.1. In scheme A, the magnetic field is
probed with a separable state of the spins, which we as-
sume can be prepared and read-out in a negligible time.
In scheme B, a non-negligible preparation time is used to
generate a twisted (i.e., entangled) spin state [14], before
exposing it to the magnetic field. Finally, in scheme C,
we investigate whether the limited time resource τ can be
used more effectively by allowing the twisting operation
and the magnetic field to be applied simultaneously. By a
combination of numerical and analytical results, we find
that scheme C is indeed a more effective use of the lim-
ited time resource than scheme B. Comparing schemes B
and C to scheme A, we also find that — taking the non-
negligible state preparation times into account — twist-
ing gives no improvement in sensitivity unless the total
time resource τ is sufficiently long, or the twisting suffi-
ciently strong. In section II we consider schemes where
the entanglement is generated by two-axis twisting and
the final readout is optimised over all possible measure-
ments. In section III, motivated by the recent work of
Davis and co-workers [15], we consider an arguably more
realistic scheme where the entanglement is generated by
one-axis twisting and the readout is by a so-called echo
measurement. Conclusions are given in section IV.
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2FIG. 1: In scheme A, the magnetic field is applied over the
entire time τ , by the operation Dˆω(τ). The spins remain in a
separable state throughout. In scheme B, the two-axis twist-
ing operation Sˆη(t
′) generates a sensitive entangled state be-
fore exposure to the magnetic field through Dˆω(t). In scheme
C the spins are subject to the operation Uˆω,η(t
′) (as defined in
section II) which exposes them to the magnetic field during
the twisting operation. Each scheme ends with a measure-
ment of the final state |ψi〉 (i ∈ {A,B,C}), which we assume
can be done in a negligible time. For a fair comparison, be-
tween the three schemes, each is constrained by the time τ .
II. MAGNETIC FIELD SENSING AND
TWO-AXIS TWISTING
In this section we consider our schemes A, B and C,
illustrated in Fig. 1. Before describing each scheme in
detail, it is useful to introduce the collective spin opera-
tors Jˆµ =
∑N
i=1 σˆ
(µ)
i , where σ
(µ)
i are the Pauli spin op-
erators for the i’th spin-1/2 particle with µ ∈ {x, y, z}.
Eigenstates of the σˆ(z) operator are denoted |↑〉 and |↓〉.
Furthermore, we can define the raising and lowering op-
erators Jˆ± = Jˆx ± iJˆy. As shown in Fig. 1, in all three
schemes we assume that the initial “unprepared” probe
state is the coherent spin state |↓〉⊗N and that the final
state is |ψj〉 (j ∈ {A,B,C}). For simplicity, in this sec-
tion we assume that the final readout of the state |ψj〉
takes a negligible amount of time.
To quantify the magnetic field sensitivity of the scheme
j ∈ {A,B,C}, we make use of the quantum Cramer-
Rao inequality [16, 17] δωj ≥ 1/
√
νFj , where we have
used ω to denote the scaled magnetic field; the frequency
ω = γB is proportional to the magnetic field B, so that
the problem of estimating ω is the same as the problem
of estimating B when the gyromagnetic ratio γ is known.
This gives an upper bound on the error δωj of the esti-
mate of the scaled magnetic field ω. The Cramer-Rao
bound holds for sufficiently large number of of repeats of
the measurement scheme ν. The quantity Fj is the quan-
tum Fisher information, which around ω ≈ 0 is given by:
Fj = 4
[〈∂ωψj |∂ωψj〉+ |〈ψj |∂ωψj〉|2]ω=0 (1)
where |∂ωψj〉 = ∂∂ω |ψj〉. We can quantify the sensitivity
by the dimensionless quantity
(
√
ντδωj)
−1 ≤√Fj/τ, (2)
where the upper bound follows from the quantum
Cramer-Rao inequality. Eq. 2 is valid when ν  1 and
we note that if the final measurement of the state |ψj〉 is
optimised, it is possible to saturate the inequality.
We now describe schemes A, B and C in detail, and
calculate the dimensionless sensitivity Eq. 2 in each case.
Scheme A
In scheme A, the initial state |↓〉⊗N evolves by a scaled
magnetic field ω (in the y-direction) for the total time τ ,
giving the final state:
|ψA〉 = Dˆω(τ) |↓〉⊗N , (3)
where Dˆω(τ) ≡ exp[−iτHˆω/~] and Hˆω = ~ωJˆy/
√
N .
(Note that for later convenience the Hamiltonian Hˆω has
been scaled by a factor of 1/γ
√
N). The unitary Dˆω(τ)
causes a rotation of the “unprepared” state around the
y-axis by an angle φ = ωτ/
√
N , where ω is to be esti-
mated. Clearly there is no entanglement between spins
at any time in this scheme. Calculating the quantum
Fisher information by Eq. 1 gives:
(
√
ντδωA)
−1 ≤
√
FA/τ = 1. (4)
This is the benchmark against which we compare the
sensitivities of schemes B and C.
Scheme B
One of the main results in the field of quantum metrol-
ogy is that we can, in principle, improve on scheme A by
generating an entangled state of the probe before expos-
ing it to the magnetic field during the sensing period.
When the entangled state preparation and readout times
can be neglected, this is known to give a large improve-
ment in the estimate of ω compared to scheme A. How-
ever, the extra time cost of preparing the entangled state
is usually not taken into account. In scheme B we include
the time required for state preparation.
One class of entangled states are two-axis twisted
(TAT) states [14, 18]. In our scheme B, starting from
the initial state |↓〉⊗N , the spins evolve by the TAT op-
eration Sˆη(t
′) = exp[−it′Hˆη/~] for a state preparation
time of duration t′. Here Hˆη = i~η(Jˆ2− − Jˆ2+)/N is the
two-axis twisting Hamiltonian, which has been scaled
by a factor of 1/N for later convenience, and η is the
twisting strength. For small ηt′, this operation gener-
ates squeezed states with a reduced standard deviation
of the spin observable Jˆx [14, 18]. Such states are highly
sensitive to spin rotations around the y-axis, since only
3FIG. 2: These plots show that for a sufficiently small value of ητ (e.g. ητ = 0.4 in the upper plots), scheme B gives no
improvement over scheme A. For a sufficiently large value of ητ (e.g. ητ = 4 in the lower plots), both scheme B and scheme
C can give a better sensitivity than scheme A (i.e., the two-axis twisting state preparation is worthwhile), if the sensing time
t/τ is optimised.
a small rotation is necessary to result in a state that is
easily distinguishable from the state prior to the small
rotation. For larger values of ηt′, two-axis twisting gen-
erates “over-squeezed” states, including Schro¨dinger cat
states. Over-squeezed states are also highly-sensitive to
spin rotations around the y-axis and, if state prepara-
tion and readout times are neglected, can give sensitiv-
ity of the scaled magnetic field at the Heisenberg limit
(
√
ντδω)−1 =
√
N which has been scaled here by a fac-
tor of 1/
√
N due to the prior scaling introduced in the
Hamiltonians.
After the spins are prepared in the two-axis twisted
state, they are exposed to the magnetic field for a time t,
resulting in a rotation of the state around the spin y-axis
by Dˆω(t) = exp[−itHˆω/~]. The final state is thus:
|ψB〉 = Dˆω(t)Sˆη(t′) |↓〉⊗N . (5)
To ensure that the total time of scheme B is limited to
τ , we have t′ = τ − t. We note that if t = τ , there is no
two-axis twisting and scheme B reduces to scheme A.
Since an exact analytic expression for the quantum
Fisher information FB is unknown, we calculate it nu-
merically. An examination of the parameters of scheme
B shows that the dynamics are completely determined
by only three independent, dimensionless variables: N
(the number of spins), t/τ (the fraction of the total mea-
surement time given to the sensing stage), and ητ (the
total measurement time τ in units of 1/η). We now ex-
plore the sensitivity in this parameter space. In Fig. 2,
the dashed oragne lines show
√
FB/τ as a function of the
sensing time t/τ for various choices of ητ and N . We no-
tice that there are some values of ητ and N for which
scheme B gives no advantage over scheme A for any
choice of sensing time t/τ [see Figs. 2(a), 2(b), and 2(c)].
In these cases, the sensitivity of scheme B approaches
that of scheme A only as t/τ → 1 (i.e., as scheme B ap-
proaches scheme A). This shows that two-axis twisting
does not always give improvements in sensitivity, when
a non-negligible state preparation time is taken into ac-
count. However, for other values of ητ and N , it is clear
that scheme B does give improvements over scheme A, if
the sensing time t/τ is carefully chosen [see Figs. 2(d),
2(e), and 2(f)].
We can reduce the size of the parameter space and
simplify the analysis by optimising over the sensing time
t/τ for each value of ητ and N . This optimisation is
done numerically and the results are plotted against ητ
in Figs. 3(a) and 3(b), with the corresponding optimal
sensing times (t/τ)opt plotted in Figs. 3(d) and 3(e),
respectively. These plots show that scheme B gives no
advantage over scheme A if ητ . 0.5, i.e., if the sens-
ing time τ is sufficiently short or the twisting strength
η sufficiently weak. This conclusion follows from the ob-
servation that for ητ . 0.5, the optimal sensing time is
(t/τ)opt = 1, i.e., the full time τ is devoted to sensing,
there is no two-axis twisting, and scheme B reduces to
scheme A.
If ητ →∞ (the measurement time is infinitely long or
the twisting is infinitely strong), any squeezed or over-
squeezed state can be prepared in a negligible fraction
of the total available time τ . Indeed, Figs. 3(a) and
3(b) show that for ητ  1 the sensitivity approaches the
Heisenberg limit, while Figs. 3(d) and 3(e) show that
the state preparation time becomes a small fraction of τ
(since the optimal sensing time (t/τ)opt is close to, but
not equal to, unity).
Although the analytic calculation of the quantum
Fisher information
√
FB/τ is intractable for arbitrary N ,
it is possible to calculate it in the limit N →∞. We find
4FIG. 3: The upper plots show the optimised sensitivity maxt/τ (
√
Fi/τ) as a function of ητ , and the lower plots show the
corresponding optimal sensing times, (t/τ)opt. Comparison of schemes reveals that scheme B gives no advantage over scheme
A for ητ . 0.5. Scheme C, however, does better than scheme A for all values of ητ , although the advantage vanishes as ητ → 0.
(see Appendix for details) that:√
FB/τ
N→∞−→ t
τ
e2ητ(1−t/τ). (6)
Optimising Eq. 6 over the sensing time t/τ gives different
answers depending on whether ητ > 0.5 or ητ ≤ 0.5. If
ητ > 0.5 we have:
max
t/τ
(
√
FB/τ)
N→∞−→ e
2ητ−1
2ητ
, (7)
(t/τ)opt
N→∞−→ 1
2ητ
. (8)
If, however, ητ ≤ 0.5 we have
max
t/τ
(
√
FB/τ)
N→∞−→ 1, (9)
(t/τ)opt
N→∞−→ 1, (10)
These quantities are plotted in Figs. 3(c) and 3(f).
Comparison with the sensitivity
√
FA/τ = 1 for scheme
A shows that, in the N → ∞ limit, preparation of a
squeezed state via scheme B gives an enhanced sensi-
tivity only if ητ > 0.5. If ητ ≤ 0.5, however, we have
(t/τ)opt
N→∞−→ 1 and the whole of the available time τ
should be used for sensing without any squeezing (i.e.,
scheme B reduces to scheme A), in broad agreement with
the numerical results for finite N .
Scheme C
During the state preparation stage in scheme B, the
probe is not exposed to the magnetic field. This begs
the question: can the limited time resource τ be used
more efficiently by applying the magnetic field during the
spin squeezing operation? This motivates our scheme C,
which is plotted schematically in Fig. 1(C). We note that
scheme C also describes a possibly more realistic scenario
where the measured magnetic field cannot be switched off
during the state preparation stage of the protocol.
First, the TAT and the magnetic field are applied si-
multaneously for a time t′, so that the initial state evolves
by the unitary transformation Uˆω,η(t
′) ≡ exp[−it′(Hˆω +
Hˆη)/~], where Hˆω + Hˆη = ~ωJˆy/
√
N + i~η(Jˆ2− − Jˆ2+)/N
is the sum of the TAT Hamiltonian and the magnetic
field Hamiltonian. Following this, we switch off the TAT
Hamiltonian and allow the spins to evolve in the mag-
netic field for a time t, resulting in an evolution operator
Dˆω(t). The final state is thus:
|ψC〉 = Dˆω(t)Uˆω,η(t′) |↓〉⊗N . (11)
Again, to ensure that the total time is limited to τ , we
have t′ = τ − t. Also, if t = τ , there is no two-axis
twisting and scheme C reduces to scheme A.
As in scheme B, the analytic calculation of the quan-
tum Fisher information FC is intractable, so we calculate
it numerically. The solid green lines in Fig. 2 show the
dependence of
√
FC/τ on the sensing time t/τ . We see
that scheme C can give better sensitivity than scheme A,
even in parameter regimes where scheme B gives no ad-
vantage over scheme A [see Figs. 2(a), 2(b) and 2(c)]. In
such cases, applying the two-axis twisting and the mag-
netic field simultaneously is a more effective use of the
limited time resource τ then applying them separately
(as in scheme B) or without any twisting at all (as in
scheme A).
We can numerically optimise the sensitivity
√
FC/τ
over the sensing time t/τ . This is plotted in the solid
green lines in Figs. 3(a) and 3(b), with the corresponding
optimal sensing times (t/τ)opt plotted in Figs. 3(d) and
3(e), respectively. It appears that scheme C outperforms
schemes A andB for all values of ητ , with the sensitivities
of all three schemes converging to
√
F/τ → 1 as ητ →
50. Also, we see that for small values of ητ , the optimal
sensing time for scheme C is (t/τ)opt = 0, i.e., the two-
axis twisting and the magnetic field should be applied
simultaneously throughout the protocol. This indicates
that, contrary to scheme B, the twisting dynamics in
scheme C plays a positive role for all possible values of
the total time τ , the twisting strength η, and number of
spins N > 1.
As for scheme B, it is possible to calculate an analytic
expression for the quantum Fisher information
√
FC/τ
in the N →∞ limit. We find (see Appendix for details)
that:√
FC/τ
N→∞−→
(
t
τ
+
1
2ητ
)
e2ητ(1−t/τ) − 1
2ητ
. (12)
Optimising over the sensing time t/τ gives:
max
t/τ
(
√
FC/τ)
N→∞−→ 1
2ητ
(
e2ητ − 1) , (13)
(t/τ)opt
N→∞−→ 0, (14)
as plotted in Figs. 3(c) and 3(f), respectively. Calculat-
ing the ratio
maxt/τ (
√
FC/τ)
maxt/τ (
√
FB/τ)
N→∞−→
{
e
(
1− e−2ητ) if ητ > 0.5
1
2ητ
(
e2ητ − 1) if ητ ≤ 0.5
}
≥ 1, (15)
shows that, in the N →∞ limit, scheme C performs just
as well as, or outperforms, scheme B for all values of ητ .
Here, the largest enhancement
maxt/τ (
√
FC/τ)
maxt/τ (
√
FB/τ)
N→∞−→ e ≈ 2.7, (16)
is achieved as ητ → ∞. Interestingly, from Eq. 14 we
also see that for all values of ητ the optimal strategy
is to have the twisting and the magnetic field operating
simultaneously throughout the protocol which again, is
consistent with our results for finite N .
III. MAGNETIC FIELD SENSING AND
ONE-AXIS TWISTING
In the previous section we have illustrated the impor-
tance of taking state preparation times into account with
the example of two-axis twisting. In practice, however,
two-axis twisting is difficult to generate. Also, the opti-
mal measurement that was assumed at the readout stage
may be difficult to implement in practice, particularly for
states that are over-squeezed. In this section we consider
two new schemes B′ and C ′ (illustrated in Fig. 4), which
are modifications of schemes B and C of the previous
section and are likely to be more feasible in practice.
The new schemes employ one-axis twisting (OAT) in-
stead of two-axis twisting (TAT) in the state preparation
FIG. 4: In scheme B′, the one-axis twisting operation Tˆχ(t′)
generates a spin squeezed state before exposure to the mag-
netic field through Dˆω(t). The “echo” (anti-squeezing) opera-
tion Tˆ †χ(t
′) = Tˆ−χ(t′) is applied before the final measurement.
In scheme C′ the spins are exposed to the magnetic field dur-
ing the OAT and echo operations. For a fair comparison, each
protocol is constrained by the time τ .
stage [18]. OAT has been implemented experimentally in
cold atoms [19], atomic vapor-cells [20] and Bose-Einstein
condensates [21, 22], for example. For readout, motivated
by the recent work of Davis and co-workers [15], we use
an “echo” readout protocol. In general, an echo read-
out applies the inverse of the state preparation operation
after the sensing stage, in order to simplify the final mea-
surement [23] and to overcome strict requirements on the
resolution of the final measurement [15, 24]. Such mea-
surements have been implemented in several recent ex-
periments [24, 25]. However, going beyond previous stud-
ies of echo measurements in quantum metrology, we in-
vestigate the tradeoffs in sensitivity when a limited time
resource must be divided between non-negligible state
preparation and readout times and the sensing.
Scheme B′
In our scheme B′, starting from the initial state |↓〉⊗N ,
the spins are squeezed by the one-axis twisting (OAT) op-
eration Tˆχ(t
′) ≡ exp[−it′Hˆχ/~], where Hˆχ = ~χJˆ2x/N is
the OAT Hamiltonian, χ is the spin squeezing strength,
and t′ is the state preparation time. Similar to TAT, OAT
generates spin squeezed states for short state preparation
times and over-squeezed states (such as Schro¨dinger cat
states) for longer state preparation times. After the spins
are prepared in the twisted state, they are exposed to the
magnetic field for a time t, resulting in a rotation of the
state around the spin y-axis by Dˆω(t) = exp[−itHˆω/~].
For readout, we use an echo measurement. An echo mea-
surement applies the inverse of the state preparation op-
eration after the sensing stage, in order to simplify the
final measurement. Since, in our case, the state prepa-
ration is the OAT operation Tˆχ(t
′), we apply the inverse
operation Tˆ †χ(t
′) = Tˆ−χ(t′), after the sensing stage. The
final state is thus:
|ψB′〉 = Tˆ−χ (t′) Dˆω(t)Tˆχ (t′) |↓〉⊗N . (17)
6To ensure that the total time of scheme B′ is limited
to τ , we have t′ = (τ − t)/2. Finally, after the echo, we
measure the collective observable Jˆy. By the propagation
of error formula, the error in the estimate of the small
scaled magnetic field ω is:
δωB′ =
1√
ν
∣∣∣∣∣ ∆Jˆy∂ω 〈Jˆy〉
∣∣∣∣∣
ω=0
, (18)
where |∆Jˆy|ω=0 =
√
N/2 is the standard deviation of
the measured operator Jˆy in the state |ψB′〉, and (see
Appendix for details of the calculation):∣∣∣∂ω 〈Jˆy〉∣∣∣
ω=0
=
t
√
N(N − 1)
2
∣∣sin θ(t) cosN−2 θ(t)∣∣ ,
(19)
where 〈Jˆy〉 is the expectation value and θ(t) = χτ(1 −
t/τ)/(2N). Substituting into Eq. 18 gives an expres-
sion for δωB′ , which in turn can be used to calculate the
dimensionless sensitivity
(
√
ντδωB′)
−1 = (t/τ)(N − 1) ∣∣sin θ(t) cosN−2 θ(t)∣∣ .
(20)
From Eq. 20 it is straightforward to see that
(
√
ντδωB′)
−1 depends on only the three dimensionless
variablesN , t/τ , and χτ . In Fig. 5, we plot (
√
ντδωB′)
−1
as a function of the sensing time t/τ for various choices
of χτ and N (the dashed orange lines). We see that, de-
pending on the values of χτ and N , there is a t/τ that
optimises the sensitivity. This optimisation is done nu-
merically and the results are plotted against χτ in Fig.
6 (the dashed orange line) showing that scheme B′ be-
haves in a similar fashion to the analagous TAT scheme
B in that it is not always guaranteed to give sensitivity
gains relative to scheme A. For example, for N = 10
we must have χτ & 11.5, for scheme B′ (the dashed or-
ange line) to outperform scheme A′ (the dotted blue line).
This indicates that if the total measurement time τ is too
short, or the squeezing strength χ is too weak, the lim-
ited time resource is used more effectively by devoting
more time to probing the magnetic field and less time to
spin squeezing. For N = 100 the threshold for scheme
B′ to outperform scheme A is χτ & 8.2, a lower value
than for N = 10 [see Fig. 6(b)]. This suggests that as
N increases, it becomes possible to beat scheme A′ with
a shorter total time τ (or weaker squeezing strength χ).
Below we will see that as N → ∞ this threshold value
saturates at χτ > 8.
To find the sensitivity for scheme B′ in the N → ∞
limit, we can simply take the N → ∞ limit of Eq. 20.
We find:
(
√
ντδωB′)
−1 N→∞−→ χt(τ − t)
2τ
. (21)
Unlike the finite-N case where numerical optimisation
was necessary, we can easily optimise Eq. 21 to find the
analytic expression:
max
t/τ
(
√
ντδωB′)
−1 N→∞−→ χτ
8
, (t/τ)opt
N→∞−→ 1
2
. (22)
Comparison with the sensitivity (
√
ντδωA)
−1 = 1 for
scheme A shows that preparation of a twisted state via
scheme B′ is worthwhile only if χτ > 8. If χτ < 8, how-
ever, scheme B′ gives a worse sensitivity than scheme A,
since the time cost of preparing the twisted state out-
weighs any benefits of twisting. Since (t/τ)opt
N→∞−→ 1/2
we also conclude that scheme B′ is optimised by using
half of the total available time τ for sensing, and a quarter
each, (t′/τ)opt
N→∞−→ 1/4, for preparation of the squeezed
state and the echo readout.
Scheme C′
In analogy with scheme C for TAT, in scheme C ′ we
suppose that during the state preparation stage the OAT
and the magnetic field are applied simultaneously, so that
the initial state evolves by the unitary transformation
Vˆω,χ(t
′) ≡ exp[−it′(Hˆω + Hˆχ)/~], where Hˆω + Hˆχ =
~ωJˆy/
√
N + ~χJˆ2x/N . Following this, we switch off the
OAT and allow the spins to evolve in the magnetic field
for a time t, resulting in an evolution operator Dˆω(t).
Finally, we implement the echo readout by reversing the
one-axis twisting component (but not the magnetic field
component) of the state preparation with the operation
Vˆω,−χ(t′). The final state is thus:
|ψC′〉 = Vˆω,−χ(t′)Dˆω(t)Vˆω,χ(t′) |↓〉⊗N . (23)
Again, to ensure that the total time is limited to τ , we
have t′ = (τ − t)/2. As in scheme B′, we measure the
collective observable Jˆy, giving the error:
δωC′ =
1√
ν
∣∣∣∣∣ ∆Jˆy∂ω 〈Jˆy〉
∣∣∣∣∣
ω=0
. (24)
At ω = 0 the standard deviation in the numerator is
just that of the initial state, |∆Jˆy|ω=0 =
√
N/2. How-
ever, the denominator cannot be easily calculated ana-
lytically, so we pursue a numerical approach. Fig. 5
shows the dependence of the dimensionless sensitivity
(
√
ντδωC′)
−1 on the sensing time t/τ for scheme C ′
(the solid green lines). After optimising over the sens-
ing time t/τ , as depicted in Fig. 6, it becomes appar-
ent that scheme C ′ (the solid green line) always out-
performs scheme B′. Additionally, it is also clear from
Fig. 6, that scheme C ′ gives an advantage over scheme
A for a wider range of values of χτ than does scheme B′.
When N = 10, for example, scheme C ′ beats scheme A
if χτ & 5, compared to χτ & 11.5 for scheme B′ [see Fig.
6(a)].
7FIG. 5: These plots show that for a sufficiently small value of χτ (e.g. χτ = 4 and N = 10), scheme A gives a better sensitivity
than scheme B′ and scheme C′. For a sufficiently large value of χτ (e.g. χτ = 50 and N = 10 or N = 100), both scheme B′
and scheme C′ give a better sensitvity than scheme A, i.e., the spin squeezing is worthwhile.
FIG. 6: The upper plots show the optimised sensitivity maxt/τ (
√
ντδω)−1 as a function of χτ . These plots are optimised over
time but not over measurements in contrast to Fig.2 and Fig.3 which are optimised over both. Comparison of schemes reveals
that when N = 10 scheme A outperforms scheme B for χτ . 11.5 and scheme C for χτ . 5. These threshold values decrease
for larger N . For very large χτ , the sensitivities of schemes B and C converge. The lower plots show the optimal sensing time
(t/τ)opt as a function of χτ .
We now analyse scheme C ′ in the N → ∞ limit. For
finite-N , due to the difficulty of analytic calculation we
found the sensitivity numerically (as shown in the solid
green lines of Figs. 5 and 6). However, in the N → ∞
limit it is possible to derive the analytic expression (see
Appendix for details):
(
√
ντδωC′)
−1 N→∞−→ χτ
4
(
1− t2/τ2) . (25)
Optimising over the sensing time t/τ gives:
max
t/τ
(
√
ντδωC˜)
−1 N→∞−→ χτ
4
, (t/τ)opt
N→∞−→ 0, (26)
a factor of 2 improvement on the sensitivity over the cor-
responding N →∞ version of scheme B′. Squeezing via
scheme C˜ gives a better sensitivity than scheme A pro-
vided that χτ > 4, but a worse sensitivity if χτ < 4.
Also, we note that in agreement with the N → ∞ limit
of the TAT scheme C in the previous section, the optimal
sensitivity for scheme C ′ is achieved for (t/τ)opt
N→∞−→ 0,
8so that the twisting and magnetic field should both be
operating at all times in the protocol.
IV. CONCLUSIONS
It is a well known result in the field of quantum metrol-
ogy that preparation of an entangled probe state before
sensing can, in principle, give a factor of
√
N enhance-
ment over the optimal sensitivity with separables states.
However, it is usually assumed that state preparation
and readout times are negligible. In this paper we have
shown that when the total available time τ is a limited re-
source, entangled state preparation is not always worth-
while when non-negligible state preparation and readout
times are taken into account. In particular, for magnetic
field sensing with twisted states, it is more advantageous
to devote all of the available time to sensing if the twist-
ing strength is sufficiently weak, or the total available
time sufficiently short. However, in the case where the
twisting is strong enough that entangled state prepara-
tion is worthwhile, we have also shown that a more effec-
tive use of time is to ‘blend’ the state preparation, sensing
and readout stages by allowing the twisting dynamics and
the magnetic field to operate concurrently. This also cor-
responds to the (possibly more realistic) scenario where
the magnetic field cannot be switched off during the state
preparation and readout.
By a combination of analytics and numerics, our re-
sults cover a broad range of parameters, from small N
to N → ∞. We note that by the Holstein-Primakoff
transformation [26] (see Appendix), there is an exact
correspondence between a spin system in the N → ∞,
and a bosonic field mode (the “bosonic limit”). This ex-
tends our results into a setting where, instead of magnetic
field sensing with a twisted state of spins, we are sensing
the displacement of a bosonic field mode with squeezed
states.
We note that an important assumption in this paper
is that the total available time τ is a limited resource. In
practice this limit could be enforced, for example, by de-
coherence, by the stability of our equipment or by the
fact that the quantity we want to measure is rapidly
changing. Future work could include the effects of de-
coherence in the state preparation, sensing and readout
stages. Further work could also include investigation into
the experiment demonstrated by M. Penasa et.al [27] in
which an echo measurement protocol is employed to es-
timate the amplitude of a small displacement acting on
a cavity field. The notable difference in the scheme of
Penasa and the schemes analysed here is that execution
of preparation and readout takes the form of atom-cavity
interactions in order to create, and undo the creation of,
optical cat states.
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The Bosonic (N →∞) limit
The Holstein-Primakoff transformations [26] allow us
to map the N -spin system in the N → ∞ limit to a
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bosonic field mode. We have:
a˜ = lim
N→∞
Jˆ−√
N
, (27)
a˜† = lim
N→∞
Jˆ+√
N
, (28)
|0〉 = lim
N→∞
|↓〉⊗N , (29)
where a˜, a˜† are the bosonic annihilation operators which
obey the bosonic commutation relation [a˜, a˜†] = 1, and
|0〉 is the bosonic vacuum state. By taking the N → ∞
limit of all operators and states in schemes A, B, C, B′
and C ′ we can thus use Eqs. 27–29 find the corresponding
operators for sensing schemes with a bosonic mode as the
probe system. For instance the spin rotation operator
Dˆω(τ) becomes, after the N → ∞ limit, the bosonic
displacement operator
D˜ω(τ) ≡ lim
N→∞
Dˆω(τ) = e
τω(a˜−a˜†)/2, (30)
where, to avoid confusion with spin operators, a tilde
above an operator denotes a bosonic mode operator and,
again, ω is the parameter to be estimated. Here, the pa-
rameter ω could be, for example, a weak classical force
acting on an harmonic oscillator [12, 28], or an electric
field applied to an optical field mode in a cavity. Simi-
larly, theN →∞ limit of the TAT operator is the bosonic
quadrature squeezing operator
S˜η(t
′) ≡ lim
N→∞
Sˆη(t
′) = et
′η(a˜2−a˜†2). (31)
Also,
U˜ω,η(t
′) ≡ lim
N→∞
Uˆω,η(t
′) = et
′ω(a˜−a˜†)/2+t′η(a˜2−a˜†2).(32)
These squeezing operations S˜η and U˜ω,η can be imple-
mented in optical systems, for example, via parametric
down conversion in nonlinear crystals [29–31].
Deriving
√
FB/τ in the N →∞ limit (Eq. 6)
Applying the definition of the quantum Fisher infor-
mation, Eq. 1, to the state
lim
N→∞
|ψB〉 = D˜ω(t)S˜η(t′) |0〉 , (33)
and making use of the identity S˜†η(t
′)a˜S˜η(t′) =
a˜ cosh(2ηt′)− a˜† sinh(2ηt′) [29], we find that
(
√
ντδωB˜)
−1 ≤√FB˜/τ = tτ e2ητ(1−t/τ). (34)
Deriving
√
FC/τ in the N →∞ limit (Eq. 12)
Applying the definition of the quantum Fisher infor-
mation in Eq. 1 to the state
lim
N→∞
|ψC〉 = D˜ω(t)U˜ω,η(t′) |0〉 , (35)
and using the expansion eXY e−X = Y + [X,Y ] +
1
2! [X, [X,Y ]] + ..., we find that
(
√
ντδωC˜)
−1 ≤√FC˜/τ = ( tτ + 12ητ
)
e2ητ(1−t/τ)− 1
2ητ
.
(36)
Deriving Eq. 19
Here we follow the derivation given in Ref. [15]. Using
the expression for |ψB′〉 in Eq. 17, one can show that
|∂ω〈Jˆy〉|ω=0 =
∣∣∣∣ it√N 〈↓|⊗N
[
Tˆ−χ(t′)JˆyTˆχ(t′), Jˆy
]
|↓〉⊗N
∣∣∣∣ ,
(37)
where 〈Jˆy〉 = 〈ψB′ | Jˆy |ψB′〉. The operator in the com-
mutator can be expressed as:
Tˆ−χ(t′)JˆyTˆχ(t′) = eit
′χJˆ2x/N
(
− i
2
Jˆ+ +
i
2
Jˆ−
)
e−it
′χJˆ2x/N
= e−ipiJˆy/2
[
− i
2
eit
′χ(2Jˆz−1)/N Jˆ+ +
+
i
2
Jˆ−eit
′χ(−2Jˆz−1)/N
]
eipiJˆy/2. (38)
Substituting back into the expression for |∂ω〈Jˆy〉|ω=0
above gives a long expression containing expectation val-
ues of the sort:
〈+|⊗N Jˆ2−e−2it
′χJˆz |+〉⊗N , (39)
for example. Such expectation values can be calculated
by differentiating the generating function given in the
appendix of Ref. [32]. For example, in [32] it was shown
that:
XA(α, β, γ) ≡ 〈+|⊗N eγJˆ−eβJˆzeαJˆ+ |+〉⊗N (40)
=
[
1
2
e−β/2 +
1
2
eβ/2(α+ 1)(γ + 1)
]N
(41)
Eq. 39 is then calculated as:
〈+|⊗N Jˆ2−e−2it
′χJˆz |+〉⊗N =
[
∂2
∂γ2
XA
]
α=γ=0
β=−2it′χ/N
(42)
=
N(N − 1)
4
(
cos
t′χ
N
)N−2
e−2it
′χ/N .
Using this procedure on all terms leads to the final ex-
pression:
|∂ω〈Jˆy〉|ω=0 = t
√
N(N − 1)
2
∣∣sin θ(t) cosN−2 θ(t)∣∣ . (43)
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Deriving Eq. 25
In the N →∞ limit the final state at the end of scheme
C ′ is:
lim
N→∞
|ψC′〉 = V˜ω,−χ(t′)D˜ω(t)V˜ω,χ(t′) |0〉 , (44)
where
V˜ω,χ(t
′) ≡ lim
N→∞
Vˆω,χ(t
′) (45)
= exp
[
t′ω(a˜− a˜†)− it′χ(a˜+ a˜†)2] (46)
is found by applyication of the Holstein-Primakoff trans-
formations. Defining P˜ = −ia˜†+ ia˜, it is straightforward
to calculate
∣∣∣∆P˜ ∣∣∣
ω=0
= 1, where ∆P˜ is the standard
deviation of P˜ in the state limN→∞ |ψC′〉. Next, by re-
peated use of the expansion eXY e−X = Y + [X,Y ] +
1
2! [X, [X,Y ]] + ..., we find that the expectation value of
P˜ is 〈P˜ 〉 = 14 (τ2 − t2)χω. Now, since
lim
N→∞
δωC′ =
1√
ν
∣∣∣∣∣ ∆P˜∂ω〈P˜ 〉
∣∣∣∣∣
ω=0
, (47)
we can substitute the expressions above to find:
(
√
ντδωC˜)
−1 =
χτ
4
(
1− t2/τ2) . (48)
