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Abstract
In this paper, we study the characterization of geodesics for a class
of distances between probability measures introduced by Dolbeault,
Nazaret and Savare´. We first prove the existence of a potential function
and then give necessary and sufficient optimality conditions that take
the form of a coupled system of PDEs somehow similar to the Mean-
Field-Games system of Lasry and Lions. We also consider an equivalent
formulation posed in a set of probability measures over curves.
Keywords: dynamical transport distances, power mobility, geodesics
in the space of probability measures, optimality conditions.
1 Introduction
Since the work of Benamou and Brenier [2] which showed that the squared
2-Wasserstein distance between two probability measures ρ0 and ρ1 on R
d
can be expressed as the infimum of the kinetic energy∫ 1
0
∫
Rd
|v(t, x)|2dρt(x)dt
among solutions of the continuity equation with prescribed endpoints
∂tρt + div(ρtv) = 0, ρ(0, .) = ρ0, ρ(1, .) = ρ1
it is natural to view optimal transport theory from a dynamical perspective
and to look for geodesics rather than just for transport maps. Similarly,
probability measure valued curves governed by the continuity equation (with
specific dependence of the velocity field v on the mass ρ) play a crucial role
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in the theory of gradient flows in the Wassertsein space (see [1] and the
references therein).
In the recent paper [8], Dolbeault, Nazaret and Savare´, introduced a new
class of distances between probability measures through the introduction of
some concave increasing nonnegative nonlinear mobility function m. As-
suming that ρ0 = ρ0L
d and ρ1 = ρ1L
d, the corresponding squared distance
between ρ0 and ρ1 is (formally) given by the infimum of∫ 1
0
∫
Rd
|v(t, x)|2m(ρ(t, x))dxdt
subject to
∂tρ+ div(m(ρ)v) = 0, ρ(0, .) = ρ0, ρ(1, .) = ρ1.
From a Riemannian-like metric viewpoint, the formal interpretation of this
mobility function is a conformal deformation factor of the Riemannian ten-
sor on the tangent space of the space of probability measures at a given point
ρ. From a modelling viewpoint, the concavity of m is well suited to capture
some congestion effects i.e. the fact that crowded zones of high densities
result in higher values of the metric. Since McCann’s pioneering work on
displacement convexity [12], it is well known that displacement convex func-
tionals play a distinguished role in the theory of gradient flows on the space
of probability measures equipped with the 2-Wasserstein distance. In [6],
Carrillo, Lisini, Slepcev and Savare´ identified structural assumptions that
guarantee the convexity of internal energy functionals along geodesics for
the Dolbeault, Nazaret and Savare´ distances with a general mobility func-
tion m and this analysis will actually show useful for certain estimates in
the present paper.
Let us mention that the monotonicity assumption on the mobility m
can be replaced by assuming that m is compactly supported in an interval
(0,M), corresponding to a hard congestion effect, since here the density
cannot assume values larger than M . Such a case has been treated in [11]
and also considered in [6]. The main example that enters into this setting
is m(ρ) = ρ(1− ρ), and a study of geodesics for the associated distance can
be found in the article of Brenier and Puel [3], in the context of optimal
multiphase transportation with a momentum constraint.
In this paper, we will focus on the case of a concave power mobility,
m(ρ) = ρα, α ∈ (0, 1), and to avoid both compactness and boundary con-
ditions issues, instead of working on a domain or Rd, we will consider the
case of the flat torus Td := Rd/Zd. Our goal is to characterize minimizing
geodesics i.e. minimizers of
Wα(ρ0, ρ1)
2 := inf
{∫ 1
0
∫
Td
ρα|v|2
}
2
subject to the constraint
∂tρ+ div(ρ
αv) = 0, ρ(0, .) = ρ0, ρ(1, .) = ρ1.
It is worth noting as in [8] that Wα(ρ0, ρ1) naturally interpolates between
the H−1 and the 2-Wasserstein distance when α varies between 0 and 1
respectively. Just as in [2] taking (ρ,w) := (ρ, ραv) as new variables, it
is easy to see that this problem is a convex minimization problem, that is
dual to some variational problem posed over some set of potentials φ (which
naturally play the role of Lagrange multipliers associated to the constraint
∂tρ+ div(w) = 0). Formally, the optimality conditions for ρ, φ obtained by
convex duality read as the system

∂tρ+ div
(
1
2ρ
α∇φ
)
= 0,
ρ > 0⇒ ∂tφ+
α
4 ρ
α−1|∇φ|2 = 0,
ρ ≥ 0, ∂tφ ≤ 0, ρ(0, .) = ρ0, ρ(1, .) = ρ1.
Let us remark that this system presents some similarities with the Mean-
Field-Games system of Lasry and Lions [9], [10]. However, in the dual
formulation the energy to be minimized is of the form
κα
∫ 1
0
∫
Td
( |∇φ| 2α
−∂tφ
) α
1−α
+
∫
Td
φ(0, .)ρ0 −
∫
Td
φ(1, .)ρ1 (1.1)
for some positive constant κα. Since this somehow nonstandard functional
is not obviously coercive on some Sobolev space, the existence of a potential
by the direct method of the calculus of variations is not immediate at all.
In order to obtain estimates on minimizing sequences, a key ingredient is an
estimate for some geodesic distances on Td given by Lemma 2.8. In particu-
lar, we have to assume here that α > 1− 2d , an assumption that recurrently
appears in previous works on this distances. Secondly, the potential we ob-
tain is merely BV in time so some extra work has to be done to derive and
justify rigorously the system of optimality conditions.
This result and its proof suggest a different approach to the problem, by
somehow lifting the geodesics problem to a variational problem at the level
of measures on curves, which is reminiscent to the work of Carlier-Jimenez-
Santambrogio [5] (see also [4]). More precisely, given η a periodic measure
supported by a suitable set Γ of curves and which connects ρ0 to ρ1 (in the
sense that the image of η by the evalution maps at initial and terminal time
are respectively ρ0 and ρ1), define the measure ση on [0, 1] × T
d through∫ 1
0
∫
Td
f(s, x)dση(s, x) =
∫
Γ
∫ 1
0
f(s, γ(s)) |γ˙(s)|2/(2−α) dsdη(γ) ,
for any continuous and periodic in space function f . We will investigate the
precise links between the geodesics problem above and the minimization of
η 7→
∫ 1
0
∫
Td
(ση(t, x))
2−α dx dt.
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The paper is organized as follows. In section 2, when α > 1 − 2d , we
establish the existence and uniqueness of a potential function (or adjoint
state) and give necessary and sufficient optimality conditions characterizing
geodesics in section 3. Section 4 is devoted to the equivalent reformulation as
a variational problem posed on the set of probability measures over curves.
2 Existence of an adjoint state
In this section, we introduce (a suitably relaxed version of) the minimiza-
tion problem (1.1), dual to the problem defining the distance between two
probability densities. The existence of a solution strongly relies of the exis-
tence of a minimizing sequence satisfying some a priori estimates, the proof
of which is postponed to subsection 2.2.
2.1 Duality
Let α ∈ (0, 1), for (ρ,w) ∈ R× Rd, let us define
H(ρ,w) :=


|w|2
ρα if ρ > 0
0 if (ρ,w) = (0, 0)
+∞ otherwise
and for (a, b) ∈ R× Rd,
L(a, b) :=


κα
(
|b|
2
α
−a
) α
1−α
if a < 0
0 if (a, b) = (0, 0)
+∞ otherwise
where
κα := (1− α)
α
α
1−α
4
1
1−α
.
By direct computation, one checks that L and H are convex lsc and conju-
gates: L = H∗, H = L∗ and that for (ρ,w) ∈ R+ × R
d, one has
∂H(ρ,w) =
{ (
− α |w|
2
ρα+1 ,
2w
ρα
)
if ρ > 0
R− × {0} if (ρ,w) = (0, 0).
Recall that we work in the space-periodic framework, setting Td := Rd/Zd
and Q := [−1/2, 1/2]d , this means that we identify spaces of functions on
T
d to spaces of Q-periodic functions on Rd. Let us then consider
inf
φ∈C1([0,1]×Td)
J(φ) :=
∫ 1
0
∫
Q
L(∂tφ,∇φ)dxdt +
∫
Q
φ(0, .)ρ0 −
∫
Q
φ(1, .)ρ1
(2.1)
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where ρ0, ρ1 are two given probability measures on Q. We shall see that in
some sense to be made more precise, the variational problem (2.1) admits
as dual the Dolbeault-Nazaret-Savare´ problem in [8]
−Wα(ρ0, ρ1)
2 := sup
(ρ,w)
−
∫ 1
0
∫
Q
H(ρac, w)dxdt (2.2)
where ρac stands for the absolutely continuous part of the measure ρ with
respect to the Lebesgue measure and the supremum is performed among
pairs of measures (ρ,w) ∈ M+([0, 1]× T
d)×M([0, 1]× Td)d such that w is
absolutely continuous with respect to the Lebesgue measure and (ρ,w) is a
weak solution of the continuity equation
∂tρ+ div(w) = 0, ρ(0, .) = ρ0, ρ(1, .) = ρ1 (2.3)
i.e. satisfies∫ 1
0
∫
Q
∂tφdρ+
∫ 1
0
∫
Q
∇φ · w =
∫
Q
φ(1, .)ρ1 −
∫
Q
φ(0, .)ρ0 (2.4)
for every φ ∈ C1([0, 1]×Td). The fact that (2.2) coincides with the problem
studied in [8] has to be a little bit further explained: first remark that
if (ρ,w) ∈ M+([0, 1] × T
d) × M([0, 1] × Td)d solves (2.4) then the time
marginal of ρ is the Lebesgue measure. By disintegration we can thus write
dρ = ρt ⊗ dt. Note now that w ∈ L
1((0, 1) × Td), which implies (see for
instance Lemma 4.1 in [8]) that t 7→ ρt is continuous for the weak ∗ topology
of M. Finally ρac(t, x) = ρact (x) so that the functional in (2.2) can be
rewritten as
∫ 1
0
∫
QH(ρ
ac
t (x), w(t, x))dxdt which is exactly the functional to
be minimized in [8].
Assuming ρ0 and ρ1 belong to L
1(Td), we shall also need to suitably
relax (2.1) by considering
inf
φ∈K
J rel(φ) :=
∫ 1
0
∫
Q
L(∂tφ
ac,∇φ)dxdt +
∫
Q
φ(0, .)ρ0 −
∫
Q
φ(1, .)ρ1 (2.5)
where
K := {φ ∈ BV∩L∞ : ∂tφ ≤ 0, ∇φ ∈ L
1}
and ∂tφ
ac denotes the absolutely continuous part of the measure ∂tφ with
respect to the Lebesgue measure. Since elements of K are bounded and
monotone nonincreasing with respect to time, the second and third term in
J rel(φ) are well-defined by monotone convergence i.e. φ(0, .) and φ(1, .) are
intended as φ(0, .) := φ(0+, .) = supt∈(0,1) φ(t, .), and φ(1, .) = φ(1
−, .) =
inft∈(0,1) φ(t, .). For further use, let us also remark that for φ ∈ K, by
Beppo-Levi’s monotone convergence theorem, one has∫
Q
φ(0, .)ρ0 = sup
δ∈(0,1)
1
δ
∫
[0,δ]×Q
φ(t, x)ρ0(x)dxdt, (2.6)
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∫
Q
φ(1, .)ρ1 = inf
δ∈(0,1)
1
δ
∫
[1−δ,1]×Q
φ(t, x)ρ1(x)dxdt. (2.7)
Proposition 2.1. Let ρ0 and ρ1 be two probability measures on T
d such
that Wα(ρ0, ρ1) < +∞, then
−Wα(ρ0, ρ1)
2 = inf(2.1)
and the infimum in (2.2) is attained. If furthermore ρ0 and ρ1 belong to
L1(Td) then, in addition, inf(2.1) = inf(2.5).
Remark 2.2. If we consider a general concave and nonnegative mobility
fonction m, the analogue of the problem (2.1) writes
inf
[
−
∫ 1
0
∫
Q
m⋆
(
−
∂tφ
|∇φ|2
)
|∇φ|2 dxdt
]
,
where m⋆ stands for the concave Legendre transform of m, defined by
m⋆(σ) = inf
ρ∈R
(σ · ρ−m(ρ)) .
The corresponding duality theorem could be proved for such a general m.
However, the main difficulty here is to get the existence of an adjoint state:
getting estimates as in Proposition 2.7 for a general mobility function m is
an open problem.
Proof. Let us rewrite (2.1) as
inf
φ∈C1([0,1]×Td)
{F (Dφ) +G(φ)}
where D : C1([0, 1] × Td) → C([0, 1] × Td) × C([0, 1] × Td)d is defined by
Dφ := (∂tφ,∇φ),
F (a, b) :=
∫ 1
0
∫
Q
L(a(t, x), b(t, x))dxdt,
∀(a, b) ∈ C([0, 1] × Td)× C([0, 1] × Td)d and
G(φ) :=
∫
Q
φ(0, .)ρ0 −
∫
Q
φ(1, .)ρ1.
Note that, if φ ∈ C1([0, 1] × Td) is such that ∂tφ ≤ −δ0 < 0, then F is
continuous (for the uniform topology) at Dφ. Since G is continuous and
Wα(ρ0, ρ1) < +∞, Fenchel-Rockafellar’s duality theorem thus implies that
inf(2.1) = max
(ρ,w)∈M×Md
{−F ∗(ρ,w) −G∗(−D∗(ρ,w))} (2.8)
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where M :=M([0, 1]× Td) is of course identified to the topological dual of
C([0, 1] × Td). By direct computation, we have
G∗(−D∗(ρ,w)) =
{
0 if (ρ,w) solves (2.3)
+∞ otherwise.
Thanks to theorem 5 in [13], and the fact that L∗ = H, one has
F ∗(ρ,w) =
∫ 1
0
∫
Q
H(ρac, wac) +
∫ 1
0
∫
Q
H∞
(dρs
dθ
,
dws
dθ
)
dθ
where (ρac, wac) and (ρs, ws) denote respectively the absolutely continuous
part and singular part of (ρ,w), θ is any measure with respect to which
(ρs, ws) is absolutely continuous (for instance ρs + |ws|) and H∞ is the
recession function of H:
H∞(ρ,w) = sup
λ>0
1
λ
H(λρ, λw) =
{
0 if ρ ≥ 0 and w = 0
+∞ otherwise.
Replacing in (2.8), we thus deduce that inf(2.1) = −Wα(ρ0, ρ1)
2.
Next we assume that ρ0 and ρ1 belong to L
1(Td) and Wα(ρ0, ρ1) < +∞.
Then, still by the Fenchel-Rockafellar’s duality theorem, the infimum in
(2.2) is attained. Let us finally prove that inf(2.1) = inf(2.5). The fact
that inf(2.1) ≥ inf(2.5) is obvious. Let φ ∈ K (extended by φ(0, .) for
t ≤ 0 and by φ(1, .) for t ≥ 1), then let φε := ηε ⋆ φ where ηε(t, x) :=
ε−d−1α(ε−1t)β(ε−1x) with α ∈ C∞c ((−1/2, 1/2)), α ≥ 0,
∫ 1/2
−1/2 α = 1, α
even, β ∈ C∞c ((−1/2, 1/2)
d), β ≥ 0,
∫
Q β = 1, β even. Moreover we set
φ˜ε(t, x) = φε(ε+(1−2ε)t, x). To prove the remaining inequality it is enough
to prove that
J rel(φ) ≥ lim sup
ε→0+
J(φ˜ε). (2.9)
To see this, we assume of course that J rel(φ) < +∞ and first remark that
ηε ⋆ ∂tφ
ac ≥ ∂tφ
ε. Using the fact that L is convex and nondecreasing in its
first argument we thus get∫ 1
0
∫
Q
L(∂tφ˜
ε,∇φ˜ε) ≤
1
(1− ε)
α
1−α
+1
∫ 1−2ε
ε
∫
Q
L(ηε ⋆ ∂tφ
ac, ηε ⋆∇φ)
≤
1
(1− 2ε)
1
1−α
∫ 1−ε
ε
∫
Q
ηε ⋆ L(∂tφ
ac,∇φ)→
∫ 1
0
∫
Q
L(∂tφ
ac,∇φ) as ε→ 0+.
We next observe that thanks to the monotonicity of φ in time, setting βε :=
ε−dβ(ε−1.), we have∫
Q
φ˜ε(0, .)ρ0 ≤
∫
Q
φ(0, .)βε ⋆ ρ0 →
∫
Q
φ(0, .)ρ0 as ε→ 0
+ (2.10)
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and similarly∫
Q
φ˜ε(1, .)ρ1 ≥
∫
Q
φ(1, .)βε ⋆ ρ1 →
∫
Q
φ(1, .)ρ1 as ε→ 0
+ (2.11)
so that (2.9) holds.
The crucial step to establish the existence of an optimal potential in
(2.5) is to find a minimizing sequence for (2.1) that satisfies the estimate
‖φn‖L∞ + ‖∂tφn‖L1 + ‖∇φn‖L2 ≤ C.
The proof of this fact is postponed to subsection 2.2. These bounds enable
us to prove the following result.
Theorem 2.3. If α > 1− 2/d and ρ0 and ρ1 belong to L
1(Td). Then (2.5)
admits a unique solution φ up to an additive constant. Moreover ∇φ ∈ L2.
Remark 2.4. Using the homogeneities in the functional J rel, one easily checks
that, if φ is the unique minimizer, then
2− α
1− α
∫ 1
0
∫
Q
L(∂tφ
ac,∇φ) =
∫
Q
φ(1, ·)ρ1 −
∫
Q
φ(0, ·)ρ0 .
Proof. According to proposition 2.7 below, there is a a minimizing sequence
φn of (2.1) (hence also of (2.5)) and a constant C > 0, such that for every
n, ∂tφn ≤ −1/n, and
‖φn‖L∞ + ‖∂tφn‖L1 + ‖∇φn‖L2 ≤ C. (2.12)
Taking a subsequence if necessary and using the monotonicity of φn with
respect to time, we may assume that there is a φ ∈ K such that ∇φ ∈ L2
and
φn → φ strongly in L
1 and weakly ∗ in L∞, (2.13)
∂tφn → ∂tφ weakly ∗ in M, (2.14)
∇φn → ∇φ weakly in L
2. (2.15)
To prove that φ solves (2.1), we first deduce from theorem 5 in [13], that
the functional
(µ, ν) ∈ M×Md 7→


∫ 1
0
∫
Q
L(µac, ν) if µ ≤ 0 and ν ∈ L1
+∞ otherwise
is the convex conjugate of
(θ, v) ∈ C([0, 1] × Td)× C([0, 1] × Td)d 7→
∫ 1
0
∫
Q
H(θ(t, x), v(t, x))dxdt .
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It is therefore lsc for the weak ∗ topology of M and therefore∫ 1
0
∫
Q
L(∂tφ
ac,∇φ) ≤ lim inf
n
∫ 1
0
∫
Q
L(∂tφn,∇φn)dxdt.
We finally deduce from (2.6), (2.7) that the second term in J rel is lsc for the
weak ∗ topology of L∞, thanks to (2.13), we thus get∫
Q
φ(0, .)ρ0 −
∫
Q
φ(1, .)ρ1 ≤ lim inf
n
(∫
Q
φn(0, .)ρ0 −
∫
Q
φn(1, .)ρ1
)
so that φ solves (2.5).
To prove the uniqueness claim, let us first assume that ρ0 6= ρ1. We
observe that if (a, b) and (a′, b′) are two distinct points in R−×R
d at which
L is finite, then L is strictly convex on [(a, b), (a′, b′)] unless b = b′ = 0.
Assume now that φ and ψ are two solutions of (2.5). By the previous
observation, we have, for almost all (t, x),
either (∂tφ
ac(t, x),∇φ(t, x)) = (∂tψ
ac(t, x),∇ψ(t, x))
or ∂tφ
ac(t, x) 6= ∂tψ
ac(t, x) and ∇φ(t, x) = ∇ψ(t, x) = 0 .
In particular ∇φ = ∇ψ a.e., so that there is a measurable map ξ(t) with
ψ(t, x) = φ(t, x)+ξ(t). Note that ξ is BV, because φ and ψ are BV. Next we
note that, for a.e. t such that ∂tξ
ac(t) 6= 0, we have ∂tφ
ac(t, x) 6= ∂tψ
ac(t, x)
and therefore ∇φ(t, x) = ∇ψ(t, x) = 0. Let us assume for a while that the
set E of t ∈ (0, 1) for which ∂tξ
ac(t) 6= 0 has a positive measure. Then,
if t is a density point of E, φ(t, x) = c a.e. for some constant c. Since
φ(0, x) ≥ φ(t, x) = c ≥ φ(1, x) a.e., we get∫
Q
φ(0, .)ρ0 ≥ c ≥
∫
Q
φ(1, .)ρ1.
Therefore
Wα(ρ0, ρ1)
2 = −
∫ 1
0
∫
Q
L(∂tφ
ac,∇φ)dxdt−
∫
Q
φ(0, .)ρ0 +
∫
Q
φ(1, .)ρ1 ≤ 0
which is impossible because ρ0 6= ρ1 and Wα is a distance. So ∂tξ
ac = 0.
Next we prove that the singular measure ∂tξ is zero. Let us decompose ∂tξ
into its positive and negative part ∂tξ
+ and ∂tξ
− (i.e., ∂tξ = ∂tξ
+ − ∂tξ
−,
∂tξ
+, ∂tξ
− ≥ 0) and let us set φ1(t, x) = φ(t, x) + ∂tξ
+([0, t]). Recall that
∂tξ
+ is concentrated on a Borel set E ⊂ [0, 1] such that ∂tξ
−(E) = 0. We
claim that φ1 is nonincreasing in time. Indeed, for any Borel set A × B ⊂
[0, 1] ×Q,
∂tφ1(A×B) = ∂tψ((A ∩E)×B) + ∂tφ((A ∩ E
c)×B) ≤ 0 .
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Note moreover that φ1(0, ·) = φ(0, ·), ∂tφ
ac
1 = ∂tφ
ac, ∇φ1 = ∇φ, φ1(1, ·) =
φ(1, ·) + ∂tξ
+([0, 1]) so that
J(φ1) =
∫ 1
0
∫
Q
L(∂tφ
ac,∇φ)dxdt+
∫
Q
φ(0, .)ρ0 −
∫
Q
φ(1, .)ρ1 − ∂tξ
+([0, 1]) .
Since φ is a minimizer, this implies that ∂tξ
+([0, 1]) = 0, so that ∂tξ
+ = 0.
Arguing in the same way with ψ1 = ψ+ ∂tξ
−([0, t]), one gets that ∂tξ
− = 0.
In conclusion, ξ is constant.
If ρ0 = ρ1, then φ = 0 is optimal. If ψ is another optimal solution, one
can show as in the first part of the proof that ψ(t, x) = ξ(t), where ξ is a
nonincreasing map. Computing the criterium for ξ shows that ξ(0) = ξ(1),
so that again ξ is constant.
A consequence of the proof of Theorem 2.3 is the following technical
remark, needed below:
Lemma 2.5. Under the assumption of Theorem 2.3, let (φn) be a minimiz-
ing sequence of (2.1) such that, for any n, ∂tφn ≤ −1/n and
‖φn‖L∞ + ‖∂tφn‖L1 + ‖∇φn‖L2 ≤ C ,
and let φ be a limit of (φn), in the sense that
φn → φ strongly in L
1 and weakly ∗ in L∞,
∂tφn → ∂tφ weakly ∗ in M,
∇φn → ∇φ weakly in L
2.
Then φ is optimal for (2.1) and
∫ 1
0
∫
Q
L(∂tφ
ac,∇φ) = lim
n
∫ 1
0
∫
Q
L(∂tφn,∇φn)dxdt , (2.16)
∫
Q
φ(0, .)ρ0 −
∫
Q
φ(1, .)ρ1 = lim
n
(∫
Q
φn(0, .)ρ0 −
∫
Q
φn(1, .)ρ1
)
. (2.17)
Moreover, if we set
An =
|∇φn|
2
α
(−∂tφn(t, x))
and A =
|∇φ|
2
α
(−∂tφac(t, x))
then (A
α
2−α
n ) converges to A
α
2−α in L
2−α
1−α .
Proof. Equalities (2.16), (2.17) are straightforward consequences of the proof
of Theorem 2.3. In view of (2.16), (A
α
2−α
n ) is bounded in L
2−α
1−α . Therefore a
subsequence, still denoted (A
α
2−α
n ), converges weakly to some A˜ ∈ L
2−α
1−α . Let
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now f : [0, 1]×Rd → R be a continuous, positive and periodic map. Applying
the argument of the proof of Theorem 2.3 to the convex functional
Jf (ψ) :=
∫ 1
0
∫
Q
|∇ψ|
2
2−α
(−∂tψ(t, x))
α
2−α
f(x, t) dx dt ,
we get that∫ 1
0
∫
Q
A˜f = lim inf
n
∫ 1
0
∫
Q
A
α
2−α
n f
= lim inf
n
Jf (φn) ≥ Jf (φ) =
∫ 1
0
∫
Q
A
α
2−α f
Therefore A˜ ≥ A
α
2−α . Furthermore, in view of (2.16),
∫ 1
0
∫
Q
A
α
1−α = lim
n
∫ 1
0
∫
Q
(A
α
2−α
n )
2−α
1−α ≥
∫ 1
0
∫
Q
A˜
2−α
1−α
so that A˜ = A
α
2−α and (A
α
2−α
n ) strongly converges to A
α
2−α in L
2−α
1−α .
Here is an elementary property of minimizers.
Proposition 2.6. If φ is optimal for (2.5), then t 7→ ess− supxφ(t, x) and
t→ ess− infxφ(t, x) are constant.
Proof. Let M = ess− supxφ(1, x) and let us consider φ˜ = inf{M,φ}. Then
one easily checks that∫ 1
0
∫
Q
L(∂tφ˜
ac,∇φ˜) ≤
∫ 1
0
∫
Q
L(∂tφ
ac,∇φ)
while ∫
Q
φ˜(0, ·)ρ0 ≤
∫
Q
φ(0, ·)ρ0 and
∫
Q
φ˜(1, ·)ρ1 =
∫
Q
φ(1, ·)ρ1.
Therefore φ˜ is also optimal for (2.5), so that by uniqueness φ˜ = φ. In
particular, ess− supxφ(t, x) ≤ M = ess− supxφ(1, x) for any t. Since φ is
nonincreasing in time, we can conclude that t → ess− supxφ(t, x) is con-
stant. The other assertion is proved similarly considering sup{m,φ} with
m = ess− infxφ(0, x).
2.2 Construction of a minimizing sequence for (2.1)
We now prove that there exists a minimizing sequence for (2.1) which satis-
fies the estimates needed in the proof of theorem 2.3:
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Proposition 2.7. If α > 1− 2/d, then there is a minimizing sequence (φn)
for (2.1) and a constant C > 0 such that
‖φn‖L∞ + ‖∂tφn‖L1 + ‖∇φn‖L2 ≤ C.
The proof relies on an integral estimate for geodesic distance. Let α ∈
(0, 1) and a : [0, 1] × Rd → R be a smooth, positive and Zd−periodic map.
For 0 ≤ s < t ≤ 1 and any x, y ∈ Q2, we consider the minimization problem
ca((s, x), (t, y)) = inf
γ
∫ t
s
(a(τ, γ(τ)))
α
2−α |γ˙(τ)|
2
2−α dτ (2.18)
where the infimum is taken over the set of all W 1,
2
2−α maps γ : [s, t] → Rd
such that γ(s) = x and γ(t) = y. It will be convenient for later use to
introduce the set Γ((s, x), (t, y)) of continuous maps γ : [s, t]→ Rd such that
γ(s) = x and γ(t) = y and to extend the infimum in (2.18) to Γ((s, x), (t, y))
by setting ∫ t
s
(a(τ, γ(τ)))
α
2−α |γ˙(τ)|
2
2−α dτ = +∞ if γ /∈W 1,
2
2−α .
For simplicity, we denote respectively by ca(x, y) and Γ(x, y) the quantity
ca((0, x), (1, y)) and the set Γ((0, x), (1, y)).
Lemma 2.8. If α > 1− 2/d, then, for any σ ∈ (0, 2−d(1−α)(2−α) ),
ca((s, x), (t, y)) ≤ C
[∫ t
s
∫
Q
(a(s, y))
α
1−αdyds
] 1−α
2−α |x− y|σ
(t− s)
1
2−α
(2.19)
where C = C(d, α, σ).
Proof. We start by proving the result for s = 0, t = 1. The general case
is obtained by scaling. Let x, y ∈ Q. Since α > 1 − 2/d we can fix θ > 0
sufficiently large such that
α >
1 + dθ − 2θ
dθ
.
Throughout the proof C denotes a constant depending on d, α and θ, which
may change from line to line.
Let Π be the set of Borel probability measures on Γ(x, y) endowed with
the C0-distance. We first note that
ca(x, y) = inf
π∈Π
∫
Γ(x,y)
∫ 1
0
(a(s, γ(s)))
α
2−α |γ˙(s)|
2
2−α dsdπ(γ)
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For any δ ∈ (0, 1/3), r ∈ [0, 1] and σ ∈ Sd (Sd being the unit sphere of Rd),
we set
γδr,σ(s) =


x+ rσsθ if s ∈ [0, δ]
x+ rσδθ + (y−x)(s−δ)1−2δ if s ∈ [δ, 1 − δ]
y + rσ(1− s)θ if s ∈ [1− δ, 1]
and we define the probability measure πδ ∈ Π by∫
Γ(x,y)
Φ(γ)dπδ(γ) =
∫ 1
0
∫
Sd
Φ(γδr,σ)
d
|Sd|
rd−1drdσ
for any Borel measurable nonnegative map Φ : Γ(x, y)→ R. Then
ca(x, y) ≤
∫ 1
0
∫ 1
0
∫
Sd
(a(s, γδr,σ(s)))
α
2−α
∣∣∣γ˙δr,σ(s)∣∣∣ 22−α d|Sd|rd−1dσdrds
≤ I1 + I2 + I3
where
I1 =
∫ δ
0
∫ 1
0
∫
Sd
(a(s, x+ rσsθ))
α
2−α
∣∣∣rθsθ−1∣∣∣ 22−α d
|Sd|
rd−1dσdrds ,
I2 =
∫ 1−δ
δ
∫ 1
0
∫
Sd
[
a(s, x+ rσδθ +
(y − x)(s− δ)
1− 2δ
)
] α
2−α
×
×
∣∣∣∣(x− y)1− 2δ
∣∣∣∣
2
2−α d
|Sd|
rd−1dσdrds
and
I3 =
∫ 1
1−δ
∫ 1
0
∫
Sd
(a(s, y + rσ(1− s)θ))
α
2−α
∣∣∣rθ(1− s)θ−1∣∣∣ 22−α d
|Sd|
rd−1dσdrds.
Let us first estimate I2. If we set xs = x+ (y− x)(3s− 1) for s ∈ [1/3, 2/3],
we have, by change of variables and by Ho¨lder inequality,
I2 = C |x− y|
2
2−α δ−dθ
∫ 1−δ
δ
∫
B(xs,δθ)
(a(s, z))
α
2−α dz ds
≤ C |x− y|
2
2−α δ−dθ
[∫ 1
0
∫
C(x,y)
(a(s, y))
α
1−α dyds
] 1−α
2−α
δ
θd
2−α
≤ C |x− y|
2
2−α δ−
dθ(1−α)
2−α
[∫ 1
0
∫
Q
(a(s, y))
α
1−α dyds
] 1−α
2−α
where C(x, y) =
⋃
s∈[δ,1−δ]B(xs, δ
θ) ⊂ [−M,M ] for some M ∈ N∗ inde-
pendent of δ, r and σ (note then that the last inequality comes from the
periodicity of a).
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We now estimate I1. By change of variable and Ho¨lder inequality, we have:
I1 = C
∫ δ
0
∫
B(x,sθ)
(a(s, z))
α
2−α
∣∣∣∣z − xsθ
∣∣∣∣
2
2−α
s−dθ+2
θ−1
2−α dzds
= C
∫ δ
0
∫
B(x,sθ)
(a(s, z))
α
2−α |z − x|
2
2−α s−dθ−
2
2−α dzds
≤ C
[∫ δ
0
∫
B(x,δθ)
(a(s, y))
α
1−αdyds
] (1−α)
(2−α)
×
×
[∫ δ
0
∫
B(x,sθ)
|z − x|2s−dθ(2−α)−2dzds
] 1
(2−α)
where the last term is given by
∫ δ
0
∫
B(x,sθ)
|z − x|2s−dθ(2−α)−2dzds = C
∫ δ
0
∫ sθ
0
r1+ds−dθ(2−α)−2dzds
= C
∫ δ
0
sθ(2+d)−dθ(2−α)−2ds
= Cδθ(2+d)−dθ(2−α)−1
Note that θ(2 + d)− dθ(2− α)− 1 > 0 thanks to the choice of θ. The term
I3 can be estimated in the same way.Therefore
ca(x, y) ≤ C
[∫ 1
0
∫
Q
(a(s, y))
α
1−α dyds
] (1−α)
(2−α)
×
×
[
δ
θ(2+d)−dθ(2−α)−1
(2−α) + |x− y|
2
(2−α) δ
−
dθ(1−α)
(2−α)
]
Choosing δ =
|x− y|
2
2θ−1
4(diam(Q))
2
2θ−1
∈ (0, 1/3), we get
ca(x, y) ≤ C
[∫ 1
0
∫
Q
(a(s, y))
α
1−αdyds
] (1−α)
(2−α)
|x− y|
2
2−α
(
1− dθ(1−α)
2θ−1
)
where the exponent
σ = σ(θ) =
2
2− α
(
1−
dθ(1− α)
2θ − 1
)
is positive from the choice of θ and that its limit as θ → +∞ is 2−d(1−α)2−α .
It remains to check the general case. Let us notice that
ca((s, x), (t, y)) = (t− s)
α
2−α ca˜(x, y)
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where a˜(τ, y) = a(s+ τ(t− s), y). Therefore
ca((s, x), (t, y)) ≤ (t− s)
α
2−αC
[∫ 1
0
∫
Q
(a˜(τ, y))
α
1−αdydτ
] (1−α)
(2−α)
|x− y|σ
where
[∫ 1
0
∫
Q
(a˜(τ, y))
α
1−α dydτ
] (1−α)
(2−α)
= (t− s)−
1−α
2−α
[∫ t
s
∫
Q
(a˜(τ, y))
α
1−α dydτ
] (1−α)
(2−α)
This gives the result.
Proof of proposition 2.7. Let φn be a minimizing sequence for (2.1). With-
out loss of generality we can assume that
∂tφn ≤ −
1
n
, min
x∈Q
φn(0, x) = 0 ∀n ∈ N .
Let us set
An(t, x) =
|∇φn(t, x)|
2/α
(−∂tφn(t, x))
.
Then, if we set
dα =
(2− α)α
α
2−α
2
2
2−α
,
we have that, for any curve γ : [0, 1]→ Rd,
d
dt
(
φn(t, γ(t)) − dα
∫ t
0
(An(s, γ(s)))
α
2−α |γ˙(s)|
2
2−α ds
)
= ∂tφn + 〈∇φn, γ˙〉 − dαA
α
2−α
n |γ˙|
2
2−α
= ∂tφn + 〈∇φn, γ˙〉 − dα
|∇φn|
2
2−α
(−∂tφn)
α
2−α
|γ˙|
2
2−α
≤ sup
b∈Rd
(
∂tφn + 〈∇φn, b〉 − dα
|∇φn|
2
2−α
(−∂tφn)
α
2−α
|b|
2
2−α
)
≤ 0 .
Therefore, for any x, y ∈ Q,
φn(1, y) ≤ inf
γ
(
φn(0, γ(0)) + dα
∫ 1
0
(An(s, γ(s)))
α
2−α |γ˙(s)|
2
2−α ds
)
where the infimum is taken over absolutely continuous curves such that
γ(1) = y. In view of Lemma 2.8, for any σ ∈ (0, 2−d(1−α)(2−α) ), we have
φn(1, y) ≤ inf
x∈Q
(
φn(0, x) + C
[∫ 1
0
∫
Q
(An(s, z))
α
1−αdzds
] 1−α
2−α
|x− y|σ
)
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for some constant C = C(d, α, σ). Since minx∈Q φn(0, x) = 0, we finally get
φn(1, y) ≤ C(d, α, σ)
[∫ 1
0
∫
Q
(An(s, z))
α
1−αdzds
] 1−α
2−α
.
Let now ξn : R → R be a smooth function such that 0 < ξ
′
n ≤ 1,
ξn(τ) = τ for τ ≥ 0 and ξn ≥ −1/n. From now on we replace φn by ξn ◦ φn:
the new sequence (φn) is still minimizing and
−
1
n
≤ φn(1, y) ≤Mn := C(d, α, σ)
[∫ 1
0
∫
Q
(An(s, z))
α
1−αdzds
] 1−α
2−α
. (2.20)
Next we modify φn(0, ·). Let ζn : R → R be such that 0 < ζ
′
n ≤ 1 with
ζn(τ) = τ for τ ≤Mn and ζn ≤ 2Mn. Replacing φn by ζn ◦φn, we get again
a minimizing sequence such that
−
1
n
≤ φn(s, y) ≤ 2Mn ∀(s, y) ∈ [0, 1] ×Q .
It remains to prove that Mn is bounded: since φn is minimizing, we have,
for n sufficiently large
−W 2α(ρ0, ρ1) + 1 ≥ κα
∫ 1
0
∫
Q
(
|∇φn|
2
α
(−∂tφn)
) α
1−α
+
∫
Q
φn(0)dρ0 −
∫
Q
φn(1)dρ1
≥ κα
∫ 1
0
∫
Q
(An)
α
1−α − C
[∫ 1
0
∫
Q
(An)
α
1−α
] 1−α
2−α
,
thanks to (2.20), φn(0, ·) ≥ 0 and the fact ρ1 is a probability measure.
Since 1−α2−α < 1, we obtain that
∫ 1
0
∫
Q(An)
α
1−α is bounded, so that Mn is also
bounded. Replacing finally φn by φn + 1/n gives that
0 ≤ φn ≤ C.
In order to conlude, let us now show that
‖∂tφn‖L1 + ‖∇φn‖L2 ≤ C.
Indeed, by Ho¨lder inequality, we have
∫ 1
0
∫
Q
|∇φn|
2 ≤

∫ 1
0
∫
Q
(
|∇φn(t, x)|
2
α
(−∂tφn(t, x))
) α
1−α


1−α [∫ 1
0
∫
Q
|∂tφn|
]α
where the right-hand side is bounded since∫ 1
0
∫
Q
|∂tφn| =
∫ 1
0
∫
Q
(−∂tφn) =
∫
Q
φn(0)dρ0 −
∫
Q
φn(1)dρ1 ≤ C.
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3 Optimality conditions
Our aim now is to use the duality between (2.5) and (2.2) to write necessary
and sufficient optimality conditions in the form of a (sort of) system of
PDEs. To achieve this goal we have to be able to multiply ρ by ∂tφ
ac and
w by ∇φ, since a priori ∂tφ
ac is only L1 we shall need a uniform in time
L∞ estimate on ρt when ρ0 and ρ1 are L
∞. This estimate will follow from a
generalized displacement convexity argument of Carrillo, Lisini, Savare´ and
Slepcev [6]. This estimate will also be useful to treat the term
w · ∇φ =
w
ρα/2
ρα/2∇φ
if the functional in (2.2) is finite, one has w
ρα/2
∈ L2 and ρα/2∇φ ∈ L2
whenever ∇φ ∈ L2 which ensures the summability of w · ∇φ.
Theorem 3.1. If ρ0 and ρ1 belong to L
∞(Td), then Wα(ρ0, ρ1) is finite
and the infimum in (2.2) is achieved by a pair (ρ,w), disintegrating ρ as
dρ = ρt ⊗ dt we also have that ρt ∈ L
∞ for every t with
‖ρt‖L∞ ≤ max(‖ρ0‖L∞ , ‖ρ1‖L∞) (3.1)
and w ∈ L2.
Furthermore, if d = 1, and if there exists C > 0 such that
ρ0, ρ1 ≥ C a.e. on T
d,
then ρt ≥ C a.e. on T
d, for every t.
Proof. The fact that Wα(ρ0, ρ1) is finite follows from Corollary 5.25 in
[8], the fact that the infimum is achieved then follows for instance from
proposition 2.1. The estimate (3.1) is obtained by proving the convexity of
ρ 7→
∫
Q ρ(x)
pdx along geodesics with respect to Wα for large p, and letting
p goes to +∞. This has been done in [6], in the case of an open bounded
convex set Ω in Rd, and is a consequence from the fact that the functional
defined above generates a C0-metric contraction gradient flow in the space
of probability measures on Ω endowed with Wα (in the sense of [1]), given
by the solution of the following porous medium equation on Ω with zero flux
condition on the boundary
∂tρt = ∆
(
ρα+p−1t
)
in (0,+∞)× Ω,
for all p such that
p ≥ 2−
(
1 +
1
d
)
α and p 6= 1.
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Using the translation invariance of the equation, the reader may check that
all the arguments of [6] can be directly adapted to the case of the flat torus.
To conclude the proof of the first part, let us notice that, since (ρ,w) has
finite energy, |w|
2
ρα ∈ L
1 so that w ∈ L2.
When d = 1, the displacement convexity results of [6] (again adapted to
the case of the flat torus) imply that t 7→
∫
QU(ρt(x))dx is convex for any
convex U , we thus have, taking arbitrary negative powers,
max
t∈[0,1]
‖ρ−1t ‖
s
Ls ≤ max(‖ρ
−1
0 ‖L∞ , ‖ρ
−1
1 ‖L∞)
for every s > 1 and the desired claim is obtained by letting s→∞.
Lemma 3.2. Assume that α > 1 − 2/d and that ρ0, ρ1 belong to L
∞(Td).
Let (ρ,w) ∈ L∞ × L2 be a weak solution of (2.3) and φ ∈ K be such that
∇φ ∈ L2 then∫ 1
0
∫
Q
(ρ∂tφ
ac + w · ∇φ)dxdt+
∫
Q
(φ(0, .)ρ0 − φ(1, .)ρ1)dx ≥ 0 (3.2)
Proof. We regularize φ exactly as in the proof of proposition 2.1 and thus set
φε := ηε ⋆φ, since ∂tφ
ac ≥ ∂tφ, thanks to (2.3) , defining ρ
ε := ηε ⋆ρ (having
extended ρ by 0 outside [0, 1] which is consistent with the fact that we have
extended ∂tφ in the same way), thanks to the periodicity and ∂tφ ≤ ∂tφ
ac,
we then have
0 =
∫ 1
0
∫
Q
(ρ∂tφ
ε + w · ∇φε) +
∫
Q
(φε(0, .)ρ0 − φ
ε(1, .)ρ1)
=
∫ 1
0
∫
Q
(ρε∂tφ+ w · ∇φ
ε) +
∫
Q
(φε(0, .)ρ0 − φ
ε(1, .)ρ1)
≤
∫ 1
0
∫
Q
(ρε∂tφ
ac + w · ∇φε) +
∫
Q
(φε(0, .)ρ0 − φ
ε(1, .)ρ1)
Since w and ∇φ are in L2,
∫ 1
0
∫
Qw · ∇φ
ε converges to
∫ 1
0
∫
Qw · ∇φ. More-
over, since ρε is uniformly bounded and converges to ρ in L1—hence a.e.
up to a subsequence—, Lebesgue’s dominated convergence theorem implies
that
∫ 1
0
∫
Q ρ
ε∂tφ
ac converges to
∫ 1
0
∫
Q ρ∂tφ
ac. Recalling (2.10), (2.11), we
therefore obtain (3.2) by letting ε→ 0+.
Theorem 3.3. Assume that α > 1− 2/d and that ρ0, ρ1 belong to L
∞(Td).
Let (ρ,w) ∈ L∞ × L2 be a weak solution of (2.3). Then (ρ,w) solves (2.2)
if and only if there exists φ ∈ BV∩L∞ such that ∂tφ ≤ 0, ∇φ ∈ L
2 and

w = 12ρ
α∇φ so that ∂tρ+ div
(
1
2ρ
α∇φ
)
= 0,
ρ > 0⇒ ∂tφ
ac + α4 ρ
α−1|∇φ|2 = 0,
ρ = 0⇒ w = ∇φ = 0,∫ 1
0
∫
Q ρ∂tφ
ac + w · ∇φ =
∫
Q φ(1, .)ρ1 −
∫
Q φ(0, .)ρ0.
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Remark 3.4.
1) Let us notice that the optimality system in Theorem 3.3 admits a unique
solution (ρ, φ) (with the property ∂tφ ≤ 0, and up to a constant for φ).
Indeed, we have uniqueness in the dual problem (2.5), up to a constant, and
the distance problem (2.2) admits itself an unique solution (ρ,w).
2) Corollary 5.18 of [8] states that the distance problem (2.2) provides a
(unique) constant speed geodesics. This last property entails that
t 7→
∫
Q
|w|2
ρα
dx
is constant on [0, 1], and then, we can slightly improve the regularity prop-
erties of the potential φ by{
∇φ ∈ L∞([0, 1], L2(Td))
∂tφ
ac ∈ L∞([0, 1], L1(Td)).
3) If (ρ,w) ∈ L∞×L2 solves (2.2) and if, in addition, for every t, ρt ≥ C > 0
a.e. on Td then the optimality conditions of Theorem 3.3 can be improved.
In this case, ∂tφ has no singular part. Indeed, proceeding as in the proof of
lemma 3.2 we obtain
0 ≤ −C‖∂tφ
s‖M((0,1)×Td)+
∫ 1
0
∫
Q
ρ∂tφ
ac+w ·∇φ+
∫
Q
φ(0, .)ρ0−
∫
Q
φ(1, .)ρ1
which together with the last condition of Theorem 3.3 gives the desired
claim. In this case, we therefore have φ ∈ W 1,1((0, 1) × Td) and since ρ is
bounded away from 0, φ satisfies the Hamilton-Jacobi equation
∂tφ+
α
4
ρα−1|∇φ|2 = 0
almost everywhere. According to Theorem 3.1, in dimension 1, if ρ0, ρ1 are
bounded away from 0 then so is ρt (uniformly in t) so that the previous
properties hold. Unfortunately, we do not know whether the same holds in
higher dimension.
Proof of Theorem 3.3. Let (ρ,w) solve (2.2) (so that (ρ,w) ∈ L∞ × L2 by
Theorem 3.1). We deduce from Theorem 2.3 that there is a unique (up to a
constant) solution φ ∈ K of (2.5) and it satisfies ∇φ ∈ L2. By the duality
relation of proposition 2.1, the fact that L and H are convex conjugates and
Young’s inequality, we then have
0 =
∫ 1
0
∫
Q
H(ρ,w) + L(∂tφ
ac,∇φ) +
∫
Q
(φ(0, .)ρ0 − φ(1, .)ρ1)dx
≥
∫ 1
0
∫
Q
(ρ∂tφ
ac + w · ∇φ)dxdt+
∫
Q
(φ(0, .)ρ0 − φ(1, .)ρ1)dx.
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With (3.2), we then have∫ 1
0
∫
Q
ρ∂tφ
ac + w · ∇φ =
∫
Q
φ(1, .)ρ1 −
∫
Q
φ(0, .)ρ0
so that we should also have a.e. an equality in Young’s inequality above.
This means that (∂tφ
ac(t, x),∇φ(t, x)) ∈ ∂H(ρ(t, x), w(t, x)) for a.e. (t, x) ∈
(0, 1) × Td. Therefore w = 12ρ
α∇φ a.e., for a.e. (t, x) for which ρ(t, x) = 0
one has ∇φ(t, x) = w(t, x) = 0 and for a.e. (t, x) for which ρ(t, x) > 0 one
has
∂tφ
ac(t, x) = −α
|w(t, x)|2
ρα+1(t, x)
= −
α
4
ρα−1|∇φ(t, x)|2.
This proves the necessity claim. To prove sufficiency, assume that (ρ,w) and
φ satisfy the claim of the theorem. Let (µ, v) solve the continuity equation
(2.3) with (µ, v) ∈ L∞ × L2 (which is without loss of generality in view of
theorem 3.1) and
∫ 1
0
∫
QH(µ(t, x), v(t, x))dxdt < +∞. Since, as previously,
(∂tφ
ac(t, x),∇φ(t, x)) ∈ ∂H(ρ(t, x), w(t, x)) for a.e. (t, x) ∈ (0, 1) × Td, we
have ∫ 1
0
∫
Q
H(µ(t, x), v(t, x))dxdt −
∫ 1
0
∫
Q
H(ρ(t, x), w(t, x))dxdt
≥
∫ 1
0
∫
Q
[(µ − ρ)∂tφ
ac + (v − w) · ∇φ]dxdt
=
∫ 1
0
∫
Q
(µ∂tφ
ac + v · ∇φ) +
∫
Q
(φ(0, x)ρ0(x)− φ(1, x)ρ1(x))dx
.
By Lemma 3.2, we have∫ 1
0
∫
Q
(µ∂tφ
ac + v · ∇φ)dxdt ≥
∫
Q
(φ(1, .)ρ1 − φ(0, .)ρ0)dx
which finally enables us to conclude that (ρ,w) solves (2.2).
4 A problem on measures on curves
Let Γ be the set of continuous curves γ : [0, 1] → Rd endowed with the
topology of the uniform convergence and W be the subset of such curves
which are absolutely continuous and have a derivative in L2/(2−α)([0, 1]).
For t ∈ [0, 1], we denote by et the evaluation map at time t: et(γ) = γ(t).
We denote by Π the set of Borel probability measures η on Γ which are
Z
d periodic in space: if τk is the translation in R
d with vector k ∈ Zd and
τk(γ)(s) = γ(s) + k, then τk♯η = η. Let Π2 be the subset of such measures
with ∫
Γ
∫ 1
0
|γ˙(t)|
2
2−αdtdη(γ) < +∞ .
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To any measure η ∈ Π2 we associate the measure ση on [0, 1]×Q defined by
the equality∫ 1
0
∫
Q
f(s, x)dση(s, x) =
∫
Γ
∫ 1
0
f(s, γ(s)) |γ˙(s)|
2
2−α dsdη(γ) ,
for any continuous and periodic in space map f . We denote by Π2,ac the set
of measures η ∈ Π2 such that the measure ση is absolutely continuous with
respect to the Lebesgue measure. In this case we identify ση with its density.
Finally, given two probability densities ρ0, ρ1, we denote by Π2,ac(ρ0, ρ1) the
set of η ∈ Π2,ac such that e0♯η = ρ0 and e1♯η = ρ0. We set
K(η) =


∫ 1
0
∫
Q
(ση(s, x))
2−α dxds if η ∈ Π2,ac(ρ0, ρ1)
+∞ otherwise
Let us note for later use that:
Lemma 4.1. The map K is lower semicontinuous on Π.
Proof. Let ηn weakly converge to η. Without loss of generality we can
assume that M := lim supn→+∞K(ηn) < +∞. Since (σηn) is bounded in
L2−α we can assume without loss of generality that (σηn) converges weakly
in L2−α to some σ ∈ L2−α. For any continuous periodic and positive map
f the map
γ →


∫ 1
0
f(s, γ(s)) |γ˙(s)|
2
2−α ds ifγ ∈W
+∞ otherwise
is lower semicontinuous in Γ. Hence∫ 1
0
∫
Q
f(s, x)dση(s, x) =
∫
Γ
∫ 1
0
f(s, γ(s)) |γ˙(s)|
2
2−α dsdη(γ)
≤ lim inf
n→+∞
∫
Γ
∫ 1
0
f(s, γ(s)) |γ˙(s)|
2
2−α dsdηn(γ)
= lim inf
n→+∞
∫ 1
0
∫
Q
f(s, x)σηn(s, x)
=
∫ 1
0
∫
Q
f(s, x)σ(s, x)
Therefore, ση is absolutely continuous, with σ ≥ ση and
K(η) =
∫ 1
0
∫
Q
σ2−αη ≤
∫ 1
0
∫
Q
σ2−α ≤ lim inf
n→+∞
K(ηn) .
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Theorem 4.2. Let ρ0 and ρ1 be two Borel probability measures on T
d. Then
inf
η∈Π2,ac(ρ0,ρ1)
K(η) =Wα(ρ0, ρ1)
2. (4.1)
In addition, this problem is attained by some η ∈ Π2,ac(ρ0, ρ1).
Proof. In order to show that infη∈Π2,ac(ρ0,ρ1)K(η) ≥ Wα(ρ0, ρ1)
2, we recall
that, from proposition 2.1
Wα(ρ0, ρ1)
2 = − inf
φ∈C1([0,1]×Td)
J(φ) .
Let γ ∈W and φ be a C1 periodic map such that ∂tφ < 0. We set
A(t, x) =
|∇φ(t, x)|
2
α
(−∂tφ(t, x))
and
dα =
(2− α)α
α
2−α
2
2
2−α
. (4.2)
Following the same computations as in the proof of Proposition 2.7, we have
d
dt
(
φ(t, γ(t)) − dα
∫ t
0
(A(s, γ(s)))
α
2−α |γ˙(s)|
2
2−α ds
)
≤ 0
Therefore
φ(1, γ(1)) ≤ φ(0, γ(0)) + dα
∫ 1
0
(A(s, γ(s))
α
2−α |γ˙(s)|
2
2−α ds . (4.3)
Let now η ∈ Π2,ac(ρ0, ρ1). Integrating (4.3) with respect to η then gives:∫
Q
φ(1, x)dρ1(x)−
∫
Q
φ(0, x)dρ0(x)
≤ dα
∫
Γ
∫ 1
0
(A(s, γ(s))
α
2−α |γ˙(s)|
2
2−α dsdη(γ)
= dα
∫
Q
∫ 1
0
(A(s, y))
α
2−αση(s, y) dsdy
Therefore
κα
∫ 1
0
∫
Q
(
|∇φ|
2
α
(−∂tφ)
) α
1−α
dxdt+
∫
Q
φ(0)dρ0 −
∫
Q
φ(1)dρ1
≥
∫ 1
0
∫
Q
(
κα (A(s, y))
α
1−α − dα(A(s, y))
α
2−αση(s, y)
)
dxdt
≥ −
∫ 1
0
∫
Q
(ση(s, y))
2−α dxdt .
22
So we have proved that
−Wα(ρ0, ρ1)
2 = inf
φ∈C1([0,1]×Td)
J(φ) ≥ − inf
η∈Π2,ac(ρ0,ρ1)
K(η) .
We now show the opposite inequality. For this, let (ρ,w) be optimal in
the problem
Wα(ρ0, ρ1)
2 = inf
(ρ,w)
∫ 1
0
∫
Q
H(ρac, w)dxdt
Let (ξε)ε>0 be the heat kernel on R
d. Then following [8] the pair (ρε, wε) =
(ρ,w) ⋆ ξε satisfies the continuity equation
∂tρε + div(wε) = 0
and is such that ρacε = ρε and
lim
ε→0
∫ 1
0
∫
Q
H(ρacε , wε)dxdt =
∫ 1
0
∫
Q
H(ρac, w)dxdt =Wα(ρ0, ρ1)
2 .
Note also that ρε is periodic, smooth in space and bounded below by a
positive constant, while wε is also periodic and smooth. Therefore the flow

d
dt
Xxt =
wε(t,X
x
t )
ρε(t,Xxt )
t ∈ [0, 1]
Xx0 = x
(4.4)
is well defined and satisfies Xx+kt = X
x
t for any k ∈ Z
d. From standard
properties related to the continuity equation (see [7] for instance), we have
ρε(t, x)dx = X
·
t♯ρε,0 where ρε,0 = ρ0 ⋆ ξε(x)dx
Let us defined ηε ∈ Π by∫
Γ
f(γ)dηε(γ) =
∫
Q
f(Xx· )dρε,0(x)
for any continuous periodic and bounded map f on Γ. Let us compute σηε .
We have∫ 1
0
∫
Q
f(t, x)dσηε(t, x) =
∫
Q
∫ 1
0
f(t,Xxt )
∣∣∣∣wε(t,Xxt )ρε(t,Xxt )
∣∣∣∣
2
2−α
dtdρε,0(x)
=
∫
Q
∫ 1
0
f(t, y)
∣∣∣∣wε(t, y)ρε(t, y)
∣∣∣∣
2
2−α
ρε(t, y)dtdy
for any continuous, periodic map f on [0, 1] × Rd. Therefore
σηε(t, x) =
|wε(t, x)|
2
2−α
(ρε(t, x))
α
2−α
,
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which shows that ηε ∈ Π2,ac. Moreover
K(ηε) =
∫ 1
0
∫
Q
|wε(t, x)|
2
(ρε(t, x))α
dxdt =
∫ 1
0
∫
Q
H(ρε, wε)dxdt
In particular, as ε → 0, K(ηε) → Wα(ρ0, ρ1)
2, which conclude the first
part of the theorem. The existence of a minimizer is a straightforward
consequence of the next Lemma—the proof of which is postponed—stating
that there is a subsequence ηεn which converges weakly to some η ∈ Π2,ac,
together with Lemma 4.1.
Lemma 4.3. Let (ηn) be a sequence in Π2,ac such that K(ηn) ≤ C for
some constant C. Then, up to a subsequence, (ηn) weakly converges to some
η ∈ Π2,ac.
Proof of Lemma 4.3. For R > 0, let ER = {γ ∈W , ‖γ˙‖ 2
2−α
> R}, then
R
2−α
2 ηn(ER) ≤
∫
ER
∫ 1
0
|γ˙(t)|
2
2−α dtdηn(γ)
≤
∫
Γ
∫ 1
0
|γ˙(t)|
2
2−α dtdηn(γ)
≤
∫
Q
∫ 1
0
σηn(t, x)dtdx
≤
[∫
Q
∫ 1
0
(σηn(t, x))
2−αdtdx
] 1
2−α
≤ C
1
2−α
Since W\ER is relatively compact in Γ, the sequence (ηn) is tight, which
implies that it has a converging subsequence.
Remark 4.4. Assume η ∈ Π2,ac(ρ0, ρ1) is optimal for the problem (4.1).
Then, for any η′ ∈∈ Π2,ac(ρ0, ρ1), one has ηλ := (1−λ)η+λη
′ ∈ Π2,ac(ρ0, ρ1)
and σηλ = (1− λ)ση + λση′ . Therefore one gets as optimality condition for
η the inequality:∫ 1
0
∫
Q
σ1−αη (ση′ − ση)dxdt ≥ 0 ∀η
′ ∈∈ Π2,ac(ρ0, ρ1) .
Since the problem is convex, this necessary condition is also sufficient.
Recalling the definition of ση, the above inequality heuristically means
that any γ in the support of η is optimal for the problem
inf
γ
∫ 1
0
σ1−αη (t, γ(t)) |γ˙(t)|
2
2−α dt
where the infimum is taken over the curves γ such that γ(0) = γ(0) and
γ(1) = γ(1).
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Next we explain some relations between the minimizer (ρ,w) of (2.2),
the minimizer φ of (2.5) and a minimizer η of (4.1).
Proposition 4.5. Assume that ρ0 and ρ1 belong to L
∞(Td). Let (ρ,w), φ
and η be optimal for (2.2), (2.5) and (4.1) respectively. Then
σ2−αη =
|w|2
ρα
=
κα
1− α
|∇φ|
2
1−α
(−∂tφac)
α
1−α
a.e.
with the convention that 0/0 = 0 and a/0 = +∞ if a > 0. Moreover, there
is a minimizer η of (4.1) such that ρt = et♯η and∫ 1
0
∫
Q
〈F (t, x), w(t, x)〉dxdt =
∫
Γ
∫ 1
0
〈F (t, γ(t)), γ˙(t)〉dtdη(γ) (4.5)
for any continuous, periodic map F : [0, 1] × Rd → Rd.
Proof. The second equality is a straightforward consequence of Theorem 3.3.
As for the first one, let us use the strategy of proof of Theorem 4.2. Let
(ξε)ε>0 be the heat kernel on R
d, set (ρε, wε) = (ρ,w) ⋆ ξε, and consider
ηε ∈ Π defined by ∫
Γ
f(γ)dηε(γ) =
∫
Q
f(Xx· )dρε,0(x)
for any continuous periodic and bounded map f on Γ, where Xx· is the
solution of the differential equation (4.4). We already know that
σηε =
|wε(t, x)|
2
2−α
ρ
α
2−α
ε
and that, up to some sequence, ηε converges to some η which is optimal for
(4.1). Since (σηε) is bounded in L
2−α, we can consider a weak limit σ of the
(σηε) in L
2−α and we have explained in the proof of Lemma 4.1 that σ ≥ ση.
Hence
Wα(ρ0, ρ1)
2 = lim
ε→0
K(ηε) ≥
∫ 1
0
∫
Q
σ2−α ≥
∫ 1
0
∫
Q
σ2−αη ≥Wα(ρ0, ρ1)
2.
This implies that σηε strongly converges in L
2−α to ση. The map η → ση
being affine and t → t2−α strictly convex, we must have ση = ση. Further-
more,
σ2−αηε =
|wε(t, x)|
2
ραε
→
|w|2
ρα
a.e. on {ρ > 0} as ε→ 0 ,
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so that σ2−αη =
|w|2
ρα a.e. on {ρ > 0}. To complete the proof we note that
Wα(ρ0, ρ1) =
∫ 1
0
∫
Q
σ2−αη ≥
∫ 1
0
∫
Q
σ2−αη 1{ρ>0}
=
∫ 1
0
∫
Q
|w|2
ρα
1{ρ>0} =
∫ 1
0
∫
Q
|w|2
ρα
= Wα(ρ0, ρ1)
Therefore ση = 0 =
|w|2
ρα a.e. on {ρ = 0}.
Let us finally check that η satisfies (4.5). By definition of ηε, et♯ηǫ = ρε,t.
Moreover, for any continuous, periodic map F : [0, 1] × Rd → Rd, we have
∫ 1
0
∫
Q
〈F (t, x), wε(t, x)〉dxdt =
∫
Γ
∫ 1
0
〈F (t, γ(t)), γ˙(t)〉dtdηε(γ).
Defining IF (γ) :=
∫ 1
0 〈F (t, γ(t)), γ˙(t)〉dt, it is therefore enough to prove that∫
Γ IF dηε →
∫
Γ IFdη as ε→ 0 to obtain (4.5). Let R > 0 and
BR := {γ ∈W
1, 2
2−α , γ(0) ∈ Q, ‖γ˙‖ 2
2−α
≤ R},
for N ∈ N∗ and γ ∈W 1,
2
2−α , define
INF (γ) :=
N−1∑
k=0
〈F (k/N, γ(k/N), γ((k + 1)/N)− γ(k/N)〉 .
By standard uniform continuity arguments, observe that for fixed R > 0,
δR,N := supγ∈BR |IF (γ) − I
N
F (γ)| tends to 0 as N → ∞. Now since F is
bounded and R
2−α
2 (ηε + η)(Γ \BR) ≤ C (see Lemma 4.3) we have∣∣∣ ∫
Γ
IFd(ηε − η)
∣∣∣ ≤ C ‖F‖∞
R
2−α
2
+
∣∣∣ ∫
Γ∩BR
IF d(ηε − η)
∣∣∣
≤ C
‖F‖∞
R
2−α
2
+
∣∣∣ ∫
Γ∩BR
INF d(ηε − η)
∣∣∣+ 2δR,N .
Finally, since INF is continuous for the C
0 topology,
∫
Γ I
N
F dηε →
∫
Γ I
N
F dη as
ε→ 0 which is enough to conclude.
References
[1] L. Ambrosio, N. Gigli, G. Savare´, Gradient flows in metric spaces
and in the space of probabiliy measures, Lectures Math. ETH Zu¨rich,
Birkha¨user Verlag, Basel, 2005.
26
[2] J.D. Benamou, Y. Brenier, A computational fluid mechanics solution
to the Monge-Kantorovich mass transfer problem, Numer. Math., 84,
375–393, (2000).
[3] Y. Brenier, M. Puel, Optimal multiphase transportation with pre-
scribed momentum. A tribute to J. L. Lions, ESAIM Control Optim.
Calc. Var. 8, 287–343 (2002).
[4] L. Brasco, G. Carlier, F. Santambrogio. Congested traffic dynamics,
weak flows and very degenerate elliptic equations, J. Math. Pures
Appl., 93(2), 163–182, 2010.
[5] G. Carlier, C. Jimenez, F. Santambrogio, F.. Optimal transportation
with traffic congestion and Wardrop equilibria, SIAM J. Control Op-
tim., 47(3), 1330–1350, 2008.
[6] J.A. Carrillo, S. Lisini, G. Savare´, D. Slepcev, Nonlinear mobility con-
tinuity equations and generalized displacement convexity, Journal of
Functional Analysis, vol. 258,1273-1309 (2010).
[7] B. Dacorogna, J. Moser, On a partial differential equation involving
the Jacobian determinant, Ann. Inst. H. Poincare´ Anal. Non Line´aire,
7, 1–26 (1990).
[8] J. Dolbeault, B. Nazaret, G. Savare´, A new class of transport distances
between measures, Calc. Var. Partial Differential Equations, vol. 34,
no. 2, 193-231 (2009).
[9] J.-M. Lasry, P.-L. Lions, Jeux a` champ moyen. II. Horizon fini et
controˆle optimal. (French) [Mean field games. II. Finite horizon and
optimal control], C. R. Math. Acad. Sci. Paris, 343, no. 10, 679–684
(2006).
[10] J.-M. Lasry, P.-L. Lions, Mean field games, Jpn. J. Math., 2, no. 1,
229–260 (2007).
[11] S. Lisini, A. Marigonda, On a class of modified Wasserstein distances
induced by concave mobility functions defined on bounded intervals.
Manuscripta Math. 133, no. 1-2, 197–224 (2010).
[12] R.J. McCann, A convexity principle for interacting cases, Adv. Math.,
128, 1,153-179 (1997).
[13] Rockafellar, Integrals which are convex functionals, II, Pacific J.
Math., vol. 39, 439-469 (1971).
27
