Abstract. We analyze an expansion of the generalized block Krylov subspace framework of 4 [Electron. Trans. Numer. Anal., 47 (2017), pp. 100-126]. This expansion allows the use of low-rank 5 modifications of the matrix projected onto the block Krylov subspace and contains, as special cases, 6 the block GMRES method and the new block Radau-Arnoldi method. Within this general setting, we 7 present results that extend the interpolation property from the non-block case to a matrix polynomial 8 interpolation property for the block case, and we relate the eigenvalues of the projected matrix to the 9 latent roots of these matrix polynomials. Some error bounds for these modified block FOM methods 10 for solving linear system are presented. We then show how cospatial residuals can be preserved in the 11 case of families of shifted linear block systems. This result is used to derive computationally practical 12 restarted algorithms for block Krylov approximations that compute the action of a matrix function 13 on a set of several vectors simultaneously. We prove some error bounds and present numerical results 14
Introduction and motivation. Block Krylov subspace methods for solving
bear the potential to be faster than methods that treat individually the systems
23
Ax i = b i , i = 1, . . . , s, for two reasons. One is that a block Krylov subspace contains 24 more information than the individual subspaces, so that one can extract more accu-25 rate approximations for the same total investment of matrix-vector multiplications.
26
Furthermore, the multiplication of A with a block vector B can be implemented more 27 e ciently than s individual matrix-vector multiplications, requiring less memory ac-28 cess and, in a parallel environment, allowing for batch communication. (ii) X 2 C n⇥s is block normalized if N (X) = I s .
115
(iii) {X j } m j=1 ⇢ C n⇥s is block orthonormal if hhX i , X j ii S = ij I s .
116
We say that a set of vectors {X j } Table 2 .1: Choices of S, hh·, ·ii S , and N in common block paradigms. Here the diag operator works in two ways: when the argument is a matrix, it returns a diagonal matrix taken from the diagonal of the input; when the argument is a vector, it builds a diagonal matrix whose diagonal entries are those of the vector.
Algorithm 2.1 Block Arnoldi process
If A is block self-adjoint, the process simplifies to block Lanczos, since in line 6 we would then have that H j,k = 0 for j < k 1 and H k 1,k = H ⇤ k,k 1 . respect to hh·, ·ii S according to the following definition; see also [22] .
133
Definition 2.4. A 2 C n⇥n is block self-adjoint if for all X, Y 2 C n⇥s ,
134
hhAX, Y ii S = hhX, AY ii S .
135
Note that if A = A ⇤ , then A is block self-adjoint for the three block inner products 136 shown in Table 2 .1.
137
We always assume that Algorithm 2.1 runs to completion without breaking down, This manuscript is for review purposes only.
tation in terms of these block Arnoldi vectors in the sense that in the representation
3)
150 the "block coe cients" i are unique.
151
Proposition 2.5. The representation (2.3) is unique.
152
Proof. Taking block inner products with the basis vectors V j gives 153 hhV j , Xii S = j , j = 1, . . . , m. 2.2. Matrix polynomials over S. We denote as P m (S) the space of all polyomi-155 als P of degree at most m and with coe cients k 2 S, P : C ! S, P (z) = P m k=0 z k k ,
156
and use the notation P (A) B introduced in [33] to denote
When regarded as a mapping from C to S, P is often termed a -matrix [11, 12, 159 13, 24, 34]. In (2.4), P is considered a mapping from C n⇥n ⇥ C n⇥s to C n⇥s . This 160 interpretation allows for the characterization of block Krylov subspaces using matrix 161 polynomials as
163
As a consequence, we have the following characterization of the block residual, 164 which will be used later.
165
Remark 2.6. For any block vector
, the corresponding 166 residual R = B AX can be written as R = P m (A) B, with P m 2 P m (S) and 167 P m (0) = I. Indeed, P m (z) = I zQ(z), for some Q 2 P m 1 (S).
168
For a given element with the block Arnoldi process, Algorithm 2.1.
176
Definition 2.8. Given H 2 S m⇥m , ⌅ 2 S m , and f :
242
With the block Vandermonde matrix
we see that Q(z) = P m 1 j=0 z j j interpolates f on the pair (H, ⌅) if and only if
Consequently, an interpolating polynomial exists if W is nonsingular.
248
The matrix polynmial Q m 1 from (2.11) interpolates the function f : polynomial" P m (z) = I zQ m 1 (z) 2 P m (S). Recall that the latent roots of a 252 matrix polynomial P are the zeros of the function det(P (z)) : z 2 C ! C; see, e.g.,
253
[13, 24, 34].
254
Theorem 2.9. Let H 2 S m⇥m be nonsingular and let ⌅ 2 S m be such that the 255 block Vandermonde matrix (2.12) is nonsingular. Let Q m 1 2 P m 1 (S) be the matrix 256 polynomial interpolating f (z) = z 1 on the pair (H, ⌅) and let (z) be the character-
In particular, the latent roots of P m coincide with the eigenvalues of H including
261
(algebraic) multiplicity.
262
Proof. We first prove the result under the following additional assumptions:
H is diagonizable and all its eigenvalues are distinct, i.e., we have
where ⇤ = diag( 1 , . . . , ms ), i 6 = j for i 6 = j, X 2 C ms⇥ms nonsingular.
266
(ii) All rows in X 1 ⌅ are non-zero.
267
With these assumptions, let x ⇤ j 6 = 0 denote row j of X 1 ; i.e., x ⇤ j is a left eigenvector 268 for the eigenvalue j of H:
, we obtain, multiplying with x ⇤ j from the left,
273
By assumption (ii), x ⇤ j ⌅ 6 = 0, so it is a left eigenvector to the eigenvalue 0 of P m ( j ); 274 i.e., det(P m ( j )) = 0. Since this holds for all j and det(P (z)) is a polynomial of 275 degree ms, we have det(P (z)) = c Q ms j=1 (z j ), and since det(P (0)) = det(I) = 1 we
.
277
We now turn to the situation where (i) and (ii) do not necessarily hold and use an and let
285
Then for 0 < ✏  ✏ 0 the diagonal elements of J ✏ , which are the eigenvalues
are all di↵erent. For all such ✏ we therefore have that
with ms pairwise di↵erent eigenvalues,
292
The block vector ⌅ has full rank since the Vandermonde matrix W from (2.12) is 293 nonsingular. So for all i the i-th row e
we have that all rows in X ✏, ⌅ are non-zero. Choose > 0 small enough such that, ing f (z) = z 1 on the pair (H ✏, , ⌅). By part (i), the corresponding residual matrix 
310
If 
313
This matrix is block upper triangular, with
block. Since we assume the Arnoldi process runs without breakdown until step m, all 315 matrices H j+1,j exist and are nonsingular, since they are the scaling quotients from 316 the block Arnoldi process. Therefore, the block Vandermonde matrix is nonsingular,
317
and we obtain the following corollary to Theorem 2.9.
318
Corollary 2.10.
and let (z) be the characteristic polynomial of H m + M. Then the residual matrix 
Theorem 2.7 shows that these are iterates for which the defining polynomial 
350
For the classical, global, and loop-interchange paradigms from X 2 C n⇥s and positive semidefinite and non-zero for all rank-deficient X 6 = 0.
357
We immediately obtain the following: if A is block self-adjoint with respect to 358 hh·, ·ii S according to Definition 2.4, then A is also self-adjoint with respect to h·, ·i S .
359
If, in addition, A is block positive definite according to Definition 3.1, then A is also 360 positive definite with respect to h·, ·i S .
361
If A is block self-adjoint and block positive definite with respect to hh·, ·ii S , the 362 block FOM iterates can be computed e ciently using short recurrences. The resulting 363 block CG method was first described and analyzed in [38] for the classical paradigm.
364
Several authors have considered various aspects of numerical stability and strategies
365
for "deflation" corresponding to the case that a block Lanczos vector becomes numer-
366
ically rank-deficient; for a thorough discussion of the literature, see [7] . The following 367 convergence result for a general block inner product hh·, ·ii S was basically proven in 
370
This manuscript is for review purposes only. and min and max denoting the smallest and largest eigenvalues of A, respectively.
376
We note that the theorem applies in particular for a matrix A which is block 377 self-adjoint and block positive definite with respect to the block inner product hh·, ·ii S .
378
If A is Hermitian and positive definite with respect to the standard inner prod- This is equivalent to requiring
for the derived scalar inner product h·, ·i S . Since for any
we then see that the Petrov-Galerkin condition (3.7) is equivalent to the block GMRES
403
iterate minimizing the S-norm of the block residual. That is,
For the classical paradigm, this equivalence has been observed in [46 
Proof. We have to show that the Petrov-Galerkin condition (3.7) is satisfied, i.e.
420
From the block Arnoldi relation (2.2), we have for any 
where the last equality follows from (3.10).
439
Recall that a matrix A 2 C n⇥n is termed positive real, if Re(x ⇤ Ax) > 0, for 440 all x 6 = 0, and that this concept trivially extends to other inner products than the real with respect to h·, ·i S :
Theorem 3.5. Assume that A is positive real with respect to the inner product
Proof. Let P m 1 2 P m 1 (S) be the residual matrix polynomial for R gmr m 1 , i.e.,
455
R gmr m 1 = P m 1 (A) B, and let R be the matrix polynomial
where ↵ 2 R is yet to be determined. Because the matrix coe cients in R are scalar 457 multiplies of the identity, we have (
minimal over all polynomials P in P m (S) with P (0) = I, we have that
which gives
467
With ↵ = /⌫ max minimizing the right-hand side, the inequality (3.11) follows.
468
As a side remark, let us note that A is positive real with respect to h·, ·i S if it is 469 block positive real according to the following definition.
positive real with respect to the standard inner product for all full rank block vectors
472
V and has at least one eigenvalue with positive real part for all V 6 = 0.
473
If A is positive real with respect to the standard inner product, then it is also pos- We need the polynomials b P j 1 2 P j 1 (S), j = 1, . . . m, which describe the block
493
Arnoldi vectors V j , j = 1, . . . , m, as
The block Arnoldi relation (2.2), AV m = V m+1 H m , directly turns into a correspond-
496
ing relation for these matrix polynomials
with b P 0 = B 1 .
499
We now fix an S 2 S, and require the residual R ra m of the m-th block Radau-
and ask P ra m (z) 2 P m (S) to satisfy the additional constraints 504 P ra m (S) = 0 s and P ra m (0) = I s .
(3.14)
505
A matrix polynomial P is regular if there exists some z 2 C such that 506 det(P (z)) 6 = 0. Residual polynomials are always regular, since they are the iden-507 tity at 0. A matrix e S 2 C s⇥s is called a solvent for P m 2 P m (C s⇥s ) if P m ( e S) = 0.
508
It is known for regular matrix polynomials that then P m can be factored as P m (z) =
509
(zI e S)P 
The following theorem shows that, just as for block GMRES, the block Radau-
516
Arnoldi iterates are modified block FOM iterates in the sense of (3.1).
517
Theorem 3.8. Assume that b P m 1 (S) is nonsingular and define
Moreover, assume that H m + M ra is nonsingular, where
520
Then we have 
Evaluating all matrix polynomials on (A, B) with the operator induces a block Arnoldi-type relation for the block vectors V j+1 = b P j (A) B, j = 0, . . . , m 1, and 532 the block vector e V m+1 = e P m (A) B:
534
With this we see that for X ra m defined in (3.17) we have
showing that R ra m = P ra m (A) B with P ra m = e P m · e C m and e
541
To see that e C m = e P m (0) 1 , or, equivalently, that P ra m (0) = I, we first note that by 542 Remark 2.6, there exists P m 2 P m (S), with P m (0) = I such that R ra m = P m (A) B. By the block Arnoldi process, the block vectors V m+1 and V m are hh·, ·ii S -orthogo-
Moreover, e P m (S) = 0. The scaled version P ra m = e P m · e P m (0) 1 of e P m then satisfies 550 (3.13) as well as (3.14).
551
Remark 3.9. Since P ra m (z) = (zI S)P Arnoldi relation (3.12), evaluated at S,
can be rewritten as
565
This gives
showing that 
570
Note that if S does not commute with all the b P i (S), it is not possible to cast (3.12)
571
into a block system with a matrix from S m⇥m and a block right-hand side from S m .
572
If A is block self-adjoint with respect to hh·, ·ii S , the block Radau-Arnoldi method This manuscript is for review purposes only.
Proof. Since for any P 2 P m (S) and X 2 C n⇥s we have A(P (A) X) = 586 P (A) (AX), we obtain
Now observe that P m 2 P 
626
As a last remark we note that a result similar to Theorem 3.10 holds if we take meaning that f that can be written as a Riemann-Stieltjes integral
where µ is monotonically increasing and nonnegative on [0, 1) and Section 3, the respective iterates X m (t) are then given as 
665
For M = 0 this reduces to the standard block Arnoldi approximation 
675
To take advantage of the shifted nature of our systems for a restart after m 676 iterations, we here aim for cospatial block residuals in the sense that 
686
In the matrix function case, having cospatial residuals allows us to find an ex-687 pression for the error of the block Krylov subspace approximation as
Interestingly, the latter expression does not represent a standard matrix function 692 applied to a block vector. Rather, the situation is analogous to the matrix polynomial 693 case: using the matrix integral J(z) :
696
The following theorem shows that we indeed have cospatial residuals if M t in 697 (4.3) does not depend on t. It also shows that the shifted residuals are cospatial to 698 the block vector 
714
Herein, b
716
This shows (4.7).
717
A consequence of this theorem is that the cospatiality factors C m (t) for the resid- 
Likewise, the iterates for the restarted method for the shifted linear system 728 (A + tI)X = B are obtained as
and the block residuals R 
Taking integrals over t, we define 733 
as a representation for the error. We summarize all this in the following theorem,
740
where we use the matrix integrals
with G 
m is evaluated via quadrature. This requires the computation of the cospatial factors G 
showing that M gmr (t) indeed depends on t. In order to maintain cospatial residuals 772 for shifted linear systems, one thus has to pick one value for t, typically t = 0, for however, all cospatial to U m from (4.6) with M = M gmr (0).
778
In this manner we can e ciently perform restarts for families of shifted linear is referred to as the harmonic block Arnoldi method.
783
If we were to transfer the convergence analysis from [22] to the shifted block
784
GMRES case, we would need a result analogous to Theorem 3.5 for the iterates of the 785 shifted systems, which are not "true" block GMRES iterates. It seems hard to find the 786 right analogue, and we could obtain only partial results based on the following theorem 787 which is also of interest on its own. The theorem uses shifted matrix polynomials,
788
where for P (z) = P m i=0 z i i its shifted counterpart P (t) (z) is defined as
Note that for V 2 C n⇥s we have
The following theorem gives an alternative representation of the cospatiality factors
793
C m (t) in terms of the residual matrix polynomial.
794
Theorem 4.3. Let P (z) 2 P m (S) be the matrix polynomial expressing the residual assume that for some t 2 C the matrix P ( t) 2 S is nonsingular. Then H m + M + tI 797 is nonsingular, and the block residual R m (t) = B (A + tI)X m (t) with X m (t) = 798
Proof. We first note that (ii) follows immediately once (i) is established, since
805
To prove (i), we systematically use the polynomial exactness property formulated in
806
Theorem 2.7. We have X m (0) = Q(A)B, where the matrix polynomial Q 2 P m 1 (S)
. The matrix residual polynomial 808 P (z) is thus given as P (z) = I zQ(z) and we have that
Now, the matrix polynomial P t (z) defined in (i) satisfies and since P t 2 P m (S) with P t (0) = I, we can represent it as P t (z) = I zQ t (z) with
815
Q t 2 P m 1 (S). Equation (4.13) then shows that Q t interpolates f (z) = z 1 on the
given as X m (t) = Q t (A) B and thus R m (t) = P t (A) B.
818
Corollary 4.4. Assume that H m + M has all its eigenvalues in C + and let 819 t 0. Then the cospatiality factors C m (t) 2 S from Theorem 4.3 satisfy
820
| det(C m (t))|  1.
821
Irrespective of the block inner product hh·, ·ii S , this holds in particular if A is pos-
822
itive real with respect to the standard inner product and M = 0 (block FOM) or
Proof. Let i 2 C + , i = 1, . . . , ms, denote the eigenvalues of H m + M. By the 825 result on the latent roots from Theorem 2.9 we have det(P (z)) =
828
For t > 0, since Re( i ) > 0, we have Re( gives | det(P ( t)| > 1 and thus | det(C m (t))| = | det(P ( t) 1 )| < 1.
830
To prove the remaining part of the corollary, assume that A is positive real. By 831 the block Arnoldi relation (2.2) we have for x 2 C ms 832
833
Since V m has full rank and thus V m x 6 = 0 for x 6 = 0, this shows that H m is posi- 
which gives 2 C + .
840
Theorem 4.3 covers block FOM and block GMRES for the global, for shifted GMRES for positive real matrices it can be found in [17] . That this also 857 holds for FOM for positive real matrices seems to not have been observed before. (a) Number of instances (out of 10 4 samples, each for m = 1, . . . , 9) refuting monotonicity conjectures. ⇢: spectral radius of Cm(t) larger than 1; k·k F , k·k 2 max , k·k 2 : kRm(t)k > kRm(0)k for the respective norm, all for t = 0.1. computed R m (t) for many values of t, so as to be able to plot the relative di↵erence 
where P t (z) = P ( t) (z)P ( t) 1 and P ( t) is defined in (4.12). Thus, P (S) = 0 m (t) for shift t after k such cycles. Then
898
(ii) For a Stieltjes function f = R 1
the block Arnoldi-Radau method, where
Proof. Part (i) is just Theorem 3.10 for the matrices A + tI, extended to restarts. where g min and g max are the minimum and maximum, respectively, of g on spec(A).
908
Applying this result twice we obtain
kXk A ,t -S , (4.14)
910 and, similarly,
From (4.9), and using (4.14), we obtain
A ,t -S dµ(t).
916
Using (i), the fact that ⇠ m (t)  ⇠ m (0) =: ⇠ m for t 0, and (4.15), we have
this finally gives
925
A secret trick for keeping the rascally proof box where it belongs!
926
Note that this proof makes no e↵ort to keep the constant C small.
927
This manuscript is for review purposes only. linear systems from the previous sections.
934
Example 5.1. A is a diagonal matrix of dimension n = 5000, the s = 10 right-
935
hand sides are generated randomly using Matlab's rand command and normalized
936
with qr, and the initial block vector X 0 is zero. (i.e., the first cycle, without restarts). We observe that for both matrices, the meth- 
954
As an aside, we note that the error and residual bounds guaranteed by Theo- between inner products for a given method, (i.e., Theorems 3.3, 3.7, and 3.11). 
