In this paper, we study the complete moment convergence of the sums ofρ-mixing sequences which are double-indexed randomly weighted and stochastically dominated by a random variable X. Under the different moment conditions on X and weights, many complete moment convergence and complete convergence results are obtained. Moreover, some simulations are given for illustration.
are many examples of the structure ofρ-mixing random variables. Let {e n , n ≥ } be a sequence of independent identically distributed (i.i.d.) random variables with zero mean and finite variance. For n ≥ , let X n = p i= c i e n-i , where p is a positive integer and c i are constants, i = , , , . . . , p. It is known that {X n } is a moving average process with order p. It can be checked that {X n } is aρ-mixing process. Moreover, if {X n } is a strictly stationary, finite-state, irreducible, and aperiodic Markov chain, then it is aρ-mixing sequence (see Bradley [] ). There are many results forρ-mixing sequences; see Peligrad and Gut [] and Utev and Peligrad [] for the moment inequalities, Sung [] and Hu et al. [] for the inverse moments, Yang et al. [] for the nonlinear regression model, Wang et al. [] for the Bahadur representation, etc.
On the one hand, since Hsu and Robbins [] gave the concept of complete convergence, it has been an important basic tool to study the convergence in probability and statistics. Baum For n ≥ , let S n = n i= A ni X i , where {X i } is aρ-mixing sequence and {A ni } are the double-indexed randomly weights. Inspired by the papers above, we study the complete moment convergence of the sums S n ofρ-mixing sequences {X i } which are doubleindexed randomly weighted and stochastically dominated by a random variable X. Under the different moment conditions on X and weights, many complete moment convergence results are obtained. Moreover, some simulations are given for illustration. For the details, please see our results and simulations in Section . Some lemmas are presented in Section . Finally, the proofs of the main results are presented in Section . For a givenρ-mixing sequence of random variables {X n , n ≥ }, denote the dependence coefficientρ(k) byρ(X, k). In addition, for convenience, let C, C  , C  , . . . be some positive constants, which are independent of n and may have different values in different expressions, x + = max (x, ) and x -= max(-x, ). 
Some lemmas
X i p ≤ C n i= E|X i | p + n i= Var(X i ) p/ . Lemma . (Thanh et al. []) Let  ≤ r <  and k be a positive integer. Let X = {X n , n ≥ } and Y = {Y n , n ≥ } be two sequences ofρ-mixing random variables satisfyingρ(X, k) ≤ r andρ(Y , k) ≤ r, respectively. Suppose that f : R × R → R is a Borel function. Assume that X is independent of Y . Then the sequence f (X, Y ) = {f (X n , Y n ), n ≥ } is also aρ-mixing sequence of random variables satisfyingρ(f (X, Y ), k) ≤ r. Lemma . (Sung []) Let {X i ,  ≤ i ≤ n} and {Y i ,  ≤ i ≤ n}E max ≤k≤n k i= (X i + Y i ) -εa + ≤  ε q +  q -  a q- E max ≤k≤n k i= X i q + E max ≤k≤n k i= Y i .
Lemma . (Adler and Rosalsky [] and Adler et al. [])
Let {X n , n ≥ } be a sequence of random variables, which is stochastically dominated by a random variable X, i.e.
Then, for any α >  and b > , the following two statements hold:
Main results and simulations
Theorem . Let α > /,  < p < ,  ≤ r < , and k be a positive integer. Assume that
mean zero sequence ofρ-mixing random variables withρ(X, k) ≤ r, which is stochastically dominated by a random variable X with E|X|
be a triangular array of random variables. Suppose that, for all n ≥ , the sequence A n = {A ni ,  ≤ i ≤ n} is independent of the sequence {X n , n ≥ } and satisfiesρ(A n , k) ≤ r and
and so 
Then, for all ε > , (.) holds and so (.) also holds.
For the case  ≤ l < , we take p = l and α = /p in Theorem . and obtain following result.
Theorem . Let  ≤ l < ,  ≤ r < , and k be a positive integer. Assume that {X n , n ≥ } is a mean zero sequence ofρ-mixing random variables withρ(X, k) ≤ r, which is stochastically dominated by a random variable X with E|X| l < ∞. Let {A ni ,  ≤ i ≤ n, n ≥ } be a triangular array of random variables. Suppose that, for all n ≥ , the sequence A n = {A ni ,  ≤ i ≤ n} is independent of the sequence {X n , n ≥ } and satisfiesρ(A n , k) ≤ r and
which implies the Marcinkiewicz-Zygmund-type strong law of large numbers
When α ≥  and E|X| < ∞, we have the following result. () For all n ≥ , let A n , A n , . . . , A nn are independent of {e i } and (A n , A n , . . . , A nn ) ∼ N n (, ), where  is the zero vector,
and - < ρ < .
Using MATLAB software, we make the Box plots to illustrate
, and sample size n = , , . . . , ,, we repeat the experiments , times and obtain the Box plots such as in Figures  and . In Figures  and  , the label of the y-axis is the value of (.) and 
The proofs of main results

Proof of Theorem
Obviously, for  ≤ i ≤ n, A ni X i decomposes as
Then, by (.) and Lemma . with a = n α and q = , we have
By (.) and Hölder's inequality, it is easy to establish that
Since for all n ≥ , {A ni ,  ≤ i ≤ n} is independent of the sequence {X n , n ≥ }, then by Markov's inequality, (.), Lemma ., E|X| p < ∞, and p > , we obtain
By the independence and EX i = , we have E(A ni X i ) = EA ni EX i = , which implies
Therefore, by Lemma . and the proof of (.), it follows that 
By p < , α > / and E|X| p < ∞, it can be checked that
In addition, by the proof of (.), we have 
Thus, by (.) and Lemma ., we have
by the fact q > (αp -)/(α -). Moreover, by Lemma . and (.),
By p ≥  and α > /, it follows that (αp -)/(α -) -p ≥ , which yields q > p. So, by E|X| p < ∞,
It follows from (.) that Obviously, by Markov's inequality and the proofs of (.), (.), and (.), we establish that
Hence, the proof of the theorem is concluded.
