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Abstract
Computational quantum mechanics based molecular and materials design campaigns con-
sume increasingly more high-performance compute resources, making improved job scheduling
efficiency desirable in order to reduce carbon footprint or wasteful spending. We introduce
quantum machine learning (QML) models of the computational cost of common quantum
chemistry tasks. For 2D non-linear toy systems, single point, geometry optimization, and
transition state calculations the out of sample prediction error of QML models of wall times
decays systematically with training set size. We present numerical evidence for a toy system
containing two functions and three commonly used optimizer and for thousands of organic
molecular systems including closed and open shell equilibrium structures, as well as transition
states. Levels of electronic structure theory considered include B3LYP/def2-TZVP, MP2/6-
311G(d), local CCSD(T)/VTZ-F12, CASSCF/VDZ-F12, and MRCISD+Q-F12/VDZ-F12. In
comparison to conventional indiscriminate job treatment, QML based wall time predictions
significantly improve job scheduling efficiency for all tasks after training on just thousands of
molecules. Resulting reductions in CPU time overhead range from 10% to 90%.
2
1 Introduction
Solving Schrödinger’s equation, arguably one of
the most important compute tasks for chem-
istry and materials sciences, with arbitrary ac-
curacy is a NP hard problem.1 This leads to
the ubiquitous limitation that accurate quan-
tum chemistry calculations typically suffer from
computational costs scaling steeply and non-
linearly with molecular size. Therefore, even if
Moore’s law was to stay approximately valid,2
scarcity in compute hardware would remain a
critical factor for the foreseeable future. Corre-
spondingly, chemistry and materials based com-
pute projects have been consuming substantial
CPU time at academic high-performance com-
pute centers on national and local levels world-
wide. For example, in 2017 research projects
from chemistry and materials sciences used ∼25
and ∼35% of the total available resources at
Argonne Leadership Computing Facility3 and
at the Swiss National Supercomputing Cen-
ter (CSCS),4 respectively. In 2018, ∼30% of
the resources at the National Energy Research
Scientific Computing Center5 were dedicated
to chemistry and materials sciences and even
∼50% of the resources of the ARCHER6 su-
per computing facility over the past month
(May 2019). Assuming a global share of ∼35%
for the usage of the Top 500 super comput-
ers (illustrated in Figure 1) over the last 25
years, this would currently correspond to ∼0.5
exaFLOPS (floating point operations per sec-
onds) per year. But also on most of the local
medium to large size university or research cen-
ter compute clusters, atomistic simulation con-
sumes a large fraction of available resources.
For example, at sciCORE, the University of
Basel’s compute cluster, this fraction typically
exceeds 50%. Acquisition, usage, and mainte-
nance of such infrastructures require substan-
tial financial investments. Conversely, any im-
provements in the efficiency with which they are
being used would result in immediate savings.
Therefore a lot of work is done to constantly
improve hardware and software of HPCs, e.
g. at the International Supercomputing Con-
ference NVIDIA announced the support of the
Advanced RISC Machines (Arm) CPUs, which
allows to build extremely energy efficient exas-
cale computers, by the end of the year.7 Com-
pute applications on such machines commonly
rely on schedulers optimizing the simultaneous
work load of thousands of calculations. While
these schedulers are highly optimized to reduce
overhead, there is still potential for application
domain specific improvements, mostly due to
indiscriminate and humanly biased run time es-
timates specified by users. The latter is partic-
ularly problematic when it comes to ensemble
set-ups characteristic for molecular and materi-
als design compute campaigns with very hetero-
geneous compute needs of individual instances.
One could use the scaling behaviour of meth-
ods to get sorted lists w.r.t wall times and im-
prove scheduling by grouping the calculations
by run time. For example the bottleneck of a
multi-configuration self-consistent field calcula-
tion (MCSCF) is in general the transformation
of the Coulomb and exchange operator matri-
ces into the new orbital basis during the macro-
iterations. This step scales as nm4 with n the
number of occupied orbitals and m the num-
ber of basis functions. All Configuration In-
teraction Singles Doubles (CISD) schemes that
are based on the Davidson algorithm8 scale for-
mally as n2m4, where n the number of corre-
lated occupied orbitals and m the number of
basis functions.9 As these methods (and basis
sets) contain different scaling laws and geom-
etry optimizations additionally depend on the
initial geometry, a more sophisticated approach
was applied: In this paper, we show how to use
quantum machine learning (QML) to more ac-
curately estimate run times in order to improve
overall scheduling efficiency of quantum based
ensemble compute campaigns.
Since the early 90’s, an increasing number
of research efforts from computer science has
dealt with optimizing the execution of impor-
tant standard classes of algorithms that occur
in many scientific applications on HPC plat-
forms,10–12 but also with predicting memory
consumption,13 or, more generally, the compu-
tational cost itself (see Refs. 14,15 for two re-
cent reviews). Such predictive models may even
comprise direct minimization of the estimated
environmental impact of a calculation as the
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target quantity in the model.16 ML has already
successfully been applied, however, towards
improving scheduling itself,17 or entire com-
pute work flows.18,19 Furthermore, a potentially
valuable application in the context of quantum
chemistry may be the run time optimization of
a given tensor contraction scheme on a specific
hardware by predictive modelling techniques.20
Another noteworthy effort has been the success-
ful run time modeling and optimization of a
self-consistent field (SCF) algorithm on various
computer architectures in 201121 using a simple
linear model depending on the number of re-
tired instructions and cache misses. Already in
1996, Papay et al. contributed a least square fit
of parameters in graph based component-wise
run time estimates in parallelized self consistent
field computations of atoms.22 Other notewor-
thy work in the field of computational chemistry
is the prediction of the run time of a molecu-
lar dynamics code,23 or the prediction of the
success of density functional theory (DFT) op-
timizations of transition metal species as a clas-
sification problem by Kulik and coworkers.24 In
the context of quantum chemistry and quan-
tum mechanical solid state computations, very
little literature on the topic is found. This may
seem surprising, given the significant share of
this domain on the overall HPC resource con-
sumption (cf. Figure 1). To the best of our
knowledge, there is no (Q)ML study that pre-
dicts the computational cost (wall time, CPU
time, FLOP count) of a given quantum chemi-
cal method across chemical space.
Today, a large number of QML models
relevant to quantum chemistry applications
throughout chemical space exists.25–27 Common
regressors include Kernel Ridge Regression28–33
(KRR), Gaussian Process Regression34 (GPR),
or Artificial Neural Networks33,35–39 (ANN). For
the purpose of estimating run times of new
molecules, and contrary to pure computer sci-
ence approaches, we use the same molecular
representations (derived solely from molecular
atomic configurations and compositions) in our
QML models as for modeling quantum prop-
erties. As such, we view computational cost
as a molecular “quasi-property” that can be in-
ferred for new, out-of-sample input molecules,
in complete analogy to other quantum prop-
erties, such as the atomization energy or the
dipole moment.
In general, a quantum chemistry SCF calcu-
lation optimizes the parameters of a molecular
wave function with a clear minimum in the self-
consistent system of non-linear equations. I. e.,
the computational cost of a single point quan-
tum chemistry calculation should be a reason-
ably smooth property over the chemical space.
Pathological cases of SCF convergence failure
are normally avoided by the careful choice of the
quantum chemistry method for the single point
(SP) calculation of a given chemical system.
For geometry optimization (GO) and transition
state (TS) searches on the other hand it is much
harder to control the convergence, as a multi-
tude of local minima and saddle points may ex-
ist on the potential energy surface defined by
the degrees of freedom of the atomic coordi-
nates in the molecule.
We therefore first investigated the perfor-
mance of ML models to learn the number of
discrete steps of common optimizers applied to
the minimum search of non-linear 2D functions
that are known to cause convergence problems
for many standard optimizers. In a second step,
we investigated the capabilities of QML to learn
the computational cost for a representative set
of quantum chemistry tasks, including SP, GO,
and TS calculations. To provide numerical evi-
dence for hardware independence of the cost of
quantum chemistry calculations, we trained a
model on FLOPS as a “clean” measurement.
2 Data
All QML approaches rely on large training data
sets. Comprehensive subsets of the chemical
space of closed shell organic molecules have
been created in the past. The QM941 data
set of DFT optimized 3D molecular structures
was derived from the GDB1742 data set of
Simplified Molecular Input Line Entry System
(SMILES) strings.43,44 This data set contains
drug like molecules of broad scientific interest.
GDB17 is an attempt to systematically gen-
erate molecules as mathematical graphs based
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Figure 1: Compute resource growth of 500
fastest public supercomputers.40 Estimated use
by chemistry and materials sciences corre-
sponds to 35%, corresponding to 2017 usage on
Swiss National Supercomputing Center.4
on rules of medicinal chemistry, removing the
bias of pre-existing building blocks in struc-
ture selection. QM9 itself is a well estab-
lished benchmark data set for quantummachine
learning where many different ML models were
tested on28,31,38,45–53 and also contains many
molecules which are commercially available and
reported on many chemical data bases. Fur-
ther relevant data sets in the literature include,
among others, reaction networks,54 closed shell
ground state organometallic compounds,55 or
non-equilibrium structures of small closed shell
organic molecules.56 Yet, regions of chemical
space that may involve more sophisticated and
costly quantum chemistry methods, such as
open shell and strongly correlated systems57,58
or chemical reaction paths, are still strongly un-
derrepresented. For this study, we first gen-
erated two toy systems of non-linear functions
known to be difficult for many standard opti-
mization methods. We used KRR to predict
the number of optimization steps needed to find
the functions’ closest minimum for a systemat-
ically chosen set of starting points. The test
case of optimizing analytical functions explores
the fundamental question of learning computa-
tional cost of a non-linear optimization prob-
lem outside the added complexity of quantum
chemistry calculations. We then have gener-
ated measures of the computational cost asso-
ciated to seven tasks which reflect variances of
three common use cases: single point (SP), ge-
ometry optimization (GO) and transition state
(TS) search calculations.
2.1 Toy System
To demonstrate that it is possible to learn the
number of steps of an optimization algorithm,
we apply our machine learning method to two
cases from function optimization theory: quan-
tifying the number of steps for an optimizer.
The functions in question are the Rosenbrock
function59
f(x, y) = (1− x)2 + 100(y − x2)2 (1)
and the Himmelblau function60
f(x, y) = (x2 + y − 11)2 + (x+ y2 − 7)2 (2)
The fucntions are shown in the top row of Fig-
ure 4 b) and c). We applied three represen-
tative optimizers in their SciPy 1.3.161 imple-
mentation on both functions: the “NM” sim-
plex algorithm (Nelder-Mead62), the gradient
based “BFGS” algorithm,63 and an algorithm
using gradients and hessians (Conjugate Gradi-
ent with Newton search “N-CG” 64). For every
function and optimizer we performed 10200 op-
timizations from different starting points on a
cartesian grid over the domain −5 ≤ x, y ≤ 5 in
steps of 0.1. The minimum of the Rosenbrock
function and the four minima of the Himmel-
blau function lie within this domain. Figure 4
b) row two, three, and four show a heatmap
of the number of optimization steps for NM,
BFGS, and N-CG, respectively, for Rosen-
brock (left column) and Himmelblau (right col-
umn). Generally, the minimum searches on
the Himmelblau function required much fewer
steps (mostly reached after a few tens of iter-
ations). While the gradient based optimizer
BFGS clearly outperforms NM for both func-
tions, the N-CG optimization of the Rosen-
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brock function did not converge with a itera-
tion limit of 400 for a set of points in the region
of x < −0.5 and y > 2.5. A very small step
size for the N-CG algorithm implementation in
SciPy in the critical region is responsible for the
slow convergence.
2.2 Quantum Data Sets
We have considered coordinates coming from
three different data sets (QM9, QMspin, QM-
rxn) corresponding to five levels of theory
(CCSD(T), MRCI, B3LYP, MP2, CASSCF)
and four basis set sizes. Molecules in the three
different data sets consist of the following:
i) QM9 contains 134k small organic
molecules in the ground state local min-
ima with up to nine heavy atoms which
are composed of H, C, N, O, and F. All co-
ordinates were published in 2014.41 Here,
we also report the relevant timings.
ii) QMspin consists of carbenes derived from
QM9 molecules containing calculations of
the singlet and triplet state, respectively,
with a state-averaged CASSCF(2e,2o) ref-
erence wave function (singlet and triplet
ground states with equal weights). The en-
tirety of this data set will be published else-
where, here we only provide timings and
QM9 labels.
iii) QMrxn consists of reactants and SN2 tran-
sition states of small organic molecules
with a scaffold of C2H6 which was func-
tionalized with the following substituents:
-NO2, -CN, -CH3, -NH2, -F, -Cl and -Br.
The entirety of this data set will be pub-
lished elsewhere, here we only provide tim-
ings and geometries.
2.3 Quantum Chemistry Tasks
The three data sets were then divided into the
seven following tasks for which timings were ob-
tianed (See also Table 1):
QM9SPCC/DZ 5736 PNO-LCCSD(T)-F12/VDZ-
F1265–67 single point energy timings. De-
tails of the calculation results other than
timings are subject of a separate publica-
tion.68
QM9SPCC/TZ 3497 PNO-LCCSD(T)-F12/VTZ-
F12 single point energy timings.
QMspinSPMRCI 2732 single point calculations
using MRCISD+Q-F12/VDZ-F12.69–72
Details of the calculation results other
than timings are subject of a separate
publication.73
QM9GOB3LYP 3724 geometry optimization tim-
ings with initial B3LYP/6-31G*74,75 ge-
ometries optimizing at the B3LYP/def2-
TZVP level of theory.
QMrxnGOMP2 8148 geometry optimization tim-
ings on MP2/6-311G(d) level of theory.
QMspinGOCASSCF 1595 CASSCF(2e,2o)[Singlet]/VDZ-
F1276,77 geometry optimization timings.
QMrxnTSMP2 1561 timings of transition state
searches on MP2 level of theory.
Further details on the data sets can be found
in section 1 of the supporting information (SI).
A distribution of the properties (wall times) of
the seven tasks is illustrated in Figure 2. Single
point calculations (the two QM9SPCC tasks) and
the geometry optimization (task QM9GOB3LYP)
have wall times smaller than half an hour. In
general, the smaller the variance in the data,
the less complex the problem and the easier it
is for the model to learn the wall times. For
geometry optimizations and more exact (also
more expensive) methods (task QMspinSPMRCI
andQMspinGOCASSCF) the average run time is∼
9 hours. With a larger variance in the data the
problem is more complex (higher dimensional)
and the learning is more difficult (higher off-
set).
2.4 Timings, Code, and Hard-
ware
The calculations were run on three compute
clusters, namely our in-house compute clus-
ter, the Basel University cluster (sciCORE) and
the Swiss national supercomputer Piz Daint at
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Table 1: Seven tasks used in this work generated from three data sets (QM9, QMspin, QMrxn),
using three use cases (SP, GO, TS) on different levels of theory and basis sets.
Task QM9SPCC/DZ QM9
SP
CC/TZ QMspin
SP
MRCI QM9GOB3LYP QMrxnGOMP2 QMspinGOCASSCF QMrxnTSMP2
Use case SP GO TS
Data set QM9 QMspin QM9 QMrxn QMspin QMrxn
Level CCSD(T) CCSD(T) MRCI B3LYP MP2 CASSCF MP2
Basis set VDZ-F1278 VTZ-F1278 VDZ-F1278 def2-TZVP79,80 6-311G(d)81–83 VDZ-F1278 6-311G(d)81–83
Size 5736 3497 2732 3724 8148 1595 1561
Code Molpro Molpro Molpro Molpro ORCA Molpro ORCA
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Figure 2: Wall time distribution of all tasks
using kernel density estimation.
CSCS. We used two electronic structure codes
to generate timings. Molpro84 was used to ex-
tract both CPU and wall times for data sets i)
and ii), and ORCA85 was used to extract wall
times for data set iii). Further information of
the data sets, the hardware, and the calcula-
tions can be found in section 3 to 4 of the SI.
The retired floating point operations (FLOP)
count of the local coupled cluster calculation
task QM9SPCC/DZ was obtained as follows: The
number of FLOPs have been computed with
the perf Linux kernel profiling tool86 for data
set QM9SPCC/DZ. perf allows profiling of the
kernel and user code at run time with little
CPU overhead and can give FLOP counts with
reasonable accuracy. FLOP count is an ade-
quate measure of the computational cost when
the program execution is CPU bound by nu-
merical operations, which is given in the PNO-
LCCSD(T)-F12 implementation65–67,87 in Mol-
pro.
3 Methods
3.1 Quantum Machine Learning
In this study, we used kernel based machine
learning methods which were initially developed
in the 1950s88 and belong to the supervised
learning techniques. In ridge regression, the
input is mapped into a feature space and fit-
ting is applied there. However, the best fea-
ture space is a priori unknown, and its con-
struction is computationally hard. The “kernel
trick” offers a solution to this problem by ap-
plying a kernel k on a representation space R
that yields inner products of an implicit high
dimensional feature space: the Gram matrix el-
ements k(xi,xj) of two representations x ∈ R
between two input molecules i and j are the
inner products 〈i, j〉 in the feature space. For
example,
k(xi,xj) = exp
(
−||xi − xj||1
σ
)
(3)
or
k(xi,xj) = exp
(
−||xi − xj||
2
2
2σ2
)
(4)
with σ as the length scale hyperparameter,
represent commonly made kernel choices, the
Laplacian (eq. 3) or Gaussian kernel (eq. 4).
Fitting coefficients α can then be computed in
input space via the inverse of the kernel matrix
[K]ij = k(xi,xj):
α = (K+ λI)−1y (5)
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where λ is the regularization strength, typically
very small for calculated noise-free quantum
chemistry data.
Hence, kernel ridge regression (KRR) learns
a mapping function from the inputs xi, in this
case the representation of the molecule, to a
property yestq (xq), given a training set of N ref-
erence pairs {(xi, yi)}Ni=1. Learning in this con-
text means interpolation between data points
of reference data {(xi, yi)} and target data
{(xq, yestq )}. A new property yestq can then be
predicted via the fitting coefficients and the ker-
nel:
yestq (xq) =
N∑
i
αi · k(xi,xq) (6)
For the toy systems, a Laplacian kernel was
used, the representation corresponding simply
to the starting point (x = (x, y)) of the opti-
mization runs. For the purpose of learning of
the run times, we used two widely used repre-
sentations, namely Bag of Bonds (BoB)45 with
a Laplacian kernel. BoB is a vectorized version
of the Coulomb Matrix (CM)28 that takes the
Coulomb repulsion terms for all atom to atom
distances and packs them into bins, scaled by
the product of the nuclear charges of the corre-
sponding atoms. This representation does not
provide a strictly unique mapping31,89 which
may deteriorate learning in some cases (vide
infra). The second representation used was
atomic FCHL50 with a Gaussian kernel. FCHL
accounts for one-, two-, and three-body terms
(whereas BoB only contains two-body terms).
The one-body term encodes group and period
of the atom, the two-body term contains in-
teratomic distances R, scaled by R−4, and the
three-body terms in addition contain angles be-
tween all atom triplets scaled by R−2.
To determine the hyperparameters σ and λ,
the reference data was split into two parts, the
training and the test set. The hyperparame-
ters were optimized only within the training
set using random sub-sampling cross validation.
To quantify the performance of our model, the
test errors, measured as mean absolute errors
(MAE), were calculated as a function of train-
ing set size. The leading error term is known
to be inversely proportional to the amount of
training points used:90
MAE ≈ a/N b (7)
The learning curves should then result in a de-
creasing linear curve with slope b and offset
log a:
log(MAE) ≈ log(a)− b log(N) (8)
where a is the target similarity which gives an
estimate of how well the mapping function de-
scribes the system31 and b is the slope being
an indicator for the effective dimensionality.91
Therefore, good QML models are linearly de-
caying, have a low offset log(a) (achieved by us-
ing more adequate representations and/or base-
line models92), and have steep slopes (large b).
For each task, QML models of wall times
were trained and subsequently tested on out-of-
sample test set which was not part of the train-
ing. As input for the representations the initial
geometries of the calculations were used. To
improve the predictions of geometry optimiza-
tions for the task QMspinGOCASSCF, we split
the individual optimization steps into the first
step (GO1) and the subsequent steps (GO2),
because the first step takes on average ∼20%
more time than the following steps (for more
details we refer to section 1.4 of the SI). For
learning the timings of the geometry optimiza-
tion task GO2, we took the geometries obtained
after the first optimization step.
As input for the properties, wall times were
normalized with respect to the number of elec-
trons in the molecules. Figure 3 shows the
wall time overhead (CPU time to wall time ra-
tio) for calculations run with Molpro. To re-
move runs affected by heavy I/O, wall time
overheads higher than 3%, 5%, 10%, 30%, and
50% were excluded from the tasks QM9SPCC/DZ,
QM9SPCC/TZ, QMspin
SP
MRCI, QMspinGOCASSCF,
and QM9GOB3LYP, respectively. In order to gen-
erate learning curves for all the seven tasks, all
timings were normalized with respect to the me-
dian of the test set to get comparable normal-
ized mean absolute errors (MAE). The resulting
wall time out-of-sample predictions were used
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as input for the scheduling algorithm. When-
ever the QML model predicted negative wall
times, the predictions were replaced by the me-
dian of all non-negative predictions.
All QML calculations have been carried out
with QMLcode.93 Wall times and CPU times
(Molpro) and wall times (ORCA) for all the
seven tasks, as well as QML scripts can be
found in the SI.
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Figure 3: Wall to CPU time ratio (using kernel
density estimation) for Molpro calculations to
identify runs with high wall time overhead due
to heavy I/O load on clusters.
3.2 Application: Optimal Schedul-
ing
3.2.1 Job Array and Job Steps
In many cases, efforts in computational chem-
istry or materials design require the evaluation
of identical tasks on different molecules or ma-
terials. Distributing those tasks across a com-
pute cluster is typically done in one of two
ways. When using job arrays, the scheduler
assigns compute resources to each calculation
separately, such that the individual calculation
is queued independently. This approach typi-
cally extends the total wall time, and has little
overhead with the jobs themselves but leads to
inefficiencies for the scheduler since the individ-
ual wall time estimate of each job needs to be
(close to) the maximum job duration.
In the second approach, there are only few
jobs submitted to the scheduler and tasks are
executed in parallel as job steps. The first ap-
proach has little overhead with the jobs them-
selves but can lead to inefficiencies. The sec-
ond approach yields inefficiencies due to lack
of load balancing. These two common methods
require no knowledge of the individual run time
of each task, and usually rely on a conservative
run time estimate in practice.
3.2.2 Scheduling Simulator
Using the QML based estimated absolute tim-
ings turns the scheduling of the remaining cal-
culations into a bin packing problem. For this
problem we used the heuristic first fit decreas-
ing (FFD) algorithm which takes all run time
estimates for all tasks, sorts them in decreas-
ing order and chooses the longest task that fits
into the remaining time of a compute job (for
more details on FFD, see section 2 in the SI). If
there is no task left that is estimated to fit into
a gap, then no task is chosen and resources are
released early.
We implemented a job scheduling simulator
assuming idempotent uninterruptible tasks for
all three job schedulers: Conventional job ar-
rays, conventional job steps, and our new QML
based job scheduler. Using a simulator is partic-
ularly useful because the duration of the job ar-
ray and job step approaches depend on the (ran-
dom) order of the jobs, and therefore requires
averaging over multiple runs. We used this sim-
ulator in the context of two environments: our
university cluster sciCORE (denoted S ) where
users are allowed to submit single-core jobs and
the Swiss national supercomputer (CSCS, de-
noted L) where users are only allowed to allo-
cate entire compute nodes of 12 cores. In all
cases, we assumed that starting a new job via
the scheduler takes 30 seconds and that every
job queues for one hour. These numbers have
been observed for queuing statistics of sciCORE
and CSCS.
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4 Results and Discussion
4.1 Toy System
From the total data set (10200 optimizations)
3200 were chosen randomly for every combina-
tion of optimizer and function and the predic-
tion error was computed for different training
set sizes N . Figure 4 a) shows the learning
curves for the Rosenbrock (“Rosen”) and the
Himmelblau (“Him”) functions. Well behaved
learning curves were obtained for both func-
tions and all optimizers. The ML models for
Him-BFGS and Him-N-CG have a lower offset
because the variance of the data set is smaller
(between 0 and 25 optimization steps) than for
the others (∼50-120 steps). The offset of Rosen-
Newton-CG can be explained by the truncated
runs which caused a non smooth area in the
function space (x < −0.5 and y > 2.5) which
leads to higher errors.
In addition to the learning curves, we com-
puted the relative prediction errors of the differ-
ent optimization runs. These results are shown
in Figure 4 c). As expected, the errors get larger
when the starting point is close to a saddle
point: small changes in the starting point coor-
dinates may lead to very different optimization
paths. These discontinuities naturally occur for
any optimizer based on the local information
at the starting point and can be consistently
observed in Figure 4 b). Additional disconti-
nuities can also be observed depending on the
optimizer. For all these regions larger relative
errors for KRR can be observed [shown in Fig-
ure 4 c)] illustrating that small prediction errors
rely on a reasonably smooth target function. In
summary, we can show that KRR is capable
of learning the discrete number of optimization
steps which is a strong indication that the com-
putational cost of quantum chemistry geome-
try optimization and transition state searches
should be learnable in principle .
4.2 Quantum Machine Learning
4.2.1 Single Point (SP) Wall Times
In the following, learning of the wall times for
the different quantum chemistry tasks is dis-
cussed, the learning of the corresponding CPU
times has also been investigated and results
of the latter are given in the SI. Figure 5
(left) shows the performance of QML models of
wall times using learning curves for the SP use
case. For the two similar tasksQM9SPCC/DZ and
QM9SPCC/TZ, the timings of the smaller basis
set was consistently easier to learn, i.e. smaller
training set required to reach similar predictive
accuracy. Similarly to physical observables,50
the use of the FCHL representation results in
systematically improved learning curve off-set
with respect to BoB. It is substantially more
difficult to learn timings of multi-reference cal-
culations (task QMspinSPMRCI), nevertheless,
learning is achieved, and BoB initially also ex-
hibits a larger off-set than FCHL, but the learn-
ing curves of the respective two representations
converge for larger training set sizes. More
specifically, for training set size N = 1’600,
BoB/FCHL based QML models reach an ac-
curacy of 3.1/1.8, 4.3/2.4, and 33.7/31.8 % for
QM9SPCC/DZ, QM9
SP
CC/TZ, and QMspin
SP
MRCI,
respectively. Corresponding respective average
wall times in our data-sets, distributions shown
in Fig. 2, average at ∼6, 15, and 480 minutes.
To the best of our knowledge, such predictive
power in estimating compute timings has not
yet been demonstrated for common quantum
chemistry tasks.
The extraordinary accuracy that our model
can reach in the prediction of the wall times
for the QM9SPCC/DZ and QM9
SP
CC/TZ quantum
chemistry tasks may be explained by the und-
lying quantum chemical algorithm. The tensor
contractions in the local coupled cluster algo-
rithm are sensitively linked to the chemically
relevant many-body interactions expressed in
the basis of localized orbitals. Therefore, the
computational cost can be suitably encoded by
atom-based machine learning representations.
In order to investigate the relative perfor-
mance of BoB vs. FCHL further, we have per-
formed a principal component analysis (PCA)
on the respective kernels (training set size N =
2’000) for task QMspinSPMRCI. The projection
onto the first two components is shown in Fig-
ure 6, color-coded by the training instance spe-
cific wall times, and with eigen-value spectra as
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Figure 4: 2D non-linear toy systems consisting of the Rosenbrock (“Rosen”) and Himmelblau (“Him”)
functions and minimum search with three optimizers (Nelder-Mead (NM), BFGS, and Newton-CG
(N-CG)). a) Learning curves showing the prediction error of KRR for Rosen (solid lines) and Him
(dashed lines) function using starting point (x, y) as representation input. b) Top row shows the
function values for Rosen (left) and Him (right). Row two, three, and four show the number of
optimization steps (encoded in the heat map) for 10200 starting points for NM, BFGS, and N-CG,
respectively. c) Row two, three, and four show the relative prediction error of the ML model trained
on the largest training set size N = 3200 for NM, BFGS, and N-CG, respectively.
Table 2: QML results (normalized prediction errors) for seven task and both representations (BoB
and FCHL) for largest training set size (Nmax).
Calculation SP GO TS
Label QM9SPCC/DZ QM9
SP
CC/TZ QMspinSPMRCI QM9GOB3LYP QMrxnGOMP2 QMspinGOCASSCF QMrxnTSMP2
Nmax 5000 3200 2000 3200 6400 1200 1000
BoB [%] 2.0 3.3 32.7 42.5 40.5 47.8 32.9
FCHL [%] 1.3 1.6 30.9 37.6 38.9 39.8 27.0
insets. For FCHL, the decay of the eigenvalues
is very rapid (tenth eigenvalue already reaches
0.1). From the PCA projection, the number
of heavy atoms emerges as a discrete spectrum
of weights for the first principal component.
The second principal component groups consti-
tutional isomers. This reflects the importance
of the one-body terms in the FCHL representa-
tion. The data covers well both components
and the color various monotonically. All of
this indicates a rather low dimensionality in the
FCHL feature space which facilitates the learn-
ing. The kernel PCA plot of the FCHL rep-
resentation shows that the learning problem is
smooth in representation space and that there
is a correlation between the property (compu-
tational cost) and the representation space. By
contrast, the BoB’s PCA projection onto the
first two components displays a star-wise pat-
tern with linear segments which indicate that
more dimensions are required to turn the data
into a monotonically varying hypersurface. The
eigenvalue spectrum of BoB decays much more
slowly with even the 100th eigenvalue still far
above 1.0. All of this indicates that learning
is more difficult, and thereby explains the com-
paratively higher off-set.
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Figure 5: Learning curves showing normalized test errors (cross validated MAE divided by median
of test set) for seven tasks using BoB (solid) and FCHL (dashed) representations. The model was
trained on wall times normalized w.r.t. number of electrons. Horizontal lines correspond to the
performance estimating all calculations have mean run time (standard deviation divided by mean
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Figure 6: PCA plots of kernel elements for
BoB (left) and FCHL (right) for data set
QMspinSPMRCI. The weights of the two first
principal components for the molecules in the
data sets are plotted against each other and
corresponding wall times are encoded as a heat
map. Insets show the first 100 eigenvalues on a
log scale.
4.2.2 Geometry Optimization (GO)
Wall Times
Learning curves in Figure 5 (middle) shows
that it is, in general, possible to build QML
models of GO timings for the tasks consid-
ered. We obtained accuracies for BoB/FCHL
for N = 800 of 50.0/43.3, 61.7/57.6, and
50.7/41.2% for tasksQM9GOB3LYP,QMrxnGOMP2,
and QMspinGOCASSCF, respectively.
Interestingly, the comparatively larger off-set
in the learning curves, however, indicates that
it is more difficult to learn GO timings than SP
timings. This is to be expected since GO tim-
ings involve not only SP calculations for vari-
ous geometries but also geometry optimization
steps. In other words, the QML model has to
learn the quality of the initial guesses for sub-
sequent GO optimizations. This can not be
expected to be a smooth function in chemical
space. Furthermore, the mapping from an ini-
tial geometry (used in the representation for the
QML model) to the target geometry can vary
dramatically when the initial geometry happens
to be close to a saddle point (or a second or-
der saddle point in the case of TS searches, see
next section): Very slight changes in the ini-
tial geometry (or in the setup of the geometry
optimization) may lead to convergence to very
different stationary points on the potential en-
ergy surface. This makes the statistical learning
12
problem much less well conditioned than for sin-
gle point calculations, which also reflects in the
larger variance of the geometry optimization
timings compared to single point calculations.
As such, GO timings represent a substantially
more complex target function to learn than SP
timings. Note that for any task (even for the
toy system applications) we require a different
QML model. The cost of the GO depends on
the initial geometry and the convergence cri-
teria. The latter varies only slightly within a
data set. The former is part of the represen-
tation of the molecular structure and therefore
captured by our model. The input structures
for the task QMrxnGOMP2 are derived from the
same molecular skeleton and are therefore very
similar. The same holds for task QM9GOB3LYP
and QMspinGOCASSCF which are derived from
QM9 molecules. The convergence criteria also
stay the same for all calculations within a data
set and would only cause a more difficult learn-
ing task if a machine was trained over several
different data sets. We also showed with the toy
system that it is possible to learn the number
of steps for different optimizer starting from dif-
ferent areas on the surface (see Figure 4 b)). To
further improve the performance of our model
of task QMspinGOCASSCF, we split the GO into
the first GO step (GO1) and all subsequent
steps (GO2). This choice has been motivated
by our observation that most of the variance
stemmed from the first GO step (requiring to
build the wave-function from scratch), while the
subsequent steps for themselves have a substan-
tially smaller variance. The resulting learning
curves are shown in Figure 7 and justify this
separation in leading to an improvement of the
QML model to reach errors of less than 25% at
N = 800 (rather than more than 40%), as well
as further improved job scheduling optimization
(shown below in Figure 10).
4.2.3 Transition State (TS) Wall Times
Transition state search timings were slightly
easier to learn than geometry optimization tim-
ings (see Figure 5 (right)). Particularly for
the larges training set size (Nmax = 1000) for
BoB/FCHL we obtained MAEs of 32.9/27.0%
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Figure 7: Learning curves showing normalized
test errors (cross validated MAE divided by me-
dian of test set) for the first two geometry op-
timization steps on task QMspinGOCASSCF us-
ing BoB and FCHL as representations. The
model was trained on CPU times divided by
the number of electrons. Horizontal lines corre-
spond to the performance estimating all calcu-
lations have mean run time (standard deviation
divided by the mean wall time of the data set).
and reduced the off-set by ∼ 10% compared to
learning curves for the GO use case. As already
discussed in the previous section, the run time
of GO and TS timings not only scales with the
number of electrons but also depends on the ini-
tial structure. For the transition state search,
the scaffold (which is close to a transition state)
was functionalized with the different functional
groups. Since the initial structures were closer
to the final TS the offset of the learning curves
is lower than for learning curves of the GO use
case, where the initial geometries were gener-
ated with a semi empirical method (PM6) for
task QMrxnGOMP2, carbenes were derived from
QM9 molecules for task QMspinGOCASSCF, and
geometries for task QM9GOB3LYP were obtained
with a different basis set.
A summary of the results for all tasks for the
largest training set size (Nmax) can be found in
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Table 2.
4.2.4 Timings, Code, Hardware
Regarding hardware dependent models, within
one data set we only used one electronic struc-
ture code which is also consistent with the gen-
eral handling of the data set generation. The
noise that is generated using different infras-
tructures affects the learning only in a negligible
amount in our case, since the difference in hard-
ware capabilities is minimal. When looking at
the task QMrxnTSMP2 where we used five differ-
ent CPU types on two clusters (Table 1 in the
SI), we could not find any evidence that differ-
ent hardware affects the learning compared to
other GO tasks that ran on only one CPU type
and cluster. However the hardware for these
calculations is still very similar. When it dif-
fers to a greater extant, the noise level will rise.
The noise does not only depend on the clus-
ter itself but also on other calculations running
on the cluster which is non-deterministic and
will limit the transferability of the ML models.
For this reason we removed some of the timings
with large I/O overhead using Figure 3. For
the QM9SPCC tasks, the run time difference us-
ing the Intel MKL 2019 library94 and OpenBlas
0.2.2095 were computed for a few cases and are
found to be only within a few percents of the
wall time. Furthermore, run times of a native
build of the Molpro software package version
2018.3 with OpenMPI 3.0.1,96 GCC 7.2.0,97
and GlobalArrays 5.798,99 and the shipped ex-
ecutable were compared and yielded run times
within a few percents of difference. The FLOP
calculations on the QM9SPCC data set have been
performed on a compute node with 24 pro-
cessors [Intel(R) Xeon(R) CPU E5-2650 v4 @
2.20GHz (Broadwell)]. The significant part of
the FLOP clock cycles constituted of vector-
ized double precision FLOP on the full 256 bit
FLOP register, i. e. the essential numerical op-
erations of the quantum chemistry algorithm
were directly measured. Hence, FLOP count
constitutes a valuable measure of the compute
cost in our case.100 We anticipate that Hard-
ware specific QML models will be used in prac-
tice.
4.2.5 Single Point (SP) FLOPs
To provide unequivocal numerical proof that
it is justifiable to learn wall times we ap-
plied our models to FLOP counts for the task
QM9SPCC/DZ, shown in Figure 8. FLOP count
as a “clean” measurement (almost no noise) for
computational cost was slightly easier to learn
than wall times and the learning curves show
similar behaviour: The model trained on the
same task QM9SPCC/DZ reaches ∼4% MAE al-
ready with just 400 training samples, while
∼1000 training samples were required in the
case of wall times using BoB. For FCHL, the
performance is similar but the slope is steeper
for the FLOP model which indicates a faster
learning or less noise.
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Figure 8: Learning curves showing normalized
prediction errors (cross validated MAE divided
by median of test set) for FLOP count and
wall times on task QM9SPCC/DZ using BoB and
FCHL representations.
4.3 Application: Optimal Schedul-
ing
4.3.1 Job Array and Job Steps
For the scheduling optimization for all
seven tasks (QM9SPCC/DZ, QM9
SP
CC/DT,
QMspinSPMRCI, QM9GOB3LYP, QMrxnGOMP2,
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QMspinGOCASSCF, QMrxnTSMP2), the QML
model with the best representation (low-
est MAE with maximum number of training
points) was used which in all cases was FCHL.
For the FFD algorithm absolute timing pre-
dictions are needed to make good decisions.
The lower panel of Figure 9 shows the accuracy
of the QML predictions. While the individ-
ual predictions (absolute not relative) are in
many cases not perfect and partially still ex-
hibit a significant MAE (cf. Figure 5), this
level of accuracy is already sufficient to reduce
the overhead of the job scheduling. The lower
panel of Figure 9 shows the accuracy of the
QML predictions. While the individual predic-
tions (absolute not relative) are in many cases
not perfect and partially still exhibit a signifi-
cant MAE (cf. Figure 5), this level of accuracy
is already sufficient to reduce the overhead or
the wall time limits of the job scheduling. In
particular, in the limit of a large number of
cores working in parallel, our approach typi-
cally halved the computational overhead (data
sets with closed shell systems and TS searches)
while also reducing the time to solution by re-
ducing the total wall time. This shows that
for the scheduling efficiency problem, it is not
required to obtain perfect estimates for the in-
dividual job durations, but rather reasonably
accurate estimates. However, if there was the
need for better accuracy, by virtue of the ML
paradigm (prediction error decay systemati-
cally with training set size) this could easily
be accomplished by decreasing the error simply
through the addition of more training data.
When comparing the different methods in the
upper panel of Figure 9, we see that the job ar-
ray approach had no overhead for cases where
single-core jobs can be submitted separately.
While this is true it means that every job needs
to wait in the queue again, thus increasing the
total time to solution. For large task durations,
this effect is less pronounced but typically the
job array approach doubles the wall time which
renders this approach unfavourable.
Using job steps alone becomes inefficient if
the task durations are long, since the assump-
tion that all tasks are roughly of identical dura-
tion will mean that interruptions of unfinished
calculations occur more often. Having a more
precise estimate allows for more efficient pack-
ing. This becomes important on large com-
pute clusters where only full nodes can be al-
located: In this case, the imbalance of the du-
rations of calculations running in parallel fur-
ther increases the overhead. Our method typi-
cally gave a parallelization overhead of 10-15%
for a range of data sets. For example, in the
task QMrxnGOMP2, our approach allowed us to
go to two orders of magnitude more compute re-
sources and have the same overhead as job step
parallelization. This is a strong case for using
QML based timing estimates in a production
environment – in particular, since the number
of training data points required is very limited
(see Figure 5).
4.3.2 Geometry Optimization Steps
Given that the number of steps of a geometry
optimization is difficult to learn (see lower panel
of Figure 9), the ability to accurately predict
the duration of a single geometry optimization
step allows to increase efficiency via another
route. On hybrid compute clusters, the max-
imum duration of a single compute job is lim-
ited. We suggest to check during the course of
a geometry optimization whether the remain-
ing time of the current compute job is sufficient
to complete another step. If not, it is more ef-
ficient to relinquish the compute resources im-
mediately rather than committing them to the
presumably futile undertaking of computing the
next step. We refer to these strategies as the
“simple approach” (take all CPU time you can,
give nothing back) and the “QML approach”
(give up resources early). Figure 10 shows the
advantage of the QML approach: it allows to go
towards shorter compute jobs and reduces the
CPU time overhead by up to 90% for small wall
time limits using the job array approach. This
is more efficient for the scheduler and increases
the likelihood of the job being selected by the
backfiller, further shortening the wall time. Us-
ing the QML approach does not severely affect
the wall time, i.e. the time-to-solution. This
is largely independent of the extent of paral-
lelization employed in the calculation (see right
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hand side plot in Figure 10). We suggest to im-
plement an optional stop criterion in quantum
chemical codes where an external command can
prematurely stop the progress of the geometry
optimization to be resumed in the next com-
pute job. This change can drastically improve
computational efficiency on large scale projects.
Estimating the current consumption to be on
the order of at least 5·105 petaFLOPS (see dis-
cussion above in section 1) for computational
chemistry and materials science this approach
may lead to potentially large savings in econom-
ical cost.
5 Conclusion
We have shown that the computational com-
plexity of quantum chemistry calculations can
be predicted across chemical space by QML
models. First we looked at a 2D non-linear toy
system consisting of example functions which
are known to be difficult to optimize. Using
these test functions and three optimizers, we
build a first ML model and the learning curves
show that it is possible to learn the number of
optimization steps using only the starting po-
sition (x, y). Representations are designed to
efficiently cover all relevant dimension in the
given chemical space. Hence, if the computa-
tional cost is learnable by QML models, it is
a reasonably smooth function in the variety of
chemical spaces that we considered. This is a
fundamental result.
Our approach succeeds in estimating realis-
tic timings of a broad variety of representa-
tive calculations commonly used in quantum
chemistry work-flows: single-point calculations,
geometry optimizations, and transition state
searches with very different levels of theory and
basis sets. The machine learning performance
depends on the quantum chemistry method
and on the type of computational cost that is
learned (FLOP, CPU, wall time). While the ac-
curacy of the prediction is shown to be strongly
dependent on the computational method, we
could typically predict the total run time with
an accuracy between 2% and 30%.
Exploiting QML out-of-sample predictions,
we have demonstrably used compute clusters
more efficiently by reordering jobs rather than
blindly assuming all calculations of one kind to
fit into the same time window. Without sig-
nificant changes in the time-to-solution, we re-
duced the CPU time overhead by 10% to 90%
depending on the task. With the scheme pre-
sented in this work, compute resource usage can
be significantly optimized for large scale chem-
ical space compute campaigns. To support this
case, all relevant code, data, and a simple-to-
use interface is made available to the commu-
nity online.101
We believe that our findings are important
since it is not obvious that established QML
models, designed for estimating physical ob-
servables, are also applicable to more implicit
quantities such as computational cost.
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Additional details on the data
sets
Table 1 shows additional information regarding
the used hardware.
QMrxnGOMP2
The initial reactant geometries from the re-
action data set were obtained by generating
the unsubstituted molecule (hydrogen atoms in-
stead of functional groups and Fluor as leav-
ing group) without the nucleophile. Subse-
quently substituting the hydrogen atoms with
functional groups span the chemical space. For
every reactant a conformer search on PM6-D3
level was performed using ORCA. The lowest
lying conformer geometries were then further
optimized on MP2/6-31G* level of theory which
resulted in the data set set QMrxnGOMP2.
QMrxnTSMP2
The starting geometries for the transition state
(TS) search were obtained in a similar way
as described in section . A transition state
search was performed on the unsubstituted case
and from the found TS the chemical space
was spanned by exchanging the hydrogen atoms
with functional groups. The following timings
(using ORCA 4.0.1) and the initial geometries
of the TS search form the data setQMrxnTSMP2.
QM9GOB3LYP
The QM9 data set contains geometries opti-
mized with B3LYP/6-31G*. 5001 out of these
134k molecules were further optimized with a
larger basis set (def2-TZVP) using Molpro to
obtain data set QM9GOB3LYP.
QMspinSPMRCI and QMspin
GO
CASSCF
For the geometry optimization of data set
QMspinGOCASSCF we use the CASSCF single
point energy? and energy gradient implemen-
tation? in Molpro. The calculations have been
run on one compute core per job and similar
amounts of run time are spent for the wave
function computation and the energy gradient.
When performing a geometry optimization, the
CASSCF wave function of a previous step is
used as a starting guess for the CASSCF wave
functions of the new geometry. For that reason,
the first step of a geometry optimization takes
significantly longer than the following steps.
We take this aspect into account in our ML
model as well as in our scheduling model.
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Table 1: Data sets of calculations used in this work: Software used for calculations, number of
cores used per calculation, and CPU types the calculation ran on as well as details of the ML
hyperparameter.
Calculation SP GO TS
Data set QM9 QMspin QM9 QMrxn QMspin QMrxn
# Cores 24 24 1 1 1 1 1
CPU Types E5-2680v3 E5-2680v3
E5-2650v2
E5-2640v3
E5-2630v4
E5-2630v4 E5-2640v3E5-2650v4
E5-2650v2
E5-2640v3
E5-2630v4
E5-2650v2
E5-2680v3
E5-2640v3
E5-2630v4
E5-2650v4
σBoB 204.8 204.8 51.2 51.2 102.4 51.2 204.8
σFCHL 12.8 12.8 51.2 409.6 51.2 51.2 51.2
λBoB 1e-7 1e-7 1e-7 1e-7 1e-7 1e-5 1e-7
λFCHL 1e-7 1e-7 1e-7 1e-7 1e-9 1e-5 1e-7
First fit decreasing algorithm
The bin packing problem is NP-hard,? i. e., the
search for the optimal solution to the problem
is prohibitively expensive for real-world work-
loads of thousands of jobs even if the time esti-
mates were arbitrarily accurate.? ? ? First Fit
Decreasing (FFD) is one of the many heuris-
tic algorithms? that exists for the bin packing
problem. It has been shown that for practi-
cal purposes the FFD algorithm is close to the
optimal solution, as for q compute jobs as it
uses at most 11/9q + 1 jobs,? but typically is
within a few percent of the optimal solution.?
In all cases, we calculate the total core hours
and the total duration from the first to the last
job. The total core hours divided by the sum of
the real run times define the compute overhead.
The total duration from first to last job should
not be exceedingly high compared to other ap-
proaches, since this metric is about enabling sci-
ence: if the calculations would take too long,
a research project would not be started. The
ideal approach therefore reduces the overhead
while keeping the total wall time at least com-
parable to established approaches.
Learning curves
In the following we compare models with re-
spect to different training inputs. We trained
models on CPU, normalized (by number of elec-
trons) CPU, wall, and normalized wall times.
For CPU times only calculations done with
Molpro could be considered because ORCA
output files only contain total (wall) times.
Best performance was reached with models
trained on normalized CPU times. The differ-
ences are small (around 1% to 4%). For predic-
tions normalized wall times were used because
of their application to the scheduling. For the
test sets QMspinSPMRCI and QMspinGOCASSCF
we also training on CPU times normalized by
the formal scaling of the method, this did nei-
ther lead to significant changes in the training
model (results not shown).
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Figure 1: Learning curves showing normalized
test errors (cross validated MAE divided by me-
dian of test set) using BoB and FCHL as rep-
resentations. The model was trained on CPU
times. Horizontal lines correspond to the per-
formance assuming all calculations have mean
run time (standard deviation divided by the
mean wall time of the data set.
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Figure 2: Learning curves showing normalized
test errors (cross validated MAE divided by me-
dian of test set) using BoB and FCHL as rep-
resentations. The model was trained on nor-
malized (by number of electrons) CPU times.
Horizontal lines correspond to the performance
assuming all calculations have mean run time
(standard deviation divided by the mean wall
time of the data set.
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Figure 3: Learning curves showing normalized
test errors (cross validated MAE divided by me-
dian of test set) using BoB and FCHL as rep-
resentations. The model was trained on wall
times. Horizontal lines correspond to the per-
formance assuming all calculations have mean
run time (standard deviation divided by the
mean wall time of the data set.
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Figure 4: Learning curves showing normalized
test errors (cross validated MAE divided by me-
dian of test set) using BoB and FCHL as repre-
sentations. The model was trained on normal-
ized (number of occupied orbitals to the power
of 2 times number of basis functions to the
power of 4) wall times. Horizontal lines cor-
respond to the performance assuming all calcu-
lations have mean run time (standard deviation
divided by the mean wall time of the data set.
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