In image processing, nonlinear filters are commonly used as a pre-process for noise removal before applying any advanced processing such as classification and clustering to an image. The adaptive filters being a kind of the nonlinear filters mainly perform better than the others in salt-and-pepper noise. In this paper, we first define a new median method, i.e. right median (rm). We then define a new adaptive nonlinear filter developed via rm, namely Adaptive Right Median Filter (ARMF), for saltand-pepper noise removal. Afterwards, we compare the results of ARMF with some of the known filters by using 12 test images and two image quality metrics: Peak Signal-to-Noise Ratio (PSNR) and Structural Similarity (SSIM). The results show that ARMF outperforms the other methods at all the noise density except 80% and 90% in the mean percentages. Finally, we discuss the need for further research.
Introduction
The image processing is an area applied to many sectors from military to movie industries (Tomasi & Manduchi, 1998; Xiong et al., 2016) . With image processing methods, problems in these areas are tried to be troubleshot. These methods are realised in spatial and frequency domains (Han et al., 2015) . The filter is the most basic operation of image processing and computer vision (Lee et al., 2016) . One of the essential processes in the spatial domain is low or high pass filters. Before the advanced processing of the images such as classification and clustering, they are treated by these filters. What is aimed at these processes is to eliminate the undesirable features of the image as much as possible. The success of these processes directly affects other operations in obtaining quality images.
Noise removal and keeping image information such as edges, textures, and other details are also essential topics for image denoising Jiang et al., 2014; Li et al., 2015; Liu et al., 2017; Nguyen & Chun, 2017; Rafsanjani et al., 2017; Xu et al., 2017) . In camera-sensors, faulty memory locations in hardware, or transmissions in a noisy channel lead to some kinds of noise such as salt-and-pepper noise (SPN) and Gaussian noise (Bai et al., 2014; Chan et al., 2005; Gellert & Brad, 2016; Xu et al., 2014) . SPN substantially lowers the quality of the image and randomly sets certain pixel values in the image to the maximum or minimum value (Erkan & Kilicman, 2016; Lin et al., 2010; Sun et al., 2015; Wang et al., 2016) . One of the frequently used methods to remove SPN is nonlinear filters such as Standard Median Filter (SMF) (Pratt, 1975; Tukey, 1977) , Adaptive Median Filter (AMF) (Hwang & Haddad, 1995) , Median Filter without Repetition (MFWR) (Erkan & Gökrem, 2017) , Progressive Switching Median Filter (PSMF) (Wang & Zhang, 1999) , Decision Based Filtering Algorithm (DBA) (Pattnaik et al., 2012) Modified Decision-Based Unsymmetric Trimmed Median Filter (MDBUTMF) (Esakkirajan et al., 2011) , and Noise Adaptive Fuzzy Switching Median Filter (NAFSMF) (Toh & Isa, 2010) .
In this paper, in Section 2, we define a new method, i.e. Adaptive Right Median Filter (ARMF), which is improved via the right median (rm), for SPN removal. In Section 3, we compare ARMF with DBA, MDBUTMF, and NAFSMF by using 12 test images via two image quality metrics: Peak Signal-to-Noise Ratio (PSNR) and Structural Similarity (SSIM). Finally, we discuss the need for further research.
Preliminaries and ARMF Algorithm
In this section, firstly, we give some basic notions provided in . Throughout this paper, let ≔ [ ] × be an image matrix (IM) such that is an unsigned integer number, 0 ≤ ≤ 255, and for at least one and , ≠ 0 and ≠ 255. 
is called -approximate matrix of in ̿ . Finally, we give ARMF which is a new adaptive method for salt-and-pepper noise removal. In this method, a NIM is considered, and its binary matrix is obtained. After that, t-symmetric pad matrices of these matrices are constructed. If an entry of the binary matrix is equal to zero and its 1-approximate matrix differs from zero matrices, then SIREM of the 1-approximate matrix is obtained, and the right median is evaluated. Afterwards, this right median is overwritten to the entry. If an entry of the binary matrix is equal to zero and its 1-approximate matrix is zero matrices, but the 2-approximate matrix of this entry differs from zero matrices, then SIREM of 2-approximate matrix is obtained, and the right median is evaluated. Afterwards, this right median is overwritten to the entry. Similarly, if an entry of the binary matrix is equal to zero and its ( − 1)-approximate matrix is zero matrix but the k-approximate matrix of this entry differs from zero matrix, then SIREM of the -approximate matrix is obtained, and the right median is evaluated. Afterwards, this right median is overwritten to the entry. Algorithm steps of this method are as follows:
ARMF Algorithm Steps
Step 1. Let ≔ [ ] × be a NIM such that min{ , } ≥ 3.
Step 2. Write the binary matrix ≔ [ ] × of .
Step 3. Write ̿ and ̿ such that = min{ , }.
Step 4. For all and ,
Else
Keep the value of
Algorithms Results
In this section, we first determine 12 test images shown in Fig 1. The first four of these images are among the most popular images. The second four of them are from TID2013 (Ponomarenko et al., 2015) , and the last four of them are randomly extracted from TESTIMAGES database (Asuni & Giachetti, 2014) . We then give the PSNR and SSIM results of DBA, MDBUTMF, NAFSMF, and ARMF shown in Fig 2 for Baboon, Motocross, and Billiard-Balls images with 30%, 50%, and 70% SPN densities, respectively. The results show that ARMF performs better than other methods.
Afterwards, in Table 1 and 2, we give the results of the methods, for Cameraman, Lena, Baboon, and Peppers images ranging in noise densities from 10% to 90%. Moreover, in Table 3 and 4, we give the mean results of the methods for 12 test images. The results show that ARMF performs better than the others at all the noise density except 80% and 90% in the mean percentages.
Here, PSNR is defined by ≔ 10log ( 255 2 ) where MSE stands for the Mean Square Error and is defined by
such that : = [ ] is the earliest form/original image and : = [ ] is the final form/corrupted image. And Structural Similarity (SSIM) (Wang et al., 2004) is defined by ( , ) ≔ (2 + 1 ) + (2 + 2 ) ( 2 + 2 + 1 ) + ( 2 + 2 + 2 )
where , , , , and are the average intensities, standard deviations and cross-covariance for images and , respectively. In addition, 1 ≔ ( 1 ) 2 and 2 ≔ ( 2 ) 2 are two constants such that 1 = 0.01, 2 = 0.03, and = 255 for 8-bit grayscale images. 
Conclusion
In this study, we have proposed a new filter ARMF to remove the SPN. We then have shown that ARMF outperforms DBA, MDBUTMF, and NAFSMF methods at all the noise densities except 80% and 90% noise density in the mean percentages. ARMF uses an adaptive window size and enlarges the window size until the conditions in the algorithm are satisfied. In high-noise density, the regular entries in the windows with high-size may be too far away from the centre pixel. Therefore, ARMF has a drawback in the event that the noise densities bigger than 80%.
It is an open question whether it is possible to improve the noise removal success of ARMF in SPNs with the high-density by limiting the window size like in NAFSMF.
