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GLOBAL EXISTENCE AND EXPONENTIAL DECAY TO EQUILIBRIUM FOR
DLSS-TYPE EQUATIONS
HANTAEK BAE AND RAFAEL GRANERO-BELINCHO´N
Abstract. In this paper, we deal with two logarithmic fourth order differential equations: the
extended one-dimensional DLSS equation and its multi-dimensional analog. We show the global
existence of solution in critical spaces, its convergence to equilibrium and the gain of spatial ana-
lyticity for these two equations in a unified way.
1. Introduction
Fourth order differential equations appear in many applications such as thin films (see for instance
the works by Constantin, Dupont, Goldstein, Kadanoff, Shelley & Zhou [13] and Bertozzi & Pugh
[3]), crystal surface models (see the works by Krug, Dobbs & Majaniemi [29] and Marzuola &
Weare [31]) and quantum semiconductors (see the papers by Ancona [2] and Gasser, Markowich,
Schmidt & Unterreiter [20]). In particular, Derrida, Lebowitz, Speer & Spohn derived the following
logarithmic fourth order equation (DLSS in short) as a model of interface fluctuations in a certain
spin system [15]
wt + ∂
2
x(w∂
2
x(logw)) = 0. (1.1)
This equation is a nonlinear parabolic equation. Although the theory of second-order diffusion
equations is well known, there are few mathematical results for higher-order equations, and even
less results addressing high-order equation in the case of several spatial dimensions. In this paper
we first consider the multi-dimensional DLSS equation taking the form [2, 14, 20],
wt +
d∑
i,j=1
∂i∂j(w∂i∂j(logw)) = 0, (1.2)
where the dimension satisfies d = 1, 2 or d = 3 and the spatial variable x lies in the d- dimensional
flat torus, or equivalently, on [−π, π]d with the periodic boundary conditions. We also study the
extended 1D DLSS equation derived by Bordenave, Germain & Trogdon [5]
wt − µΓ
3
∂3xw − µΓ∂x(w∂2x logw)) = ǫ(2Γ2 − 2Γ)∂2x(w∂2x(logw)), (1.3)
where 0 ≤ Γ ≤ 14 and −1 ≤ µ ≤ 1. We note that (1.3) is reduced to the 1D (1.1) for µ = 0, ǫ = 83 ,
and Γ = 14 , while (1.3) becomes [16, eq.(10)] for ǫ = 0.
Besides the applications to quantum semiconductors and spin systems mentioned above, (1.1) is
also intereting due to the fact that, as shown by Gianazza, Savare´ & Toscani [21], it is a Wasserstein
gradient flow for the Fisher information
F(u) = −
ˆ
∆u log(u)dx
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and so (1.1) can be written in the form
ut = ∇ ·
(
u∇δF
δu
)
.
This somehow establishes a link between the DLSS equation and the heat equation [24]. Indeed,
the heat equation is a Wasserstein gradient flow for the entropy
H(u) =
ˆ
u log(u)dx,
and its entropy production is the widely appearing Fisher information.
The available literature studying (1.1) and (1.2) is large. First, Bleher, Lebowitz & Speer [4]
proved that (1.1) has local classical solutions starting from H1(T) positive initial data. These
solutions remain smooth as long as the solution remains positive. We note that, although positivity
preservation is a basic property for second order diffusions, it is no longer true for higher order
diffusions. In fact, we can see numerical simulations violating the maximum principle in [24]. This
leaves the door open to possible singularity formation as u approaches zero at some point. There
are some papers showing the global existence of non-negative weak solutions. These results are
mainly based on some appropriate Lyapunov functionals. In particular, both the entropy H and
Fisher information F decay and can be used to obtain a priori estimates. For (1.1), this approach
was exploited by Ju¨ngel & Pinnau [26] (see also Pia Gualdani, Ju¨ngel & Toscani [32]) where the
authors used the functional
G(t) =
ˆ
u(x, t)− log(u(x, t))dx.
In the multi-dimensional case (1.2), the global existence of non-negative weak solution was obtained
by Gianazza, Savare´ & Toscani [21] and Ju¨ngel & Matthes [25].
In addition to the existence results, there are also some works studying the decay to the equi-
librium. In the one-dimensional case, Ca´ceres, Carrillo & Toscani [8], Dolbeault, Gentil & Ju¨ngel
[17], Ju¨ngel & Violet [28] and Ju¨ngel & Matthes [25] proved the decay of appropriate functionals
in the case of periodic conditions. The case of Dirichlet and Neumann boundary conditions in
one-dimension has been studied by Ju¨ngel & Pinnau [26] and Ju¨ngel & Toscani [27]. In the multi-
dimensional setting, the reader is referred to [21, 25]. To the best of our knowledge, the only decay
result in the multi-dimensional setting with periodic boundary conditions is [25], where the authors
proved decay of Lp-norm-like functionals for
1 ≤ p < (
√
d+ 1)2
d+ 2
<∞. (1.4)
The uniqueness question has also been studied. Fischer [18] proved that weak solutions in a
certain class are unique. Remarkably, this class contains the weak solutions constructed in [25].
We would like to remark that the question of uniqueness is rather subtle. As it was pointed out in
[24], there are non-negative explicit functions that are steady solutions of (1.2). These non-negative
functions lead, after invoking the previously mentioned existence results, to a time-dependent weak
solution converging to the homogeneous steady state. In other words, starting from smooth initial
data we can have two different weak solutions.
The results for equation (1.3) are more scarce. This equation was derived and studied by Borde-
nave, Germain & Trogdon [5]. In particular, the authors found a number of Lyapunov functionals
and used them to study the asymptotic behavior.
In this paper, we deal with (1.2) and (1.3) in a unified way. Assuming that the initial data
satisfy certain explicit size restrictions in the Wiener algebra A0 (defined in (2.1)), we prove the
global existence of weak solutions, its convergence to the steady state in L∞ and instantaneous
gain of analyticity. We will present our results in Section 2. Then, we prove Theorem 2.1 and 2.2
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in Sections 3 and 4, respectively. Then, in Appedinx A we proved another proof of the gain of
analyticity.
We also want to mention that our approach has the following advantages:
• We would like to emphasize that the smallness conditions of initial data are given explicitly
in terms of the parameters in the equation.
• If w is a solution to (1.2), then the rescaled function wλ(t, x) = w(λ4t, λx) is another
solution for every λ > 0. Some spaces with scaling-invariant norm are
L∞, Hd/2, A0, etc.
Thus, our results involve a critical space for (1.2). We should compare our global existence
results with the one contained in [4] where the size constrain is at the level of H˙1(T1). In
particular, the initial data that we consider can be arbitrarily large in the space H˙1 while
still leading to a global solution. Moreover, to the best of our knowledge, our results are the
first results showing analyticity (not merely C∞ as in [4]) of solutions of (1.2) and (1.3).
• We prove the exponential decay to equilibrium in the L∞ norm which generalizes the result
in [25]. In particular, the decay (1.4) is extended to 1 ≤ p ≤ ∞.
• Our approach is very flexible and can be implemented to other high order semi-linear or
quasi-linear equations in an arbitrary dimension d. We refer the reader to [11, 12, 19] for
a free boundary problem arising in the dynamics of a fluid in a porous medium, to [23] for
a nonlocal quasilinear diffusion, to [7] for the doubly parabolic Keller-Segel system, to [6]
for thin film equations, and to [1, 22, 30] for the evolution of crystal surfaces. These results
are obtained by mainly observing that the Wiener algebra norm is a Lyapunov functional
regardless of the order of the diffusion, the local/nonlocal character of nonlinear terms and
the dimension d.
2. Main results
2.1. Notation and definitions. Before stating our results, we fix some notation and introduce
the functional spaces that we will use.
The spatial derivatives are denoted by
∂if = f,i ,
∂i∂jf = f,ij ,
and so on, where we also used Einstein convention for the repeated indices. In particular,
∆f = f,ii
and
∆2f = f,ijij .
In the one dimensional case, we also write
fx = f,1 .
Similarly, the time derivative is denoted as
ft = ∂tf.
For n ∈ N we denote by
W n,p =
{
u ∈ Lp such that ‖u‖pWn,p := ‖u‖pLp + ‖∂nxu‖pLp <∞
}
the standard Lp-based Sobolev spaces. When p = 2, we use W n,2 = Hn.
The k-th Fourier coefficients of a 2π-periodic function on Td are
û(k) =
1
(2π)d
ˆ
Td
u(x)e−ik·xdx,
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and the Fourier series expansion of u is given by
u(x) =
∑
k∈Zd
û(k)eik·x.
Using this, we define the Wiener spaces: for s ≥ 0
As =
u ∈ L1(Td) : |u|s = ∑
k∈Zd
|k|s |û(k)| <∞
 . (2.1)
We note that A0 is a Banach algebra. Moreover,
As ⊂ Cs ⊂ Hs.
Begin ∂ a differential operator of order 1 we also have the following properties∣∣∣∂lu∣∣∣
0
≤ |u|l,∣∣∣∂lu∂l′u∣∣∣
0
≤ |u|l|u|l′ ,
|u|l ≤ |u|l′ if l′ ≥ l > 0.
(2.2)
We finally have the following interpolation relationships:
|u|s ≤ |u|1−θ0 |u|θr for all 0 ≤ s ≤ r with θ =
s
r
. (2.3)
Let X be a Banach space. Then, LpTX denotes the Banach set of Bochner measurable functions
f from (0, T ) to X such that
‖f(t)‖X ∈ Lp(0, T )
endowed with the norm (ˆ T
0
‖f(·, t)‖pXdt
) 1
p
for 1 ≤ p <∞ ,
or
ess sup
0≤t≤T
‖f(·, t)‖X for p =∞.
2.2. Setting. We assume that the spatial variable x lies in the d- dimensional flat torus [−π, π]d
with the periodic boundary conditions. Together with (1.2) and (1.3), we have to consider non-
negative initial data w(x, 0) = w0(x). We note that both (1.2) and (1.3) preserve the mean 〈w〉:
〈w(t)〉 =
ˆ
Td
w(t, x)dx =
ˆ
Td
w0(x)dx = 〈w0〉 > 0
In this setting, this mean will then correspond to the steady state. Without loss of generality, we
assume 〈w0〉 = 1.
2.3. The multi-dimensional DLSS equation. We now reformulate (1.2) in a new variable which
is more convenient to show our results. Let u = w − 1. Then, u satisfies
ut + ((u+ 1)(log(u+ 1)),ij ),ij = 0, 1 ≤ i, j ≤ d, (2.4)
with initial data u(x, 0) = u0(x) = w0(x)− 1. We note that
〈u(t)〉 =
ˆ
Td
u(t, x)dx =
ˆ
Td
u0(x)dx = 〈u0〉 = 0.
This property will be used several times in proving our results.
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Definition 2.1. We say that u ∈ L∞T L∞ ∩ L2TH1 ∩ L1TW 2,1 is a weak solution of (2.4) if
−
ˆ T
0
ˆ
Td
∂tφ(t, x)u(t, x)dxdt −
ˆ
Td
φ(0, x)u0(x)dx
+
ˆ T
0
ˆ
Td
log(u(t, x) + 1),ij (u(t, x) + 1)φ,ij (t, x)dxdt = 0
(2.5)
for all φ ∈ C∞([0,∞) × Td).
We note
log(u+ 1),ij (u+ 1) = u,ij − u,iu,j
1 + u
.
From this, the regularity condition u ∈ L∞T L∞ ∩L2TH1 ∩L1TW 2,1 seems minimal to define (2.5) by
the following reasons:
• u ∈ L1TW 2,1 is required to define u,ij weakly,
• u ∈ L∞T L∞, which will be sufficiently small, to make 1 + u > 0;
• u ∈ L2TH1 to define u,iu,j weakly.
This required regularity of u will be achieved by taking a sufficiently small u0 ∈ A0. The smallness
condition of u is defined explicitly by the following the rational function:
P1(z) =
4z
1− z +
5z2
(1− z)2 +
4z3
(1− z)3 . (2.6)
Theorem 2.1. Let u0 ∈ A0 satisfy |u0|0 < 1 and consider P1(z) as in (2.6). Assume that the
initial data satisfies
d2P1(|u0|0) < 1.
Then there is a weak solution
u ∈ L∞([0, T ];L∞) ∩ Lp(0, T ;A 4
p
), 1 < p <∞,
of (2.4) for all T > 0. Moreover, u converges uniformly to 0 exponentially in time:
‖u(t)‖L∞ ≤ |u0|0e−(1−d2P1(|u0|0))t.
Finally, u becomes instantaneously spatial analytic with increasing radius of analyticity, namely,
eσt|k|û(t, k) ∈ L∞(0, T ; ℓ1)
for a sufficiently small σ > 0 such that 1− σ − d2P1(|u0|0) > 0.
2.4. The extended 1D DLSS equation. As before, we define u = w − 1. Then, u satisfies the
following equation:
ut − µΓ
3
uxxx − µΓ((u+ 1)(log(u+ 1))xx)x = −ǫ(2Γ− 2Γ2)((u+ 1)(log(u+ 1))xx)xx. (2.7)
Definition 2.2. We say that u ∈ L∞T L∞ ∩ L2TH1 ∩ L1TW 2,1 is a weak solution of (2.7) if
−
ˆ T
0
ˆ
T
∂tφ(t, x)u(t, x)dxdt +
µΓ
3
ˆ T
0
ˆ
T
u(t, x)φxxx(t, x)dxdt −
ˆ
T
φ(0, x)u0(x)dx
+ µΓ
ˆ T
0
ˆ
T
(log(u(t, x) + 1))xx(1 + u(t, x))φx(t, x)dxdt
+ ǫ(2Γ2 − 2Γ)
ˆ T
0
ˆ
T
(log(u(t, x) + 1))xx(1 + u(t, x))φxx(t, x)dxdt = 0
(2.8)
for all φ ∈ C∞([0,∞) × Td).
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We then follow the arguments used for (2.4) to state the following result. Let
P2(z) =
z
1− z +
z2
(1− z)2 . (2.9)
Theorem 2.2. Let u0 ∈ A0 satisfy |u0|0 < 1 and consider Pj(z), j = 1, 2, as in (2.6) and (2.9).
Assume that the initial data satisfies
µΓP2(|u0|0) + ǫ(2Γ2 − 2Γ)P1(|u0|0) < ǫ(2Γ2 − 2Γ).
Then there is a weak solution
u ∈ L∞([0, T ];L∞) ∩ Lp(0, T ;A 4
p
), 1 < p <∞,
of (2.7) for all T > 0. Moreover, u converges uniformly to 0 exponentially in time
‖u(t)‖L∞ ≤ |u0|0e−(ǫ(2Γ2−2Γ)−µΓP2(|u0|0)−ǫ(2Γ2−2Γ)P1(|u0|0))t.
Finally, u becomes instantaneously spatial analytic with increasing radius of analyticity, namely
eσt|k|û(t, k) ∈ L∞(0, T ; ℓ1)
for a sufficiently small σ > 0 such that ǫ(2Γ2 − 2Γ)− σ − µΓP2(|u0|0)− ǫ(2Γ2 − 2Γ)P1(|u0|0) > 0.
3. Proof of Theorem 2.1
3.1. A priori estimates. We compute
ut = −((u+ 1)(log(u+ 1)),ij ),ij
= −
(
(u+ 1)
(
u,ij
1 + u
− u,j u,i
(1 + u)2
))
,ij
= −u,ijij +
(
u,j u,i
1 + u
)
,ij
= −u,ijij +u,jj u,ii+u,j u,iij +u,ijj u,i+u,ij u,ij
1 + u
− u,ii u,j u,j +3u,ij u,i u,j +u,jj u,i u,i
(1 + u)2
+ 2
u,j u,j u,i u,i
(1 + u)3
.
Thus, we can rewrite the equation as
ut +∆
2u = I1 + I2 + I3,
where
I1 =
u,jj u,ii+u,j u,iij +u,ijj u,i+u,ij u,ij
1 + u
,
I2 = −u,ii u,j u,j +3u,ij u,i u,j +u,jj u,i u,i
(1 + u)2
,
I3 =
2u,j u,j u,i u,i
(1 + u)3
.
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By the hypothesis |u0|0 < 1, we take the Taylor expansion of the rational functions in I1, I2, and
I3:
I1 = (u,jj u,ii+u,j u,iij +u,ijj u,i+u,ij u,ij )
∞∑
n=0
(−1)nun
I2 = (u,ii u,j u,j +3u,ij u,i u,j +u,jj u,i u,i )
∞∑
n=1
(−1)nnun−1
I3 = 2(u,j u,j u,i u,i )
∞∑
n=2
(−1)nn(n− 1)un−2.
Writing
S1 =
∞∑
n=0
(−1)nun,
S2 =
∞∑
n=1
(−1)nnun−1,
S3 =
∞∑
n=2
(−1)nn(n− 1)un−2,
and using the convolution theorem for the Fourier series together with Tonelli’s theorem for ex-
changing the order of summation, we can obtain the following estimates:
|S1|0 =
∑
k∈Zd
∣∣∣∣∣
∞∑
n=0
(−1)nûn(k)
∣∣∣∣∣ ≤
∞∑
n=0
|u|n0 =
1
1− |u|0
|S2|0 =
∑
k∈Zd
∣∣∣∣∣
∞∑
n=1
n(−1)nûn−1(k)
∣∣∣∣∣ ≤
∞∑
n=1
n|u|n−10 =
1
(1− |u|0)2
|S3|0 =
∑
k∈Zd
∣∣∣∣∣
∞∑
n=2
n(n− 1)(−1)nûn−2(k)
∣∣∣∣∣ ≤
∞∑
n=2
n(n− 1)|u|n−20 =
2
(1− |u|0)3 .
(3.1)
Moreover, for fixed i, j, we apply (2.3) to derive
|u,i u,ijj |0 ≤ |u|1 |u|3 ≤ |u|0|u|4,
|u,ij u,ij |0 ≤ |u|22 ≤ |u|0|u|4,
|u,j u,j u,ii |0 ≤ |u|21 |u|2 ≤ |u|20|u|4,
|u,i u,j u,ij |0 ≤ |u|21 |u|2 ≤ |u|20|u|4,
|u,i u,j u,i u,j |0 ≤ |u|41 ≤ |u|30|u|4.
(3.2)
By (3.1) and (3.2) and summing up in i, j, we have
d
dt
|u(t)|0 + |u(t)|4 ≤ d2P1(|u(t)|0)|u(t)|4, (3.3)
where P1 is defined in (2.6). Suppose u0 satisfies
|u0|0 < 1 and d2P1(|u0|0) < 1. (3.4)
Then, we obtain the following a prior bound
|u(t)|0 + (1− d2P1(|u0|0))
ˆ t
0
|u(s)|4ds ≤ |u0|0 for all t ≥ 0. (3.5)
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3.2. Approximate sequence of solutions. We consider the following approximate equation:
∂tu+∆
2u = −
(
u,iu,j
N∑
k=0
(−1)kuk
)
,ij
, (3.6a)
u(0, x) = PNu0, (3.6b)
where PNu0 is defined as
PNu0 =
N∑
k=−N
û0(k)e
ikx.
Since the right-hand side of (3.6a) is a polynomial of u, we can solve (3.6) using Picard’s iteration
for the ODE’s to obtain a solution uN for each N . Following the computations used to derive (3.5),
we can show that uN satisfies the same estimates as above:
d
dt
∣∣uN (t)∣∣
0
+
∣∣uN (t)∣∣
4
≤ d2P1
(|uN (t)|0) ∣∣uN (t)∣∣4 , (3.7)
|PNu0|0 ≤ |u0|0.
We note that P1(z) is increasing for 0 < z < 1. Using this fact with u0 satisfying (3.4), we obtain∣∣uN (t)∣∣
0
+ (1− d2P1(|u0|0))
ˆ t
0
∣∣uN (s)∣∣
4
ds ≤ |u0|0 (3.8)
for all t ≥ 0 uniformly in N ∈ N.
3.3. Passing to the limit in the weak formulation. The inequality (3.8) implies that {uN} is
uniformly bounded in L∞T A0 ∩ L1TA4. By interpolating L∞T A0 and L1TA4, {uN} is also uniformly
bounded in
{uN} ∈ LpTA 4
p
, 1 < p <∞. (3.9)
We observe that (see [9])
L
p
T ℓ
1 =
(
L
q
T c0
)∗
, q−1 + p−1 = 1, (3.10)
where c0 is the space formed by the sequences whose limit is zero and ℓ
1 is the space formed by
the summable sequences. Due to this, the space
L
p
TA0
is a dual space.
Furthermore, since∥∥uN∥∥2
H2
=
∑
k∈Zd
|ûN (k)|2 +
∑
k∈Zd
|k|4|ûN (k)|2 ≤ ∣∣uN ∣∣2
0
+
∣∣uN ∣∣
0
∣∣uN ∣∣
4
,
{uN} is uniformly bounded in
{uN} ∈ L2TH2.
We also note that
{
∂tu
N
}
is uniformly bounded in L2TH
−2. Indeed, since uN ,i ∈ L4A0 by (3.9),
we have
u,iu,j
N∑
k=0
(−1)kuk ∈ L2TA0 ⊂ L2TL2
and thus
∂tu
N = −∆2u−
(
u,iu,j
N∑
k=0
(−1)kuk
)
,ij
∈ L2TH−2.
We now recall Simon’s compactness lemma.
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Lemma 3.1. [33] Let X0, X1, and X2 be Banach spaces such that X0 is compactly embedded in
X1 and X1 is a subset of X2. Then, for 1 ≤ p <∞, the set
{
v ∈ LpTX0 : ∂v∂t ∈ L1TX2
}
is compactly
embedded in LpTX1.
Then, by Lemma 3.1 and Banach-Alaoglu theorem, we have that up to subsequences, still denoted
by {uN},
uN
∗
⇀ u ∈ L∞([0, T ] × Td), (3.11a)
uN
∗
⇀ u ∈ LpTA 4
p
, 1 < p <∞, (3.11b)
uN → u ∈ L2THr, 0 ≤ r < 2., (3.11c)
uN
∗
⇀ u ∈ L∞([0, T ],A0), (3.11d)
We now rewrite (3.6) as
∂tu
N =
(
uN,ij −
uN,i u
N
,j
1 + uN
+
uN,i u
N
,j
1 + uN
− u,iu,j
N∑
k=0
(−1)kuk
)
,ij
.
We multiply this equation with φ. After integrating by parts and using the Taylor series for the
nonlinear term, we obtain
−
ˆ T
0
ˆ
Td
∂tφ(t, x)u
N (t, x)dxdt −
ˆ
Td
φ(0, x)PNu0(x)dx
+
ˆ T
0
ˆ
Td
(
uN,ij −
uN,i u
N
,j
1 + uN
)
φ,ij (t, x)dxdt
−
ˆ T
0
ˆ
Td
(
uN,i u
N
,j
∞∑
k=N+1
(−uN )k
)
φ,ij (t, x)dxdt = 0.
(3.12)
Due to the previous convergences, we have that
• By (3.11b) with p˜ = 2, uN,ij ⇀ u,ij in L2TL2.
• By (3.11c) with r = 32 , we have uN,i → u,i ∈ L2THr−1 ⊂ L2TLq1 with q1 = 2dd− 1
2
.
• By (3.11b) with p = 4, we also have uN,j ⇀ u,j ∈ L4TA0 ⊂ L4TLq2 with 1 ≤ q2 ≤ ∞.
• We finally have u ∈ L4TH
1
4 ⊂ L4TLq3 with q3 = 4d2d−1 which can be obtained by (3.11c) with
r = 12 and then interpolated with L
∞
T A0 ⊂ L∞T L2. This implies
1
1 + uN
− 1
1 + u
=
u− uN
(1 + uN )(1 + u)
→ 0 in L4TLq3
because the denominator (1 + uN )(1 + u) does not vanish.
We now choose q2 such that
1
q1
+
1
q2
+
1
q3
= 1.
Then, we have
ˆ T
0
ˆ
Td
(
uN,ij −
uN,i u
N
,j
1 + uN
)
φ,ij (t, x)dxdt→
ˆ T
0
ˆ
Td
(
u,ij − u,iu,j
1 + u
)
φ,ij (t, x)dxdt
=
ˆ T
0
ˆ
Td
log(u(t, x) + 1),ij (u(t, x) + 1)φ,ij (t, x)dxdt.
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We finally note that∥∥∥∥∥uN,i uN,j
∞∑
k=N+1
(uN )k
∥∥∥∥∥
L2
T
L2
≤ ∥∥uN∥∥2
L4
T
A1
∞∑
k=N+1
∥∥uN∥∥k
L∞
T
A0 → 0 as N →∞.
We now can pass to the limit to (3.12) to derive (2.5) for any φ ∈ C∞([0,∞) × Td).
3.4. Decay to equilibrium. Since 〈uN (t)〉 = 0, we have |uN (t)|0 ≤ |uN (t)|4. Using (3.7), we
obtain
|uN (t)|0 ≤ |u0|0e−(1−d2P1(|uN0 |0))t ≤ |u0|0e−(1−d2P1(|u0|0))t
uniformly in N . In particular,
‖u(t)‖L∞ ≤ |u0|0e−(1−d2P1(|u0|0))t.
3.5. Spatial analyticity. Let σ ∈ (0, 1) be a sufficiently small constant which will be fixed later.
We define the function
V N (t, x) = eσt
√−∆uN (t, x) or equivalently V̂ N (t, k) = eσt|k|ûN (t, k).
Let
G(u) =
(
u,iu,j
N∑
k=0
(−1)kuk
)
,ij
(3.13)
Then,
∂tV̂ N (t, k) = −|k|4V̂ N (t, k)− eσt|k|Ĝ(u)(t, k) + σ|k|V̂ N (t, k) (3.14)
with V̂ N (0, k) = P̂Nu0(k). We note that∣∣∣eσs√−∆(fg)∣∣∣
0
≤
∑
k∈Zd
∑
l∈Zd
eσs|k−l|
∣∣∣f̂(k − l)∣∣∣ eσs|l| |ĝ(l)| = ∣∣∣eσs√−∆f ∣∣∣
0
∣∣∣eσs√−∆g∣∣∣
0
. (3.15)
Applying this to the nonlinear terms in (3.14) and following the computations in Section 3.1 used
to obtain (3.3), we derive the following inequality:
d
dt
|V N (t)|0 + |V N (t)|4 ≤ d2P1(|V N (t)|0)|V N (t)|4 + σ|V N (t)|1.
Since 〈V N 〉 = ûN (0) = 0, we have |V N (t)|1 ≤ |V N (t)|4 and thus
d
dt
|V N (t)|0 + (1− σ)|V N (t)|4 ≤ d2P1(|V N (t)|0)|V N (t)|4.
We now take σ > 0 sufficiently small to satisfy d2P1(|u0|0) < 1− σ. Then, we obtain
|V N (t)|0 ≤ |u0|0 for all t > 0. (3.16)
Using (3.10), we conclude that
V N
∗
⇀ V ∈ L∞T A0.
Now we observe that we can pass to the weak-∗ limit in N and conclude the desired bound for the
function V . The convergence of uN implies that
V (t, x) = eσt
√−∆u(t, x).
Remark 3.1. In Section A, we will provide another proof of analyticity of u using the so-called
Chemin-Lerner spaces. This, however, requires a slightly stronger condition on the size of u0.
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4. Proof of Theorem 2.2
For the sake of notational simplicity, we write µΓ = γ > 0 and ǫ(2Γ2 − 2Γ) = −ν < 0 in (2.7).
We first rewrite (2.7) as
ut − γ
3
uxxx − γ((u+ 1)(log(u+ 1))xx)x = −ν((u+ 1)(log(u+ 1))xx)xx.
4.1. Existence of weak solution. Since ((u+ 1)(log(u+ 1))xx)x is a lower order term, the first
part of Theorem 2.2 is very similar to the one in Theorem 2.1 and so we only provide a priori
estimates for the existence of weak solutions. Since
((1 + u)(log(u+ 1))xx)x = uxxx −
2uxuxx
1 + u
+
u3x
(1 + u)2
,
((1 + u)(log(u+ 1))xx)xx = uxxxx −
2(uxuxxx + u
2
xx)
1 + u
+
2u2xuxx + 3u
2
xuxx
(1 + u)2
− 2u
4
x
(1 + u)3
,
we take the Taylor expansion of the rational functions to derive
ut − 4γ
3
uxxx + νuxxxx = ν(I1 + I2 + I3) + γ(I4 + I5),
with
I1 =
2uxuxxx + 2u
2
xx
1 + u
= (2uxuxxx + 2u
2
xx)
∞∑
n=0
(−1)nun,
I2 = − 5u
2
xuxx
(1 + u)2
= 5u2xuxx
∞∑
n=1
(−1)nnun−1,
I3 = 2
u4x
(1 + u)3
= 2u4x
∞∑
n=2
(−1)nn(n− 1)un−2,
I4 = −2uxuxx
1 + u
= −2uxuxx
∞∑
n=0
(−1)nun,
I5 =
u3x
(1 + u)2
= −u3x
∞∑
n=1
(−1)nnun−1.
Since
Re(û(t, k)ûxxx(t, k))
|û(t, k)| = 0, (4.1)
we have
d
dt
|u(t)|0 + ν|u(t)|4 ≤ ν
3∑
j=1
|Ij|0 + γ
5∑
j=4
|Ij |0.
We recall P1 and P2 in (2.6) and (2.9):
P1(z) =
4z
1− z +
5z2
(1− z)2 +
4z3
(1− z)3 , P2(z) =
z
1− z +
z2
(1− z)2 .
By applying (2.3) and (3.1), we obtain
3∑
i=1
|Ii|0 ≤
(
4|u(t)|0
1− |u|0 +
5|u(t)|20
(1− |u|0)2 +
4|u(t)|30
(1− |u|0)3
)
|u|4 = P1(|u|0)|u|4,
5∑
i=4
|Ii|0 ≤
( |u(t)|0
1− |u|0 +
|u(t)|20
(1− |u|0)2
)
|u|3 ≤ P2(|u|0)|u|4
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which imply that
d
dt
|u(t)|0 + ν|u(t)|4 ≤ νP1(|u|0)|u|4 + γP2(|u|0)|u|4. (4.2)
Suppose u0 satisfies
|u0|0 < 1 and γP2(|u0|0) + νP1(|u0|0) < ν.
Then, we have
|u(t)|0 + (ν − γP2(|u0|0)− νP1(|u0|0))
ˆ t
0
|u(s)|4ds ≤ |u0|0 for all t ≥ 0.
4.2. Decay to equilibrium. As before, since 〈u(t)〉 = 0, we have |u(t)|0 ≤ |u(t)|4. By (4.2),
‖u(t)‖L∞ ≤ |u0|0e−(ν−γP2(|u0|0)−νP1(|u0|0))t.
4.3. Spatial analyticity. Let σ ∈ (0, 1) be a small parameter that will be fixed later. As the
approximation process mimics the method of constructing approximate solutions in Theorem 2.1,
we skip the approximation process. Thus, we continue directly to obtain appropriate estimates for
V (t, x) = eσt
√−∆u(t, x).
We observe that V satisfies
∂tV̂ (t, k) = −|k|4V̂ (t, k)− 4γ
3
V̂xxx(t, k) + νe
σt|k|(I1 + I2 + I3) + γeσt|k|(I4 + I5) + σ|k|V̂ (t, k)
with V̂ (0, k) = û0(k). Using (4.1) applied to V , |V (t)|1 ≤ |V (t)|4, and (3.15), we obtain
d
dt
|V (t)|0 + ν|V (t)|4 ≤ (γP3(|V (t)|0) + νP4(|V (t)|0)) |V (t)|4 + σ|V (t)|4.
Suppose u0 is such that
ν − σ − γP2(|u0|0)− νP1(|u0|0) > 0.
Then, we have
|V (t)|0 ≤ |u0|0 for all t > 0. (4.3)
This completes the proof of Theorem 2.2.
Appendix A. Alternative proof of analyticity
We prove analyticity of u in Theorem 2.1 using the Chemin-Lerner [10] spaces in the periodic
setting
|f |˜Lρ
T
As =
∑
k∈Zd
|k|s
∥∥∥f̂(t, k)∥∥∥
Lρ
T
, for s ≥ 0.
We note that
|f |L∞
T
As ≤ |f |L˜∞
T
As , |f |L1TAs = |f |˜L1TAs . (A.1)
We now show the analyticity of solutions of (2.4) using Chemin-Lerner spaces. To do this, we
express u in the integral form:
u(t) = e−t∆
2
u0 +
ˆ t
0
e−(t−s)∆
2
G(u(s))ds, (A.2)
where G(u) is defined in (3.13). We apply the exponential operator eσt
√−∆ to (A.2):
V (t) = eσt
√−∆e−t∆
2
u0 + e
σt
√−∆
ˆ t
0
e−(t−s)∆
2
G(u)(s)ds
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with V (0, x) = u0(x). This equation can be written as
V (t) = eσt
√−∆e−σt∆
2
e−(1−σ)t∆
2
u0
+
ˆ t
0
eσ(t−s)
√−∆e−σ(t−s)∆
2
e−(1−σ)(t−s)∆
2
eσs
√−∆G(u)(s)ds.
(A.3)
Since 〈V 〉 = û(0) = 0 and eσ(|k|−|k|4) < 1 for k 6= 0,
|V̂ (t, k)| ≤ e−(1−σ)|k|4 |û0(k)|+
ˆ t
0
e−(1−σ)(t−s)|k|
4
eσs|k|Ĝ(u)(s, k)ds (A.4)
which implies that
|V |
L˜∞
T
A0 ≤ |u0|0 +
ˆ T
0
∣∣∣eσs√−∆G(u(s))∣∣∣
0
ds,
|V |L1
T
A4 ≤
1
1− σ |u0|0 +
1
1− σ
ˆ T
0
∣∣∣eσs√−∆G(u(s))∣∣∣
0
ds.
By applying (3.15) to G(u), we haveˆ T
0
∣∣∣eσs√−∆G(u(s))∣∣∣
0
ds ≤ d2P1(|V |L˜∞
T
A0) |V |L1TA4 .
Therefore, we conclude that V satisfies the following inequality:
|V |
L˜∞
T
A0 + (1− σ) |V |L1TA4 ≤ 2|u0|0 + 2d
2P1(|V |L˜∞
T
A0) |V |L1TA4 . (A.5)
Suppose V0 = u0 satisfies
|u0|0 and 2d2P1(|u0|0) < 1− σ.
Then, we have
|V |
L˜∞
T
A0 +
(
1− σ − 2d2P1(|u0|0)
) |V |L1
T
A4 ≤ 2|u0|0 for all T > 0. (A.6)
By applying (A.1) again, we finally have
|V |L∞
T
A0 +
(
1− σ − 2d2P1(|u0|0)
) |V |L1
T
A4 ≤ 2|u0|0 for all T > 0. (A.7)
Acknowledgments
H. Bae was supported by NRF-2018R1D1A1B07049015. Part of this research was conducted
while R. Granero-Belincho´n was visiting UNIST funded by NRF-2018R1D1A1B07049015.
References
[1] David M Ambrose. The radius of analyticity for solutions to a problem in epitaxial growth on the torus. arXiv
preprint arXiv:1807.01740, 2018.
[2] MG Ancona. Diffusion-drift modeling of strong inversion layers. COMPEL-The international journal for com-
putation and mathematics in electrical and electronic engineering, 6(1):11–18, 1987.
[3] Andrea L Bertozzi and Mary Pugh. The lubrication approximation for thin viscous films: Regularity and long-
time behavior of weak solutions. Communications on pure and applied mathematics, 49(2):85–123, 1996.
[4] Pavel M Bleher, Joel L Lebowitz, and Eugene R Speer. Existence and positivity of solutions of a fourth-order
nonlinear pde describing interface fluctuations. Communications on Pure and Applied Mathematics, 47(7):923–
942, 1994.
[5] Charles Bordenave, Pierre Germain, and Thomas Trogdon. An extension of the derrida–lebowitz–speer–spohn
equation. Journal of Physics A: Mathematical and Theoretical, 48(48):485205, 2015.
[6] Gabriele Bruell and Rafael Granero-Belincho´n. On the thin film muskat and the thin film stokes equations.
Journal of Mathematical Fluid Mechanics, 21(2):33, 2019.
[7] Jan Burczak and Rafael Granero-Belincho´n. On a generalized doubly parabolic keller–segel system in one spatial
dimension. Mathematical Models and Methods in Applied Sciences, 26(01):111–160, 2016.
14 HANTAEK BAE AND RAFAEL GRANERO-BELINCHO´N
[8] Mar´ıa Ca´ceres, J Carrillo, and Giuseppe Toscani. Long-time behavior for a nonlinear fourth-order parabolic
equation. Transactions of the American Mathematical Society, 357(3):1161–1175, 2005.
[9] Bahattin Cengiz. On the duals of lebesgue-bochner Lp spaces. Proceedings of the American Mathematical Society,
114(4):923–926, 1992.
[10] J-Y Chemin and Nicolas Lerner. Flot de champs de vecteurs non lipschitziens et e´quations de navier-stokes.
Journal of Differential Equations, 121(2):314–328, 1995.
[11] Peter Constantin, Diego Co´rdoba, Francisco Gancedo, Luis Rodr´ıguez-Piazza, and Robert M Strain. On the
muskat problem: global in time results in 2d and 3d. American Journal of Mathematics, 138(6):1455–1494, 2016.
[12] Peter Constantin, Diego Co´rdoba, Francisco Gancedo, and Robert M Strain. On the global existence for the
muskat problem. Journal of the European Mathematical Society, 15(1):201–227, 2012.
[13] Peter Constantin, Todd F Dupont, Raymond E Goldstein, Leo P Kadanoff, Michael J Shelley, and Su-Min Zhou.
Droplet breakup in a model of the hele-shaw cell. Physical Review E, 47(6):4169, 1993.
[14] Pierre Degond, Florian Me´hats, and Christian Ringhofer. Quantum energy-transport and drift-diffusion models.
Journal of statistical physics, 118(3-4):625–667, 2005.
[15] Bernard Derrida, Joel L Lebowitz, Eugene R Speer, and Herbert Spohn. Dynamics of an anchored toom interface.
Journal of Physics A: Mathematical and General, 24(20):4805, 1991.
[16] Bernard Derrida, Joel L Lebowitz, Eugene R Speer, and Herbert Spohn. Fluctuations of a stationary nonequi-
librium interface. Physical review letters, 67(2):165, 1991.
[17] Jean Dolbeault, Ivan Gentil, and Ansgar Ju¨ngel. A logarithmic fourth-order parabolic equation and related
logarithmic sobolev inequalities. Communications in Mathematical Sciences, 4(2):275–290, 2006.
[18] Julian Fischer. Uniqueness of solutions of the derrida-lebowitz-speer-spohn equation and quantum drift-diffusion
models. Communications in Partial Differential Equations, 38(11):2004–2047, 2013.
[19] Francisco Gancedo, Eduardo Garcia-Juarez, Neel Patel, and Robert M Strain. On the muskat problem with
viscosity jump: Global in time results. Advances in Mathematics, 345:552–597, 2019.
[20] I Gasser, PA Markowich, D Schmidt, and A Unterreiter. Macroscopic theory of charged quantum fluids. PITMAN
RESEARCH NOTES IN MATHEMATICS SERIES, pages 42–75, 1995.
[21] Ugo Gianazza, Giuseppe Savare´, and Giuseppe Toscani. The wasserstein gradient flow of the fisher information
and the quantum drift-diffusion equation. Archive for rational mechanics and analysis, 194(1):133–220, 2009.
[22] Rafael Granero-Belincho´n and Martina Magliocca. Global existence and decay to equilibrium for some crystal
surface models. Discrete & Continuous Dynamical Systems-A, 39(4):2101–2131, 2019.
[23] Rafael Granero-Belincho´n and Stefano Scrobogna. On an asymptotic model for free boundary darcy flow in
porous media. arXiv preprint arXiv:1810.11798, 2018.
[24] Ansgar Ju¨ngel and Daniel Matthes. A review on results for the derrida-lebowitz-speer-spohn equation. Proceed-
ings of EquaDiff07, 2007.
[25] Ansgar Ju¨ngel and Daniel Matthes. The derrida–lebowitz–speer–spohn equation: Existence, nonuniqueness, and
decay rates of the solutions. SIAM Journal on Mathematical Analysis, 39(6):1996–2015, 2008.
[26] Ansgar Ju¨ngel and Rene´ Pinnau. Global nonnegative solutions of a nonlinear fourth-order parabolic equation
for quantum systems. SIAM Journal on Mathematical Analysis, 32(4):760–777, 2000.
[27] Ansgar Ju¨ngel and Giuseppe Toscani. Exponential time decay of solutions to a nonlinear fourth-order parabolic
equation. Zeitschrift fu¨r angewandte Mathematik und Physik ZAMP, 54(3):377–386, 2003.
[28] Ansgar Ju¨ngel and Ingrid Violet. First-order entropies for the derrida-lebowitz-speer-spohn equation. Discrete
& Continuous Dynamical Systems-B, 8(4):861–877, 2007.
[29] J Krug, HT Dobbs, and S Majaniemi. Adatom mobility for the solid-on-solid model. Zeitschrift fu¨r Physik B
Condensed Matter, 97(2):281–291, 1995.
[30] Jian-Guo Liu and Robert M Strain. Global stability for solutions to the exponential pde describing epitaxial
growth. Interfaces and Free Boundaries, 21(1):61–86, 2019.
[31] Jeremy L Marzuola and Jonathan Weare. Relaxation of a family of broken-bond crystal-surface models. Physical
Review E, 88(3):032403, 2013.
[32] Maria Pia Gualdani, Ansgar Ju¨ngel, and Giuseppe Toscani. A nonlinear fourth-order parabolic equation with
nonhomogeneous boundary conditions. SIAM journal on mathematical analysis, 37(6):1761–1779, 2006.
[33] Jacques Simon. Compact sets in the space Lp(O, T ;B). Annali di Matematica Pura ed Applicata, 146(1):65–96,
1986.
Department of Mathematical Sciences, Ulsan National Institute of Science and Technology (UNIST),
Republic of Korea
E-mail address: hantaek@unist.ac.kr
Departamento de Matema´ticas, Estad´ıstica y Computacio´n, Universidad de Cantabria, Spain.
E-mail address: rafael.granero@unican.es
