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STABILITY OF SYNCHRONOUS SLOWLY OSCILLATING PERIODIC
SOLUTIONS FOR DELAY DIFFERENTIAL EQUATIONS WITH COUPLED
NONLINEARITY
DAVID LIPSHUTZ* AND ROBERT J. LIPSHUTZ
Abstract. We study stability of so-called synchronous slowly oscillating periodic solutions
(SOPSs) for a system of identical delay differential equations (DDEs) with linear decay and
nonlinear delayed negative feedback that are coupled through their nonlinear term. Under a
row sum condition on the coupling matrix, existence of a unique SOPS for the corresponding
scalar DDE implies existence of a unique synchronous SOPS for the coupled DDEs. However,
stability of the SOPS for the scalar DDE does not generally imply stability of the synchronous
SOPS for the coupled DDEs. We obtain an explicit formula, depending only on the spectrum
of the coupling matrix, the strength of the linear decay and the values of the nonlinear negative
feedback function near plus/minus infinity, that determines the stability of the synchronous
SOPS in the asymptotic regime where the nonlinear term is heavily weighted. We also treat the
special cases of so-called weakly coupled systems, near uniformly coupled systems, and doubly
nonnegative coupled systems, in the aforementioned asymptotic regime. Our approach is to
estimate the characteristic (Floquet) multipliers for the synchronous SOPS. We first reduce
the analysis of the multidimensional variational equation to the analysis of a family of scalar
variational-type equations, and then establish limits for an associated family of monodromy-
type operators. We illustrate our results with examples of systems of DDEs with mean-field
coupling and systems of DDEs arranged in a ring.
1. Introduction
1.1. Background and motivation. Models for networks of coupled oscillators with time delays
arise in the study of complex biological systems. Examples include models of neuronal networks
where the spatial distribution of neurons leads to propagation delays [4, 9, 28, 34, 41, 42] and
networks of genetic oscillators where lengthy transcription processes lead to signaling delays
[14, 29, 30]. Of special interest for such a system is the synchronous state in which the elements of
the system oscillate in unison. A natural problem in this context, which has received considerable
attention in the literature, is to characterize conditions under which the synchronous state is
stable; see, for example, [1, 2, 3, 5, 12, 13, 16, 17, 18, 35, 38, 43].
In this work we consider the system of delay differential equations (DDEs)
(1.1) x˙j(t) = −αxj(t) + β
n∑
k=1
Gjkf(xk(t− 1)), j = 1, . . . , n, t > 0,
where n ≥ 2, x1, . . . , xn are real-valued continuous functions on [−1,∞) that are continuously
differentiable on (0,∞), α ≥ 0 and β > 0 are constants, G = (Gjk) is an n × n real-valued
coupling matrix whose rows each sum to 1, and f is a continuously differentiable real-valued
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function on (−∞,∞) satisfying the negative feedback condition ξf(ξ) < 0 for all ξ 6= 0. We refer
to the system of equations (1.1) as the n-dimensional coupled DDE associated with (α, β, f,G).
Our focus is on linear stability of so-called synchronous slowly oscillating periodic solutions for
the coupled DDE (1.1), in the asymptotic regime β → ∞. By focusing on this asymptotic
regime, we are able to treat a broad class of nonlinearities f and coupling matrices G, which is in
contrast to many related works that impose additional symmetry conditions on the system, such
as restricting to oscillators arranged in a ring [3, 5, 16, 17, 18, 43] or, more generally, symmetric
circulant coupling matrices [2, 40].
Before defining a synchronous slowly oscillating periodic solution for the coupled DDE (1.1),
we first define a slowly oscillating periodic solution for the related scalar DDE
(1.2) x˙(t) = −αx(t) + βf(x(t− 1)), t > 0,
where x is a real-valued continuous function on [−1,∞) that is continuously differentiable on
(0,∞) and α, β and f are as in system (1.1). We refer to equation (1.2) as the scalar DDE
associated with (α, β, f). A slowly oscillating periodic solution (SOPS) for the scalar DDE
(1.2) is a solution p satisfying the following property: there are constants z0 ≥ −1, z1 > z0 + 1
and z2 > z1 + 1 such that
p(t) > 0, z0 < t < z1,
p(t) < 0, z1 < t < z2.
and p is periodic with period ω = z2 − z0; that is, p(t + ω) = p(t) for all t ≥ −1. Here “slowly
oscillating” refers to the fact that p oscillates about zero and the separation between zeros is
greater than the delay length, which is normalized to be 1 in both the scalar DDE (1.1) and
coupled DDE (1.2). There are a number of works on conditions for existence, uniqueness, and
stability of an SOPS for the scalar DDE (1.2); see, for example, the discussion in [10, Chapter
XV.9]. Here we impose the following conditions on f , under which Xie [44] proved uniqueness
and linear stability of an SOPS for the scalar DDE (1.2) when β is sufficiently large (Theorem
1.2 below).
Assumption 1.1. The function f : (−∞,∞)→ (−∞,∞) satisfies the following conditions:
1. Regularity : f is continuously differentiable.
2. Bounded negative feedback : f ′(0) < 0, f(ξ)ξ < 0 for all ξ 6= 0, and there exist constants
a, b > 0 such that limξ→∞ f(ξ) = −a and limξ→−∞ f(ξ) = b.
3. Superlinear decay of the derivative:
∫∞
−∞ |f ′(ξ)| dξ <∞ and lim|ξ|→∞ ξf ′(ξ) = 0.
An example of a function f satisfying Assumption 1.1 is given later in (9.2).
Theorem 1.2 ([44, Theorem 1]). Suppose α ≥ 0 and f satisfies Assumption 1.1. There is a
β0 = β0(α, f) > 0 such that for each β > β0 there exists an (orbitally) unique SOPS p of the
scalar DDE (1.2) associated with (α, β, f). Furthermore, p is linearly stable; that is, the trivial
characteristic (Floquet) multiplier µ = 1 of the SOPS p has simple algebraic multiplicity, and
|µ| < 1 for every nontrivial characteristic multiplier.
Remark 1.3. A precise definition for the characteristic multipliers of the SOPS p is given in
Section 2.1.
We are interested in so-called synchronous SOPSs of the coupled DDE (1.1), defined as follows.
A synchronous SOPS of the coupled DDE (1.1) is a periodic solution p whose components are
all equal to an SOPS p of the scalar DDE (1.2); that is, p = (p, . . . , p)T , where superscript “T”
denotes the transpose operation. Under a row sum condition on G, it is readily verified that p is
a solution of the scalar DDE (1.2) if and only if p = (p, . . . , p)T is a solution of the coupled DDE
(1.1). Indeed, we have the following corollary of Theorem 1.2, which is stated without proof.
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Corollary 1.4. Suppose α ≥ 0 and f satisfies Assumption 1.1. Given β > β0 let p denote the
unique SOPS for the scalar DDE (1.2) associated with (α, β, f). For each n ≥ 2 and n× n real-
valued matrix G with row sums equal to 1, p = (p, . . . , p)T is the (orbitally) unique synchronous
SOPS for the n-dimensional coupled DDE (1.1) associated with (α, β, f,G).
According to Theorem 1.2, an SOPS of the scalar DDE (1.2) is always linearly stable provided
β is sufficiently large; however, this is not the case for synchronous SOPS of the coupled DDE
(1.1). Our main results, presented below, are conditions on α, f and G that describe whether a
synchronous SOPS is linearly stable or linearly unstable, in the asymptotic regime β →∞.
1.2. Statements of main results. We have four main results on linear stability of a synchro-
nous SOPS. We recall that the synchronous SOPS p is linearly stable if the trivial characteristic
multiplier µ = 1 of p has simple algebraic multiplicity, and |µ| < 1 for every nontrivial char-
acteristic multiplier; and p is linearly unstable if |µ| > 1 for some characteristic multiplier
(see Section 2.1 for background and definitions related to characteristic multipliers). Our first
main result treats systems with general coupling. Our second, third and fourth main results
respectively treat the specials cases of so-called weakly coupled systems, near uniformly coupled
systems and doubly nonnegative coupled systems. The proofs of our main results are given in
Section 8. In Section 9 we illustrate our main results with examples of mean-field coupled systems
and systems arranged in a ring with nearest neighbor coupling.
1.2.1. Systems with general coupling. In order to present our first main result we need the
following definitions. Given α ≥ 0 and f satisfying Assumption 1.1, define constants the
0 < %1, %2 < e
−α by
(1.3) %1 =
a
a+ b
e−α and %2 =
b
a+ b
e−α,
and define the complex quadratic function ν : C→ C by
(1.4) ν(λ) =
(λ− %1)(λ− %2)
(1− %1)(1− %2) , λ ∈ C,
where C denotes the complex plane. Throughout the paper, the diamond symbol  is used to
distinguish objects associated with the asymptotic regime β → ∞ from their prelimit counter-
parts.
Theorem 1.5. Suppose α ≥ 0 and f satisfies Assumption 1.1. Let δ ∈ (0, 1) and K be a compact
subset of C. There exists β1 = β1(α, f, δ,K) > β0 such that for every β > β1, n ≥ 2 and n × n
real-valued matrix G with row sums all equal to 1 and whose spectrum, σ(G), is contained in K,
the following hold:
(i) If the eigenvalue λ = 1 of G has simple algebraic multiplicity and |ν(λ)| < 1− δ for all
λ ∈ σ(G) \ {1}, then the unique synchronous SOPS of the n-dimensional coupled DDE
(1.1) associated with (α, β, f,G) is linearly stable.
(ii) If |ν(λ)| > 1 + δ for some λ ∈ σ(G), then the unique synchronous SOPS of the n-
dimensional coupled DDE (1.1) associated with (α, β, f,G) is linearly unstable.
In view of Theorem 1.5, for δ > 0, the placement of the spectrum of G relative to the regions
of the complex plane
(1.5) S(δ) = {λ ∈ C : |ν(λ)| < 1− δ} and U(δ) = {λ ∈ C : |ν(λ)| > 1 + δ}
is relevant for determining the stability of a synchronous SOPS when β is sufficiently large. As
described later in Remark 2.4, the boundaries of these regions are classical curves in the complex
plane known as the Ovals of Cassini, which include the Lemniscate of Bernoulli as a special case.
Interestingly, the region S(δ) is not necessarily convex or even simply connected, in contrast to
related results [12, 13], which are discussed in Section 1.3.
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1.2.2. Weakly coupled systems. Our second main result addresses the special case of so-called
weakly coupled systems [11, 21, 24]. “Weakly coupled” refers to systems where the coupling
matrix is a small perturbation of the identity matrix; that is, for some n ≥ 2 and n × n real-
valued matrix H with row sums equal to zero, the coupling matrix is given by
G = In + ηH,
where In denotes the n × n identity matrix and η 6= 0 is small. As explained in Section 8.2,
for every fixed δ ∈ (0, 1), there exists η 6= 0 sufficiently small such that ν(λ) 6∈ S(δ) and
ν(λ) 6∈ U(δ) for all λ ∈ σ(In + ηH), so Theorem 1.5 is not informative about the stability of
the synchronous SOPS when β is fixed and η is (infinitesimally) close to 0. Our main result
for weakly coupled systems addresses the stability of such a synchronous SOPS in terms of the
placement of the spectrum of H relative to the imaginary axis.
Theorem 1.6. Suppose α ≥ 0 and f satisfies Assumption 1.1. There is a β2 = β2(α, f) ≥ β0
such that for every β > β2, n ≥ 2 and an n × n real-valued matrix H with row sums equal to
zero, there exists ηH > 0 such that the following hold:
(i) If the eigenvalue λ = 0 of H has simple algebraic multiplicity and Reλ < 0 (resp.
Reλ > 0) for all λ ∈ σ(H)\{0}, then the unique synchronous SOPS of the n-dimensional
coupled DDE (1.1) associated with (α, β, f, In+ηH) (resp. (α, β, f, In−ηH)) is linearly
stable for all η ∈ (0, ηH).
(ii) If Reλ > 0 (resp. Reλ < 0) for some eigenvalue λ ∈ σ(H), then the unique synchronous
SOPS of the n-dimensional coupled DDE (1.1) associated with (α, β, f, In + ηH) (resp.
(α, β, f, In − ηH)) is linearly unstable for all η ∈ (0, ηH).
1.2.3. Near uniformly coupled systems. Our third main result, which parallels the last result on
weakly coupled systems in many respects, treats the special case of so-called near uniformly
coupled systems. “Near uniformly coupled” refers to systems where the coupling matrix is a
small perturbation of the matrix whose entries are all identical; that is, for some n ≥ 2 and an
n× n real-valued matrix H with row sums equal to zero, the coupling matrix is given by
G = Jn + ηH,
where Jn = (J
jk
n ) denotes the n × n matrix with Jjkn = 1n for all j, k = 1, . . . , n, and η 6= 0 is
small. Part (i) of the result treats the case α > 0, is a corollary of our first result, Theorem
1.5. However, as explained in Section 8.3, if α = 0, then for every fixed δ ∈ (0, 1), there exists
η 6= 0 sufficiently small such that ν(λ) 6∈ S(δ) and ν(λ) 6∈ U(δ) for all λ ∈ σ(Jn + ηH), so
Theorem 1.5 is not informative about the stability of the synchronous SOPS when β is fixed and
η is (infinitesimally) close to 0. Parts (ii) and (iii) of our main result for near uniformly coupled
systems address the stability of a synchronous SOPS when α = 0 in terms of the placement of
the spectrum of H relative to the imaginary axis.
Theorem 1.7. Suppose α ≥ 0 and f satisfies Assumption 1.1. There is a β3 = β3(α, f) ≥ β0
such that given β > β3, n ≥ 2 and an n× n real-valued matrix H with rows sums equal to zero,
there exists ηH > 0 such that the following hold:
(i) If α > 0, the unique synchronous SOPS of the n-dimensional coupled DDE (1.1) asso-
ciated with (α, β, f, Jn + ηH) is linearly stable for all η ∈ (−ηH , ηH).
(ii) If α = 0, the eigenvalue λ = 0 of H has simple algebraic multiplicity, and Reλ > 0 (resp.
Reλ < 0) for all λ ∈ σ(H)\{0}, then the unique synchronous SOPS of the n-dimensional
coupled DDE (1.1) associated with (0, β, f, Jn+ηH) (resp. (0, β, f, Jn−ηH)) is linearly
stable for all η ∈ (0, ηH).
(iii) If α = 0 and Reλ < 0 (resp. Reλ > 0) for some eigenvalue λ ∈ σ(H), then the unique
synchronous SOPS of the n-dimensional coupled DDE (1.1) associated with (0, β, f, Jn+
ηH) (resp. (0, β, f, Jn − ηH)) is linearly unstable for all η ∈ (0, ηH).
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1.2.4. Doubly nonnegative coupled systems. Our final result treats stability of synchronous SOPS
for doubly nonnegative coupled systems. “Doubly nonnegative coupled” refers to the case that
the coupling matrix G is irreducible and doubly nonnegative, where we recall that a real-valued
n× n matrix is doubly nonnegative if it has nonnegative entries and is positive semidefinite.
Doubly nonnegative systems arise, for example, in the study of systems with so-called mean-field
coupling (see Section 9.1) and systems of DDEs arranged in a ring with symmetric coupling
strengths (see Section 9.2). Given α ≥ 0 and f satisfying Assumption 1.1 recall definition (1.3)
for %1, %2 ∈ (0, e−α) and define the constants
(1.6) r0 =
e−α
2
and
(1.7) ∆ =
(
%1 − %2
2
)2
− (1− %1)(1− %2) =
(
a− b
a+ b
)2(
e−α
2
)2
−
(
1− ae
−α
a+ b
)(
1− be
−α
a+ b
)
.
Theorem 1.8. Suppose α ≥ 0 and f satisfies Assumption 1.1. Suppose ∆ < 0. There exists
β4 = β4(α, f) ≥ β0 such that for every β > β4, n ≥ 2 and n × n irreducible doubly nonnegative
coupling matrix G with row sums all equal to 1, with the additional assumption that G is positive
definite if α = 0, the following holds:
(i) The unique synchronous SOPS of the n-dimensional coupled DDE (1.1) associated with
(α, β, f,G) is linearly stable.
On the other hand, suppose ∆ > 0. Let
(1.8) 0 < ε < min
(√
∆, r0 −
√
∆
)
.
There exists β5 = β5(α, f, ε) ≥ β0 such that for every β > β5, n ≥ 2 and n×n irreducible doubly
nonnegative coupling matrix G with row sums all equal to 1, with the additional assumption that
G is positive definite if α = 0, the following hold:
(ii) If |λ− r0| >
√
∆ + ε for all λ ∈ σ(G) \ {1}, then the unique synchronous SOPS of the
n-dimensional coupled DDE (1.1) associated with (α, β, f,G) is linearly stable.
(iii) If |λ− r0| <
√
∆ − ε for some λ ∈ σ(G), then the unique synchronous SOPS of the
n-dimensional coupled DDE (1.1) associated with (α, β, f,G) is linearly unstable.
Remark 1.9. A straightforward calculation shows if α > log 1+
√
2
2 , where log denotes the natural
logarithm, then ∆ < 0 for all a, b > 0. In this case, for every f satisfying Assumption 1.1,
β > β4 = β4(α, f), n ≥ 2 and n × n irreducible doubly nonnegative coupling matrix G with
row sums all equal to 1, the unique synchronous SOPS of the n-dimensional coupled DDE (1.1)
associated with (α, β, f,G) is linearly stable
1.3. Relation to prior work. There is considerable literature on stability of synchronous os-
cillatory periodic solutions for coupled systems of DDEs. Here we mention the works that treat
systems of DDEs with a single fixed delay and allow for a nonlinearity f satisfying a negative
feedback condition. The first body of related work is on systems of three coupled oscillators.
The works [18, 43] employ the theory of symmetric local Hopf bifurcation (see, e.g., [40]) to
study pattern formations that arise under different coupling strengths. The next class considers
systems of DDEs arranged in a ring. In [5] Chen, Huang and Wu show that the synchronous
SOPS is unstable when either n is even or n is odd and sufficiently large. The works [16, 17]
prove related results when allowing for a more general nonlinear feedback structure. We obtain
a comparable result, in the asymptotic regime β →∞, for DDEs arranged in a ring (see Remark
9.5).
The next body of related work allows for a general coupling structure and uses the so-called
master stability function to characterize the stability of the coupled system [6, 9, 12, 13, 23, 35].
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Of particular interest, Flunkert et al. [13] and Sieber et al. [35] consider a system of multidimen-
sional periodic oscillators and allow for a general class of nonlinear feedback as well as a general
coupling structure with delayed coupling. They show that the characteristic multipliers for the
synchronous periodic solution can be expressed in terms of the spectra of monodromy-type maps
associated with a single system, which is an approach that we adopt here (see the discussion in
Section 1.4 below). The main difference between their work and ours is that they consider sys-
tems where the coupling delay significantly exceeds the period of oscillation, which is relevant in
the context of optical networks. This is in contrast to our work, where we assume that the period
is greater than the delay, which is relevant in systems where the oscillations arise because of the
delay (e.g., in gene regulatory networks [14, 29]). Moreover, this difference in structure leads to
an interesting contrast in the results we obtain. For instance, in [13] the authors demonstrate
that if the spectrum of the coupling matrix lies in a disc in the complex plane centered at the
origin, then for sufficiently large delays, the synchronous oscillating periodic solution is stable;
whereas in Theorem 1.5 we show that if the spectrum of the coupling matrix lies in the region
S(0), defined in (1.5), then for sufficiently large delays, the synchronous SOPS is stable, and the
region S(0) is not necessarily convex or even simply connected (see Remark 2.4).
Finally we mention the work of Campbell and Wang [2, 38] on stability of synchronous periodic
solutions in the case of circulant coupling and when the coupling between oscillators is weak
(this setting is closely related to the weakly coupled regime we consider in Section 1.2.2). They
approximate their system with a phase coupled model, which is in contrast to our amplitude
coupled model. They obtain simple criteria for the stability of synchronous oscillatory periodic
solutions, which are expressed in terms of the relation between the spectrum of the coupling
matrix and the imaginary axis ([2, Theorem 2]). We obtain a comparable result for weakly
coupled systems in the asymptotic regime β → ∞ for a more general class of coupling matrices
(Theorem 1.6).
1.4. Outline. In Section 2 we introduce the basis for our main results, Theorem 2.2, which
states that the characteristic multipliers associated with the synchronous SOPS can be expressed
in terms of the spectra of a family of monodromy-type operators {Mλ}, indexed by λ in the
spectrum of the coupling matrix G, associated with following parameterized family of (complex)
scalar linear variational-type equations about the SOPS p of the scalar DDE:
(1.9) y˙(t) = −αy(t) + λβf ′(p(t− 1))y(t− 1).
We refer to (1.9) as the extended variational equation (associated with λ) along p, and we
refer to {Mλ} as extended monodromy operators associated with p. In this way the analysis of
linear stability of the synchronous SOPS is reduced to characterizing the spectra of {Mλ} and in
Section 2.3 we state our four results on the spectra of {Mλ} in the asymptotic regime β → ∞.
The approach is in the spirit of works by Pecora and Carroll [31] on stability of synchronous
solutions for coupled systems of ordinary differential equations, and by Flunkert et al. [12, 13],
who generalized the approach to coupled system of equations, with a delay introduced due to
the coupling. The proof of Theorem 2.2 is given in Section 3.
The advantage of analyzing the system in the limiting regime β → ∞ is that the limiting
solutions of the extended variational equation (1.9) have explicit expressions. In Section 4 we
recall results from [44] on the convergence of certain normalized SOPS, as β → ∞. In Section
5 we prove that the dominant eigenvalue of Mλ converges to ν(λ) as β → ∞. One of the
principal challenges is that the term βf ′(p(t − 1)) appearing in extended variational equation
(1.9) does not have a functional limit. In order to identify the correct limit for solutions to the
extended variational equation (1.9), it is advantageous to instead view βf ′(p(t−1))dt as a signed
measure on the real line. After identifying the correct limiting measure we prove that solutions
of the variational equation (1.9) converge in an appropriate sense, as β → ∞, to solutions of
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the limiting extended variational equation, introduced in (5.28). Since solutions of the limiting
extended variational equation have explicit expressions, we are able to obtain explicit expressions
for the limits of the dominant eigenvalues of {Mλ}.
In Section 6 we prove that the extended monodromy operators {Mλ} are holomorphic in λ,
and the derivative of the dominant eigenvalue of Mλ converges to ∂ν(λ)/∂λ as β → ∞. In
Section 7 we use this convergence result to characterize the extended characteristic multipliers
near λ = 1 and λ = 0, in the regime β → ∞. As a corollary, we also characterize the extended
characteristic multipliers for λ in the interval [0, 1). The points λ = 1 and λ = 0 are special
because the dominant eigenvalues of M1 (if α ≥ 0) and M0 (if α = 0) are both equal to 1, for all
β sufficiently large (see Proposition 6.1). In Section 8 we use Theorem 2.2 and the asymptotic
characterization of the extended characteristic multipliers to prove our main results.
In Section 9 we illustrate our main results with two interesting applications of a mean-field
coupled system and a system of DDEs arranged in a ring with nearest-neighbor coupling.
1.5. Notation. We now collect some commonly used notation.
1.5.1. Basic notation. Let N denote the natural numbers, Z denote the integers, R denote the
real line, R+ denote the nonnegative axis and C denote the complex plane. For r ∈ R let
brc = max{j ∈ Z : j ≤ r}. Let i = √−1. For z ∈ C let Re z and Im z denote the real and
imaginary parts of z, respectively. For r ∈ {0, 1} define the open half planes
(1.10) C<r = {z ∈ C : Re z < r} and C>r = {z ∈ C : Re z > r}.
For a set Z ⊂ C, let Z◦ denote its interior, Z denote its closure, ∂Z = Z \Z◦ denote its boundary,
1Z(·) denote the indicator function on Z and, given r ∈ R, let rZ = {rz : z ∈ Z}. Given another
set Y ⊂ C let dH(Y,Z) denote the Hausdorff distance defined by
dH(Y, Z) = max
{
sup
y∈Y
inf
z∈Z
|y − z|, sup
z∈Z
inf
y∈Y
|y − z|
}
.
For an integer n ≥ 2, let Rn denote n-dimensional Euclidean space and Cn denote n-
dimensional complex space. We use bold typeface for vectors in Rn and Cn. Given a column
vector v in Rn or Cn, let vT denote its transpose and let vj denote its jth component, for
j = 1, . . . , n. Let 1n = (1, . . . , 1)
T denote the column vector in Rn whose entries all equal 1. For
r ∈ {0, 1}, let Grn denote the subset of real-valued n× n matrices whose row sums are all equal
to r; that is,
(1.11) Grn = {n× n real-valued matrices H satisfying H1n = r1n} .
Let In ∈ G1n denote the n×n identity matrix and Jn ∈ G1n denote the n×n matrix whose entries
are all equal to 1/n, i.e.,
(1.12) Jjkn =
1
n
, j, k = 1, . . . , n.
Given a Banach space (X, ‖·‖X), an element χ ∈ X and r > 0 we let BX(χ, r) = {χ˜ ∈ X :
‖χ˜− χ‖X < r} denote the ball of radius r centered at χ. When X = C, we drop the subscript
C and write B(χ, r) for BC(χ, r).
We abbreviate “such that” as “s.t.”.
1.5.2. Function spaces. Given an interval I ⊂ R and X ∈ {R,C,Rn,Cn} let D(I, X) denote the
set of functions from I to X that are right continuous and have finite left limits. Let C(I, X)
denote the subset of continuous functions in D(I, X), and let Cc(I, X) denote the subset of
functions with compact support in C(I, X). We equip D(I, X) and its subsets with the topology
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of uniform convergence on compact subsets of I. When I = [−1, 0], we use the abbreviated
notation D(X) = D([−1, 0], X) and C(X) = C([−1, 0], X). Define the uniform norm on D(X) by
‖φ‖[−1,0] = sup
θ∈[−1,0]
|φ(θ)| <∞.
Then (D(X), ‖·‖[−1,0]) and (C(X), ‖·‖[−1,0]) are Banach spaces.
The following definitions are stated for F ∈ {R,C} and n ≥ 2. We use bold typeface for
Fn-valued functions. For x ∈ D([s − 1,∞),F) (resp. x ∈ D([s − 1,∞),Fn)) and t ≥ s define
xt ∈ D(F) (resp. xt ∈ D(Fn)) by xt(θ) = x(t+ θ) (resp. xt(θ) = x(t+ θ)) for θ ∈ [−1, 0]. Given
an interval I ⊂ R a function x ∈ C(I,F) (resp. x ∈ C(I,Fn)) and t ∈ I such that x (resp. x) is
differentiable at t, we let x˙(t) (resp. x˙(t)) denote the derivative of x (resp. x) at t.
For p ∈ {1,∞} we let Lp(R) denote the Banach space of Lebesgue measurable functions
g : R→ R with finite Lp-norm, where functions that are almost everywhere equal are identified.
1.5.3. Solutions of the DDEs. Let α ≥ 0, β > 0, f : R → R and G ∈ G1n be given. Under
Assumption 1.1, f is uniformly Lipschitz continuous and it follows from [20, Chapter 2, Theorem
2.3] that for each φ ∈ C(R) there exists a unique solution of the scalar DDE (1.2) associated
with (α, β, f) starting at φ, which we denote by x(φ). Similarly, for each φ ∈ C(Rn) there exists
a unique solution of the coupled DDE (1.1) associated with (α, β, f,G) starting at φ, which we
denote by x(φ).
1.5.4. Bounded and compact linear operators. Given Banach spaces (X, ‖·‖X) and (Y, ‖·‖Y ), let
B(X,Y ) denote the vector space of bounded (continuous) linear operators from X to Y equipped
with the operator norm ‖·‖. Let B0(X,Y ) denote the subset of compact linear operators in
B(X,Y ). When Y = X, we use the abbreviations B(X) = B(X,X) and B0(X) = B0(X,X).
We let IX denote the identity operator in B(X). Given A ∈ B(X) let σ(A) denote the spectrum
of A in C, and let ρ(A) denote the spectral radius of A. For r ∈ {0, 1} define
(1.13) σ−r(A) =
{
σ(A) \ {r} if r is a simple eigenvalue of A,
σ(A) otherwise.
Recall that σ(·) is a continuous function from B0(X) to B(C), where B(C) denotes the Borel
subsets of C equipped with Hausdorff topology (see, e.g., [7, Chapter 14, Corollary 3.2]). For
λ ∈ σ(A) let mA(λ) equal the dimension of the generalized eigenspace Eλ = ∪∞j=1 Null(A−λIX)j .
For a Banach space X over C let X∗ = B(X,C) denote the dual of X equipped with the operator
norm. For A ∈ B0(X), let A∗ ∈ B0(X∗) denote the adjoint of A. Then σ(A) = σ(A∗) and
mA(λ) = mA∗(λ) for all λ ∈ C (see, e.g., [8, Chapter 6, Theorem 6.1]).
2. Extended characteristic multipliers
In this section we express the characteristic multipliers of a synchronous SOPS p = p1n
in terms of so-called extended characteristic multipliers of the SOPS p. We then describe the
extended characteristic multipliers in the regime where β is large. In Section 8 we use this
relation between the characteristic multipliers of p and the extended characteristic multipliers of
p, along with the asymptotic characterization of the extended characteristic multipliers, to prove
our main results.
2.1. Background and definitions. Recall the definition of G1n given in (1.11). Fix α ≥ 0,
β > β0, n ≥ 2 and G ∈ G1n, and let p = p1n denote the unique synchronous SOPS with period
ω of the n-dimensional SOPS for the coupled DDE (1.1) associated with (α, β, f,G). Linearizing
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the coupled DDE (1.1) about p yields the n-dimensional (linear) variational equation
(2.1) y˙j(t) = −αyj(t) + β
n∑
k=1
Gjkf ′(p(t− 1))yk(t− 1), j = 1, . . . , n.
Define the monodromy operator M : C(Cn)→ C(Cn) associated with p by
(2.2) Mψ = yω(ψ), ψ ∈ C(Cn),
where y = y(ψ) = (y1(ψ), . . . , yn(ψ))T denotes the unique function in C([−1,∞),Cn) that
satisfies y0 = ψ, is continuously differentiable on (0,∞) and satisfies the variational equation
(2.1) for all t > 0. Then M is a compact linear operator (see, e.g., [10, Chapter III, Corollary
4.7]), the elements of its spectrum, σ(M), are invariant under time-translations of p (see, e.g.,
[10, Chapter XIV, p. 367]), and the nonzero elements of σ(M) are referred to as characteristic
(Floquet) multipliers of the periodic solution p. We say µ is a simple characteristic multiplier
if µ is a simple eigenvalue of M. Since p satisfies the coupled DDE (1.1), it follows that its time
derivative p˙ is periodic with periodic ω and satisfies the variational equation (2.1), and so µ = 1
is always an eigenvalue of M with associated eigenvector p˙0, and we refer to µ = 1 as the trivial
characteristic multiplier. Recall that a synchronous SOPS p for the coupled DDE (1.1) is linearly
stable if the trivial characteristic multiplier µ = 1 of p is simple and |µ| < 1 for every nontrivial
characteristic multiplier of p; and a synchronous SOPS is linearly unstable if |µ| > 1 for some
characteristic multiplier of p.
Remark 2.1. If a synchronous SOPS is linearly stable then by [19, Chapter 10, Theorem 3.1 &
Corollary 3.1] its orbit satisfies the following property, which is referred to as asymptotically
stable with an exponential phase: there are positive constants C and γ, and an open set
W ⊂ C(Rn) containing the orbit Op = {pt, t ≥ 0} such that if φ ∈ W then there exists
s = s(φ) ∈ [0, ω) such that
‖xt(φ)− ps+t‖[−1,0] ≤ Ce−γt ‖φ− ps‖[−1,0] , t ≥ 0.
On the other hand, if a synchronous SOPS is linearly unstable then its orbit is unstable, i.e.,
there exists ε > 0 such that for each η ∈ (0, ε) there is an element φ ∈ C(Rn) satisfying
d(Op,φ) < η such that d(Op,xt(φ)) > ε for some t > 0. Here d(·, ·) denotes the metric on C(Rn)
induced by the norm ‖·‖[−1,0].
We now define extended characteristic multipliers associated with the SOPS p. Recall the
extended variational equation (1.9) along p, parameterized by λ ∈ C. For λ ∈ C and ψ ∈ C(C)
let y = y(λ, ψ) denote the unique function in C([−1,∞),C) that satisfies y0 = ψ, is continuously
differentiable on (0,∞) and satisfies the extended variational equation (1.9) for all t > 0. Define
the family {Mλ} = {Mλ, λ ∈ C} of extended monodromy operators associated with p as
follows. For each λ ∈ C define Mλ : C(C)→ C(C) by
(2.3) Mλψ = yω(λ, ψ), ψ ∈ C(C).
For each λ ∈ C, Mλ is a compact linear operator and its spectrum σ(Mλ) is invariant under time
translations of the SOPS (see, e.g., [10, Chapter XIII.3]). We refer to the nonzero eigenvalues of
the extended monodromy operators {Mλ} as extended characteristic (Floquet) multipliers
of the SOPS p.
Note that when λ = 1, (1.9) is the variational equation obtained by linearization the scalar
DDE (1.2) about the SOPS p, M1 is the monodromy operator associated with the SOPS p, and
its spectrum defines the characteristic multipliers associated with p. Thus, according to Theorem
1.2, if β > β0 then µ = 1 is a simple eigenvalue of M1 and every other eigenvalue satisfies |µ| < 1.
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2.2. Relation to stability of a synchronous SOPS. The following theorem, whose proof is
given in Section 3, expresses the characteristic multipliers of the synchronous SOPS p = p1n in
terms of the extended characteristic multipliers of the SOPS p. Recall the definitions of G1n and
σ−1(·) given in (1.11) and (1.13), respectively.
Theorem 2.2. Suppose α ≥ 0, f satisfies Assumption 1.1. Given β > β0, n ≥ 2 and G ∈ G1n,
let p = p1n denote the unique synchronous SOPS associated with (α, β, f,G). Let M denote the
monodromy operator associated with the synchronous SOPS p and let {Mλ} denote the family of
extended monodromy operators associated with the SOPS p. Then
(2.4) σ(M) =
⋃
λ∈σ(G)
σ(Mλ).
Consequently, the following hold:
(i) If ρ(Mλ) < 1 for all λ ∈ σ−1(G) then the unique synchronous SOPS of the n-dimensional
coupled DDE (1.1) associated with (α, β, f,G) is linearly stable.
(ii) If ρ(Mλ) > 1 for some λ ∈ σ(G) then the unique synchronous SOPS of the n-dimensional
coupled DDE (1.1) associated with (α, β, f,G) is linearly unstable.
It follows from Theorem 2.2 that the regions S and U in C, defined by
(2.5) S = {λ ∈ C : ρ(Mλ) < 1}, U = {λ ∈ C : ρ(Mλ) > 1},
which do not depend on the coupling matrix, are important for determining if a synchronous
SOPS is linearly stable or unstable. In particular, given a characterization of S and U, linear
stability of the synchronous SOPS p associated with a given coupling matrix G ∈ G1n depends
on the placement of its spectrum σ(G) — specifically, the associated synchronous SOPS p is
linearly stable if σ−1(G) ⊂ S, and linearly unstable if σ(G)∩U 6= ∅. The remainder of this work
is largely devoted to characterizing the sets S and U when β is large.
2.3. Asymptotic characterization. We now state four results describing the regions S and U
when β is sufficiently large, which, along with Theorem 2.2, will respectively be used to prove
our four main results in Section 8.
2.3.1. Limits of the extended characteristic multipliers. In the following theorem, whose proof is
given in Section 5.3, we describe the limit of the spectrum σ(Mλ) as β →∞. Recall the definition
of ν(λ) given in (1.4) and the definitions for the sets S(δ) and U(δ) given in (1.5).
Theorem 2.3. Suppose α ≥ 0 and f satisfies Assumption 1.1. Let δ ∈ (0, 1) and K be a compact
subset of C. There is a β1 = β1(α, f,K, δ) ≥ β0 such that if β > β1 then
(2.6) dH(σ(Mλ), {0, ν(λ)}) < δ, λ ∈ K.
Conseqeuently, S(δ) ∩K ⊂ S ∩K and U(δ) ∩K ⊂ U ∩K for all β > β1.
Remark 2.4. In view of Theorem 2.3 we see that given δ ∈ (0, 1) and a compact set K in C, we
have S∩K ⊂ S(δ)∩K and U∩K ⊂ U(δ)∩K for all β sufficiently large. In particular, the sets
S ∩K and U ∩K respectively converge to S(0) ∩K and U(0) ∩K in the Hausdorff topology,
as β → ∞. The boundaries ∂S(δ) = {λ ∈ C : |ν(λ)| = 1 − δ}, for δ ≥ 0, are classical curves
known as Ovals of Cassini, which are described in [27, Section 5.16] and include the Lemniscate
of Bernoulli as a special case. In Figure 1 we plot the boundaries ∂S(0) when α = 18 , b = 1 and
a varies between 1 and 24. In Figure 2(A) we plot the sets S(δ) and U(δ) when α = 0, a = 21,
b = 4 and δ = 120 .
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1
Figure 1. Plots of the boundaries ∂S(0) = {λ ∈ C : |ν(λ)| = 1}, where ν(λ)
is defined in (1.4), for fixed α = 18 and b = 1, and a varies between 1 and 24.
For β > β1(α, f, δ,K), Theorem 2.3 is only informative about the relation between ρ(Mλ) and
1 if λ ∈ S(δ) or λ ∈ U(δ) — see the blue and dark green regions in Figure 2. In particular,
Theorem 2.3 is not informative about the relation between ρ(Mλ) and 1 when |ν(λ)| is infinites-
imally close to 1 (i.e., when λ is infinitesimally close to the black line in Figure 2). Our next two
results further characterize the relation between ρ(Mλ) and 1 for such λ.
2.3.2. Extended characteristic multipliers for λ near 1. From the definition of ν given in (1.4),
ν(1) = 1 and ν(·) is continuous. Thus, for fixed β large, Theorem 2.3 is not informative about
the sets S and U for λ infinitesimally close to 1, and this region is relevant in the analysis of
weakly coupled systems (see Section 8.2). Our next theorem, whose proof is given in Section 7.1,
further characterizes the sets S and U for λ infinitesimally close to 1.
Theorem 2.5. Suppose α ≥ 0 and f satisfies Assumption 1.1. There are open sets A<1 ⊂ C<1
and A>1 ⊂ C>1 with 1 ∈ ∂A<1 ∩ ∂A>1 such that the following hold:
(i) For each λ ∈ C<0 there exists ηλ > 0 such that 1 + ηλ ∈ A<1 for all η ∈ (0, ηλ).
(ii) For each λ ∈ C>0 there exists ηλ > 0 such that 1 + ηλ ∈ A>1 for all η ∈ (0, ηλ).
In addition, there is a β2 = β2(α, f) ≥ β0 such that if β > β2 then the following hold:
(iii) A<1 ⊂ S, i.e., ρ(Mλ) < 1 for all λ ∈ A<1.
(iv) A>1 ⊂ U, i.e., ρ(Mλ) > 1 for all λ ∈ A>1.
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(a) The sets S(δ) and U(δ).
(b) The sets A<0 and A>0. (c) The sets A<1 and A>1.
Figure 2. Subfigure (A) depicts the sets S(δ) (blue) and U(δ) (dark green)
defined in (1.5), and the sets A<0 (gray), A>0 (orange), A<1 (light green) and
A>1 (yellow) defined in (7.15), (7.14), (7.7) and (7.8), respectively, with α = 0,
a = 21, b = 4 and δ = 120 . The black curve between the dark green and
blue regions denotes the set {λ ∈ C : |ν(λ)| = 1}. Subfigure (B) shows an
enlargement of the region containing the sets A<0 and A>0. Subfigure (C)
shows an enlargement of the region containing the sets A<1 and A>1.
Remark 2.6. Explicit expressions for the sets A<1 and A>1 are given in (7.7)–(7.8) of the proof.
In Figure 2(C) we depict the sets A<1 and A>1 in the case α = 0, a = 21 and b = 4.
2.3.3. Extended characteristic multipliers for λ near 0. Next we consider the case that λ is
infinitesimally close to 0, which is relevant in the analysis of near uniformly coupled systems
SYNCHRONIZED PERIODIC SOLUTIONS OF COUPLED DELAY EQUATIONS 13
(see Section 8.3). By the definition of ν in (1.4),
ν(0) =
(
e−α − %1
1− %1
)(
e−α − %2
1− %2
)
∈ (0, 1].
If α > 0, then |ν(0)| < 1 and we can apply Theorem 2.3 to show that 0 ∈ S for β sufficiently
large. However, if α = 0, then ν(0) = 1 and since ν(·) is continuous, it follows that for fixed
β large, Theorem 2.3 is not informative about the sets S and U for λ infinitesimally close to 0.
Our next theorem, whose proof is given in Section 7.2, further characterizes the sets S and U for
λ infinitesimally close to 0.
Theorem 2.7. Suppose α = 0 and f satisfies Assumption 1.1. There is a β†3 = β
†
3(f) ≥ β0(0, f)
and open sets A>0 ⊂ C>0 and A<0 ⊂ C<0 with 0 ∈ ∂A>0 ∩ ∂A<0 such that
(i) For each λ ∈ C>0 there exists ηλ > 0 such that ηλ ∈ A>0 for all η ∈ (0, ηλ).
(ii) For each λ ∈ C<0 there exists ηλ > 0 such that ηλ ∈ A<0 for all η ∈ (0, ηλ).
In addition, if β > β†3 then
(iii) A>0 ⊂ S, i.e., ρ(Mλ) < 1 for all λ ∈ A>0;
(iv) A<0 ⊂ U, i.e., ρ(Mλ) > 1 for all λ ∈ A<0.
Remark 2.8. Explicit expressions for the sets A>0 and A<0 are in (7.14)–(7.15) of the proof. In
Figure 2(B) we depict the sets A<0 and A>0 in the case α = 0, a = 21, b = 4.
2.3.4. Extended characteristic multipliers for λ ∈ [0, 1). As a corollary of Theorems 2.3, 2.5 and
2.7, we have the following characterization of the S ∩ [0, 1) and U ∩ [0, 1), which are relevant in
the analysis of doubly nonnegative coupled systems (see Section 8.4). A detailed proof of the
corollary is given in Section 7.3. Recall the definitions of the constants r0 and ∆ given in (1.6)
and (1.7), respectively.
Corollary 2.9. Suppose α ≥ 0 and f satisfies Assumption 1.1. Suppose ∆ < 0. Then there
exists β4 = β4(α, f) ≥ β0 such that for every β > β4, the following hold:
(i) If α > 0 then S(0) ∩ [0, 1) = [0, 1) and [0, 1) ⊂ S.
(ii) If α = 0 then S(0) ∩ [0, 1) = (0, 1) and (0, 1) ⊂ S.
On the other hand, suppose ∆ > 0. Let ε satisfy (1.8). Then there exists β5 = β5(α, f, ε) ≥ β0
such that for every β > β5, the following hold:
(iii) If α > 0 then S(0) ∩ [0, 1) = [0, r0 −
√
∆) ∪ (r0 +
√
∆, 1) and [0, r0 −
√
∆− ε) ∪ (r0 +√
∆ + ε, 1) ⊂ S.
(iv) If α = 0 then S(0) ∩ [0, 1) = (0, r0 −
√
∆) ∪ (r0 +
√
∆, 1) and (0, r0 −
√
∆− ε) ∪ (r0 +√
∆ + ε, 1) ⊂ S.
(v) U(0) ∩ [0, 1] = (r0 −
√
∆, r0 +
√
∆) and (r0 −
√
∆ + ε, r0 +
√
∆− ε) ⊂ U.
Remark 2.10. In Figure 2 we depict the regions S(δ), U(δ), A<0, A>0, A<1 and A>1 in the
case that α = 0, ∆ < 0 and δ ∈ (0, 1) is sufficiently small so that (0, 1) ⊂ A>0 ∪ S(δ) ∪ A<1,
which corresponds to the setting in Corollary 2.9(ii). In this case, if β > β4, then (0, 1) ⊂ S.
3. Proof of Theorem 2.2
Before proving Theorem 2.2 we first state and prove the following useful lemma.
Lemma 3.1. Suppose H is an n × n real-valued matrix and L1, L2 ∈ C(R+, B(C(C))). Define
V ∈ C(R+, B(C(Cn))) by V(t)ψ = ut for t ≥ 0 and ψ ∈ C(Cn), where u = (u1, . . . , un)T ∈
C([−1,∞),Cn) is continuously differentiable on (0,∞), and satisfies u0 = ψ and
(3.1) u˙j(t) = L1(t)u
j
t +
n∑
k=1
HjkL2(t)u
k
t , j = 1, . . . , n.
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For λ ∈ C, define Vλ ∈ C(R+, B(C(C))) by Vλ(t)ψ = ut for t ≥ 0 and ψ ∈ C(C), where
u ∈ C([−1,∞),C) is continuously differentiable on (0,∞), and satisfies u0 = ψ and
(3.2) u˙(t) = L1(t)ut + λL2(t)ut.
Then for each t0 ≥ 1, V(t0) ∈ B0(C(Cn)) and Vλ(t0) ∈ B0(C(C)) for all λ ∈ C, and
σ(V(t0)) =
⋃
λ∈σ(H)
σ(Vλ(t0)).
Proof. First note that the continuity of V(·) and the continuity of Vλ(·), λ ∈ C, follow from the
continuity of the solutions u and u. The compactness of V(t) and Vλ(t), λ ∈ C, for t ≥ 1 follow,
for example, from [10, Chapter III, Corollary 4.7].
Fix t0 ≥ 1. Suppose λ ∈ σ(H), µ ∈ σ(Vλ(t0)) and ψµ ∈ C(C) is such that ψµ 6≡ 0 and
Vλ(t0)ψµ = µψµ. Let u ∈ C([−1,∞),C) denote the solution of the scalar linear DDE (3.2) with
u0 = ψµ so that ut0 = µψµ. Choose an eigenvector vλ ∈ Cn associated with λ so that Hvλ = λvλ
and define u = uvλ ∈ C([−1,∞),Cn). Then for all t > 0, we have
u˙(t) = vλL1(t)ut +HvλL2(t)ut = L1(t)ut +HL2(t)ut,
where Lj(t)ut = (Lj(t)u
1
t , . . . , Lj(t)u
n
t )
T , for j = 1, 2. Thus, u is a solution of the system of
linear DDEs (3.1) with u0 = vλψµ and ut0 = µvλψµ. It follows that µ is an eigenvalue of V(t0)
with associated eigenvector ψµ = vλψµ. This proves that σ(Vλ(t0)) ⊂ σ(V(t0)) for all λ ∈ σ(H).
Now suppose µ ∈ σ(V(t0)) and ψµ ∈ C(Cn) is such that ψµ 6≡ 0 and V(t0)ψµ = µψµ. Let u
denote the solution of the system of linear DDEs (3.1) with u0 = ψµ so that ut0 = µψµ. Writing
H in its Jordan form we have there is a real invertible n × n matrix P and a complex upper
triangular n × n matrix D such that H = PDP−1 and the diagonal elements of D, which we
denote by λ1, . . . , λn, are the eigenvalues of H. Define w = P
−1u. Using the definition of Lj(t),
j = 1, 2, given above, we have
w˙(t) = P−1L1(t)ut +DP−1L2(t)ut = L1(t)wt +DL2(t)wt.
Since w is nonzero, there is a unique k ∈ {1, . . . , n} such that wk is nonzero and wj is zero for
k < j ≤ n. Then, due to the fact that D is upper triangular, we see that for all t > 0,
w˙k(t) = L1(t)w
k
t + λkL2(t)w
k
t .
Thus, wk is a solution of scalar linear DDE (3.2) with wk0 = µ[P
−1u0]k and wkt0 = µ[P
−1u0]k.
Therefore, µ is an eigenvalue of Vλk(t0) with associated eigenvector ψµ = [P
−1ψµ]
k. Hence,
σ(V(t0)) ⊂ ∪λ∈σ(H)σ(Vλ(t0)), which completes the proof. 
Proof of Theorem 2.2. Let y = y(ψ) denote the solution to the variational equation (2.1) with
initial condition y0 = ψ. Then y = (y
1, . . . , yn) satisfies the system of linear DDEs (3.1) with
H = G and L1, L2 ∈ C(R+, B0(C(C))) given by L1(t)ψ = −αψ(0) and L2(t)ψ = βf ′(p(t −
1))ψ(−1), for t ≥ 0 and ψ ∈ C(C). It follows from Lemma 3.1 and the respective definitions of
M and Mλ in (2.2) and (2.3), that V(ω) = M, Vλ(ω) = Mλ for all λ ∈ C, and the equality in
(2.4) holds.
Next, by Theorem 1.2, p is linearly stable, and so the trivial characteristic multiplier µ = 1 is
a simple eigenvalue of M1 and |µ| < 1 for all other eigenvalues of M1. Suppose ρ(Mλ) < 1 for all
λ ∈ σ−1(G). Then by the equality in (2.4), we have
max {|µ| : µ ∈ σ−1(M)} = max
|µ| : µ ∈ σ−1(M1) ∪ ⋃
λ∈σ−1(G)
σ(Mλ)
 < 1.
This proves that p is linearly stable. Now suppose ρ(Mλ) > 1 for some λ ∈ σ(G). Then by
the equality in (2.4), we have max {|µ| : µ ∈ σ(M)} ≥ ρ(Mλ) > 1. This proves that p is linearly
unstable. 
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4. Convergence of normalized SOPS
In this section we recall results from [44, Section 3] on the convergence of normalized SOPS
to the solution of a scalar DDE with step function nonlinearity.
We make the following assumptions, which will hold throughout the remainder of
this work unless otherwise noted. Fix α ≥ 0 and f satisfying Assumption 1.1. Without loss
of generality, we assume a ≥ b, where a, b > 0 are the constants in condition 2 of Assumption
1.1. Let β0 > 0 be as in Theorem 1.2 so that for each β > β0, there exists a unique SOPS p
β and
it is linearly stable. Let ωβ > 2 denote the (minimal) period of pβ . We extend the definition of
pβ to all of R so that pβ is periodic on R with period ωβ . Furthermore, by possibly performing
a time translation, we assume that pβ satisfies
(4.1) pβ(−1) = 0 and p˙β(−1) > 0.
We let zβ1 > 0 and z
β
2 > z
β
1 + 1 be the unique times such that ω
β = zβ2 + 1, p
β(t) > 0 for all
−1 < t < zβ1 and pβ(t) < 0 for all zβ1 < t < zβ2 .
For each β > β0 define the normalized SOPS p¯
β ∈ C(R,R) by
(4.2) p¯β(t) = β−1pβ(t), t ∈ R.
Define the step function f : R→ R by
(4.3) f(ξ) =
{
−a if ξ ≥ 0,
b if ξ < 0.
For α > 0 let
q1 =
1
α
log
{
1 + a−1b(1− e−α)} and q2 = 1α log {1 + ab−1(1− e−α)} ,(4.4)
and define the function p¯ ∈ C(R,R) by
(4.5) p¯(t) =

b
α
(
1− e−α(t+1)
)
for − q2 − 1 ≤ t ≤ 0,
− a
α
(
1− e−α(t−q1 )
)
for 0 < t ≤ q1 + 1.
For α = 0, q1 , q

2 and p¯ are taken to be the pointwise limits of the definitions in (4.4) and (4.5)
as α ↓ 0; specifically,
q1 = a
−1b and q2 = ab
−1,(4.6)
and
(4.7) p¯(t) =
{−a+ b(t+ q2 + 1) for − q2 − 1 ≤ t ≤ 0,
b− at for 0 < t ≤ q1 + 1.
Note that our assumption a ≥ b implies that q1 ≤ q2 . Since p¯(−q2 − 1) = p¯(q1 + 1), we can
(uniquely) extend the definition of p¯ to all of R so that p¯ is continuous and periodic with period
ω = q1 + q

2 + 2. See Figure 3 for a graph of p¯
.
Define
I = {t ∈ R : p¯(t) = 0} = {−1 + kω, q1 + kω : k ∈ Z},(4.8)
J = {t ∈ R : p¯(t− 1) = 0} = {kω, q1 + 1 + kω : k ∈ Z}.(4.9)
Then p¯ is continuously differentiable on R \ J and ˙¯p satisfies (for α ≥ 0)
(4.10) ˙¯p(t) =
{
be−α(t+1) if − q2 − 1 < t < 0,
−ae−α(t−q1 ) if 0 < t < q1 + 1.
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Figure 3. Graph of p¯ defined in (4.5) with α = 1, a = 2 and b = 1.
We extend the definition of ˙¯p to all of R by setting ˙¯p to be right continuous at all t ∈ J, so that
˙¯p ∈ D(R,R).
We close this section by stating convergence properties of zβ1 , z
β
2 , ω
β , p¯β and ˙¯pβ(t) as β →∞.
For ε > 0, let
Iε = {t ∈ R : dR(I, t) < ε},(4.11)
Jε = {t ∈ R : dR(J, t) < ε}.(4.12)
Proposition 4.1 ([44, Theorem 14 & Corollary 15]). The following limits hold:
lim
β→∞
|zβ1 − q1 | = 0,(4.13)
lim
β→∞
|zβ2 − q1 − q2 − 1| = 0,(4.14)
lim
β→∞
|ωβ − ω| = 0,(4.15)
and for all compact K ⊂ R and all ε > 0,
lim
β→∞
sup
t∈K
|p¯β(t)− p¯(t)| = 0,(4.16)
lim
β→∞
sup
t∈K\Jε
| ˙¯pβ(t)− ˙¯p(t)| = 0.(4.17)
5. Limits of the extended characteristic multipliers
This section is devoted to the proof of Theorem 2.3, which states that the spectrum of the
extended monodromy operator, σ(Mλ), converges to {0, ν(λ)} as β →∞.
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5.1. Convergence of the measure appearing in the extended variational equation. In
the next section we prove that solutions to the extended variational equation (1.9) converge (in
an appropriate sense), as β →∞, to a solution of a limiting extended variational equation. The
term βf ′(pβ(t− 1)) appearing on the right hand side of the extended variational equation (1.9)
converges, as β → ∞, to zero at all t ∈ R \ J and to negative infinity at all t ∈ J, where we
recall the definition of J in (4.9). Therefore, in order to identify the correct limiting object,
it is advantageous to instead consider βf ′(pβ(t − 1))dt as a (signed) measure on R. In this
section we identify the correct limiting measure and prove convergence (in an appropriate sense)
of βf ′(pβ(t− 1))dt to the limiting measure as β →∞.
To this end, we first make some useful observations. Recall the assumptions stated at the
beginning of Section 4 and the definitions of f, q1 , q

2 , p
 and I in (4.3)–(4.8). For each β > β0
define the function hβ : R→ R by
(5.1) hβ(t) = f(pβ(t)), t ∈ R.
Define h ∈ D(R,R) to be periodic with period ω and satisfy
(5.2) h(t) =
{
−a, t ∈ [−1, q1),
b, t ∈ [q1 , q1 + q2 + 1).
Then h satisfies h(t) = f(p¯(t)) for all t ∈ R \ I and, in view of Proposition 4.1 and the fact
that f is bounded by part 2 of Assumption 1.1,
(5.3) hβ converges to h uniformly on compact intervals contained in R \ I as β →∞.
By the definition of hβ in (5.1), the chain rule and the definition of p¯β in (4.2), we have
(5.4) βf ′(pβ(t))dt = ( ˙¯pβ(t))−1dhβ(t), t 6∈ {s ∈ R : p˙β(s) = 0}.
In the next proposition we show that βf ′(pβ(t))dt converges to ( ˙¯p(t))−1dh(t) in a certain sense,
as β →∞. For C <∞ and ε > 0, let
L∞C (R) =
{
g ∈ L∞(R) : ‖g‖L∞(R) ≤ C
}
and, recalling the definition of Iε in (4.11), let
(5.5) L∞C,ε(R) = {g ∈ L∞C (R) : g is Lipschitz continuous on Iε with Lipschitz constant C} .
Proposition 5.1. For all −∞ < t0 < t1 <∞,
(5.6) sup
β>β0
β
∫ t1
t0
∣∣f ′(pβ(t))∣∣ dt <∞,
and for all C <∞ and ε ∈ (0, q1/2),
(5.7) lim
β→∞
sup
{∣∣∣∣∫ t1
t0
g(t)βf ′(pβ(t))dt−
∫ t1
t0
g(t)( ˙¯p(t))−1dh(t)
∣∣∣∣ : g ∈ L∞C,ε(R)} = 0.
After a remark on the convergence result, the remainder of this section is devoted to the proof
of Proposition 5.1.
Remark 5.2. Let M(R) denote the space of real-valued (signed) measures on the σ-algebra of
Borel sets in R. Each element µ ∈M(R) can be viewed as an element of B(Cc(R,R),R), the set
of bounded linear real-valued functionals on Cc(R,R), as follows:
µ(g) =
∫
R
g(t)dµ(t), g ∈ Cc(R,R).
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For β > β0 let µ
β ∈M(R) denote the measure defined by
µβ((t0, t1]) =
∫ t1
t0
βf ′(pβ(t))dt, −∞ < t0 < t1 <∞,
and let µ ∈M(R) denote the measure defined by
µ((t0, t1]) =
∫ t1
t0
( ˙¯p(t))−1dh(t), −∞ < t0 < t1 <∞.
Then according to Proposition 5.1, for all Lipschitz continuous g ∈ Cc(R,R),
lim
β→∞
∫
R
g(t)dµβ(t) =
∫
R
g(t)dµ(t).
The last display in fact holds for all g ∈ Cc(R,R); however, the result is not needed in this work
so we do not include the proof here. In particular, µβ converges to µ in the weak∗ topology on
M(R) as β → ∞. In addition, by the equation for ˙¯p in (4.10) and the definition of h in (5.2),
given a Borel set A of R,
(5.8) µ(A) = − (1 + ab−1)∑
k∈Z
δ−1+kω(A)−
(
1 + a−1b
)∑
k∈Z
δq1+kω(A),
where, for t ∈ R, δt(·) is the Dirac delta measure at t defined by δt(A) = 1 if t ∈ A and δt(A) = 0
otherwise.
To prepare for the proof of Proposition 5.1 we first analyze the limiting behavior of the measure
βf ′(x(t))dt on intervals contained in R \ I and intervals contained in Iε separately (for ε > 0
sufficiently small), where I and Iε are respectively defined in (4.8) and (4.11). In the next lemma
we consider compact intervals that are contained in R \ I.
Lemma 5.3. Let −∞ < t0 < t1 <∞ be such that [t0, t1] ∩ I = ∅. Then
lim
β→∞
∫ t1
t0
|βf ′(pβ(t))|dt = 0.
Proof. Since [t0, t1]∩I = ∅, it follows from definition for p in (4.4)–(4.7) that c = inft∈[t0,t1] |p¯(t)| >
0. Along with the convergence shown in Proposition 4.1, this implies that for all β sufficiently
large,
inf
t∈[t0,t1]
|p¯β(t)| ≥ c
2
.
In view of the definition of p¯β in (4.2), the lower bound in the last display, and the superlinear
decay of f ′ in condition 3 of Assumption 1.1, we have
lim
β→∞
sup
t∈[t0,t1]
|βf ′(pβ(t))| = lim
β→∞
sup
t∈[t0,t1]
|βf ′(βp¯β(t))| = 0.
This completes the proof of the lemma. 
In the next two lemmas we consider intervals that are contained in Iε. We will use the fact
that by the equation for ˙¯p in (4.10) and the periodicity of p¯, given k ∈ Z,
inf
t∈[−1+kω−q1/2,−1+kω+q1/2]
| ˙¯p(t)| = be−αq1/2,(5.9)
inf
t∈[q¯1/2+kω,3q¯1/2+kω]
| ˙¯p(t)| = ae−αq1/2,(5.10)
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and so, by the convergence of ˙¯pβ shown in (4.17), there exists β(k) ≥ β0 such that for all β > β(k),
inf
t∈[−1+kω−q1/2,−1+kω+q1/2]
| ˙¯pβ(t)| ≥ 1
2
be−αq

1/2,(5.11)
inf
t∈[q1/2+kω,3q1/2+kω]
| ˙¯pβ(t)| ≥ 1
2
ae−αq

1/2.(5.12)
Lemma 5.4. Suppose ε ∈ (0, q1/2). Then for any k ∈ Z,
lim
β→∞
∣∣∣∣∣
∫ −1+kω+ε
−1+kω−ε
βf ′(pβ(t))dt−
∫ −1+kω+ε
−1+kω−ε
( ˙¯p(t))−1dh(t)
∣∣∣∣∣ = 0,(5.13)
lim
β→∞
∣∣∣∣∣
∫ q1+kω+ε
q1+kω−ε
βf ′(pβ(t))dt−
∫ q1+kω+ε
q1+kω−ε
( ˙¯p(t))−1dh(t)
∣∣∣∣∣ = 0.(5.14)
Proof. Fix k ∈ Z. We first consider the limit in (5.13). By the relation in (5.4) and the definition
of h in (5.2), for β > β(k),∫ −1+kω+ε
−1+kω−ε
βf ′(pβ(t))dt−
∫ −1+kω+ε
−1+kω−ε
( ˙¯pβ(t))−1dh(t)
=
∫ −1+kω+ε
−1+kω−ε
( ˙¯pβ(t))−1dhβ(t)−
∫ −1+kω+ε
−1+kω−ε
( ˙¯pβ(t))−1dh(t).
Then, using the equality in the last display, the lower bound for ˙¯pβ in (5.11) and the respective
definitions for hβ and h in (5.1) and (5.2), we obtain the following inequality∣∣∣∣∣
∫ −1+kω+ε
−1+kω−ε
βf ′(pβ(t))dt−
∫ −1+kω+ε
−1+kω−ε
( ˙¯pβ(t))−1dh(t)
∣∣∣∣∣
≤ 2e
αq1/2
b
∣∣∣∣∣
∫ −1+kω+ε
−1+kω−ε
dhβ(t)−
∫ −1+kω+ε
−1+kω−ε
dh(t)
∣∣∣∣∣ .
Therefore, by the convergence of hβ stated in (5.3) and the definition of I in (4.8), taking limits
as β →∞ on both sides of the last inequality yields
(5.15) lim
β→∞
∣∣∣∣∣
∫ −1+kω+ε
−1+kω−ε
βf ′(pβ(t))dt−
∫ −1+kω+ε
−1+kω−ε
( ˙¯pβ(t))−1dh(t)
∣∣∣∣∣ = 0.
Next, by the definition of h in (5.2),∣∣∣∣∣
∫ −1+kω+ε
−1+kω−ε
[
( ˙¯pβ(t))−1 − ( ˙¯p(t))−1] dh(t)∣∣∣∣∣ = (1 + ab−1)
∣∣∣∣ 1˙¯pβ(−1 + kω) − 1˙¯p(−1 + kω)
∣∣∣∣ .
Thus, by the respective lower bounds for ˙¯p and ˙¯pβ in (5.9) and (5.11), and the convergence of
˙¯pβ shown in (4.17), taking limits as β →∞ on both sides of the last equation, we obtain
(5.16) lim
β→∞
∣∣∣∣∣
∫ −1+kω+ε
−1+kω−ε
[
( ˙¯pβ(t))−1 − ( ˙¯p(t))−1] dh(t)∣∣∣∣∣ = 0.
Together the limits (5.15) and (5.16) imply the limit in (5.13). The proof of the limit in (5.14)
follows an analogous argument, but uses (5.10) and (5.12) in place of (5.9) and (5.11), respectively.
To avoid repetition, we omit the details. 
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Lemma 5.5. Let C <∞ and ε ∈ (0, q1/2). Then, for all k ∈ Z,
lim
β→∞
sup
g∈L∞C,ε(R)
∣∣∣∣∣
∫ −1+kω+ε
−1+kω−ε
g(t)βf ′(pβ(t))dt−
∫ −1+kω+ε
−1+kω−ε
g(t)( ˙¯p(t))−1dh(t)
∣∣∣∣∣ = 0,(5.17)
lim
β→∞
sup
g∈L∞C,ε(R)
∣∣∣∣∣
∫ q1+kω+ε
q1+kω−ε
g(t)βf ′(pβ(t))dt−
∫ q1+kω+ε
q1+kω−ε
g(t)( ˙¯p(t))−1dh(t)
∣∣∣∣∣ = 0.(5.18)
Proof. Fix k ∈ Z. We first consider the limit in (5.17). Given g ∈ L∞C,ε(R), we have∫ −1+kω+ε
−1+kω−ε
g(t)βf ′(pβ(t))dt = g(−1 + kω)
∫ −1+kω+ε
−1+kω−ε
βf ′(pβ(t))dt
+
∫ −1+kω+ε
−1+kω−ε
(g(t)− g(−1 + kω))βf ′(pβ(t))dt,
so in view of the convergence shown in Lemma 5.4, it suffices to show that
(5.19) lim
β→∞
sup
g∈L∞C,ε(R)
∣∣∣∣∣
∫ −1+kω+ε
−1+kω−ε
(g(t)− g(−1 + kω))βf ′(pβ(t))dt
∣∣∣∣∣ = 0.
Let δ ∈ (0, 1). By the definition of L∞C,ε(R) in (5.5), we can choose η ∈ (0, ε) sufficiently small so
that
(5.20) sup
g∈L∞C,ε(R)
|g(t)− g(−1 + kω)| < be
−αq1/2
2 (a+ b)
δ, t ∈ (−1 + kω − η,−1 + kω + η).
Then by upper bound in the last display, the limit established in Lemma 5.3 and the definition
of I in (4.8),
lim
β→∞
sup
g∈L∞C,ε(R)
∣∣∣∣∣
∫ −1+kω+ε
−1+kω−ε
(g(t)− g(−1 + kω))βf ′(pβ(t))dt
∣∣∣∣∣
= lim
β→∞
sup
g∈L∞C,ε(R)
∣∣∣∣∣
∫ −1+kω+η
−1+kω−η
(g(t)− g(−1 + kω))βf ′(pβ(t))dt
∣∣∣∣∣ .
By the respective definitions of hβ and h in (5.1) and (5.2), the upper bound in (5.20) and the
lower bound for ˙¯pβ in (5.11), for all β > β(k),
sup
g∈L∞C,ε(R)
∣∣∣∣∣
∫ −1+kω+η
−1+kω−η
(g(t)− g(−1 + kω))( ˙¯pβ(t))−1dhβ(t)
∣∣∣∣∣
<
δ
a+ b
∣∣f(βp¯β(−1 + kω + η))− f(βp¯β(−1 + kω − η))∣∣ .
Using the limit and upper bound in the last two displays, the convergence of p¯β shown in Propo-
sition 4.1, the definition of p¯ given in (4.5) and (4.7), and the limits for f stated in part 2 of
Assumption 1.1, we see that
lim
β→∞
sup
g∈L∞C,ε(R)
∣∣∣∣∣
∫ −1+kω+ε
−1+kω−ε
(g(t)− g(−1 + kω))( ˙¯pβ(t))−1dhβ(t)
∣∣∣∣∣
<
δ
a+ b
lim
β→∞
∣∣f(βp¯β(−1 + kω + η))− f(βp¯β(−1 + kω − η))∣∣
< δ.
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Since δ ∈ (0, 1) was arbitrary, this proves the limit in (5.19) holds, and so the limit in (5.17) also
holds. The proof of the limit in (5.18) follows an analogous argument, but uses (5.12) in place
of (5.11). To avoid repetition, we omit the details. 
We now use Lemmas 5.3 and 5.5 to prove Proposition 5.1.
Proof of Proposition 5.1. Fix −∞ < t0 < t1 <∞. We first prove the bound in (5.6). Define
k0 = max{k ∈ Z : −1 + kω − q1/2 ≤ t0},(5.21)
k1 = min{k ∈ Z : q1 + kω + q1/2 ≥ t1}.(5.22)
For k ∈ Z, let β(k) ≥ β0 be such that the uniform lower bounds for ˙¯pβ in (5.11) and (5.12) hold.
Then, for β > max{β(k) : k = k0, . . . , k1} and k = k0, . . . , k1,
β
∫ t1
t0
∣∣f ′(pβ(t))∣∣ dt ≤ β ∫ q1+k1ω+q1/2
−1+k0ω−q1/2
∣∣f ′(pβ(t))∣∣ dt(5.23)
≤
k1∑
k=k0
∫ −1+kω+q1/2
−1+kω−q1/2
β
|p˙β(t)|
∣∣f ′(pβ(t))p˙β(t)∣∣ dt
+
k1∑
k=k0
β
∫ q1+kω−q1/2
−1+kω+q1/2
∣∣f ′(pβ(t))∣∣ dt
+
k1∑
k=k0
∫ q1+kω+q1/2
q1+kω−q1/2
β
|p˙β(t)|
∣∣f ′(pβ(t))p˙β(t)∣∣ dt.
In view of the lower bound for ˙¯pβ in (5.11), we see that pβ is monotone on the intervals [−1+kω−
q1/2,−1 + kω+ q1/2] and [q1 + kω− q1/2, q1 + kω+ q1/2]. Along with the fact that f ′ ∈ L1(R)
by part 3 of Assumption 1.1, this implies∫ −1+kω+q1/2
−1+kω−q1/2
β
|p˙β(t)|
∣∣f ′(pβ(t))p˙β(t)∣∣ dt ≤ 2eαq1/2
b
‖f ′‖L1(R) ,(5.24)
and ∫ q1+kω+q1/2
q1+kω−q1/2
β
|p˙β(t)|
∣∣f ′(pβ(t))p˙β(t)∣∣ dt ≤ 2eαq1/2
a
‖f ′‖L1(R) .(5.25)
By Lemma 5.3, for each k = k0, . . . , k1,
lim
β→∞
β
∫ q1+kω−q1/2
−1+kω+q1/2
∣∣f ′(pβ(t))∣∣ dt = 0.(5.26)
Combining (5.23)–(5.26) and using the assumption a ≥ b yields
lim sup
β→∞
β
∫ t1
t0
∣∣f ′(pβ(t))∣∣ dt ≤ 4eαq1/2
b
(k1 − k0 + 1) ‖f ′‖L1(R) .
This proves the bound in (5.6). Next we show that the limit in (5.7) holds. Let C < ∞ and
ε ∈ (0, q1/2). First recall that h is piecewise constant and its discontinuities are contained in
the set I, and so, for each k = k0, . . . , k1,∫ q1+kω−ε
−1+kω+ε
g(t)( ˙¯p(t))−1dh(t) =
∫ −1+(k+1)ω−ε
q1+kω+ε
g(t)( ˙¯p(t))−1dh(t) = 0.
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Thus, using the respective definitions for k0 and k1 in (5.21) and (5.22), and the definition for
L∞C,ε(R) in (5.5), we have
sup
g∈L∞C,ε(R)
∣∣∣∣∫ t1
t0
g(t)βf ′(pβ(t))dt−
∫ t1
t0
g(t)( ˙¯p(t))−1dh(t)
∣∣∣∣
≤
k1∑
k=k0
sup
g∈L∞C,ε(R)
∣∣∣∣∣
∫ −1+kω+ε
−1+kω−ε
g(t)dhβ(t)−
∫ −1+kω+ε
−1+kω−ε
g(t)( ˙¯p(t))−1dh(t)
∣∣∣∣∣
+
k1∑
k=k0
sup
g∈L∞C,ε(R)
∣∣∣∣∣
∫ q1+kω+ε
q1+kω−ε
g(t)dhβ(t)−
∫ q1+kω+ε
q1+kω−ε
g(t)( ˙¯p(t))−1dh(t)
∣∣∣∣∣
+ C
k1∑
k=k0
∫ q1+kω−ε
−1+kω+ε
∣∣βf ′(pβ(t))∣∣ dt+ C k1∑
k=k0
∫ −1+(k+1)ω−ε
q1+kω+ε
∣∣βf ′(pβ(t))∣∣ dt.
By the continuity of g on Iε and the limits established in Lemma 5.5, the first two terms on the
right hand side of the last display vanish as β → ∞; and by the facts that [−1 + kω + ε, q1 +
kω − ε] ∩ I = ∅ and [q1 + kω + ε,−1 + (k + 1)ω − ε] ∩ I = ∅, for each k = k0, . . . , k1, and the
limit established in Lemma 5.3, the last two terms on the right hand side of the last display also
vanish as β →∞, thus completing the proof. 
5.2. Convergence of the extended monodromy operators. In this section we prove con-
vergence of extended monodromy operators. Since the eigenvalues of the extended monodromy
operator are invariant under time translations of the SOPS, it will be advantageous for us to
consider a family of time-dependent extended monodromy operators described as follows. Given
β > β0 let p
β ∈ C(R,R) denote the SOPS with period ωβ that satisfy the relations in (4.1). For
λ ∈ C, s ∈ R and ψ ∈ C(C), let yβ = yβ(λ, s, ψ) ∈ C([s − 1,∞),C) denote the unique function
that is continuously differentiable on (s,∞), satisfies the extended variational equation (1.9) for
all t > s and has initial condition yβs = ψ. Let {Uβλ } = {Uβλ (s), λ ∈ C, s ∈ R} be the family of
extended monodromy operators associated with pβ defined, for each λ ∈ C and s ∈ R, by
(5.27) Uβλ (s)ψ = ys+ωβ (λ, s, ψ), ψ ∈ C(C).
Then, as remarked on in Section 2, Uβλ (s) ∈ B0(C(C)) and the spectrum of Uβλ (s) is independent
of s ∈ R. In addition, when s = 0, the operator Uβλ (0) coincides with the monodromy operator
Mλ defined in (2.3) for fixed β > β0. Therefore, for fixed β > β0, σ(Mλ) = σ(U
β
λ (s)) for all
s ∈ R.
Next, we define a family of limiting extended monodromy operators, which we denote by
{Uλ} = {Uλ(s), λ ∈ C, s ∈ R}, associated with the limiting SOPS p¯. In order to define the
limiting extended monodromy operator, we first define a limiting extended variational equation.
In the last section we showed that βf ′(p(t))dt converges to ( ˙¯p(t))−1dh(t) in an appropriate
sense as β → ∞. We define the limiting extended variational equation to be the formal limit
of the extended variational equation (1.9) as β →∞ with ( ˙¯p(t))−1dh(t) serving as the formal
limit of βf ′(p(t))dt. In particular, for λ ∈ C, the limiting extended variational equation is given
by
(5.28) dy(t) = −αy(t)dt+ λy(t− 1)( ˙¯p(t− 1))−1dh(t− 1).
Recall the definitions of D(C) and D([s− 1,∞),C) for s ∈ R from Section 1.5.2. For λ ∈ C and
s ∈ R we say y ∈ D([s − 1,∞),C) is a solution of the limiting extended variational equation
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(5.28) on [s− 1,∞) if
(5.29) y(t) = ψ(0)− α
∫ t
s
y(u)du+ λ
∫ t−1
s−1
y(u)( ˙¯p(u))−1dh(u), t > s.
Remark 5.6. Given λ ∈ C and s ∈ R, we see that y ∈ D([s− 1,∞),C) satisfies equation (5.29)
if and only if y satisfies
(5.30) y(t) = e−α(t−s)y(s) + λ
∫ t−1
s−1
e−α(t−1−u)y(u)( ˙¯p(u))−1dh(u), t > s.
In particular, for a given ψ ∈ D(C) there is a unique solution of the limiting extended variational
equation (5.28) on [s−1,∞) starting at ψ and it can be recursively defined on intervals of length
1. We denote this unique solution by y(λ, s, ψ). For t ≥ s − 1 we write y(t;λ, s, ψ) to denote
evaluation of y(λ, s, ψ) at time t.
Remark 5.7. It follows from equation (5.30) for y, the definition of h in (5.2) and equation
(4.10) for ˙¯p, that given any λ ∈ C, s ∈ R and ψ ∈ C(C), the function y(λ, s, ψ) is continuous
on [s− 1,∞) \ J, where J is the set defined in (4.9).
For λ ∈ C and s ∈ R define Uλ(s) ∈ B(D(C)) by
(5.31) Uλ(s)ψ = y

s+ω(λ, s, ψ), ψ ∈ D(C).
The following is the main convergence result of this section.
Proposition 5.8. Let s ∈ (−q1 , 0) and K be a compact set in C. Then
lim
β→∞
sup
λ∈K
‖Uβλ (s)− Uλ(s)‖ = 0.
The remainder of this section is devoted to the proof of Proposition 5.8. Our first step is to
explicitly construct solutions of the limiting variational equation (5.28), which yields an explicit
form of the limiting extended monodromy operator. To this end, define F : (−q2 , 0) × C3 → C
by
(5.32) F (s, λ, z1, z2) = −
[
z1 − λz2(1 + ab−1)e−αs
] λ− %1
1− %2 e
−α(q2+1).
Also, define the continuous function Q : C→ [2,∞) by
(5.33) Q(λ) =
[
1 + |λ| (1 + ab−1)] [1 + |λ| (1 + a−1b)] .
Observe that F and Q also depend on α ≥ 0 and a, b > 0, which are fixed throughout this section.
Lemma 5.9. For λ ∈ C, s ∈ (−q1 , 0) and ψ ∈ C(C), the solution y(λ, s, ψ) of the limiting
extended variational equation (5.29) with initial condition ψ is continuously differentiable on
(0, q1 + 1) ∪ (q1 + 1, ω) with derivative bounded by ‖ψ‖[−1,0]Q(λ) max{α, 1} and satisfies the
following bound:
(5.34) sup
t∈[s−1,ω−ε)
|y(t;λ, s, ψ)| ≤ ‖ψ‖[−1,0]Q(λ).
In addition, the associated limiting extended monodromy operator is explicitly given by
(5.35) [Uλ(s)ψ] (θ) = F (s, λ, ψ(0), ψ(−1− s))e−αθ, θ ∈ [−1, 0].
Consequently, the restriction of Uλ(s) to C(C) is a compact linear operator from C(C) to C(C),
i.e., Uλ(s)|C(C) ∈ B0(C(C)), and the spectrum of Uλ(s)|C(C) is equal to {0, ν(λ)}. Furthermore,
if λ 6∈ {%1, %2}, then ν(λ) is the unique nonzero eigenvalue of Uλ(s)|C(C), is a simple eigenvalue
of Uλ(s)|C(C), and has corresponding unit eigenfunction ψ0 ∈ C(C) given by
(5.36) ψ0(θ) = e
−α(θ+1), θ ∈ [−1, 0].
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Proof. First observe that by the definitions of %1, %2 in (1.3) and the definitions of q

1 , q

2 in (4.4)
and (4.6), we have
λ− %2
1− %1 e
α(q2+1) = λeα
(
1 +
a
b
)
− 1,(5.37)
λ− %1
1− %2 e
α(q1+1) = λeα
(
1 +
b
a
)
− 1.(5.38)
Let λ ∈ C, s ∈ (−q1 , 0), ψ ∈ C(C) and y = y(λ, s, ψ). By the equation for y in (5.30) and
Remark 5.2 we see that y(t) = ψ(0)e−α(t−s) for t ∈ [s, 0)
y(0) = ψ(0)eαs + λy((−1− s)µ({−1}) = ψ(0)eαs − λψ(−1− s)(1 + ab−1),(5.39)
where we have used the fact that q1 ≤ 1 and so −1 − s ∈ [−1, 0]. Continuing, we have y(t) =
y(0)e−αt for t ∈ [0, q1 + 1) and
y(q1 + 1) = y
(0)e−α(q

1+1) − λy(0)e−αq1 (1 + a−1b) = −y(0)λ− %1
1− %2 ,(5.40)
where we have used the definition of h in (5.2) and the identity in (5.38). Next,
(5.41) y(t) = −y(0)λ− %1
1− %2 e
−α(t−q1−1), t ∈ [q1 + 1, ω).
Along with (5.39) this proves that the equation (5.35) for Uλ(s)ψ holds, which immediately
implies that Uλ(s)|C(C) ∈ B0(C(C)). In addition, it follows that y is continuously differentiable
on (0, q1 + 1)∪ (q1 + 1, ω) with derivative bounded by ‖ψ‖[−1,0]Q(λ) max{α, 1}, and the bound
in (5.34) holds. Now suppose µ is a nonzero eigenvalue of Uλ(s)|C(C). Let ψ ∈ C(C) be a
corresponding eigenfunction. Using the equation for Uλ(s)ψ in (5.35) we obtain
µψ(θ) = F (s, λ, ψ(0), ψ(−1− s))e−αθ, θ ∈ [−1, 0].
Therefore, ψ(θ) = ze−αθ, θ ∈ [−1, 0], for some constant z ∈ C. Plugging this form of ψ into
the last display, and using the definition of F in (5.32), the identity in (5.37) and the definition
of ν in (1.4) yields µ = ν(λ). This proves that ν(λ) is the only nonzero eigenvalue (provided
λ 6∈ {%1, %2}) and its associated generalized eigenspace is equal to the span of ψ0. Thus, ν(λ) is
a simple eigenvalue of Uλ(s). 
Remark 5.10. Given λ ∈ C, s ∈ R and ψ ∈ C(C), we let yβ = yβ(λ, s, ψ) ∈ C([s − 1,∞),C)
denote the unique solution of (1.9) that satisfies yβs = ψ. Then y
β satisfies
(5.42) yβ(t) = ψ(0)e−α(t−s) + λβ
∫ t−1
s−1
e−α(t−u−1)f ′(pβ(u))yβ(u)du, t > s.
Lemma 5.11. Suppose s, t ∈ R \ I satisfy s ≤ t and K is a compact subset of C. There exists
R0 = R0(s, t,K) <∞ such that for any λ ∈ K and β > β0,
sup
u∈[s−1,t]
∣∣yβ(u;λ, s, ψ)∣∣ ≤ R0 ‖ψ‖[−1,0] .
Proof. Let ΛK = sup{|λ| : λ ∈ K} <∞. It follows from equation (5.42) that for λ ∈ K,
sup
u∈[t−1,s]
|yβ(u;λ, s, ψ)| ≤ ‖ψ‖[−1,0] exp
[
ΛKβ
∫ t−1
s−1
∣∣f ′(pβ(r))∣∣ dr] .
Then by inequality (5.6) of Proposition 5.1, the lemma holds with
R0(s, t,K) = exp
[
ΛK sup
β>β0
β
∫ t−1
s−1
∣∣f ′(pβ(r))∣∣ dr] <∞.

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Lemma 5.12. Let ε ∈ (0, q1/4) and K be a compact set in C. Then for all s ∈ (−q1 + 2ε,−2ε),
lim
β→∞
sup
{∣∣yβ(t;λ, s, ψ)− y(t;λ, s, ψ)∣∣ : t ∈ Is,ε, λ ∈ K,ψ ∈ C(C) s.t. ‖ψ‖[−1,0] ≤ 1} = 0,
where Is,ε = [s− 1, s+ ω¯ + 2ε] \ Jε = [s− 1,−ε] ∪ [ε, q1 + 1− ε] ∪ [q1 + 1 + ε, s+ ω + 2ε].
Proof. Let s ∈ (−q2 +2ε,−2ε). Define the positive integer m and the finite sequence {rk}k=1,...,m
in [s, s + ω + 2ε] as follows: set r1 = s and for k ≥ 1 such that rk < s + ω + 2ε, recursively
define
rk+1 = max {[rk + 1/2, rk + 1] ∩ Is,ε} .
If rk+1 = t+ ω
 + 2ε for some k ∈ N, set m = k+ 1 and end the sequence. Since ε < q1/4 ≤ 1/4
and Is,ε is a closed set, it follows that [rk+1/2, rk+1]∩Is,ε is nonempty for each k = 1, . . . ,m−1,
and
(5.43) rk ∈ Is,ε, k = 1, . . . ,m.
Let R0 = R0(t, t+ ω
 + 2ε,K) be as in Lemma 5.11 and set
ΛK = sup
λ∈K
Q(λ) <∞,
where Q(λ) is defined in (5.33) and clearly satisfies Q(λ) ≥ |λ| for all λ ∈ K. Define
(5.44) C1 = 2 +R0 + ΛK + ΛK sup
β>β0
β
∫ s+ω+2ε
s−1
∣∣f ′(pβ(u))∣∣ du,
where the last term on the right hand side is finite by (5.6) of Proposition 5.1. Let η > 0 and
define
(5.45) ηk = ηC
−(m−k)
1 , k = 1, . . . ,m.
By Proposition 4.1, there is a β′ > β0 such that for each β > β′,
(5.46) |ωβ − ω| < 2ε.
From Lemma 5.9 and the fact that s + ω + 2ε < ω we see that for any λ ∈ K and ψ ∈ C(C)
satisfying ‖ψ‖[−1,0] ≤ 1, y(λ, s, ψ) is continuously differentiable on (0, q1 + 1)∪ (q1 + 1, ω) with
derivative bounded by ΛK max{α, 1} and y(λ, s, ψ) satisfies the uniform bound
sup
t∈[s−1,s+ω+2ε]
|y(t;λ, s, ψ)| ≤ ΛK .
Consequently, y(λ, s, ψ) is Lipschitz continuous on Is,ε with Lipschitz constant depending only
on α, K and ε. Therefore, by Proposition 5.1 and Lemma 5.11, and by choosing β′ possibly
larger, we have, for each β > β′, λ ∈ K, ψ ∈ C(C) satisfying ‖ψ‖[−1,0] ≤ 1, k = 2, . . . ,m and
t ∈ [rk, rk+1] ∩ Is,ε,∣∣∣∣∫ t−1
rk−1
e−α(t−u)y(u;λ, s, ψ)βf ′(pβ(u))du−
∫ t−1
rk−1
e−α(t−u)y(u;λ, s, ψ)( ˙¯p(u))−1dh(u)
∣∣∣∣(5.47)
<
ηk
ΛK
.
By Lemma 5.3 and Proposition 5.1, and again choosing β′ possibly larger, for each β > β′, we
have
(5.48)
∫ rk+1−1
rk−1
1[rk−1,rk+1−1]\Jε(u)β|f ′(pβ(u))|du <
ηk
ΛK
.
Suppose β > β′. Let λ ∈ K and ψ ∈ C(C) be such that ‖ψ‖[−1,0] ≤ 1. We use finite induction to
prove that for each k = 1, . . . ,m,
(5.49) sup
{∣∣yβ(t;λ, s, ψ)− y(t;λ, s, ψ)∣∣ : t ∈ [s, rk] ∩ Is,ε} < ηk.
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Since rm = s + ω
 + 2ε and η > 0 was arbitrary, this will complete the proof. For notational
convenience, throughout the remainder of the proof we write yβ and y for yβ(λ, s, ψ) and
y(λ, s, ψ), respectively. The base case (k = 1) holds because r1 = s and yβs = y

s = ψ by
definition. Next, we prove the induction step. Suppose the bound in (5.49) holds for some
k ∈ {1, . . . ,m− 1}. Let t ∈ [rk, rk+1]∩Is,ε. The respective equations for yβ and y in (5.42) and
(5.30) imply the following equality
yβ(t)− y(t) = yβ(rk)− y(rk)
+ λ
∫ t−1
rk−1
1[rk−1,t−1]\Jε(u)e
−α(t−u)(yβ(u)− y(u))βf ′(pβ(u))du
+ λ
∫ t−1
rk−1
1Jε(u)e
−α(t−u)(yβ(u)− y(u))βf ′(pβ(u))du
+ λ
∫ t−1
rk−1
e−α(t−u)y(u)βf ′(pβ(u))du
− λ
∫ t−1
rk−1
e−α(t−u)( ˙¯p(u))−1y(u)dh(u).
In view of the inclusion stated in (5.43) and the induction hypothesis (5.49), we have∣∣yβ(rk)− y(rk)∣∣ < ηk.
Due to the bound |λ| ≤ ΛK , the uniform bound on yβ established in Lemma 5.11, the uniform
bound for y in (5.34), and the bound in (5.48), it follows that∣∣∣∣λ ∫ t−1
rk−1
1[rk−1,t−1]\Jε(u)e
−α(t−u)(yβ(u)− y(u))βf ′(pβ(u))du
∣∣∣∣
≤ ΛK sup
u∈[rk−1,rk+1−1]
(∣∣yβ(u)∣∣+ |y(u)|) ∫ rk+1−1
rk−1
1[rk−1,rk+1−1]\Jεβ|f ′(pβ(u))|du
≤ ηk (R0 + ΛK) .
Continuing, by the bound |λ| ≤ ΛK and our induction hypothesis (5.49), we have∣∣∣∣λ ∫ t−1
rk−1
1Jε(u)e
−α(t−u)(yβ(u)− y(u))βf ′(pβ(u))du
∣∣∣∣ ≤ ηkΛK sup
β>β′
β
∫ rk+1−1
rk−1
∣∣f ′(pβ(u))∣∣ du.
Then, by the bound in (5.47) and the bound |λ| ≤ ΛK , we see that∣∣∣∣λ ∫ t−1
rk−1
e−α(t−u)y(u)βf ′(pβ(u))du− λ
∫ t−1
rk−1
e−α(t−u)( ˙¯p(u))−1y(u)dh(u)
∣∣∣∣ < ηk.
Combining the last five displays yields∣∣yβ(t)− y(t)∣∣ ≤ ηk(2 +R0 + ΛK + ΛK sup
β>β′
β
∫ rk+1−1
rk−1
∣∣f ′(pβ(u))∣∣ du) .
Substituting in with the respective definitions for C1 and ηk+1 in (5.44) and (5.45), we obtain∣∣yβ(t)− y(t)∣∣ ≤ ηkC1 ≤ ηk+1.
Since the last display holds for all t ∈ [rk, rk+1], it follows that the induction hypothesis (5.49)
holds with k + 1 in place of k. Then by the principle of mathematical induction, the bound in
(5.49) holds for all k = 1, . . . ,m, thus completing the proof. 
We can now prove the main result of this section.
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Proof of Proposition 5.8. Fix η > 0. Choose ε ∈ (0, q1/2) sufficiently small so that s ∈ (−q1 +
ε,−ε). By Proposition 4.1 and Lemma 5.12 there exists β† > 0 such that for all β > β†, the
following hold:
(5.50) |ωβ − ω| < min
(
ε,
η
2 max{α, 1} supλ∈K Q(λ)
)
,
where Q(λ) is the continuous function defined in (5.33), and, for all λ ∈ K and ψ ∈ C(C)
satisfying ‖ψ‖[−1,0] ≤ 1,
sup
{∣∣yβ(t;λ, s, ψ)− y(t;λ, s, ψ)∣∣ : t ∈ [s+ ω − 1− ε, s+ ω + ε]} < η
2
,
where we have used the fact that ω = q1 + q

2 + 2 and so [s + ω
 − 1 − ε, s + ω + ε] ⊂
[q1 + 1 + ε, s + ω
 + ε]. Suppose β > β†. Let λ ∈ K and ψ ∈ C(C) be such that ‖ψ‖[−1,0] ≤ 1.
By the Lipschitz continuity of y(λ, s, ψ) (see Lemma 5.9), the fact that ‖ψ‖[−1,0] ≤ 1 and the
bound in (5.50),
|y(s+ ωβ + θ;λ, s, ψ)− y(s+ ω + θ;λ, s, ψ)| < η
2
.
Therefore, by the triangle inequality and the last two displays,
‖Uβλ (s)ψ − Uλ(s)ψ‖[−1,0] = sup
θ∈[−1,0]
∣∣yβ(s+ ωβ + θ;λ, s, ψ)− y(s+ ω + θ;λ, s, ψ)∣∣ < η.
Since this holds for all λ ∈ K and ψ ∈ C(C) satisfying ‖ψ‖[−1,0] ≤ 1, and η > 0 was arbitrary,
this proves the proposition. 
5.3. Proof of Theorem 2.3.
Proof of Theorem 2.3. Suppose ε = q1/2 and s ∈ (−q1 + ε,−ε). Throughout this proof we write
Uλ(s) to mean its restriction to C(C). Let {βk}∞k=1 be a sequence in (β0,∞) with limk→∞ βk =∞
and {λk}∞k=1 be a sequence in K. By possibly taking a subsequence, we can assume there exists
λ ∈ K such that limk→∞ λk = λ. Then by Proposition 5.8, the explicit expression for Uλ(s) in
(5.35) and the continuity of λ 7→ F (s, λ, ψ(0), ψ(−1−s)) that follows from its definition in (5.32),
lim
k→∞
‖Uβkλk (s)− Uλ(s)‖ ≤ limk→∞‖U
βk
λk
(s)− Uλk(s)‖+ limk→∞‖U

λk
(s)− Uλ(s)‖ = 0.
Therefore, by the continuity of σ(·) (see Section 1.5.4), Lemma 5.9 and the continuity of ν(·)
that follows from its definition in (1.4),
lim
k→∞
dH
(
σ(Uβkλk (s)), σ(U

λ(s))
)
≤ lim
k→∞
dH
(
σ(Uβkλk (s)), {0, ν(λ)}
)
+ lim
k→∞
|ν(λ)− ν(λk)|
= 0.
Since this holds for every such pair of sequences {βk}∞k=1 and {λk}∞k=1, we have
lim
β→∞
sup
λ∈K
dH(σ(U
β
λ (s)), {0, ν(λ)}) = 0.
The theorem then follows because σ(Mλ) = σ(U
β
λ (s)) for fixed β. 
6. Limits of the derivatives of the extended characteristic multipliers
In this section we show that the derivative (with respect to λ) of the dominate eigenvalue of
the extended monodromy operator Mλ converges to ∂ν(λ)/∂λ, as β → ∞. This is used in the
next section to characterize the sets S and U, defined in (2.5), near λ = 1 and λ = 0, and on
the interval [0, 1). The following is the main result of this section. Recall the definition of Uβλ (s)
introduced in Section 5.2.
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Proposition 6.1. Let s ∈ (−q1 , 0). Suppose K is a compact set in C \ {%1, %2}. For all β > β0
sufficiently large, there exists a unique function νβ : K → C such that νβ(·) is holomorphic on
K◦, and
(6.1) νβ(λ) ∈ σ(Uβλ (s)) and ρ(Uβλ (s)) = |νβ(λ)| for all λ ∈ K.
Furthermore, νβ(r) ∈ R and ∂νβ(r)/∂λ ∈ R for all r ∈ K ∩ R; if 1 ∈ K, then νβ(1) = 1; and if
α = 0 and 0 ∈ K, then νβ(0) = 1. In addition,
lim
β→∞
sup
λ∈K
|νβ(λ)− ν(λ)| = 0 and lim
β→∞
sup
λ∈K
∣∣∣∣∂νβ(λ)∂λ − ∂ν(λ)∂λ
∣∣∣∣ = 0.(6.2)
The remainder of this section is devoted to the proof of Proposition 6.1.
6.1. Regularity of the extended monodromy operators. In this section we show that for
certain fixed s ∈ R the operator Uβλ (s) is continuous in (β, λ) and holomorphic in λ. These
results will be used in the next section to prove convergence of the derivatives of the extended
monodromy operators.
To this end, we first need some definitions. Define the solution maps S : (0,∞)×C(R)×R+ →
C(R) and T : (0,∞)× C(R)× R+ → R, for (β, φ, t) ∈ C(R)× R+, by
S(β, φ, t) = xβt (φ),
T (β, φ, t) = xβ(t;φ).
Then S is continuous on its domain and continuously differentiable on (0,∞) × C(R) × (1,∞)
(see, e.g., [20, Chapter 2, Theorem 4.1] & [10, Chapter VII, Theorem 6.2]). Since the projection
mapping ψ 7→ ψ(−1) from C(R) to R is continuously differentiable, the function T is continuously
differentiable on (0,∞)× C(R)× (0,∞). Define the hyperplane
H = {φ ∈ C(R) : φ(−1) = 0}
and note that by the time-translations performed at the beginning of Section 4, pβ0 ∈ H for all
β > β0. The following lemma, which is a consequence of the implicit function theorem (see, e.g.,
[7, Chapter 2, Theroem 2.3]), is a version of [45, Lemma 1] stated for our setting.
Lemma 6.2. For each β > β0 there exists a neighborhood W
β of (β, pβ0 ) in (β0,∞) ×H and a
unique function qβ : W β → (1,∞) such that qβ(β, pβ0 ) = ωβ − 1 and T (β˜, φ, qβ(β˜, φ)) = 0 for all
(β˜, φ) ∈W β. Furthermore, qβ is continuously differentiable on W β.
Proof. Let β > β0. By the periodicity of p
β and the fact that pβ0 ∈ H, we see that T (β, pβ0 , ωβ −
1) = pβ(−1) = 0 and DtT (β, pβ0 , ωβ − 1) = p˙β(−1) > 0. The lemma then follows immediately
from the implicit function theorem and the fact that ωβ > 2. 
Recall that for φ ∈ C(R) we let x(φ) denote the solution of the DDE starting at φ. For
t ≥ −1, we let x(t;φ) denote evaluation of x(φ) at time t. Given β > β0 define the shift map
Φβ : W β → H by
(6.3) Φβ(β˜, φ) = S(β˜, φ, qβ(β˜, φ) + 1) = xβ˜
qβ(β˜,φ)+1
(φ), (β˜, φ) ∈W β .
Observe that Φβ(β, pβ0 ) = p
β
0 and due to the regularity properties of S and q
β , it follows that Φβ
is continuously differentiable on W β . The following lemma is a version of [45, Theorem 9] stated
for our setting.
Lemma 6.3. Let β > β0. Then DφΦ
β(β, pβ0 ) ∈ B0(C(R)) and 1 6∈ σ(DφΦβ(β, pβ0 )).
Lemma 6.3 follows from the main functional analytic result in [45]. In Appendix A we state
the main result from [45] and prove Lemma 6.3. We can now show that the family of SOPS are
continuously differentiable in β.
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Lemma 6.4. For each t ∈ R the function β 7→ pβt from (β0,∞) to C(R) is continuously differ-
entiable.
Proof. Let β > β0. Let W
β and qβ be as in Lemma 6.2, and define Φβ : W β → H as in (6.3).
Define Ψβ : W β → C(R) by
Ψβ(β˜, φ) = Φβ(β˜, φ)− φ, (β˜, φ) ∈W β .
Since (β, pβ0 ) is a fixed point of Φ
β , we have Ψβ(β, pβ0 ) = 0. By Lemma 6.3, Ψ
β is continuously
differentiable and its Freche´t derivative with respect to φ satisfies DφΨ
β(β, pβ0 ) = DφΦ
β(β, pβ0 )−
IC(R). Since 1 6∈ σ(DφΦβ(β, pβ0 )) by Lemma 6.3, it follows that NullDφΨβ(β, pβ0 ) = {0}. Thus,
by the implicit function theorem, there is a neighborhood Aβ of β in (β0,∞) and a continuously
differentiable function P β : Aβ → H such that P β(β) = pβ0 and Ψβ(β˜, P β(β˜)) = 0 for all
β˜ ∈ Aβ . Thus Φβ(β˜, P β(β˜)) = P β(β˜) for all β˜ ∈ Aβ . It follows that, for each t > 1, the
function β˜ 7→ S(β˜, P β(β˜), t) = xβ˜t (P β(β˜)) is continuously differentiable on Aβ and, for each
β˜ ∈ Aβ , xβ˜(P β(β˜)) is a periodic solution of the scalar DDE (1.2). We now argue that there is
a possibly smaller neighborhood A˜β of β such that, for each β˜ ∈ A˜β , xβ˜(P β(β˜)) is an SOPS.
To see this, recall that zβ1 > 0 and p
β(s) > 0 for all s ∈ (−1, zβ1 ). Let 0 < ε < min{zβ1 , 1} so
that S(β, P β(β), ε)(θ) = pβε (θ) > 0 for all θ ∈ [−1, 0]. Since β˜ 7→ S(β˜, P β(β˜), ε) = xβ˜ε (P β(β˜))
is continuous on Aβ , there is a neighborhood A˜β ⊂ Aβ of β such that xβ˜ε (P β(β˜))(θ) > 0 for all
θ ∈ [−1, 0]. By a standard argument, this implies that xβ˜(P β(β˜)) is slowly oscillating (see, e.g.,
[10, Chapter XV, Lemma 3.2]), and therefore an SOPS. In particular, xβ˜(P β(β˜)) is an SOPS
that satisfies xβ˜0 (P
β(β˜)) ∈ H and xβ˜ε (s;P β(β˜)) > 0 for all s ∈ [ε − 1, ε]. By the uniqueness of
SOPS stated in Theorem 1.2 and the time translations performed at the beginning of Section 4, it
must hold that P β(β˜) = pβ˜0 and x
β˜(P β(β˜)) = pβ˜ for all β˜ ∈ A˜β . Since β > β0 was arbitrary, this
proves that the function β 7→ pβ0 from (β0,∞) to C(R) is continuously differentiable. Therefore,
β 7→ S(β, pβ0 , t) is continuously differentiable on (β0,∞), for each t > 1. The periodicity of pβ
then implies this holds for all t ∈ R. 
Proposition 6.5. Given s ∈ R the function (β, λ) 7→ Uβλ (s) from (β0,∞) × C to B0(C(C)) is
continuous in β and holomorphic in λ.
Proof. Fix s ∈ R and t ≥ s. Let m = min{j ∈ N : j ≥ t− s}. Set sj = s+ j for j = 0, . . . ,m− 1
and set sm = t. Let ψ ∈ C(C) and write yβ(λ) in place of yβ(λ, s, ψ). For t ≥ s−1 we let yβ(t;λ)
denote evaluation of y(λ) at time t. We show that for each j = 0, . . . ,m, the following hold:
(i) (β, λ) 7→ yβsj (λ) is continuous on (β0,∞)× C; and
(ii) For each (β, λ) ∈ (β0,∞)× C, ∂yβ(r;λ)/∂λ exists for all r ∈ [s− 1, sj ], ∂yβ(·;λ)/∂λ is
continuous on [s− 1, sj ] and
(6.4) lim
z→0
sup
r∈[s−1,sj ]
∣∣∣∣∂yβ(r;λ)∂λ − yβ(r;λ+ z)− yβ(r;λ)z
∣∣∣∣ = 0.
Since t = sm, this will prove that (β, λ) 7→ yβt (λ) is continuous and holomorphic in λ. The fact
that (β, λ) 7→ Uβλ (s) is continuously differentiable then follows by taking t = s + ωβ and using
the linearity of the operator Uβλ (s).
Fix (β, λ) ∈ (β0,∞)× C. The proof proceeds by induction. The base case j = 0 follows from
the fact that yβs0(λ) = ψ for all (β, λ) ∈ (β0,∞)×C. Now suppose that (i) and (ii) hold for some
j ∈ {0, . . . ,m − 1}. We first prove (i) holds with j + 1 in place of j. By equation (5.42) for yβ
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and the induction hypothesis, for (β, λ), (β˜, λ˜) ∈ (β0,∞)× C,
sup
r∈[s−1,sj+1]
|yβ(r;λ)− yβ˜(r; λ˜)| ≤ |λβ − λ˜β˜|
∫ sj
s−1
|f ′(pβ(u))yβ(u;λ)|du
+ |λ˜β˜|
∫ sj
s−1
|f ′(pβ(u))yβ(u;λ)− f ′(pβ˜(u))yβ˜(u; λ˜)|du.
It follows from the bounded convergence theorem, the induction hypothesis and Lemma 6.4 that
the right hand side of the last display converges to zero as (β˜, λ˜)→ (β, λ). Thus, (λ, β) 7→ yβsj (λ)
is continuous. This completes the proof of (i).
Next we prove (ii) holds with j + 1 in place of j. By equation (5.42) for yβ , the induction
hypothesis and the dominated convergence theorem, we have, for r ∈ [sj , sj+1],
∂yβ(r;λ)
∂λ
= lim
z→0
yβ(r;λ+ z)− yβ(r;λ)
z
= β lim
z→0
∫ r−1
s−1
e−α(r−u−1)f ′(pβ(u))yβ(u;λ+ z)du
+ λβ lim
z→0
∫ r−1
s−1
e−α(r−u−1)f ′(pβ(u))
yβ(u;λ+ z)− yβ(u;λ)
z
du
= β
∫ r−1
s−1
e−α(r−u−1)f ′(pβ(u))yβ(u;λ)du
+ λβ
∫ r−1
s−1
e−α(r−u−1)f ′(pβ(u))
∂yβ(u;λ)
∂λ
du.
It follows that ∂yβ(r;λ)/∂λ exists for all r ∈ [−1, sj+1] and ∂yβ(·;λ)/∂λ is continuous on
[−1, sj+1]. In addition, by equation (5.42) for yβ , the last display and the induction hypoth-
esis, for nonzero z ∈ C,
sup
r∈[s−1,sj+1]
∣∣∣∣yβ(r;λ+ z)− yβ(r;λ)z − ∂yβ(r;λ)∂β
∣∣∣∣
≤ |λ| sup
r∈[s−1,sj ]
∫ sj
s−1
∣∣f ′(pβ(u))yβ(u;λ+ z)− f ′(pβ(u))yβ(u;λ)∣∣ du
+ |λ|β sup
r∈[s−1,sj ]
∣∣∣∣yβ(r;λ+ z)− yβ(r;λ)z − ∂y(r;λ)∂λ
∣∣∣∣ ∫ sj
s−1
∣∣f ′(pβ(u))∣∣ du.
By the induction hypothesis, taking limits as z → 0 in the last display yields the limit in (6.4)
with sj+1 in place of sj . This completes the proof of (ii). The proves the induction step. Thus,
by the principle of mathematical induction, (i) and (ii) hold with j = m. 
Set ζ1 = β
−1
0 and, for s ∈ (−q1 , 0), define the function Vs : (−ζ1, ζ1) × C → B0(C(C)), for
(ζ, λ) ∈ (−ζ1, ζ1)× C, by
(6.5) Vs(ζ, λ) =
{
U
|ζ|−1
λ (s), if ζ 6= 0,
Uλ(s), if ζ = 0.
We have the following corollary.
Corollary 6.6. Let s ∈ (−q1 , 0). The function Vs(·, ·) is continuous on (−ζ1, ζ1) × C and for
each ζ ∈ (−ζ1, ζ1), the function Vs(ζ, ·) is holomorphic on C. Finally, if λ 6∈ {ψ1, ψ2} then ν(λ)
is the unique nonzero eigenvalue of Vs(0, λ) and ν(λ) is a simple eigenvalue of Vs(0, λ).
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Proof. The continuity of Vs follows from Propositions 6.5 and 5.8, and the definition of U

λ(s) in
(5.35). The fact that, for each ζ ∈ (−ζ1, ζ1), the function Vs(ζ, ·) is holomorphic on C follows
from Proposition 6.5 and the definition of Uλ(s). The final line follows from Lemma 5.9. 
6.2. Useful functional analysis results. In preparation for proving Proposition 6.1, we state
some useful results.
Theorem 6.7 ([7, Chapter 14, Corollary 3.2]). Let X and Y be Banach spaces, O ⊂ X be an
open set, V : O → B(Y ) be a continuous function and χ0 ∈ O. Suppose µ0 ∈ C is a simple
eigenvalue of V (χ0) with associated unit eigenfunction ψ0 ∈ Y . Then there is a δ ∈ (0, 1) and
continuous functions µ : BX(χ0, δ) → B(µ0, δ) and ψ : BX(χ0, δ) → Y such that µ(χ0) = µ0,
ψ(χ0) = ψ0 and for each χ ∈ BX(χ0, δ), µ(χ) is the unique simple eigenvalue of V (χ) and ψ(χ)
is a unit eigenfunction of V (χ) associated with µ(χ). In addition, if V is holomorphic, then µ
and ψ are also holomorphic.
We will need the following corollary, whose proof is deferred to Appendix A. For a Banach
space Y and an operator A ∈ B0(Y ), recall from Section 1.5.4 that Y ∗ = B0(Y,C) denotes the
dual space of Y , A∗ ∈ B0(Y ∗) denotes the adjoint of A, and σ(A) = σ(A∗).
Corollary 6.8. Let X and Y be Banach spaces, O ⊂ X be an open set, V : O → B0(Y )
be a continuous function and χ0 ∈ O. Suppose µ0 ∈ C \ {0} is a simple eigenvalue of V (χ0)
and ψ0 ∈ Y is an associated unit eigenfunction. Let δ ∈ (0, 1), µ : BX(χ0, δ) → B(µ0, δ)
and ψ : BX(χ0, δ) → Y be as in Theorem 6.7. Suppose ψ∗0 ∈ Y ∗ is a unit eigenfunction of
V ∗(χ0) associated with µ0 such that ψ∗0(ψ0) 6= 0. Then there is a δ0 ∈ (0, δ] such that for all
χ ∈ BX(χ0, δ0), µ(χ) is the unique eigenvalue of V (χ) in B(µ0, δ0).
For s ∈ (−q1 , 0) and λ ∈ C let (Uλ(s)|C(C))∗ : B(C(C),C) 7→ B(C(C),C) denote the adjoint of
Uλ(s)|C(C). Recall the definition for F (s, λ, z1, z2) in (5.32).
Lemma 6.9. Let s ∈ (−q1 , 0). The spectrum of (Uλ(s)|C(C))∗ is equal to {0, ν(λ)} and if
λ 6∈ {%1, %2}, then ν(λ) is the unique simple eigenvalue of (Uλ(s)|C(C))∗ and has corresponding
eigenfunction ψ∗λ ∈ B(C(C),C) given by
ψ∗λ(ψ) = F (s, λ, ψ(0), ψ(−1− s))eα, ψ ∈ C(C),
which satisfies ψ∗λ(ψ0) = ν(λ), where ψ0 is defined in (5.36).
Proof. Let λ 6∈ {%1, %2}. By the respective definitions of F (s, λ, z1, z2) and ψ0 in (5.32) and
(5.36),
ψ∗λ(ψ0) = F (s, λ, ψ0(0), ψ0(−1− s))eα
= − [1− λeα(1 + ab−1)] λ− %1
1− %2 e
−α(q2+1)
= ν(λ) 6= 0.
Suppose ψ ∈ C(C). Then by equation (5.35) for Uλ(s)ψ and the last display,[
(Uλ(s))
∗ − ν(λ)IB(C(C),C)
] ◦ ψ∗λ(ψ) = ψ∗λ ◦ [Uλ(s)− ν(λ)IB(C(C),C)] (ψ)
= F (s, λ, ψ(0), ψ(−1− s))eαψ∗λ(ψ0)− ν(λ)ψ∗λ(ψ)
= 0
It follows that ν(λ) is an eigenvalue of (Uλ(s))
∗ with associated eigenfunction ψ∗λ. 
Theorem 6.10 ([26, Chapter V, Theorems 1.1 & 1.2]). Let O be an open set in C and gk : O 7→ C,
k ∈ N, and g : O 7→ C. Suppose that gk is holomorphic on O for each k ∈ N and gk converges to
g uniformly on compact subsets of O as k → ∞. Then g is holomorphic and ∂gk/∂z converges
to ∂g/∂z uniformly on compact subsets of O as k →∞.
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6.3. Proof of Proposition 6.1.
Proof of Proposition 6.1. Let δ ∈ (0, 1) and K ⊂ C \ {%1, %2} be compact. Since ν is continuous
and nonzero on K, we have
ε0 =
1
2
inf{|ν(λ)| : λ ∈ K} > 0.
Set ζ1 = β
−1
0 and define Vs as in (6.5). By Corollary 6.6, Vs(·, ·) is continuous on (−ζ1, ζ1)×C and
ν(λ) is a simple eigenvalue of Vs(0, λ) for each λ ∈ C. Let λ1 ∈ K and define ψ∗λ1 ∈ B0(C(C),C)
as in Lemma 6.9 so that ψ∗λ1 is an eigenfunction of (U

λ1
(s))∗ associated with ν(λ1) that satisfies
ψ∗λ1(ψ0) 6= 0. By renormalizing, we can assume that ψ∗λ1 is a unit eigenfunction associated
with ν(λ1) that satisfies ψ∗λ1(ψ0) 6= 0. We now apply Theorem 6.7 and Corollary 6.8 with
X = R×C and norm ‖(ξ, z)‖X = max{|ξ| , |z|} for (ξ, z) ∈ X, O = (−ζ1, ζ1)×C, Y = C(C), Y ∗ =
B0(C(C),C), V = Vs, and χ0 = (0, λ1). Together they imply there is an 0 < ε1 < min(ζ1, ε0)
such that for each ζ ∈ (−ε1, ε1) and λ ∈ B(λ1, ε1), there is a unique eigenvalue µ1(ζ, λ) of
Vs(ζ, λ) in B(ν(λ1), ε1). Furthermore, µ1(·, ·) is continuous on (−ε1, ε1)× B(λ1, ε1). Since K is
compact, there are finitely many λ1, . . . , λm ∈ K and 0 < ε1, . . . , εm < min{ζ1, ε0} such that K ⊂
B(λ1, ε1)∪ · · · ∪B(λm, εm) and for each k = 1, . . . ,m, there exists µk : (−εk, εk)×B(λk, εk)→ C
satisfying the aforementioned properties (with k in place of 1). Let ε = min(δ, ε1, . . . , εm) and
define the continuous function µ : (−ε, ε)×K → C by
µ(ζ, λ) = µk(ζ, λ) if λ ∈ B(λk, εk), k = 1, . . . ,m.
To see that µ(·, ·) is well defined on (−ε, ε)×K, suppose η ∈ (−ε, ε) and λ ∈ B(λj , εj)∩B(λk, εk)
for some j 6= k. Then µj(η, λ) and µk(η, λ) are both equal to the unique eigenvalue of Vs(η, λ) in
B(ν(λ), εj) ∩ B(ν(λ), εk). Thus, µ is well defined and continuous on (−ε, ε)×K, and for each
(ζ, λ) ∈ (−ε, ε) × K, µ(ζ, λ) is the unique eigenvalue of Vs(ζ, λ) in B(ν(λ), ε). Next we show
that µ is holomorphic in λ. Let ζ ∈ (−ε, ε). By Corollary 6.6, Vs(ζ, ·) is holomorphic on C. Let
λ ∈ K◦. By a second application of Theorem 6.7, this time with O = X = C, Y = B0(C(C)),
V (·) = Vs(ζ, ·) and χ0 = λ, there exists ε˜ > 0 such that µ(ζ, ·) is holomorphic on B(λ, ε˜). Since
this holds for all λ ∈ K◦, it follows that µ(ζ, ·) is holomorphic on all of K◦.
We can now define the functions νβ : K → C. For each β > ε−1 and λ ∈ K, define νβ(λ) =
µ(β−1, λ). Then νβ(·) is holomorphic on K◦ and, for each λ ∈ K, νβ(λ) is the unique eigenvalue
of Uβλ (s) = Vs(β
−1, λ) in B(ν(λ), ε). By the definition of νβ , the regularity of µ and Theorem
6.10,
lim
β→∞
sup
λ∈K
|νβ(λ)− ν(λ)| = lim
ζ→0
sup
λ∈K
µ(ζ, λ) = 0,
lim
β→∞
sup
λ∈K
∣∣∣∣∂νβ(λ)∂λ − ∂ν(λ)∂λ
∣∣∣∣ = limζ→0 supλ∈K
∣∣∣∣∂µ(ζ, λ)∂λ − ∂µ(0, λ)∂λ
∣∣∣∣ = 0.
Then along with Theorem 2.3 this implies there exists β′ ≥ β0 such that for all λ ∈ K, the
limits in (6.2) hold and dH(σ(U
β
λ (s)), {0, ν(λ)}) < ε for all β > β′. Since νβ(λ) is the unique
eigenvalue of Uβλ (s) in B(ν(λ), ε) and ε ≤ 12 |ν(λ)|, it follows that (6.1) holds.
Suppose β > β′. Let r ∈ K ∩ R. Note that solutions of the extended variational equation
(1.9) with real-valued initial conditions are real-valued. Thus, Uβr (s)|C(R) ∈ B0(C(R)) and so the
elements of σ(Uβr (s)|C(R)) are real or in conjugate pairs. Since ν(r) ∈ R, νβ(r) is the unique
simple eigenvalue of Uβr (s) in B(ν(r), ε) and the non-real-valued eigenvalues of Uβr (s) are in
conjugate pairs, it follows that νβ(r) must be real-valued. Using the facts that νβ(·) maps K ∩R
to R and is holomorphic, we conclude that ∂νβ(r)/∂λ is real-valued for all r ∈ K ∩ R. To prove
the final statement, suppose 1 ∈ K. It follows from Theorem 1.2 that 1 is a simple eigenvalue of
Uβ1 (0). Since ν(1) = 1 and νβ(1) is the unique eigenvalue of U
β
1 (0) in B(ν(1), ε), we see that
νβ(1) = 1. Now suppose 0 ∈ K. Note that when α = λ = 0, the extended variational equation
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(1.9) reduces to y˙(t) = 0. It follows that σ(Uβ0 (0)) = {0, 1} and 1 is a simple eigenvalue of Uβ0 (0)
with corresponding eigenspace equal to the span of ψ˜, where ψ˜(·) ≡ 1 is the constant function
identically equal to 1. Hence, νβ(0) = 1. 
7. Limits of the extended characteristic multipliers for λ near 1, 0 and in [0, 1)
We now prove our remaining results on the characterization of the extended characteristic
multipliers when β is large.
7.1. Proof of Theorem 2.5. The next lemma, which follows from Laurent’s Theorem for holo-
morphic functions, will be useful in the proof of Theorem 2.5, as well as in the proof of Theorem
2.7 in the next section.
Lemma 7.1. Suppose z ∈ C, r > 0 and g is holomorphic on an open set that contains B(z, r).
Then
|g(z˜)− g(z)− g′(z)(z˜ − z)| ≤ C |z˜ − z|
2
r(r − |z˜ − z|) , z˜ ∈ B(z, r),
where C = sup{|g(z˜)| : z˜ ∈ ∂B(z, r)}.
Proof. By Laurent’s theorem (see, e.g., [26, Chapter III, Theorem 7.3]),
(7.1) g(z˜) = g(z) + g′(z)(z˜ − z) +
∞∑
k=2
g(k)(z)
k!
(z˜ − z)k, z˜ ∈ B(z, r),
and ∣∣∣∣∣
∞∑
k=2
g(k)(z)
k!
(z˜ − z)k
∣∣∣∣∣ ≤ C
∞∑
k=2
|z˜ − z|k
rk
=
C|z˜ − z|2
r(r − |z˜ − z|) .
The lemma then follows after rearranging (7.1) substituting in with the last display. 
Proof of Theorem 2.5. By the definition of ν in (1.4), we see that ν(1) = 1 and
(7.2) ν′(1) =
1
1− %1 +
1
1− %2 ≥ 2.
By definitions of %1, %2 in (1.3) and our assumption that a ≥ b > 0, we have 0 < %2 ≤ %1 < 1.
Let ε = (1 − %1)/2 > 0 and define the compact set K = B(1, ε) ⊂ C \ {%1, %2} so that, by the
definition of ν(λ),
m = inf{|ν(λ)| : λ ∈ K} > 0.
Define the positive constants
(7.3) d =
ν′(1)
2
, δ = min(m, d), C = sup{|ν(λ)| : λ ∈ K}+ δ, c = ε
2
4C
.
By Proposition 6.1, there exists β2 = β2(α, f) ≥ β0 such that for each β > β2, there exists a
function νβ : K → C, holomorphic on K◦, such that νβ(1) = 1 and the following hold:
(7.4) ρ(Uβλ (s)) = |νβ(λ)|, λ ∈ K,
and
(7.5) sup {|νβ(λ)| : λ ∈ K} ≤ C,
and
(7.6) d ≤ ν′β(1) ≤ 3d.
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Definitions of A<1 and A>1: Define the continuous functions g1, g2 : C→ R+ by
g1(λ) = |1 + d(Reλ− 1) + i3d Imλ|+ |λ− 1|
2
c
, λ ∈ C,
g2(λ) = |1 + d(Reλ− 1) + id Imλ| − |λ− 1|
2
c
, λ ∈ C.
Let
A<1 = {λ ∈ C<1 ∩ B(1, ε/2) : g1(λ) < 1} ,(7.7)
A>1 = {λ ∈ C>1 ∩ B(1, ε/2) : g2(λ) > 1} .(7.8)
Since g1 and g2 are continuous, g1(1) = g2(1) = 1, g1(r) ∈ (0, 1) for all r ∈ (1 − cd, 1) and
g2(r) ∈ (1,∞) for all r ∈ (1, 1 + cd), it follows that A<1 and A>1 are nonempty open sets with
1 ∈ ∂A<1 ∩ ∂A>1.
Proof of parts (i) and (ii): Let λ ∈ C<0 and let r > 0 and θ ∈ (−pi/2, pi/2) be such that
λ = −reiθ. Then for δ ∈ (0, 1),
g1(1 + δλ) =
√
1− 2dδr cos θ + (dδr cos θ)2 + (3dδr sin θ)2 + δ
2r2
c
,
and
lim
δ↓0
g1(1 + δλ)− g1(1)
δ
= −dr cos θ < 0.
Therefore, since g1(1) = 1, there exists δλ > 0 such that 1 + δλ ∈ B(1, ε/2) and g1(1 + δ(λ)) < 1
for all δ ∈ (0, δλ), so 1 + δλ ∈ A<1. Thus, part (i) holds. Now let λ ∈ C>0 and let r > 0
and θ ∈ (−pi/2, pi/2) be such that λ = reiθ. An analogous argument (using g2 instead of g1)
shows that there exists δλ > 0 such that 1 + δλ ∈ A>1 for all δ ∈ (0, δλ), so (ii) holds. To avoid
repetition, we omit the details.
Proofs of parts (iii) and (iv): Fix β > β2. Recall that νβ(1) = 1. Suppose λ ∈ B(1, ε/2)
so that ε− |λ− 1| > ε/2. By Lemma 7.1 with z = 1 and r = ε, the upper bound for νβ in (7.5)
and definitions of C and c in (7.3), we have
(7.9)
∣∣νβ(λ)− 1− ν′β(1)(λ− 1)∣∣ < C |λ− 1|2ε(ε− |λ− 1|) ≤ |λ− 1|2c .
Let λ ∈ A<1 ⊂ B(1, ε/2). Inequalities (7.6) and (7.9) and the definition of A<1 imply
|νβ(λ)| ≤
∣∣1 + ν′β(1)(Reλ− 1) + iν′β(1) Imλ∣∣+ ∣∣νβ(λ)− 1− ν′β(1)(λ− 1)∣∣
≤ |1 + d(Reλ− 1) + i3d Imλ|+ |λ− 1|
2
c
< 1.
Along with equation (7.4) for ρ(Uβλ (s)), this proves that ρ(U
β
λ (s)) < 1 for all λ ∈ A<1, so part (iii)
holds. Alternatively, let λ ∈ A>1. An analogous argument, which we omit to avoid repetition,
shows that |νβ(λ)| > 1 for all λ ∈ A>1. Along with equation (7.4) this proves that ρ(Uβλ (s)) > 1,
so part (iv) holds. 
7.2. Proof of Theorem 2.7. The proof of Theorem 2.7 follows an exactly analogous structure
to the proof of Theorem 2.5. For completeness, we include the details of the proof after the
following corollary of Theorems 2.2 and 2.7, which was stated earlier as Theorem 1.7 in Section
1.2.3.
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Proof of Theorem 2.7. By the definition of ν in (1.4), the definitions of %1, %2 in (1.3) and the
fact that α = 0, we have ν(0) = 1, %1 + %2 = 1 and
ν′(0) = −
1
(1− %1)(1− %2) ≤ −4.
By our assumption a ≥ b > 0, we have 0 < %2 ≤ %1 < 1. Let ε = %2/2 and define the compact
set K = B(0, ε) ⊂ C \ {%1, %2} so that, by the definition of ν in (1.4),
m = inf{|ν(λ)| : λ ∈ K} > 0.
Define the positive constants
(7.10) d = −ν
′
(0)
2
, δ = min(m, d), C = sup{|ν(λ)| : λ ∈ K}+ δ, c = ε
2
4C
.
By Proposition 6.1, there β†3 ≥ β0 such that for each β > β†3 there exists a function νβ : K → C,
holomorphic on K◦, such that νβ(0) = 1 and the following hold:
(7.11) ρ(Uβλ (s)) = |νβ(λ)|, λ ∈ K,
and
(7.12) sup{|νβ(λ)| : λ ∈ K} ≤ C,
and
(7.13) − 3d ≤ ν′β(1) ≤ −d.
Let
g1(λ) = |1 + d(Reλ− 1) + i3d Imλ|+ |λ− 1|
2
c
, λ ∈ C
Definitions of A>0 and A<0: Define the continuous functions g1, g2 : C→ R+ by
g1(λ) = |1− dReλ+ i3d Imλ|+ |λ|
2
c
, λ ∈ C,
g2(λ) = |1− dReλ+ id Imλ| − |λ|
2
c
, λ ∈ C.
Set
A>0 = {λ ∈ C>0 ∩ B(0, ε/2) : g1(λ) < 1} ,(7.14)
A<0 = {λ ∈ C<0 ∩ B(0, ε/2) : g2(λ) > 1} .(7.15)
Since g1 and g2 are continuous, g1(0) = g2(0) = 1, g1(r) ∈ (0, 1) for all r ∈ (0, cd) and g2(r) ∈
(1,∞) for all r ∈ (−cd, 0), it follows that A>0 and A<0 are nonempty open sets with 0 ∈
∂A>0 ∩ ∂A<0.
Proofs of parts (i) and (ii): Let λ ∈ C>0 and let r > 0 and θ ∈ (−pi/2, pi/2) be such that
λ = reiθ. Then for δ ∈ (0, 1),
g1(δλ) =
√
1− 2dδr cos θ + (dδr cos θ)2 + (3dδr sin θ)2 + δ
2r2
c
,
and
lim
δ↓0
g1(δλ)− g1(0)
δ
= −dr cos θ < 0.
Therefore, since g1(0) = 1, there exists δλ > 0 such that δλ ∈ B(0, ε/2) and g1(δλ) < 1 for all
δ ∈ (0, δλ), so δλ ∈ A>0. Thus part (i) holds. Now, let λ ∈ C<0 and r > 0 and θ ∈ (−pi/2, pi/2)
be such that λ = −reiθ. An analogous argument (using g2 instead of g1) shows that there exists
δλ > 0 such that δλ ∈ A<0 for all δ ∈ (0, δλ), so (ii) holds. To avoid repetition, we omit the
details.
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Proofs of parts (iii) and (iv): Fix β > β†3. Recall that νβ(0) = 1. Suppose λ ∈ B(0, ε/2) so
that ε− |λ| > ε/2. By Lemma 7.1 with z = 0 and r = ε, the bound in (7.12) and the definitions
of C and c in (7.10), we have
(7.16)
∣∣νβ(λ)− 1− ν′β(0)λ∣∣ < 2C |λ|2ε(ε− |λ|) ≤ |λ|2c .
Let λ ∈ A>0 ⊂ B(0, ε/2). The triangle inequality, the inequalities (7.13) and (7.16), and the
definition of A>0 in (7.14) imply
|νβ(λ)| ≤
∣∣1 + ν′β(0) Reλ+ iν′β(0) Imλ∣∣+ ∣∣νβ(λ)− 1− ν′β(0)λ∣∣
≤ |1− dReλ+ i3d Imλ|+ |λ|
2
c
< 1.
Along with equation (7.11) for ρ(Uβλ (s)), this proves that ρ(U
β
λ (s)) < 1 for all λ ∈ A>0, so
part (iii) holds. Alternatively, let λ ∈ A<0. An analogous argument, which we omit to avoid
repetition, shows that |νβ(λ)| > 1 for all λ ∈ A<0. Along with equation (7.11) this proves that
ρ(Uβλ (s)) > 1 for all λ ∈ A<0, so part (iv) holds. 
7.3. Proof of Corollary 2.9.
Proof of Corollary 2.9. By the definition of ν in (1.4), for r ∈ [0, 1],
ν(r) =
(1− %1 − (1− r))(1− %2 − (1− r))
(1− %1)(1− %2)(7.17)
= 1− (1− e
−α + r)(1− r)
(1− %1)(1− %2)
= −1− ∆− (r − r0)
2
(1− %1)(1− %2) .
It follows that ν(r) < 1 for all r ∈ (0, 1). Solving for ν(r) < −1 yields the characterization of
S(0) in parts (i)–(iv) and the characterization of U(0) in part (v).
Next, we complete the proofs of parts (i) and (iii). Suppose α > 0. Let β2(α, f) ≥ β0 and
A<1 ⊂ C<1 be as in Theorem 2.5. By Theorem 2.5(i) with λ = 0, there exists η > 0 such
that [1 − η, 1) ⊂ A<1. Suppose ∆ < 0. Then it follows from equation (7.17) for ν(r) and the
assumption α > 0 that
γa = sup {|ν(r)| : r ∈ [0, 1− η]} < 1.
Set δa = 1 − γa > 0 so that [0, 1) ⊂ S(δa) ∪ A<1. Let β1(α, f, [0, 1 − η], δa) ≥ β0 be as in
Theorem 2.3. By Theorems 2.3 and 2.5(iii), if β > max(β1(α, f, [0, 1 − η], δa), β2(α, f)) then
S(δa) ∪ A<1 ⊂ S. This proves part (i). Now suppose ∆ > 0 and ε ∈ (0,
√
∆). It follows from
equation (7.17) for ν(r) and the assumption α > 0 that
γc = sup
{
|ν(r)| : r ∈
[
0, r0 −
√
∆− ε
]
∪
[
r0 +
√
∆ + ε, 1− η
]}
< 1.
Set δc = 1−γc > 0 so that [0, r0−
√
∆− ε)∪ (r0 +
√
∆ + ε, 1) ⊂ S(δc)∪A<1. Let β1(α, f, [0, 1−
η], δc) ≥ β0 be as in Theorem 2.3. By Theorems 2.3 and 2.5(iii), if β > max(β1(α, f, [0, 1 −
η], δc), β2(α, f)) then S(δc) ∪A<1 ⊂ S. This proves part (iii).
Next, we complete the proofs of parts (ii) and (iv). Suppose α = 0. Let β2(0, f) ≥ β0 and
A<1 ⊂ C<1 be as in Theorem 2.5, and let β3(f) ≥ β0 and A>0 ⊂ C>0 be as in Theorem 2.7.
By Theorem 2.5(i) with λ = 0 and Theorem 2.7(i) with λ = 1, there exists η > 0 such that
[1− η, 1) ⊂ A<1 and (0, η] ⊂ A>0. Suppose ∆ < 0. By equation (7.17) for ν(r),
γb = sup{|ν(r)| : r ∈ [η, 1− η]} < 1.
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Set δb = 1−γb > 0 so that (0, 1) ⊂ A>0∪S(δb)∪A<1. Let β1(α, f, [η, 1−η], δb) ≥ β0 be as in The-
orem 2.3. By Theorems 2.3, 2.5(iii) and 2.7(iii), if β > max(β1(α, f, [η, 1− η], δb), β2(0, f), β3(f))
then A>0 ∪ S(δb) ∪ A<1 ⊂ S. This proves part (ii). Now suppose ∆ > 0 and ε ∈ (0,
√
∆). By
equation (7.17) for ν(r),
γd = sup
{
|ν(r)| : r ∈
[
η, r0 −
√
∆− ε
]
∪
[
r0 +
√
∆ + ε, 1− η
]}
< 1.
Set δd = 1 − γd > 0 so that (0, r0 −
√
∆ − ε) ∪ (r0 +
√
∆ + ε, 1) ⊂ A>0 ∪ S(δd) ∪ A<1.
Let β1(α, f, [η, 1 − η], δd) ≥ β0 be as in Theorem 2.3. By Theorems 2.3 and 2.5(iii), if β >
max(β1(α, f, [η, 1− η], δd), β2(0, f), β3(f)) then A>0 ∪ S(δd) ∪A<1 ⊂ S. This proves part (iv).
Lastly, we complete the proof of part (v). Suppose ∆ > 0 and ε ∈ (0, r0 −
√
∆). By equation
(7.17) for ν(r),
γe = inf
{
|ν(r)| : r ∈
[
r0 −
√
∆ + ε, r0 +
√
∆− ε
]}
> 1.
Set δe = γe − 1 > 0 so that (r0 −
√
∆ + ε, r0 +
√
∆ − ε) ⊂ U(δe). By Theorem 2.3, if
β > β1(α, f, [r0 −
√
∆, r0 +
√
∆], δe) then U(δe) ⊂ U. This proves part (v). 
8. Proofs of main results
We now use Theorem 2.2 on the relation between extended characteristic multipliers and
stability of a synchronous SOPS, along with our description for the asymptotics of the extended
characteristic multipliers given in Section 2.3 to prove our main results.
8.1. Proof of Theorem 1.5. In this section we use the limits of the extended characteristic
multipliers established in Theorem 2.3 to prove our main result on systems with general coupling.
Proof of Theorem 1.5. Let β1 = β1(α, β, f,G) ≥ β0 be as in Theorem 2.3. Let β > β1, n ≥ 2
and G ∈ G1n be such that σ(G) ⊂ K. Suppose the eigenvalue λ = 1 of G has simple algebraic
multiplicity and |ν(λ)| < 1 − δ for all other eigenvalues λ of G. In view of Theorem 2.3, this
implies that
ρ(Mλ) < |ν(λ)|+ δ < 1, for all λ ∈ σ−1(G).
Thus, by Theorem 2.2, the synchronous SOPS p for the n-dimensional coupled DDE (1.1) asso-
ciated with (α, β, f,G) is linearly stable. On the other hand, suppose |ν(λ)| > 1 + δ for some
eigenvalue λ of G. In view of Theorem 2.3, this implies that
ρ(Mλ) > |ν(λ)| − δ > 1, for some λ ∈ σ(G).
Hence, by Theorem 2.2, the synchronous SOPS p for the n-dimensional coupled DDE (1.1)
associated with (α, β, f,G) is linearly unstable. 
8.2. Proof of Theorem 1.6. Recall that by “weakly coupled” we mean the coupling matrix is
of the form In + ηH, for η 6= 0 is small and H ∈ G0n. In this case, the identity (In + ηH)−λIn =
ηH − (λ− 1)In, implies
(8.1) σ−1(In + ηH) = {1 + ηλ : λ ∈ σ−0(H)}.
Let H ∈ G0n. It follows that σ(In + ηH) is infinitesimally close to 1 for η small. In this case we
use Theorem 2.5 on the extended characteristic multiplier for λ close to 1.
Proof of Theorem 1.6. Let A<1 ⊂ C<1, A>1 ⊂ C>1 and β2 = β2(α, f) ≥ β0 be as in Theorem
2.5. Let β > β2, n ≥ 2 and H ∈ G0n. Suppose σ−0(H) ⊂ C<0. It follows from the expression
(8.1) for σ−0(In + ηH) and parts (i) and (iii) of Theorem 2.5 that there exists ηH > 0 such
that σ−1(In + ηH) ⊂ A<1 ⊂ S for all η ∈ (0, ηH). Linear stability of the synchronous SOPS
then follows from Theorem 2.2. The case that σ−0(H) ⊂ C>0 can be shown using an exactly
38 DAVID LIPSHUTZ AND ROBERT J. LIPSHUTZ
analogous argument (and by choosing ηH > 0 possibly smaller), and so we omit the details. This
proves (i).
On the other hand, suppose σ−0(H) ∩ C>0 6= ∅. Let λ ∈ σ−1(H) ∩ C>0. By the expression
(8.1) for σ−0(In + ηH) and parts (ii) and (iv) of Theorem 2.5, and by possibly choosing ηH > 0
smaller, we see that 1 + ηλ ∈ A>1 ⊂ U for all η ∈ (0, ηH). Thus, σ−1(In + ηH) ∩ U 6= ∅ for all
η ∈ (0, ηH). Linear instability of the synchronous SOPS then follows from Theorem 2.2. The
case that σ−0(H)∩C<0 6= ∅ can be shown using an exactly analogous argument (and by choosing
ηH > 0 possibly smaller), and so we omit the details. This proves part (ii). 
8.3. Proof of Theorem 1.7. Recall that by “near uniformly” we mean the coupling matrix is
of the form Jn + ηH, where Jn is defined in (1.12), η 6= 0 is small and H ∈ G0n. The following
linear algebra result, whose proof is deferred to Appendix A, relates the spectra of Jn + ηH and
H.
Lemma 8.1. Suppose n ≥ 2 and H ∈ G0n. Then σ−1(Jn + ηH) = ησ−0(H).
Let H ∈ G0n. It follows that σ(Jn + ηH) is infinitesimally close to 0 for η small. When α > 0,
|ν(0)| < 1 and we can use Theorem 2.3 to characterize the stability of the system. In the case
α = 0, we use Theorem 2.5 on extended characteristic multipliers for λ close to 0.
Proof of Theorem 1.7. Suppose α > 0. Let δ = 12 (1− ν(0)) > 0 and K = B(0, δ) ∪ {1}. Let
β1 = β1(α, f, δ,K) ≥ β0 be as in Theorem 2.3. Let β > β1, n ≥ 2 and H ∈ G0n. In view of
Lemma 8.1 that we can choose ηH > 0 such that ησ−0(H) ⊂ B(0, δ) for all η ∈ (−ηH , ηH). Thus,
σ(Jn + ηH) = (ησ−1(H)) ∪ {1} ⊂ K for all η ∈ (−ηH , ηH) and
ρ(Mλ) < ν(0) + δ =
1
2
(1 + ν(0)) < 1 for all λ ∈ σ−0(H).
Linear stability of the synchronous SOPS then follows from Theorem 2.2.
Let A>0 ⊂ C>0, A<0 ⊂ C<0 and β†3 = β†3(f) ≥ β0 be as in Theorem 2.7. Let β > β†3, n ≥ 2
and H ∈ G0n. Suppose σ−0(H) ⊂ C>0. It follows from Lemma 8.1 and parts (i) and (iii) of
Theorem 2.7, and by possibly choosing ηH > 0 smaller, that σ−1(Jn + ηH) ⊂ A>0 ⊂ S for all
η ∈ (0, ηH). Linear stability of the synchronous SOPS then follows from Theorem 2.2. The case
that σ−0(H) ⊂ C<0 can be shown using an exactly analogous argument (and by choosing ηH > 0
possibly smaller), and so we omit the details. This proves (ii).
On the other hand, suppose σ−0(H) ∩ C<0 6= ∅. Let λ ∈ σ−1(H) ∩ C<0. By Lemma 8.1 and
parts (ii) and (iv) of Theorem 2.7, and by possibly choosing ηH > 0 smaller, we see that ηλ ∈
A<0 ⊂ U for all η ∈ (0, ηH). Thus, σ−1(Jn + ηH) ∩ U 6= ∅ for all η ∈ (0, ηH). Linear instability
of the synchronous SOPS then follows from Theorem 2.2. The case that σ−0(H) ∩ C>0 6= ∅ can
be shown using an exactly analogous argument (and by choosing ηH > 0 possibly smaller), and
so we omit the details. This proves part (iii).
This completes the proof with β3(α, f) = max(β1(α, f, δ,K), β
†
3(f)). 
8.4. Proof of Theorem 1.8. Before proving Theorem 1.8 we recall the following properties of
irreducible doubly negative matrices in G1n.
Lemma 8.2 ([22, Theorems 7.2.1 & 8.4.4]). If n ≥ 2 and G ∈ G1n is irreducible and doubly
nonnegative, then λ = 1 is a simple eigenvalue of G and σ−1(G) ⊂ [0, 1). In addition, if G is
positive definite, then σ−1(G) ⊂ (0, 1).
Proof of Theorem 1.8. First suppose ∆ < 0. Let β4 = β4(α, f) ≥ β0 be as in Corollary 2.9. Let
β > β4, n ≥ 2 and G ∈ G1n be an irreducible doubly nonnegative matrix. If α > 0 then by
Lemma 8.2 and Corollary 2.9, σ−1(G) ⊂ [0, 1) ⊂ S. Alternatively, if α = 0 and G is also positive
definite, then by Lemma 8.2 and Corollary 2.9, σ−1(G) ⊂ (0, 1) ⊂ S. In either case, Theorem 2.2
implies that (i) holds.
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Next, suppose ∆ > 0 and let ε satisfies (1.8). Let β > β5, n ≥ 2 and G ∈ G1n be an
irreducible doubly nonnegative matrix. Suppose |λ− r0| >
√
∆ + ε for all λ ∈ σ−1(G). If α > 0
then by Lemma 8.2 and Corollary 2.9, σ−1(G) ⊂ [0, r0 −
√
∆ − ε) ∪ (r0 +
√
∆ + ε, 1) ⊂ S.
Alternatively, if α = 0 and G is also positive definite then by Lemma 8.2 and Corollary 2.9,
σ−1(G) ⊂ (0, r0 −
√
∆− ε) ∪ (r0 +
√
∆ + ε, 1) ⊂ S. In either case, Theorem 2.2 implies that (ii)
holds. Now suppose there is λ ∈ σ(G) such that |λ− r0| <
√
∆−ε. By Lemma 8.2 and Corollary
2.9, λ ∈ (r0 −
√
∆ + ε, r0 +
√
∆− ε) ⊂ U. Thus, Theorem 2.2 implies (iii) holds. 
9. Examples
In this section we illustrate our main results with examples of systems of DDEs with mean-field
coupling and systems of DDEs arranged in a ring with nearest neighbor coupling.
9.1. Systems of DDEs with mean-field coupling. Systems of coupled oscillators with mean
field coupling were among the first to be addressed (in the setting without delays) [25, 39].
Suppose α ≥ 0 and f satisfies Assumption 1.1. For each n ≥ 2 and κ ∈ R, define the coupling
matrix Mn,κ = (M
jk
n,κ) ∈ G1n by
(9.1) M jkn,κ =
1−
(n− 1)κ
n
if j = k,
κ
n
if j 6= k.
The spectrum of Mn,κ satisfies σ(Mn,κ) = {1− κ, 1}, where λ = 1 is a simple eigenvalue of Mn,κ
and the eigenvalue λ = 1−κ has multiplicity n−1. Observe that for κ ∈ (0, 1] the matrix Mn,κ is
irreducible and doubly nonnegative, and if κ < 1 also holds then Mn,κ is positive definite. Thus,
we have the following immediate corollary of Theorem 1.8, which is stated without proof.
Corollary 9.1. Suppose α ≥ 0 and f satisfies Assumption 1.1. Define r0 and ∆ as in (1.6) and
(1.7), respectively. Suppose ∆ < 0. Then there exists β4 = β4(α, f) ≥ β0 such that for every
β > β4, n ≥ 2, and κ ∈ (0, 1], with additional assumption κ < 1 if α = 0, the following holds:
(i) The synchronous SOPS of the n-dimensional coupled DDE associated with (α, β, f,Mn,κ)
is linearly stable.
On the other hand, suppose ∆ > 0. Let ε satisfy (1.8). Then there exists β5 = β5(α, f, ε) ≥ β0
such that for every β > β5, n ≥ 2 and κ ∈ (0, 1], with additional assumption κ < 1 if α = 0, the
following hold:
(ii) If
κ < 1− r0 −
√
∆− ε or κ > 1− r0 +
√
∆ + ε,
the unique synchronous SOPS of the n-dimensional coupled DDE associated with (α, β, f,Mn,κ)
is linearly stable.
(iii) If
1− r0 −
√
∆ + ε < κ < 1− r0 +
√
∆− ε,
the unique synchronous SOPS of the n-dimensional coupled DDE associated with (α, β, f,Mn,κ)
is linearly unstable.
Remark 9.2. Consider the case that ∆ > 0. Then, in view of parts (ii) and (iii) of Corollary
9.1, in the case α ≥ 0 and β sufficiently large, the synchronous SOPS is linearly stable for κ > 0
small, linearly unstable for κ near 1 − r0, and then again linearly stable for κ close to 1 (with
the additional assumption κ < 1 if α = 0). In Figure 4 we plot solutions of the 2-dimensional
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(a) κ = 1
10
(b) κ = 1− e−1/8
2
(c) κ = 9
10
Figure 4. Solutions of the 2-dimensional coupled DDE (1.1) associated with
( 18 , 8, f,M2,κ) for κ =
1
10 , κ = 1− e
−1/8
2 and κ =
9
10 , where the nonlinearity f is
defined in (9.2) with a = 24 and b = 1, and the coupling matrix M2,κ is defined
in (9.1) with n = 2. The initial conditions for the two solutions are x1(t) = 6t−2
(blue) and x2(t) = 6t+ 2 (orange) for t ∈ [−1, 0].
coupled DDE (1.1) associated with ( 18 , 8, f,M2,κ) for κ =
1
10 , κ = 1 − e
−1/8
2 and κ =
9
10 , where
the nonlinearity f : R→ R is given by
(9.2) f(ξ) =
{
−a tanh (ξ/a) , ξ ≥ 0,
b tanh (ξ/b) , ξ < 0,
with a = 24 and b = 1. The plots were generated using Mathematica’s NDSolve function. In
this case ∆ = 4332500e
−1/4 + e−1/8 − 1 ≈ 0.17 > 0 and, as seen in Figure 4, the synchronous SOPS
appears to be (asymptotically) stable for κ = 110 or κ =
9
10 , and unstable for κ = 1−r0 = 1− e
−1/8
2 .
In addition, it follows from Theorem 1.5 that given α ≥ 0, f satisfying Assumption 1.1 and
κ ∈ (0, 1), if |ν(1− κ)| < 1 then for all β sufficiently large and n ≥ 2 the synchronous SOPS of
the n-dimensional DDE associated with (α, β, f,Mn,κ) is linearly stable. From the definition of
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Figure 5. The synchronous SOPS for the DDE associated with (α, β, f,Mn,κ)
is linearly stable, for β sufficiently large, if ( aa+b , e
−α, κ) lies in the interior of the
region indicated with solid coloring, which is given by {( aa+b , e−α, κ) ∈ [0, 1]2 ×
[0, 2] : ν(1− κ) ≤ 1}.
ν in (1.4) we see that ν(1− κ) depends only on aa+b , e−α and κ. In Figure 5 we illustrate the
parameter values for which |ν(1− κ)| < 1. From the figure we see that, for β sufficiently large,
the synchronous SOPS for the system of DDEs with mean-field coupling is always linearly stable
for 0 < κ < 1 when α  0 and/or a ≈ b, and linearly unstable when α ≈ 0, κ ≈ 1 − e−α2 , and
either a b or a b.
9.2. Systems of DDEs arranged in a ring. Consider a system of n ≥ 3 coupled DDEs
arranged in a ring with nearest neighbor coupling; that is, the coupling matrix Rn = (R
jk
n )
satisfies Rjkn = 0 if j − k (mod n) > 1. Systems of DDEs arranged in a ring arise in biological
applications [32, 33, 36, 37] and have received attention in the mathematical literature [5, 18].
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For n ≥ 3 and κ = (κ1, κ2) ∈ R2 \ (0, 0) define the coupling matrix Rn,κ ∈ G1n by
Rjkn,κ =

κ1 if j = (k − 1) mod n,
1− κ1 − κ2 if j = k,
κ2 if j = (k + 1) mod n,
0 otherwise.
The spectrum of the coupling matrix is given by σ(Rn,κ) = {λj}n−1j=0 , where
(9.3) λj = λj(n, κ) = 1− (κ1 + κ2)
(
1− cos 2pij
n
)
+ i(κ1 − κ2) sin 2pij
n
, j = 0, . . . , n− 1,
and λ0 = 1 is a simple eigenvalue of Rn,κ (see, e.g., [15, Theorem 3.1]).
First consider the case of symmetric coupling (i.e., κ1 = κ2). In this case
(9.4) λj = 1− 2κ1
(
1− cos 2pij
n
)
, j = 0, . . . , n− 1,
and so σ(Rn,κ) ⊂ [1−4κ1, 1] for all n ≥ 3 and κ1 ≥ 0. Note that for κ1 = κ2 ∈ (0, 14 ] the coupling
matrix Rn,κ is irreducible and doubly nonnegative matrix, and if κ
1 = κ2 < 14 also holds then
Rn,κ is positive definite. We have the following corollary of Theorem 1.8. Given α ≥ 0 and f
satisfying Assumption 1.1, recall the definitions of r0 and ∆ given in (1.6) and (1.7), respectively.
Corollary 9.3. Suppose α ≥ 0 and f satisfies Assumption 1.1. Suppose ∆ < 0. Let β4 =
β4(α, f) ≥ β0 be as in Theorem 1.8. Then for every β > β4, n ≥ 3, and κ1 = κ2 ∈ (0, 14 ], with
additional assumption κ1 = κ2 < 14 if α = 0, the following holds:
(i) The synchronous SOPS of the n-dimensional coupled DDE associated with (α, β, f,Rn,κ)
is linearly stable.
On the other hand, suppose ∆ > 0. Suppose ε satisfies (1.8). Let β5 = β5(α, f, ε) ≥ β0 be as in
Theorem 1.8. Then for every β > β5, n ≥ 3 and κ1 = κ2 ∈ (0, 14 ], with additional assumption
κ1 = κ2 < 14 if α = 0, the following hold:
(ii) If for each 1 ≤ j ≤ n− 1, one of the following inequalities holds
κ1 = κ2 <
1− r0 −
√
∆− ε
2
(
1− cos 2pijn
) or κ1 = κ2 > 1− r0 +√∆ + ε
2
(
1− cos 2pijn
) ,
then the unique synchronous SOPS of the n-dimensional coupled DDE associated with
(α, β, f,Rn,κ) is linearly stable.
(iii) If for some 1 ≤ j ≤ n− 1, the following inequality holds
(9.5)
1− r0 −
√
∆ + ε
2
(
1− cos 2pijn
) < κ1 = κ2 < 1− r0 +√∆− ε
2
(
1− cos 2pijn
) ,
then the unique synchronous SOPS of the n-dimensional coupled DDE associated with
(α, β, f,Rn,κ) is linearly unstable.
We also have the following corollary of Theorem 1.5 for the case that κ1 = κ2 > 1−r04 .
Corollary 9.4. Suppose α ≥ 0 and f satisfies Assumption 1.1. Given δ ∈ (0, 1), let β1 =
β1 (α, f, δ, [−1, 1 + δ]) ≥ β0 be as in Theorem 1.5. Then for every β > β1, n ≥ 3, and κ1 = κ2 ∈(
(1− r0)(1 +
√
1 + δ)/4, 1
)
, the following hold:
(i) If n is even then the synchronous SOPS of the n-dimensional coupled DDE associated
with (α, β, f,Rn,κ) is linearly unstable.
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(ii) If n is odd and
(9.6) κ1 = κ2 >
(1− r0)(1 +
√
1 + δ)
2
(
1− cos (n−1)pin
) ,
then the synchronous SOPS of the n-dimensional coupled DDE associated with (α, β, f,Rn,κ)
is linearly unstable.
Remark 9.5. We compare the corollary with the main result in [5], which states that if α > 0
and κ1 = κ2 = 12 , then for any β > β0, and either n odd and sufficiently large or n even, the
synchronous SOPS is linearly unstable. Fix α > 0 and κ1 = κ2 = 12 . Let δ > 0 be sufficiently
small so that (1− r0)(1 +
√
1 + δ) < 2. Then, by Corollary 9.3, if β > β1 = β1(α, f, δ, [−1, 1 + δ])
and either n is odd and sufficiently large so that (9.6) holds with κ1 = κ2 = 12 or n is even,
then the synchronous SOPS associated with (α, β, f,Rn,κ) is linearly unstable. In particular, we
recover the main result from [5] in the asymptotic regime β →∞.
When allowing for asymmetric coupling strengths, there are many cases to consider. From
equation (9.3) for the eigenvalues of the coupling matrix Rn,κ, we see that λj(n, κ
1, κ2), j =
1, . . . , n − 1, are affine in κ1 and κ2. In Figure 6, we illustrate the trajectories of λj(5, κ1, κ2)
when κ1 is fixed and κ2 varies, and we plot the boundaries ∂S(0) for different values of α, a and
b. As depicted in the figure, as κ1 or κ2 varies, the eigenvalues may enter or exit the region S(0).
In the following corollary of Theorem 1.5, whose proof is given in the appendix, we identify some
simply defined regions for κ1 and κ2 where our main result informs the stability of the associated
synchronous SOPS. Recall the definitions of %1, %2 ∈ (0, e−α) given in (1.3) and that r0 = e−α2 .
Corollary 9.6. Suppose α ≥ 0 and f satisfies Assumption 1.1. Then the following hold.
(i) Suppose κ1 + κ2 < 0. If n ≥ 3, then σ−1(Rn,κ) ∩ U(0) 6= ∅. Consequently, for all
β > β0 sufficiently large the synchronous SOPS for the n-dimensional coupled DDE
(1.1) associated with (α, β, f,Rn,κ) is linearly unstable.
(ii) Suppose 0 < κ1 + κ2 < 1 − max(%1, %2). If κ1, κ2 ≥ 0 and n ≥ 3, then σ−1(Rn,κ) ⊂
S(0). Consequently, for all β > β0 sufficiently large the synchronous SOPS for the
n-dimensional coupled DDE (1.1) associated with (α, β, f,Rn,κ) is linearly stable.
(iii) Suppose κ1 + κ2 > 1 − r0. There exists an integer n0 = n0(α, κ) ≥ 3 such that if is
n ≥ 4 is even or n ≥ n0 is odd, then σ−1(Rn,κ) ∩ U(0) 6= ∅. Consequently, for all
β > β0 sufficiently large the synchronous SOPS for the n-dimensional coupled DDE
(1.1) associated with (α, β, f,Rn,κ) is linearly unstable.
Appendix A. Functional analysis results
The proofs of Lemma 8.1, Lemma 6.3 and Corollary 6.8 rely on the following theorem, which is
a slight variant of [45, Theorem 10] that immediately follows from the linearity of the operators.
Suppose X is a complex Banach space and V ∈ B0(X). For λ ∈ σ(V ) recall that mV (λ) is equal
to the dimension of the generalized eigenspace Eλ = ∪∞j=1 Null(V − λIX)j .
Theorem A.1. Let X be a complex Banach space and V ∈ B0(X) satisfy V χ0 = µχ0 for some
µ ∈ C\{0} and χ0 ∈ X \{0}. If L ∈ B(X,C) is a continuous linear functional such that Lχ0 = 1
and W : X → X is defined by Wχ = V χ− L(V χ)χ0 for χ ∈ X, then W ∈ B0(X) and
mW (λ) =
{
mV (λ) if λ 6= µ,
mV (λ)− 1 if λ = µ.
In particular, if µ = 1 then σ−1(V ) = σ(W ).
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(a) The affine trajectories κ2 7→ λj(0, κ2), j = 1, . . . , 4, for κ2
ranging from 0 to 1.
(b) The affine trajectories κ2 7→ λj( 12 , κ2), j = 1, . . . , 4, for κ2
ranging from − 1
4
to 1
2
.
Figure 6. Plots of the of the affine trajectories κ2 7→ λj(κ1, κ2), j = 1, . . . , 4,
(solid black lines) in C of the eigenvalues of the coupling matrix R5,κ for κ1
fixed and κ2 in a closed interval. Also depicted are the boundaries of the stable
regions, ∂S(0), when α = 18 , b = 1 and a = 1 (dashed blue curve) or a = 24
(dotted orange curve).
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Proof of Lemma 8.1. The first part of the lemma is an immediate consequence of Theorem A.1
with X denoting the vector space of n × n real-valued matrices, V = G, χ0 = 1n, µ = 1,
L = n−1 〈1n, ·〉, and Wv = Gv− n−11n 〈1n, Gv〉 = (G− JnG)v. The second part of the lemma
then follows from the first part of the lemma. 
The following proof of Lemma 6.3 closely parallels the proof of [45, Theorem 9].
Proof of Lemma 6.3. Define L ∈ B0(C(R),R) by Lφ = φ(−1) for all φ ∈ C(R) so that T (β, φ, t) =
LS(β, φ, t) for all β > 0, φ ∈ C(R) and t ≥ 0. Recall that for each β > β0, by the definition of the
monodromy operator, DφS(β, p
β
0 , ω
β) = Uβ1 (0) (see, e.g., [20, Chapter 2, Theorem 4.1]). It follows
that DφT (β, φ, ω
β) = LUβ1 (0) for each β > β0. Let β > β0. By Lemma 6.2, T (β˜, φ, q
β(β˜, φ)) = 0
for all (β˜, φ) ∈W β and so
0 = Dφ
[
T (β˜, φ, qβ(β˜, φ))
] ∣∣
(β˜,φ)=(β,pβ0 )
= DφT (β, p
β
0 , ω
β − 1) +DtT (β, pβ0 , ωβ − 1)Dφqβ(β, pβ0 )
= LUβ1 (0) + p˙
β(−1)Dφqβ(β, pβ0 ).
Hence,
Dφq
β(β, pβ0 ) = −
LUβ1 (0)
p˙β(−1) .
By the definition of Φβ in (6.3), the derivative of Φβ with respect to φ satisfies
DφΦ
β(β, pβ0 ) = DφS(β, p
β
0 , ω
β) +DtS(β, p
β
0 , ω
β)Dφq
β(β, pβ0 )
= Uβ1 (0)−
p˙β0
p˙β(−1)LU
β
1 (0).
Since Uβ1 (0) ∈ B0(C(R)), we see that DφΦβ(β, pβ0 ) ∈ B0(C(R)). Now an application of Theorem
A.1 with X = C(R), V = Uβ1 (0), χ0 ∈ C(R) defined by χ0(θ) = p˙
β
0 (θ)
p˙β(−1) for θ ∈ [−1, 0], µ = 1, and
W = DφΦ
β(β, pβ0 ) implies that σ(DφΦ
β(β, pβ0 )) = σ−1(U
β
1 (0)). By Theorem 1.2, 1 is a simple
eigenvalue of Uβ1 (0), thus completing the proof of the lemma. 
Given a Banach space X, χ ∈ X and r > 0, recall that BX(χ, r) denotes the ball of radius r
centered at χ.
Proof of Corollary 6.8. Let δ ∈ (0, 1), µ and ψ be as in Theorem 6.7. Let Y ∗ = B(Y,C) denote
the dual of Y . We claim, and prove below, there is a δ0 ∈ (0, δ] such that for each χ ∈ BX(χ0, δ0)
there is a linear functional L(χ) ∈ Y ∗ such that L(χ)ψ(χ) = 1, and L is continuous in χ.
Assuming the claim holds, define, for each χ ∈ BX(χ0, δ0), the operator W (χ) ∈ B0(Y ) by
W (χ)ξ = V (χ)ξ − (L(χ)ξ)ψ(χ), ξ ∈ Y.
Then W (χ) is continuous in χ, and by Theorem A.1 and the fact that µ(χ) is a simple eigenvalue
of V (χ) for each χ ∈ BX(χ0, δ0), it follows that W (χ) ∈ B0(Y ) and µ(χ) 6∈ σ(W (χ)) for each
χ ∈ BX(χ0, δ0). Since W (χ0) is compact, it has an isolated spectrum, which along with the
continuity of the function χ 7→ σ(W (χ)), implies that by choosing δ0 > 0 possibly smaller, we
can ensure that for each χ ∈ BX(χ0, δ0), the spectrum of W (χ) does not contain any elements
in B(µ0, δ0).
We are left to prove the claim. For each χ ∈ O let V ∗(χ) ∈ B0(Y ∗) denote the adjoint of
V (χ). Then V ∗ : O → B0(Y ∗) is continuous and for each χ ∈ B(χ0, δ), µ(χ) is the unique simple
eigenvalue of V (χ). Moreover, ψ∗0 ∈ Y ∗ is a unit eigenfunction associated with µ0. Applying
Theorem 6.7 again, this time with Y ∗, V ∗ and ψ∗0 in place of Y , V and ψ0, respectively, there is a
δ0 > 0 and a continuous function ψ
∗ : B(χ0, δ0)→ Y ∗ such that for each χ ∈ B(χ0, δ0), ψ∗(χ) is a
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unit eigenfunction of V ∗(χ) associated with µ(χ). Since ψ∗0(ψ0) 6= 0, by choosing δ0 > 0 possibly
smaller, we can ensure that ψ∗(χ)(ψ(χ)) 6= 0 for all ψ ∈ BX(χ0, δ0). For each χ ∈ BX(χ0, δ0),
define L(χ) ∈ Y ∗ by
L(χ)ξ =
ψ∗(χ)(ξ)
ψ∗(χ)(ψ(χ))
, ξ ∈ Y.
Then L(χ)ψ(χ) = 1 for all χ ∈ BX(χ0, δ0), and L(χ) is a continuous function of χ. This completes
the proof of the claim. 
Appendix B. Proof of Corollary 9.6
First we need the following lemma. Recall the sets S(0) and U(0) defined in (1.5) with δ = 0,
and recall that r0 =
e−α
2 .
Lemma B.1. Suppose α ≥ 0 and f satisfies Assumption 1.1. Then the following hold:
(a) B(%1, r¯) ∪ B(%2, r¯) ⊂ S(0), where r¯ = 1−max(%1, %2).
(b) C \ B(r0, 1− r0) ⊂ U(0).
Proof. Without loss of generality we assume %1 ≥ %2 so that r¯ = 1 − %1. We first prove (a).
Suppose λ ∈ B(%1, 1− %1). By the definition of ν in (1.4),
|ν(λ)| < |λ− %2|
1− %2 ≤
|λ− %1|+ %1 − %2
1− %1 + %1 − %2 < 1.
On the other hand, suppose λ ∈ B(%2, 1− %1). Then
|ν(λ)| < |λ− %1|
1− %2 ≤
|λ− %2|+ %1 − %2
1− %1 + %1 − %2 < 1.
Thus, (a) holds.
Next we prove (b). Centering the curve ∂S(0) at the origin, we see that the set in the complex
plane {z ∈ C : z + r0 ∈ ∂S(0)} can be expressed in polar coordinates as{
(r, θ) ∈ R+ × [0, 2pi) : r4 − 2
(
%1 − %2
2
)2
r2 cos 2θ = (1− %1)2(1− %2)2 −
(
%1 − %2
2
)4}
;
see also, [27, Equation 5.16.3]. It follows that the local extreme values of r are achieved when
θ ∈ {0, pi/2, pi, 3pi/2}. Further inspection shows that the maximum value of r occurs when θ = 0,
in which case r = 1− r0. Thus, {z ∈ C : z + r0 ∈ ∂S(0)} ⊂ B(0, 1− r0). This proves (b). 
Proof of Corollary 9.6. We first consider the case κ1 + κ2 < 0 and n ≥ 3. From the definition
for λj in (9.3) and fact that 1− cos 2pibn/2cn ≥ 32 , we have
Reλbn/2c = 1− (κ1 + κ2)
(
1− cos 2pibn/2c
n
)
> 1.
Thus, λbn/2c 6∈ B(r0, 1− r0) and so by Lemma B.1, λbn/2c ∈ U(0). Along with Theorem 2.2,
this proves part (i).
Next, consider the case κ1, κ2 ≥ 0 and 0 < κ1 + κ2 < r¯, where r¯ = 1 −max(%1, %2). By the
definition for λj in (9.3), for j = 1, . . . , n− 1,∣∣λj − 1 + κ1 + κ2∣∣ = ∣∣∣∣(κ1 + κ2) cos 2pijn + i(κ1 − κ2) sin 2pijn
∣∣∣∣ < κ1 + κ2.
Thus, σ−1(Rn,κ) ⊂ B(1 − κ1 − κ2, κ1 + κ2) ⊂ B(1 − r¯, r¯). By Lemma B.1, σ−1(Rn,κ) ⊂ S(0).
Along with Theorem 2.2, this proves (ii).
Lastly, we consider the case κ1 + κ2 > 1− r0. By the definition for λj in (9.3),
lim
n→∞
∣∣λbn/2c − r0∣∣ = |1− r0 − 2(κ1 + κ2)− r0| > 1− r0,
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and
∣∣λn/2 − r0∣∣ = ∣∣1− r0 − 2(κ1 + κ2)∣∣ > |1− r0| for all even n. It follows that there exists
n0 = n0(α, κ) ∈ N such that for all n ≥ n0 odd and all n ≥ 4 even, λbn/2c 6∈ B(r0, 1− r0), so by
Lemma B.1, λbn/2c ∈ U(0). Along with Theorem 2.2, this proves part (iii). 
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