In this paper, we present new quasi-interpolating spline schemes defined on 3D bounded domains, based on trivariate C 2 quartic box splines on type-6 tetrahedral partitions and with approximation order four. Such methods can be used for the reconstruction of gridded volume data. More precisely, we propose near-best quasi-interpolants, i.e. with coefficient functionals obtained by imposing the exactness of the quasi-interpolants on the space of polynomials of total degree three and minimizing an upper bound for their infinity norm. In case of bounded domains the main problem consists in the construction of the coefficient functionals associated with boundary generators (i.e. generators with supports not completely inside the domain), so that the functionals involve data points inside or on the boundary of the domain.
Introduction
We consider the problem of constructing appropriate non-discrete models on bounded domains from given discrete volume data. The development of such trivariate models is relevant because it is the theoretical basis for many applications, such as scientific visualization, computer graphics, medical imaging, numerical simulation, seismic applications, etc. Indeed, volume data sets typically represent some kind of density acquired by special devices that often require structured input data, so that the samples are arranged on a regular three-dimensional grid. It is important to underline that we need to construct models defined on bounded domains of R 3 , because we have at our disposal a finite number of volumetric data.
In classical approaches the underlying mathematical models use local trivariate tensor-product polynomial splines, defined on bounded domains as linear combinations of univariate B-spline products. If we require a certain smoothness along the coordinate axes, such splines can be of high coordinate degree, that can create unwanted oscillations and often require (approximate) derivative data at certain prescribed points. These reasons raise the natural problem of constructing alternative smooth spline models, that use only data values on the volumetric grid and simultaneously approximate smooth functions as well as their derivatives. Moreover, in order to avoid unwanted oscillations, it is desirable that polynomial sections have total degree, instead of the coordinate degree, that is typical of tensor product schemes.
A possible 3D spline model, beyond the classical tensor product schemes, is represented by blending sums of univariate and bivariate C 1 quadratic spline quasi-interpolants (see e.g. [18, 19, 20] ), defined on a bounded domain, partitioned into vertical prisms with triangular horizontal sections. In this case the approximation order is three, as for triquadratic splines, but the degree of the piecewise polynomials is only four, instead of six.
In order to have smooth splines of lower total degree, other methods based on trivariate splines defined on type-6 tetrahedral partitions of bounded domains have been proposed. In literature [13, 21] , quasi-interpolating schemes, based on either quadratic or cubic C 1 splines on type-6 tetrahedral partitions, are described and the piecewise polynomials are directly determined by setting their Bernstein-Bézier coefficients (BB-coefficients) to appropriate combinations of the data values. The above splines yield approximation order two.
In this paper we propose and analyse new quasi-interpolating spline schemes, on type-6 tetrahedral partitions of bounded domains, with higher C 2 smoothness and approximation order four. They are expressed as linear combination of scaled translates of the trivariate C 2 quartic box spline B [14] , defined on such a partition, and local functionals. These functionals are defined as linear combinations of data values. Such quasi-interpolating operators are exact on the space P 3 of trivariate polynomials of total degree at most three and, therefore, yield approximation order four.
We recall that a fundamental property of such quasi-interpolants (abbr. QIs) is that they do not need the solution of huge systems of linear equations, with respect to the approximation by interpolating operators. This is very effective in the 3D space.
Among the different techniques that can be used to define QIs with such properties, here we decide to construct operators of near-best type (i.e. with coefficient functionals obtained by minimizing an upper bound for their infinity norm), motivated by the good results obtained in [1, 2, 3, 4, 5, 9, 15, 17] for the univariate and bivariate settings. The main problem in their construction consists in finding the coefficient functionals associated with boundary generators, i.e. scaled translate box splines with supports not completely inside the domain.
We remark that trivariate splines with C 2 smoothness can be used for constructing curvature continuous surfaces by tracing their zero sets.
Here is an outline of the paper. In Section 2 we define the space S (Ω, T m ) of C 2 quartic splines on a type-6 tetrahedral partition T m of a parallelepiped Ω and present its properties. In Section 3, we construct near-best spline QIs and we provide norm and error estimates for smooth functions. Finally, in Section 4, in order to illustrate the approximation properties of the proposed quasi-interpolants, some numerical tests are presented and compared with those obtained by some other known trivariate spline quasi-interpolants. We also provide some examples with real world volume data.
2 The spline space S 2 4 (Ω, T m ) A box spline is specified by a set of direction vectors that determines the shape of its support and also its smoothness properties. We consider the set of seven direction vectors of Z 3 , spanning R 3 [14] X = {e 1 , e 2 , e 3 , e 4 , e 5 , e 6 , e 7 }, Such direction vectors subdivide R 3 into the so-called type-6 tetrahedral partition, obtained from a given cube partition of the space (see Fig. 1(a) ), by subdividing each cube into 24 tetrahedra (see Fig. 1(b) ). Since cuts with six planes are required to subdivide the cubes in this way, the resulting tetrahedral partition is called type-6 tetrahedral partition. As the set X has seven elements in R 3 , the box spline B(·) = B(·|X) is of degree four (see e.g. [6, Chap. 11] , [7, Chap. 1] and [11, Chap. 15, 16, 17] ). Its smoothness depends on the determination of the number d, such that d + 1 is the minimal number of directions to be removed from X to obtain a reduced set, that does not span R 3 . Then, one deduces that the smoothness class is C d−1 . In our case d = 3, thus the polynomial pieces defined over each tetrahedron are of degree four and they are joined with C 2 smoothness. The support of B is the truncated rhombic dodecahedron centered at the point ( Fig. 1 ). Let
with A ′ the set of indices defined by
Since B has centre at the point
, we define the scaled translates of B, {B α , α ∈ A}, in the following way:
whose supports are centered at the points
The set A, defined in (1), is the index set of scaled translates of B whose supports overlap with Ω. Then, we define the space generated by the B-splines {B α , α ∈ A}
that is a subspace of the whole space of all trivariate C 2 quartic splines defined on T m . Moreover, it is well-known that
We also recall [7, Chap. 3] that the approximation power of S (Ω, T m ) is the largest integer r for which
for all sufficiently smooth f , with the distance measured in the L p (Ω)-norm (1 ≤ p ≤ ∞). In our case we get r = 4. (Ω, T m ) we consider quasi-interpolants of the form
where f ∈ C(Ω) and λ α (f ) are linear combinations of values of f at specific points inside Ω or on its boundary ∂Ω.
The data point set, used in the construction of the coefficient functionals
with
The values of the function f at the above points are denoted by
In Fig. 3 we report some data points M α ∈ D, depending on the position of cubes in Ω. We remark that they are all inside Ω or on ∂Ω. In particular, the points lying on ∂Ω (see e.g. Fig. 3 (b) , (c), (d)) can be thought of as points outside Ω and projected on ∂Ω.
We also notice that recently, in [16] , QIs based on the same box spline B have been proposed, but they are defined on the whole space R 3 . Therefore, if only a finite number of volume data is available, such schemes can reconstruct only a portion of the volumetric object. The coefficient functionals λ α (f ) in (3) have the following expression
where the finite set of points
lies in some neighbourhood of the support of B α ∩ Ω and {σ α (β)} are real numbers, obtained so that Qf ≡ f for all f in P 3 .
In the definition of the functionals, we consider a number of data points greater than the number of conditions we are imposing, in order to obtain a system of equations with free parameters, that we choose by minimizing an upper bound for the infinity norm of the operator Q.
A general presentation of the optimization process
From (5), it is clear that, for f ∞ ≤ 1 and α ∈ A, |λ α (f )| ≤ σ α 1 , where σ α is the vector with components σ α (β). Therefore, since the scaled translates of B form a partition of unity [6] , we deduce immediately
Now, we can try to find a solution of the minimization problem
where V α σ α = b α is the linear system expressing that Q is exact on P 3 . In our case, in order to obtain such a system, we require that, for f ∈ P 3 , each coefficient functional coincides with the corresponding one of the differential quasi-interpolating operator [16] , constructed by the general method proposed in [8] and exact on P 3 Qf =
This is an l 1 -minimization problem and there are many well-known techniques for approximating the solution, not unique in general (see e.g. [22, Chap. 6] ). Since the minimization problem is equivalent to a linear programming one, here we use the simplex method.
Choice of data points used in coefficient functionals
Now, we explain the logic behind our approach, proposing a general method for the construction of coefficient functionals (5) .
Fixed the scaled translate box spline B α = B i,j,k , for any n ≥ 1 we define Λ n α = Λ n i,j,k the octahedron centered at the point C i,j,k , given in (2), with Fig. 4 for n = 2 and 3).
The choice of octahedron shapes can be considered a 3D generalization of the rhombic one used in [2, 9] for the construction of 2D near-best QIs. If, for a fixed n, we used the points inΛ n α , as data points in the definition (5) of the coefficient functional λ α (f ), some of them could lie outside Ω. Therefore, in order to have all data points inside or on the boundary of Ω, we project them on ∂Ω, obtaining a new set that we still callΛ n α . We remark thatΛ n α ⊂ D, defined in (4). Then, for the construction of λ α (f ), we impose the exactness of Q on P 3 , getting twenty conditions (or less than twenty in case of symmetry). Thus, we choose a starting value for n, we construct a scheme for the coefficient functional based on the data point setΛ n α and containing at least twenty unknown parameters (or less than twenty in case of symmetry). We solve the resulting linear system and, in case of free parameters, we minimize the norm σ α 1 .
In order to reduce such a norm, we increase the value of n and we repeat the process above explained.
Detailed presentation of a particular case
We describe this method in detail in the case α = (0, 0, −1).
We impose λ 0,0,−1 (f ) ≡ (I − In order to construct a functional with a smaller upper bound for its norm, we consider increasing values for n and the corresponding data points inΛ n 0,0,−1 . Then, we solve the system and we minimize σ 0,0,−1 1 . In the first row of Table 1 the values of σ 0,0,−1 1 for n ≤ 11 are shown. We notice that σ 0,0,−1 1 reduces when more data points are added, i.e. for increasing values for n, but this reduction slows down as n increases.
Using the same logic, we get the other coefficient functionals: we start with an initialΛ n α such that the system has solution and, in order to reduce σ α 1 , we consider increasing values of n. For each value we solve the corresponding system and we minimize the norm σ α 1 .
Discussion of the choice of n
Since a large number of QIs can be constructed, we have to choose a specific n for each coefficient functional in (3) . For this choice we have taken into account the following remarks: since the norm reduction slows down as n increases, we have to strike a balance between n and the value σ α 1 , in order to keep the data points in a neighbourhood of the support of B α ∩ Ω.
Therefore, following this approach and taking into account the values of σ α 1 and n, given in Table 1 , we define a particular QI, whose coefficient functionals are given in Tables 2, 3 , 4 and 5. We remark that, for this particular choice of the coefficient functionals, we need m 1 , m 2 , m 3 ≥ 11 to be able to construct them.
We have only defined the coefficient functionals associated with the B α 's whose centers of the supports are close to either the origin O = (0, 0, 0) or the edge OT of Ω, with T = (m 1 h, 0, 0), because the other ones can be obtained from them by symmetry. Now we give an upper bound for the infinity norm of the proposed quasiinterpolating operator and error estimates for it. Theorem 1. For the operator Q, the following bound holds Proof. For f ∞ ≤ 1, taking into account (6) and Tables 2 through 5 , we get an upper bound for Q ∞ by σ 3,0,0 1 . Therefore, we obtain (8).
Standard results in approximation theory [7, Chap.3 ] allow us to immediately deduce the following theorem.
(Ω) and |γ| = 0, 1, 2, 3 with γ = (γ 1 , γ 2 , γ 3 ), |γ| = γ 1 + γ 2 + γ 3 . Then there exist constants K γ > 0, independent on h, such that
where 
Numerical results
In order to illustrate both the approximation properties and the visual quality of our C 2 trivariate splines, in this section we present some numerical results obtained by computational procedures developed in the Matlab environment. For the evaluation of box splines we use the algorithm based on the BernsteinBézier form (BB-form) of the box spline, proposed in [10] .
In order to explore the volumetric data, we visualize some isosurfaces of our trivariate quasi-interpolating splines, generated as a very fine triangular mesh by using the Matlab procedure isosurface, with the lightning phong command for surface shading [12] .
We want to compare our method with other ones proposed in the literature for bounded domains. To this aim, we consider the papers [13, 18, 21] and the same test functions there presented, i.e.
-the Marschner-Lobb function
with β 1 = 
We recall that Nürnberger et al. [13] propose quasi-interpolation by quadratic C 1 piecewise polynomials in three variables in BB-form, with approximation order two. We denote their quasi-interpolating operator by S q . Sorokina and Zeilfelder [21] present local quasi-interpolation by cubic C 1 splines in BB-form, with approximation order two. We denote such a QI by S c .
Remogna and Sablonnière [18] propose a near-best quasi-interpolant, with approximation order three, defined as blending sum of univariate and bivariate C 1 quadratic spline quasi-interpolants, on a partition of Ω into vertical prisms with triangular sections. We denote it by R 1 .
Errors and convergence orders
We construct our quasi-interpolant Qf with λ α (f ) given in Tables 2 through 5 and with approximation order four. Here we assume m 1 = m 2 = m 3 = m and m = 16, 32, 64, 128. For the evaluation of Qf , we consider a 139 × 139 × 139 uniform three-dimensional grid G of points in the domain and, for each test function, we compute the maximum absolute error
We report the results in Table 6 and Figs. 6, 7. In Table 6 we also report an estimate of the approximation order, rf , obtained by the logarithm to base two of the ratio between two consecutive errors. Comparing the results, as we can expect, we notice that using our C 2 quartic splines, due to the higher approximation order, the error decreases faster than using S q , S c and R 1 , except in case of function f 1 for which the errors are comparable.
Isosurfaces
In order to explore the volumetric data and to show the good approximation properties of the operator Q, here proposed, we visualize some isosurfaces of Fig. 8(a) , we show the isosurface obtained from f 1 with isovalue ρ = 1/2, i.e. a view on the set of all points (x, y, z) ∈ [−1, 1] 3 , such that f 1 (x, y, z) = ρ. In Fig. 8(b) , we show the isosurface of the approximating spline Qf 1 with isovalue ρ = 1/2, with m = 64 and the maximal error is color coded from red ≈ 6.5 · 10 −2 to blue = 0. Moreover, a visualization of the spline Qf 2 , for m = 32, using isovalues ρ = −0.1, 0, 0.1, 0.2, 0.5 and 0.8, is shown in Fig. 9 , where we color coded the maximal error from red to blue (see the colorbar in each figure) . For a qualitative visual comparison with competing methods, we can refer to the corresponding isosurfaces shown in [13] .
Applications to real world data
Finally, we present examples based on real world data that can be considered as typical for many applications, where a precise evaluation and a high visual quality are the goals of visualization. In particular, starting from a discrete set of data, we obtain a non-discrete model of the real object with C 2 smoothness.
In Fig. 10 we show two isosurfaces of the C 2 quartic spline Qf , resulting from the application of our method in the approximation of a gridded volume data set consisting of 256 × 256 × 99 data samples, obtained from a CT scan of a cadaver head (courtesy of University of North Carolina). In order to visualize the isosurfaces, corresponding to the isovalues ρ = 60, 90, we evaluate the spline at N ≈ 8, 6 × 10 6 points. In Fig. 11 we show the isosurface of the C 2 quartic spline Qf that approximates a gridded volume data set of 256 × 256 × 99 data samples, obtained from a MR study of head with skull partially removed to reveal brain (courtesy of University of North Carolina). Also in this case, in order to visualize the isosurface, corresponding to the isovalue ρ = 40, we evaluate the spline at N ≈ 8, 6 × 10 6 points. 
Conclusions
Given a 3D bounded domain, in this paper we have presented new QIs based on trivariate C 2 quartic box splines on type-6 tetrahedral partitions and with approximation order four. They are of near-best type, with coefficient functionals obtained by minimizing an upper bound for their infinity norm. Such QIs can be used for the reconstruction of gridded volume data and their higher smoothness is useful, for example, when functions have to be reconstructed with C 2 smoothness. Furthermore, trivariate C 2 splines can be used for constructing curvature continuous surfaces by tracing their zero sets.
Moreover, we have given norm and error bounds. Finally, some numerical tests, illustrating the approximation properties of the proposed quasiinterpolants, comparisons with other known spline methods and real world applications have been presented.
