Abstract-Clinical documents are rich free-text data sources containing valuable medication and symptom information, which have a great potential to improve health care. In this paper, we build an integrating system for extracting medication names and symptom names from clinical notes. Then we apply nonnegative matrix factorization (NMF) and multi-view NMF to cluster clinical notes into meaningful clusters based on sample-feature matrices. Our experimental results show that multi-view NMF is a preferable method for clinical document clustering. Moreover, we find that using extracted medication/symptom names to cluster clinical documents outperforms just using words.
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I. INTRODUCTION
C LINICAL documents such as clinical notes contain a lot of valuable information about patients, such as medication conditions (diseases, injuries, medical symptoms, etc.) and responses (diagnoses, procedures, and drugs) [1] . These underutilized resources have a huge potential to improve health care. These types of valuable information extracted from clinical notes can be used to build profiles for individual patients [2] , discover disease correlations [3] , and enhance patient care [4] .
Symptoms and medications are two important types of information that can be obtained from clinical notes. Symptom related information such as diseases, syndromes, signs, diagnose, etc., can be used to analyze diseases for patients. In addition, valuable medication information is commonly embedded in unstructured text narratives spanning multiple sections in clinical documents [5] . Medication information from clinical notes is often expressed with medication names and other signature in-formation about drug administration, such as dosage, route, frequency, and duration. In this paper, we extract medication names from clinical notes. Other related medication information is also very important, and will be considered in future research.
Recently, large volumes of clinical documents are generated by electronic health record systems [6] , [7] . These clinical documents are unstructured or semi-structured. It is a difficult task to extract information from these documents. Symptom information and medication information extraction for clinical notes need sophisticated clinical language processing methods [8] . Due to the individual diversity, it is a challenge problem to discover the underlying patterns from a corpus of clinical documents.
Document clustering techniques as an efficient way of navigating and summarizing documents have received lots of attentions. Clinical documents clustering have been investigated for grouping clinical documents into meaningful clusters, in order to discover patterns and important features [9] . Patterson et al. [10] clustered a data set consisting of 17 clinical note types using an unsupervised clustering algorithm and demonstrated different clinical domains use different lexical and semantic patterns. Doing-Harris et al. [11] identified medical specialty across institution by comparing linguistic features of clinical notes from different institutions using document clustering techniques. Han et al. [12] employed latent semantic indexing to cluster clinical notes and found that latent semantic indexing was an effective method for measuring the similarity of clinical notes. Zhang et al. [13] evaluated nine semantic similarity measures of ontology-based terms for medical document clustering. We evaluate the effects of integrating symptom/medication names for clinical documents clustering.
Nonnegative matrix factorization (NMF) has been widely applied to document clustering [14] . Akata et al. [15] extended NMF towards joint NMF, which can jointly analyze different types of features for multi-view learning. Instead of fixing a common clustering solution for each view, Liu et al. [16] further formulated the process by finding a nearest consensus for each view. Multi-view NMF can integrate various sources of data and yield a better clustering result [17] .
Our contributions in this paper are three-folds: 1) we present a system for extracting symptom/medication names from clinical notes; 2) we apply multi-view NMF to evaluate the effects of using medication/symptom names to improve the clinical documents clustering results; 3) we compare the performances of NMF and multi-view NMF on clinical documents clustering.
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TABLE I MOST FREQUENT CLINICAL NOTES SECTIONS WITH MEDICATION/SYMPTOM NAMES
The rest of the paper is organized as follows: Section II introduces the overview of extracting symptom names and medication names from clinical notes. Section III describes NMF and multi-view NMF. Section IV presents our experiment dataset, evaluation methodology, and preprocessing. Section V discusses experimental results; and Section VI gives our conclusions.
II. MEDICATION/SYMPTOM NAME EXTRACTION

A. Clinical Documents
Clinical Note is an important part of patient records in an unstructured free-text format. An example of a clinical note with a few selected sections is shown in Fig. 1 .
Three sections from a clinical note are included in this example: Principal Diagnosis, List of Problems/Diagnoses, and Medicines. These highlighted symptom and medication names are valuable information for physicians and patients. As shown in Fig. 1 , they are embedded in multiple sections in unstructured/semi-structured text.
We conduct statistical analysis on our experiment dataset. The most frequent sections in clinical notes contain medication/ symptom names are as shown in Table I 
B. Name Extraction
An overview of extracting symptoms and medications from clinical notes is showed in Fig. 2 . We extract the symptom names such as "hypertension" and medication names such as "Isordil, Cardizem" from the clinical texts "He was kept off aspirin given his GI bleeding. The patient also has hypertension and was on Isordil and Cardizem for that."
First, we pre-process clinical notes to identify words and sentences from clinical notes using Stanford CoreNLP Tool (http:/ /nlp.stanford.edu/downloads/).
During the pre-processing, we use section annotator to identify different sections for each clinical note. The section annotator depends on the section header information from clinical notes. Negation sections, such as "ALLERGIES" or "Family History," are excluded. For example, "She is allergic to MOR-PHINE" from the section "ALLERGIES," the medication name "MORPHINE" is a negation medication name, so we exclude it.
We also use negation annotator to remove negation symptom and medication names. An example is that "The patient was told to avoid taking aspirin or any other NSAIDs given his GI bleed," we remove "aspirin" and "NSAIDs" because of the pre-negation words "avoid." Pre-negation and post-negation are defined in Negation maker (NegEx: http://www.dbmi.pitt.edu/chapman/NegEx.html). Pre-negation is negation words like avoid, deny, cannot, without, and so on. Post-negation is negation words like free, was ruled out, and so on.
After pre-process, we use symptom annotator based on the MetaMap [18] to extract symptom names from clinical notes. Meanwhile, we use medication annotator based on MedEx System [19] to extract medication names from clinical notes.
We use MetaMap to extract symptom names from clinical notes. MetaMap (http://nls3.nlm.nih.gov) is a program that maps biomedical texts to concepts in the UMLS Meta-thesaurus [18] , [20] . Since Metamap returns all types of concepts, we only keep these concepts related to symptom names, such as concept labeled as "sosy," which represents "sign and symptom." The related types of concepts include: sosy, dsyn, neop, fngs, bact, virs, cgab, acab, lbtr, inpo, mobd, comd, anab , see [21] in detail.
We use MedEx system to extract medication names from clinical notes. The MedEx system is a natural language processing system to extract medication information from clinical notes [19] .
In clinical notes, medication data are often expressed in medication names and signature information about drug administration. The MedEx system extracts multiple semantic categories of medication findings from clinical notes, such as DrugName, Strength, Route, Frequency, Form, Dose Amount, IntakeTime, Duration, Dispense Amount, Refill, and Necessity. Here we use the DrugName as medication name.
III. NONNEGATIVE MATRIX FACTORIZATION (NMF)
A. Basic NMF NMF is a useful method to factorize a nonnegative matrix into the product of two lower dimensional nonnegative matrices: a matrix and a matrix , which can be expressed as the following optimization problem using the square of Euclidean distance:
The cost function can be minimized by applying the update rules as follows:
where represents the number of clusters. It can be decided by referring from a consensus matrix and cophenetic correlation coefficient [22] .
B. Multi-View NMF
NMF has been extended to multi-view learning. Multi-view learning aims to identify latent components in different sub-matrices in a simultaneous manner. These sub-matrices can represent different features spaces.
Akata et al. [15] extends the basic NMF to convex combination of different views as following optimization problem:
Due to constraint that matrix is fixed among multiple views, Liu et al. [16] further extend to solving the following optimization problem:
This problem attempts to optimize for each view , and keep constraining each will be similar.
IV. DATASETS AND PREPROCESSING
A. Datasets Description
In our experiments, we present experimental results on two datasets from the i2b2 workshop on NLP challenges at two different years: 2009 clinical notes dataset [23] and 2014 clinical notes dataset [24] , [25] . 2009 dataset contains 1249 clinical notes in total. After pre-processing, 1239 clinical notes remain.
2014 clinical notes dataset contains 1304 records from 296 patients. Each patient has about 3-5 records. Compared with 2009 clinical notes dataset, this dataset was applied for the risk factor identification for heart disease track. All the risk factors are annotated in these records. We classify these risk factors into symptom names or medication names. The original records have standard to indicate three types of patients. The first type is patients who develop coronary artery disease (CAD); the second type is patients who have CAD in their first records; and the third type is patients who never develop CAD. We use this as standard to evaluate the cluster performance from multi-view NMF.
B. Preprocessing
We preprocess the dataset to generate the sample-feature matrices as shown in Fig. 3 . For 2009 dataset, we process each clinical record as a sample. While for 2014 dataset, each patient is processed as a sample. Each sample can be represented from three views: symptom names, medication names, and words. For the words set, we remove common stop words and clean the data. We generate features from these three views using word count or term frequency-inverse document frequency (TF-IDF).
After preprocessing, we get these sample-feature matrices. The matrices' attributes are presented in Table II. For 2009 clinical notes dataset, the total number of symptom features is 2294, medication features is 1029 correspondingly. For 2014 clinical notes dataset, medication features is 21, medication features is 18, and words feature is 17 492.
C. Evaluation Metrics
For 2009 clinical notes dataset, since we don't have standard to evaluate the clustering result, we present and analyze the major features standout from each component factorized.
For 2014 clinical notes dataset, we use accuracy and normalized mutual information (NMI) as evaluation metrics [26] .
Accuracy represents the number of correctly classified compared with known class labels. The higher accuracy means better performance.
NMI measures the clustering performance, the higher the better. Where represents the total number of documents, is the number of document in standard class , is the number of documents in predicted cluster and is the number of documents in both clusters and .
V. EXPERIMENTAL RESULTS
A. 2009 Clinical Notes Dataset Results
We choose to cluster documents into 5 groups. For each document clusters, the top 10 features with the highest weight are listed in Table III (NMF results) and Table IV (multi-view NMF results).
In Table III , all the major features in component 4 are symptom names. While multi-NMF can get uniform symptom names and medication names for each clusters. The solution provides a way to observe intrinsic patterns between symptom names and medication names in each cluster. 
B. 2014 Clinical Notes Dataset Results
We choose and . represents clustering patients into three groups: the first type is patients who develop CAD; the second type is patients who have CAD in their first records; and the third type is patients who never develop CAD. The result is shown in Table V. represents clustering patients into two groups: The first type is patients who develop CAD or have CAD in their records; and the second type is patients who never develop CAD. The result is shown in Table VI .
In both Tables V and VI, we use word counts and TF-IDF as features to generate the feature matrices. Using symptom names and medication names have better accuracy and NMI than just using words. Using all 3 views (words, symptom names, and medication names) together can achieve the highest performance.
The results of using all three views are compared between NMF and multi-view NMF are shown in Fig. 4 .
When , using word count as feature shows that multi-NMF achieves about 12% higher accuracy than NMF. It has 14% higher accuracy when using TF-IDF as features.
When
, using word count as feature, multi-view NMF has the same accuracy as NMF. While using TF-IDF as features, multi-view NMF has 24% higher accuracy. Multi-view NMF has better performances than NMF.
VI. CONCLUSION
In this paper, we build an integrating system to extract symptom/medication names from unstructured/semi-structured clinical notes. The overall system contains five parts: word/sentence annotator; section annotator; negation annotator; symptom name annotator; and medication name annotator. We use the extracted symptom/medication names combined with words as three-views from clinical notes, and then we apply multi-view NMF for documents clustering. We use two different datasets to compare multi-view NMF with NMF. The 2009 clinical notes dataset presents major features contained in each cluster. For 2014 clinical notes dataset, we use accuracy and NMI as evaluation metrics to compare results. It showed that by using symptom names and medication names, the clustering performance can be improved. It also indicates that multi-view NMF can achieve better results than NMF.
In our future work, we may consider using other information, such as patient's age/gender/demographical information, to improve clustering performance; and also explore intrinsic relationships among different views. We also plan to use the document clustering results to improve medication recommendation as discussed in our former work [27] .
