Stable phase-locked periodic solutions in a delay differential system  by Wu, Jianhong
J. Differential Equations 194 (2003) 237–286
Stable phase-locked periodic solutions in a
delay differential system
Jianhong Wu
Laboratory for Industrial and Applied Mathematics, Department of Mathematics and Statistics,
York University, Toronto, Ont., Canada M3J 1P3
Received May 31, 2002; revised February 18, 2003
Abstract
For a delay differential system where the nonlinearity is motivated by applications of neural
networks to spatiotemporal pattern association and can be regarded as a perturbation of a
step function, we obtain the existence, stability and limiting proﬁle of a phase-locked periodic
solution using an approach very much similar to the asymptotic expansion of inner and outer
layers in the analytic method of singular perturbation theory.
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1. Introduction
The purpose of this paper is to develop a new approach, elementary and
constructive, for the existence of stable periodic solutions of general systems of delay
differential equations whose nonlinearities are motivated by additive models of
neural networks.
Much has been achieved for the study of periodic solutions of delay differential
equations. Among various developed methods are local/global Hopf bifurcation
theory, ﬁxed point arguments, and general geometric approaches. Each of the above
methods has its own advantages and drawback: the local Hopf bifurcation (and
normal formal reduction) approach provides information about the existence,
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asymptotic form, direction and stability of the periodic solutions but the conclusion
remains valid only when the parameter is in a small neighborhood of the critical
value and the obtained periodic solutions are usually of small amplitudes; the global
Hopf bifurcation theory/ﬁxed point theoretical argument may yield important
information about the global continuation of a branch of periodic solutions and thus
obtain the existence of periodic solutions of large amplitudes for a large range of
parameter values, but this approach seems to generate little information for the
stability; the general geometric approach does yield useful details of the periodic
solutions including the existence, domain of attraction and limiting proﬁles but the
nonlinearities are quite restrictive (much of the work available requires mono-
tonicity, for example). Listing even just a reasonable portion of related references is
clearly a challenging task, we refer interested readers to the two standard references
by Diekmann et al. [10] and Hale and Verduyn Lunnel [12], as well as some recent
work reported in [21,23,24,29].
In this paper, we develop an alternative method for the existence and stability of
periodic solutions for delay differential systems, motivated by the previous success of
Walther [36–38] for scalar delay differential equations with negative feedback. The
approach seems to be theoretically simple and straightforward, although the detailed
analysis may be complicated and is very much similar to the asymptotic expansion of
inner and outer layers in the analytic method of singular perturbation theory
involving slow and fast motions. This approach seems to have great potential for
applications as its requirements on the nonlinearity are minimal. This relaxation on
the requirement of the nonlinearity is particularly important for applications to
spatiotemporal pattern storage and recognition by delayed neural networks due to
the different choices of the signal function by different scientiﬁc communities and
due to the presence of noise in the signal transmission.
To be more precise, we consider the following bi-directional system:
’xiðtÞ ¼  mxiðtÞ þ af ðxiðt  tÞÞ þ b½ f ðxi1ðt  tÞÞ þ f ðxiþ1ðt  tÞÞ;
i ðmodÞ 3 ð1:1Þ
as a special case of the general Hopﬁeld network of neurons [17] describing the
computational performance of a network of neurons, where the positive constant t
was added by Marcus and Westervelt [26] to account for the ﬁnite switching speed of
neurons and for the ﬁnite propagation velocity of signals, m40 is the internal decay
rate, ða; bÞ describes the strength and characteristics of the self-feedback and
neighborhood interaction, and f : R-R is the so-called signal function. Commonly
used signal functions include step functions (describing the on-or-off characteristics
in the McCullon–Pitts model, see [27]), piecewise linear functions (widely used in
cellular neural networks, see [7,8]), and hyperbolic tangent and other sigmoid
functions (popular functions used in the literature with some physiological and
biological justiﬁcations, see [19,22,30]). The existence of noise adds further
complication (see [41]) and it is thus essential to know whether the qualitative
behaviours under investigation are independent of the choice of the signal function.
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We should also mention that in all of the aforementioned cases, the signal functions
do approach the step function when the neural gain ð f 0ð0ÞÞ is large.
It is a simple corollary of a general convergence theorem due to Cohen and
Grossberg [9] and Hopﬁeld [17] that, for a wide variety of signal functions, all
solutions of system (1.1) with instantaneous feedback ðt ¼ 0Þ are convergent to the
set of equilibria. This convergence result holds because the synaptic connection is
symmetric, and this convergence is essential for the network’s application to
associative memory and optimization. It is also well-known now that (see, for
example, [2,3,25,26,40,41]):
(i) in electronic implementations of analog neural networks, time delays are
present in the communication and response of neurons due to the ﬁnite
switching speed of ampliﬁers (neurons);
(ii) designing a network to operate more quickly increases the relative size of the
intrinsic delay; and
(iii) the interaction of this intrinsic delay with the neuron gain ð f 0ð0ÞÞ and the size
and connection topology of the network has signiﬁcant impact on the existence
of oscillatory modes in continuous-time analog neural networks.
While this may impose signiﬁcant challenging for circuit designers wishing to build
fast analog electronic networks, since the maximal operating speed of an electronic
network will be limited by the onset of delayed-induced instability [26], we also note
that Herz [14] argued that time delay, omnipresent in the brain, does not induce a
loss of the associative capabilities of neural networks as one might fear. On the
contrary, if properly included in the learning process, they provide a physical
structure to perform spatiotemporal computation at low architecture cost. See also
[11,13,15,16,20,33,35] for applications of delayed neural networks to spatiotemporal
association.
Our work here is related to the application of delayed neural networks to
spatiotemporal pattern storage and retrieval, where it is important to know when the
network does have periodic solutions, whether these periodic solutions are stable and
what the patterns of these periodic solutions and their domains of attraction are. To
answer the aforementioned questions, we ﬁrst note that system (1.1) has some special
solutions which are described by certain sub-systems. For example, the so-called
synchronized solutions, those satisfying x1 ¼ x2 ¼ x3; are clearly described by the
scalar delay differential equation
’x1ðtÞ ¼ mx1ðtÞ þ ða þ 2bÞf ðx1ðt  tÞÞ
whose global dynamics is one of lasting interests, and the mirror-reﬂecting symmetric
solutions satisfying x2 ¼ x3 are characterized by the system of two coupled delay
differential equations
’x1ðtÞ ¼ mx1ðtÞ þ af ðx1ðt  tÞÞ þ 2bf ðx2ðt  tÞÞ;
’x2ðtÞ ¼ mx2ðtÞ þ bf ðx1ðt  tÞÞ þ ða þ bÞf ðx2ðt  tÞÞ;

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some special forms of the above sub-system have been recently investigated in
[1,4–6,31,34]. It seems however that the dynamics of the full system (1.1) is much
richer than that of a scalar equation or a system of two coupled equations. For
example, the work of Wu et al. [42] shows the coexistence of 8 branches of periodic
solutions simultaneously bifurcated from an equilibrium, among which two (phased-
locked periodic solutions) can be stable. Their work is based on the local Hopf
bifurcation theory and normal form calculations, and thus the obtained stable
periodic solutions are of small amplitudes. In the recent work of Huang and Wu [18],
the global symmetric Hopf bifurcation theory developed in [40] was applied to
investigate the global continuations of the above 8 branches and to obtain the global
existence of periodic solutions of large amplitudes. Unfortunately, the approach in
[18] does not yield any information about the stability properties of the periodic
solutions.
In this paper, we are constructing stable phase-locked periodic solutions from a
completely different point of view. Namely, we ﬁrst start with the explicit
construction of a phase-locked periodic solution for system (1.1) with step signal
function given by
f ðxÞ ¼ 1 if x40;1 if xo0;

ð1:2Þ
and secondly we try to construct a completely continuous returning map deﬁned in a
convex closed set near the constructed phase-locked periodic orbit and then we show
stable ﬁxed points of the returning map exist and give rise to stable phase-locked
periodic orbits for system (1.1) with a general nonlinear signal function sufﬁciently
close to (1.2). The periodic solutions obtained in this way are stable and with large
amplitudes and thus can be easily observed in numerical simulations. This approach
also has great advantage in applications as the nonlinearity can be a very general
Lipschitz map close to the step function (1.2).
We can now describe our main results in details. First of all, we assume that ao0
and b40; and thus the network has the feature of inhibitory self-feedback and
excitatory interaction. System (1.1) seems to be the smallest size of a network with
the aforementioned structure, and it is hoped that our detailed study of system (1.1)
can shed some light on the global dynamics of a general large scale network of
neurons (see [28]).
Letting tˆ ¼ tt; #t ¼ mt; aˆ ¼ am; bˆ ¼ bm and then dropping the hat, we can rewrite
(1.1) as
’x1ðtÞ ¼ tx1ðtÞ þ atf ðx1ðt  1ÞÞ þ bt½ f ðx3ðt  1ÞÞ þ f ðx2ðt  1ÞÞ;
’x2ðtÞ ¼ tx2ðtÞ þ atf ðx2ðt  1ÞÞ þ bt½ f ðx1ðt  1ÞÞ þ f ðx3ðt  1ÞÞ;
’x3ðtÞ ¼ tx3ðtÞ þ atf ðx3ðt  1ÞÞ þ bt½ f ðx2ðt  1ÞÞ þ f ðx1ðt  1ÞÞ:
8><
>: ð1:3Þ
Let
S ¼ fF ¼ ðf1;f2;f3Þ; fiACð½1; 0Þ; i ¼ 1; 2; 3g
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be equipped with the usual super-norm jj  jj: For any given FAS and tX 1; deﬁne
Xðt;FÞ ¼ ðx1ðt;FÞ; x2ðt;FÞ; x2ðt;FÞÞ as the solution of (1.3) such that xiðt;FÞ ¼
fiðtÞ for tA½1; 0 and i ¼ 1; 2; 3: Furthermore, for any given tX0; we deﬁne the
mapping Xt : S-S by
XtðFÞðyÞ :¼ Xtðy;FÞ :¼ Xðt þ y;FÞ for FAS and yA½1; 0:
We start with the signal function (1.2). We need to introduce the candidates for
each component of the initial functions whose solutions will be eventually periodic.
For this purpose, for given constants a; c3; c2 with a40; c240 and c3o0; we deﬁne
subsets O1;O2;O3CCð½1; 0Þ as follows:
O1 ¼ffACð½1; 0Þ;fðyÞ40 for yA½1; 0Þ and fð0Þ ¼ 0g;
O2 ¼ffACð½1; 0Þ;fðyÞo0; yA½1;aÞ;fðaÞ ¼ 0;
fðyÞ40; yAða; 0Þ;fð0Þ ¼ c2g;
O3 ¼ffACð½1; 0Þ;fðyÞo0; yA½1; 0Þ;fð0Þ ¼ c3g:
Let
K3 ¼ fði; j; kÞ; 1pi; j; kp3 and i; j; k are distinct integersg:
For any given ði; j; kÞAK3; deﬁne
Sði; j; kÞ ¼ fF ¼ ðf1;f2;f3ÞAS; fiAO1; fjAO2; fkAO3g;
and let
Sði; j; kÞ ¼ fFAS;  FASði; j; kÞg:
Much of the calculations in Section 2 is about ﬁnding a; c2 and c3 so that for any
given ði; j; kÞAK3; we have
Xa : Sði; j; kÞ-Sðk; i; jÞ; Xa : Sði; j; kÞ-Sðk; i; jÞ: ð1:4Þ
It turns out that if
k ¼ a þ 2ba Xe
t  et2; ð1:5Þ
then (1.4) holds provided ða; c2; c3Þ are chosen so that
c3 ¼ eta½2bðe2ta  etÞ  aetaðeta  1Þ;
c2 ¼ e2ta½2bðet  etaÞ þ aetað1 etaÞ
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and aAð1=2; 1Þ is the unique number such that
hða; t; a; bÞ :¼ c3 þ c2eta þ a½1þ eta  2etð12aÞ ¼ 0:
For the above given c2; c3 and a; we then have
X2a : Sði; j; kÞ-Sð j; k; iÞ;
and hence
X6a : Sði; j; kÞ-Sði; j; kÞ: ð1:6Þ
Since f ðxÞ depends only on the sign of x; we can easily see that if F;CASð1; 2; 3Þ;
then Xðt;FÞ ¼ X ðt;CÞ for all tX0: This, together with (1.6), then yields
Theorem A. Assume that ao0 and b40 satisfy (1.5). Then
(i) For any F;CASð1; 2; 3Þ; Xðt;FÞ ¼ Xðt;CÞ for all tX0:
(ii) Let PðtÞ ¼ Xðt;FÞ for tX0 and for a given FASð1; 2; 3Þ: Then Pðt þ 6aÞ ¼ PðtÞ
for all tX0; and P is phased-locked in the sense
p1ðtÞ ¼ p2ðt þ 2aÞ; p2ðtÞ ¼ p3ðt þ 2aÞ; p3ðtÞ ¼ p1ðt þ 2aÞ; tX0;
and satisfies the following additional symmetry property:
p1ðtÞ ¼ p3ðt þ aÞ; p2ðtÞ ¼ p1ðt þ aÞ; p3ðtÞ ¼ p2ðt þ aÞ; tX0:
Our next step is to construct phase-locked periodic solutions in a small
neighborhood of Pj½1;0 for f close to the step function. We ﬁrst introduce the
restriction for the nonlinearity. Let
NðM; b; eÞ ¼ f f :R-R; f is continuous and odd; j f ðxÞjpM
for xAR; j f ðxÞ  1jpe if xXbg:
Note that f converges to the step function, except at zero, when b-0 and e-0:
We also need to restrict the initial functions to a certain convex and closed
set containing Pj½1;0 of the phase-locked periodic solution P constructed above.
Let ða0; d2; d3; D; bÞ be given positive constants with 0oa0p12 and deﬁne
Aða0; d2; d3; D; bÞ
¼ fF ¼ ðf1;f2;f3ÞTAS;
f1ðsÞXb for sA½1; 0;f1ð0Þ ¼ b;
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f1 is nonincreasing on ½2a0; 0 and
f1ðtÞ  f1ðsÞp Dðt  sÞ for  a0psptp0;
f2ðsÞp b for sA½1;a a0;f2ðsÞXb for sA½aþ a0; 0;
f2 is nondecreasing on ½a a0;aþ a0 and
f2ðtÞ  f2ðsÞXDðt  sÞ for  a a0psptp aþ a0;
jf2ð0Þ  c2jpd2;
f3ðsÞp b for sA½1; 0; jf3ð0Þ  c3jpd3g:
It is easy to prove that the set Aða0; d2; d3; D; bÞ is a closed and convex subset of the
Banach space S:
For a ﬁxed FAAða0; d2; d3; D;bÞ; if we let a1 :¼ a1ðFÞ be the smallest a in
½a a0;aþ a0 so that f2ða1Þ ¼ b and let a2 :¼ a2ðFÞ be the largest a in
½a a0;aþ a0 so that f2ða2Þ ¼ b: Then a14a2 and
a1  a2p2b
D
:
This observation turns out to be essential: while we cannot control the locations
where f2 crosses 7b; we can control the distance of a1  a2 by b:
Fix FAAða0; d2; d3; D; bÞ and let X ¼ X ðt;FÞ ¼ ðx1; x2; x3Þ be the solution
of (1.3) with a ﬁxed fANðM; b; eÞ: Let T ¼ TðFÞAð1 a a0; 1Þ be the
ﬁrst time where x3ðTÞ ¼ b (the existence will be established in Section 4). Then we
can show that
ja T jpa32d3 þ a33a0 þ Oðb; eÞ þ oðd3; a0Þ;
jx1ðTÞ þ c2jpja12jd3 þ ja13ja0 þ Oðb; eÞ þ oðd3; a0Þ;
jx2ðTÞ þ c3jpa12d2 þ a22d3 þ a23a0 þ Oðb; eÞ þ oðd2; d3; a0Þ;
8><
>: ð1:7Þ
where aij are given explicitly in terms of fa; b; tg: To generate a self-returning
map by following the solution semiﬂow of (1.3), we then need to look at the
following nonnegative matrix
Y ¼
0 a12 a13
a12 a22 a23
0 a32 a33
0
B@
1
CA
for which we can show that there exists t40 so that for every t4t there exist a
constant rAð0; 1Þ and a positive vector z ¼ ðz1; z2; z3ÞTAR3 so that
Yz ¼ rz:
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To obtain the above result, we need to establish the fact that a-1=2 as t-N; and
more precisely, we need the following asymptotic expansion, assuming that A :¼
ketAð1; 2Þ; given by
1 etð12aÞ ¼ A1e2taðA  1Þ þ A1ð2 AÞe3ta þ Oðe4taÞ:
Fix z ¼ ðz1; z2; z3ÞTAR3 as above. We can then show that there exists m40 such
that for each mAð0; mÞ there exist b40 and e40 so that if 0obob and 0oeoe
and if ðd2; d3; a0ÞT ¼ mðz1; z2; z3ÞT then the solution X ¼ X ðt;FÞ ¼ ðx1; x2; x3Þ of
system (1.3) with fANðM; b; eÞ and FAAða0; d2; d3; D; bÞ for a properly chosen D
satisﬁes
xiðtÞ ¼ piðtÞ þ Oða0; d2; d3; b; eÞ; tA½0; 1 ð1:8Þ
and
ja T jp3þ r
4
a0; jx1ðTÞ þ c2jp3þ r
4
d2; jx2ðTÞ þ c3jp3þ r
4
d3: ð1:9Þ
As a consequence, we obtain that the mapping F given by
FðFÞ ¼ ðxF3 ; xF1 ; xF2 Þj½T1;T ; FAAða0; d2; d3; D; bÞ
satisﬁes FðFÞAAða0; d2; d3; D; bÞ: This, together with the symmetry of the
nonlinearity and the fact that T41=2 shows that F2 is a completely continuous
self-returning map on Aða0; d2; d3; D; bÞ; and hence has a ﬁxed point which gives rise
to a phase-locked periodic solution since
F 2ðFÞ ¼ ðxF2 ; xF3 ; xF1 Þj½T˜1;T˜
with some T˜41: Therefore, we obtain
Theorem B. Let A ¼ ketAð1; 2Þ and assume that t4t so that there exist a
constant rAð0; 1Þ and a positive vector z ¼ ðz1; z2; z3ÞTAR3 such that Yz ¼ rz:
Let 0oa0pminfa 12; 1a3 g: Then there exist m40 such that for each mAð0; mÞ
there exist positive constants b and e so that if 0obob and 0oeoe and if
ðd2; d3; a0ÞT ¼ mðz1; z2; z3ÞT then system (1.3) with fANðM; b; eÞ has a phase-locked
6P-periodic solution Q ¼ ðq1; q2; q3Þ with Qj½1;0AAða0; d2; d3; D; bÞ for a
suitable D and
qiðt þ 6PÞ ¼ qiðtÞ; qiðtÞ ¼ qiþ1ðt þ 2PÞ; i mod ð3Þ; tX0:
Moreover, jP  ajpa0 and the periodic solution so obtained satisfies qi  pi-0
uniformly as b; e; m-0:
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As for the stability of Q; we need an exponential norm: for every F ¼
ðf1;f2;f3ÞAS and for a constant g40 to be speciﬁed, let
jjFjjt ¼ max
i¼1;2;3
max
sA½1;aþa0
getsjfiðsÞj; max
sA½aþa0;0
etsjfiðsÞj
 
:
Clearly, the above-deﬁned norm is equivalent to the super-norm. The goal is to
choose g40 appropriately so that the ﬁxed point of F2 is asymptotically attractive
with respect to the above exponential norm. To be more concrete, let aQ2 and a
Q
1 be as
deﬁned above but with the supindex Q to denote the dependence on Q: Let o40 be
given and deﬁne
CQ;o :¼ fFAS; jjF Q0jjtpog:
It is easy to show that for any b40 and Z40 there exists o ¼ oðb; ZÞ such that if
FACQ;o; then
f1ðsÞXb for sA½1;Z;
f2ðsÞp b for sA½1;aQ1  ZÞ;
f2ðsÞXb for sAðaQ2 þ Z; 0;
f3ðsÞp b for sA½1; 0:
We need to impose a certain Lipschitz continuity on the nonlinearity in order to
achieve the required attractivity. Namely, for a ﬁxed LN40; we deﬁne
NðLN; Lb; M; b; eÞ :¼f fANðM; b; eÞ; j f ðxÞ  f ðyÞjpLNjx  yj; x; y;AR;
j f ðxÞ  f ðyÞjpLbjx  yj; x; yXbg:
We then ﬁx an element f from the above set. Much of the challenging to obtain the
aforementioned attractivity of Qj½1;0 as a ﬁxed point of F 2 lies on the different
scales of growth rates of the difference xi  qi on the intervals FM :¼ ½0; 1 aQ1 
Z,½1 aQ2 þ Z; 1 Z and on the intervals SM :¼ ½1 aQ1  Z; 1 aQ2 þ Z: On FM;
the contraction is easy as f ðxiðt  1ÞÞ  f ðqiðt  1ÞÞ is bounded by a small Lipschitz
constant Lb (multiplied by jjF Q0jjt) but the contraction on SM is very difﬁcult
since f ðxiðt  1ÞÞ  f ðqiðt  1ÞÞ is bounded only by the global Lipschitz constant LN
(multiplied by jjF Q0jjt) and this global Lipschitz constant LN goes to inﬁnity as
b-0: Consequently, we need to choose g40 very carefully so that the corresponding
exponential norm compensates the expansion due to the fast growth of xi  qi on
FM; while keeping the contraction on SM: In this spirit, our analysis is very much
similar to the asymptotic expansion of inner and outer layers in the analytic theory
of singularly perturbed systems.
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It turns out that g ¼ G1ðtÞetT ; with T ¼ TðQj½1;0Þ; suits the above purpose,
where GðtÞAð1; etð2T1ÞÞ: In particular, we can show that if A ¼ ketAð1; 2Þ; t4t
and if 0oa0pminfa 12; 1a4 g then there exist m40 such that for each mAð0; mÞ
there exist *b and e so that if 0obo *b and 0oeoe and if ðd2; d3; a0ÞT ¼
mðz1; z2; z3ÞT then for a chosen ZAminfa4;aþ a0  aQ2 g and for every ﬁxed FACQ;o;
we have
jjXFT  QT jjtpmaxfB1; B2; getT þ 3ða þ 2bÞtLbetð1TÞgjjF Q0jjt ð1:10Þ
and the constant
K :¼ maxfB1; B2; getT þ 3ða þ 2bÞtLbetð1TÞg
is less than 1 if t is sufﬁciently large and Lb is sufﬁciently small. As a consequence, we
obtain
Theorem C. Assume all conditions in Theorem B are satisfied, and assume
0oa0pminfa 12; 1a4 g: Then there exists tXt so that for every fixed t4t and
any GðtÞAð1; etð2T1ÞÞ there exist Lb40; bAð0; *bÞ and eAð0; eÞ so that if
LbA½0; LbÞ; bAð0; bÞ; eAð0; eÞ and LNboG1ðtÞetð2T1Þ; then Q is asymptotically
stable.
We now comment about conditions so far assumed, listed below:
(H1) t4t;
(H2) aþ2ba ¼ k ¼ Aet; AAð1; 2Þ;
(H3) 0pLboLb;
(H4) eA½0; eÞ; bA½0;bÞ;
(H5) LNbpG1ðtÞetð2T1Þ:
Conditions (H4) and (H5) are satisﬁed if the nonlinearity is close to the piecewise
linear function used in cellular neural networks, given by f ðxÞ ¼ 1 for xXb; f ðxÞ ¼
1 for xp b and f ðxÞ ¼ x=b for xA½b; b: Condition (H3) requires that the
Lipschitz constant of f to be small outside a neighborhood of the zero. Note that if
fANðM; b; eÞ then LNbX1 and hence, LN is surly large if b-0: This makes our
analysis very much similar to the asymptotic expansion of inner and outer layers in
the singular perturbation theory. In terms of the aforementioned convergence (to
equilibria) of all solutions of (1.1) with t ¼ 0; to obtain a stable periodic solution, the
delay must be sufﬁciently large, so is condition (H1), though unfortunately our
method does not yield information about the minimal value of t: Certain
conditions on the ratio aþ2ba are necessary as well for the occurrence of stable phase-
locked periodic solutions. This is because if a ¼ 0 then system (1.3) is a cooperative
and irreducible functional differential equation in the sense of Smith [32] and thus
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system (1.3) does not have any stable periodic solution. On the other hand, if b is
small, system (1.3) is weakly coupled and hence stable phase-locked solutions are
unlikely.
We should mention that condition (H2), though natural as explained above, is
different from what one normally would get from the Hopf bifurcation theory. This
is because we deal with the existence of a stable phase-locked periodic solution from
a new viewpoint: the periodic solution is regarded as a perturbation of the periodic
solution of (1.3) with the step function which has an inﬁnite jump (gain f 0ð0Þ ¼N).
It is not a bifurcation problem, but rather a persistence issue. Looking at this
condition from a bifurcation point of view, we can regard condition (H2) as the one
that guarantees not only the occurrence of a local Hopf bifurcation of periodic
solutions, but also the global continuation of this branch to inﬁnity (continued as
t-N) as well as the persistence of stability of the periodic solutions.
We conclude this long introduction with some remarks about potential future
development of the method. First of all, according to the work of Wu [40] and
Huang and Wu [18], as t increases, system (1.3) has multiple periodic solutions
including phase-locked solutions, mirror-reﬂecting waves and standing waves. Some
preliminary work of Wu [39], using a vector discrete valued Lyapunov functional,
shows that the dynamics of (1.3) is still regular and the global attractor is expected to
be the set of equilibria, the phase-locked, mirror-reﬂecting and standing wave
periodic solutions and their connecting orbits. The difﬁculty to obtain this result is to
describe the structure of all connecting orbits between various periodic orbits. It
should be possible to describe the connecting orbits of various periodic solutions for
system (1.3) when the nonlinearity f is a step function, and we hope our approach
can be used not only to obtain the mirror-reﬂecting waves and standing waves, but
also to describe the persistence of connecting orbits when f is sufﬁciently close to the
step function.
2. Limiting proﬁles at inﬁnite gain
In this section, we consider system (1.3) with the nonlinearity given by the step
function (1.2), and with ao0 and b40: Our goal is to construct explicitly a phased-
locked periodic solution.
Let
c3 ¼ eta½2bðe2ta  etÞ  aetaðeta  1Þ ð2:1Þ
and
c2 ¼ e2ta½2bðet  etaÞ þ aetað1 etaÞ: ð2:2Þ
Deﬁne
hða; t; a; bÞ ¼ c3 þ c2eta þ a½1þ eta  2etð12aÞ:
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Then
hða; t; a; bÞ ¼ a½eta þ e2ta  2etð12aÞ þ 2b½etð1aÞ þ etð13aÞ  eta  e2ta:
Let
k ¼ a  2b
a
: ð2:3Þ
That is, 2b ¼ ð1 kÞa: Then
1
a
hða; t; a; bÞ ¼ etð1aÞ  2etð12aÞ þ etð13aÞ  k½etð1aÞ þ etð13aÞ  eta  e2ta: ð2:4Þ
So we have
1
a
hð1; t; a; bÞ ¼ 1 2et þ e2t  kð1þ e2t  et  e2tÞ
¼ ð1 etÞ2  kð1 etÞ
¼ ð1 etÞ2 þ kðet  1Þ40:
Also, we have
1
a
h
1
2
; t; a; b
 
¼ et2  2þ e t2  kðet2 þ e t2  et2  etÞ
¼ ðet4  e t4Þ2  kðe t2  etÞ
¼ e t2ðet2  1Þ2  ketðet2  1Þ
¼ ðet2  1Þet½et2ðet2  1Þ  k:
Hence, 1
a
hð12; t; a; bÞo0 if
k4e
t
2ðet2  1Þ: ð2:5Þ
Note also for aAð1=2; 1Þ;
1
t
@
@a
etð13aÞ
1
a
hða; t; a; bÞ
¼ 1
t
@
@a
½e2ta  2eta þ 1 kðe2ta þ 1 etð4a1Þ  etða1ÞÞ
¼ 2e2ta  2eta  kð2e2ta  4etð4a1Þ  etða1ÞÞ
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¼ 2etaðeta  1Þ þ kð4etð4a1Þ  2e2ta þ etða1ÞÞ
¼ 2etaðeta  1Þ þ k½2e2tað2etð2a1Þ  1Þ þ etða1Þ
40:
Consequently, we have shown
Lemma 2.1. If (2.5) holds, then there exists one and only one a ¼ aðt; kÞAð1=2; 1Þ such
that
hða; t; a; bÞ ¼ 0: ð2:6Þ
We will also need the following technical preparation.
Lemma 2.2. c3o0oc2:
Proof. Using 2b ¼ ð1 kÞa; we get
c2 ¼ ae2ta½eta  e2ta þ et  eta  kðet  etaÞ
¼ ae2ta½ðet  e2taÞ þ kðeta  etÞ
4 0
since ao0 and 1=2oao1: Also, we have
c3 ¼  etaa½e2ta  et  kðe2ta  etÞ  e2ta þ eta
¼  aeta½eta  et þ kðet  e2taÞ
o 0:
This completes the proof. &
Let
S ¼ fF ¼ ðf1;f2;f3Þ;fiACð½1; 0Þ; i ¼ 1; 2; 3g:
For any given FAS and tX 1; deﬁne X ðt;FÞ ¼ ðx1ðt;FÞ; x2ðt;FÞ; x2ðt;FÞÞ as the
solution of (1.3) such that xiðt;FÞ ¼ fiðtÞ for tA½1; 0 and i ¼ 1; 2; 3: Furthermore,
for any given tX0; we deﬁne the mapping Xt : S-S by
XtðFÞðyÞ :¼ Xtðy;FÞ :¼ Xðt þ y;FÞ for FAS and yA½1; 0:
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We denote by fB %f for given f; %fACð½1; 0Þ if and only if
(a) sign fðyÞ ¼ sign %fðyÞ for all yA½1; 0; except ﬁnitely many points;
(b) fð0Þ ¼ %fð0Þ:
We write FB %F for F; %FAS with F ¼ ðf1;f2;f3Þ and %F ¼ ð %f1; %f2; %f3Þ; if fiB %fi
for i ¼ 1; 2; 3: As f ðxÞ depends on only the sign of xAR; we can easily show that
Lemma 2.3. If FB %F; then Xðt;FÞ ¼ X ðt; %FÞ for tX0:
We now introduce three essential subsets of Cð½1; 0Þ:
Deﬁnition 2.4. For the constants a; c3; c2 determined in (2.1), (2.2) and (2.6), we
deﬁne subsets O1;O2;O3CCð½1; 0Þ as follows:
(i) O1 consists of fACð½1; 0Þ satisfying
fðyÞ40 for yA½1; 0Þ and fð0Þ ¼ 0; ð2:7Þ
(ii) O2 consists of fACð½1; 0Þ satisfying
fðyÞ
o0; yA½1;aÞ;
¼ 0; y ¼ a;
40; yAða; 0Þ;
¼ c2; y ¼ 0;
8>><
>>:
ð2:8Þ
(iii) O3 consists of fACð½1; 0Þ satisfying
fðyÞ o0; yA½1; 0Þ;¼ c3; y ¼ 0:

ð2:9Þ
Let
Oi ¼ ffACð½1; 0Þ;  fAOig ð2:10Þ
and
K3 ¼ fði; j; kÞ; 1pi; j; kp3; and i; j; k are distinct integersg:
For any given ði; j; kÞAK3; deﬁne
Sði; j; kÞ ¼ fF ¼ ðf1;f2;f3ÞAS; fiAO1; fjAO2; fkAO3g; ð2:11Þ
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and let
Sði; j; kÞ ¼ fFAS;  FASði; j; kÞg: ð2:12Þ
It is clear that if F; %FASði; j; kÞ; then FB %F and hence, Xðt;FÞ ¼ Xðt; %FÞ for tX0:
Lemma 2.5. For any given ði; j; kÞAK3; we have
Xa : Sði; j; kÞ-Sðk; i; jÞ: ð2:13Þ
Proof. By symmetry, we only need to show that XaðSð1; 2; 3ÞÞCSð3; 1; 2Þ: Choose
F ¼ ðf1;f2;f3ÞASð1; 2; 3Þ; that is,
f1AO1;f2AO2;f2AO3: ð2:14Þ
Let
fai ðyÞ ¼ xiðaþ y;FÞ for i ¼ 1; 2; 3: ð2:15Þ
We want to show that fa3AO1;fa1AO2;fa2AO3: That is, we want to show that
fa3ðyÞo0; yA½1; 0Þ and fa3ð0Þ ¼ 0 ð2:16Þ
and
fa1ðyÞ
40; yA½1;aÞ;
¼ 0; y ¼ a;
o0; yAða; 0Þ;
¼ c2; y ¼ 0
8>><
>>:
ð2:17Þ
as well as
fa2ðyÞ40; yA½1; 0Þ and fa2ð0Þ ¼ c3: ð2:18Þ
(i) Veriﬁcation of (2.16): For yA½1;a; aþ yp0; and hence it follows from
(2.14) and (2.9) that fa3ðyÞ ¼ f3ðaþ yÞo0: So, it sufﬁces to prove
x3ðt;FÞo0 for tA½0; aÞ and x3ða;FÞ ¼ 0: ð2:19Þ
By (1.3), (2.14) and (2.7)–(2.9), we obtain that
x3ðt;FÞ ¼ c3ett  ða  bÞð1 ettÞ
þ bð1 e
ttÞ; for tA½0; 1 a;
b½1þ ett  2etðt1þaÞ; for tAð1 a; 1:

ð2:20Þ
ARTICLE IN PRESS
J. Wu / J. Differential Equations 194 (2003) 237–286 251
For tA½0; 1 aÞ; x3ðt;FÞ ¼ c3ett  að1 ettÞ: So, we have
x3ð0;FÞ ¼ c3o0 ð2:21Þ
and
’x3ðt;FÞ ¼ ða þ c3Þtett40: ð2:22Þ
For tAð1 a; 1; (2.20) yields
’x3ðt;FÞ ¼ tett½2betð1aÞ  ða þ c3Þ:
This, together with b40 and (2.22), yields ’x3ðt;FÞ40 for tA½0; 1: As x3ð0;FÞo0 by
(2.21), to obtain (2.19), we only need to prove x3ða;FÞ ¼ 0: Note that a41 a: By
(2.20), x3ða;FÞ ¼ 0 if and only if
c3e
ta  ða  bÞð1 etaÞ þ b½1þ eta  2etð2a1Þ ¼ 0;
which is equivalent to (2.1). This veriﬁes (2.16).
(ii) Veriﬁcation of (2.17): Note that for yA½1;aÞ; aþ yp0 and hence, (2.7)
gives fa1ðyÞ ¼ f1ðaþ yÞ40 and fa1ðaÞ ¼ 0: To prove (2.17), it sufﬁces to prove
x1ðt;FÞo0 for tA½0; aÞ and x1ða;FÞ ¼ c2: ð2:23Þ
By (1.3), (2.14) and (2.7)–(2.9), we obtain that
x1ðt;FÞ ¼ ða  bÞð1 ettÞ þ
bð1 ettÞ; for tA½0; 1 a;
b½1þ ett  2etðt1þaÞ; for tAð1 a; 1:

ð2:24Þ
For tA½0; 1 a; by (2.24), x1ðt;FÞ ¼ ða  2bÞð1 ettÞ: So, ao0 and b40 imply
x1ðt;FÞo0 for tA½0; 1 a ð2:25Þ
and
’x1ðt;FÞ ¼ tða  2bÞetto0: ð2:26Þ
For tAð1 a; 1; by (2.24), we have
’x1ðt;FÞ ¼ tett½ða  2bÞ þ 2betð1aÞ:
In the case where ða  2bÞ þ 2betð1aÞp0; x1ðt;FÞ is decreasing on ½0; 1; and in the
case where ða  2bÞ þ 2tetð1aÞ40; x1ðt;FÞ is decreasing on ½0; 1 a and then
increasing on ½1 a; 1: In both cases, (2.23) holds if x1ða;FÞ ¼ c2 since c240 by
Lemma 2.2. By (2.24), x1ða;FÞ ¼ c2 if and only if
c2 ¼ ½ða  bÞð1 etaÞ þ bð1þ eta  2etð2a1ÞÞ;
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which is equivalent to (2.2). This veriﬁes (2.17).
(iii) Veriﬁcation of (2.18). For yA½1;a; we have aþ yp0 and aþ yXa
14 a due to a41=2; and therefore, fa2ðyÞ ¼ f2ðaþ yÞ40: So to prove (2.18), it
sufﬁces to prove
x2ðt;FÞ40 for tA½0; aÞ and x2ða;FÞ ¼ c3: ð2:27Þ
By (1.3), (2.14) and (2.7)–(2.9), we obtain
x2ðt;FÞ ¼ c2ett þ
að1 ettÞ; for tA½0; 1 a;
a½1þ ett  2etðt1þaÞ; for tA½1 a; 1:

ð2:28Þ
For tA½0; 1 a; (2.28) gives
x2ð0;FÞ ¼ c240 ð2:29Þ
and
’x2ðt;FÞ ¼ tða þ c2Þett: ð2:30Þ
For tAð1 a; 1; (2.30) gives
’x2ðt;FÞ ¼ tett½ða þ c2Þ þ 2aetð1aÞ: ð2:31Þ
There are three possible cases:
(iiia) a þ c2o0 and ða þ c2Þ þ 2aetð1aÞ40: In this case, (2.30) and (2.31) yield
’x2ðt;FÞ40 for tA½0; 1: Using (2.29), we conclude that (2.27) holds if
x2ða;FÞ ¼ c3: ð2:32Þ
(iiib) a þ c2o0 and ða þ c2Þ þ 2aetð1aÞo0: In this case, x2ðt;FÞ achieves its
maximum at 1 a; and its minimum at either 0 or a: Thus, again, (2.27) holds if
(2.32) holds.
(iiic) a þ c2X0: As ao0; we have ða þ c2Þ þ 2aetð1aÞo0: Therefore, (2.30) and
(2.31) yield ’x2ðt;FÞo0 for tA½0; 1: Using (2.29), we again know that (2.32) implies
(2.27).
In summary, we need only to verify (2.32). That is, by using (2.28), we need
to verify
c3 þ c2eta þ a½1þ eta  2etð2a1Þ ¼ 0: ð2:33Þ
This is exactly hða; t; a; bÞ ¼ 0: Consequently, the choice of a ensures (2.32). This
completes the proof. &
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Corollary 2.6. For any ði; j; kÞAK3 we have
Xa : Sði; j; kÞ-Sðk; i; jÞ: ð2:34Þ
Proof. For any given FASði; j; kÞ; we have FASði; j; kÞ: Thus, by Lemma 2.5, we
have XaðFÞASðk; i; jÞ: That is,
XaðFÞASðk; i; jÞ: ð2:35Þ
As Xðt;FÞ ¼ X ðt;FÞ due to the symmetry of f ; we obtain
Xaðy;FÞ ¼ X ðaþ y;FÞ ¼ Xðaþ y;FÞ ¼ Xaðy;FÞ; yA½1; 0:
This, together with (2.35), yields XaðFÞASðk; i; jÞ: This completes the proof. &
Corollary 2.7. We have, for any ði; j; kÞAK3; the following
X2a : Sði; j; kÞ-Sð j; k; iÞ ð2:36Þ
and
X6a : Sði; j; kÞ-Sði; j; kÞ: ð2:37Þ
Proof. This is an immediate consequence of Lemma 2.5 and Corollary 2.6, using the
semigroup property of X : &
We can now state the main result of this section.
Theorem 2.8. Assume that ao0 and b40 satisfy (2.5). Then
(i) For any F;CASð1; 2; 3Þ; Xðt;FÞ ¼ Xðt;CÞ for all tX0:
(ii) Let PðtÞ ¼ Xðt;FÞ for tX0 and for a given FASð1; 2; 3Þ: Then Pðt þ 6aÞ ¼ PðtÞ
for all tX0; and P is phased-locked in the sense
p1ðtÞ ¼ p2ðt þ 2aÞ; p2ðtÞ ¼ p3ðt þ 2aÞ; p3ðtÞ ¼ p1ðt þ 2aÞ; tX0; ð2:38Þ
and satisfies the following additional symmetry property:
p1ðtÞ ¼ p3ðt þ aÞ; p2ðtÞ ¼ p1ðt þ aÞ; p3ðtÞ ¼ p2ðt þ aÞ; tX0: ð2:39Þ
Proof. (i) is obvious since FBC if they are both elements in Sð1; 2; 3Þ; by Lemma
2.3. To prove (ii), we note that if FASð1; 2; 3Þ then X6aðFÞASð1; 2; 3Þ by Corollary
2.7. Therefore, FBX6aðFÞ and thus, X ðt;FÞ ¼ X ðt; X6aðFÞÞ: This shows that PðtÞ ¼
Xðt;FÞ is 6a-periodic. Note also that XaðFÞASð3; 1; 2Þ and hence, by the symmetry
of f and Lemma 2.3, we get p1ðtÞ ¼ p3ðt þ aÞ; p2ðtÞ ¼ p1ðt þ aÞ and p3ðtÞ ¼
p2ðt þ aÞ from which (2.39) follows. This completes the proof. &
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3. A 3 3 matrix and a closed convex set: preparation
Throughout the remaining part of this paper, we will use OðeÞ to denote a function
or a constant vector bounded by a constant multiple of jej; and oðeÞ to denote a
function or a constant vector whose norm divided by jej goes to zero as jej-0; where
e is a vector in a certain Euclidean space.
We need the following asymptotic expansion, which clearly shows that a-1=2 as
t-N:
Lemma 3.1. If A :¼ ketAð1; 2Þ; then as t-N; we have the following:
1 etð12aÞ ¼ A1e2taðA  1Þ þ A1ð2 AÞe3ta þ Oðe4taÞ: ð3:1Þ
Proof. Eq. (2.6) which determines a can, by using (2.4), be written as
eta  2e2ta þ e3ta ¼ Aeta½etð12aÞ  1þ etð14aÞ  e3ta:
Therefore,
1 etð12aÞ ¼ etð14aÞ  e3ta  A1eta½eta  2e2ta þ e3ta
¼A1e2ta½Aetð12aÞ  Aeta  1þ 2eta  e2ta
¼A1e2ta½Aðetð12aÞ  1Þ þ A  1þ ð2 AÞeta  e2ta:
That is,
½1 etð12aÞ½1þ e2ta ¼ A1e2ta½A  1þ ð2 AÞeta  e2ta;
from which it follows that
1 etð12aÞ ¼A1e2ta½A  1þ ð2 AÞeta  e2ta½1 e2ta þ Oðe4taÞ
¼A1e2ta½A  1þ ð2 AÞeta  e2ta
 ðA  1Þe2ta  ð2 AÞe3ta þ Oðe4taÞ
¼A1e2taðA  1Þ þ A1ð2 AÞe3ta þ Oðe4taÞ:
This completes the proof. &
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Let
a12 ¼ ½a þ 2b  2betð1aÞ e
2ta
a þ 2b;
a13 ¼ ½a þ 2b  2betð1aÞ2bte
tð13aÞ
a þ 2b þ 2bte
tð12aÞ;
a22 ¼ðc2 þ aÞ e
2ta
a þ 2b 
2a
a þ 2b e
tð13aÞ;
a23 ¼ðc2 þ aÞ 2ba þ 2b te
tð13aÞ  2a 2ba þ 2b te
tð24aÞ þ 2taetð12aÞ;
a32 ¼ e
ta
tða þ 2bÞ;
a33 ¼ 1 1
k
 
etð12aÞ:
Recall that k ¼ ða  2bÞ=a implies that
a
a þ 2b ¼
1
k
;
2b
a þ 2b ¼ 1
1
k
:
Furthermore, note that
c2 þ a ¼ aetð12aÞ þ ða þ 2bÞetð12aÞ  ða þ 2bÞeta:
Consequently,
a12 ¼ 1 1 1
k
 
etð1aÞ
 
e2ta
¼ 1 etð1aÞ þ 1
k
etð1aÞ
 
e2ta
¼ ½1 etð1aÞ þ A1etae2ta:
Therefore, since a-1=2 as t-N; we have
Lemma 3.2. If A ¼ ketAð1; 2Þ then there exists t1240 so that a12o0 if t4t12:
Note that
a13 ¼ 1 1 1
k
 
etð1aÞ
 
2btetð13aÞ þ 2btetð12aÞ
¼ 2btetð13aÞ  1 1
k
 
etð24aÞ2btþ 2btetð12aÞ
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¼ 2btetð13aÞ þ 2btetð12aÞ 1 1 1
k
 
etð12aÞ
 
4 0;
since 2a41:
We also have
a22 ¼ ½aetð12aÞ þ ða þ 2bÞetð12aÞ  ða þ 2bÞeta e
2ta
a þ 2b 
2a
a þ 2b e
tð13aÞ
¼ etð14aÞ  e3ta  1
k
etð14aÞ þ 2
k
etð13aÞ
¼ etð14aÞ 1 etð1þaÞ  1
k
þ 2
k
eta
 
4 0;
since 2eta41 and ao1:
We note further, by using Lemma 3.1, that
a23 ¼ 2btetð13aÞ etð12aÞ  eta  1
k
etð12aÞ
 
þ 2
k
2btetð24aÞ þ 2taetð12aÞ
¼ 2btetð25aÞ 1 1
k
 etð1þaÞ
 
þ 2tetð12aÞ 2b
k
etð12aÞ þ a
 
¼ða þ 2bÞ 1 1
k
 
tetð25aÞ 1 1
k
 etð1þaÞ
 
þ 2tetð12aÞ 1 1
k
 
1
k
etð12aÞ  1
k
 
:
That is,
a23 ¼ða þ 2bÞtetð12aÞ 1 1
k
 etð1þaÞ
 
1 1
k
 
etð13aÞ

þ 2 1
k
1 1
k
 
etð12aÞ  1
k
 
¼ða þ 2bÞtetð12aÞ½etð13aÞ  e2ta
þ 1
k
ð2etð12aÞ  2etð13aÞ  2þ e2taÞ
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þ 1
k2
ðetð13aÞ  2etð12aÞÞ
¼ ða þ 2bÞtetð14aÞ½etð1aÞ  1
þ A1ð2þ et  2eta  2etð1þ2aÞÞ
þ A2etðeta  2Þ
¼ ða þ 2bÞtetð14aÞ½etð1aÞ þ Oð1Þ40 as t-N;
since aAð1=2; 1Þ and a þ 2b40: Therefore, we have
Lemma 3.3. a1340; a2240: Moreover, if A ¼ ketAð1; 2Þ then there exists t2340 so
that a2340 if t4t23:
In what follows, we assume that t4maxft12; t23g and A ¼ ketAð1; 2Þ: So the
following is a nonnegative matrix:
Y ¼
0 a12 a13
eta a22 a23
0 e
ta
tðaþ2bÞ ð1 1kÞetð12aÞ
0
B@
1
CA:
Lemma 3.4. There exists t4maxft12; t23g so that for every t4t there exist a
constant r ¼ rðtÞAð0; 1Þ and a positive vector z ¼ zðtÞ ¼ ðz1; z2; z3ÞTAR3 so that
Yz ¼ rz: ð3:2Þ
Proof. Let hðlÞ ¼ detðlI YÞ; lAR: Then
0ol1 :¼ 1 1
k
 
etð12aÞo1
and
h 1 1
k
 
etð12aÞ
 
¼ e
ta
tða þ 2bÞ det
ð1 1
k
Þetð12aÞ a13
eta a23
 !
o0:
ARTICLE IN PRESS
J. Wu / J. Differential Equations 194 (2003) 237–286258
Moreover,
hð1Þ ¼ det
1 a12 a13
eta 1 a22 a23
0  etatðaþ2bÞ 1 ð1 1kÞetð12aÞ
0
B@
1
CA
¼ det
1 a12 a13
0 1 a22 þ a12eta a23  a13eta
0  etatðaþ2bÞ 1 ð1 1kÞetð12aÞ
0
B@
1
CA
¼ð1 a22 þ a12etaÞ 1 1 1
k
 
etð12aÞ
 
 e
ta
tða þ 2bÞða23 þ a13e
taÞ
¼ ð1 a22  a12etaÞ 1 1 1
k
 
etð12aÞ
 
 e
ta
tða þ 2bÞða23 þ a13e
taÞ
þ 2a12eta 1 1 1
k
 
etð12aÞ
 
:
Hence,
hð1Þ ¼ 1 etð14aÞ 1 etð1þaÞ  1
k
þ 2
k
eta
 
 1 etð1aÞ þ 1
k
etð1aÞ
 
e3ta

1 1 1
k
 
etð12aÞ
 
 eta etð12aÞ 1 1
k
 etð1þaÞ
 
1 1
k
 
etð13aÞ

þ 2etð12aÞ 1
k
1 1
k
 
etð12aÞ  1
k
 
þ 1 1
k
 
etð14aÞ þ 1 1
k
 
etð13aÞ 1 1 1
k
 
etð12aÞ
 
þ 2a12eta 1 1 1
k
 
etð12aÞ
 
:
With straightforward calculations, we get
hð1Þ ¼ 1 etð12aÞ  etð14aÞ þ 1
k
½etð12aÞ þ etð14aÞ
þ 2a12eta 1 1 1
k
 
etð12aÞ
 
:
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Using k ¼ Aet and (3.1), we get
hð1Þ ¼ 1 etð12aÞ  etð14aÞ þ A1e2ta þ A1e4ta
þ 2e3ta½1 etð1aÞ þ A1eta½1 etð12aÞ þ A1e2ta
¼A1ðA  1Þe2ta þ A1ð2 AÞe3ta þ Oðe4taÞ
 etð14aÞ þ A1e2ta þ A1e4ta
þ 2etð14aÞ½1þ etð1þaÞ þ A1et½1 etð12aÞ þ A1e2ta
¼ e2ta  etð14aÞ þ A1ð2 AÞe3ta þ Oðe4taÞ
þ 2etð14aÞ½1þ etð1þaÞ þ A1et½1 etð12aÞ þ A1e2ta
¼ e2ta½1 etð12aÞ þ 2 A
A
e3ta þ Oðe4taÞ
þ 2etð14aÞ½1þ etð1þaÞ þ A1et½1 etð12aÞ þ A1e2ta
¼ 2 A
A
e3ta þ Oðe4taÞ:
In the last equality, we used the fact that 1 etð12aÞ ¼ Oðe2taÞ from (3.1)
and the fact that 1 4ao 2a: Therefore, hð1Þ40 if 1oAo2 and if t is sufﬁciently
large.
Consequently, there exists t40 so that if AAð1; 2Þ and t4t then
there exists rAðl1; 1Þ so that hðrÞ ¼ 0: Let z ¼ ðz1; z2; z3ÞT be an eigenvector
associated with the eigenvalue r of Y with z340: Substituting this to
the third equation of Yz ¼ rz and noting that r4l1; we get z240: Substituting
this result to the ﬁrst equation of Yz ¼ rz; we get z140: This completes
the proof. &
We now introduce the restriction for the nonlinearity. Let
NðM; b; eÞ ¼ f f :R-R; f is continuous and odd;
j f ðxÞjpM for xAR; j f ðxÞ  1jpe if xXbg:
We also need to restrict the initial functions to a certain closed and
convex set containing the phase-locked periodic solution constructed in
the last section. Let ða0; d2; d3; D; bÞ be given positive constants with 0oa0p12
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and deﬁne
Aða0; d2; d3; D; bÞ ¼ fF ¼ ðf1;f2;f3ÞAS;
f1ðsÞXb for sA½1; 0;f1ð0Þ ¼ b;
f1 is nonincreasing on ½2a0; 0 and
f1ðtÞ  f1ðsÞp Dðt  sÞ for  2a0psptp0;
f2ðsÞp b for sA½1;a a0;f2ðsÞXb for sA½aþ a0; 0;
f2 is nondecreasing on ½a a0;aþ a0 and
f2ðtÞ  f2ðsÞXDðt  sÞ for  a a0psptp aþ a0;
jf2ð0Þ  c2jpd2;
f3ðsÞp b; for sA½1; 0; jf3ð0Þ  c3jpd3g:
It is easy to prove that
Lemma 3.5. For fixed positive constants ða0; d2; d3; D; bÞ with 0oa0p12; the set
Aða0; d2; d3; D; bÞ is a closed and convex subset of the Banach space S equipped with
the usual super-norm.
4. Existence: singular perturbation
In this section, we consider the existence of phase-locked periodic solutions of
(1.3) with a general nonlinearity close to the step function (1.2). Our approach is to
choose sufﬁciently small ða0; d2; d3Þ along the eigenvector z of Y associated with
rAð0; 1Þ; and then choose appropriate D and sufﬁciently small b and e so that the
solution of (1.3) through a given FAAða0; d2; d3; D; bÞ will return to
Aða0; d2; d3; D; bÞ; and thus the ﬁxed points of such a returning map give rise the
phase-locked periodic solutions.
In what follows, we are going to ﬁx fANðM; b; eÞ and FAAða0; d2; d3; D; bÞ with
0oa0p12: We also let a1 :¼ a1ðFÞ be the smallest number in ½a a0;aþ a0 so
that f2ða1Þ ¼ b and let a2 :¼ a2ðFÞ be the largest number in ½a a0;aþ
a0 so that f2ða2Þ ¼ b:
Then a14a2 and, using f2ðtÞ  f2ðsÞXDðt  sÞ for all a a0psptp aþ a0
we get 2bXDða1  a2Þ from which it follows that
a1  a2p2b
D
: ð4:1Þ
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This observation turns out to be essential: while we cannot control the locations
where f2 crosses 7b; we can control the distance of a1  a2 by b:
We now estimate x3 for the corresponding solution Xð;FÞ: On ½0; 1 a1; we have
’x3 ¼ tx3  atþ r13ðtÞ;
jr13ðtÞjpða þ 2bÞte;
and thus,
x3ðtÞ ¼ ettx3ð0Þ  a½1 ett þ OðeÞ ð4:2Þ
with
x3ð1 a1Þ ¼ etð1a1Þx3ð0Þ  a½1 etð1a1Þ þ OðeÞ:
On ½1 a1; 1 a2; we have
’x3 ¼ tx3 þ ða þ bÞtþ r23ðtÞ;
jr23ðtÞjpða þ bÞteþ btM;
x3ðtÞ ¼ etðt1þa1Þx3ð1 a1Þ þ ða þ bÞ½1 etðt1þa1Þ þ OðeÞ þ r3ðtÞ;
jr3ðtÞjpbM½1 etðt1þa1Þ:
Using the above expression for x3ð1 a1Þ; we get
x3ðtÞ ¼ ettx3ð0Þ  aetðt1þa1Þ½1 etð1a1Þ
þ ða þ bÞ½1 etðt1þa1Þ þ OðeÞ þ r3ðtÞ
¼ ett½x3ð0Þ þ a  aetðt1þa1Þ
þ ða þ bÞ½1 etðt1þa1Þ þ OðeÞ þ r3ðtÞ: ð4:3Þ
In particular,
x3ð1 a2Þ ¼ etð1a2Þ½x3ð0Þ þ a  aetða1a2Þ
þ ða þ bÞ½1 etða1a2Þ þ OðeÞ þ r3ð1 a2Þ:
On ½1 a2; 1; we have
’x3 ¼ tx3 þ ða þ 2bÞtþ r33ðtÞ;
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jr33ðtÞjpða þ 2bÞte ¼ OðeÞ;
x3ðtÞ ¼ etðt1þa2Þx3ð1 a2Þ þ ða þ 2bÞ½1 etðt1þa2Þ þ OðeÞ:
Using the above expression for x3ð1 a2Þ; we get
x3ðtÞ ¼ ett½x3ð0Þ þ a  aetðt1þa1Þ
þ ða þ bÞetðt1þa2Þ½1 etða1a2Þ þ OðeÞ
þ etðt1þa2Þr3ð1 a2Þ þ ða þ 2bÞ½1 etðt1þa2Þ
¼ ett½x3ð0Þ þ a  aetðt1þa1Þ þ ða þ 2bÞ½1 etðt1þa2Þ
þ ða þ bÞ½etðt1þa2Þ  etðt1þa1Þ þ OðeÞ þ r3ðtÞ: ð4:4Þ
In particular,
jr3ðtÞjpbM½1 etða1a2Þetðt1þa2Þ:
We need to determine the ﬁrst TAð1 a2; 1Þ such that
x3ðTÞ ¼ b:
That is,
etT ½x3ð0Þ þ a  aetðT1þa1Þ þ ða þ 2bÞ  ða þ 2bÞetðT1þa2Þ
þ ða þ bÞ½etðT1þa2Þ  etðT1þa1Þ þ OðeÞ þ r3ðTÞ
¼ b:
Note also that (2.1) implies that
aetð12aÞ þ ða þ c3Þeta þ ða  2bÞetð12aÞ ¼ a  2b:
Therefore,
eta ¼ a  2b
a þ c3  aetð1aÞ  ða þ 2bÞetð1aÞ :¼
a  2b
G
;
where
G ¼ a þ c3  aetð1aÞ  ða þ 2bÞetð1aÞ:
ARTICLE IN PRESS
J. Wu / J. Differential Equations 194 (2003) 237–286 263
Then
etTfGþ x3ð0Þ  c3 þ a½etð1aÞ  etð1a1Þ
þ ða þ 2bÞ½etð1aÞ  etð1a2Þ þ ða þ bÞ½etð1a2Þ  etð1a1Þ þ etT r3ðTÞg
¼  ða þ 2bÞ  bþ OðeÞ:
That is,
etT ½Gþ x3ð0Þ  c3 þ etT r3ðTÞ þ bD ¼ b ða þ 2bÞ þ OðeÞ;
where
D ¼ 2etð1aÞ  etð1a1Þ  etð1a2Þ
¼ 2etð1aÞ  etð1a *a0dÞ  etð1a*a0Þ
with
a2 ¼ aþ *a0; a1 ¼ aþ *a0 þ d:
Therefore, by the choice of a1 and a2 and by (4.1), we have
j*a0jpa0; 0odp2b
D
: ð4:5Þ
Note that
@D
@ *a0

*a0¼d¼0
¼ 2tetð1aÞ;
@D
@d

*a0¼d¼0
¼ tetð1aÞ:
We get
D ¼ 2tetð1aÞ *a0 þ tetð1aÞdþ oða0; bÞ; ð4:6Þ
where we used (4.5) to write oða0; bÞ for oð*a0; dÞ: Then,
etT  eta ¼ b ða þ 2bÞ þ OðeÞ
Gþ x3ð0Þ  c3 þ etT r3ðTÞ þ bD
a þ 2b
G
¼ bþ OðeÞ
Gþ x3ð0Þ  c3 þ etT r3ðTÞ þ bD
 ða þ 2bÞ½x3ð0Þ  c3 þ bDþ e
tT r3ðTÞ
G½Gþ x3ð0Þ  c3 þ etT r3ðTÞ þ bD
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and
jr3ðTÞjpbM½1 etða1a2ÞetðT1þa2Þ:
Hence,
etT  eta ¼ Oðb; eÞ þ a þ 2b
G2
½x3ð0Þ  c3 þ bða þ 2bÞ
G2
Dþ r3 þ oðd3; d; a0Þ
and
jr3jp
a þ 2b
G2
bM½1 etða1a2Þetð1þa2Þ
¼a þ 2b
G2
bM½1 etdetð1a*a0Þ
¼a þ 2b
G2
bMðtdÞetð1aÞ þ oða0; dÞ:
Consequently, using (4.1) and (4.6), we get
etT  eta ¼Oðb; eÞ þ a þ 2b
G2
½x3ð0Þ  c3
þ bða þ 2bÞ
G2
½2tetð1aÞ *a0 þ tetð1aÞd
þ r˜ 3 þ oðd3; d; a0Þ
with
jr˜ 3 jp
a þ 2b
G2
bMðtdÞetð1aÞ:
Recall that
eta ¼ ða þ 2bÞ
G
;
we have
a þ 2b
G2
¼ a þ 2bða þ 2bÞ2e2ta ¼
e2ta
a þ 2b;
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from which it follows that
etT  eta ¼Oðb; eÞ þ oðd3; d; a0Þ
þ e
2ta
a þ 2b½x3ð0Þ  c3 þ
2btetð13aÞ
a þ 2b *a0
þ bte
tð13aÞ
a þ 2b dþ r˜

3 ð4:7Þ
with
jr˜ 3 jp
bMtd
a þ 2b e
tð13aÞ:
As there exists w between ta and tT such that
etT  eta ¼ ewðtT þ taÞ
¼ etatða TÞ þ Oðb; e; d3; a0; dÞtða TÞ;
we get
tða TÞ ¼Oðb; eÞ þ oðd3; d; a0Þ
þ e
ta
a þ 2b½x3ð0Þ  c3 þ
2btetð12aÞ
a þ 2b *a0
þ bte
tð12aÞ
a þ 2b dþ r˜

3 e
ta
with
jr˜ 3 etajp
bMtd
a þ 2b e
tð12aÞ:
In other words, by (4.1) and (4.5) we have
ja T jpOðb; eÞ þ oðd3; a0Þ þ a32d3 þ a33a0: ð4:8Þ
Lemma 4.1. Assume all conditions in Lemma 3.4 hold and fix z ¼ ðz1; z2; z3ÞTAR3 as
given in Lemma 3.4. Then there exist M340 and m3;040 such that for each
mAð0; m3;0Þ there exist b3;0 ¼ b3;0ðmÞ and e3;0 ¼ e3;0ðmÞ so that if 0obob3;0 and
0oeoe3;0 and if ðd2; d3; a0ÞT ¼ mðz1; z2; z3ÞT ; then
(i) jx3ðtÞjpM3 and x3ðtÞ ¼ p3ðtÞ þ Oðb; e; d3; a0Þ for all tA½0; 1;
(ii) ja T jp3þr4 a0;
(iii) ’x3ðtÞXD1 :¼ ðc3 þ aÞtet=2 for all tA½0; 1:
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Proof. Condition (i) follows from (2.20) and (4.2)–(4.4) directly.
Using (4.8), we get
ja T jpOðb; eÞ þ oðd3; a0Þ þ mða32z2 þ a33z3Þ
pOðb; eÞ þ oðmÞ þ mrz3:
Choose m3;040 so that if mAð0; m3;0Þ then oðmÞ þ mrz3p12 mð1þ rÞz3: Thus, we can
ﬁnd b3;0 ¼ b3;0ðmÞ and e3;0 ¼ e3;0ðmÞ so that if 0obob3;0 and 0oeoe3;0 and if
ðd2; d3; a0ÞT ¼ mðz1; z2; z3ÞT ; then
ja T jp 1
2
mð1þ rÞz3 þ 1
4
mð1 rÞz3
¼ 3þ r
4
mz3 ¼ 3þ r
4
a0:
This proves (ii).
To prove (iii), we note that from (4.2)–(4.5), we get
’x3ðtÞ ¼
½x3ð0Þ þ atett þ OðeÞ; tA½0; 1 a1;
½x3ð0Þ þ atett þ btetðt1þa1Þ þ Oðe; bÞ; tA½1 a1; 1 a2;
½x3ð0Þ þ atett þ btetðt1Þ½eta2 þ eta1  þ Oðe; bÞ; tA½1 a2; 1:
8><
>:
Therefore, we can choose m3;0; b3;0 ¼ b3;0ðmÞ and e3;0 ¼ e3;0ðmÞ so small that if
0omom3;0; 0obob3;0 and 0oeoe3;0 then ’x1X ðc3 þ aÞtet=2: This completes
the proof. &
We now consider the x1-component. On ½0; 1 a1; we have
’x1 ¼ tx1 þ ða  2bÞtþ r11ðtÞ;
jr11ðtÞjpða þ 2bÞte:
Therefore,
x1ðtÞ ¼ ettx1ð0Þ þ ða  2bÞ½1 ett þ OðeÞ ð4:9Þ
and in particular,
x1ð1 a1Þ ¼ etð1a1Þx1ð0Þ þ ða  2bÞ½1 etð1a1Þ þ OðeÞ:
On ½1 a1; 1 a2; we have
’x1 ¼ tx1 þ ða  bÞtþ r21ðtÞ;
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jr21ðtÞjpða þ bÞteþ btM;
x1ðtÞ ¼ etðt1þa1Þx1ð1 a1Þ þ ða  bÞ½1 etðt1þa1Þ þ OðeÞ þ r1ðtÞ;
jr1ðtÞjpbM½1 etðt1þa1Þ:
Therefore, we have
x1ðtÞ ¼ ettbþ ða  2bÞetðt1þa1Þ½1 etð1a1Þ
þ ða  bÞ½1 etðt1þa1Þ þ OðeÞ þ r1ðtÞ ð4:10Þ
and
x1ð1 a2Þ ¼ etð1a2Þb ða þ 2bÞetða1a2Þ  ða  2bÞetð1a2Þ
þ ða  bÞ½1 etða1a2Þ þ OðeÞ þ r1ð1 a2Þ
¼ etð1a2Þ½bþ ða þ 2bÞ þ a  b  betða1a2Þ þ OðeÞ þ r˜ 21
with
jr˜ 21 jpbM½1 etða1a2Þ:
On ½1 a2; 1; we have
’x1 ¼ tx1 þ atþ r31ðtÞ;
jr31ðtÞjpða þ 2bÞte ¼ OðeÞ;
x1ðtÞ ¼ etðt1þa2Þx1ð1 a2Þ þ a½1 etðt1þa2Þ þ OðeÞ
¼ ett½bþ ða þ 2bÞ þ ða  bÞetðt1þa2Þ  betðt1þa1Þ
þ a½1 etðt1þa2Þ þ OðeÞ þ etðt1þa2Þr˜ 21 ; ð4:11Þ
and hence
x1ðtÞ ¼ ett½bþ ða þ 2bÞ þ a  2betðt1þaÞ
þ b½2etðt1þaÞ  etðt1þa2Þ  etðt1þa1Þ
þ OðeÞ þ etðt1þa2Þr˜ 21 :
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Therefore,
x1ðTÞ ¼ etT ½bþ ða þ 2bÞ þ a  2betðT1þaÞ
þ betT ½2etð1aÞ  etð1a2Þ  etð1a1Þ
þ OðeÞ þ etðT1þa2Þr˜ 21
¼ etaða þ 2bÞ þ a  2betð12aÞ
þ etTbþ ðetT  etaÞða þ 2bÞ
þ 2betð12aÞ  2betðT1þaÞ þ betTD
þ OðeÞ þ etðT1þa2Þr˜ 21 :
Using (2.2), we get
x1ðTÞ þ c2 ¼ etTbþ ðetT  etaÞ½a þ 2b  2betð1aÞ
þ betTDþ OðeÞ þ etðT1þa2Þr˜ 21 :
Note that
jetðT1þa2Þr˜ 21 jpetð12aÞbMtdþ bMtdjetð12aÞ  etð1Tþa2Þj:
Therefore, we obtain
x1ðTÞ þ c2 ¼Oðb; eÞ þ r3 þ ½a þ 2b  2betð1aÞ½etT  eta
þ betTDþ bMtdjetð12aÞ  etð1Ta2Þj
and
jr3jpbMtdetð12aÞ:
Using (4.6) and (4.7), we get
x1ðTÞ þ c2 ¼Oðb; eÞ þ oðd3; d; a0Þ þ r˜3
þ ða þ 2b  2betð1aÞÞ e
2ta
a þ 2b ½x3ð0Þ  c3 þ
2btetð13aÞ
a þ 2b *a0
 
þ beta½2tetð1aÞ *a0
with
r˜3 ¼ OðdÞ:
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Therefore, we have from (4.5) that
jx1ðTÞ þ c2jpOðb; eÞ þ oðd3; a0Þ þ ja12jd3 þ ja13ja0: ð4:12Þ
Lemma 4.2. Assume all conditions in Lemma 3.4 hold and fix z ¼ ðz1; z2; z3ÞTAR3 as
given in Lemma 3.4. Then there exist M140 and m1;0Að0; m3;0Þ such that for each
mAð0; m3;0Þ there exist b1;0 ¼ b1;0ðmÞAð0; b3;0Þ and e1;0 ¼ e1;0ðmÞAð0; e3;0Þ so that if
0obob1;0 and 0oeoe1;0 and if ðd2; d3; a0ÞT ¼ mðz1; z2; z3ÞT then
(i) jx1ðtÞjpM1 and x1ðtÞ ¼ p1ðtÞ þ Oða0; d3; b; eÞ for all tA½0; 1;
(ii) jx1ðTÞ þ c2jp3þr4 d2;
(iii) for the first dAð0; 1 a1Þ such that x1ðdÞ ¼ b; we have
d ¼ 2b
tða þ 2bÞ þ bOðb; eÞ; ð4:13Þ
and x1ðtÞo b for all tA½d; 1;
(iv) ’x1ðtÞp 12ða þ 2bÞet :¼ D2 on ½0; 1 a a0:
Proof. Conclusion (i) follows from (2.24) and (4.9)–(4.11). The proof for (ii) is the
same as that for (ii) of Lemma 4.1, using (4.12).
To prove (iii) and (iv), we ﬁrst note that on ½0; 1 a1; (4.9) implies that
’x1 ¼ ða þ 2bÞett  tbett þ OðeÞ;
and hence if e1;0 and b1;0 are small, then ’x1p 12ða þ 2bÞet and hence x1 is
decreasing on ½0; 1 a1: Using (4.9), we also get
x1ðtÞ ¼ ettb ða þ 2bÞ þ ða þ 2bÞett þ OðeÞ
from which it follows that
b ¼ etdb ða þ 2bÞ þ ða þ 2bÞetd þ OðeÞ:
That is,
etd ¼ a þ 2b  bþ OðeÞa þ 2b þ b ;
from which it follows that
etd ¼ a þ 2b þ ba þ 2b  bþ OðeÞ
¼ 1þ 2ba þ 2b þ bOðb; eÞ:
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Hence
d ¼ 1
t
ln 1þ 2ba þ 2b þ bOðb; eÞ
 
¼ 2b
tða þ 2bÞ þ bOðb; eÞ:
Clearly, x1ðtÞo b for tAðd; 1 a1Þ: On ½1 a1; 1 a2; we have from (4.5)
and(4.10) that
x1ðtÞ ¼ ettb ða þ 2bÞetðt1þa1Þ½1 etð1a1Þ þ Oðe; bÞ
¼  ða þ 2bÞetðt1þa1Þ½1 etð1a1Þ þ Oðe; bÞ
since jr˜2jpbMtd and 1 etðt1þa1Þp1 etða1a2Þptd: Finally, on ½1 a2; 1; we
have from the expression below (4.11) and (4.5) that
x1ðtÞ ¼ að1 ettÞ þ 2bettð1 etð1aÞÞ þ Oðb; e; a0Þ:
Therefore, if m1;0; e1;0 and b1;0 are small, then x1ðtÞob on ½1 a1; 1: This completes
the proof. &
Finally, we consider the x2-component. On ½0; 1 a1; we have
’x2 ¼ tx2  atþ r12ðtÞ;
jr12ðtÞjpða þ 2bÞte:
Therefore,
x2ðtÞ ¼ ettx2ð0Þ  a½1 ett þ OðeÞ
¼ ½x2ð0Þ þ aett  a þ OðeÞ; ð4:14Þ
and hence,
x2ð1 a1Þ ¼ ½x2ð0Þ þ aetð1a1Þ  a þ OðeÞ:
On ½1 a1; 1 a2; we have
’x2 ¼ tx2 þ r22ðtÞ;
jr22ðtÞjpOðeÞ þ jajtM:
Therefore,
x2ðtÞ ¼ etðt1þa1Þx2ð1 a1Þ þ r2ðtÞ þ OðeÞ
¼ ½x2ð0Þ þ aett  aetðt1þa1Þ þ OðeÞ þ r2ðtÞ ð4:15Þ
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with
jr2ðtÞjpjajM½1 etðt1þa1Þ:
In particular, we have
x2ð1 a2Þ ¼ ½x2ð0Þ þ aetð1a2Þ  aetða2a1Þ þ OðeÞ þ r2;
jr2jpjajM½1 etða2a1Þ:
On ½1 a2; 1; we have
’x2 ¼ tx2 þ atþ r32ðtÞ;
jr32ðtÞjpða þ 2bÞte ¼ OðeÞ:
Hence,
x2ðtÞ ¼ etðt1þa2Þx2ð1 a2Þ þ a½1 etðt1þa2Þ þ OðeÞ
¼ ett½x2ð0Þ þ a  aetðt1þa1Þ þ a½1 etðt1þa2Þ
þ OðeÞ þ etðt1þa2Þr2
¼ ett½x2ð0Þ þ a þ a  2aetð12aÞ
þ a½2etð12aÞ  etðt1þa1Þ  etðt1þa2Þ þ OðeÞ
þ etðt1þa2Þr2: ð4:16Þ
Using (2.1), (2.2) and (2.6), we obtain
c3 ¼ 2aetð12aÞ  a  ða þ c2Þeta
and hence (4.16) implies
x2ðTÞ þ c3 ¼ðc2 þ aÞðetT  etaÞ þ ðx2ð0Þ  c2ÞetT
þ a½2etð12aÞ  etð1a1TÞ  etð1a2TÞ
þ etðT1þa2Þr2 þ OðeÞ ¼ ðc2 þ aÞ½etT  eta þ eta½x2ð0Þ  c2
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þ a½2etð12aÞ  etð1a1TÞ  etð1a2TÞ
þ r˜ 2 þ OðeÞ þ oðd2; a0; b; e; d3; dÞ
with
r˜ 2 ¼ etð12aÞjajMtd:
Note that
2etð12aÞ  etð1a1TÞ  etð1a2TÞ
¼ 2etð12aÞ  etð1a*a0TÞ  etð1a*a0TdÞ
¼ 2etð12aÞ  etð12a*a0þaTÞ  etð12a*a0dþaTÞ
¼ etð12aÞhð*a0; d; a TÞ;
where
hð*a0; d; a TÞ ¼ 2 etð*a0þaTÞ  etð*a0dþaTÞ:
Therefore,
@
@ *a0
hð0; 0; 0Þ ¼ 2t;
@
@d
hð0; 0; 0Þ ¼ t;
@
@ða TÞ hð0; 0; 0Þ ¼ 2t
and hence
2etð12aÞ  etð1a1TÞ  etð1a2TÞ
¼ 2tetð12aÞ *a0 þ tetð12aÞd 2tetð12aÞða TÞ þ oða0; d; a TÞ:
By (4.8), we get a T ¼ Oðb; e; d3; a0Þ and, from the expression of tða TÞ above
(4.8), we get
2etð12aÞ  etð1a1TÞ  etð1a2TÞ
¼ 2tetð12aÞ *a0 þ tetð12aÞd
 2tetð12aÞ e
ta
a þ 2b ðx3ð0Þ  c3Þ þ
2btetð12aÞ
a þ 2b *a0 þ
btetð12aÞ
a þ 2b dþ r˜

3 e
ta
 
þ oðb; e; d3; d; a0Þ:
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This, together with (4.7), implies that
x2ðTÞ þ c3 ¼ðc2 þ aÞ e
2ta
a þ 2bðx3ð0Þ  c3Þ þ
2btetð13aÞ
a þ 2b *a0
 
þ eta½x2ð0Þ  c2 þ 2taetð12aÞ *a0
 2aetð12aÞ e
ta
a þ 2b ðx3ð0Þ  c3Þ þ
2btetð12aÞ
a þ 2b *a0
 
þ Oðb; e; dÞ þ oðd2; d3; a0Þ
¼ a22½x3ð0Þ  c3 þ eta½x2ð0Þ  c2 þ a23 *a0 þ Oðb; eÞ
þ oðd2; d3; a0Þ: ð4:17Þ
Lemma 4.3. Assume all conditions in Lemma 3.4 hold and fix z ¼ ðz1; z2; z3ÞTAR3 as
given in Lemma 3.4. Then there exist M240 and m2;0Að0; m1;0Þ such that for each
mAð0; m2;0Þ there exist b2;0 ¼ b2;0ðmÞAð0; b1;0Þ and e2;0 ¼ e2;0ðmÞAð0; e1;0Þ so that if
0obob2;0 and 0oeoe2;0 and if ðd2; d3; a0ÞT ¼ mðz1; z2; z3ÞT then
(i) jx2ðtÞjpM2 and x2ðtÞ ¼ p2ðtÞ þ Oða0; d2; d3; b; eÞ for all tA½0; 1;
(ii) jx2ðTÞ þ c3jp3þr4 d3;
(iii) x2ðtÞXb for all tA½0; T :
Proof. Conditions (i) and (iii) follow from (2.28) and (4.14)–(4.16), as well as the fact
that p2ðtÞ attains its minimum on ½0; a at either 0 or a; and p2ð0Þ ¼ c240 and
p2ðaÞ ¼ c340:
Using (4.17) and as a2240 and a2340; we get
jx2ðTÞ þ c3jpa22d3 þ etad2 þ a23a0 þ Oðb; eÞ þ oðd2; d3; a0Þ:
Therefore, we can get (ii) using the same argument as for (ii) of Lemma 4.1. This
completes the proof. &
We can now state the main existence result.
Theorem 4.4. Let A ¼ ketAð1; 2Þ and assume that t4t: Let 0oa0pminfa 12; 1a3 g
and fix z ¼ ðz1; z2; z3ÞTAR3 as given in Lemma 3.4. Then there exist m40 such that
for each mAð0; mÞ there exist b ¼ bðmÞAð0; b2;0 and e ¼ eðmÞAð0; e2;0 so that if
0obob and 0oeoe and if ðd2; d3; a0ÞT ¼ mðz1; z2; z3ÞT then system (1.3) with
fANðM; b; eÞ has a phase-locked periodic solution Q ¼ ðq1; q2; q3Þ of the
minimal period 6P with jP  ajpa0 and such that Qj½1;0AAða0; d2; d3; D; bÞ with
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D ¼ minfD1; D2g and
qiðt þ 6PÞ ¼ qiðtÞ; qiðtÞ ¼ qiþ1ðt þ 2PÞ; i mod ð3Þ; tX0:
Furthermore, qi  pi-0 uniformly as b; e; m-0:
Proof. Let XðFÞ ¼ ðxF1 ; xF2 ; xF3 Þ be a given solution of (1.3) with the initial condition
FAS: Deﬁne a mapping F on Aða0; d2; d3; D; bÞ by
FðFÞ ¼ ðxF3 ; xF1 ; xF2 Þj½T1;T ; FAAða0; d2; d3; D; bÞ:
We claim that for D ¼ minfD1; D2g there exists b4;0 ¼ b4;0ðmÞAð0; b2;0Þ so that if
0obob4;0 then FðFÞAAða0; d2; d3; D; bÞ:
In fact, as a0pa 12; we have by Lemma 4.1 that T  1Xa a0  1X aþ a0:
Hence, by Lemma 4.3 we have xF2 ðsÞp b for all sA½T  1; T : Moreover,
j  xF2 ðTÞ  ðc3Þj ¼ jxF2 ðTÞ þ c3jp
3þ r
4
d3pd3:
Note also (iii) of Lemma 4.1 implies that xF3 ðtÞo b for all tA½0; T  and hence,
xF3 ðsÞp b for all sA½T  1; T : Furthermore, (iii) of Lemma 4.1 and aX3a0 imply
 ’xF3 ðtÞp D1 and T  2a0Xa 3a0X0 and hence xF3 ðT þ tÞ þ xF3 ðT þ sÞp
D1ðt  sÞ for all 2a0psptp0:
Moreover, if sA½1;a a0 then by Lemma 4.1,
T  1pT þ spT  a a0p0;
and hence xF1 ðT þ sÞp b: If sA½aþ a0; 0 then by Lemma 4.1, we have
T þ sXT  aþ a0Xa0  3þ r
4
a0 ¼ 1 r
4
a0:
Therefore, there exists b4;0 ¼ b4;0ðmÞAð0; b2;0Þ such that if 0obob4;0 then
T þ sX1 r
4
a0 ¼ 1 r
4
mz3
4d ¼ 2b
tða þ 2bÞ þ bOðb; eÞ:
Thus, by (iii) of Lemma 4.2, we have xF1 ðt þ sÞXb: Finally, if sA½a a0;aþ a0
then
2a0 ¼ a a0 þ a a0pT þ spaþ a0  aþ a0 ¼ 2a0p1 a a0;
and hence by the choice of f1 and by (iv) of Lemma 4.2, we conclude that xF1 is
nondecreasing on ½T  a a0; T  aþ a0 and xF1 ðT þ tÞ þ xF1 ðT þ sÞXDðt  sÞ
for all a a0psptp aþ a0 if D ¼ minfD1; D2g: This proves the claim.
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Using the symmetry property of f ; we get F2ðFÞ ¼ FðFðFÞÞA
Aða0; d2; d3; D; bÞ: By the semigroup property, we have
F2ðFÞ ¼ ðxF2 ; xF3 ; xF1 Þj½T˜1;T˜;
where we note that T ¼ TðfÞ in the aforementioned arguments depends on F and
T˜ðFÞ ¼ TðFÞ þ TðFðXFTðFÞÞÞ:
Since T˜X2ða a0ÞX1; by (i) of Lemmas 4.1–4.3, we obtain a completely continuous
mapping F2 from Aða0; d2; d3; D; bÞ into Aða0; d2; d3; D; bÞ-SM with
SM ¼ FAS; jjFjj ¼ max
i¼1;2;3;sA½1;0
jfiðsÞjpM :¼ maxfM1; M2; M3g
 
;
and thus F2 has a ﬁxed point F: This gives a phase-locked periodic solution Q ¼
ðq1; q2; q3Þ of the minimal period 6P; where P ¼ 12 ½TðFÞ þ TðFðXFTðFÞÞÞ: The
property that qi  pi-0 uniformly as b; e; m-0 follows from (i) of Lemmas 4.1–4.3.
This completes the proof with m ¼ m2;0; b ¼ b4;0 and e ¼ e2;0: &
5. Stability: exponential norm
We start with the following
Lemma 5.1. Let QðtÞ ¼ ðq1ðtÞ; q2ðtÞ; q3ðtÞÞT be a 6P periodic solution obtained in
Theorem 4.4, and let aQ2 and a
Q
1 be as defined in Aða0; d2; d3; D; bÞ but with the supindex
Q to denote the dependence on Q: Then there exists b5;0Að0; b4;0 so that if bAð0; b5;0Þ
then
aQ1  aQ2 ¼
2b
ða þ 2bÞtþ bOðb; eÞ;
a a0o aQ1o aQ2o aþ a0:
Proof. Let T ¼ TðQj½1;0Þ and recall that q3ðTÞ ¼ b and
ðq3; q1; q2Þj½T1;T AAða0; d2; d3; D; bÞ:
Applying (iii) of Lemma 4.1, we conclude that t ¼ T is the unique number in ½0; 1 so
that q3ðtÞ ¼ b and there exists a unique *a2AðT ; 1Þ so that q3ð*a2Þ ¼ b: On the other
hand, using the property of phase-locking, we have q2ðtÞ ¼ q3ðt þ 2PÞ for all tAR
and with 2P ¼ TðFÞ þ TðFðXFTðFÞÞÞ; and thus b ¼ q2ðaQ1 Þ ¼ q3ðaQ1 þ 2PÞ:
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Clearly,
0p aQ1 þ 2Pp2ða a0Þ  aþ a0 ¼ a a0p1
and therefore, aQ1 þ 2P ¼ T which implies
aQ1 ¼ TðFðXFTðFÞÞÞpaþ
3þ r
4
a0oaþ a0:
This implies that
q2ðtÞ ¼ q3ðt þ TðFÞ þ aQ1 Þ:
Using the same argument as that of (iii) of Lemma 4.2 but for ðq3; q2; q1Þj½T1;T  we
get
*a2  T ¼ 2btða þ 2bÞ þ bOðb; eÞ:
Note that q3ðaQ2 þ 2PÞ ¼ q2ðaQ2 Þ ¼ b; we then have *a2 ¼ 2P  aQ2 and hence
aQ1  aQ2 ¼ TðFðXFTðFÞÞ2P þ *a2 ¼ *a2  T ¼
2b
tða þ 2bÞ þ bOðb; eÞ:
Furthermore, we have
aQ2 ¼ T  *a2 þ TðFðXFTðFÞÞÞXa
3þ r
4
a0  2btða þ 2bÞ  bOðb; eÞ4a a0
as long as b is sufﬁciently small. This completes the proof. &
For every F ¼ ðf1;f2;f3ÞAS and for g40 to be speciﬁed later, let
jjFjjt ¼ max
i¼1;2;3
max
sA½1;aþa0
getsjfiðsÞj; max
sA½aþa0;0
etsjfiðsÞj
 
:
Clearly, the above deﬁned norm is equivalent to the super-norm.
Let o40 be given and deﬁne
CQ;o :¼ fFAS; jjF Q0jjtpog:
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Lemma 5.2. For any b40 and Z40 there exists o ¼ oðb; ZÞ such that if FACQ;o; then
f1ðsÞXb for sA½1;Z;
f2ðsÞp b for sA½1;aQ1  ZÞ;
f2ðsÞXb for sAðaQ2 þ Z; 0Þ;
f3ðsÞp b for sA½1; 0:
Proof. This is obvious from Lemmas 4.1–4.3. &
From now on, we ﬁx Z40; o ¼ oðb; ZÞ and FACQ;o: We also ﬁx T ¼
TðQj½1;0Þ40: We write XF ¼ ðx1; x2; x3Þ:
We also need to impose a certain Lipschitz continuity on the nonlinearity.
Namely, for a ﬁxed LN40 we deﬁne
NðLN; Lb; M; b; eÞ :¼f fANðM; b; eÞ; j f ðxÞ  f ðyÞjpLNjx  yj; x; y;AR
j f ðxÞ  f ðyÞjpLbjx  yj; x; yXbg:
Choose f in the above set. Consider sA½1;T : Since TXa a0 by Lemma 4.1, we
get
sp Tp ða a0Þ ¼ aþ a0
and
0XT þ sXT  1Xa a0  1X aþ a0
as long as
a0pa 12: ð5:1Þ
Therefore, if sA½1;T  then
getsjxiðT þ sÞ  qiðT þ sÞj ¼ getT etðTþsÞjxiðT þ sÞ  qiðT þ sÞj
p getT jjF Q0jjt; sA½1;T : ð5:2Þ
We next consider tA½0; 1 aQ1  Z: For i ¼ 1; 2; 3; we have
t  1p aQ1  Zp aþ a0
and
’xi  ’qi ¼ tðxi  qiÞ þ R1ðtÞ;
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with
jR1ðtÞjp ða þ 2bÞtLb
X3
i¼1
jxiðt  1Þ  qiðt  1Þj
¼ ða þ 2bÞtLbetð1tÞ
X3
i¼1
etðt1Þjxiðt  1Þ  qiðt  1Þj
p 3ða þ 2bÞtLbetð1tÞg1jjF Q0jjt:
Therefore, we get
jxiðtÞ  qiðtÞjp ettjxið0Þ  qið0Þj
þ 3ða þ 2bÞtLbg1jjF Q0jjt
Z t
0
etðtsÞetð1sÞ ds
p ettjxið0Þ  qið0Þj þ 3ettða þ 2bÞtetLbg1jjF Q0jjt: ð5:3Þ
In particular, if T þ sA½0; 1 aQ1  Z then
etsjxiðT þ sÞ  qiðT þ sÞj
¼ etT etðTþsÞjxiðT þ sÞ  qiðT þ sÞj
petT jfið0Þ  qið0Þj þ 3etTða þ 2bÞtetLbg1jjF Q0jjt
petT jjF Q0jjt þ 3ða þ 2bÞtetð1TÞg1LbjjF Q0jjt: ð5:4Þ
Therefore, if sA½T ;aþ a0; then by Lemma 4.1
0ps þ Tp aþ a0 þ Tp2a0p1 a a0  Zp1 aQ1  Z
provided
a0p
1 a
4
; Zpa
4
: ð5:5Þ
Hence,
getsjxiðT þ sÞ  qiðT þ sÞj
pgetT jjF Q0jjt þ 3ða þ 2bÞtLbetð1TÞjjF Q0jjt: ð5:6Þ
Furthermore, using (5.4), we get for sA½aþ a0;T þ 1 aQ1  Z; that
etsjxiðT þ sÞ  qiðT þ sÞjp½etT þ 3ða þ 2bÞtLbetð1TÞg1jjF Q0jjt: ð5:7Þ
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Now, we look at the interval ½1 aQ1  Z; 1 aQ2 þ Z where we have
a a0p aQ1  Zpt  1p aQ2 þ Zp aþ a0
provided
Zpminfaþ a0 þ aQ2 ; aþ a0  aQ1 g: ð5:8Þ
Therefore,
’xi  ’qi ¼ tðxi  qiÞ þ R2;iðtÞ;
where for i ¼ 1; 3;
jR2;ijp ða þ bÞtLb½jx1ðt  1Þ  q1ðt  1Þj þ jx3ðt  1Þ  q3ðt  1Þj
þ btLNjx2ðt  1Þ  q2ðt  1Þj
p 2ða þ bÞtLbetð1tÞg1jjF Q0jjt þ btLNetð1tÞg1jjF Q0jjt
¼Kietð1tÞg1jjF Q0jjt
with
K1 ¼ K3 ¼ 2ða þ bÞtLb þ btLN ð5:9Þ
and
jR2;2jp  atLNjx2ðt  1Þ  q2ðt  1Þj
þ btLb½jx1ðt  1Þ  q1ðt  1Þj þ jx3ðt  1Þ  q3ðt  1Þj
p  aLNtetð1tÞg1jjF Q0jjt þ 2btLbetð1tÞg1jjF Q0jjt
¼K2etð1tÞg1jjF Q0jjt
with
K2 :¼ atLN þ 2btLb: ð5:10Þ
Therefore, for i ¼ 1; 2; 3; we have
jxiðtÞ  qiðtÞjp etðt1þa
Q
1
þZÞjxið1 aQ1  ZÞ  qið1 aQ1  ZÞj
þ
Z t
1aQ
1
Z
etðtsÞKietð1sÞg1jjF Q0jjt ds:
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Using (5.3) at 1 aQ1  Z; we get
jxiðtÞ  qiðtÞjp ettjxið0Þ  qið0Þj
þ 3ettða þ 2bÞtetLbg1jjF Q0jjt
þ Kietettg1ðaQ1  aQ2 þ 2ZÞjjF Q0jjt: ð5:11Þ
So, if T þ sA½1 aQ1  Z; 1 aQ2 þ Z then, by Lemma 5.1 we have
etsjxiðT þ sÞ  qiðT þ sÞj
petT jxið0Þ  qið0Þj þ 3ða þ 2bÞtetð1TÞLbg1jjF Q0jjt
þ Kietð1TÞg1 2btða þ 2bÞ þ bOðb; eÞ þ 2Z
 
jjF Q0jjt
pAijjF Q0jjt; ð5:12Þ
where
Ai ¼ etT þ 3ða þ 2bÞtetð1TÞLbg1
þ Kietð1TÞg1 2btða þ 2bÞ þ bOðb; eÞ þ 2Z
 
: ð5:13Þ
Finally, we consider the interval ½1 aQ2 þ Z; 1 Z where we have
’xi  ’qi ¼ tðxi  qiÞ þ R3ðtÞ
with
jR3ðtÞjp3ða þ 2bÞtLbetð1tÞmaxf1; g1gjjF Q0jjt:
Therefore,
jxiðtÞ  qiðtÞj
petðt1þaQ2 ZÞjxið1 aQ2 þ ZÞ  qið1 aQ2 þ ZÞj
þ 3ða þ 2bÞtLb
Z t
1aQ
2
þZ
etðtsÞetð1sÞds maxf1; g1gjjF Q0jjt: ð5:14Þ
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Using (5.11) at 1 aQ2 þ Z; we get
jxiðtÞ  qiðtÞjp ettjxið0Þ  qið0Þj
þ 3ettða þ 2bÞtetLbg1jjF Q0jjt
þ KietettðaQ1  aQ2 þ 2ZÞg1jjF Q0jjt
þ 3ða þ 2bÞtetLbett maxf1; g1gjjF Q0jjt: ð5:15Þ
In particular, if T þ sA½1 aQ2 þ Z; 1 Z; then
etsjxiðT þ sÞ  qiðT þ sÞj
petT jxið0Þ  qið0Þj
þ 3etT ða þ 2bÞtetLbg1jjF Q0jjt
þ etð1TÞKiðaQ1  aQ2 þ 2ZÞg1jjF Q0jjt
þ 3ða þ 2bÞtetð1TÞLb maxf1; g1gjjF Q0jjt
pBijjF Q0jjt; ð5:16Þ
where
Bi ¼ etT þ 3etð1TÞða þ 2bÞtLbg1
þ etð1TÞKi 2btða þ 2bÞ þ bOðb; eÞ þ 2Z
 
g1
þ 3ða þ 2bÞtetð1TÞLb maxf1; g1g: ð5:17Þ
Summarizing the above discussions, we obtain
Lemma 5.3. Let A ¼ ketAð1; 2Þ and assume that t4t: Let 0oa0pminfa 12; 1a4 g
and fix z ¼ ðz1; z2; z3ÞTAR3 as given in Lemma 3.4. Also let 0obob5;0; 0oeoe and
let ðd2; d3; a0Þ ¼ mðz1; z2; z3Þ: Then for the chosen ZAminfa4;aþ a0 þ aQ2 ; aþ a0 
aQ1 g and for every fixed FACQ;o; we have
jjXFT  QT jjtpmaxfB1; B2; getT þ 3ða þ 2bÞtLbetð1TÞgjjF Q0jjt: ð5:18Þ
Proof. This follows from (5.2), (5.6), (5.7),(5.12) and (5.16). &
With the above preparation, we can now state and prove the main stability
theorem:
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Theorem 5.4. There exists tXt so that for every fixed t4t and every
GðtÞAð1; etð2T1ÞÞ there exist Lb40; bAð0; b5;0 and eAð0; e so that if
LbA½0; LbÞ; bAð0; bÞ; eAð0; eÞ and LNbpG1ðtÞetð2T1Þ; then Q is asymptotically
stable.
Proof. Let g ¼ G1ðtÞetT in Lemma 5.3. Then as long as t is sufﬁciently large then
g1p1: Hence
Bi ¼ etT þ 3etð12TÞða þ 2bÞtLb
þ GðtÞetð12TÞKi 2btða þ 2bÞ þ bOðb; eÞ þ 2Z
 
þ 3ða þ 2bÞtetð1TÞLb;
and in particular,
B1 ¼ etT þ 3etð12TÞða þ 2bÞtLb þ 3ða þ 2bÞtetð1TÞLb
þ GðtÞetð12TÞ 4ða þ bÞa þ 2b bLb þ
2b
a þ 2b bLN
 
þ GðtÞetð12TÞ½2ða þ bÞtLb þ btLN½bOðb; eÞ þ 2Z
and
B2 ¼ etT þ 3etð12TÞða þ 2bÞtLb þ 3ða þ 2bÞtetð1TÞLb
þ GðtÞetð12TÞ 2aa þ 2b bLN þ
4b
a þ 2b bLb
 
þ GðtÞetð12TÞ½atLN þ 2btLb½bOðb; eÞ þ 2Z:
Note also that
getT þ 3ða þ 2bÞtLbetð1TÞ ¼ G1ðtÞ þ 3ða þ 2bÞtLbetð1TÞ:
Note that TXa 3þr
4
a0 and
1 2Tp 1 2 a 3þ r
4
a0
 
¼ 1 2aþ 3þ r
2
a0:
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Therefore, there exists mAð0; mÞ so that if mAð0; mÞ; then
TX
a
2
; 1 2Tp1 2a
2
;
a0 ¼ mz3pmin 1 a
4
; a 1
2
 
:
8><
>>:
Note also that 2b=ða þ 2bÞp1 and ð2aÞ=ða þ 2bÞ ¼ 2=k-0 as t-N:
Consequently, we can ﬁnd tXt so that for every ﬁxed t4t there exist Lb40;
bAð0; b5;0; and eAð0; eÞ so that if LbA½0; LbÞ; bAð0; bÞ; eAð0; eÞ and
bLNoG1ðtÞetð2T1Þ then we can chose Z40 sufﬁciently small so that
K :¼ maxfB1; B2; getT þ 3ða þ 2bÞtLbetð1TÞgo1: ð5:19Þ
Using the similar argument for jjXFT  QT jjtpK jjF Q0jjt; we get for T˜ ¼
TðFðXTðFÞÞ that
jjXF2P  Q2Pjjt ¼ jjX
XF
T
T˜
 X QT
T˜
jjtpK jjXFT  QT jjtpK2jjF Q0jjt;
and, in general, for nX2; that
jjXFnP  QnPjjtpKnjjF Q0jjt-0
as nXN: This, together with the continuity of the solution of (1.3) with respect to
the initial data on the interval ½0; P; implies that jjXFt  Qtjjt- as t-N;
completing the proof. &
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