Abstract. We prove stability of travelling waves for stochastic bistable reaction-diffusion equations with both additive and multiplicative noise, using a variational approach based on functional inequalities. Our analysis yields explicit estimates on the rate of stability that can be shown in special examples to be optimal.
Introduction
The purpose of this paper is to generalize the main results of [12] on the stability of travelling waves in Nagumo equation with multiplicative noise to general bistable reaction diffusion equations with noise. To this end let us first consider the deterministic reaction-diffusion equation (1) ∂ t v(t, x) = νv xx (t, x) + bf (v(t, x)) , v(t, x) = v 0 (x) for (t, x) ∈ R + × R. Here, f : R → R is a continuously differentiable function satisfying (A1) f (0) = f (a) = f (1) = 0 for some a ∈ (0, 1)
f (x) < 0 for x ∈ (0, a) , f (x) > 0 for x ∈ (a, 1)
Theorem 12 in [4] implies for ν, b > 0 the existence of a travelling wave connecting the stable fixed points 0 and 1 of the reaction term, i.e., a monotone increasing C 2 functionv satisfying
for some wavespeed c ∈ R and boundary conditionsv(−∞) = 0, v(+∞) = 1. It follows thatv(t) :=v(· + ct) and all its spatial translatesv(· + x 0 + ct) are solutions of (1) So far the assumptions on the reaction term f are classical. The existing results in the literature on the stability of the travelling wave can be divided up into results based on maximum principle and comparison techniques, see in particular [3] for a stability result w.r.t. initial conditions v 0 satisying 0 ≤ v 0 ≤ 1, lim inf x→−∞ v 0 (x) < a and lim sup x→∞ v 0 (x) > a, and results w.r.t. L 2 -or H 1,2 -norms, based on spectral information on the linearization of (1) along the travelling wavev (see, e.g. [5, 10] ). Whereas the first approach is not appropriate for stochastic perturbations, unless the noise terms would satisfy unnatural monotonicity conditions, the second approach can be in principle generalized to the stochastic case. However, in order to do this, the existing spectral information on the linearization of (1) has to be considerably refined. Abstract perturbation results on the spectral gap below the eigenvalue corresponding to the travelling wave cannot be easily generalized to the stochastic case. We will therefore use functional inequalities to derive Lyapunov stability of the travelling wave in the space L 2 (R).
To be more precise, we will show in Theorem 1.5 under the following additional assumptions on the reaction term
saying that f is strictly convex on [0, v * ) and strictly concave on (v * , 1], that the L 2 -norm is a Lyapunov function restricted to the orthogonal complement ofv x . As a consequence of this phase-space stability, the stochastic case will become much easier to investigate. Our assumptions are satisfied in the case of the Nagumo equation (for all a ∈ (0, 1)) and do not require any estimates on the unknown wave speed c.
Our interest in the above reaction diffusion equation is motivated by the fact that (1) can be seen as a singular limit ǫ ↓ 0 of Fitz-Hugh Nagumo systems
when the adaptation variable w is set constant to the value of the input current I (see the monograph [1] ). The Fitz-Hugh Nagumo system, a mathematical idealization of the Hodgkin Huxley model, admits, under appropriate assumptions on the coefficients, pulse solutions that serve as a mathematical model for the action potential travelling along the nerve axon. By adding noise to this system, e.g. channel noise, the resulting dynamical system exhibits many interesting features like propagation failure of the pulse solution, backpropagation, annihilation and spontaneous pulse solutions. Recent computational studies can be found in [13, 14] .
We are therefore interested in a rigorous mathematical analysis of stochastic reaction-diffusion systems with bistable reaction terms. With a view towards the above mentioned features of the noisy system, we are in particular interested to establish a multiscale analysis of the whole dynamics which requires in a first step a robust stability result of the travelling pulse solution. As already mentioned for the scalar-valued case, the existing stability results (e.g. [2, 6] for systems) cannot be carried over to the stochastic case. In order to reduce the mathematical difficulty of the problem, we therefore consider the scalar-valued case in the present paper as a starting point.
Before we proceed let us first draw a couple of conclusions on the travelling wave resulting from our assumptions.
Lemma 1.1. Assume that (A1) and (A2) hold. Then:
In particular,
x is increasing (resp. decreasing) for x ≤v −1 (a) (resp. x ≥v −1 (a)). In particular,
The proof of Lemma 1.1 is given in Section 4 below. The next Proposition summarizes the main conclusions implied by the additional assumption (A3).
is strictly monotone increasing. In particular,
i.e.,v x is strictly log-concave (but not uniformly). The proof of Theorem 1.5 is given in Section 5 below.
The previous Theorem states that the flow generated by the semilinear diffusion equation is contracting in the direction that is orthogonal tô v x (and its spatial translates). To properly quantify this contraction we will need to model the equation (1) as an evolution equation in the appropriate function space.
1.1. Realization of (1) as evolution equation. In the next step we want to realize the reaction diffusion equation (1) as an evolution equation on a suitable function space. To this end we need to impose yet additional assumptions on the reaction term, but now concerning only its global behaviour at infinity and not affecting its behaviour on [0, 1] hence also not the travelling wavev. We assume that the derivative f ′ of the reaction term is bounded from above
that there exists a finite positive constant L such that
which is typically satisfied for polynomials of third degree with leading negative coefficient and that there exists η 2 such that (B3)
Since we are interested in the asymptotic stability of the travelling wave also w.r.t. stochastic perturbations, it is now natural to consider the following decomposition v(t, x) = u(t, x) +v(x) of the solution v of (1), where u now satisfies the following equation
on R + × R that can be analysed best in a variational framework.
The deterministic case
The nonlinear term
can be realized as a continuous mapping
and similarly
The sum Au + bG(t, u) of both operators now satisfies the global monotonicity condition (7)
using (B1) and similarly the coercivity condition
Theorem 1.1 in [8] now implies for all initial conditions u 0 ∈ H and all finite times T existence and uniqueness of a variational solution
and we may extend the solution to the whole time axes R + . The integral on the right hand side of (9) is well-defined as a Bochner integral in L 2 ([0, T ]; V ′ ) using (5) which implies in particular that the mapping t → u(t), R + → V ′ , is differentiable with differential
hence continuous.
We are now ready to state precisely our notion of stability we are going to prove in the following. 
for some (phase) x 0 ∈ R.
In order to apply Theorem 1.5 we need to control the tangential compo-
2 of the given solution v(t) = u(t) +v(t) w.r.t. the appropriate phase-shift x 0 , i.e., the phase-shift x 0 that minimizes the L 2 -distance between the solution v(t) and the orbit consisting of all phase-shifted travelling wavesv(· + x 0 ). This can be achieved asymptotically by introducing dynamically by by introducing the following ordinary differential equation
so that we can rewrite equation (11) as
The next Proposition first shows that (11) is well-posed. Proof. First note that
xx (x + y) dy
we conclude that the first term on the right hand side can be estimated from above by
H which implies that this term is Lipschitz continuous with Lipschitz constant independent of t ∈ [0, T ].
The second and the third term can be rewritten as follows:
so that also these two terms are Lipschitz continuous with Lipschitz constant independent of t.
In the following let
be a solution of (10) andũ be given by (13) .
again andũ satisfies the evolution equation
The proof of the Proposition is an immediate consequence of (10) and (11) (resp. (12)). (B3) implies for the remainderR the following estimate
We are now ready to state our main result in the deterministic case: 
for some δ < 1 and v(t) = u(t) +v(t), where u(t) is the unique solution of (10), then
Proof. Letũ(t) := v(t) −ṽ(t) be as in (13) . Then Proposition 2.3 and equation (15) imply that
Using translation invariance of ν∆ and u 2 x dx, Theorem 1.5 yields the estimate
Inserting (17) into (16) yields that 1 2
In the next step we define the stopping time
with the usual convention inf ∅ = ∞. Continuity of t → ũ(t) H implies that T > 0 since u 0 H < δ κ * 2bη 2 ∧ 1. For t < T note that
which implies that
for t < T . Suppose now that T < ∞. Then continuity of t → ũ(t) H implies on the one hand that ũ(T ) H = δ κ * 2bη 2 ∧ 1 and on the other hand, using the last inequality,
which is a contradiction. Consequently, T = ∞ and thus
which implies the assertion.
The reaction-diffusion equation with noise
In this section we will generalize the stability result for the reactiondiffusion equation (1) to the stochastic case. To this end we cosider the following equation
where W = (W (t)) t≥0 is a cylindrical Wiener process with values in some separable real Hilbert space U defined on some underlying filtered probability space (Ω, F , (F (t)) t≥0 , P ) and
is a measurable map with values in the linear space of all HilbertSchmidt operators from U to H such that there exists some constant
For the theory of cylindrical Wiener processes see [11] . To simplify presentation of the results we also assume the following translation invariance
A typical example covered by the assumptions is
where σ : R → R is Lipschitz, σ(0) = σ(1) = 0, W Q is a Q-Wiener process with covariance operator Q for which its square-root
(x, y) dy < ∞ (see [12] ).
Similar to the deterministic case we can give the equation a rigorous formulation as a stochastic evolution equation with values in the Hilbert space H = L 2 (R) by decomposing v(t) = u(t)+v(t) w.r.t. the travelling wave to obtain the following stochastic evolution equation (21) du
(t) = [ν∆u(t) + bG(t, u(t))] dt + Σ(t, u(t)) dW (t)
where the nonlinear term G is as in (4) and
is a continuous mapping
The assumptions (19) and (20) on the dispersion operator imply
We now consider the equation (18) w.r.t. the same triple V ֒→ H ≡ H ′ ֒→ V ′ as in the deterministic case. Due to the properties (5), (6) , (7) and (8), we can deduce from Theorem 1.1. in [8] for all finite T and all (deterministic) initial conditions u 0 ∈ H the existence and uniqueness of a solution (u(t)) t∈[0,T ] of (18) satisfying the moment estimate
In particular, for any m ∈ R, we can apply Proposition 2.2 to a typical trajectory u(·)(ω) to obtain a unique solution C(·)(ω) of the ordinary differential equation (12) . It is also clear that the resulting stochastic process (C(t)) t≥0 is (F t ) t≥0 -adapted, since (u(t)) t≥0 is.
In the next step let us consider the stochastic process
which is (F t ) t≥0 adapted too and satisfies the stochastic evolution equation
and the moment estimates
Theorem 4.2.5 in [11] now implies that the real-valued stochastic process ũ 2 H (t) is a continuous local semimartingale so that we have in particular the following time-dependent Ito-formula
Here,Σ * (s, u) denotes the adjoint operator ofΣ(s, u). . Let v 0 = u 0 +v and v(t) = u(t) +v(t), where u(t) is the unique solution of the stochastic evolution equation (18) and u(t) = u(t) +v(t) −ṽ(t). Then
where T denotes the first exit time
with the usual convention inf ∅ = ∞.
Proof. Similar to the proof of Theorem 1.5 we have the following inequality
for t ≤ T , where T is as in (26). (24) and (20) imply
and therefore
Applying Ito's formula (25) to e κ * 2 t x, then yields for t < T that
Taking expectations we obtain
and thus in the limit t ↑ ∞
which implies the assertion. Proof. (of Lemma 1.1) For the proof of (i) note thatv x ≥ 0 and
Consequently,
and thus also lim x→∞ e −α c ν xv2
x (x) = 0 for all α ≥ 0. Taking α = 2 we conclude in particular that 
Proof of Proposition 1.2 (i) Note that
is strictly increasing (resp. decreasing ) for x < x * (resp. x > x * ). According to Lemma 1.1
is strictly increasing which implies thatv x is log-concave, because
For the proof of part (ii) of Proposition 1.2 we will first need the following
and K − :=v
. Then
Proof. 
In fact, if this is not the case, thenḣ ≤ 0 for all x ≥ x 0 , hence h decreasing on [x 0 , ∞) which already implies the assertion.
So let us assume that h is decreasing on [x 0 , x + ] only. In particular,
x ≤ 0, and consequently,
(ii) is shown similar. 
To compute γ − note that
exists, must be strictly negative and is finite. Applying l'Hospital's rule we obtain that
. Since γ − < 0 we obtain the assertion. γ + can be computed similarly. [ there exists a unique x α ∈ R with b ν
In particular,v(x 0 ) = a andv(x 1 ) is the unique root ofv xx , that is, x 1 is the location of the maximum ofv x and x 0 ≤ x 1 and both, f (v),
We will subdivide the proof of (30) into the three cases x ∈ [x 0 , x 0.5 ∧x * ], x ∈ [x 0.5 ∨ x * , x 1 ] and x ∈ [x 0.5 ∧ x * , x 0.5 ∨ x * ]. Proof. We may suppose that x * ≥ x 0 , because otherwise, the interval is empty. Letx := inf{x ≥ x 0 | g 2 (x) = 0} .
We will show thatx > x 0.5 ∧ x * . Since g 2 (x 0 ) = The assertion now follows from estimates (39) and (40).
