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Recurrence is an ubiquitous feature which provides deep insights into the dynamics of real
dynamical systems. A suitable tool for investigating recurrences is recurrence quantification
analysis (RQA). It allows, e.g., the detection of regime transitions with respect to varying control
parameters. We investigate the complexity of different coexisting nonlinear dynamical regimes of
the plasma floating potential fluctuations at different magnetic fields and discharge voltages by
using recurrence quantification variables, in particular, DET, Lmax, and Entropy. The recurrence
analysis reveals that the predictability of the system strongly depends on discharge voltage.
Furthermore, the persistent behaviour of the plasma time series is characterized by the Detrended
fluctuation analysis technique to explore the complexity in terms of long range correlation. The
enhancement of the discharge voltage at constant magnetic field increases the nonlinear
correlations; hence, the complexity of the system decreases, which corroborates the RQA analysis.
Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4953903]
I. INTRODUCTION
Recurrence Quantification analysis (RQA) of nonlinear
time series is a relatively new and advanced technique which
helps to identify different dynamical regimes by giving both
visual information and also several quantification variables.
RQA is widely accepted for revealing the complexity and
predictability of natural systems. The base of RQA is the re-
currence plot (RP), introduced in 1987 by Eckman et al. as a
simple mathematical tool for visualizing the recurrence
behaviour of phase space trajectories.1 RPs and RQA have
been extensively used in diverse fields such as life science,2
earth science,3 plasma,4,5 astrophysics,6 and finance and
economy7 to gain understanding about the nonlinear dynam-
ics of complex systems.8 In fusion plasmas, turbulence and
associated cross field transport have been investigated by
using RQA.9,10 It has also been utilized as an emerging tool
to analyze simulation data of ion temperature gradient turbu-
lence11 and dissipative trapped electron mode turbulence,12
and to characterize transport dynamics. Recently, we have
used RQA to study order-chaos transition in an unmagne-
tized DC glow discharge plasma oscillation.13 We have
investigated the robustness of RQA variables in the presence
of different noise levels. We have utilized the RP and RQA
as an important tool for identifying the normal and inverse
homoclinic bifurcation in a double plasma system near a
plasma fireball.14 The enhancement of the time period in the
data obtained from both experiment and numerical model-
ling with respect to a controlling parameter is clearly observ-
able in the RP. Weighted recurrence plot is an alternative for
Shannon entropy to access the complexity of a dynamical
system.15 Entropy based quantifiers of RPs, e.g., the normal-
ized entropy of recurrence times or the Shannon entropy, are
able to indicate points of bifurcation and it can be a valuable
alternative to Lyapunov exponents as calculation of
Lyapunov exponents is often difficult for systems whose
equations of motion are unknown. Hence, RQA estimators
can be used to efficiently describe the divergence behavior
of the dynamical system.
There have been several experimental studies on plasma
systems which reflect many interesting features such as self-
excited oscillations, period doubling, intermittency, strange
attractors, and other routes to chaos.16–18 Like any other
dynamical system, a plasma system exhibits transitions from
one state to another when a specific control parameter is
altered.19–21 Qin et al.22 reported about the period-doubling
sequence and intermittency in an undriven steady-state plasma
by experimental observations. Nurujjaman et al.23 investi-
gated nonlinear dynamical behaviour like the homoclinic
bifurcation in the floating potential fluctuations at different
discharge voltages in a cylindrical DC glow discharge plasma
system by using the conventional nonlinear techniques like
correlation dimension, largest Lyapunov exponent, etc.
In this report, an attempt has been made to introduce re-
currence quantification analysis (RQA) and detrended fluctu-
ation analysis (DFA) technique to explore and investigate
the nonlinear dynamical behaviour and associated complex-
ity of the glow discharge plasma oscillations in the presence
of an external magnetic field. Various observations on peri-
odic and quasi periodic oscillations and its analysis have
been carried out in a magnetized glow discharge plasma sys-
tem. The visual change in RPs determines the transitions of
the floating potential fluctuations under variation of magnetic
fields and discharge voltages. RQA mainly based on the
point density and length of the diagonal and vertical line
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structures in the RP is used to quantify the complexity of the
floating potential fluctuations in different low magnetic fields
and discharge voltages. The gradual change of the RQA
measures due to different values of the controlling parame-
ters quantitatively identifies the dynamical regimes of the
plasma system. The investigation of long range correlation
of the floating potential fluctuations has been performed by
using DFA,24 which is used to estimate the scaling behaviour
of noisy data in the presence of different trends and deter-
mine the long range correlation of the time series.25 The er-
ratic fluctuations in plasma oscillations have been studied to
extract robust features hidden in these complex fluctuations.
DFA measures only one exponent of a signal which is help-
ful for studying mono fractal signals which have the same
scaling properties.
The remainder of the paper is organized as follows:
Section II gives the theoretical aspects of different analysis
techniques. Section III describes the experimental setup,
while in Section IV we report the results of the nonlinear
analysis. Conclusions are drawn in Sec. V.
II. ANALYSIS TECHNIQUES
A. Power spectral analysis
Power spectral analysis is a novel tool having a wide
range of applications in diverse fields. It gives the essence of
understanding of energy variations as a function of frequency.
It reflects at which frequencies variations (energy) are strong
and at which frequencies variations are low. Spectral analysis
is directly computed by using the fast Fourier transform (FFT)
algorithm. FFT is a mathematical method for transforming a
function of time into a function of frequency.
B. State space reconstruction
The reconstruction of the attractor gives a powerful im-
petus to investigate the natural phenomena in real systems.
Embedding dimensions (d) are computed for each time series
by using the false nearest neighbor method (FNN).35 The
embedding dimension has been selected when the number of
false nearest neighbors approaches zero. Time delays s are
calculated from the first minimum of the average mutual in-
formation function.
C. Recurrence plot and recurrence quantification
In the analysis of dynamical systems, it is essential to
observe the state of a system in phase space. The recurrence
plot was introduced to visualise system’s state evolution in
the reconstructed phase space. According to Taken’s embed-
ding theorem,26 using a time series data Xi an embedding can
be made using the vector ~Yi ¼ ~Xi; ~Xiþs; ~Xiþðd1Þs, where d is
the embedding dimension and s is the time delay. The false
nearest neighbor and mutual information method estimates
the correct embedding parameters which preserve the topo-
logical properties of the phase space.27 The original time se-
ries is now embedded into a d-dimensional reconstructed
phase space. A recurrence is said to occur whenever a trajec-
tory visits approximately the same region of phase space.
The RP is formally defined by the square matrix
Ri;j ¼ Hð jj~Yi  ~YjjjÞ; i; j ¼ 1; 2; :::N;
where  is a predetermined threshold, H is the Heaviside unit
step function, and N is the number of data points of the sig-
nal. Both the axes of the graph represent the temporal extent
to which the signal spans. The RP is obtained by plotting the
recurrence matrix using different colors (white and black)
for its binary entries.
The visual inspection of RP reveals some small scale
structures such as single dots, diagonal, vertical, and hori-
zontal lines. Diagonal lines in the plots are indicative of
deterministic behaviour and indicate similar evolution of
states at different times.28 States that change slowly, like
those occurring during laminar phases cause horizontal and
vertical lines. Dynamical states can cause single isolated
points if the states are rare, persistence is less or if they fluc-
tuate heavily.29 Several statistical measures have been intro-
duced to quantify the small scale structures appearing in the
RP which form a diagnostic tool known as recurrence quanti-
fication analysis (RQA).30–32
As already stated, diagonal lines represent to different
segments of the phase space trajectory that evolve very close
and in parallel. These lines are therefore related to the diver-
gence properties of the dynamics and, thus, determinism and
predictability. The RQA measure determinism (DET) is
quantifying these characteristics. It is the fraction of recur-
rence points that form diagonal lines
DET ¼
PN
l¼lmin
lP lð Þ
PN
l¼1
lP lð Þ
;
where P(l) is the histogram of the diagonal lines of length l.
When a system is periodic, a RP shows non interrupted diag-
onal lines and DET becomes close to unity. DET approaches
zero when the behaviour is random as recurrence points are
mainly arranged by single dots and not as diagonal lines.
Further RQA measures related to diagonal lines are average
diagonal line length or Shannon entropy of the line length
distribution (ENT). ENT indicates the Shannon entropy of
the probability
pðlÞ ¼ PðlÞ=Nl;
to find a diagonal line of exactly length of l in the RP. It is
estimated by
ENT ¼ 
XN
l¼lmin
pðlÞlnpðlÞ:
The variable entropy reflects the complexity of the oscilla-
tion through the distribution of the diagonal line. The
inverse of the longest diagonal line (Lmax) in the RP is indi-
rectly related to the largest Lyapunov exponent via its rela-
tionship to the Renyi entropy of second order. It is defined
by
Lmax ¼ maxððliÞNli¼1Þ;
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small values of Lmax elucidate more chaotic or complex
dynamics of the system.
D. Detrended fluctuation analysis
Detrended fluctuation analysis (DFA) is a method,
developed to explore the scaling behaviour of fractal and
multifractal non-stationary time series. DFA is widely used
in diverse fields of interest as medical science,40–44 economi-
cal time series,45,46 climate research,47,48 and solid state
physics49,50 to determine the long range persistent behaviour
of physical and biological complex dynamical systems.
Plasma fluctuations reflect multifractal, scale invariant fea-
tures, characterised by long range power law correlations.
We have elucidated the fractal properties and correlation
properties of time series of plasma oscillations obtained in
various experimental conditions by using the DFA method.
DFA consists of the following steps. In the first step, the
mean of the signal s(i) is subtracted from the signal and then
integrated, where i¼ 1, 2,….N and N is the length of the sig-
nal. It is expressed as
yðiÞ ¼
Xi
j¼1
½sðjÞ  s;
where s stands for the mean. The profile y(i) is then divided
into segments of equal length n. Each segment y(i) is fitted
by using a polynomial function ynðiÞ, which shows the local
trend in the box. Next the profile is detrended by removing
the local trend represented as
Yn ¼ yðiÞ  ynðiÞ:
Finally, the root mean square (rms) fluctuation function is
estimated by
F nð Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
n
XN
i1
Yn ið Þ½ 2
vuut :
The scaling behaviour of F(n) over a broad number of scales
is obtained by repeating the above calculation for varied box
length n
FðnÞ / na;
where a is the scaling exponent, named as Hurst
exponent(H).
III. EXPERIMENTAL SETUP
The complete set of experiments have been carried out
in a glow discharge plasma system having a stain less steel
made chamber of length 50 cm and diameter 20 cm.33 The
schematic diagram of the experimental set up is shown in
Fig. 1. A rotary pump is used to evacuate the system up to
base pressure 0.001 mbar, and the pressure inside the cham-
ber has been controlled by a needle valve. Argon (Ar)
plasma is produced inside the system at required working
pressure by applying a voltage between anode and cathode.
For the creation of a magnetic field a Helmholtz coil is
wound over the cylindrical vessel and a DC current is passed
through the coil. The Langmuir probe of diameter 2mm is
placed in the middle of the device for measuring the floating
potential fluctuations (Vf). The electron density and tempera-
ture measured by the Langmuir probe are of the order of
1012 cm3 and 2–6 eV, respectively. The time series corre-
sponding to the floating potential fluctuations data are col-
lected in the oscilloscope, and further, various nonlinear and
statistical analyses are carried out with the help of recurrence
quantification analysis and detrended fluctuation analysis
(DFA) technique to evaluate their dynamical and statistical
behaviour.
IV. RESULTS AND ANALYSIS
The experiment is carried out in 0.4 mbar pressure and 9
G, 28 G, and 46 G magnetic fields. The discharge voltage is
varied from 408V to 655V, respectively, in corresponding
magnetic fields. The magnetic field and the discharge voltage
are considered as controlling parameters of the experiment.
The dynamics of the plasma oscillations are sensitive on the
controlling parameter and with the variation of the control-
ling parameters, it shows periodic, quasi periodic, chaotic,
and relaxation oscillations. At 9 G magnetic field, the dis-
charge struck at 408V. The discharge voltage is varied for
different magnetic fields. Figs. 2–4 shows the time series of
floating potential fluctuation (Vf) (a1–f1), power spectra
(a2–f2), and state space plot (a3–f3) with the increase in the
discharge voltages in the presence of 9 G, 28 G, and 46 G
external magnetic fields.
Figs. 2(a1)–2(f1) and 3(a2)–3(f2) show that in 9 G and 28
G magnetic fields, plasma oscillations are exhibiting periodic
and quasi periodic behavior. The oscillations become chaotic
around 597V in a 46 G magnetic field as shown in Fig. 4
with the chaotic phase disappearing at about 603V, leading
to the relaxation oscillation of increasing time period.
A. Power spectral analysis
Power spectral analysis of the raw data is carried out
and shown in Figs. 2(a2)–2(f2), 3(a2)–3(f2), and 4(a2)–4(f2).
In Fig. 2(a2), most of the frequencies are concentrated below
100 kHz and the dominant mode is observed at 49 kHz. With
a further increase in discharge voltage, the dominant peak is
FIG. 1. Schematic diagram of the whole experimental setup.
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FIG. 2. (a1)–(f1) time series of floating potential fluctuations (Vf) at different
values of discharge voltages: (a) 408V, (b) 423V, (c) 471V, (d) 499V, (e)
558V, and (f) 569V in 9 G magnetic field; (a2)–(f2) different values of
power spectra of the corresponding signal; (a3)–(f3) 3D reconstructed states
space of Vf for the same values of discharge voltages.
FIG. 3. (a1)–(f1) time series of floating potential fluctuations (Vf) at different
values of discharge voltages: (a) 435V, (b) 445V, (c) 473V, (d) 501V, (e)
545V, and (f) 597V in 28 G magnetic field; (a2)–(f2) different values of
power spectra of the corresponding signal; (a3)–(f3) 3D reconstructed states
space of Vf for the same values of discharge voltages.
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shifted towards 10 kHz. For subsequent rising of the DV, the
frequency concentration range is decreased. In the 28 G
magnetic field, several distinct peaks are observed ranging
from 5 kHz to 65.5 kHz as seen in Figs. 3(a2)–3(f2). The
order state is persisting with subsequent enhancement in dis-
charge voltage. As the magnetic field is increased to 46 G,
bursts of frequencies are observed with a dominant peak at
29.5 kHz which indicates chaotic oscillation (in Fig. 4(a2)).
The chaotic state disappears at 603V (Fig. 4(b2)) and at
649V the peak frequency shifted towards 6 kHz leading to a
relaxation oscillation of increasing time period (Figs.
4(d2)–4(e2)). In our previous work,
13 we have found that in
the absence of a magnetic field the frequency range lies
between 9 and 32 kHz while introducing a magnetic field to
the system increases the range of frequencies of plasma
oscillations.
B. State space reconstruction
State space reconstructions of the raw data of Vf are exe-
cuted by using embedding technique.34 The appropriate state
space plots are reconstructed for each time series of all the
floating potential fluctuation signals obtained in different
magnetic fields. It has been noticed that d and s for all the
time series lie in the range of 3–5 and 4–30. State space plots
of plasma oscillations are depicted in Figs. 2(a3)–2(f3),
3(a3)–3(f3) and 4(a3)–4(e3). In the 9 G magnetic field, dis-
charge is struck at 408V. Fig. 2(a3) shows several loops
close to each other and Figs. 2(b3)–2(f3) reflects variations in
the loop nature that explore quasi periodic behavior of
plasma oscillations. Fig. 3(a3) shows complex dynamics.
Figs. 3(b3) and 3(c3) reveal large close loops associated with
small loops reflecting large and small oscillations. Figs.
3(d3)–3(f3) show quasi periodic behavior. Fig. 4(a3) reflects
chaotic oscillation and Figs. 4(d3)–4(f3) relaxation oscilla-
tions via quasi periodicity. It has been noticed that when the
discharge is struck the oscillations in all the cases were
showing a complex nature which slightly decrease with the
increase in discharge voltage.
C. RQA of plasma oscillations
Figs. 5–7 are depicting recurrence plots of floating
potential fluctuations for different discharge voltages and
magnetic fields. The data length considered for the RP is
thousand. The threshold value has been selected in such a
way that the point density was approximately 1%.36 The
changes in the character of the time series are clearly reflect-
ing different regimes of dynamics of the plasma oscillations.
Fig. 5(a) represents many small diagonal lines which are dis-
continuous by nature. It reflects that it might have periodicity
but over laid by some low frequency variation which is visi-
ble by the low frequency oscillations present in the FFT plot.
Figs. 5(b)–5(d) show long noninterrupted diagonal lines and
the distance between the diagonal lines increases which indi-
cate that in 423V–558V the periodicity is increasing. At
569V, the vertical distance between the diagonal lines
decreases (Fig. 5(f)) which indicates that frequencies of
plasma oscillations have increased. From the distribution of
the diagonal lines in the RP, it is discerned that with the
increase in discharge voltages the plasma oscillation is
becoming a mixed oscillation in the presence of the 9 G
magnetic field, resulting in interrupted diagonal lines (Fig.
6(a)). The distance between the diagonal lines is changing
under the variation of discharge voltages, indicating that the
frequency of the oscillation is changing with varying dis-
charge voltages. The long diagonal line structures found in
Figs. 6(b)–6(f) indicate the periodic oscillations. Figs.
FIG. 4. (a1)–(e1) time series of floating potential fluctuations at different val-
ues of discharge voltages: (a) 597V, (b) 603V, (c) 616V, (d) 649V, and (e)
655V in 46 G magnetic field; (a2)–(e2) different values of power spectra of
the corresponding signal; (a3)–(e3) 3D reconstructed states space of Vf for
the same values of discharge voltage.
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FIG. 5. Recurrence plots of the floating potential fluctuations at different discharge voltages: (a) 408V, (b) 423V, (c) 471V, (d) 499V, (e) 558V, and (f)
569V in the presence of 9 G magnetic field.
FIG. 6. Recurrence plots of the floating potential fluctuations at different discharge voltages: (a) 435V, (b) 445V, (c) 473V, (d) 501V, (e) 545V, and (f)
597V in the presence of 28 G magnetic field.
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7(a)–7(e) show the recurrence plot of the floating potential
fluctuations at 46G magnetic field. Fig. 7(a) clearly shows
short discontinuous diagonal lines which suggest that the
plasma oscillation is chaotic by nature for this set of control
parameters. It has been noticed that at 649V and 655V, the
diagonal lines are short and discontinuous and the vertical
distance between the diagonal lines in the RP is increased
enough compared to the other plots and it is reflecting the
relaxation oscillation regime.
The recurrence quantification measures determinism
(DET), Lmax and entropy (ENT) are computed for our experi-
mental results and plotted with respect to discharge voltages.
Figs. 8, 9, and 10 reflects the RQA measures for the 9 G, 28
G, and 46 G magnetic field for different discharge voltages.
In this work, we are studying the dynamics as well as the sta-
tistical property of the plasma fluctuations obtained when the
external magnetic field is gradually increased from 9 G to 46
G. In the 9 G magnetic field, it has been noticed that the
trend of the DET, Lmax, and ENT measures show almost an
increasing trend. DET determines whether a signal is peri-
odic or not. DET is 1 for a purely periodic signal. For the ex-
perimental time series, DET for a periodic signal is close to 1
(0.95) due to the influence of noise. It has been observed that
with the increase in discharge voltages the value of DET is
increasing which discern that the system is becoming more
deterministic at higher discharge voltage. But the reverse
FIG. 7. Recurrence plots of the floating potential fluctuations at different discharge voltages: (a) 597V, (b) 603V, (c) 616V, (d) 649V, and (e) 655V in the
presence of 46 G magnetic field.
FIG. 8. Variations of recurrence quantification variables DET, Lmax, and
Entropy at different discharge voltages in 9 G magnetic field.
FIG. 9. Variations of recurrence quantification variables DET, Lmax, and
Entropy at different discharge voltages in 28 G magnetic field.
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phenomena are observed when the magnetic field is
increased from 28 G to 46 G at 597V. It has been noticed
that with the increase of the magnetic field the value of Lmax
is decreasing. The Lmax is minimum at 597V in presence of
46 G magnetic field which suggests that the dynamics of the
oscillation is low dimensional chaos. The Lyapunov expo-
nent of the signal is also computed37 by using the TISEAN
Package.38 The Lyapunov exponent for this control parame-
ter setting is positive (0.1324) which supports the above
analysis. ENT illustrates the complexity of the system
through the statistics of the diagonal lines lengths in the RP.
ENT is maximal if all diagonal lines are observed and attains
a minimum if no or only very few diagonal lines are present
(like in random or chaotic signals). In the present experi-
ments, ENT values start at a low value for the chaotic signals
shown in Figs. 2(a1), 3(a1) and 4(a1) and tend to higher val-
ues for less chaotic signals with increase in DV. This is also
reflected in the RPs by the changes in the diversity of the di-
agonal line length.39 However, the entropic measures based
on line segments are known to yield counter intuitive results
when compared with the Lyapunov exponent.15
D. DFA of plasma oscillations
Figs. 11–14 are representing the steps of the DFA tech-
nique for the time series of floating potential fluctuations at
597V in 46 G magnetic field. We have computed the Hurst
exponent for all time series in different magnetic fields and
discharge voltages for the investigation of complexity in the
non-stationary time series.
Fig. 11 shows the initial step of the conversion of time
series into random walk like time series.24 The mean and
root mean square values of the time series are computed and
shown in Fig. 12. The signal is divided into nonoverlapping
segments of equal length and the local fluctuation functions
are estimated for each segments. A polynomial trend is fitted
to the data in each segment (Fig. 13). The order of the poly-
nomial is defined by m. The polynomial trend is linear when
m¼ 1, quadratic when m¼ 2, and cubic when m¼ 3. By
averaging the local fluctuation functions for all the segments,
the total fluctuation function (overall RMS) is computed.25
The Hurst exponent (H) is calculated by using the power law
relation between the total fluctuation functions regarding the
scale. The power law relation between the overall RMS is
indicated by the slope (H) of the regression line (Fig. 14).
When H is in the interval of 0.5–1, the time series persists
long range correlation. Moreover, H below 0.5 indicates anti
correlation while H¼ 0.5 reflects short range dependent
structures and random behaviour. Fig. 15 shows that in 9 G,
FIG. 11. Time series and Random Walk like time series of floating potential
fluctuations at 597V in 46 G magnetic field.
FIG. 10. Variations of recurrence quantification variables DET, Lmax, and
Entropy at different discharge voltages in 46 G magnetic field.
FIG. 12. Time series of floating potential fluctuation at 597V in 46 G mag-
netic field with average and6RMS values.
FIG. 13. The computation of local fluctuations, RMS1, around linear, quad-
ratic, and cubic trends.
FIG. 14. Plot of log(F(n)) vs log(n) for time series of floating potential fluc-
tuation at 597V in 46 G magnetic field.
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28 G, and 46 G magnetic fields, the value of the Hurst expo-
nent of the floating potential fluctuations is increasing with
the increase in discharge voltage and this elucidates that with
the increase in discharge voltage long range correlation of
the floating potential fluctuation grows. Hence, the oscilla-
tions are becoming regular and order with the variation of
discharge voltages at a constant magnetic field. Fig. 15(a)
shows the value of H is enhancing with the increase in dis-
charge voltage and a sudden jump is noticed at 569V. Figs.
15(b) and 15(c) reflect the sharp rise of H for the 28 G and
46 G magnetic field. Hence, Fig. 15 indicates that the com-
plexity is decreasing with growing H. Moreover, it has been
observed that in the higher magnetic field (46 G) at 597V,
the value of the H is approaching to 0.59. This suggests that
the correlation is less and that the oscillation is more com-
plex and irregular. Further analysis (Lyapunov exponent)
also confirms that the floating potential fluctuation become
chaotic at 597V in 46 G magnetic field. Hence, the complex-
ity of the signal is decreasing, which enhances the predict-
ability and regularity of the data. This confirms the results of
the RQA as the values of DET and ENT are also showing a
similar increasing trend with the increase of discharge vol-
tages in the respective magnetic field.
V. CONCLUSION
In this work, the three recurrence-based measures DET,
ENT, and Lmax have been used and compared with a statisti-
cal method (DFA) in order to characterize the dynamical
behaviour as well as the statistical features of the glow dis-
charge plasma oscillations in the presence of an external
magnetic field. RP is an advanced technique which qualita-
tively and quantitatively reveals the underlying physics of
the system dynamics when the system goes through a transi-
tion. The considered recurrence measures exhibit an instanta-
neous change which was noticed in both RPs and RQA
measures. The substantial differences in the structure of di-
agonal lines among all the patterns displayed in the RPs
clearly indicate the state transition of the plasma oscillation
with the associated magnetic field. RQA diagnostics are
reflecting that the dynamics of the plasma oscillation is
becoming chaotic with the increase in the magnetic field
which is generating complexity in the system. A chaos to
relaxation oscillation is observed with the variation of dis-
charge voltage at a higher magnetic field (46 G). It has been
found that the information retrieved from the analysis is con-
sistent with the previous analysis carried out with conven-
tional techniques such as the Lyapunov exponent. The
scaling properties, which reflect an inner fractal structure of
a time series, are alternative quantifiers of complexity in real
systems. In order to comprehend the complex dynamics of
the observation we have carried out DFA of plasma oscilla-
tions. It has been noticed that in a constant discharge voltage,
with the increase in the magnetic field, the value of the Hurst
exponent is decreasing. Hence, it elucidates the complexity
of the system is increasing with the increase in the magnetic
field, although the long range correlation still persists.
The main goal of the paper is to study the nonlinear fea-
tures of plasma oscillations by using recurrence quantifica-
tion analysis. The DFA analysis has been carried out to
verify the results obtained from the RQA with the help of
persistent behaviour. Both the results are indicating that the
complexity is growing up in the dynamics of floating poten-
tial fluctuations with increasing magnetic field and decreas-
ing discharge voltage. The result confirms that the
recurrence-based approach is very useful because it can cor-
rectly identify the transitions between the different complex
states.
This work highlights the potential of the RQA along
with the DFA analysis which can be used to explore and de-
velop the dynamical system theory of plasma oscillations of
different plasma systems like DC glow discharge, double
plasma, dusty plasma etc. Our analysis enriches the com-
plexity study of the plasma instability and its associated non-
linear dynamical phenomena such as homoclinic bifurcation,
mixed mode oscillation, intermittency, etc.
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