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0. INTRODUCTION
The theory and applications of dynamical systems with order-preserving
ﬂows have become increasingly important in recent years. Building on the
classical results of M. Mu¨ller [7] and E. Kamke [4], M. W. Hirsch developed
the qualitative theory of cooperative and competitive differential equations
in [3] and a series of subsequent papers. An account of many known results
for ﬁnite-dimensional and for inﬁnite-dimensional systems, as well as an
extensive list of references, can be found in H. L. Smith’s monograph [10].
While in the inﬁnite-dimensional case various types of order cones have
been used in applications, it seems at ﬁrst glance that for ordinary dif-
ferential equations in Rn, with but a few exceptions, only the standard
ordering (deﬁned by the positive orthant) has been utilized. In Smith [10,
Chap. 3, Sect. 5], one also ﬁnds a discussion of the orderings induced
by the other orthants, and such orderings actually prove to be useful in
the investigation of certain equations from mathematical biology (see,
for instance, Smith [9]). Moreover, it turns out that some well-known
differential equations are cooperative (in a sense to be made precise later)
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with respect to other orderings. An interesting source is W. T. Reid’s book
[8] on matrix Riccati equations, particularly Chapter 4. There, a number
of monotonicity results are derived for hermitian matrix Riccati equa-
tions, with the order relation being deﬁned by the set of positive deﬁnite
matrices. Thus, it seems reasonable to pay more attention to arbitrary
orderings.
Perhaps the main problem with arbitrary order cones in Rn lies in the fact
that verifying (or even deﬁning) cooperativity in general is more involved
than in the case of the standard ordering (see Smith [10, Chap. 4, Sect. 5]).
The ﬁrst purpose of this note is therefore to clarify the notion of coop-
erativity for arbitrary orderings, including the criteria for veriﬁcation. In
a general context, cooperativity was introduced by P. Volkmann [12] in a
paper on differential inequalities. In the special situation under considera-
tion here (ﬁnite dimension, differentiability assumptions), and using work
by H. Kunze and D. Siegel [6], we can present an equivalent version that
admits a simple geometric interpretation: an equation is cooperative with
respect to an order cone P if and only if P is positively invariant for the vari-
ational equations. We then proceed to show that the classical monotonicity
theorem of Mu¨ller continues to hold (this also follows from Volkmann [12],
and there is a generalization by Kunze and Siegel [6]); furthermore, we
prove Kamke’s comparison theorem for general order cones. Computa-
tional problems are addressed in some special cases, and several examples
are discussed, including symmetric and hermitian matrix Riccati equations.
Since the reader may ﬁnd it convenient to have a complete account of
the basics, some (more or less known) preliminary results are included with
proofs. On the other hand, to keep the article at a reasonable length and
technicalities to a minimum, hypotheses (for instance, concerning differen-
tiability) are frequently formulated in a more restrictive manner than nec-
essary. In most cases, relaxing the hypotheses is a straightforward matter.
Likewise, for the sake of brevity, some proofs are only sketched.
1. THE MAIN RESULTS
We will ﬁrst collect several deﬁnitions and facts about cones in ﬁnite-
dimensional vector spaces. All of these can be found in Berman and
Plemmons [1, Chap. 1, Sect. 2], where further references are given. A cone
in Rn is a nonempty subset that is closed with respect to addition and mul-
tiplication by nonnegative scalars. A cone is called proper if it is closed, has
a nonempty interior, is convex, and is pointed (i.e., the only subspace it
contains is 0. There is a one-one-correspondence between proper cones
and orderings of Rn that are compatible with the vector space structure
(and have the property that the set of positive elements has a nonempty
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interior). Following established usage, we will write x ≥ 0, resp. x > 0,
resp. x 0, whenever x ∈ P , resp. x ∈ P and x = 0, resp. x ∈ int	P.
In the following, let P be a proper cone. The dual cone P∗ is the set of
all linear forms λ such that λ	x ≥ 0 for all x ∈ P . If a scalar product is
given then P∗ can be identiﬁed with a subset of Rn, via the identiﬁcation
of linear forms with elements of Rn through this scalar product. Adopting
convenient terminology from geometry, nonzero elements of the dual cone
will also be called, in this paper, supporting forms of the cone. Finally, we
denote by End	P the set of those linear maps which send P to itself.
The following property of proper cones is well known, yet crucial in our
context. Therefore we state it explicitly and give a proof.
(1.1) Proposition. Let z ∈ P . Then z ∈ int	P if and only if µ	z > 0
for every supporting form µ.
Proof. (i) Assume that x ∈ P and λ	x = 0 for some supporting
form λ. Then every neighborhood of x contains a point y such that λ	y< 0.
Since the dual of P∗ is equal to P , one has y /∈ P . This shows x ∈ ∂P .
(ii) Let x ∈ P such that µ	x > 0 for every supporting form µ.
Since the set Y = µ ∈ P∗  µ = 1 is compact, there is a δ > 0 such
that µ	x ≥ δ > 0 for all µ ∈ Y . Thus there is a neighborhood U of x in Rn
such that µ	z > 0 for all z ∈ U and all µ ∈ Y . By homogeneity, ν	z > 0
for every supporting form ν.
We will discuss ordinary differential equations
	∗ x˙ = f 	t x
where f is a function on I × U , where I ⊆ R is an interval, and U is a
non-empty open subset of Rn. We will always require that f be continuous,
and that f 	t · be a C1 function on U for each ﬁxed t. This notation and
these assumptions will be kept for the rest of the article. Let t0 ∈ I and
y ∈ U . The unique solution of x˙ = f 	t x x	t0 = y will be denoted by
F	t y t0. The function F	· · t0 will be called the general solution of the
differential equation for initial time t0. Due to standard theorems, this is
a C1 function of t and y. Recall that a subset V of U is called positively
invariant if every solution z	t of 	∗ with z	t∗ ∈ V satisﬁes z	t ∈ V for
all t ≥ t∗.
The following result on positive invariance of proper cones may be con-
sidered common knowledge, but it will be stated and proved for the sake
of completeness.
(1.2) Proposition. Let (∗) be given, and assume that the proper cone P
is contained in U . Then P is positively invariant for the differential equation if
and only if every t∗ ∈ I, every y ∈ ∂P , and every supporting form λ such that
λ	y = 0 satisfy λ	f 	t∗ y ≥ 0.
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Proof. The condition is clearly necessary: if λ	y = 0 and λ	f 	t∗ y <
0 for some t∗, then λ	F	t y t∗ < 0 for all t > t∗ in some neighborhood
of t∗.
We will ﬁrst prove sufﬁciency under the stronger hypothesis that for every
t∗ ∈ I, every y ∈ ∂P , and every supporting form λ such that λ	y = 0, one
has λ	f 	t∗ y > 0. Continuity of the general solution implies that it is
sufﬁcient to prove positive invariance of the interior of P .
Thus, let z	t be a solution of 	∗ such that z	t0 ∈ int	P for some t0.
Suppose that there is some t > t0 such that z	t /∈ P . Then there is a t∗ > t0
with z	t∗ ∈ ∂P and z	t ∈ int	P for t0 < t < t∗. Let λ be a supporting
form such that λ	z	t∗ = 0. From λ	z	t > 0 for t0 < t < t∗ one ﬁnds
0 ≥ d
dt
	λ	z	tt=t∗
= λ	f 	t z	tt=t∗ = λ	f 	t∗ z	t∗
which yields a contradiction.
The proof of the assertion under the weaker hypothesis then follows
by the use of continuous dependence: for v ∈ int	P, and  ≥ 0, deﬁne
f	t x = f 	t x + v and let → 0.
(1.3) Corollary. Let A I → Rn n be a continuous map, and t0 ∈ I.
The solution T 	t of the linear matrix equation X = A	t ·XX	t0 = id, is
contained in End	P for all t ≥ t0 if and only if the following condition is
satisﬁed: for all t ≥ t0, for all y ∈ ∂P , and for all supporting forms λ satisfying
λ	y = 0, the inequality λ	A	ty ≥ 0 holds.
With the preliminaries in place, one can proceed to the appropriate def-
inition of cooperativity. Adopting terminology from Hirsch [3], we call a
subset V of Rn P-convex if for all pairs of points u v ∈ V such that u ≤ v,
the line segment connecting u and v is contained in V . By D2f 	t x we
denote the (partial) derivative of f with respect to the second variable x.
(1.4) Deﬁnition. Let U be P-convex. The differential equation 	∗ is
called P-cooperative if for all 	t x ∈ I ×U , all y ∈ ∂P , and all supporting
forms λ such that λ	y = 0, the inequality λ	D2f 	t xy ≥ 0 holds.
By (1.3), this condition is equivalent to D2F	t z t0 ∈ End	P for all
z ∈ U t0 ∈ I, and all t ≥ t0. To see this, recall the “variational equation”
∂
∂t
D2F	t z t0 = D2f 	t F	t z t0 ·D2F	t z t0
Let us brieﬂy check that this reduces to the familiar deﬁnition when P is
the positive orthant in Rn. In that case, End	P is the set of nonnegative
matrices, and the matrices satisfying the condition of (1.3) are characterized
by having nonnegative entries outside of the diagonal. Thus (1.4) yields
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the usual notion of cooperativity. Moreover, the deﬁnition is consistent
with P. Volkmann’s work [12], as follows from Theorem 7 of Kunze and
Siegel [6].
There are two basic results on cooperative systems with respect to
the ordering deﬁned by the positive orthant, due to M. Mu¨ller [7] and
E. Kamke [4]. We will show that these results continue to hold for
P-cooperative systems. (Kamke’s result implies Mu¨ller’s, but we will nev-
ertheless present a direct proof.) The ﬁrst result is a generalization of
Mu¨ller’s theorem. We note that this is also a consequence of Volkmann’s
[12] theorem on differential inequalities, and that Kunze and Siegel [6]
proved a version admitting cones with a trivial interior.
(1.5) Proposition. Assume that U is P-convex. If 	∗ is P-cooperative
on I × U then the general solution F	t y t0 is monotone in the following
sense: whenever u v ∈ U satisfy u ≤ v then F	t u t0 ≤ F	t v t0 holds for
all t ≥ t0. Conversely, if the general solution of 	∗ with respect to any initial
value is monotone then the differential equation is P-cooperative.
Proof. Let 	∗ be P-cooperative, and let u v ∈ U with u ≤ v. Due to
P-convexity, one has w	s = 	1− su+ sv ∈ U for 0 ≤ s ≤ 1. For t ≥ t0 a
standard trick yields
F	t v t0 − F	t u t0 =
∫ 1
0
∂
∂s
F	t w	s t0ds
=
∫ 1
0
D2F	t w	s t0 · 	v − uds
Since all D2F	t w	s t0 are contained in End	P, all
D2F	t w	s t0 · 	v − u ∈ P . Due to convexity, the integral is also
contained in P .
Regarding the reverse direction, use (1.3) and the fact that D2F	t y t0
solves X˙ = D2f 	t F	t y t0 ·X.
(1.6) Remark. One obtains analogous results under the hypotheses
u < v, resp. u v, with those inequalities being preserved by the solutions
for t ≥ t0. Concerning the inequality “<,” this is immediate from (1.5) and
uniqueness of solutions, while in the case of u  v (thus v − u ∈ int	P)
one may argue in a manner similar to that of Smith [10, Chap. 3, proof of
Proposition 1.1] that the open set x  u  x  v is mapped to an open
set.
For autonomous equations it is easily veriﬁed that virtually all of the
results of Hirsch [3], for instance, also hold for P-cooperative systems (with
some occasional slight modiﬁcations), since they essentially rely on mono-
tonicity but not on the special nature of the order relation. For instance,
the proof of the crucial lemma asserting that there cannot be disjoint ris-
ing and falling intervals (Hirsch [3, Proposition 2.5]; Smith [10, Chap. 3,
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Lemma 3.1]) carries over word for word. We will not pursue this in detail
here.
The result of Kamke [4] in its original version allows one to obtain entry-
wise inequalities for the solutions of two differential equations, provided
that the right-hand sides of the equations satisfy the corresponding inequal-
ities, and that one of the equations is cooperative (see also Walter [13]).
Kamke stated and proved this result for equations which do not necessarily
satisfy uniqueness properties, and thus has a larger range of applications
(for instance, in the discussion of uniqueness questions). We will be satis-
ﬁed here with more restrictive hypotheses.
(1.7) Proposition. Let U be P-convex, let 	∗ be P-cooperative on I ×U ,
and let x˙ = g	t x be deﬁned on I ×U , with g satisfying the same continuity
and differentiability conditions as f . Denote its general solution for initial time
t0 by G	· · t0.
If f 	t x  g	t x for all 	t x ∈ I ×U , and y z ∈ U satisfy y  z, then
F	t y t0  G	t z t0 for all t ≥ t0.
If f 	t x  g	t x for all 	t x ∈ I ×U , and y z ∈ U satisfy y  z, then
F	t y t0  G	t z t0 for all t ≥ t0.
Proof. The basic idea of the proof is due to Kamke [4]; one has to make
the necessary adjustments for arbitrary order cones. We will prove the ﬁrst
assertion; the proof of the second is similar, with obvious modiﬁcations.
Abbreviate v	t = F	t y t0 and w	t = G	t z t0.
(i) A real number t∗ ≥ t0 is said to have “property E” if w	t  v	t
for all t ∈ 	t0 t∗. Assume that w	tˆ − v	tˆ /∈ int	P for some tˆ > t0, and
deﬁne τ as the supremum of the numbers > t0 that have property E. Thus
τ > t0, and w	τ − v	τ ∈ ∂P , while w	t − v	t ∈ int	P whenever t0 < t <
τ.
(ii) Let λ be a supporting form such that λ	w	τ − v	τ = 0. We
will show that
λ	g	τw	τ > λ	f 	τw	τ
To see this, note ﬁrst that λ	w	τ − v	τ = 0 implies λ 	D2f 	t x	w	τ −
v	τ ≥ 0 for all 	t x. Therefore, applying λ to
f 	τw	τ−f 	τv	τ=
∫ 1
0
D2f 	τ	1−sv	τ+sw	τ·	w	τ−v	τds
one ﬁnds
λ	f 	τw	τ − f 	τ v	τ ≥ 0
Combine this with
λ	g	τw	τ > λ	f 	τw	τ
(as follows from (1.1) and the hypothesis) to obtain the assertion.
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(iii) In other words, the result of (ii) shows λ	w˙	τ > λ	v˙	τ, and
therefore, using the deﬁnition of the derivative as well as λ	w	τ− v	τ= 0,
one ﬁnds
λ	w	τ −  < λ	v	τ − 
for all positive  in a neighborhood of 0. But this is a contradiction of
w	τ −  − v	τ −  ∈ P .
(1.8) Remark. One obtains analogous results for the relations “≤”
and “≥” via continuous dependence, and the assertions also remain true,
mutatis mutandis, for the relations “<” and “>,” thanks to uniqueness.
(1.9) Remark. An inspection of the proofs with regard to the necessity
of the hypotheses on P shows that the results remain valid (and Deﬁnition
1.4 makes sense) for all closed, convex cones with a nonempty interior,
which are not necessarily pointed. (For instance, the results are applicable
to half-spaces.) One has to note, however, that the qualitative results of
Hirsch and others cannot be saved for non-proper cones. (The property of
an ordering that x ≤ y and y ≤ x imply x = y is important in that context!)
2. SOME EXAMPLES AND APPLICATIONS
As in the previous section, let P be a proper cone. We will discuss some
aspects of the computational problem of how to verify the condition of
(1.3) for a given cone. Clearly, the precise form of the condition depends
on the structure of P , and it is critical to have sufﬁcient working knowledge
of the dual cone P∗. One distinguished case occurs when the boundary of
P is smooth everywhere except at 0.
(2.1) Proposition. Assume that there is a smooth map γ Rn → R such
that P is one component of x  γ	x > 0, and that, moreover, the derivative
satisﬁes Dγ	y = 0 for all y ∈ ∂P\0. Then a linear map B satisﬁes the
condition of (1.3) if and only if Dγ	yBy ≥ 0 for all y ∈ ∂P . In particular, the
differential equation 	∗, with U a P-convex set, is P-cooperative if and only
if Dγ	yD2f 	t xy ≥ 0 for all y ∈ ∂P and all 	t x ∈ I ×U .
Proof. Let 0 = y ∈ ∂P . The tangent hyperplane to P at y is well deﬁned,
due to the hypothesis on the derivatives. Thus, there is only one supporting
hyperplane at y, and, up to linear dependence, there is only one supporting
form at y, viz. Dγ	y.
Concerning speciﬁc examples, we ﬁrst look at equations in the plane.
One may argue that this is unnecessary, since in R2 there is only one proper
cone, up to a linear transformation of coordinates, and therefore all that is
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left is linear algebra. Still, it turns out that a direct approach is useful. We
will not present criteria for arbitrary proper cones, although this would be
possible, but rather look at one class.
(2.2) Example. With positive real numbers α and β, deﬁne
γ	x = 	−x1 + αx2 · 	x1 + βx2
and denote by P the component of x  γ	x > 0 that is contained in the
upper half-plane. Let a linear map be given by the matrix
S =
(
σ11 σ12
σ21 σ22
)

Then the conditions of (1.3) are satisﬁed if and only if
− σ11α− σ12 + σ21α2 + σ22α ≥ 0
− σ11β+ σ12 − σ21β2 + σ22β ≥ 0
To verify this, note
Dγ	yz = 	−y1 + αy2	z1 + βz2 + 	−z1 + αz2	y1 + βy2
and the fact that, due to homogeneity of γ, it is sufﬁcient to check the
condition for y = 	α 1t and for y = 	−β 1t . The computation for y =
	α 1t yields
Dγ	ySy = 	α+ β	−σ11α− σ12 + σ21α2 + σ22α
thus yielding the ﬁrst condition, and the second condition is found in the
same way.
Just to illustrate that such unusual order cones in the plane do occur
in interesting differential equations, consider the single-species chemostat
model.
(2.3) Example. Let r and k be positive constants, and let a and b be
nonnegative functions on 0∞ with a	0 = b	0 = 0.
If there is a positive constant β such that b = β · a, then the system
x˙1 = r · 	k− x1 − b	x1 · x2
x˙2 = −r · x2 + a	x1 · x2
on the positive quadrant of R2 is P-cooperative with respect to the order
cone given in (2.2), with β as above and α = 0.
This is directly veriﬁed from the functional matrix(−r − b′	x1 · x2 −b	x1
a′	x1 · x2 −r + a	x1
)
and the criteria in (2.2).
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It should be noted that this system (when considered on the positive
quadrant) is never cooperative, or competitive, in the usual sense. Con-
cerning chemostat models, see the monograph by Smith and Waltman [11],
where many results are collected and presented in a uniﬁed manner. If a
is monotone and b = β · a then the equation given above represents the
classical single-species chemostat model, with x1 denoting the substrate con-
centration and x2 the concentration of microbes. Of course, this classical
model can easily be discussed in an elementary manner. But the generaliza-
tion of Kamke’s theorem in 1.7 yields useful comparison results for more
general systems. For instance, assume that the functions a and b satisfy
the weaker condition b	s ≤ β · a	s for all s ≥ 0, with some positive con-
stant β. Then the given system and the one constructed by replacement of
a by β−1 · b are related by ≤P , as is readily veriﬁed. These matters will be
discussed in detail elsewhere.
Next we consider a proper cone in dimension three which is essentially
different from the positive orthant (i.e., it is not the image of the positive
orthant with respect to some linear coordinate transformation).
(2.4) Example. The circular cone. On R3, let γ	x = x21 − x22 − x23, and
let P be the component of x  γ	x > 0 which contains the point 	1 0 0t .
(Thus x1 ≥ 0 for points in P .) Note that γ satisﬁes the hypothesis of (2.1).
Let γˆ be the symmetric bilinear form corresponding to the quadratic form
γ. Then γˆ	y z = y1z1 − y2z2 − y3z3, and Dγ	yz = 2γˆ	y z; and a linear
map B fulﬁlls the condition of (1.3) if and only if for every y with γ	y = 0
and y1 ≥ 0 one has γˆ	y By ≥ 0.
It seems to be a quite formidable task to determine explicitly all of the
linear maps (say, in matrix form) which satisfy this condition. On the other
hand, veriﬁcation for a given matrix is a relatively straightforward matter.
Just to give a few examples, the following matrices do satisfy the condition:
B0 = diag	δ1 δ2 δ3 whenever δ1 ≥ max	δ2 δ3
B1 =

 0 1 01 0 0
0 0 0

  B2 =

 0 0 10 0 0
1 0 0

  B3 =

 0 0 00 0 1
0 −1 0

 
The latter three are even inﬁnitesimal automorphisms of γ, thus satisfying
γˆ	y By = 0 whenever γ	y = 0.
The circular cone is contained in the distinguished class of homogeneous
and self-dual cones. These are of great importance in various ﬁelds of alge-
bra and analysis. The monographs of Faraut and Koranyi [2] and Koecher
[5] provide introductions to the theory and applications of such cones.
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(2.5) Example. Let us look at some speciﬁc examples of differential
equations in a subset U of R3 that are cooperative with respect to the
circular cone P . Let g1 g2 g3 be smooth functions of one variable and
consider the vector ﬁeld
g	x =


g1	x1 + g2	x2 + g3	x3
x1g
′
2	x2
x1g
′
3	x3


on some P-convex set U ⊆ R3. The derivative is
Dg	x =


g′1	x1 g′2	x2 g′3	x3
g′2	x2 x1g′′2	x2 0
g′3	x3 0 x1g′′3	x3

 
and using (2.4) one sees that this equation is P-cooperative on U if (and
only if) g′1	x1 ≥ x1g′′2	x2 and g′1	x1 ≥ x1g′′3	x3 on U .
One possible choice is gi	xi = x2i for i = 1 2 3; in this case one has
equality. The corresponding vector ﬁeld lies in the Lie algebra of the con-
formal group of the form γ.
Clearly, there are many other possibilities. If x1 > 0 for all points in U ,
and g′1	x1 = x1 · h	x1 for some smooth function h, then any choice of
a nonnegative function h and any choice of concave functions g2 g3 will
provide a P-cooperative system.
Finally, we turn to a well-known class of examples.
(2.6) Example. The matrix Riccati equation for symmetric or hermitian
matrices. Let m ≥ 2 be an integer, let I ⊆ R be some interval, and let
a b c be continuous functions on I with values in the space S of symmetric
m×m-matrices. On I × S consider the Riccati equation
x˙ = g	t x = xa	tx+ b	tx+ xb	t + c	t
The book [8] of Reid contains much material on matrix Riccati equations in
general and on equations for symmetric or hermitian matrices (cf. [8, Chap.
4]). This chapter also includes theorems on cooperativity of such equations
with respect to the order cone given by the positive deﬁnite (or negative
deﬁnite) matrices (for instance [8, Chap. 4, Theorem 4.1]). Reid’s proofs
employ a transformation to a linear matrix equation. We want to show here
how results of this type follow directly from the results of Section 1, and
that they hold without additional requirements on the deﬁniteness of a.
(One should note, however, that Reid [8] puts fewer restrictions on a b c
as functions of t. Usually only integrability over each compact subinterval
is required). We will show the following:
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The equation x˙ = g	t x is P-cooperative with respect to the order cone
P deﬁned by positive deﬁnite matrices. (Here one even has: if u and v are
solutions such that u	t0 ≤ v	t0 for some t0, then u	t ≤ v	t for all t.)
To prove this, let γ	x = det x. Then P is one component of x  γ	x >
0. The criterion of (2.1) cannot be applied directly, since the smoothness
requirement is not satisﬁed for m > 2. But here we can proceed differently
and actually show a stronger result: the set Z = x  γ	x = 0 is invariant
for every equation
	† y˙ = D2g	t x	t · y
where x	t is any solution of the matrix Riccati equation (or, indeed, any
function of t). It then follows that P , like any connected component of
the complement of Z, is invariant for 	†, and (1.3) and (1.4) show the
assertion.
We need a few facts that can be found, for instance, in Koecher [5] or
in Faraut and Koranyi [2]. Denote the unit matrix by e, and let σ	u v =
tr	u · v = tr	v · u. One has the important relation
Dγ	yz = σ	adj	y z
where adj	y is the adjoint matrix of y, with the deﬁning property adj	y ·
y = γ	y · e (see Koecher [5, p. 21], for instance).
Therefore
Dγ	yyz = Dγ	yzy = σ	e z · γ	y
for all y and z, and, using D2g	t xy = xay + yax+ by + yb, one ﬁnds
	†† Dγ	yD2g	t xy = 	2σ	a x + 2σ	b eγ	y
Now we invoke a standard argument: let v	t be a solution of y˙ =
D2g	t x	t · y such that γ	v	t0 = 0 for some t0. By virtue of 	†† the
function γ	v	t satisﬁes the linear differential equation
ξ˙ = 	2σ	a	t v	t + 2σ	b	t e · ξ
with initial value 0 at t0; hence it is identically zero.
This proof works equally well for complex hermitian matrices, or hermi-
tian matrices over Hamilton’s quaternions, and for hermitian 3× 3-matrices
over Cayley’s octonions (cum grano salis), since for all of these essentially
the same arguments work. The common feature behind these (and the cir-
cular cones) are formally real Jordan algebras. See Faraut and Koranyi [2]
and Koecher [5] for more background information.
Many of the results in Reid [8, Chap. 4] can be recovered with little
effort by using Mu¨ller’s and Kamke’s theorems. (As mentioned, Reid takes
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a different approach.) Let us just give one speciﬁc example: Let b = 0 and
let a a¯ c, and c¯ be constant matrices such that
a ≤ a	t ≤ a¯ and c ≤ c	t ≤ c¯
Then the solutions z of x˙ = xax+ c, z of x˙ = g	t x, and z¯ of x˙ = xa¯x+ c¯,
with the same initial value at some t0, satisfy z	t ≤ z	t ≤ z¯	t for all
t ≥ t0. This follows immediately from xax + c ≤ xax + c ≤ xa¯x + c¯ and
Kamke’s theorem. Likewise, Theorem 4.3 in Reid [8, Chap. 4] is a direct
consequence of Kamke’s result.
As these examples illustrate, interesting cooperative systems with respect
to nonstandard orderings do occur naturally, and the results presented in
Section 1 indeed make it easier to work with them.
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