In the visual decoding domain, visually reconstructing presented images given the corresponding human brain activity monitored by functional magnetic resonance imaging (fMRI) is difficult, especially when reconstructing viewed natural images. Visual reconstruction is a conditional image generation on fMRI data and thus generative adversarial network (GAN) for natural image generation is recently introduced for this task. Although GAN-based methods have greatly improved, the fidelity and naturalness of reconstruction are still unsatisfactory due to the small number of fMRI data samples and the instability of GAN training. In this study, we proposed a new GAN-based Bayesian visual reconstruction method (GAN-BVRM) that includes a classifier to decode categories from fMRI data, a pre-trained conditional generator to generate natural images of specified categories, and a set of encoding models and evaluator to evaluate generated images. GAN-BVRM employs the pre-trained generator of the prevailing BigGAN to generate masses of natural images, and selects the images that best matches with the corresponding brain activity through the encoding models as the reconstruction of the image stimuli. In this process, the semantic and detailed contents of reconstruction are controlled by decoded categories and encoding models, respectively. GAN-BVRM used the Bayesian manner to avoid contradiction between naturalness and fidelity from current GAN-based methods and thus can improve the advantages of GAN. Experimental results revealed that GAN-BVRM improves the fidelity and naturalness, that is, the reconstruction is natural and similar to the presented image stimuli. Keywords brain decoding; visual reconstruction; generative adversarial network (GAN); Bayesian framework.
Introduction
Human brain decoding (Cox and Savoy 2003; Haxby, et al. 2001; Haynes and Rees 2006; Kamitani and Tong 2005; Mitchell, et al. 2004 ) is an interesting topic in neuroscience. Functional magnetic resonance imaging (fMRI) (Ogawa, et al. 1990 ) can effectively reflect brain activity and human vision (Logothetis and Sheinberg 1996; Ungerleider 1982) is the major sensory channel to acquire external information. Thus, human visual decoding through fMRI data has recently received increasing attention (Horikawa, et al. 2013; Huth, et al. 2012; Naselaris, et al. 2011; Norman, et al. 2006) . In contrast with visual encoding (Kay, et al. 2008; Mitchell, et al. 2008; Wen, et al. 2018; Zhang, et al. 2019 ) that predicts brain activity in response to visual stimuli, visual decoding aims to predict the content of image stimuli through brain activity. According to different targets, visual decoding can be divided into classification, identification, and reconstruction (Naselaris, et al. 2011) . Reconstruction (Hossein-Zadeh 2016; Lin, et al. 2019 ) of image stimuli (usually called visual reconstruction) requires full-information decoding and is the most difficult task. High visual reconstruction quality which indicates the degree of human vision understanding, has been studied.
Previous methods mainly focused on the reconstruction of simple and small sized image stimuli, such as domino patterns (Thirion, et al. 2006 ), hand-written digits (Hossein-Zadeh 2016) , and English letters (Schoenmakers, et al. 2013 ). These methods usually considered visual reconstruction as a simple predicting problem because the dimension of predicting space is not high and directly (Miyawaki, et al. 2008 ) employed linear and nonlinear mapping to accomplish reconstruction. Some methods (Qiao, et al. 2018; van Gerven, et al. 2010 ) depended on some middle features to construct reconstruction models to further improve the quality of reconstruction. In addition to simple images, Naselaris et al. (Naselaris, et al. 2009 ) first implemented the reconstruction of natural images by using some priori information and combination of structural (Kay, et al. 2008) and semantic encoding models. The method can be essentially regarded as an image retrieval problem in a limited natural image library and belonged to a very preliminary attempt.
After deep networks, especially convolutional neural network (CNN), are introduced into neuroscience (Güç lü and van Gerven 2015 ; Yamins, et al. 2014) domain, CNN features have shown a strong correlation with the brain activity in visual cortices (Eickenberg, et al. 2016; Horikawa and Kamitani 2017) , and CNN features have been applied to reconstruct natural images from fMRI data. This application has wide used the two-step manner of visual reconstruction. Depending on feature representation, fMRI data is first mapped into the specific layer of CNN features, and second, reconstruction can be achieved by inverting the predicted features into images. For example, Wen et al. mapped fMRI data to the first layer of CNN features and employed deconvolution neural network (Zeiler, et al. 2011) to implement the reconstruction of dynamic video frame by frame. Similarly, Zhang et al. (Zhang, et al. 2018a) mapped fMRI data to the early layer of CNN features, and inverted the features into image space by using feature visualization (Mahendran and Vedaldi 2015) for reconstruction. Han et al. (Han, et al. 2017) mapped fMRI data to the latent feature space of pre-trained variational autoencoder (VAE) (Schmidhuber 2015) and used the decoder in the VAE for reconstruction. These methods successfully reconstructed visual stimuli from fMRI data; however, the reconstruction results were fuzzy, unnatural, and cannot form semantic understanding.
Generative adversarial network (GAN) proposed by Goodfellow et al. (Goodfellow, et al. 2014 ) is a powerful neural network for image generation and has attracted increasing attention (Arjovsky, et al. 2017; Berthelot, et al. 2017; Chen, et al. 2016; Zhao, et al. 2016) . GAN contains a generator and a discriminator. The generator uses random noise vectors sampled from a fixed distribution to generate fake images and tries to fool the discriminator. The discriminator tries to distinguish between real and fake images. The ability of generator and discriminator continually improves by competing with each other during training, and the generator can finally generate images that look like real images. In this way, GAN accomplishes the transferring from random noise distribution to natural image distribution. Various GANs such as condition GAN (CGAN) (Mirza and Osindero 2014) that requires the category prior, and GAN-based applications such as style transferring (Zhu, et al. 2017 ) have vastly emerged. GAN is currently the best model for image generation. Visual reconstruction is a problem in conditional image generation on fMRI data, and the use of GAN to reconstruct natural images from brain activity has attracted increasing attention.
Current GAN-based visual reconstruction methods are mainly divided into three types. The first type of method (Shen, et al. 2018) replaced the original random noise vector with fMRI voxels as the input of generator and additionally added a fidelity loss item on the original GAN loss to restrict the generated images similar to the corresponding image stimuli. During training, generated images are required natural by the discriminator, and similar to the corresponding image stimuli by fidelity item. However, the distribution transferring may be impaired regarding the unnatural reconstruction results. This result is because the additional fidelity item expects the one-to-one mapping from the fMRI voxels to the corresponding image stimulus instead of the distribution-to-distribution mapping from the fixed noise distribution to natural image distribution. In addition, GAN is difficult to train (Arjovsky, et al. 2017) with the minority of fMRI data samples. The reconstructed image from EEG brain signal based on this manner (Jiao, et al. 2019; Palazzo, et al. 2017; Tirupattur, et al. 2018) also exhibited similar characteristics, and the naturalness and fidelity of reconstruction cannot be simultaneously obtained. For example, EEG-GAN method (Palazzo, et al. 2017 ) generated some unnatural images of the specified category. The second type of method (St-Yves and Naselaris 2018) regarded fMRI voxels as the condition to feed into CGAN. Similarly, fidelity and natural items were both included in the model loss. Through adversarial training, given one random noise vector and fMRI voxels (condition vector), the generator of CGAN can produce the corresponding image stimulus for reconstruction. The first two types of methods both have difficult in balancing the fidelity and natural items by using the minority fMRI data samples, and the reconstruction results are either unnatural or inconsistent. Hence, the third type of method (Seeliger, et al. 2018 ) employed the generator of pre-trained GAN, and constructed one linear regression mapping from the fMRI activity space to input noise space. The fidelity item between the generated images and true image stimuli was used to provide the gradient information through pre-trained generator network to update the weights of the linear regression model during training. After training, given the fMRI voxels of one image stimulus, the linear model mapped them to noise space, and the generator can reconstruct an image. This type of method improve the reconstruction results and is based on an assumption that fMRI activity space and fixed noise distribution space have a linear relationship. The inappropriate assumption influences the fidelity of reconstruction, although the reconstruction preserves the naturalness of generated images because it did not need to retrain the generator. Hence, employing the generator of pre-trained GAN instead of retraining GAN may be appropriate for current fMRI data. In conclusion, these GAN-based methods have improved the reconstruction of natural images from fMRI data. However, further improving the fidelity and naturalness of reconstruction is still expected.
Although GAN have obtained enormous progress in image generation, generating diverse normal-sized natural images, such as the famous ImageNet dataset with 1000 categories, are still difficult. Lately, BigGAN (Brock, et al. 2018) can generate amazing natural ImageNet images. In this study, we introduced the best model into the visual reconstruction. Considering that a reconstruction can be defined as the image that has the highest posterior probability of evoking the measured brain activity (Naselaris, et al. 2009 ), we proposed the new GAN-based Bayesian visual reconstruction method (GAN-BVRM) on one prebuilt visual encoding model and the generator of pre-trained BigGAN to improve the fidelity and naturalness of reconstruction. Essentially, we consider the generator as the infinite natural image dataset and determine the optimal images to fit the encoding model as reconstruction. On the one hand, we can avoid the mutual interference of fidelity and natural item during retraining the GAN by using the pre-trained generator. On the other hand, we did not change the original input noise space and used the encoding model to improve the fidelity. Given that BigGAN model essentially belongs to CGAN and category prior is required for generating images, GAN-BVRM is composed of the four following parts: encoding part that maps image stimuli to brain activity, category decoding part that predicts categories from brain activity, natural image generator of pre-trained BigGAN, and evaluator ranking generated images. By continuous evaluation and search, the improved natural images that maximize to fit the encoding model can be determined as the reconstruction.
In this study, our main contributions are as follows: 1) we analyzed the current drawbacks of visual reconstruction methods based on GAN; 2) we proposed the GAN-BVRM to further improve the fidelity and naturalness of visual reconstruction.
Materials and Methods

Experimental data
The dataset employed in our work was based from the previous studies (Kay, et al. 2008; Naselaris, et al. 2009 ). The dataset had visual stimuli and the corresponding fMRI data that consist of 1750 training samples and 120 testing samples. Voxels in the five regions of interest (ROI: V1, V2, V3, V4, and LO) from low-level to high-level visual cortices were collected in the dataset. In addition to image stimuli and corresponding fMRI data, five experienced persons manually labelled the 1870 images and the final labels with 10 categories (many humans, few humans, mammal, non-mammal, non-building, building, plant, non-plant, organic texture, and inorganic texture) were obtained through voting. The detailed information about the visual stimuli and fMRI data is referred to the previous studies (Kay, et al. 2008; Naselaris, et al. 2009 ), and the dataset can be downloaded from http://crcns.org/data-sets/vc/vim-1.
Problem definition and Bayesian theorem
Inspired by previous work (Naselaris, et al. 2009 ), we first analyzed the visual reconstruction based on the Bayesian viewpoint. From the perspective of probability model, an encoding model that is used to predict brain response (fMRI voxels) v from the presented image s , can be represented mathematically by a conditional distribution ( ) P vs . By contrary, a visual reconstruction aimed at reconstructing the presented stimuli s from fMRI voxels v can be represented by an inverse conditional distribution ( ) P sv . In this way, visual reconstruction problem can be solved by calculating the probability that each possible image evoked the measured fMRI voxels, and taking the image with highest probability as the reconstruction. requires images matching with brain response based on the encoding model. In this way, the separation of high naturalness and fidelity for visual reconstruction is achieved, and we can avoid the mutual interfering of fidelity and natural item during retraining the GAN. Thus, we designed a visual reconstruction model based on Bayesian manner to deal with naturalness and fidelity of reconstruction individually. Figure 1 presents the flows of the proposed GAN-BVRM, and the model can be divided into four parts. The generator of BigGAN have the two following inputs: categories and random noise vectors sampled from Gauss noise distribution. The generator can generate various natural images that belong to specified categories according to different sampling of noise distribution. Hence, the category decoding model is required. For part (a), we directly trained a nonlinear classifier from fMRI data to the categories by using bidirectional recurrent neural network (BRNN) from our previous study (Qiao, et al. 2019a) . After training, the pre-trained classifier can predict the categories given the corresponding fMRI data. However, the pretrained GAN is trained based on ImageNet dataset with 1000 categories, and these categories are different from the 10 categories of Gallant data (Naselaris, et al. 2009 ) used in this study. Thus, we manually mapped the predicted Gallant categories into the 1000 ImageNet categories, and one Gallant category can be mapped to a set of ImageNet categories. Part (b) employed the generator of pre-trained BigGAN to generate natural images according sampled categories from the mapped set of categories and noise vectors sampled from Gauss distribution. From the Figure 1 , we can see that the generated natural colour images are different from the pattern of visual stimuli viewed by subjects. Hence, we multiplied the generated images by the grey mask to obtain the Gallant-pattern images. FMRI device acquires the human brain activity (voxels) when subject viewed visual stimuli, and the encoding model is used to simulate the procedure of human visual processing for part (c).
Overview of proposed method
Through training an encoding model to construct the mapping from visual stimuli space into fMRI voxel space, we can predict the fMRI voxels from Gallant-pattern images based on the pre-trained encoding model. In this study, we used the pre-trained encoding model for V1, V2, and V3 in our previous work (Qiao, et al. 2019b ) because the lower-level visual cortices are mainly responsible for the detailed visual information such as texture, location, and so on. Under the Bayesian framework, we evaluated the similarity between generated images and corresponding visual stimuli by measuring the distance between the true and predicted voxels. According to the above flows, we can evaluate and rank the infinite generated images obtained on the basis of infinite Gauss noise vectors sampled from Gauss distribution. Finally, those images ranked at the front are the reconstruction of the corresponding fMRI data. From the perspective of Bayesian manner, the naturalness of reconstruction can be preserved through the excellent pre-trained generator, semantic content can be determined through decoded categories and the fidelity of reconstruction can be guaranteed through the encoding model. Thus, category decoding is used to control the semantic content and encoding model is used to control the detailed content for visual reconstruction. We employed the PyTorch deep network framework (Ketkar 2017) to perform the experiment based on the Ubuntu 16.04 system with four NVIDIA Titan Xp graphics card. In the experiment, we set batch size as 256 for generator of BigGAN, Approximately 400 iterations (256×400=100K images) are required to accomplish the reconstruction of each visual stimuli. Figure 1 . Illustrator of the proposed method. The model mainly includes the four following parts: A. classifier used to decode categories from voxels, B. pre-trained generator of CGAN used to generate natural images, C. encoding model used to encode generated images to predict voxels, and D. evaluator used to evaluate the distance between predicted and true voxels as to measure the quality of generated images.
Category decoding as prior knowledge of conditional generator
Common category decoding methods employ a statistical linear or nonlinear classifier to directly learn the mapping from specific voxel patterns in visual cortices to the categories. The internal relationship among different visual areas is ignored, and voxels in selected visual cortices are regarded as a whole to feed into the decoding model. Compared to feedforward neural networks, BRNNs have two directions and can use input information from the past and future of the current time frame for sequence modelling. Thus, as our previous study (Qiao, et al. 2019a) , we introduced the bidirectional information flows into our decoding model and constructed an RNN-based model that employs voxels in each visual area as space sequence input to predict categories. The output of the BRNN module can be regarded as the representations of the bottom-up and top-down information flows among visual cortices.
In detail, the input sequence containing five nodes is composed of those voxels selected from five visual areas (V1, V2, V3, V4 and LO), and each node receives the fixed number (100) of effective voxels. After feeding the input sequence to the decoding model, a layer of bidirectional long short term memory (LSTM) module is used to extract the features about categories from the sequence. In this way, it is easier to mine hierarchical features and relationship features between visual areas. The decoding model then combines the output features from two directions and feeds them into the successive fully connected softmax layer to predict categories. In detail, the input node is 100-D, and the output of the node in each direction of LSTM is a 16-D feature. Thus, a 32-D feature combining two directions is obtained for next classification. The number of nodes in the last fully connected softmax layer is 10-D. The dropout operation with a 0.5 rate behind the output of bidirectional LSTM is added to avoid the overfitting. The cross entropy is used to train the decoding model. Further experiment details can refer to the previous study.
After training, the decoding model can predict the category, given the corresponding fMRI voxels from V1, V2, V3, V4, and LO. In the test set, the classification accuracy of decoding model approach 46.17±0.42 for subject 1. However, the image visual stimuli used in this study have 10 categories (many humans, few humans, mammal, non-mammal, non-building, building, plant, non-plant, organic texture, and inorganic texture), which is much too different from the 1000 categories in ImageNet dataset. Given that the condition generator is trained based on ImageNet dataset, we manually constructed the mapping from the Gallant categories (10 categories) to ImageNet categories (1000 categories), and one-to-many correspondence (one Gallant category corresponds to a number of ImageNet categories) is finally obtained. In this way, once the decoded category is obtained, the corresponding ImageNet categories are fed into the next condition generator to generate images.
In detail, ImageNet dataset have different labels from Gallant dataset. ImageNet classes have many different species of fishes (non-mammal animal), birds (non-mammal animal), snakes (non-mammal animal), dogs (mammal animal), and so on, which almost belong to "animal" in Gallant dataset. In addition, ImageNet dataset has enormous artefacts (man-made: nonbuilding) such as refrigerator, bags, displayer, kettle, and so on. By contrast, some Gallant classes such as "humans" and "texture" have fewer corresponding categories in ImageNet dataset, thus, we tried to select some related ImageNet categories for "humans" and "texture" categories. For example, we selected some "sports" category that need many humans to take part in for "many humans" category, some categories that include text texture ("website", "street sign", "menu") for "inorganic texture" category. Even though, these 10 categories still have unbalanced number of corresponds, and we provide the number of classes and some associated with each Gallant category in the Table 1 . 
BigGAN as an infinite image dataset
BigGAN also has two neural network models and achieves the transferring from noise distribution to image distribution through competing training. The employed BigGAN in this study was trained on ImageNet at 128×128 resolution and achieved the state-of-the-art performance for generating natural images. Based on decoded categories, the generator of pre-trained BigGAN can generate one image that belongs to the specified category based on one sampling from Gauss noise distribution. The specified category can control the semantic content of the generated image, and the values of random noise vector influences the detailed content of the generated image, such as shape, colour, location, and so on. In this way, infinite samplings from Gauss noise distribution can obtain infinite natural images, in which, those images fitting well with fMRI voxels through successive encoding model can be determined as final reconstruction. Hence, the BigGAN plays an important role in the overall method.
BigGAN employed the SA-GAN (Zhang, et al. 2018b ) architecture as the baseline and provided category information to the generator with class-conditional batch normalization, and to discriminator with projection. BigGAN simply increased the number of channels in each layer for model architecture and the batch size during training. In detail, the original inputs include one 120-D noise vector and one hot 1000-D category vector. The 120-D noise vector is split into six vectors in equal size, and each 20-D vector is concatenated with the shared category embedding and fed into a corresponding residual block as a conditioning vector. The intuition behind this design is to allow the generator to use the latent space to directly influence the features at different resolutions and levels of hierarchy. Pre-trained generator model of BigGAN used in this study can be downloaded from https://github.com/ajbrock/BigGAN-PyTorch. Further details of BigGAN can refer to original study.
The images viewed by subject were converted into grayscale and masked with circle, whose pattern is different from the generated images. Hence, we similarly converted the generated images into grayscale images and processed them with a circle mask for the next encoding and evaluation.
Encoding model mapping generated images to voxels
Infinite images can be generated with infinite noise vectors based on the generator and corresponding categories. Finding suitable images with true voxels at hand is important for the final reconstruction. Generated images and true voxels belong to the two different spaces, and one mapping from images to voxels, namely, one encoding model, is required. Thus, we employed one encoding model to map the generated visual stimuli to corresponding voxels, and then evaluate them by comparing with true voxels. Current encoding models mainly used the two-step manner of encoding including first selecting well matching feature transformation with corresponding brain activity, and second encoding each voxel through linear regression. This type of two-step manner easily falls into the local optimal status and cannot approach global optimal status. In addition, the linear regression model used voxelwise manner, and one individual linear regression model was trained for each voxel. Eventually, thousands of regression models are constructed for several visual ROIs, which is inefficient. In this study, we employed an effective and efficient encoding model as our previous study (Qiao, et al. 2019b ). As the high-level visual areas are difficult to encode and have bad encoding performance, we employed the encoding model for V1, V2, and V3 to preserve the fidelity of visual reconstruction.
In detail, the encoding model was constructed on the basis of one convolution regression model that was trained in an end-to-end manner in which all model parameters are trained jointly, instead of step by step. The encoding model can be divided into two parts, and front convolutional operations (S2F module) was used to extract good matching features with voxels and the last one linear fully connected (fc) layer (F2V module) was used to predict voxels. The S2F module used for feature transformation employed small convolutional kernel (3×3) for V1 and V2, and large convolutional kernel (5×5) for V3. The self-adapting regression weights in fc layer were employed for the voxels to pay more attention to those well-related features with itself. In addition, ROI-wise encoding manner was used to replace the traditional voxel-wise encoding, which also reduces the number of encoding models and makes the reconstruction efficient. Regarding the loss, we employed Person correlation (PC) instead of mean square error (MSE) between the observed and the predicted responses. To avoid the interfering of ineffective voxels during ROI-wise encoding, we used weighted correlation loss and noise regularization to accomplish selective optimization and update all of the parameters of convolution regression model. Further details of the encoding model were described in a previous study (Qiao, et al. 2019b ) and corresponding open-source repository (https://github.com/KaiQiao1992/ETECRM).
Evaluator ranking generated images
After mapping generated images to voxels space, we evaluated the distance between the predicted and true voxels. However, the encoding model aimed at obtaining high correlation instead of small distance, and the PC value cannot evaluate the single sample. Hence, we trained an additional one-to-one linear mapping with one weight variable and one bias variable to unify the two spaces of the predicted and true voxels. Afterwards, we can employ the MSE to measure the distance between the predicted and true voxels that reflects whether the images accord with the voxels. In this way, we can rank all generated images according to corresponding MSE distances, and smallest MSE value represented the most suitable images. Given that some ineffective voxels influences the computation of MSE, we removed the ineffective voxels and computed the mean values of effective voxels whose encoding performance on training set exceeds 0.27 (Kay, et al. 2008) . Essentially, the encoding models for V1, V2, and V3, and the evaluator were used to restrict the detailed content of reconstruction, the decoded category was used to restrict the semantic content. By splitting the reconstruction into two individual parts, GAN-BVRM can avoid the contradiction between fidelity and naturalness and achieved the good fidelity and naturalness of reconstruction.
Results
Reconstruction based on random categories
We first performed visual reconstruction based on the BVRM without decoded categories, and feed random categories into the generator. In this way, the generated images with all categories are equally selected to maximize to fit the encoding model. Given that the encoding models was only encoded for lower-level visual areas, lower-level visual features are only considered in the reconstruction. Figure 2 presents the qualitative results, and the quantitative results (MSE and SSIM) are also given in Table 2 . We can see that reconstruction results are consistent with the original visual stimuli regardless of semantic content. For example, the reconstruction of the fifth line of image is similar with the image stimuli in terms of scene that background is shady grove, and foreground is empty land. These results validate the proposed method, and demonstrated the important role of lowerlevel visual areas in the architecture. In addition, the low-level appearance of the ranked Top10 reconstruction images for each image stimulus shows consistency. This finding indicates the robustness of the BVRM. However, we can see some incoherence, such as the third reconstructions (zebra) of the fifth line of image stimulus, which indicates the lack of the control of right semantic category and the restriction of only lower-level visual areas used for reconstruction. Note that the presented results are from subject 1, and corresponding results for subject 2 can be seen from Appendices, which indicates the similar phenomenon. Figure 2 . Reconstruction results of five image stimuli. The first column represents the stimuli viewed by subject, and the corresponding ranked Top10 reconstructions are from the second to eleventh column. Note that these ranks are obtained according to distance between predicted voxels and true voxels. Table 2 . Quantitative evaluation based on MSE and SSIM. "Top1" represents the evaluation of ranked first reconstruction that located at the second column, and "Top10" represents the evaluation of ranked Top10 reconstruction that located at from second column to the end. 
Reconstruction based on predicted categories
We then presents the reconstruction based on predicted categories in the Figure 3 . We can see that the semantic and detailed content are consistent with the original image stimuli. The fidelity and naturalness of reconstruction are both guaranteed. Table 3 gives the corresponding quantitative results. These results indicated that the fine reconstruction can be obtained by combining the semantic categories and low-level visual features. In addition, some false decoded categories exist and influence the semantic content of reconstruction. The proposed method divides the visual reconstruction problem into category decoding and detailed content decoding. For the reconstruction with wrongly predicted categories, we can see the similarity in terms of low-level appearance. With improved decoding category, better reconstruction can be obtained. We also present all reconstruction results for all 120 visual stimuli of testing set in Figure 4 and these results reveals the robustness of the proposed GAN-BVRM. Figure 3 . Reconstruction results of six image stimuli. The first column represents the stimuli to be reconstructed from voxels, and the corresponding ranked Top10 reconstructions are from the second column to the end. Note that these ranks are obtained according to distance between predicted and true voxels. 
Infinite dataset (BigGAN) versus limited dataset (ImageNet dataset)
For the proposed architecture, BigGAN is an infinite image dataset, and the optimal images that are best matched with the voxels through encoding model were selected as reconstruction images. BigGAN have learned data distribution through ImageNet dataset instead of remembering all images, which have been validated in the original paper. In theory, the BigGAN as an infinite dataset can generate various images and thus is better than the limited ImageNet dataset for visual reconstruction. To prove the effect of BigGAN, we replaced GAN model and used the ImageNet dataset to complete the searching process. Figure 5 (a) demonstrates a part of results, and Figure 5 (b) presents the quantitative comparison. From these results, we can see that Infinite dataset was better than limited dataset. 
Comparison with current GAN-based method
We also provided comparing results with the two recently GAN-based method (Seeliger, et al. 2018 ; St-Yves and Naselaris 2018), and the two methods are called for short GAN-M1 and GAN-M2. All results for the two method in the Figure 5 are obtained from original papers. From the Figure, we can see that the GAN-BVRM obtain better reconstruction than the two methods. In detail, the reconstruction images of the first method are 64×64, and the second method only reconstruct 32×32 image. These images (32×32) are difficult to determine regardless of fidelity and naturalness. The reconstructed images from the first method have slight fidelity, but reconstruction results are difficult to identify because of worse naturalness. By contrast, the GAN-BVRM performs well in terms of fidelity and naturalness, thus confirming its effectiveness. GAN-BVRM can generate 128×128 images, and the scale was difficult for current methods, including GAN-based methods, because generating big sized images was difficult for GAN training with minority of data. Figure 6 . Comparison of the two GAN-based methods, namely, "GAN-M1" (Seeliger, et al. 2018 ) in A and "GAN-M2" (St-Yves and Naselaris 2018) in B.
In addition, we used average MSE, structure similarity index metric (SSIM), Pearson correlation coefficient (PCC) and perceptual similarity metrics (PSM) to quantitatively compare the reconstruction results of our method and GAN-M1. These results of GAN-M1 are generously provided by Seeliger, et al (Seeliger, et al. 2018) . As shown in the Figure 7 , we can see that our method perform better performance according to the four metrics. For one image, its different layers' CNN features represents different level of appearance. PSM is recently proposed to evaluate the similarity on these different level of appearance. The similarity on the high-level features and low-level features represents the similarity of detailed and semantic appearance, respectively. Thus, we employed AlexNet model (Krizhevsky, et al. 2012 ) to obtain each layers' features of reconstruction images and presented images, and computed the correlation for each layer. In the Figure 8 , we provided the detailed similarity from fist Conv layer to last Conv layer including middle ReLU layer and Polling layer. The results demonstrated that our reconstruction results were more similar with original images from low-level to high-level features. Thus, these qualitative and quantitative reconstruction results indicated that GAN-BVRM with high robustness improved the visual reconstruction quality. 
Discussion
Advantage and disadvantage
In this study, we proposed the GAN-BVRM by maximizing to fit with the encoding model using BigGAN in the Bayesian framework. Through visual encoding and category decoding module, we accomplished the reconstruction with the infinite image database constructed by the pre-trained generator of BigGAN. In this way, our proposed method provides a new architecture for visual reconstruction based on GAN. The proposed method successfully splits the reconstruction problem into several subproblems to avoid the contradiction of fidelity and naturalness from training one GAN-based model from starch. The pre-trained generator preserves the naturalness, and the encoding models of lower-level visual areas preserve the fidelity, in which the two parts are not cross. In addition, the size of our reconstruction images reach 128×128 which is an acceptable scale, compared to previous 64 ×64 or even 32×32 results. Certainly, several parts still need to be improved, for example, the searching-based manner has low efficiency, and non-uniform categories between Gallant and ImageNet dataset still constricts the performance of GAN-BVRM. Given that all of the four parts are fully constructed based on neural networks, the proposed method is potential to achieve the back propagation, and iteratively update the noise vector to generate optimal images to efficiently accomplish visual reconstruction.
Diversity of image generating
In the proposed reconstruction paradigm, the pre-trained generator of BigGAN is regarded as infinite image database and plays an important role in the reconstruction. However, BigGAN has exposed that generated images have weak diversity (Razavi, et al. 2019 ) for many reasons, such as the truncation trick that truncates the large values of noise vector to improve the quality but sacrifice the variety. In this way, the infinite image dataset has the problem of diversity, some optimal images for the encoding model may be missed, and the reconstruction may fall into the local optimal in the constricted dataset. On the other hand, it implies the potential of the proposed method. Hence, improved GAN can directly advance the performance of reconstruction through the proposed GAN-based Bayesian framework, which is also benefit from the proposed architecture.
Replacement of the encoding model
In the proposed method, encoding model is used to map visual stimuli to voxels, namely, simulating human visual processing. In this way, we can present the generated images to the subject, and monitor brain activity with fMRI and then compare it with corresponding previous voxels of visual stimulus to be decoded, finally we can evaluate the generated image.
Human vision system can replace the encoding model and certainly have better encoding performance. The manner is similar with recently proposed method that uses GAN to generate those images to activate the specific neural voxel (Bashivan, et al. 2019) . Through the manner, the proposed method can interact with the subject to accomplish better reconstruction.
Conclusion
Current GAN-based methods for visual reconstruction cannot approach the fine fidelity and naturalness. In this study, we proposed the GAN-BVRM by using pre-trained image generator, category decoding, encoding mapping and evaluator in the Bayesian framework. By maximizing to fit the encoding model, the most suitable images from the infinite database constructed by the generator of pre-trained BigGAN, can be selected as the reconstruction. Experimental results demonstrated that the GAN-BVRM preserved the fidelity and naturalness. We also analyzed the GAN-BVRM in terms of diversity of generator, improved encoding performance, and category decoding, which demonstrated the potential for visual reconstruction based pre-trained GAN in the Bayesian manner.
