Introduction
Most dynamical systems contain parameters in addition to variables. A general system of ordinary differential equations (ODEs) could therefore be writteṅ
where k is a set of parameters on which the equations, and thus their solutions, depend.
If we solve a set of differential equations at different parameter values, we often find that, qualitatively, not much changes. However, in some models, we can find sets of parameter values which are close to each other but where the behavior of the model is in some way qualitatively different for one set or the other. For instance, a stable equilibrium point might have become unstable. We then say that the system has undergone a bifurcation. Bifurcations often change the attractors of a dynamical system. Informally, an attractor is a solution which is approached at long times. Stable equilibrium points are attractors, but they are not the only possibility.
In today's lecture, we will engage in some simple numerical discovery exercises in which we will see a few important bifurcations and their consequences. We will be using the dynamical systems software xppaut (xpp for short). Full instructions for using this software will not be given here. You are directed to consult the xpp documentation for details.
Andronov-Hopf bifurcations
One very important kind of bifurcation is the Andronov-Hopf bifurcation (formerly known in the West as a Hopf bifurcation). In an Andronov-Hopf bifurcation, a stable focus becomes an unstable focus as a parameter is varied, and the attractor becomes a limit cycle. A limit cycle is an asymptotically stable, periodic solution which can be pictured as a closed curve in phase space. Limit cycles differ from conservative oscillations in mechanical systems in that the former have fixed shapes and sizes at given parameter values, while the corresponding quantities in a conservative mechanical oscillator depend on the total energy, i.e. on the initial conditions. There are two qualitatively different kinds of Andronov-Hopf bifurcations, sketched below.
In a supercritical Andronov-Hopf bifurcation, the limit cycle grows out of the equilibrium point. In other words, right at the parameters of the Andronov-Hopf bifurcation, the limit cycle has zero amplitude, and this amplitude grows as the parameters move further into the limit-cycle regime. Pictorially, think of it this way:
In a subcritical Andronov-Hopf bifurcation, there is an unstable limit cycle surrounding the equilibrium point, and a stable limit cycle surrounding that. The unstable limit cycle shrinks down to the equilibrium point, which becomes unstable in the process. For systems started near the equilibrium point, the result is a sudden change in behavior from approach to a stable focus, to large-amplitude oscillations. Here is the corresponding picture:
Because the stable limit cycle exists even when the equilibrium point is stable, if we imagine slowly varying a system parameter back-and-forth across the Andronov-Hopf bifurcation, we wouldn't expect to jump back to the equilibrium point at the same parameter value of the parameter from which this point lost stability. This is called hysteresis, and is associated with bistability, the fact that the system actually has two attractors over a range of parameters.
In both cases, Andronov-Hopf bifurcations occur when an equilibrium point changes from being a stable to an unstable focus. We therefore detect Andronov-Hopf bifurcations through linear stability analysis. 1 Example 2.1 The Brusselator is a historically important model of an oscillating chemical reaction. The Brusselator is an abstract model which was used to show that chemical systems could oscillate, but it does not describe any particular reaction. As you can guess from the foregoing discussion, it undergoes an Andronov-Hopf bifurcation. The model is
In this model, A and B are assumed to be held constant in some way (buffering, continuous supply, etc.). D and E are assumed not to participate in any further reactions so that their concentrations are irrelevant. Accordingly, X and Y are the only variables. If we scale the variables and parameters by
we get the dimensionless equationṡ
The equilibrium point is (x * , y * ) = (a, b/a). The characteristic equation for this equilibrium point is
The eigenvalues are therefore
It shouldn't be too difficult to convince yourself that the following are all possibilities:
1. a stable node 2. an unstable node 3. a stable focus 4. an unstable focus
We concentrate first on the last two cases. We get a focus if the quantity under the square root is negative. The real parts of our two eigenvalues are then
An Andronov-Hopf bifurcation will occur when the real part of the eigenvalue changes sign, i.e. when it passes through zero. In this case, we expect to see the bifurcation when
For b < b AH , the equilibrium point is a stable focus, while it is an unstable focus for b > b AH .
Is our bifurcation supercritical or subcritical? This kind of question can be answered by a simple numerical experiment. Here is the xpp input file for the Brusselator: done Figure 1 shows the behavior for b < b AH . As expected, we get a stable focus.
If we pick a value of b just a bit above b AH , we get a small limit cycle which grows as we increase b (Fig. 2) . Another way to see this more clearly is to plot just the limit cycle, i.e. start plotting the trajectory only after a long time has elapsed so that the transient approach to the limit cycle is eliminated. Figure 3 is an example of this procedure which shows clearly that the limit cycle grows as we move away from the bifurcation. Based on this behavior, we can conclude that the Andronov-Hopf bifurcation is supercritical.
Because trajectories can't cross, planar systems can only have equilibria and limit cycles as attractors. To see more interesting behavior, we need to go to three dimensions.
Dynamics in three dimensions
In this section, we will study some of the possible behaviors of systems in three dimensions. We will again proceed by example. 
Example 3.1 The autocatalator is another abstract chemical reaction model:
The concentrations of A, B and C are the only variables in this model, the other concentrations being either fixed or irrelevant. With the transformations
the rate equations becomeȧ
The xpp input file for this model is as follows: The real parts of the complex eigenvalues have changed sign, indicating an Andronov-Hopf bifurcation. We determine that the bifurcation is supercritical by examining how the system behaves near the bifurcation. In this case, a very small limit cycle is born at the bifurcation. This limit cycle grows as we continue to increase µ (Fig. 5) .
If we continue to increase µ, the limit cycle doubles up (Fig. 6) . We say that the system has undergone a period-doubling bifurcation, so called because the period-the time it takes for the trajectory to repeat itself-roughly doubles as we pass through this bifurcation since we now have to go around the loop twice before coming back to the same point. Note also that the trajectory appears to cross itself. This is an artifact of the two-dimensional projection of a three-dimensional system, but it does show why period-doubling bifurcations can't happen in two dimensions.
If we increase µ further, the limit cycle undergoes additional period-doubling bifurcations (Fig. 7) . Period doublings can and often do continue ad infinitum. Note that the values of µ at which the bifurcations occur get closer and closer. It therefore becomes difficult to find parameter values at which the higher periods appear, although they should be there.
If you think about the logical end result of period doubling, it should be an attractor with an infinite period, i.e. one which doesn't actually repeat itself. There are different ways in which we can draw curves in three-dimensional space which don't repeat themselves, but period doubling leads to a very particular type of curve known as a strange attractor. Strange attractors have a number of, well, strange geometric properties, chief among which is that they are fractal, i.e. they have properties which are consistent with a fractional spatial dimension. In other words, they are neither curves nor surfaces nor volumes, but something in between.
In any event, we observe a strange attractor in our model at µ = 0.154 (Fig. 8) . From our perspective, the most important property of systems with strange attractors is that they are usually chaotic. Chaotic systems are mainly characterized by their sensitive dependence on initial conditions. This means that, if you start two systems off with similar (but not identical) initial conditions, they will tend to drift apart. After a little while, they won't be doing the same thing at all. Figure 9 demonstrates this effect. In both cases shown, two trajectories were started from the initial points (0.113, 17, 13.4) and (0.114, 17, 13.4), which is near the attractor. In the limit-cycle regime, even when the limit cycle is complicated, these two systems just chase each other around the limit cycle, maintaining, on average, a constant distance. On the other hand, chaos causes the two systems to rapidly lose synchrony. Figure 9: Illustration of sensitive dependence on initial conditions. The graph on the left shows the log b vs t time series for two systems started near the period-8 attractor shown in Fig. 7 , while that on the right shows the same thing for the chaotic attractor shown in Fig. 8 . Note the rapid desynchronization in the latter case.
