Abstract-This paper shows that the worst case switching pattern that incurs the longest bus delay while considering the RLC effect is quite different from that while considering the RC effect alone. It implies that the existing encoding schemes based on the RC model may not improve or possibly worsen the delay when the inductance effects become dominant. A bus-invert method is also proposed to reduce the on-chip bus delay based on the RLC model. Simulation results show that the proposed encoding scheme significantly reduces the worst case coupling delay of the inductance-dominated buses.
I. INTRODUCTION
With aggressive scaling of transistor size, interconnect delay increasingly dominates chip performance in deep-submicrometer designs [17] , [18] , [20] . Besides, as the process technology advances and the clock frequency increases over gigahertz, the inductance effects of on-chip interconnect structures have become increasingly significant [7] , [18] . On-chip inductance effects in high-performance circuit designs might affect interconnect in many ways. The performance of a circuit will be reduced due to the increase of wire delay [5] , [13] . The long-range inductive crosstalk can cause serious signal integrity related problems [9] , [13] . Signal overshoots and undershoots due to wire inductance may damage devices. Finally, inductance in power and ground grids can increase the noise in the supply and ground voltages when large currents flow. This is also known as the ground-bounce problem. Therefore, inductance effects cannot be neglected in today's high-performance circuit designs, especially for global interconnects such as clock wires and signal buses.
Most existing works focus on reducing the effects resulting from coupling capacitance on the bus structure. There is not much work in the literature considering inductance effects on the bus structure to develop encoding schemes to reduce bus delay. Considering only the capacitive coupling effect, Victor and Keutzer [21] , Baek et al. [1] , Hirose and Yasuura [10] , and Sotiriadis and Chandrakasan [19] proposed their bus encoding techniques to eliminate crosstalk delay.
Since most previous works only consider capacitance effects on the bus to reduce delay, the worst case switching pattern that incurs the largest delay is when adjacent wires simultaneously switch in opposite transition directions. However, considering the RLC circuit model for the bus structure, we find that the worst case switching pattern with the largest on-chip bus delay is when all wires simultaneously switch in the same direction. On the contrary, this worst case pattern is the best case pattern of a coupling RC model. Further, the best case pattern with the RLC model is that the central wire of the bus switches in a different direction from all other wires that all switch in the same direction. However, this best case pattern is just the worst case pattern with the RC model. See Fig. 1 for examples of the worst case and best case switching patterns on a 5-bit bus. Therefore, the worst case patterns with the maximum on-chip bus delay are completely different for the RC and RLC models. Hence, as inductance cannot be neglected in today's high-performance circuit design, it is very important to consider RLC effects to develop encoding schemes to reduce the bus delay. With the findings of the best case and worst case patterns, we propose a new encoding scheme for on-chip buses to minimize coupling delay with the dominance of inductance effects. The key idea is that inductance coupling effects should be alleviated by transforming the data sequences transmitting through on-chip buses. However, the architectures of the encoder and decoder should be of low complexity so that the power and delay overheads due to the codec circuitry can be compensated by the significant reduction of bus delay.
The rest of this paper is organized as follows. Section II describes the parameters and basic assumptions used in our study for the bus structure and then gives the working flow. Section III performs some simulations by using the RC model. Section IV gives simulations by using the RLC model. The method and circuitry of our encoding (decoding) scheme are described in Section V, and simulation results are shown in Section VI. Finally, Section VII concludes the paper and discusses our future work.
II. PRELIMINARY
In this work, we used the bus structure shown in Fig. 1 to conduct our simulations. We assume that all drivers (receivers) have uniform size and all signal wires have uniform width, spacing, and length. The length, width, and pitch of the signal wire were 2000, 0.8, and 2 µm, respectively. The respective width and pitch of the power/ground were 2 and 13 µm. The heights of all wires are set to 2 µm. The signal rise/fall time was set to 100 ps. With these feasible parameters [7] , [8] , [18] , we used the famous 3-D field-solver FastCap [15] to extract the self and coupling capacitance and FastHenry [14] to extract the resistance, self inductance, and coupling inductance. Then, with these extracted RLC parameters, we constructed the coupling RLC and RC circuit models. Both circuit models were constructed as π segments using series resistance (or series resistance and inductance for RL) and shunt capacitance. Finally, the circuits were simulated by using HSPICE. The overall flowchart is illustrated in Fig. 2 . In our simulations, we assumed that synchronous latches are located at the transmitter side. Thus, all the signals switch at the same time on the buses.
III. SIMULATIONS WITH THE RC CIRCUIT MODEL
In this section, we simulate all switching patterns on the 5-bit bus structure considering only RC effects. The simulation results are listed in Table I . We should note that the number of total switching patterns is 2 5 = 32 (without considering nontransition cases). However, switching from "0" to "1" is symmetric to switching from "1" to "0" for bus delay computation. Therefore, the complete switching patterns can be reduced to 2 5 /2 = 16. Besides, the 5-bit bus structure is also a symmetric structure with respect to the central signal wire. For example, the switching patterns ↓↓↑↑↑ and ↑↑↑↓↓ have the same delay effect on the central signal wire. Hence, the complete switching patterns can further be reduced to ten patterns as listed in Table I (the first ten patterns). From Table I , the three patterns ↓↓↑↓↓, ↑↓↑↓↓, and ↑↓↑↓↑ result in significantly larger delays on the central signal wire. Obviously, when we consider the resistance, self capacitance, and coupling capacitance of interconnects, the worst case switching pattern that incurs the largest delay is when adjacent wires simultaneously switch in opposite transition directions. Therefore, all the previously mentioned encoding schemes [1] , [10] , [19] , [21] can improve the worst case bus delay.
IV. SIMULATIONS WITH THE RLC CIRCUIT MODEL
In this section, we first simulate all switching patterns on the 5-bit bus structure considering the RLC effects of bus interconnects, and then increase wire capacitance to see whether the worst case switching pattern will change or not as the wire capacitance becomes dominant. The simulation results for the 5-bit bus are shown in Table II . From Table II , we observe that the worst case pattern changes from ↓↓↑↓↓ (in Table I ) to ↑↑↑↑↑ and the best case pattern changes from ↑↑↑↑↑ (in Table I ) to ↓↓↑↓↓. Therefore, the worst case and best case switching patterns are completely different considering RC and RLC effects. Therefore, as the technology advances and the clock frequency continues to increase, it is very important to consider RLC effects on the bus structure to derive encoding schemes to reduce bus delay. Otherwise, the encoding schemes might not improve or even worsen the on-chip bus delay because of the redundant logics and wires. Further, we also observe that the largest overshoot noise occurs for the pattern ↑↑↑↑↑, as shown in Table II .
Why does the worst case switching pattern ↑↑↑↑↑ result in the largest bus delay when considering RLC effects on the 5-bit bus? Theoretically speaking, this is mainly due to two factors. 1) Inductance becomes dominant due to higher frequency (increasing the impedance of wire inductance that is jωL) and longer interconnects (longer return path). 2) It is also due to the long-range effect of inductance. From Faraday's law [2] , as shown in (1), the electromotive force induced in a closed circuit is equal to the negative rate of increase of the magnetic flux linking the circuit. We have where V j is the electromotive force induced in loop j due to the time-varying current I i in loop i. Here, Φ ij is the magnetic flux in loop j due to the current I i , B i is the magnetic flux density arising from current I i , and S j represents the surface bounded by the loop j.
The orientation of B i can be determined from the right-hand rule. Therefore, as shown in Fig. 1(a) , the time-varying (increasing) current of the leftmost aggressor wire will induce a downward time-varying (increasing) magnetic field on the victim wire. Therefore, the current results in a positive mutual flux Φ, which also increases with time. Finally, from (1), the induced voltage on the victim loop is negative; that is, the induced current on the victim wire flows in the reverse direction of the victim current. Hence, while all neighboring wires simultaneously switch in the same direction as the victim wire does, they will all induce a current of different direction on the victim wire as shown in Fig. 1(a) . This implies that the charging time (delay) will increase due to the long-range coupling. We can conclude that as inductance effects dominate, the worst case switching pattern with maximum delay is when all wires simultaneously switch in the same direction. Meanwhile, these patterns will also result in the largest noise between each other. Since Cao et al. [3] claimed that the worst case switching pattern for a 5-bit bus should be ↑↓↑↓↑ considering capacitive and inductive coupling, we also conducted simulations to see whether the worst case switching pattern will change or not when capacitance effects become dominant. We simulated with the extracted RCL circuit model of the 5-bit bus by increasing the wire capacitance step by step. The simulation results are shown in Fig. 3 , and the complete switching patterns when capacitance effects dominate (ten times of wire capacitance) are listed in Table III .
From Fig. 3 and Table III , we observe that the worst case switching pattern for the 5-bit bus changes from ↑↑↑↑↑ to ↑↓↑↓↑. From Table III , while considering the worst (best) case switching pattern as wire capacitance dominates, we should first consider the immediate neighbors for the worst (best) case capacitive coupling and then consider the farther neighbors for the worst (best) inductive coupling.
To further investigate the change of the worst case switching pattern when capacitance effects dominate, we also conducted simulations with varying signal rise times. As shown in Fig. 4 , the worst case switching pattern for the 5-bit bus also changes from ↑↑↑↑↑ to ↑↓↑↓↑ when we increase the signal rise time (i.e., decrease the working frequency). This phenomenon also conforms to the trend when capacitance effects dominate since the impedance of wire capacitance will increase as the working frequency decreases. We should note that the frequency of interest here is 583.3 MHz as the rise time is set to 600 ps, for which the capacitance effects dominate. (See [12] for the formula to determine whether the inductance effects are significant.)
V. BUS-INVERT SCHEME Inspired by Stan's low-power bus-invert method [16] for reducing the transition activities to reduce the bus transition power, we propose a bus-invert method to reduce the on-chip bus delay due to coupling effects while inductance effects dominate. Our bus-invert method inverts the input data when the number of bits switching in the same direction is more than half of the number of signal bits. The remaining problem is how to implement the coding architecture with low complexity. For the implementation, we propose an encoder architecture shown in Fig. 5 .
There are three types of possible signal transitions: type I: ↑ (switching from "0" to "1"), type II: ↓ (switching from "1" to "0"), and type III: 0 (no switching). If we refer to x i (n) as an input signal and to x i (n − 1) as its previous input signal, then type I is (x i (n), x i (n − 1)) = (1, 0), type II is (x i (n), x i (n − 1)) = (0, 1), and type III is (x i (n), x i (n − 1)) = (0, 0) or (1, 1). With the input x i (n) and x i (n − 1), the codeword generator generates (q L , q H ) = (0, 1) for type I, (1, 0) for type II, and (0, 0) for type III. Then all q L 's are inputs to the majority voter (L) and all q H 's to the majority voter (H). Finally, from the output of the majority voter L or H, we can detect if the number of type I or II transitions is more than half of the number of signal bits. If one of the majority voters' outputs is high, the input signal should be inverted. The majority voters can be implemented by using either a tree of full adders or resistors combined with a voltage comparator [16] .
Since the additional invert line will contribute to transitions, it should also be considered. Let N be the total number of signal bits of a bus excluding the invert line. The output of the majority voter is asserted when (N + 1)/2 inputs are high. If N is odd, the example encoder architecture is just as that shown in Fig. 5(b) . Hence, after encoding, the worst case switching pattern occurs when (N + 1)/2 signal bits switch in the same direction, where N is odd. If N is even, the encoder architecture is somewhat different as that shown in Fig. 5(a) . The major differences are that we need an extra input INV(n − 1) for our encoder and INV(n) = INV(n − 1) or INV(n − 1), depending if INV_t is high or low. Hence, after encoding, the worst case switching pattern is that N/2 signal bits switch in the same direction, where N is even.
The circuitry of the receiver is relatively simple because it only needs to conditionally invert the receiving data to get a correct data value. If N is odd, the receiving data need to be inverted only when the invert line is high. If N is even, the receiving data need to be inverted only when the invert line has a transition.
For today's high-performance circuits, there are typically only 14 to 16 FO4 (fanout-of-four inverter [6] ) delays per clock [11] . Hence, the delay overhead introduced by our encoder should be minimized. Let d AND2 , d OR2 , and d XOR2 be the delay of a two-input AND gate, that of a two-input OR gate, and that of a two-input XOR gate, respectively. For an N -bit bus, the critical path delay D(N ) of our N -bit bus encoder is given by
where d Codeword Generator equals the delay of an inverter
, and the delay d (N +1)/2 -out-of-N MajorityVoter is given by log 3/2 N * d full adder (delay of a full adder) since we use a full adder tree to implement the majority voter. Therefore, for a typical 8-bit bus encoder with optimized logic and the full-adder circuit implemented as a mirrortype adder, the critical path of the encoder has a delay of ten FO4, which is about two thirds of the clock cycle time. This delay overhead is similar to that of the low-power bus-invert method. Nevertheless, this delay overhead is the "worst case" scenario. Since the encoding logic could be fused with the logic of the IP block, this delay overhead could be reduced with the simultaneous optimization of encoding and the IP block logic.
Like the bus-invert method, our method can also reduce the bus transitions. The reduction of the bus transition count occurs when there are (N + 1)/2 bits that transit in the same direction. For this case, our encoder will invert the current data and the transition count will be reduced. Take an 8-bit bus as an example. For the transition pattern (00 ↑↑↑↑↑↑) before encoding, the transition count is five. After encoding, the transition pattern changes to (↑↑ 000000(↑)) or (↓↓ 000000(↑)), and the transition count is reduced to three (the additional transition (↑) is due to the signal transit on the invert line). Therefore, our encoding scheme can also reduce the average power consumed by the bus in terms of the average transition count. However, the peak power dissipation after encoding will remain the same. For the transition pattern (↑↓↑↓↑↓↑↓) before encoding, our encoder will not invert the current data (i.e., the transition pattern will remain the same after encoding, and this transition pattern causes the peak power consumed by the 8-bit bus due to the coupling capacitance between wires). Since the oppositely switching signals are good for reducing the inductive coupling delay, our encoder will keep these transitions unless there are (N + 1)/2 bits that transit in the same direction. However, the oppositely switching signals are the worst for the power consumption when considering the capacitive coupling effects. Therefore, the peak power will remain the same after using our encoding scheme.
VI. SIMULATION RESULTS

A. Bus Coupling Delay Reduction
With the parameters given in Section II, we conducted our simulations by varying bus signal bits with or without using the proposed bus-invert method. The simulation results are shown in Figs. 6 and 7 .
From Fig. 6 , we observe that coupling inductance has greater impacts on bus delay as the number of bus bit lines increases. For a tight LC cross-coupled bus, as shown in Fig. 6 , the increase (in percent) of the worst case switching delay grows about linearly with the number of bus bit lines. Hence, for a high-frequency tight LC cross- coupled   TABLE IV  REDUCTION OF WORST CASE NOISE BY USING THE BUS-INVERT  METHOD FOR BUS WIDTHS RANGING FROM 2 TO 11 bus, the delay due to signals simultaneously switching in the same direction should be considered.
As shown in Fig. 7 , our encoding method can significantly reduce the worst case switching delay; in other words, the bus performance can be improved. Besides, our encoding method can obtain an even better reduction rate as the number of bus bit lines increases. However, since the encoder architectures for even-bit and odd-bit buses are slightly different, the delay reductions are also a little different. For an N -bit bus, if N is odd, the worst case switching pattern after encoding is (N + 1)/2 signal bits switching in the same direction including the INV line. For when N is even, the worst case pattern after encoding is that only N/2 signal bits switch in the same direction, including the INV line. Hence, the reduction curve of even-bit buses is above that of odd-bit buses when the number of bits is larger than five (see Fig. 7 ). We should also note that for the 2-bit bus, our encoding method will worsen the worst case delay because the additional INV line will introduce large additional coupling to the victim line. In other words, the delay of the worst case after encoding for 2-bit lines plus one INV line will be larger than the worst case for only 2-bit lines.
In addition to reducing the worst case delay, our method has the side effects of decreasing the maximum ground bounce and eliminating the maximum inductive noise. For example, as shown in Table IV , the average reduction of maximum inductive noise is about 17%. Since the ground bounce and the inductive noise are also worst when all signal wires switch in the same direction, our method can also reduce these effects.
B. Delay Overhead of the Bus Encoder
To investigate the delay introduced by our bus encoder and the coupling delay reduction by using our encoding method, we conduct the following simulations to show the delay reduction considering the delay overhead of the encoder for different technology nodes.
The parameters used are adopted from the 1997 National Technology Roadmap for Semiconductors (NTRS'97) [17] and the simulation results in [4] . These parameters are shown in Table V . We consider a typical 8-bit bus with the total routing length of half perimeter of a chip and four times of the minimum wire width and spacing. The length of each wire segment between two buffers is 3000 µm. In addition, the buffers are sized to maintain equal input and output transition times, which is a classical design criterion for buffer sizing. The simulation results are listed in Table VI . Column 2 shows the half perimeter of a chip according to the chip area reported in Table V, assuming that chips are of the square shape and thus the half perimeter of a chip is 2 √ Area. Column 3 lists the number of required wire segments for signals passing through the half perimeter of a chip [i.e., the half perimeter of a chip 2 √ Area (millimeter) divided by the length of a wire segment which is 3 mm]. Column 4 shows the delay overhead induced from our 8-bit bus encoder. The delay gains (the worst case delay of the bus before encoding minus that after encoding) of the signals passing through one wire segment (3000 µm) and through half perimeter of a chip are shown in Columns 5 and 6, respectively. The overall delay gains [((Column 6 − Column 4)/Column 4) × 100%] are given in Column 7. Finally, noise reduction is shown in Column 8.
Columns 2 and 3 in Table VI reveal the increase of the chip size as the technology advances. Since the intrinsic gate delay decreases as the feature size shrinks, the delay overhead of our encoder decreases as well (see Column 4). We report the worst case delay overhead derived in Section V in our simulations. From Columns 5-7, we observe that the overall delay gain tends to increase as the technology advances although the delay gain of each wire segment decreases. For example, as shown in our simulations, the delay gain for signals passing through the half perimeter of a chip is only about 20% for the 0.18-µm process while this gain increases to about 167% for the 0.07-µm process. The reasons are twofold: 1) the decrease of the intrinsic gate delay and 2) the increase of the chip size. To further improve the overall delay gain by reducing the delay overhead, designers can also use dynamic logic to implement the encoding circuit. In addition to the coupling delay reduction, our method can also reduce the maximum inductive coupling noise for long-interconnects by about 30%. The simulation results are shown in Column 8.
VII. CONCLUSION AND DISCUSSIONS
In this paper, we have shown that the inductance effect has changed the worst case switching pattern with the maximum bus delay. For a 5-bit bus structure, the worst case switching pattern is * ↓↑↓ * or * ↑↓↑ * considering RC effects, but the worst case pattern changes to ↑↑↑↑↑ or ↓↓↓↓↓ considering RLC effects. Hence, we shall consider both the RC and the RLC effects to derive effective encoding schemes for bus delay optimization.
We have also conducted simulations considering RLC effects on the bus structure when the wire capacitance becomes dominant. We have observed that the worst case switching pattern is also different from the one considering RC effects. The difference is due to the long-range inductive coupling.
We have also proposed a bus-invert method to reduce the worst case on-chip bus delay with the dominance of the inductance coupling effect. Simulation results have shown that our encoding method can significantly reduce the worst coupling delay of a bus. In the future, we intend to develop a more sophisticated bus-invert scheme to further reduce the inductive coupling delay.
Our encoding scheme is recommended for cases when buses or parallel signal wires are about thousands of micrometers long and work above gigahertz frequencies. At such working frequencies, the gate delay overhead of our encoder should be small enough. If we choose the full-adder tree to implement the majority voter, the delay of the majority voter is O(log 1.5 N ) * (full-adder delay), where N is the total number of signal bits of a bus. In other words, if N is very large, our encoder may cause timing violations. To solve this problem, we can divide the original bus into subbuses by inserting ground wires between subbuses. Hence, the overall problem is a gatedelay-dependent (and thus process-dependent) optimization problem. Therefore, we shall solve this problem in our future work.
It should be noted that our encoding method is not optimal. However, it is very simple yet efficient, and thus the encoder and decoder logics are also very easy for implementation. Therefore, the delay and the power overhead of the encoder and decoder logics are minor compared to the delay and the power consumption of the bus. It needs further investigation for the possible optimal encoding scheme, and it could be a possible direction of our future work. We believe that the resulting "optimal" encoder and decoder would be much more complex than ours and might use more than one pipeline stage to encode/decode data.
The worst case switching pattern, as pointed out in this paper, could be varied with the dimensions and the working frequency of a bus.
Hence, to develop a flexible encoding scheme that can cope with the varying worst case patterns, one potential method is to conduct complete HSPICE simulations for all switching patterns according to the working frequency and the extracted RLC model of a bus to find the real worst case switching pattern. After simulation, all transition delays between any two data patterns can be measured. Then, we can develop an appropriate bus encoding method to avoid the patterns that violate the delay constraint. However, it is very time consuming to conduct complete HSPICE simulations and may suffer from the memory explosion problem for wide buses (for an n-bit bus, there are totally 2 n data patterns and 4 n /2 transition patterns). Therefore, identifying the real worst case switching pattern of a bus efficiently is also a desirable research topic before the development of a flexible bus encoding scheme.
