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6 Estimating the variance of the
sample correlation integral
The estimation of the correlation dimension of a chaotic attractor from the
corresponding time series is a useful tool for understanding the complexity
of the underlying dynamics and for discriminating between dierent types
of time series (see Chapter 1). Moreover, the obtained estimate of the cor-
relation dimension can be used in time series prediction as an estimate for
the autoregression parameter. For such practical purposes the question of
reliability of the estimator is important: the estimate itself is usually not
enough, one needs the condence bounds or another tool to express statis-
tical uncertainty. This problem is essential when the dimension estimate is
used for the discrimination between dierent time series. Dierence in esti-
mates of correlation dimensions can be explained either by dierent nature
of time series or by sampling error: only a nite sequence of observations is
used to compute the estimates. It is important to separate between these
two cases. Here the estimation of the variance enters as the main tool.
As we have seen in Chapter 2, the correlation dimension can be esti-
mated in many dierent ways. The most widely used one is the Grassberger-
Procaccia method (or some variation of it), where the correlation dimension
is estimated by rst estimating the correlation integrals (2.3). Recall that
in that case the variance of the estimator for the correlation dimension can
be computed via the variance of the sample correlation integral (2.5).
In this chapter we want to study dierent procedures for estimating
the variance of the sample correlation integral and compare them for the
examples of a chaotic time series and of a data set consisting of indepen-
dent observations. We shall carry out the Monte-Carlo study, apply the
bootstrap method and consider the method based on the Hoeding decom-
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position of U -statistics. For the bootstrap method we shall also provide
some theoretical results.
The rst step in estimating the correlation integral and the correlation
dimension from a time series is the reconstruction technique. From the









, which we take to be our data set, where
k  1 is the embedding dimension.
The method of Monte-Carlo is an empirical way to estimate variability
of a certain estimator. It amounts to computing the estimate a number of
times on the basis of independent replications of the data set, and taking
the empirical variance as the estimate for the variance of the estimator (the







1; 2; :::;m, be m independent replications of the sample from the unknown
distribution F , and let (F ) be the parameter that we want to estimate.
















































This method is reliable if the estimator is unbiased and enough indepen-
dent replications of the sample are available. In most practical applications
this is not the case. If the estimator is unbiased but the number of replica-
tions is small, then the estimate of the variance may be highly unreliable.




















is asymptotically chi-square with (m   1)
degrees of freedom. If the number of independent replications of the sam-
ple is, for instance, m = 100, then the 2.5% and 97.5% quantiles of the
















In order to speed up the Monte-Carlo study, which is computationally
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quite involved, one might be tempted to take a much smaller number of










-distributed. This distribution has 2.5% and 97.5% quantiles
q
0:025
= 0:30 and q
0:975














Comparing (6.4) and (6.3) one can see that the estimates for the variance
obtained from 10 replications are much less reliable than those obtained
from 100 replications.
When estimating the correlation dimension from a time series, we often
have the outcome of a (univariate) time series of a nite length and inde-
pendent replications cannot be obtained. Then one possibility is to split
the time series into a number of long enough segments and carry on the
Monte-Carlo study in the way described above, treating segments as if they
were independent. This assumption is reasonable for a time series which is
a realisation of a mixing stochastic process since, due to mixing, segments
of a time series become almost independent as they are separated in time.
If the time series is relatively short, then this method does not apply.
Still, the sampling distribution of the estimator used is very much needed.
The method of bootstrap, rst introduced by Efron [31], overcomes the
problem of absence of independent replications of the sample and allows to
consistently estimate the sample distribution and the variance of a statistic.
6.1 Bootstrap for the data from dynamical sys-
tems
6.1.1 General background of the bootstrap
The bootstrap method was suggested in [31] by Efron as a method to ap-
proximate the distribution of an estimator, which is a functional of the
sample and an unknown distribution function, by the so-called bootstrap
distribution. This distribution is obtained by replacing the unknown distri-
bution function by the empirical distribution of the sample. The bootstrap
distribution is easily approximated by performing the Monte-Carlo study,
i.e. in this case by resampling the data.





be a sample of observations coming from an unknown
distribution F , and let (F ) be the parameter of interest. Suppose that









  (F ) (properly scaled)? The answer is quite dicult, since this
distribution will almost always depend on the unknown F , and, even if F










, such as the sample mean, some other linear





  (F ), properly scaled, is known (in most cases it is normal),
and sometimes the variance of a statistic can be computed directly from
the data. For instance, if 
n
is a sample mean and  is the true mean, then

























is N (0; 1). However, such an example is more an
exception than the rule. Usually, the variance of an estimator cannot be
computed directly because its distribution or its parameters are unknown.
This is where the bootstrap method enters the game.
Let F
n










. The essence of the bootstrap method is in replacing the unknown
distribution F by the empirical distribution F
n
, which simply amounts






be conditionally independent, with
common distributionF
n



















represent a nite population with distribution function
F
n




















is taken to be an approximation (called also




  (F ). Since F
n
is







can be easily simulated.












(by L we mean the distribution). For stationary and ergodic sequences,
as n  ! 1, F
n













) converges to L(
n
  ). This \uniform continuity" condition is,
however, very dicult to check. In the i.i.d. case for some statistics, such
as the sample mean, U -statistics and some other, it was shown by Bickel
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and Freedman ([6]).
When working with time series, the assumption of independence is not
satised. Moreover, the dependence structure of a time series will be de-
stroyed by resampling individual observations. For dependent sequences of
observations Kunsch suggested a dierent resampling scheme ([48], see also
Carlstein [17]), the so-called moving block bootstrap. For this procedure one
resamples not the original individual observations, but blocks of length l of
observed data.
The motivation here is that for mixing sequences, if blocks are su-
ciently long, the observations in dierent blocks become almost indepen-
dent, while the dependence inside the blocks is preserved. The choice of the
block length is essential here. On the one hand, choosing the blocks that
are too long results into a small number of them, which does not allow for
good approximation of the underlying distribution by the empirical distri-
bution. On the other hand, choosing blocks that are too short destroys the
short-range dependence, which still can be relatively high (e.g. high values
of autocovariances). In practice, these two factors should be balanced. The
sample size and the sample autocorrelation function can be good indicators
for choosing a suitable block length.
Asymptotic results, such as consistency of the moving block bootstrap
for certain statistics, are considered, among others, by Kunsch [48], Buhlmann
[16], etc. However, in all these results some mixing condition on the se-
quence of observation is imposed, such as the absolute regularity or the
strong mixing. As we noted above, a sequence of data arising from a dy-
namical system in general does not satisfy any of these mixing conditions,
but is a functional of a mixing stochastic process. We are not aware of any
theoretical results concerning the bootstrap for the data of this type. So,
in the following section we shall provide some theoretical justication for
the bootstrap in this case.
6.1.2 Consistency of the bootstrap for the functionals of
mixing processes
Here we want to show that the moving block bootstrap provides a consistent
procedure for estimating the distribution of statistics such as the sample
mean and U -statistics, when the sequence of data is a functional of an
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absolutely regular process. For this we shall employ the notation and the
main results of Chapter 4.
By consistency of the bootstrap we mean that the bootstrap distribution
and the sample distribution are close in some sense. We shall prove here
that for the sample mean the bootstrap distribution is close to the sample
distribution in the 2-Mallows metric (Mallows [50]). Our proof uses the
results of Bickel and Freedman [6] on consistency of the bootstrap for the
i.i.d. case. The analogous result for U -statistics follows then in a rather
straightforward way.
















: L(X) = F; L(Y ) = Gg; F;G 2 F
2
;
where the inmum is taken over all joint distributions of the pair of random
variables X and Y with xed marginal distributions F and G respectively.
The following two statements are equivalent:
(i) F
n
















Thus, convergence in the 2-Mallows metric is equivalent to weak conver-
gence together with convergence of the second moments. (For proof see
Mallows [50]).
Another property of this metric we shall use here is the the following



















































For proof see Bickel and Freedman [6].








2 R, be a sample of F -distributed random variables,
which we take to be the rst n observations of an innite sequence, and
let F
n
be the empirical distribution. From now on we shall assume that




is a functional of an absolutely regular
process, satisfying for some r  1 the r-approximation condition.
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, which is the sample mean. We want to apply the






  (F )). For
simplicity we treat here only the 1-dimensional case (k = 1; X
i
2 R).
The following resampling scheme is considered: for some integers N;m
(N = N
n
; m = m
n
shall be specied later), we resample long blocks of








, separated by short blocks of length m
(which are disregarded), where p = b
n
N+m
c, and recompute the value of the
sample mean on the basis of a bootstrap sample obtained in this way. In
terms of distributions this bootstrap procedure can be described as follows.
Let G the theoretical distribution of the N -block B
1
, and let G
p
be

































































denotes the set of indices in the block B
s
. (Note that in this







rather than the blocks themselves).
















  (F ))), under the specied conditions.




















Suppose that the 1-approximation condition holds and (
l
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as n  !1, for almost all realisations of fX
n















is nearly regular, which
implies that for all integers N;K;L there exists a sequence of indepen-


































; ::: have the same distribution as B
1
, i.e. G. Let
K;L;N be such that the following relationships hold:
n
N +K + 2L
 !1;
K + 2L
N +K + 2L
 ! 0
and let m = K + 2L. If the sample size is n, then the number of blocks
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the expected value of H(B
1






















































































; ::: independent and xed block length N , the theorem of































































]  ! 0 (6.7)








; ::: ; i.e. that the (reg-
















(N)  ! 1 as n  !1 for which the convergence (6.7) holds for













































What we are interested in, is not exactly the distributions in (6.8), but
those in (6.6). However, in what follows we shall show that the respective
distributions in (6.6) and (6.8) are close to each other.
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)]  ! 0, due to (6.8),
and the theorem then requires that d
2
[L(A);L(B)]  ! 0. Since d
2
is a


























);L(B)] both tend to 0 as
n  ! 1, the statement of the theorem will follow.
First we show that jB   B
0
j  ! 0 in probability as n  ! 1, which




);L(B)]  ! 0 as n  ! 1.





the set of indices between sth and (s+1)st
blocks of length N , and i
p




























































































To show that all terms in (6.9) are small in probability, we proceed in the



















































































































))  ! 0 in probability;
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), we can take L = L
n


























































 ! 0. Also p
K
n
 ! 0 by the same
reasoning.
To estimate the last two terms in (6.9) we can use Lemma 4.9. Since
g(X
i



























N +K + 2L
 ! 0























































































in probability, as n  !1.
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Again, for a xed block length, the triangle inequality, the Glivenko-Cantelli






























]  ! 0 (6.11)
as p  ! 1. Although the block length is not xed, still we can nd, as
above, the subsequence p
n
k
 ! 1 as n  ! 1 for which the convergence






which concludes the proof of the theorem. 2:
6.1.3 Hoeding decomposition method and bootstrap for
U-statistics
Above we considered the moving block bootstrap method for the sample
mean. However, in our application we want to estimate the variance of the
sample correlation integral, which has the form of a U -statistic. Here we
shall see how its variance can be estimated directly, using the Hoeding










, be F -distributed random vectors (re-
construction vectors, in our case). Recall that, according to the Hoeding
decomposition, a U -statistic can be represented as
U
n























, dened by the relation (6.12), is in our case negligible
comparing to the rst term in (6.12), which dominates the behaviour of a
U -statistic (see Chapter 5). As a consequence, the asymptotic variance of a
U -statistic is the asymptotic variance of the leading term in the Hoeding
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1fk X   y k gdF (y) = P
y
(k X   y k ); (6.14)
so h
1
(X) is the \mass" of a ball of radius  around X.
The above expressions for the variance of U -statistics can be used





































). Then the sample















and the variance of C
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140 Estimating the variance of the sample correlation integral
Although in the theoretical expression for the variance we have innite
sum of covariances, in practical situations we have to truncate this sum by
some maximal considered lag M << n, since for higher lags the estimates
for covariances (6.17) become unreliable and, moreover, in most practical
situations covariances on higher lags are negligible.
The application of the bootstrap to U -statistics is closely related to the
Hoeding decomposition. The asymptotic variance of a U -statistic is given
by the asymptotic variance of the rst, linear, term of the Hoeding de-
composition (6.13). We can consistently estimate this variance by applying
the moving block bootstrap. Consistency in this case follows from Theorem







. The remainder term is negligible, which can be seen using
the same arguments as in Chapter 5 (Lemmas 5.3 and 5.8).
In practice, the application of the moving block bootstrap to U -statistics
can be carried out in two dierent ways. One way is to resample blocks of
the sequence of data, as it was described above, and then recompute the
value of the U -statistic on the basis of each new bootstrap sample. Another
way is to use the fact that the variance of a U -statistic is determined by
the variance of the leading term of the Hoeding decomposition, which
















test both these procedures on the example of a chaotic time series in the
next section.
6.2 Application to a chaotic time series
The underlying time series is the rst component of the Lorenz dynamical
system, given by the following dierential equations:
_x = (y   x)
_y = x  y   xz
_z =  z + xy: (6.18)
The parameter values were used (; ; ) = (10; 28; 8=3), where the Lorenz
system is known to exhibit chaotic behaviour. The system was integrated
numerically and then sampled at the time distance t = 0:08, yielding the







Fig. 6.1 gives the plot of a part of the time series fx
n
g and Fig. 6.2 -
its autocorrelation function. For this time series the sample of reconstruc-























 Series : lorenz
Figure 6.2: Autocorrelation func-
tion








; i = 1; :::; n ;
and further taken as the data set on which all estimates are based. The
embedding dimension was chosen k = 5, since the chaotic attractor of the
Lorenz system is known to be of fractal dimension close to 2. For the
value of k = 5 the condition on the embedding dimension appearing in the
Takens theorem, which assures successful reconstruction of the attractor,
is satised.
To compute the sample correlation integral we have chosen for a slight
modication of (2.3), taking into account only non-overlapping reconstruc-














For the norm k  k we take the maximum norm. The total size of the
Lorenz attractor is around 30, and, since the correlation integral should be
estimated for small values of , it was chosen approximately 1.5% of the
total size of the attractor, i.e.  = 0:5. We compare methods for estimating
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the variance of the sample correlation integral C
n
(), based on samples of
size n = 1000.
6.2.1 Monte-Carlo method
To have the estimate of the variance which is some kind of a \benchmark"
for the further comparison, i.e. which is as close as possible (in terms of
computer abilities) to the \real" value, we rst performed a rather large














) of the Lorenz dynamical system), and for each replication
the sample correlation integral was computed: C
(s)
n
(); s = 1; ::;m: Fig. 6.3
shows the histogram of the values of C
(i)
n




() was taken, and the variance of C
n
() was computed as in









= 1:75  10
 4
: (6.22)













, yielding the following 95% condence interval for C():
1:16  10
 3
 C()  1:22  10
 3
: (6.23)












. Good t is conrmed by a Q-Q-plot (Fig. 6.4) of the em-
pirical distribution of the C
(s)
n
's versus a normal distribution. To test the
performance of the Monte-Carlo study with smaller number of replications
than m = 100 and to verify our theoretical considerations of the section
6.1, and, in particular, (6.4), we repeated 30 times the Monte-Carlo study




tted by a chi-square density, as Figures 6.5 and 6.6 (Q-Q-plot) show.
6.2.2 Application of the bootstrap
Here we want to apply the moving block bootstrap to our data set, i.e. the




. For practical purposes
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Quantiles of Standard Normal
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Figure 6.4: Q-Q-plot vs. normal
distribution
we use a resampling procedure which slightly diers from that suggested
in Section 6.2. We split the original data set into blocks of specied length
and do not leave out observations between blocks. Then we construct a
bootstrap sample by drawing blocks with replacement and \gluing" them
together. This brings certain boundary eect into the estimate. There are
dierent ways to overcome this problem, such as tapering, weighting the ob-
servations close to the ends of blocks, selecting only non-overlapping blocks,
etc. For instance, Kunsch [48], Carlstein [17] considered these techniques
and the inuence of the boundary eect on the estimates. We, however,
shall not go into details of this problem and will select only non-overlapping
blocks to minimise the eect of gluing the blocks together.
The important remaining question is the choice of the block length.
On the one hand, we would like to have blocks of the length as short as
possible to assure good approximation of the theoretical distribution by
the empirical distribution, and, on the other hand, not too short to destroy
signicant short-range dependence. One of the indicators of the optimal
block length can be the autocorrelation function of the original time series
(Fig. 6.2).
We see that the autocorrelations for lags  15 are almost zero. They
will be disregarded in any case. The steepest decay of the autocorrelations
is observed for the lag 6. That is why we take 6 to be the smallest possible
block length. Whether taking longer blocks would make our estimates more
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reliable, i.e. whether the autocorrelations of lags 7-12 are important for our
estimates, is not yet clear. To explain this question, we shall compare the
estimates obtained by the moving blocks bootstrap with the block lengths
6 and 10. The number of bootstrap resampling iterations was chosen to
be B = 200 (in literature it is noted that already for B  50 a reasonable
approximation of the empirical distribution can be obtained).
First, we perform the moving block bootstrap with the block length l =




(); b = 1; :::; 200, and Fig. 6.7 gives a histogram of
the obtained values. We compute the mean of C
(b)
n
() and the bootstrap

















































= 1:97  10
 4
: (6.24)















, leading to the following bootstrap 95% condence interval for
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 C()  2:14  10
 3
: (6.25)













, and in Fig. 6.8 the Q-Q-plot vs. normal distribution is shown.
Comparing the result in (6.25) with (6.23), one can see that the boot-
strap estimate for C() is biased by a constant factor, which is the result of
repetition of some blocks in a bootstrap sample, what articially increases
the number of -close reconstruction vectors in the sequence. The computer
simulation gives the estimate of the average bias
^
bias = 0:92  10
 3
: (6.26)
Then bias-corrected condence interval (6.25) becomes
1:16  10
 3
 C()  1:22  10
 3
(6.27)
Comparison of (6.27) with (6.23), and (6.24) with (6.22) shows that the
moving block bootstrap with the block length l = 6 gives a very close
value of the estimate of the standard deviation as that obtained by the
Monte-Carlo study.






= 2:08  10
 3




= 2:98  10
 4
: (6.28)
The estimate of the standard deviation becomes much worse in this case,
it is signicantly (almost by factor 2) higher than the estimate in (6.23).
This shows that choosing the blocks too long indeed does not allow for
good distribution approximation and decreases precision of the variance
estimate.













) from 1000 reconstruction vectors as in
(6.15), computed C
n




's and the variance estimate by
(6.16). In (6.17) we truncate the sum of covariances at M = 20, since for
higher lags the covariances are relatively small and their estimates become
unreliable. For our data set we have
C
n




= 1:01e   04:
The estimate for 
n
obtained by this method is smaller than the estimate
(6.22) obtained by the Monte-Carlo study This is possibly the result of
truncating the sum of covariances in (6.16) at a too low lag. Indeed, the
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As it was shown in Section 6.2, in application of the moving block
bootstrap to U -statistics resampling the original data sequence is (asymp-
totically) equivalent to resampling the members of the leading term of the




)'s. This is also fre-
quently suggested in literature on bootstrapping U -statistics (see, for ex-
ample, Atreya [2]). This gives us the motivation to test this method in
practice.
The block length was again taken l = 6 and the number of bootstrap










; b = 1; :::; 200





























































































= 1:60  10
 4
;
and the bootstrap-estimated 95% condence interval for C() is
1:16  10
 3
 C()  1:20  10
 3
:
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but again reasonably close to that obtained by the Monte-Carlo study














6.3 Comparison with a data set of independent
observations
To compare the bootstrap method for dependent and independent obser-
vations, we repeat the above analysis for the sequence of independent ob-
servations taken from the uniform distribution on the Cantor set on [0; 1].
First, proceeding as in Section 6.2, we perform the Monte-Carlo study
to estimate the correlation integral for =0.002, which is 2% of the size




(); n = 1000.
We again took m = 100 independent replications of our data set of size








= 3:16  10
 4
: (6.29)













, yielding the following 95% condence interval for C():
1:947  10
 2
 C()  1:954  10
 2
: (6.30)
Here we see that for independent data set the standard deviation is by one




, than in the case of dependent data
from the Lorenz system (6.22). It shows that dependence brings signicant
contribution into the variance.
Now we apply the bootstrap procedure to the set of independent data,
and compare the results with the values above, which we again consider
as \true" values, as well as with the performance of the bootstrap in the
dependent case. The moving block bootstrap with block length l = 6











= 3:26  10
 4
:
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, and the 95% condence interval for C():
2:013  10
 2
 C()  2:021  10
 2
:
As above, we observe bias in the estimates of the correlation integral.
The estimate for the standard deviation obtained by the bootstrap and the
\true" value in (6.29) dier even less in this case than the corresponding
results for dependent data set.
As in the previous section, we also performed moving block bootstrap for










= 4:02  10
 4
:
As in (6.28), the bootstrap longer blocks gives the estimate for the standard
deviation which is further away from the \true" value.
This comparison shows that the moving block bootstrap works just as
good for dependent as for independent data, but gives rather signicant
deviation from the true value of standard deviation if too long blocks are
taken. The results improve considerably as we decrease the block length.
