We shall deal with the following three questions concerning the power of alternation in automata theory: (1) What is the simplest kind of device for which alternation adds computational power? (2) What are the simplest devices (according to the language family accepted by them) such that the alternating version of these devices is as powerful as Turing machines? (3) Can the number of branchings (universal configurations) in the computations of alternating devices be bounded by a function of the input word length without loss of computational power? We give a partial answer to Questions 1 and 2, i.e., we find the simplest known devices (multihead simple finite automata and one-way blind multicounter machines, respectively) having the required properties according to alternation. Besides this, considering one-way multicounter machines whose counter contents are bounded by the input word length, we tind a new characterization of P. For one-way alternating (simple) multihead finite automata we show that the number of universal conligurations in computations cannot be bounded by o(n/log, n)"' (o(n/log, n)), where n is the input word length. q 1985 Academic PESS, Inc.
INTRODUCTION
Alternation was introduced by Chandra, Kozen, and Stockmeyer [ 1 ] in order to obtain a theoretical model of parallel computations. It has proved to be useful in many areas of complexity theory giving some new characterizations of the basic complexity classes.
Alternating multihead finite automata were defined in King [6, 71 as a generalization of nondeterministic multihead finite automata in the same way as the alternating Turing machines were introduced as a generalization of nondeterministic Turing machines. Studying alternating finite automata King [6, 71 obtained several new results about multihead pushdown automata and several new characterizations of the basic complexity classes. Some of the main results established in [6] are R=2AFA(l) (also in [S] ), CFLG lAFA(3), and P= U k E N 2AFA(K), where N is the set of natural numbers. Some equivalent problems to the P -NP problem are given in [6, 71 too.
This paper consists of four sections. In Section 2 we shall deal with the problem of finding the simplest kind of finite automata for which alternation adds computational power. King showed that R = 2AFA ( 1) and so the simplest device considered in [6] for which alternation helps are lnfa(2) automata. We show that alternation increases the computational power of lnsfa(2) automata too (we note lNSFA(2) $ lNFA (2) ).
Especially, we prove that lAFA(k) = lASFA(k) = lASEFA(k) = lASSEFA(k), and 2ASSEFA(k) for all natural numbers k.
2AFA(k) = 2ASFA(k) $ 2ASEFA(k) = In Section 3 we shall find the simplest known devices (according to the language family accepted) such that the alternating version of these devices is as powerful as Turing machines. We shall consider lbm(k) machines. The simplicity of these devices can be seen in what follows. It is known [2] that each lbm(k) can be simulated by a lcm(k) with constant bound of counter reversals. The simple languages L, = {wcw( w in {a, h}*} in lDFA (2) , and L, = (w in {a, b}* 1 for all x, y in {a, b} + such that w = xy, it follows #a(x) > #b(x)} in lDSSEFA (2) do not belong to IBM(k) for any k E N. But, we shall prove lABM(2) = RE through the equality lABM(2) = lACM (2) .
Besides this we show 2ACM(k) -Nc 2AFA(k + 1) and 2AFA(k) c lACM(k) -N, which implies P = [Ike N lACM(k) -N= U,ce,v 2ACM( k) -N.
In Section 4 we shall prove that there exists a language L, which belongs to lAFA(3) and 2DFA(2), and does not belong to lJkcN lA(f) FA(k) for any functionffrom positive integers to positive integers such thatf(n) = o((n/log* n)'j2). Then, considering a language L' we show lA(f) FA(k) $ lA(n"') FA(k) for f introduced above. We conclude Section 4 proving that the simulation of an lafa(k) by an lasfa(k) can require the essential increasing of the number of universal configuration used.
ALTERNATING SIMPLE MULTIHEAD FINITE AUTOMATA
In spite of the fact that multihead finite automata are more powerful than simple multihead finite automata we shall show that lASFA(k) = lAFA(k) and 2ASFA(k) = 2AFA(k) for any natural number k.
King [6, 7] showed that lASEFA(k) = lAFA(k), and 2ASEFA(k) = 2AFA(k). First, we shall show a similar result for simple multihead finite automata. LEMMA 1. For all natural numbers k: lASFA(k) = lASSEFA(k); 2ASFA(k) = 2ASSEFA(k).
Proof: Let A be a lassefa(k) [2assefa(k)] with the reading head H, and k-1 blind heads H 2,..., Hk. We show that A can be simulated by a lasfa(k) [2asfa(k)] A' with the reading head Hi, and k -1 blind heads HI,..., H;, in the following way.
Each configuration of A is simulated by the configuration of A' in which Hi is on the same position of the input tape as Hi, for i= l,..., k, and both A and A' are in the same state s. Simulating one step of A, A' passes to a new, existential state qs in which it nondeterministically decides which heads coincide. It means that the computation of A' branches in c universal states p,:, pf ,..., p;, for a constant c depending on k, where each such state pi represents information of the coincidence of the heads. A' proceeds from the universal state pi, for i = l,..., c, branching the computation in two parallel computations. In the first computation A' changes the state and moves its heads in the same way as A in the state s with the information about the coincidence of heads represented by pi. Then, A proceeds simulating further steps of A. In the second computation A' verifies its nondeterministic decision sending the group of coincided heads to the right. The second computation ends in an accepting state iff all heads, for which A' has assumed that they coincide, reach the right endmarker at the same moment.
Clearly, exactly one of the second computations from p;'s is accepting which implies L(A) = L(A').
Proof: Let A be a lafa(k) [2afa(k)] with k reading heads H,,..., H,. Since A can recognize the coincidence of its heads [6] we can assume that A computes in such a way that in each configuration p(H,) 6 p(H,) for i < j, where p(H,) is the position of the head H,,, on the input tape for m = l,..., k.
An lasfa(k) [2asfa(k)] automaton A' with one reading head Hi and k -1 blind heads HZ ,..., H; can simulate the computation of A as follows. The head H: simulates the movement of H, for i= l,..., k, i.e., the head Hi in the computation of A and H,! in the simulating computation of A' have the same position. Each step of A can be simulated by A' in the following way. Let A be in a state s. Then A' passes to the existential state q,v in which it nondeterministically decides which symbols are read by the heads H,, H, ,..., Hk. So, the computation branches in c universal states Pb ,..., p:;, for a constant c depending on k and the number of symbols in the alphabet, where each state pi represents a vector (hi, bi,..., bk) of symbols read by H, , H, ,...> Hk, respectively. A' branches the computation from each pi in two parallel computations. In the first one A' moves its heads and changes the state as A reading (b; ,..., bi) in the state s. Then, the first computation proceeds simulating further steps of A. In the second computation A' verifies its nondeterministic decision. Since the reading head H', follows the blind heads HZ,..., Hi, A' can, using the possibility to recognize the coincidence of its heads, verify in an one-way computation whether the symbols bi ,..., b: are on the positions p(H;),..., p(Hk), respectively.
Combining Theorem 1 with the results of King [6] mentioned in the Introduction we obtain the following. 
ONE-WAY ALTERNATING MULTICOUNTER MACHINES
A multicounter machine is a multipushdown machine whose pushdown stores operate as counters, i.e., have a single-letter alphabet. Unrestricted one-way multicounter machines accept all recursively enumerable sets (even two counters suffice RE = lCM(2)). So far various types of restricted multicounter machines have been considered to define proper subclasses. In [2] multicounter machines with blind counters were introduced. A one-way blind multicounter machine lbm(k) is a multicounter machine which has no information about the contents of its counters, i.e., it does not know whether its counters are empty or nonempty. So, a lbm(k) machine changes the states according to the current state and symbol read as a finite automaton. But, as opposed to the finite automaton, besides the state change and the head movement it can decrease or increase the contents of its counters by 1. A lbm(k) machine accepts the input word iff it ends the computation in a final state with all blind counters empty. Now, we show that for lbm(k) machines, which do not recognize the simple languages L, and L2 defined in the Introduction, alternation adds so much computational power that they are as powerful as Turing machines.
THEOREM 2. For all natural numbers k, lABM(k) = lACM(k).
Proof
Using the idea of the proofs of Lemma 1, and Theorem 1 we can see that a lacm(k) machine M can be simulated by a labm(k) machine M' which nondeterministically decides which of its blind counters are empty, and verifies in parallel its nondeterministic decision. Since the verification of the decision of M' is not entirely straightforward we outline it.
Let M' be in a univeral state s, and let M have assumed that its blind counters c, 3 G,..., C, are empty and the other blind counters B,, B2,..., B, are not empty. M', decreasing the contents of B, ,..., B, by 1, passes to an existential state p. If M' is in p then it branches the computation in h + 1 computations. In the first computation M' without the change of the contents of its blind counters passes to a final state, and ends the computation. In the ith computation, for i = 2,..., h + 1, M decreases the contents of Bi+l by 1, and remains in the state p.
Since the contents of C ,,..., C, are not changed, and the contents of Bi, for i=l ,..., h, can be decreased by an arbitrary positive integer (is decreased at least by 1) there exists an accepting computation in the computation tree with the root s iff the counters C 1 ,..., C, are empty, and B, ,..., B, are not empty. COROLLARY 
RE = lABM(2).
Proof: RE = lNCM(2) = lACM(2). Now, simulating 2afa(k)s by lacm(k)s whose counters have contents bounded by the input word length, and vice versa, we obtain a new characterization of P.
LEMMA 2. For all natural numbers k, 2AFA(k) E lACM(k) -N. 571 :31/l-3
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ProoJ: Let A be a 2afa(k) automaton with k two-way reading heads H,,..., H,. We show that A can be simulated by a lacm(k) machine M with one-way reading head H and counters Ci,..., C,, whose contents are bounded by the input word length. We note that A4 can detect the situation in which the contents of a counter oversteps the input word length, and ends this computation branch in an unaccepting state.
The configuration of A in which Hi is on the P(H;)th position of the input tape, for i = l,..., k, can be simulated by a configuration of it4 in which H is on the left endmarker and the contents of Cj is equal to p(H,).
Similarly, as in the proof of Theorem 1, M can nondeterministically decide that symbols b, ,..., bk are read by H,,..., H,, respectively. Then, M, using its reading head H, can verify in k parallel computations whether the symbol hi is on the p(H,)th position of the input tape. Proof: Let M be a 2acm(k) machine with a two-way reading head H, and k counters C, ,..., C,, whose contents are bounded by the input word length. A 2afa(k) can simulate A4 using one head to simulate H, and k other heads H, ,..., H,, to simulate the counters C, ,..., Ck (the position of Hi is equal to the contents of Ci).
We obtain the following results as simple consequences of Lemmas 2 and 3, and the fact P = Uk t N 2AFA(k) in [6] . Proof: In [6] it was shown 2AFA(k) $ ZAFA(k + 1). Concluding this Section we note that the assertion of Theorem 3 and Corollary 4 can be formulated for alternating blind multicounter machines too.
ONE-WAY ALTERNATING MULTIHEAD AUTOMATA AND THE NUMBER BOUND OF UNIVERSAL CONFIGURATIONS
In this section we shall deal with the problem whether the number of universal configurations in the computations of alternating devices can be bounded by a constant or by a function of the input word length without loss of computational power (a similar problem was studied according to the number of nondeterministic decisions in nondeterministic computations). For one-way alternating multihead finite automata, we shall show that the number of universal configurations in computations cannot be bounded by a function g(n) = o((n/log2 n)"').
Now, let us define more formally the complexity measure of alternating devices. If we consider the computation of a nondeterministic device we speak about sequential computation. But, in fact the computation of a nondeterministic device is a tree, which is accepting iff at least one of the leaves of this tree is an accepting configuration, i.e., there exists so-called "accepting computation" as a sequence of configurations beginning with the initial configuration and finishing with an accepting configuration. Similarly, the computation of an alternating device is a tree. As defined in [ 1, for all positive integers n}. Similarly, we define lA
We shall consider the following languages introduced in Yao and Rivest [S]: &=I w~cw*c"'cw~ccw~c"
. CW~CUJ, 1 wi in {a, b} * for i = 1,2,..., h 1 for all natural h. Let L,= lJheN L,. It is no problem to see that L, belongs to 2DFA(2), and to lAFA (3) . Considering L, we can formulate our main result. A configuration of the automaton A working on an input word w is a (k + l)-tuple (q, i, ,..., ik), where q is the state of the finite state control and ii is the position of thejth head on the input word w.
We shall say that A compares the twins of subwords wi of an input word w = w~c"'cw,ccw,c . .. cwl in L(m) in an accepting computation D, iff there exists a configuration in D, such that one of the heads is positioned on the "first" twin wi, and another head is positioned on the "second" twin wi of w.
Obviously, we can assign an accepting computation D, of A (one which has the minimal number of universal configuration) to each word w in L'. So, if we shall speak about the accepting computation D, on a word w EL' in what follows then we shall consider the computation D,. unambiguously assigned to w above. Showing that, for each accepting computation D,, on the word w in L', there exists a natural number j that the twins wj are not compared in D, (i.e., both subwords w, are never read by any pair of heads at the same time) we prove the following fact. The Proof of Fact 2. Each pattern is a tree which has at most 4k + 2 levels (a level is considered as the set of nodes which have the same distance to the root). Since the number of leaves of a pattern is bounded by dfA(2m2), each level can involve at most dfA(2m2) nodes.
The number of all distinct configurations in the computation on the words in L(m) is at most s(n + 2)k < 24ksm 8k Realizing this we can choose the configurations .
for each level of a pattern in at most (24kSm8k)dfA2m2)
,< (2sm)8kdfAC2"Z' different ways, and so, for the whole pattern in at most different ways.
The edges between the nodes from the ith level and the (i+ 1)th level can be choosen in at most (dfA(2m2))dfA(2m2) different ways because the indegree of each node (in the (i + 1)th level in this case) is 1. Realizing that the number of levels is 4k + 2 we obtain the assertion of Fact 2.
The Proof of Theorem 4 continued. Taking the logarithm of me(m) 2-"'+I it is no problem to show that lim,, m me(m) 2-m+1 =O. Similarly as in [3, 81 , it follows that, for sufficiently large m and a, # u2, there are two words in L(m) with the same pattern C of the accepting computations D,,, D,,, respectively, in which the twins u1 of x1, and the twins u2 of x2, respectively, are not compared. Now, let us show that there exists an accepting computation of A on the word y= w~cw~c"'cw,~~cv~cw,+~c"'cw,ccw,c"'cw,+,cv~cw,~ IC"'CW2CW,, which implies L(A) -LR # 0. We note that an accepting computation can be constructed for the word too.
The construction of an accepting computation (tree) on y is based on the fact that during the computation on the words xi and x2 the automaton A did not read the twins of subwords ui and u2 at the same time. Let us construct an accepting computation on y from the pattern C in the following way. For each node u in the pattern C, let XL, P$ respectively, be the subtrees of the accepting computations of DX,, Dxz, respectively, from u (i.e., with the root u) to the prominent configurations in which an edge leads from u in C. Then, for each node u in D, we replace the node u with the edges leading from u by one of the subtrees Xi, e. The determination, which of XA, x', is chosen, is given below.
If some head is positioned on the subword u, in the configuration u then XL is chosen. We have already shown that the situation in which one of the heads is positioned on u, and another head is positioned on v2 does not occur. In the case none of the heads is positioned on u1 or u2 it is not important which Xi we choose.
Concluding the proof of Theorem 4 we note that it is needless to show that the accepting computation on y has at mostf'(2m2) universal configurations. But, it is no problem to prove that the number of universal configurations of one of the accepting computations on y or y' (constructed in the way described above) is bounded by max{A(D,,), A(D,,)}. Now, we formulate some consequences of Theorem 4. Obviously, L, can be recognized by a 2dfa(2) working in linear time. To prove the second assertion of Corollary 6 we show L' E 1A(nii2) FA(3). We shall consider a lafa(3) automaton A with three heads H,, HZ, H,. A branches the computation from its initial, universal state in two computations. In the first sequential computation, A checks whether lwil = m -1 for all i= l,..., m. In the second computation, A compares, for each i = l,..., m, the twins wi of an input word w= wlc"'cw,ccw,c . . . cwi E L' in the following way. During the computation, A adjusts the heads H, and H, on the first symbol of the first twin wi. H, remains on the first c in w. Now, A divides the computation in two parallel computations. In the first computation H, moves to the right until A nondeterministically decides (in an existential state) that H, is adjusted on c immediately preceding the second twin wi. Using heads H, and H,, A compares the twins wi. Then, A simultaneously moving the heads H, and H, verifies its nondeterministic decision. In the second computation A adjusts the heads H, and H, on the first symbol of the following and proceeds in the way described above. Since the number of the twins is m ~~inl;=fA(2m2)<m+ 1 <nlf2. There is the open problem of King [S] whether lAFA(k) is a proper subset of 2AFA(k). We are not able to solve this problem but following Corollary 6 we have solved an extention of this problem formulated in the following theorem. THEOREM 5. Let g be a function from positive integers to positive integers such that g(n) = o( (n/log, n)'12). Then, for any natural number k 3 2,
We have proved that lASFA(k) = lAFA(k) in Section 2. Considering the language L, = {wcwl w E (a, b}*} E lDFA(2), we shall show that the simulation of a lafa(k) by a lasfa(k) can require the essential increasing of the number of universal configurations used. THEOREM 6. L, # lA(o(n/log, n)) SFA(k), for any natural k.
Proof: The proof of Theorem 6 is a simple extension of the proof of Theorem 4. Suppose, for a k E N, that there exists a lasfa(k) automaton A such that L(A) = L,, and fA(n) = o(n/log, n). Let A have s states, and the maximal branching from an universal state is bounded by d.
Let, for each input word wcw, D, be the accepting computation on w. The prominent configuration of D, is a configuration in which the reading head is adjusted on c, and the reading head was not adjusted on c in the preceeding configuration. Clearly, each sequential computation (from the root to a leaf) of an accepting computation involves at most 1 prominent configuration.
For each input word wcw in L, with the accepting computation D,, we construct a pattern in the following way. The pattern is a tree whose root is the root of D,, and whose leaves are the prominent configurations of D,. All leaves of the pattern are directly connected with the root by the edges, i.e., the pattern is a tree of depth equal to one.
The number of all different patterns of the words wcw, where 1 WI = m, can be bounded by e(m)= (s(2m + l))kdfA(2m+'). Concluding this section and the paper too we formulate an open problem. In Section 2 we have shown that lASSEFA(k) = lASFA(k), and King [4] has proved lASEFA(k) = lAFA(k).
Can a similar assertion as in Corollary 8 (that the simulation has to increase the number of universal configuration used) be proved according to the relation between alternating multihead finite automata with and without the property of head coincidence recognition?
APPENDIX:
DEFINITIONS AND NOTATIONS
We shall consider a large number of different devices in this paper. We shall not give their formal definitions. They can be found in [6, 71 for multihead automata, and in [2] for multicounter machines:
automaton with k (read only) heads.
ldsfa(k) [ lnsfa(k)]-one-way simple deterministic [nondeterministic] k-head automaton which is the same as above except that k -1 heads are blind, i.e., they can see only the endmarkers e and $ on the input tape. lbm(ktone-way nondeterministic machine with k blind counters, a lbm(k) is a lcm(k) which knows nothing about the contents of its blind counters during the computation, but it accepts only in a final state with all its blind counters empty. 2dfa(k), 2nfa(k), 2dsfa(k), etc., are two-way extensions of ldfa(k), lnfa(k), ldsfa(k), respectively. lafa(k), 2afa(k), lasfa(k), 2asfa(k), lacm(k), labm(k), etc., are alternating lnfa(k), 2nfa(k), lnsfa(k), 2nsfa(k), lcm(k), lbm(k), respectively. The alternating devices are considered as defined in [ 1, 5, 63 by the partitioning of the states into the set of universal states and the set of existential states.
lDFA(k)-the family of languages recognized by ldfa(k), similarly 2DFA(k), lNFA(k), 2NFA(k), etc., are the corresponding families of languages.
R-the family of regular languages, R = lDFA( 1). CFL-the family of context-free languages. P-the class of languages accepted by deterministic Turing machines in polynomial time.
RE-the class of all languages accepted by Turing machines. lA(f) FA(k&the subclass of lAFA(k), where every language is recognized by a lafa(k) which uses in its accepting computations at most f(n) branchings (univer-sal configurations) for the input word length n (the formal definition will be given later). Let w be a word in Z*, for an alphabet C, and let a be in C. Then #a(w) denotes the occurrence number of the symbol in w. The length of w is denoted by Iw(. Let A be a device. Then L(A) denotes the language recognized by A.
