HIDENORI FUKAYA, MIKIO FURUTA, SHINICHIROH MATSUO, TETSUYA ONOGI, SATOSHI YAMAGUCHI, AND MAYUKO YAMASHITA A . We introduce a mathematician-friendly formulation of the physicist-friendly derivation [ ] of the Atiyah-Patodi-Singer index. Our viewpoint sheds some new light on the interplay among the Atiyah-Patodi-Singer boundary condition, domain-wall fermions, and edge modes.
in matrix form. We define the index of the odd, self-adjoint, elliptic operator D by Ind(D) := dim Ker D + − dim Ker D − = tr Γ S | Ker D .
In physics notation, Γ S = γ 5 and D = γ 5 / D if dim X = 4, and the index gives the chiral asymmetry of the number of independent left and right zero modes. The eta invariant describes the overall asymmetry of the spectrum of a self-adjoint operator. Then, we have a variational formula
for any m > 0, the proof of which will be sketched later in this section. Our previous paper [ ] generalised this formula ( ) to handle the Atiyah-Patodi-Singer index by considering the domain-wall fermion Dirac operator. Let Y ⊂ X be a separating submanifold that decomposes X into two compact manifolds X + and X − with common boundary Y . Let κ : X → [−1, 1] be a step function such that κ ≡ ±1 on X ± \ Y and κ ≡ 0 on Y , which is sometimes called a domain-wall function. We refer to Y as the domain wall and call D + mκΓ S the domain-wall fermion Dirac operator.
In [ ], assuming that X is a 4-dimensional flat manifold, we derived a formula ( )
by first expanding the right hand side with the Fujikawa method [ ] and then identifying the result with the left hand side via the Atiyah-Patodi-Singer index theorem. Our new approach in this paper is mathematically rigorous and reveals the direct link between them; moreover, we will prove the formula ( ) for any evendimensional Riemannian manifolds. See Theorem . As a warm-up, we will prove the formula ( ). Consider the cylinder R × X. The coordinate along R is denoted by s. We pull back the bundle S on X to R × X, which will be denoted by the same symbol. Let κ AS : R × X → [−1, 1] be a step function such that κ AS ≡ 1 on (0, ∞) × X and κ AS ≡ −1 on (−∞, 0) × X.
We introduce a self-adjoint operator D m :
We will prove in Proposition that this is a Fredholm operator and Ind( D m ) = Ind(D). We also observe that the constant term in the asymptotic expansion of the heat kernel vanishes on such an odd-dimensional manifold as R × X. Thus, by the Atiyah-Patodi-Singer index theorem on cylinders, Ind( D m ) can be written only in terms of the eta invariant. Note that D + m κ AS (±1, ·)Γ S = D ± mΓ S . Hence, we have
which proves the formula ( ). We will generalise the proof above to handle manifolds with boundary. In the book [ ], one of the authors modified the embedding proof of the Atiyah-Singer index theorem, using a localisation argument of Witten [ ] with supersymmetric harmonic oscillators. In this paper, we will develop another Witten localisation argument with a particular embedding constructed in Section . and the Jackiw-Rebbi solutions of domain-wall fermionic Dirac operators instead of supersymmetric harmonic oscillators. We will introduce an operator ( ) that interpolates domain-wall fermion Dirac operators and Atiyah-Patodi-Singer operators. Our localisation arguments will localise the index of this operator to open submanifolds. We emphasise here that the ideas behind the proof seem more interesting than the formula ( ) itself and useful in other applications. We also remark that considering spectral flows of the family {D + m κ AS (s, ·)Γ S } s∈ [−1,1] seems more appropriate when dealing with various symmetries such as in the ten-fold way of topological insulators [ ].
. E In this section, we will develop, under very weak assumptions, yet another excision formula of the index, which will be a technical basis to the rest of the paper and might be of independent interest. We first set up notation. Let Z be a complete Riemannian manifold and S Z a hermitian vector bundle on Z. We denote by C ∞ c (Z; S Z ) the space of compactly supported smooth sections of S Z . Let L :
be a first-order, elliptic partial differential operator that is essentially self-adjoint on L 2 (Z; S Z ). We denote the symbol of L by σ L ∈ C ∞ (Z; Hom(T * Z, End(S Z ))). Let h be a (not necessarily smooth but measurable) self-adjoint endomorphism of S Z whose eigenvalues are uniformly bounded on Z. For each m > 0, we set L m := L + mh. Throughout this section, (·, ·) will denote a pointwise hermitian inner product, |·| a pointwise norm, and · an L 2 -norm, and denote the exterior derivative of a function by d .
Lemma . Let β 0 , β 1 ∈ C ∞ (Z; R) satisfy β 2 0 + β 2 1 = 1. We have a pointwise equality
The assumption β 2 0 + β 2 1 = 1 implies 2(β 0 (L m ), σ L (dβ 0 ) ) + 2(β 1 (L m ), σ L (dβ 1 ) ) = 0.
Lemma . Under the assumption of Lemma , suppose further that h is smooth and anti-commutes with L on supp β 1 . Then, we have an L 2 -integral equality
Since L and h anti-commute on supp β 1 , we deduce that ∫
Hence, Re L(β 1 ), hβ 1 L 2 = 0, and we have L m (β 1 ) 2 = L(β 1 ) 2 + mhβ 1 2 . Thus,
as required.
be an open covering of Z. Let 1 = γ 2 0 + γ 2 1 be a smooth partition of unity subordinate to U 0 and U 1 . We assume the following three conditions:
(i) h is smooth and anti-commutes with L on U 1 . (ii) the eigenvalues of h 2 are greater than or equal to 1 on U 1 .
where we set
By assumption (i), we can use Lemma . Thus, we obtain
be a smooth partition of unity subordinate to U 0 and U 1 . We assume that |σ L (dη 0 )| is bounded on U 0 ∩ U 1 . Then, there exist smooth partitions of unity 1 = β 2 0 + β 2 1 = γ 2 0 + γ 2 1 subordinate to U 0 and U 1 such that both |σ L (dβ 0 )| 2 + |σ L (dβ 1 )| 2 and |σ L (dγ 0 )| 2 + |σ L (dγ 1 )| 2 are bounded on U 0 ∩ U 1 , and that γ 1 ≡ 1 on (supp dβ 0 ) = (supp dβ 1 ).
Proof. Let β : [0, 1] → [0, 1] and γ : [0, 1] → [0, 1] be smooth cut-off functions such that β 2 + (1 − β 2 ) = 1 and γ 2 + (1 − γ 2 ) = 1, and that γ ≡ 0 on [0, 1/4], β ≡ 0 on [0, 1/2], γ ≡ 1 on [1/2, 1], and β ≡ 1 on [3/4, 1]. We set β 1 := β • (1 − η 0 ) and γ 1 := γ • (1 − η 0 ), which clearly satisfy the claimed properties.
Proposition . Let Z = U 0 ∪ U 1 and 1 = η 0 + (1 − η 0 ) satisfy the assumptions of Lemma . Let 1 = β 2 0 + β 2 1 = γ 2 0 + γ 2 1 be partitions of unity constructed in Lemma . We also assume that h satisfies the conditions (i) and (ii) of Lemma . Then, there exists a constant C 0 > 0 that depends only on η 0 and σ L such that, for any Λ ≥ 0 and
We first show ( ). By Lemma , we have
Thus, we obtain
By Lemma , we have
Consequently, we have
Now set C 0 := max{C 1 , C 2 }, which yields ( ). Next we prove ( ). Since β 2 0 + β 2 1 = 1, we have β 0 2 + β 1 2 = 2 . By Lemma , we have
This completes the proof.
be two sets of data as above that satisfy the assumptions of Proposition . We assume that L coincides with L on U 0 U 0 in the sense that there exists an isometry τ :
Then, there exists a constant C > 0 that depends only on η 0 , η 0 , σ L , and σ L such that the following holds. Fix Λ 2 > Λ 1 > Λ 0 ≥ 0 and m > 0. If L m has only discrete spectrum in [−Λ 0 , Λ 0 ] and has spectral gaps
then L m also has only discrete spectrum in [−Λ 1 , Λ 1 ] and the number of eigenvalues of L m in [−Λ 1 , Λ 1 ] counted with multiplicity is equal to that of L m in [−Λ 0 , Λ 0 ].
Remark . The spectral gap condition ( ) is only imposed on L m .
The discrete spectrum of a self-adjoint operator consists of isolated eigenvalues with finite multiplicity.
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Proof. Let E 0 be the span of the L 2 -eigensections of L m with eigenvalues in [−Λ 0 , Λ 0 ] and E 2 with eigenvalues in [−Λ 2 , Λ 2 ]. Let Π 0 : L 2 (Z; S Z ) → E 0 and Π 2 : L 2 (Z; S Z ) → E 2 be the L 2 -orthogonal projections. The spectral gap assumption ( ) on L m implies E 0 is a finite dimensional vector space and E 0 = E 2 . Let Π 1 : L 2 (Z ; S Z ) → L 2 (Z ; S Z ) be the spectral projection for L m associated with [−Λ 1 , Λ 1 ]. Let E 1 := Im Π 1 . We will show that E 0 E 1 .
Let 1 = β 2 0 + β 2 1 and 1 = (β 0 ) 2 + (β 1 ) 2 be partitions of unity in Lemma . We regard, via τ andτ, each section of S Z supported in U 0 as a section of S Z supported in U 0 . We define a linear map ρ :
and a linear map ρ : E 1 → E 2 similarly. We will prove that ρ and ρ are isomorphisms.
We first show that ρ is injective. Fix ∈ Ker(ρ). Assume that 0. The assumption ( ) and the inequality ( ) implies that β 0 0. We define
where C 0 is the constant in Proposition . Then, by Proposition , we have
The assumption ( ) implies
Hence, we have L m (β 0 ) 2 < Λ 2 1 β 0 2 . Since β 0 is supported in U 0 and L m coincides with L m on U 0 , we have L m (β 0 ) = L m (β 0 ) . Thus, we have L m (β 0 ) 2 < Λ 2 1 β 0 2 , which implies β 0 = 0 by the definition of Π . This contradicts the assumption. Thus, ρ is injective. We next show that ρ is injective. Fix ∈ Ker(ρ ). In the same way as above, we have
which implies ρ is also injective.
We have now shown that ρ : E 0 → E 1 and ρ : E 1 → E 2 are injective. Since E 0 is finite dimensional and E 0 = E 2 , it follows that E 0 E 1 . The proof is complete.
be two sets of data as above. We make the following assumptions:
is smooth and anti-commutes with L on U 1 , and h is smooth and anti-commutes with L on U 1 .
(iii) the eigenvalues of h 2 are greater than or equal to 1 on U 1 , and the eigenvalues of (h ) 2 are greater than or equal to 1 on U 1 . (iv) there exists an isometry τ : U 0 → U 0 covered by a bundle isometryτ :
(v) S Z and S Z are Z 2 -graded and that L, L , h, and h are odd operators. Then, there exists a constant C > 0 that depends only on η 0 , η 0 , σ L , and σ L such that the following holds. Fix Λ > 0 and m > 0. If L m is a Fredholm operator with (Spec L m ) ∩ [−Λ, Λ] = {0} and m > 2(C 2 + Λ 2 )/Λ, then L m is also a Fredholm operator and we have
Proof. Fix Λ > 0 and m > 0 with (Spec L m ) ∩ [−Λ, Λ] = {0} and m > 2(C 2 + Λ 2 )/Λ. Set Λ 2 := Λ, Λ 1 := Λ/ √ 2, and Λ 0 := 0. Then, (Λ 2 , Λ 1 , Λ 0 ) satisfies ( ) and ( ) of Proposition . Note that spectral projections commute with grading operators. Thus, we conclude from Proposition that Ind(L m ) = Ind(L m ).
. T . . Statement. We first set up notation. We define c, ϵ, and Γ by
Then, c 2 = −1, ϵ 2 = Γ 2 = 1, Γ = cϵ, and they anti-commute. Let X be a closed oriented Riemannian manifold with dim X even. Let S be a Z 2 -graded hermitian vector bundle on X, and Γ S its Z 2 -grading operator. Let D : C ∞ (X; S) → C ∞ (X; S) be a first-order, formally self-adjoint, elliptic partial differential operator that anti-commutes with Γ S . Let Y ⊂ X be a separating submanifold that decomposes X into two compact manifolds X + and X − with common boundary Y . Let
We assume that Y has a collar neighbourhood isometric to the standard product (−4, 4) × Y and satisfying ((−4, 4) × Y ) ∩ X + = [0, 4) × Y . The coordinate along (−4, 4) is denoted by u.
We also assume that S and D are standard in the following sense: there exist a hermitian bundle E on Y and a bundle isometry from S| (−4,4)×Y to C 2 ⊗ E such that, under this isometry, Γ S corresponds to Γ ⊗ id E and D takes the form E) is a formally self-adjoint, elliptic partial differential operator. In this paper, we will concentrate on the case when A has no zero eigenvalues. We denote by Ind APS ( D| X + ) the Atiyah-Patodi-Singer index of D on X + associated to the positive spectral projection of A on Y = ∂X + . The rest of the paper will be devoted to proving the following theorem.
Theorem . If A: C ∞ (Y ; E) → C ∞ (Y ; E) has no zero eigenvalues, then there exists a constant m 0 > 0 that depends only on X, S, and D such that we have
Remark . The particular choice of κ will not be essential in our arguments but simplify them. Our arguments extend easily to the case when κ satisfies κ ≡ κ ± on X ± \ (−2, 2) × Y for some κ ± ∈ R with κ + κ − < 0. In particular, taking an extreme limit (−κ − ) κ + , we recover Shamir domain-wall fermions [ , ] . See [ , IV.B].
. . Spectral gaps. As a first step, we will consider the spectral gap of domain-wall fermion Dirac operators.
We begin with the one-dimensional operator
where sgn 0 : R → R is a sign function such that sgn 0 (±t) = ±1 for t > 0. It is well-known that the operator (c∂ t + m sgn 0 ϵ) is essentially self-adjoint on L 2 (R; C 2 ) and that it has essential spectrum equal to (−∞, −m] ∪ [m, ∞) and 0 is a unique and simple eigenvalue. See, for example, [ , Theorem . ] . We note that 
which is also essentially self-adjoint on L 2 (R × Y ; C 2 ⊗ E). Assume A has no zero eigenvalues. Let λ A be the positive square root of the first non-zero eigenvalue of A 2 . By the method of separation of variables [ , Theorem VIII. ], we have
for any m > λ A . We now proceed to the domain-wall fermion Dirac operator on X via Proposition . Recall that D = c ⊗ ∂ u + ϵ ⊗ A on the neck (−4, 4) × Y ⊂ X.
Proposition . Assume A has no zero eigenvalues. Let λ A be the positive square root of the first non-zero eigenvalue of A 2 . Then, there exists a constant m 1 > 0 that depends only on λ A such that we have
for any m > m 1 .
Proof. We apply Proposition for
Let Λ 2 := λ A , Λ 1 := λ A /2, and Λ 0 := 0, and we have C > 0 of Proposition . We set m 2 1 := max
which yields the conclusion.
. . Product formula. Next, we will modify D on X + . Let X cyl := (−∞, 0] × Y ∪ X + with the standard cylindrical-end metric. The bundle S and the operator D naturally extends to X cyl , which will be denoted by S cyl and D cyl . Corollary ( . ) ] that D cyl : L 2 (X cyl ; S cyl ) → L 2 (X cyl ; S cyl ) is a Fredholm operator and Ind(D cyl ) = Ind APS ( D| X + ) if A has no zero eigenvalues; thus, there exists λ D cyl > 0 such that Spec
Let sgn : R × X cyl → [−1, 1] be an L ∞ -function such that sgn ≡ −1 on (−∞, 0) × X cyl and sgn ≡ 1 on (0, ∞) × X cyl . We consider a bundle C 2 ⊗ S cyl on R × X cyl equipped with a Z 2 -grading operator Γ ⊗ id S and an odd operator
which is self-adjoint on L 2 (R × X cyl ; C 2 ⊗ S cyl ). Note that this operator is a coordinate change of the graded tensor product of (c∂ t + m sgn 0 ϵ) and D cyl .
Proposition . If A has no zero eigenvalues, then the operator ϵ ⊗ (D cyl + m sgn Γ S ) + c ⊗ ∂ t is also Fredholm, and we have
for any m > 0, and
Proof. Assume D cyl ϕ = 0. Set ϕ ± := (ϕ ± Γ S ϕ)/2. Recall that e −m |t | = −m sgn 0 e −m |t | for any m > 0. Then, we have
The details are left to the reader.
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. . Embeddings into a cylinder. At the heart of this paper lies our next step, which constructs an embedding τ from (−2, 2) × X cyl into the infinite cylinder R × X.
Let R 1 := (−2, 2) × (−∞, 4) and R 2 := R × (−4, 4). We denote the coordinates of R 1 by (t, u) and that of R 2 by (s, ). Fix an embedding τ R 2 :
as open subsets of (−2, 2) × X cyl and R × X respectively. We define an embedding
We next modify the Riemannian metric on R × X so that τ becomes an isometry. Let g denote the Riemannian metric on (−2, 2) × X cyl and g on R × X. Let χ : R × X → [0, 1] be a bump function such that χ ≡ 1 on τ (−1, 1) × X cyl and χ ≡ 0 outside τ (−2, 2) × X cyl . We define a family of Riemannian metrics g r by g r := (1 − r)g + r χ(τ * g) + (1 − χ)g for r ∈ [0, 1]. We also deform the hermitian metric on S conformally so that the L 2 -norm on C ∞ c (R×X; C 2 ⊗S) remains unchanged. We refer the reader to [ ] for a related construction. Now τ is an isometry from (−1, 1) × X cyl , g to R × X, g 1 . Using Spin(2)-action on C 2 , we can lift τ toτ :
holds. Note that g r coincides with g outside a compact set.
. . Proof. We begin with the observation that R × X \ τ {0} × X cyl has two connected components; we will denote by (R× X) − the one containing {−10} × X + and by (R× X) + the other half. Let κ APS : R× X → [−1, 1] be an L ∞ -function such that κ APS ≡ ±1 on (R × X) ± .
which is essentially self-adjoint on L 2 (R × X; C 2 ⊗ S). Note that where we have used the assumption that dim(R × X) is odd and the fact [ , Lemma . . (d) ] that the constant term in the asymptotic expansion of the heat kernel of an elliptic differential operator on an odd-dimensional manifold vanishes . By ( ), we haveτ −1 • D m •τ = ϵ ⊗ (D cyl + m sgn Γ S ) + c ⊗ ∂ t .
By Proposition , we have
for any m > λ D cyl . Set Λ := λ D cyl . We now apply Theorem for ϵ ⊗ (D cyl + m sgn Γ S ) + c ⊗ ∂ t on R × X cyl and D m on R × X equipped with the modified metric g 1 . By homotopy invariance of the index, we can use either g or g 1 to compute Ind( D m ). Thus, we have the constant C > 0 such that
for m > 2(C 2 + Λ 2 )/Λ. Note that 2(C 2 + Λ 2 )/Λ > Λ = λ D cyl .
This does not remain true for pseudodifferential operators [ , Theorem . ] .
