Strength data from macroscopically identical glass specimens is commonly described by a two-parameter Weibull distribution, but there is lack of research on the methods used for fitting strength data to the Weibull distribution. This study investigates 4 different methods for fitting data and estimating the parameters of the Weibull distribution namely, good linear unbiased estimators, least squares regression, weighted least squares regression and maximum likelihood estimation. These methods are implemented on fracture surface strength data from 418 annealed soda-lime-silica glass specimens, grouped in 30 nominally identical series, including as-received, naturally aged and artificially aged specimens. The strength data are evaluated based on their goodness of fit. Comparison of conservativeness of strength estimates is also provided. It is found that a weighted least squares regression is the most effective fitting method for the analysis of small samples of glass strength data.
Introduction
Glass strength is governed by the condition of its surface, including microscopic flaws on the surface of glass that may be indiscernible to the naked eye. There is a large variation in fracture strength obtained from seemingly identical specimens which are produced, stored and tested destructively under the same conditions. Therefore, destructive testing of several nominally identical glass specimens and the subsequent statistical analysis of their strength data is essential for establishing an accurate design strength, corresponding to a sufficiently low probability of failure. Glass is susceptible to sub-critical crack growth, therefore in order to normalise the effects of glass specimens failing after different load durations, the fracture strength data from the destructive tests is often expressed as a time-equivalent strength. This is achieved by converting the stress history exerted during the destructive test over the time to failure, t f to an equivalent constant There are three statistical distributions that have historically been used to describe strength data: Weibull, normal and lognormal [2] [3] [4] [5] . The 2-parameter Weibull distribution is often preferred because: (a) it is more accurate in describing glass strength data than a normal distribution [2] and; (b) is always more conservative in the tail of the distribution than a lognormal distribution [3] (this is also verified for the strength data used in the present study as shown in Appendix B). Conservative estimates are more desirable for engineering design applications. As a result the Weibull distribution is the established way of describing glass strength data in both research [5] [6] [7] [8] [9] [10] [11] and engineering applications [12] [13] [14] .
The general equation for the cumulative distribution function (CDF) of the Weibull distribution [15] is:
where b is the shape parameter, h is the scale parameter, r f,60 is the equivalent fracture stress for a reference time period of 60 s and r u is the location parameter.
The location parameter, r u , represents the stress level below which the material never fails (i.e. P f = 0). Safety reasons dictate that r u is set to 0 as recommended in Trustrum and Jayatilaka [16] for brittle materials. Therefore, Eq. (2) is reduced to a two-parameter Weibull function and the CDF can be linearized (Εq. (3)) in the form of y = bx + c by taking the logarithm of each side twice:
ln ln 1 equal to the shape parameter, b and the intercept is ÀbÁlnh. The shape parameter, b, indicates the variability of the data and thus, higher values of b lead to a steeper CDF and represent a smaller scatter of strength in the data. The scale parameter, h, represents the stress level, below which 63.2% of the specimens fail and together with the shape parameter dictates the position of the CDF along the horizontal axis.
There are various approaches for estimating the Weibull parameters from a given set of strength data. They can be classified either as manual or computational methods. Manual calculations can be performed by: (a) least square regression (LR); (b) weighted least squares regression (WLR) and; (c) a linear approach based on good linear unbiased estimators (GLUEs); while computational (computer-based) methods are: (a) the maximum likelihood estimation (MLE) and; (b) the method of moments estimation (MME).
The aim of this study is to review these different estimation methods for Weibull parameters and to propose the most effective method for the statistical analysis of small sized samples of glass strength. To the best of the authors' knowledge, this study is the first to use real glass strength data in order to assess methods for their statistical analysis. Therefore, the observations and conclusions from this study are valuable for researchers and practitioners who have performed destructive tests on a relatively small number of nominally identical glass components and wish to perform a statistical analysis of the strength data. An overview of the existing methods for estimating the Weibull parameters and goodness-offit for glass strength data are first reviewed in Section 2. The existing methods (LR, WLR, GLUEs and MLE) are then implemented on 30 real data sets, obtained from destructive tests on naturally aged, asreceived and artificially aged glass in Section 3. The goodness-of-fit and strength estimate results of each method are presented and discussed in Section 4 and the conclusions are provided in Section 5.
Review of Weibull statistics methods
The two principal steps when performing a statistical analysis are: estimating the statistical parameters and evaluating the goodness-of-fit. These are reviewed in this section in the context of a Weibull distribution for glass strength data.
Parameter estimation
The most commonly used approaches, within the Weibull statistics community, for the estimation of the shape and scale parameters of the Weibull distribution are described below.
Manual calculations methods
Equivalent strength data are ranked in ascending order (i = 1 to n) for the manual calculation methods. Equal probabilities of failure, P f , are assigned to each data point in cumulative form with functions called probability estimators, E i . The simplest forms of probability estimators are E = i/n or E = (i À 1)/n but these estimators eliminate the highest or lowest data point of the sample in the CDF graph for P f = 1 or P f = 0 respectively; the highest/lowest strength point are therefore, also eliminated during the estimation of the Weibull parameters so that instead of n specimens, only (n À 1) would be considered. Therefore, these estimators are avoided and probability estimators of the following form are preferred instead:
where C j is a constant 0 C j < 1, i is the index of the ascending order and n is the sample size. The following four probability estimators (E j , j = 1-4, [17] [18] [19] ) are most commonly used in Weibull statistics: 
Àb Á ln h ¼
However, LR implicitly applies the same unit weight to each data point without accounting for the uncertainty of y ¼ ln ln 1 1ÀE À Á À Á or E i . and thus provide biased estimates.
Weighted Least Squares Regression (WLR).
Weibull parameters with smaller bias than those deriving from LR, can be obtained (Eq. (6a) and (6b)) by introducing weight functions based on the uncertainty of y and E within the LR method leading to a Weighted Least Squares Regression, WLR [20] .
where W i is the weight applied to each data point. Various weight functions have been proposed over the years [20] [21] [22] with Bergman's (Eq. (7a), [20] ) and Faucher & Tyson's weight function (Eq. (7b), [21] ) being mostly used. Faucher and Tyson's (F&T) was found to produce the most accurate estimates for data sets produced with Monte Carlo simulation [22] [23] [24] . However, these studies disagree on the choice of estimator used in con- junction with the F&T function; the two most accurate probability estimators for small samples (n = 10-20) were found to be the mean and median rank estimators (Eqs. (4a) and (4c), [22] [23] [24] ).
2.1.1.3. Good Linear Unbiased Estimators (GLUEs). Simple unbiased estimators for the shape and the scale factor known as good linear unbiased estimators (GLUEs, Eq. (8a) and (8b) for complete/uncensored samples) were proposed by Bain [25, 26] . This method is prescribed in EN 12603:2002 [12] and uses an un-biasing constant, k n and an integer number, s, to minimize the variance of the GLUEs (details given in [25] [26] [27] 
where k n is an un-biasing constant, values provided in Tables for n = 2-60 [12, 25] and s is the largest integer for the product of 0.84Án. 
where r is the order of the moment; P(r) is the probability density function; r is the strength of glass and l is the mean of the distribution. For example, the 0th raw moment describes the total probability of failure ðl 0 0 ¼ 1Þ and the 1st raw moment describes the mean of the distribution ðl 0 1 ¼ lÞ. Additionally, the second, third and fourth central moments describe the variance ðl 2 ¼ s 2 Þ; the skewness and the kurtosis of the distribution, respectively. For the Weibull distribution, the formula for the theoretical distributional moments is given by Eq. (12c) (analytical calculations shown in [28] ).
Moments are used in the method of moments (MME) to calculate the shape and the scale factor of the Weibull distribution by extending the known characteristics/moments of the sample to the corresponding characteristics/moments of the population. The number of moments that are needed is defined by the number of unknowns; two moments are therefore, needed for the estimation of the shape, b, and scale, h, factor. In particular, the known sample moments which can be obtained from strength data (Eq. (13)), are equated to the corresponding raw theoretical distributional moments (Eq. (14a) and (14b), [29] ), as shown in Eq. (15a). Subsequently, their members are divided by parts as shown in Eq. (15b) wherein b is the only unknown. b can be computed by numerical methods or tables provided in literature (e.g. in [29] ). h is then easily computed by substituting b in Eq. (14a).
where CðnÞ ¼
Comparison of parameter estimation methods
Previous research involving data generated numerically by Monte Carlo simulations, show contradictory results when comparing different Weibull parameter estimation methods. Computational methods (MLE and MME) are identified as more accurate in [30] [31] [32] . However, manual calculations and WLS in particular, produced the smallest standard deviation, s, for the shape parameter and was therefore found to be more accurate than computational methods [23] . In other studies, the accuracy of estimation methods was found to vary with the size of the sample, n [24, 33] ; computational methods performed better for medium or large size samples (n > 52) whilst manual calculations for small samples (n < 52).
More specifically, the following conclusions were reached by previous studies:
(a) for manual methods:
-WLR outperforms LR [21, 24, 33] .
-Faucher and Tyson's (F&T) weight function provides the most accurate estimates (for n ! 7 [22] [23] [24] ). -No clear conclusion has been reached on the choice of probability estimators; E 1 (Eq. (4a)) is considered the most conservative estimator and is suggested for engineering purposes in [17] ; E 2 (Eq. (4b)) provided the least biased estimations according to [16, 32] and; E 3 (Eq. (4c)) produced the smallest coefficient of variation of Weibull parameters in [30] . -the bias of estimation is a function of sample size, n, and linear regression method [24] . (b) for computational methods:
-Estimates from MLE are very similar to MME [33, 34] .
-MLE provides the lowest dispersion i.e. narrower confidence intervals among LR methods [24, 34] . -The probability of overestimating strength is high (P = 60%) for MLE [32] .
A significant gap in the studies to-date is that the European standard CEN12603:200 [12] on Weibull distributed glass strength data prescribes a GLUEs method, the accuracy of which does not appear to have been investigated or compared in any of these studies. Another limitation of the above studies is that Weibull parameters were estimated for ''artificial" data sets that were randomly generated with Monte Carlo simulations for a given shape and scale factor (b true and h true ). These data sets were then evaluated based on their accuracy i.e. the discrepancy between the true shape factor that was initially chosen, b true , and the estimated shape factor obtained for a specific estimation method. This is a valid approach for artificially generated data sets, but this evaluation method cannot be used for real data sets since the true value of the shape factor of the population is unknown. Therefore, based on the knowledge that glass strength can be described with a 2-parameter, an alternative procedure that employs a goodness-offit test is used to assess the accuracy of each Weibull parameter estimation method. Accuracy in this paper is a measure of the goodness of fit i.e. the higher the goodness-of-fit the more effective the method.
Goodness-of-fit methods
The methods for estimating the Weibull parameters are based on the null hypothesis (H 0 ) that the equivalent strength data follow a Weibull distribution. Goodness-of-fit methods are used to evaluate whether H 0 needs to be rejected, which would indicate that the Weibull distribution does not provide a good fit to the data under consideration. A significance level, a, is therefore, chosen prior to the statistical analysis (a = 0.05 in this study); a represents the probability of rejecting a good fit i.e. it defines the confidence level that the data do not follow a Weibull distribution. The observed significance level, p, that describes the specific data set is then compared to the chosen significance level, a. If: p a: the data do not follow a Weibull distribution (H 0 rejected); p > a: there is lack of evidence that data do not follow a Weibull distribution and therefore, H 0 cannot be rejected;
This study uses goodness-of-fit methods based on the empirical distribution function (EDF) statistics. EDF statistics are used in various goodness-of-fit methods (Kolmogorov-Smirnov, Cramer-von Mises, Chi-squared, Anderson Darling etc., [35] ); these methods depend on the distance, D, between the EDF (Eq. (16)) and the theoretical distribution function (TDF) i.e. the assumed CDF for the estimated shape and scale factor as shown in Fig. 2 . EDF statistics are therefore, independent of the choice of probability estimator, E (Eq. (4)). TDF should follow closely the EDF when the assumed distribution is a good fit for the particular data set.
where 1fr i 6 rg is the indicator function that counts the number of observations that are equal to or smaller to a fixed r which each time represents a particular data point of the set i.e.:
The Anderson Darling (AD) goodness-of-fit is typically used during the assessment of glass strength data [6, 7, 10] . AD belongs to the group of quadratic EDF statistics as it is a function of the squared distance, D 2 , between the EDF and TDF. Additionally, this method employs a weight function, w AD (Eq. (17a)) in order to apply more weight to the upper and lower tail of the CDF. This is essential for the statistical analysis of glass strength data as strengths at low probabilities of failure (i.e. at the lower tail of CDF) are typically used in engineering design. Therefore, the AD goodness-of-fit will be used in this study. An approximation formula commonly used for the observed significance level, p AD , of the AD goodness-of-fit is given by Eq. (17b) [36] . ½F n ðrÞ À P f ðrÞ 2 P f ðrÞ Á ½1 À P f ðrÞ dP f ðrÞ ð 17aÞ
where
A unimodal Weibull distribution is typically sufficient to describe failures in glass. However, poor goodness of fit could potentially denote bi-modal distributions. Bi-modal distributions can occur due to different underlying causes of failure/flaw morphologies in different specimens in the same series. These data series are more faithfully described by mixed Weibull distributions (Eq. (19)). The estimation of the mixed Weibull parameters is based on graphical approaches [37] . Even though computational methods (MME and MLE) exist for such cases [38, 39] , there are 5 unknowns (b 1 , b 2 , h 1 , h 2 and p) and they can therefore, be time consuming.
where: p and q: the mixing weights for the two Weibull distributions ðp þ q ¼ 1Þ.
Method

Glass specimens and destructive tests
30 real data sets (n = 10-18 specimens) of glass surface strength data, were obtained from as-received, naturally aged and artificially aged annealed glass specimens [9, 11] . All specimens were soda-lime-silica glass produced by the float process and the series capture a wide range of as-received and aged glass (as evidenced in the broad range of shape and scale parameters in Table A3 ). Some of these series provide a close correlation to the naturally aged glass of this study while others provide a lower or higher scatter of strength data [11] covering a diverse range of ageing scenarios that are used to formulate an ageing procedure for the assessment of the strength of aged glass in [40] . The specimens are therefore, representative of the glass used in most real world applications in the construction industry. Therefore, the observations and conclusions of this study are valid for the broad range of surface damage scenarios of glass.
The naturally aged glass (NA 1-2 ) used in this study was obtained from a façade in Norfolk, UK which had been exposed to 20 years of natural ageing. The artificially aged glass was either sand abraded (SA or scratched (SC 1-2 ). Table 1 provides an overview of the series. In total 418 specimens, grouped in 30 series each consisting of between 10 and 18 specimens, were tested destructively. The destructive tests were performed in a coaxial double ring set-up complying with ASTM C1499-3 [41] to obtain glass surface strength data. Specimens failed across a range of loads (250-2217 N) and durations (1-6 s). Strength data were excluded from further consideration for specimens whose origin of failure was located outside the boundaries of the loading ring. Variations in sub-critical crack growth were normalised by converting strength results into equivalent strengths for a constant load for a time period of 60 s (Eq. (1), raw data are available in Table A1 , Appendix A).
Estimation methods
The following estimation methods are implemented in this study on each set of glass strength data to determine its Weibull parameters: (a) LR; (b) WLS using Faucher & Tyson's (F&T) and Bergman's (B) weight function; (c) GLUEs and; (d) MLE. In total, 14 combinations of estimation methods, probability estimators and weight functions are used ( Table 2 ). The Anderson Darling goodness-of-fit (p AD ) was the main criterion for evaluating the accuracy of each method. The relative conservativeness of strength for each estimation method is also provided as supplementary.
To reduce the number of possible permutations the assessment is divided in the following two steps: Section 4.1: the performance (goodness-of-fit and conservativeness of strength estimates) of probability estimators (E 1 -E 4 ) is assessed for the LR, WLR-F&T and WLR-B estimation methods. The GLUEs and MLE are excluded from this assessment, because as explained in Section 2, the probability estimators do not influence the Weibull parameters. Section 4.2: The best performing probability estimators from Section 4.1 is used to assess the performance of the five different Weibull parameter estimation methods (LR-E 2 , WLR-F&T-E 2 and WLR-B-E 2 , GLUEs and MLE).
Results and discussion
Performance of probability estimators
Probability estimators are ranked in ascending order (1-4) in Table 3 for methods LR, WLR-F&T and WLR-B based on their goodness-of-fit, p AD , and strength estimates, r 0.001 . 1 denotes the probability estimator with the highest goodness of fit, p AD and the highest strength estimate of r 0.001 whilst 4 denotes the probability estimator with the lowest goodness of fit, p AD and the lowest strength estimate of r 0.001 . The performance of each probability estimator is evaluated based on the number of times it scores 1st in terms of goodness of fit or 4th in terms of design strength estimates, providing the best fit to the Weibull distribution or the most conservative design strength respectively. The rationale behind this is that: (a) the Weibull distribution is shown to be more accurate in describing glass strength data than the normal or the lognormal distributions in Appendix B and therefore, the highest goodness-of-fit (p AD ): The ranking of probability estimators is consistent for all data sets of WLR-F&T and is therefore, independent of the sample sizes considered in this study. Hazen's estimator, E 2 , delivers the best goodness-of-fit for WLR-F&T, followed by the small sample estimator E 4 , the median rank estimator E 3 and finally the mean estimator E 1 . The difference in goodness-of-fit between E 2 and E 1 is 12.5% Dp AD,E2-E1 /p AD,E2 51.8%. Additionally, Hazen's estimator E 2 provided the best fit for 70% of the WLR-B data sets and for 43.3% of the LR data sets. This low percentage of effectiveness is not essential in the case of LR as its goodness-of-fit is largely poorer with respect to WLR-F&T (Table 4) . Therefore, LR will be omitted for the rest of this study. strength estimates (r 0.001 ): the ranking of probability estimators is identical for all data sets and methods of Table 3 and it is therefore, independent of the sample sizes or the estimation methods considered in this study. Hazen's estimator, E 2 , provides the highest strength estimates, followed by the small size estimator, E 4 , the median rank estimator, E 3 , and finally the mean estimator, E 1 . Therefore, the mean estimator E 1 provides the most conservative strength estimates. The difference in strength at low probabilities of failure between E 2 and E 1 is 1.8% Dr 0.001,E2-E1 /r 0.001,E2 25.6%.
Conservative strength estimates are traditionally preferred for engineering purposes. However, the most conservative strength estimates for the data sets used in this study were produced by the probability estimator with the poorest goodness-of-fit. Therefore, these probability estimators are not deemed effective enough and are therefore, not recommended. Overall, E 2 is the best performing estimator and will be subsequently used for the rest of this study.
Performance of estimation methods for the Weibull parameters
Similarly to Section 4.1, the different estimation methods (WLR-F&T, WLR-B, GLUEs and MLE) are ranked in ascending order (Table 5) goodness-of-fit: WLR-F&T-E 2 provides the best fit amongst the rest of the manual and computational methods for 83.3% of the 30 data sets. Similarly, WLR-B-E 2 is the most effective method for 10% of the data sets whilst GLUEs and MLE are most effective only for 3.3% of the data sets each. The difference in goodness-of-fit between WLR-F&T and GLUEs is 0.4% Dp AD, WLPR-F&T-GLUEs /p AD,E2 80.3%. strength estimates: WLR-B-E 2 provided the most conservative estimates for strengths at low probabilities of failure, r 0.001 for 46.7% of the data sets, followed by WLR-F&T-E 2 for 26.7% of the data sets, GLUEs for 20% of the data sets and finally MLE for 6.7% of the data sets. However, WLR-B-E 2 provided a lower goodness-of-fit than WLR-F&T-E 2 and therefore, is considered inferior as its results are less reliable.
Overall, WLR-F&T-E 2 was found to be the most effective method for the small sized samples investigated in this study because it provided the best goodness-of-fit. GLUEs proposed for the statistical analysis of glass in EN 12603 [12] , was one of the least effective estimation methods. In particular, the difference between WLR-F&T-E 2 and GLUEs can be as high as 80% for p AD (SA10, Fig. 3a, b) and 65% for r 0.001 estimates (SC2, Fig. 3c, d) (true values shown in Table A3 , Appendix A). MLE, proposed for the statistical analysis of glass in ASTM C1239-1 [13] and DIN843-5 [14] , was found to perform better than GLUEs for the majority of series. However, WLR-F&T-E 2 is superior to MLE. WLR-F&T-E 2 improved the goodness-of-fit up to 63% (SA10, Fig. 3a, b) and provided up to 73% more conservative strength estimates of r 0.001 with respect to MLE (SC2, Fig. 3c, d) . The difference in p AD and r 0.001 between WLR-F&T-E 2 and GLUEs / MLE increases as the shape factor of the Weibull distribution decreases (Table A3 , Appendix A). Low shape factors are typical of naturally aged glass. Therefore, in this instance the choice of estimation method becomes even more important.
Conclusions
This study reviewed the statistical analysis of glass strength data with a Weibull distribution. The following methods were considered for the estimation of the Weibull parameters: (a) Unweighted least squares regression (LR) using 4 probability estimators namely, mean rank (E 1 ), Hazen's (E 2 ), median rank (E 3 ) and small sample (E 4 ) estimators; (b) Weighted Least Squares Regression (WLR) using Bergman's (B) and Faucher and Tyson's (F&T) weight functions and 4 probability estimators namely, mean rank (E 1 ), Hazen's (E 2 ), median rank (E 3 ) and small sample (E 4 ) estimators; (c) Good Linear Unbiased Estimators (GLUEs); (d) Maxi- mum Likelihood Estimation (MLE) and; (e) Method of Moments Estimation (MME). A total of 14 combinations of estimation methods, probability estimators and weight functions were subsequently implemented for the statistical analysis of small sized data sets of glass strength. The accuracy of these combinations were evaluated based on their goodness-of-fit. The Anderson Darling goodness-of-fit is used in this study because is more sensitive to the lower parts of the CDF which correspond to low probabilities of failure that are typically used for engineering design and was therefore, preferred over other goodness-of-fit tests for glass strength.
The analysis of the 30 series of real strength data used in this study shows that glass strength data can be successfully described with a 2-parameter Weibull distribution. This concurs with the established approach adopted by the glass engineering community.
The Weighted Least Squares Regression (WLR) in conjunction with Faucher and Tyson's weight function (F&T) and Hazen's probability estimator (E 2 ) were identified as the most accurate estimation method. WLR-F&T-E 2 outperformed the Maximum Likelihood Estimation (MLE) and the Good Linear Unbiased Estimators (GLUEs) prescribed in CEN 12603 [12] and ASTM C1239-13 [13] and DIN843-5 [14] respectively for the analysis of glass strength data. In fact, for the glass strength data considered in this study, WLR-F&T-E 2 provided up to 80% and 63% improvement in the goodness-of-fit with respect to the GLUEs and MLE, respectively, and up to 65% and 73% more conservative estimates of strength with respect to GLUEs and MLE, respectively.
Therefore, WLR-F&T-E 2 is recommended for small sized samples of glass strength data because it firstly produces a better goodnessof-fit than other manual calculations and computational methods, and secondly it is simpler to implement.
Appendix A comprises the raw glass strength data (Table A1) and also the results from each statistical analysis method (Tables  A2a-c and A3 ) for all series.
The discrepancy noticed in some series between the range of raw strength (Table A1 ) and the design strength (Tables A2 and  A3 ) is a function of the scatter/uncertainty in the raw strength data which can be expressed in terms of the coefficient of variation, CV. The higher the CV in the data (e.g. series NA_a), the lower the shape factor, b of the Weibull distribution (and consequently the gradient of the distribution) and eventually, the lower the strength at design level. 
Appendix B
In this Appendix, the glass strength data used in the present study are fitted to a normal and lognormal distribution using the Maximum Likelihood estimation method and compared to the one obtained from the Weibull distribution. The aim is to verify that the data from physical tests used in the present study conform to the findings of previous studies [2, 3] i.e. that a 2-parameter Weibull distribution is more accurate in describing glass strength data than a normal distribution and is always more conservative in the tail of the distribution than a lognormal distribution (provided in Section 1). Fig. B1 shows that the Weibull distribution provides a good fit i.e. the observed significance level is larger than the selected significance level (p AD ! a=0.05) for all of the data series. However, the normal and the lognormal distribution fail to provide a good fit (p AD < a=0.05) for 7% and 20% of the data series, respectively. Therefore, the Weibull distribution is more accurate in describing Fig. B1 . Goodness of fit for all data series fitted to a Weibull, a normal and a lognormal distribution. Fig. B2 . Design strength for all data series fitted to a Weibull, a normal and a lognormal distribution.
glass strength data than a normal and a lognormal distribution. Additionally, it is found that the Weibull distribution provides the highest goodness-of-fit for 57% of the data series, followed by the lognormal distribution for 27% of the data series and subsequently by the normal distribution for 16% of the data series.
The Weibull distribution also provides the most conservative design strength values at a probability of failure of P f =0.001 for 90% of the data series whilst the normal distribution provides the most conservative strength estimates for the remaining 10% (Fig. B2) . In total, the strength estimated with the Weibull distribution is always more conservative than that estimated with the lognormal.
Therefore, this confirms that the conclusions of studies [2, 3] that ''a 2 parameter Weibull distribution is more accurate in describing glass strength data than a normal distribution and is always more conservative in the tail of the distribution than a lognormal distribution" are valid for the strength data used in the present study.
