This paper presents two main results on partially observable (PO) stochastic systems. In the first one, we consider a general PO system
Introduction
In this paper we consider a nonlinear, time-varying, partially observable (PO) stochastic control system with state process {xd evolving according to the equation for all (x, a) and x, respectively, we investigate the existence of optimal control policies for the limiting PO system (1. 4) when the optimality criterion is the a-discounted cost (0 < a < 1).
In fact, we present two main, different, results. In the first one, we consider a general PO system (1. 5 ) in which the state space X and the observation set Y are Borel spaces (that is, Borel subsets of complete and separable metric spaces). Similarly, the state and observation disturbances ~t and TJt take values in Borel spaces S and S', respectively, whereas the control actions at are taken from a compact metric space A. In this setting, we give conditions for the existence of a-discount optimal policies, allowing the cost-per-stage to be possibly unbounded. (See Theorem 2.4.)
In the second main result (Theorem 2.6), we consider the additive-noise case (1.1), (1.2) and the limiting system (1. Assuming (1.3), we give conditions ensuring the existence of a control policy for (1.4).
To prove these results we begin by writing (1.5) as a PO Markov control (or decision) process, also known as a controlled "hidden Markov model" [5] . In other words, we work with a general state transition law and a general observation kernel, as in (2.10) and (2.11), respectively, which can be specialized in the obvious manner to (1.5), say. (See (2.12) and (2. 13) .) The formulation (2.10), (2.11) has, of course, technical advantages, but what is even more important is that it includes a class of models larger than (1.5). Namely, there are many applications in control of queues, fisheries, learning processes, and others (see [3, 5, 6, 10, 13, 16, 17] ) described by "stochastic kernels" as in (2.10) and (2.11), on possibly finite or countable spaces, rather than by a "difference equation" model such as (1.5). Moreover, using (2.10), (2.11), our Theorem 2.6, when (1.3) holds, is easily related to results on either the approximation or the adaptive control of PO systems, or even for the completely observable (CO) case which results when Yt = Xt for all time index t; see [3, 4, 6, 7, 10, 11, 12, 14, 18] . Similarly, in the non-controlled case (namely, when the control space A is a one-point set, say), our results on (1.1)-(1.4) can be seen as stating the convergence of filtering models -see Lemma 4.1.
Our approach is somewhat related to the CO case considered in [12] , but the technical requirements are quite different. This is due to the fact that the analysis of (1.5) requires to introduce an equivalent CO system with values in a set of probability measures (see (2.5)-(2.7)). Thus, for instance, some "pointwise" statements in [12] , in our present setting turn out to be statements on the convergence of measures in some suitable sense. (See, in particular, the comments in §5 below.)
The remainder of the paper is organized as follows. In §2 we state our assumptions, the control problems we are concerned ""ith, and our main results. Theorem 2.4 and Theorem 2.6. Their proofs are presented in §3 and §4, respectively. \Ve conclude in §5 with some general comments.
The general PO system
Vie begin with the following remark on the terminology and notation we shall use, and then proceed to state the optimal control problem we are concerned \vith. Let 0' E (0,1) be a fixed "discount factor". For each policy 7f E IT and initial distribution rp E P(X) ( that is, rp is the a priori distribution of xo), the corresponding a-discounted cost is defined as
where E; denotes the expectation operator with respect to the probability measure P; induced by 7f and rp. Let lI*(rp):= infll(7f,rp), for rp E P(X), (2.3)
11"
be the optimal a-discounted cost. The PO optimal control problem is then to find an optimal policy 7f*, that is, a policy such that
The CO control problem. To study the PO control problem we shall follow the standard procedure, in which the PO problem is transformed into a completely observable (CO) problem using the filtering process {rpt} in P(X) defined as follows: For each policy 7f E IT and initial distribution rp E P(X),
which are defined for all B in 8(X). The filtering process depends, of course, on the policy 7f and the initial distribution rp, and so, strictly speaking, we should write rpt as, say, rpf,cp. However, we shall use the simpler notation in (2.5) and (2.6) unless we need to remark which 7f and rp are being used.
To continue with the description of the PO problem, we use the well-known fact (see, for instance [1, 5, 21, 22] and Example 2.5 below) that there exists a measurable function H : P(X) x A x Y ~ P(X) such that (2.6) can be written as (2 .7) with initial condition (2.5). (Note that, by the Remark 2.1(b), H is a stochastic kernel on P(X) given P(X) x A x Y.) Moreover, using the notation
we can rewrite the a-discounted cost in (2.2) as 00
(2.9) t=o Finally, the CO problem is to minimize (2.9) over all7f E IT, subject to (2.5) and (2.6), and this problem is equivalent to the original PO one in the sense that an optimal policy for CO is optimal for po.
Solution of the CO problem. To state our first main result in this section, we need some notation. Let P E 1P(XIX x A) and Q E 1P(YIX) be state transition law and the observation kernel corresponding to (1.5), that is, (2.21) Theorem 2.4, which is proved in §3, is essentially standard except for the fact that we are aUO\ving a general PO system (1.5) and a possibly unbounded cost-perstage c(x, a), as in Assumption 2.2(e), (f). To the best of our knowledge, the only case studied in the literature in which c(x, a) is unbounded is for the so-called LQG (Linear-Quadratic-Gaussian) PO systems. Furthermore, the existence of the "filtering function" H in (2.7) depends only of the state transition law and the observation kernel in (2.10) and (2.11), not on the particular PO model (1.5). This means, in other words, that Theorem 2.4 is valid for general PO systems on Borel spaces. and so, in particular, it includes systems on countable spaces, which are very common in applications; see [3, 5, 6, 10, 13, 16, 20] .
V/e conclude this section with an example on an additive-noise system, which serves several purposes: it illustrates the concepts introduced above; it is an "introduction" to study the limiting system (1.4); and it gives conditions under which Assumption 2.3(a) is satisfied. In this case, the state transition law in (2.10), (2.12) becomes
P(Blx, a) = i g~(s -F(x, a))A}(ds),
and, similarly, the observation kernel in (2.11), (2.13) becomes
Q(Clx) = i gTJ(s' -G(x))A2(ds').
(2.24) (2.25)
On the other hand, as is well-known [3, 7, 11, 20, 21] , the filtering function H in (2.7) is of the form 
H(l(!,a,y)(B) = a(l(!, a,y)(B)/a(l(!,a, y)(X) VB E B(X),

Ix [igTJ(y-G(X'))P(dX'lx,a)] l(!(dx)
by (2.24).
On the other hand, Assumption 2.2(d) reduces to:
Hypothesis B. The functions F : X x A -+ X and G : X -+ Y are continuous.
Vie can then see from the general Lemma 3.2, below, that H satisfies Assumption
2.3(a). Indeed, let (l(!k, a k , yk) be a sequence in lP(X) x A x Y that converges to (l(!, a, y).
Choose an arbitrary function u in Cb(X), and define 
A similar argument shows that each v k is continuous, and, therefore, {v k } satisfies the conditions (a) and (b) in Lemma 3.2. Finally, observe from (2.27), (2.28) and (2.29) that, as Ij)k --+ Ij) weakly, Lemma 3.2 yields (ii'i) The transition law P('lrp,a) in (2.17) is weakly continuous, that is, for each u in Cb(lP(X)), the function
(x)a(lj), a, y)(dx).
Jx Jx
Parts (i) and (ii) are consequence of the following general result. To prove (iii) we first note the following general fact. To prove this, let us first note the following.
where II·IITV denotes the total variation norm. Qn(Clx) = fc 9T}(S' -Gn(x))A2(ds'). 
Concluding remarks
As was already mentioned, the results in Theorem 2.4 are essentially well known except for the fact that c(x, a) is allowed to be unbounded and for the generality of the PO system (1.5). However, to our knowledge, the proof itself is new. In fact, even the Lemmas 3.1 and 3.2 are new. Similarly, parts (a) and (b) in Lemma 4.1, which concern the total variation norm, seem to be new. 
