Without access to large compute clusters, building random forests on large datasets is still a challenging problem. This is, in particular, the case if fully-grown trees are desired. We propose a simple yet effective framework that allows to efficiently construct ensembles of huge trees for hundreds of millions or even billions of training instances using a cheap desktop computer with commodity hardware. The basic idea is to consider a multi-level construction scheme, which builds top trees for small random subsets of the available data and which subsequently distributes all training instances to the top trees' leaves for further processing. While being conceptually simple, the overall efficiency crucially depends on the particular implementation of the different phases. The practical merits of our approach are demonstrated using dense datasets with hundreds of millions of training instances.
INTRODUCTION
While large amounts of training data offer the opportunity to improve the quality of machine learning models, they can also render both the generation and the application of such models very challenging. Ideally, one would like to take all available data into account during the training phase: Using more independent and identically distributed data can-in expectation-not decrease the generalization performance and improves theoretical generalization guarantees. Furthermore, when searching for very rare patterns, ignoring parts of the training data or using subsampling strategies can lead to suboptimal models (simply randomly discarding training instances from the "negative" class can make it difficult to define the decision boundary around the rare "positive" instances). Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. KDD '18, August [19] [20] [21] [22] [23] 2018 , London, United Kingdom © 2018 Association for Computing Machinery. ACM ISBN 978-1-4503-5552-0/18/08. . . $15.00 https://doi.org /10.1145/3219819.3220124 Such learning scenarios often occur in practice, for example in astronomy or remote sensing.
Ensemble methods are among the most successful models in data mining and machine learning [16, 23] . This is especially the case for random forests [3] , which often yield very competitive accuracies while being, at the same time, conceptually simple and resilient against small changes of their hyperparameters [11] . Random forests have been extended and modified in various ways, e.g., to fit the requirements of special application domains or to build the involved trees in a parallel or distributed fashion in the context of large-scale learning scenarios. Ideally, one would like to build forests consisting of hundreds or even thousands of trees. However, depending on the data at hand, the construction of such forests can become extremely time-and memory-intensive.
For this reason, there has been a growing interest in developing frameworks and techniques that reduce the practical runtime for both the construction and the application of random forests. A popular line of research focuses on the construction of such tree ensembles in a parallel or distributed way making use of many individual compute nodes (e.g., by constructing one tree per compute node). While this can significantly reduce the practical runtime, such frameworks naturally require expensive distributed computing environments. Furthermore, the efficient construction of a single tree might cause problems in case the dataset or the tree becomes too large to fit into the main memory of a single system.
We propose a simple yet effective scheme for building random forests with fully-grown trees at large scale. The main idea is to construct each of the trees in three phases: Initially, a top tree is built from a small random subset of the data. In the second phase, all training instances are distributed to the leaves of that tree. Finally, one or more bottom tree(s) are built for each leaf. The intermediate leaf subsets can be stored on disk and, subsequently, handled individually. Hence, by using such top trees, one essentially obtains a partition of the data into much smaller and, hence, manageable subsets. The final trees correspond to standard random forest trees with slightly different splits conducted in their upper parts. Our experimental evaluation shows that our implementation can efficiently handle scenarios with hundreds of millions of training instances using systems with both limited computational and memory resources. To the best of our knowledge, no other publicly available implementation exists that can handle datasets of this size without resorting to compute clusters. an ensemble of B trees whose prediction f (x) for a new pattern
where C : R B → R depends on the learning scenario. For regression tasks, a common choice is
= c}| is the standard choice for classification tasks [3, 16, 23] .
A tree is built recursively starting from the root and a subset T ′ ⊆ T of the training data. Each node splits the available data into two subsets, which are used to build two subtrees becoming the children of the node. A node becomes a leaf when the associated training data subset is pure (i.e., only instances with the same label are left) or some other stopping criterion is fulfilled (e.g., a maximum tree depth is reached). A simple example is given in Figure 1 . For an internal node corresponding to a subset S ⊆ T ′ of training instances, one searches for a splitting dimension i and a threshold θ that maximize the information gain
with
This corresponds to minimizing the weighted impurities of the subsets as measured by an impurity measure Q [3, 16, 23] . For regression scenarios, one usually chooses
is a common choice for classification problems, where p k S is the fraction of points belonging to class k in S.
The overall construction of a random forest is sketched in Algorithm 1. An ensemble model exploits the diversity of its members. For standard random forests, one usually considers B subsets of the training patterns. These bootstrap samples are drawn uniformly at random (with replacement) from T to obtain slightly different training datasets and, hence, trees. Another strategy to introduce randomness is to vary the splitting mechanism at the internal nodes during the construction by, e.g., considering different subsets {i 1 , . . . , i F } of features for each node split among which 
Generate node storing the pair (i * , θ * ) and pointers to its subtrees T l and T r . Let T denote the resulting tree. 8: return T the feature with the best splitting quality is selected (or by considering random splitting thresholds). The leaves of a single tree store the label information. For regression problems, one usually computes the mean of all labels associated with the leaf, whereas the most frequent label is stored for classification scenarios (or the distribution over the labels). The prediction f b (x) for a single tree is obtained by traversing the tree from top to bottom based on the splitting thresholds stored in the internal nodes until a leaf node is reached. The associated label then determines the prediction of the tree.
Large-Scale Construction
The construction discussed so far corresponds to standard random forests [3] . Various alternatives have been suggested over the past years and the efficiency of the recursive construction of the individual trees via BuildTree heavily depends on the particular random forest variant that is considered and on the heuristics being used to accelerate the process. A popular alternative to the standard construction scheme is the concept of extremely randomized trees [13] , which is based on random thresholds for each feature i in Line 4 of Algorithm 2 (more precisely, a random value between the minimum and the maximum is considered). In practice, resorting to potentially "suboptimal" splits often yields competitive and sometimes even superior tree ensembles. Furthermore, training such variants might also be faster. Another variant is proposed by Louppe and Geurts [22] , who consider small subsets of the data, called patches. Each patch is based on a different subset of features and the overall ensemble consists of trees built independently on the patches.
Today's state-of-the-art software makes use of various other implementation tricks to reduce the practical runtime. For instance, one can keep track of locally constant features (i.e., a dimension i does not need to be checked anymore for S and all the descendant Research Track Paper KDD 2018, August 19-23, 2018, London, United Kingdom nodes in case all patterns in S exhibit the same value w.r.t. dimension i). Furthermore, it is beneficial to represent a bootstrap sample T ′ via weights instead of duplicating training instances [21] . A popular well-engineered implementation based on highly-tuned C code is provided by the Scikit-Learn [26] package. Random forests are known to be "embarrassingly parallelizable" since one can construct the involved trees separately from each other. A recent trend in machine learning is to make use of massively-parallel devices such as graphics processing units (GPUs) to accelerate the generation and application of random forests and other machine learning models [4, 6, 10, 14, 15, 18, 27, 29] . However, aiming at full, unpruned trees, such approaches do not seem to improve over a standard multi-core execution.
Another line of research is distributed computing: Given huge datasets, a single compute node might not be sufficient due to both the increased memory consumption and compute requirements. For such cases, the work needs to be distributed over multiple workstations. Distributed construction schemes have been proposed that are based on, e.g., MapReduce [7] . Several strategies to implement random forests via the MapReduce framework are described by del Río et al. [8] . A natural one (which is also implemented by the Apache Mahout TM library) is to consider subsets of the data and to build individual trees/forests for each of these subsets; the overall ensemble is then composed of all individual trees. The PLANET implementation [25] also resorts to MapReduce. Similarly to our work, it also stops the recursive construction as soon as the subsets become small enough to be handled by a single machine. However, the overall implementation aims at distributed computing environments and the construction of the upper parts of the trees are handled in a conceptually very different way. Furthermore, the trees are built independently from each other.
Finally, efficient implementations exist for the related task of computing ensembles of boosted trees [5] . These ensembles, however, rely on many shallow trees that are built in an iterative fashion. Accordingly, such implementations do no not usually perform well when building deep, fully-grown trees.
Deep Trees
The original random forest implementation proposed by Breiman [3] grows full trees. A simple variant is to build trees up to a certain depth only. While the validation and test accuracies might still be good, the induced forest might loose its capability to deal with rare classes. The so-called m-out-of-n subset strategy partitions the dataset into subsets and builds individual trees/forests for these subsets. While one makes use of all the data, this strategy might yield non-optimal results as well. As discussed by Genuer et al. [12] and del Río et al. [8] , such subset strategies usually cause a shift towards the dominant classes and instances (in a certain region of the feature space). For example, assume that one is given a single rare instance (i.e., P(y = c) very small for a class c) and assume that one considers a partition of the data into three equal-sized subsets. The rare object would only be contained in one of the subsets and, hence, would never be predicted via the overall ensemble.
Reweighting strategies applied in a post-processing phase aim at reducing these negative side-effects, see, e.g., del Río et al. [8] for several adaptions. However, finding appropriate weights is a (a) Data (b) Partition (three subsets) Figure 2 : An ensemble built via the three subsets cannot identify the blue object anymore since two of the three models do not contain this instance. Such an effect can also be observed in case P(y|x) is unbalanced for a subregion x.
challenging task as well and such methods generally focus on shifts in P(y) introduced by subsampling. Such a bias towards a dominant class/label can also occur in any region of the feature space, as sketched in Figure 2 . Hence, even in case a reasonable amount of labeled instances is given for a rare class, subsampling strategies might lead the model to completely ignore this class, see Genuer et al. [12] for a detailed discussion.
ALGORITHMIC FRAMEWORK
We propose a wrapper-based approach that can handle massive datasets on a single compute node.
Wrapper-Based Construction
We start by outlining the construction of a single tree; the overall implementation simultaneously constructs all trees, which is described in the next section. The basic idea is to build a "top tree" based on a small random subset of the training data and to use this tree to obtain a partition of all the training instances into (ideally) almost equal-sized subsets. The overall workflow is shown in Algorithm 3: In the first phase, a top tree T is built for a small subset S of T drawn uniformly at random (without replacement). Afterwards, all available training instances T are distributed to the leaves of the top tree. That is, one determines for each training instance (x i , y i ) the index of the leaf within the top tree the pattern x i would be assigned to. Finally, in the third phase, one computes for each of the induced subsets T 1 , . . . ,T M an associated bottom tree, which is then attached to the corresponding leaf of the top tree. This yields the final tree T . Thus, the overall tree T basically corresponds to a standard tree built via BuildTree with potentially slightly different splits conducted due to the random subset used for the top tree. A direct implementation of this approach, however, does not necessarily yield an efficient implementation due to, e.g., potentially very unbalanced top trees. The modifications needed to render this approach efficient are described next.
Construction of Top Trees.
Since the top tree is only built on a small subset, different and potentially "suboptimal" splits might be considered compared to a direct construction via BuildTree. Note, however, that the notion of "optimality" is anyway vague in this context. For instance, extremely randomized trees, which resort to simple random splitting thresholds, often even yield competitive
Create left nodeN l ofN and P .push((T ′ l , N l )) 14:
Create right nodeN r ofN and P .push((T ′ r , N r )) 15: end while 16: return N 0 or even superior overall ensembles compared to their counterparts that rely on "optimal" splitting thresholds.
In practice, simply resorting to a standard BuildTree construction scheme might not yield a feasible approach. This is due to the fact that, for some datasets, the top trees might become very unbalanced, leading to many small leaves that do not contain many training instances after the distribution phase. In addition, the standard splitting scheme might yield very big leaves after the distribution phase; while these leaves might be pure after the construction phase of the top tree, they might become unpure again after the distribution phase. This actually is a problem since the induced big leaves still have to be processed in the third phase-and this might not be possible given the restricted resources (e.g., such a big leaf might contain hundreds of millions of patterns).
For this reason, we adapt the construction of the top tree, see Algorithm 4: The workflow is essentially the same except for the following two minor yet crucial modifications:
(1) Stopping condition: Firstly, the recursive construction only stops as soon as the minimal leaf size is reached. By doing so, we ensure that the resulting leaf buckets are small enough for the further processing (otherwise, almost pure leaves might yield very big leaf buckets). The parameter M specifies the desired maximum size of a leaf bucket after the distribution
Algorithm 5 Distribute
Require: A set T = {(x 1 , y 1 ), . . . , (x n , y n )} ⊂ R d × Y of training patterns and a top tree T top .
Since the actual number of assigned instances is only known after the distribution of all instances, we resort to an estimateM = max(2, M · R n ) for M. (2) Balanced splits: Secondly, to handle degenerated cases, we consider the following modified information gain criterion G i,θ (S) that favors balanced partitions in the top tree:
Here, the right part of the above objective favors balanced partitions, which are similar to those conducted for standard k-d trees [2] . 1 The parameter λ ∈ [0, 1] determines the tradeoff between the standard information gain and favoring balanced partitions. Finally, no bootstrap samples are drawn for the construction of top trees as well as optimal splits w.r.t. (5) are considered. Note that the adapted information gain is especially important for splits of almost pure nodes. Here, the first part of (5) will yield similar gains for various thresholds. However, the second part will enforce the splits to be balanced.
An example for a very unbalanced tree with a single leaf containing most of the patterns is given in Figure 3 (which is based on the landsat-osm dataset, see Appendix B). The few very big leaves depict a problem since they might become unpure again after the distribution phase and, hence, still have to be considered and processed in the third phase. The adapted construction scheme outlined above with λ = 1 yields almost equal-sized partitions, all being sufficiently small such that the leaves will contain about M patterns after the distribution phase.
Note that the adapted splitting scheme actually continues splitting up pure nodes until a leaf size ofM is reached. While this seems like an unnecessary operation, it is crucial to obtain manageable partitions for the third phase, the construction of the bottom trees. A potential drawback of this approach is that more splits than needed are actually conducted. Since one only knows about the properties of the final leaves after the distribution phase, this cannot be avoided. Furthermore, favoring balanced partitions using, e.g., λ = 1, might yield to similar top trees and, hence, less randomness in the upper parts of the final trees. Also, the splits conducted might be "suboptimal" w.r.t. the original information gain criterion G j,θ (S), which might lead to suboptimal top parts of the trees (e.g., no feature selection is conducted). 2 1 Note that using the median does not necessarily yield almost equal-sized partitions. 2 For large-scale scenarios with millions or even billions of training patterns, these potential drawbacks do not seem to have a significant influence (basically, only a few suboptimal splits are conducted in the upper parts of the generally very deep trees). Note that the adapted node splitting (in case λ = 1 is used) is related to Mondarian Forests [20] , which only resort to label-independent node splits. is proportional to the number of points assigned to it. The standard construction scheme that stops as soon as a node is pure and which resorts to the normal information gain (λ = 0) might yield very unbalanced leaves (a few leaves contain almost all instances!). The adapted construction scheme with λ = 1 yields very balanced partitions. In expectation, all these leaves will contain about M leaves after the distribution phase and are, hence, small enough for the construction of bottom trees.
Distribution & Construction of Bottom Trees.
Given the top tree, all training instances are distributed to the top tree's leaves, see Algorithm 5. The top tree is modified in such a way that the leaf index is returned for a query instead of a (label-based) prediction. The resulting indices can then be used to partition all the training data T to the different leaf buckets.
Finally, one or more bottom trees are built for each of the leaf buckets T 1 , . . . ,T N . The number n b ≥ 1 of bottom trees built per bucket can be defined by the user. For large-scale scenarios, sharing top trees among the different overall trees can be computationally very advantageous since less calls to Distribute (Algorithm 5)and, hence, passes over the data-are needed and since the construction of all bottom trees can effectively be parallelized (using the same chunk of data fitting in the system's memory). However, sharing top trees this way generally leads to less randomness in the overall ensemble, which might reduce the model's quality. Thus, there is a trade-off between runtime and tree diversity.
Implementation
The wrapper-based construction outlined above yields much smaller partitions associated with the leaves of the top tree, which can be handled more efficiently. Its efficiency, however, depends on a careful implementation of the involved steps.
Some of the steps are conducted simultaneously for the different trees to be built. More precisely, the construction of the n t top trees as well as the distribution of the patterns are done via two single passes over the training instances. Each pass is conducted by processing all the data in chunks using a certain chunk size C (e.g., C = 1, 000, 000). In the first pass over the data, random subsets are extracted for the top trees. Given the subsets, the top trees are built, which are then used to distribute all instances to the top trees' leaves. Note that considering random subsets based on a full pass over the data might be crucial for the top trees' leaves having appropriate sizes, i.e., that stopping the construction as soon as |T | < max(2, M · R n ) yields leaf buckets having size of about M after the distribution phase. During the distribution phase, a new subset of training instances is created for each leaf bucket, which is either stored in memory or on disk (using HDF5 [28] ). The construction of all n t top trees can be done using O(R + C) additional memory, where R is the size of a single random subset and C the chunk size. Furthermore, the distribution of the instances can be done spending O(R + C) additional memory as well. Finally, for the third phase, one needs O(M) additional memory withM being the maximal size of a leaf bucket after the distribution phase.
The general wrapper-based framework is implemented in Python (version 2.7.11), where the Numpy package (version 1.11.2) [19] is used for all matrix/vector-based operations. For the computation of both the top and the bottom trees, we resort to a pure C implementation that follows the construction scheme implemented by the Scikit-Learn package (version 0.18.1) [26] ; Swig [1] is used to generate a Python extension. The overall implementation is made publicly available on https://github.com/gieseke/woody under the GNU General Public License v3.0. The standard random forest implementation has also been integrated into the open-source software library Shark [17] .
EXPERIMENTS
We considered a standard multi-core machine for all experiments and compared our approach with three state-of-the-art competitors. The experiments can be reproduced using the code made available on https://github.com/gieseke/woody.
Experimental Setup
All experiments were conducted on a standard desktop computer with an Intel(R) Core(TM) i7-3770 CPU at 3.40GHz (4 cores, 8 hardware threads), 16GB RAM, and 16GB swap space. The 11,000,000 1,000,000 28 landsat-osm 1,000,000,000 2,964,607 81 approach can, in principle, be applied to any kind of random forest variant (e.g., extremely randomized trees). For the sake of simplicity, we resorted to standard random forests as described in Section 2. For the experimental evaluation, we considered the following four implementations:
(1) The first one was the wrapper-based construction scheme proposed in this work, referred to as woody. (2) The second one was subsets, a simple scheme that resorts to subsets drawn uniformly at random from all the available training instances. For each such subset, a single classification tree is built. The overall implementation resembles the wrapper-based implementation outlined above, i.e., random subsets are extracted via a pass over all instances. However, instead of top trees, standard trees are built for these subsets. The remaining points are not distributed/considered. Intermediate results are stored on disk, as it is done for woody. (3) The third one, sklearn, was the RandomForestClassifier implementation provided by the Scikit-Learn [26] package. (4) The fourth one, h2o, was the implementation provided by the H 2 O package (H2ORandomForestEstimator). 3 Most parameters were set to their default values. Some of the parameters were automatically adapted to the specific dataset at hand, see Appendix A for details. We focused on classification scenarios to assess the classification performances. In all cases, we considered a separate test set for evaluating the classification accuracy. For the different experiments, n train training instances, n test test instances, and d features were considered, see Table 1 . Despite the three medium-sized datasets covtype, susy, and higgs [9] , we also
Model Parameters
We started by analyzing the influence of two of the main model parameters introduced by the wrapper-based scheme.
4.2.1
Influence of n b . The initial two phases can consume a significant part of the overall runtime. Especially the distribution phase involves extracting many large subsets that might have to be stored on disk. To reduce the overhead for these two phases, one can construct n b > 1 bottom trees per top tree. This essentially leads to final trees sharing upper parts, which, in turn, might lead to less randomness in the overall ensemble. To investigate the influence of this parameter, we considered the covtype dataset and three different instances of woody induced by different assignments for M (1, 000, 20, 000, and 75, 000). If M is small, larger top trees are built. For large M, the top trees have small sizes. Hence, we expected a slightly worse performance for small M and a competitive performance for large M.
We considered 1, 4, 12 and 24 as values for n b . In all cases, 24 trees were built in total (i.e., n b · n t = 24). The results are shown in Figure 4 . As expected, the accuracies were slightly worse for large n b . However, the differences were generally very small, indicating that sharing upper parts did not significantly hurt the performance. Furthermore, the differences between the three instances of woody for varying M were very small as well, indicating that sharing larger parts did not lead to a significant drop w.r.t. the accuracy as long as sufficiently large bottom trees were built.
4.2.2
Influence of λ. We considered two models to investigate the influence of λ: A standard random forest implementation that resorted to the adapted information gain criterion as well as woody.
In both cases, we considered the covtype dataset and different assignments for λ (λ = 0, 0.2, . . . , 1.0). Both ensembles consisted of 24 trees, where n t = 6 and n b = 4 were used for woody.
The outcome is shown in Figure 5 : As expected, smaller values for λ generally yielded slightly better accuracies. This was especially the case for the standard random forest implementation, which yielded the full trees using the adapted criterion. However, the results also indicate that the adapted information gain did not severely affect the accuracy. Also, the accuracies still improved in general the more data were taken into account. 4 Finally, the influence of λ was even less for woody, which is due to the fact that the wrapper-based approach only resorted toḠ for the construction of the top trees. To conclude, we observe that the accuracy was not severely affected, especially in caseḠ was used for the construction of the top trees only. Note that balanced splits are, however, in general important to quickly reduce the nodes' sizes for woody. This is in particular the case for almost pure nodes, which still have to be split to achieve the desired leaf sizes M.
Small Data
Next, we compared the training times and test accuracies induced by the covtype, susy, and higgs datasets. Again, we considered ensembles consisting of 24 classification trees (n t = 6 and n b = 4 for woody); all other parameters were set to the values described in Appendix A. The results are shown in Figure 6 : Except for subsets, all implementations yielded similar results. The h2o implementation also exhibited a slightly worse classification accuracy on the covtype dataset (most likely due to the maximum tree depth of 20 not being sufficient for this dataset). The training runtimes were also similar for all implementations. Here, woody was slightly faster than sklearn on both the susy and the higgs dataset and slightly slower on the covtype dataset. The subsets scheme performed worse on both the covtype and higgs dataset. In both cases, it can be seen that not taking all the available training instances into account led to a "stagnating" and slightly worse accuracy. 5 To conclude, all implementations yielded very similar accuracies and the modifications for woody only had a negligible effect on the classification performance. The direct competitor, subsets, which only builds trees for subsets of instances, did not seem to benefit from more data, as indicated by the worse performance on both covtype and higgs. Note that the wrapper-based construction scheme can incorporate significantly larger datasets, which potentially yields much better ensembles (see below). Also, it is worth mentioning again that fully-grown trees are obtained via woody, which might be a crucial for dealing with rare instances.
Big Data
Next, we made use of the landsat-osm dataset described in Appendix B and considered up to 50 million training instances; the classification accuracies were evaluated on about three million test instances. We used the same parameters for the different implementations as before and considered twelve estimators (n t = 3 and n b = 4 as well as λ = 1.0 for woody). Intermediate results were now stored on disk instead in main memory for woody and subsets.
The results are shown in Figure 7 . It can be seen that both woody and subsets were able to successfully process all training instances. Furthermore, taking more training instances into account led to better accuracies. The average accuracy of subsets was also slightly worse than the one of woody. The other two implementations could not handle these large-scale scenarios well: The sklearn implementation was only able to deal with ten million training instances without running into memory problems. For this single dataset instance, it yielded an average test accuracy of 0.72, which was about the same as the one achieved by woody in this case. While the h2o implementation could process dataset instances with up to 30 million instances, the average test accuracy was below 0.24 in all cases (not shown). To conclude, woody was capable of taking all the available training instances into account. While the improvement over subsets w.r.t. the accuracy was moderate for the dataset at hand, we would like to stress woody's capability to build fully-grown trees while taking all the training instances into account-this can be crucial for correctly classifying rare instances.
Finally, we made use of all one billion training instances given in the landsat-osm dataset and evaluated the runtime behavior of the woody implementation (n t = 1 and n b = 4). This dataset contains very dominant classes (e.g., the 'water' class) and, thus, can lead to very unbalanced top trees in case the standard information gain criterion G is used. In our experiments, using the modified information gainḠ with λ = 1 yielded balanced top trees with only few leaves (about 1,000). Hence, the top trees successfully partitioned the huge dataset into much smaller chunks. The runtimes of the different phases (single run) are shown in Figure 8 . It can be seen that woody was capable of efficiently handling the one billion training instances, where the distribution and bottom tree construction phases dominated the practical runtime. Figure 6 : Training runtimes and test accuracies for the three medium-sized datasets given an increasing number n of training instances (mean runtimes/accuracies based on four runs with different seeds). The runtimes and accuracies were very similar to each other, indicating that the changes made for woody did not significantly affect the outcome.
CONCLUSION
We propose woody, a wrapper-based construction framework for building large random forests for hundreds of millions of training instances. The key idea is to use top trees to partition all the available training data into smaller subsets associated with the top trees' leaves and to build bottom trees for these subsets. While being conceptually simple, the framework allows the construction of ensembles with fully-grown trees for very large datasets. The practical benefits of our approach were empirically demonstrated on three medium-sized datasets and a large-scale application from the field of remote sensing with up to one billion data points. We expect these results to carry over to other learning tasks making woody a powerful tool for mining big datasets-without requiring expensive compute resources. To the best of our knowledge, woody is the first implementation that renders the construction of random forests possible for datasets containing hundreds of millions of instances using a standard desktop computer. We think that the woody implementation-made publicly available on https://github.com/gieseke/woody-will be of significant practical importance for many real-world tasks in future. (a) LC08_L1TP_196022_20150415_20170409_01_T1 Figure 9 : Illustration of the first part of the landsat-osm dataset containing more than 50 million training instances (used for the results shown in Figure 7 ). The gray pixels correspond to unlabeled instances; the other ones to the labeled instances.
The former one was used for the runtime comparison shown in Figure 6 , where both the training data as well as the intermediate results were stored in memory (to obtain a fair comparison with sklearn). For the other large-scale experiments, DiskStore was used that loads the data from disk (in chunks) and also stores the intermediate results on disk. For the covtype dataset, the chunk size was fixed to C = 100, 000, whereas for all other datasets, a chunk size of C = 1, 000, 000 was used. For subsets, we considered subsets of size 50, 000 for covtype and of size 500, 000 for all other datasets. We refer to https://github.com/gieseke/woody for the code and the experimental setup.
B LANDSAT-OSM
The features for the landsat-osm dataset were based on satellite data from the Landsat 8 [30] project, see Figure 9 . The associated labels stemmed from the OpenStreetMap (OSM) [24] project. More precisely, we considered 9 bands (grayscale images) and 3 × 3 image patches, resulting in 81 features. We extracted such patches from the following Landsat scenes:
