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a  b  s  t  r  a  c  t
Terrestrial  LiDAR  scanners  have  been  shown  to  hold  great  potential  for estimating  and  mapping  three
dimensional  (3-D)  leaf  area  distribution  in  forested  environments.  This  is made  possible  by  the  capacity
of  LiDAR  scanners  to record  the  3-D position  of every  laser  pulse  intercepted  by plant  material.  The  laser
pulses  emitted  by  a LiDAR  scanner  can  be  regarded  as light  probes  whose  transmission  and  interception
may  be used  to derive  leaf  area  density  at different  spatial  scales  using  the  Beer–Lambert  law or  Warren
Wilson’s  contact  frequency  method  among  others.  Segmenting  the  canopy  into  cubic  volumes  –or  voxels-
provides  a convenient  means  to compute  light  transmission  statistics  and describe  the  spatial  distribution
of  foliage  area in  tree  crowns.  In this  paper,  we investigate  the  optimal  voxel  dimensions  for  estimating
the  spatial  distribution  of within  crown  leaf  area  density.  We  analyzed  LiDAR  measurements  from  two
ﬁeld  sites,  located  in  Mali  and  in California,  with  trees  having  different  leaf  sizes  during  periods  with  and
without  leaves.
We found  that  there  is  a  range  of voxel  sizes,  which  satisfy  three  important  conditions.  The ﬁrst  condi-
tion  is related  to clumping  and  requires  voxels  small  enough  to exclude  large  gaps  between  crowns  and
branches.  The  second  condition  requires  a voxel  size large  enough  for  the  conditions  postulated  by  the
Poisson  law  to be valid,  i.e.,  a  turbid  medium  with  randomly  positioned  leaves.  And,  the  third  condition
relates  to the  appropriate  voxel  size  to pinpoint  the location  of those  volumes  within  the  canopy  which
were  insufﬁciently  sampled  by  the  LiDAR  instrument  to derive  reliable  statistics  (occlusion  effects).  Here,
we  show  that  these  requirements  are  a  function  of leaf  size,  branching  structure,  and  the  predominance  of
occlusion  effects.  The  results  presented  provide  guiding  principles  for using  voxel  volumes  in  the  retrieval
of  leaf  area  distributions  from  terrestrial  LiDAR  measurements.
© 201. IntroductionTree foliage properties are critical to describe the interactions
etween the land surface and the atmosphere, in particular the
ates of radiation absorption, precipitation interception, and
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photosynthetic activity in individual plants and whole canopies
(Baldocchi and Harley, 1995; Parker, 1995). As such, the leaf surface
generated by trees is of great interest to the global change research
community because of their role in the terrestrial part of the global
carbon cycle (Sellers et al., 1997; Asner et al., 2003). Moreover,
studies investigating the implications of light transmission and
interception for wood production, species competition, ecosystem
and agro-ecosystem dynamics, as well as biodiversity, rely on
descriptions of the spatial distribution of leaves (Norman and
Welles, 1983; Cannell, 1989; Wang and Jarvis, 1990; Parker, 1995;
Medlyn, 2004; Asner et al., 2008; Pretzsch, 2009).
In this contribution, leaf area refers to half of the total foliage
surface area (only one side of each leaf is considered). This concept
Open access under CC BY-NC-SA license.only applies to leaves that can be ﬂattened, and may  be less effec-
tive or more complicated to use with needles and leaves of arbitrary
shapes and forms. The leaf area density [m2/m3] is generally used
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an, in theory, be speciﬁed at any given spatial scale (e.g., at the
ub-crown level or at the plot level) and can be estimated in situ
sing different approaches that have been classiﬁed as ‘direct’,
semi-direct’, or ‘indirect’. Direct methods involve the counting and
easuring of leaves; this application is time consuming (Norman
nd Campbell, 1989). In contrast, semi-direct methods include the
nclined point quadrat method of Warren Wilson (1960) that counts
he number of contacts of leaves with probes inserted into the veg-
tation canopy. Numerous passive optical indirect techniques have
een developed for leaf area density or leaf area index (LAI) esti-
ation, including hemispherical photography (see Jonckheere et al.
2004) for a review). These methods rely on the Beer–Lambert law
f light transmission through a turbid medium which was  adapted
o canopies (Monsi and Saeki, 1953, 2005); these methods are
imited in the spatial explicitness of their estimates and in their
ccuracy (Weiss et al., 2004). The latter is partially due to the need to
orrect for foliage clumping (Nilson, 1971; Chen and Black, 1991) as
ell as to remove the contribution from non-photosynthetic mate-
ial (wood) (Kucharik et al., 1998). It may  be useful to note that the
esults obtained from particular measurement protocols tend to
ield different results when applied simultaneously to the same
anopy, particularly in heterogeneous canopies (Ryu et al., 2010).
Since the bulk of the exchanges of radiation, heat, water vapour
nd biogeochemicals between the atmosphere and the vegetated
and surface are mediated through leaves, the latter play an impor-
ant role in controlling the local microclimate in the canopy. The
ne-scale spatial organization of leaves determines the light regime
ithin a canopy, and is an important consideration when modeling
anopy functions because of the non-linear leaf-level photosyn-
hetic and stomatal conductance response to light. Information on
eaf area distribution is required to properly account for the trans-
er of radiation within canopies (Hutchison et al., 1986). Jarvis et al.
1985) showed that satisfactory upscaling of photosynthetic rates
rom individual tree crowns to the canopy stand requires being
ble to simulate the radiative regime within individual tree crowns.
reat progress has been made in modeling light transfer in dis-
ontinuous canopies since the early works of Jackson and Palmer
1972, 1979). Current 3-D radiative transfer models used to com-
ute mass and energy transfer – e.g. MAESTRO/MAESTRA (Norman
nd Welles, 1983; Wang and Jarvis, 1990; Medlyn, 2004), DART
Gastellu-Etchegorry et al., 1996), FOREST (Cescatti, 1997), RATP
Sinoquet et al., 2001), RAYTRAN/RAYSPREAD (Widlowski et al.,
006), CANOAK-FLiES (Kobayashi et al., 2012) – are capable of
tilizing spatially explicit descriptions of leaf area distribution in
heir computations. However, several studies have highlighted the
emarkable efforts required to characterize the distribution of leaf
rea within actual tree crowns with existing ﬁeld methods (Fukai
nd Loomis, 1976; Koike, 1985; Cohen and Fuchs, 1987; Wang et al.,
990; Whitehead et al., 1990; Landry et al., 1997; Sinoquet and
ivet, 1997; Pearcy and Yang, 1998; Sinoquet et al., 1998; Iio et al.,
011). Hence, making use of three-dimensional radiative transfer
odels has been impractical for routine application.
LiDAR scanners have recently emerged as a promising tool
or deriving vegetation structure descriptions at various levels of
etail. LiDAR scanners use a large number of laser pulses emit-
ed in the visible or near-infrared part of the spectrum within the
nstrument’s ﬁeld of view. When a pulse comes into contact with
n object, part of that energy is reﬂected back toward the instru-
ent and triggers the recording of its distance (either using time of
ight or phase displacement) and intensity. Knowing the direction
f the emitted laser pulse, the latter can be used to position a point
n 3-D space (a set of points is referred to as a point cloud). Discrete
eturn LiDAR systems are either able to record the position of only
ne contact between the pulse and plant material – referred to as
ingle discrete return systems–, or several contacts – referred to
s multiple discrete returns systems. Full-waveform systems cant Meteorology 184 (2014) 82– 97 83
record a highly detailed account of the reﬂected energy received as
a function of time (at the cost of longer scanning times due to the
increased volume of data to digitize and store). Different LiDAR sys-
tems have different pulse cross-sectional sizes that increase with
distance from the instrument. The size of the cross-sectional laser
pulse area is typically quantiﬁed using the mean diameter; the term
‘diameter of the laser footprint’ is also used. Note that there are a
number of ways to measure a laser pulse diameter, the simplest
way being the full width at half maximum. Current typical sizes
are 0.01–0.2 m at 20 m for terrestrial LiDAR, 0.2–0.9 m for discrete
return airborne LiDAR, 8–70 m for full-waveform airborne LiDAR,
and 70–100 m for spaceborne LiDAR. Comparing these with the
sizes of tree parts, one can see that the energy from a laser pulse
can be only partly intercepted by plant parts, allowing a remaining
fraction of energy to keep traveling deeper into the canopy and
make contact with material located further along its path.
Terrestrial LiDAR measurements are generally made from an
instrument placed on a survey tripod about 1.5 m above the ground.
Their usage for estimating leaf area stems from a very high spatial
resolution (typically about half a centimeter between consecutive
laser pulses at 20 m from the instrument) and a relatively small
laser footprint size with respect to the typical dimensions of leaves
and other tree organs. The active nature of terrestrial LiDAR instru-
ments provides two  valuable pieces of information not readily
available to passive methods like hemispherical photography: The
ﬁrst is a measure of range between the instrument and the material
which intercepted the emitted light, and the second is a measure
of the intensity of the light which was  reﬂected by the material
when the laser pulse hit it. The availability of these two pieces of
information can help solve issues burdening the above mentioned
indirect ﬁeld methods of leaf area and LAI retrieval that are based on
passive optical remote sensing. More speciﬁcally, the range – and
3-D positions – can be utilized to segment the canopy into small
volumes (e.g., voxels) where clumping is negligible such that the
Beer–Lambert law can be used at these scales without having to
correct for clumping effects (Nilson, 1971; Lang and Xiang, 1986).
In addition, the intensity of the reﬂected LiDAR pulse can be used to
distinguish between return signals that were the result of an inter-
action with wood or with foliage material, e.g., Béland et al. (2011).
The later aspect is, however, only possible if there is a signiﬁcant
difference in reﬂectivity between the wood and foliage material at
the wavelength of the terrestrial LiDAR instrument. This type of
approach for estimating leaf area density can be classiﬁed as an
active optical indirect method.
So far, only a handful of studies have investigated the use of
terrestrial LiDAR scanners for estimating tree and canopy level leaf
area density compared to those focusing on the retrieval of leaf area
density by other means (Lovell et al., 2003; Hosoi and Omasa, 2006,
2007; Moorthy et al., 2008; Takeda et al., 2008; Hosoi and Omasa,
2009; Jupp et al., 2009; Van der Zande et al., 2009; Hosoi et al.,
2010). Among these efforts, Béland et al. (2011) showed that terres-
trial LiDAR measurements open new possibilities for studying the
3-D foliage distribution of large trees and derived spatially explicit
estimates of leaf area density. Deriving spatially explicit measures
of leaf area, instead of spatially representative leaf area estimates,
at the crown and stand level is especially advantageous in het-
erogeneous environments, like savannas, where adequate spatial
sampling can be challenging (Ryu et al., 2010). It also provides much
richer information about canopy structure, such as vertical and
horizontal organization of plant material. When deriving leaf area
within the conﬁnes of geometric volumes like voxels, the size of
the volume needs to be chosen carefully as it can signiﬁcantly inﬂu-
ence the leaf area estimates. To the best of our knowledge, there are
no clear guidelines currently available for selecting an appropriate
voxel size. In a previous paper (Béland et al., 2011), it was noted
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ross section, the voxel size should “provide a balance between a
arge enough voxel size to satisfy the assumptions of random dis-
ribution of small scatterers, and small enough to correctly identify
he occluded areas and account for foliage clumping”. However, the
actors inﬂuencing this balance need further attention.
Other typical issues that have to be dealt with when extracting
eaf area information from terrestrial LiDAR data are: (1) account-
ng for displacement of branches and foliage due to the presence
f wind during the scans, (2) distinguishing between return signals
rom wood and foliage, (3) accounting for the underestimation of
ap fraction due to the ﬁnite cross section of the laser pulses, and
4) avoiding systematic biases from canopy volumes not sampled
y the laser scans due to occlusion by other canopy elements. The
erm occlusion here refers to the fact that, unlike the needles used
n the point quadrat method of Warren Wilson, the laser pulses
re blocked – at least partially – by the leaves, keeping the pulses
rom making contact with leaves located further along their path.
f occlusion reduces the number of pulses traveling into a given
ubic volume (known as a voxel) too much, then few meaningful
tatistics may  be derived from these data. Using a voxel size signiﬁ-
antly larger than the LiDAR laser pulse cross section is a convenient
pproach to dealing with occlusion effects. The pulses entering the
oxel volume can be interpreted as an ensemble of probes from
hich statistics on their interception by leaves can be derived. This
pproach provides a means to identify voxels sampled by too few
ulses to provide a reliable leaf area estimate. Béland et al. (2011)
ound that a minimum of 15% of the voxel volume explored by the
aser pulses was required to yield reliable leaf area density values.
An important advantage of using terrestrial LiDAR measure-
ents for deriving leaf area density lies in the potential for
iscriminating between laser pulses that were intercepted by wood
nd foliage. Successful distinction of laser pulse returns originating
rom wood and foliage material is highly dependent on an under-
tanding of the interactions between laser pulses – driven by the
iDAR instrument’s electronics and the canopy optical properties –
nd the canopy material. Béland et al. (2011) have shown that using
cans acquired in leaf-on and leaf-off conditions can help under-
tanding these interactions, and that the intensity of the returns can
e used to make the distinction. However, they also pointed out that
he intensity of a laser return is a function of three variables: (1) the
ange to the target, (2) the spectro-directional properties of the tar-
et and its orientation, and (3) the portion of the laser pulse hitting
he target. The ﬁrst can be corrected for by normalizing the intensity
o that an apparent reﬂectance independent of range is derived. The
econd can be estimated using a ﬁeld spectrometer (the discrim-
nation of foliage from wood is based on a reﬂectance difference
etween the two at the wavelength of the LiDAR instrument). The
hird is a potential source of errors, as the partial illumination of a
right target can yield the same measurement as a more complete
llumination of a darker target. When a partial contact between a
ulse’s energy and a target occurs, part of the energy keeps travel-
ng forward without disturbance, but that proportion is unknown,
reating an uncertainty about the target’s reﬂectance even if Lam-
ertian reﬂectance is assumed. This results from two processes: (1)
he radiation that is not returned to the instrument is not mea-
ured, and hence it is not possible to know whether it has been
bsorbed or scattered (in particular transmitted), and (2) indepen-
ently, the reﬂectance that is actually measured depends on the
nisotropy of the surface actually illuminated. Note that both these
oints apply whether the target is fully or partially illuminated
y the pulse. Recently available multiple discrete returns or full-
aveform terrestrial LiDAR instruments could provide information
seful toward reducing this uncertainty.
In this study, we ﬁrst test the hypothesis that measurements
rom a multiple return terrestrial LiDAR scanner instrument can
educe uncertainty related to the classiﬁcation of laser pulsest Meteorology 184 (2014) 82– 97
returns originating from hits on wood and foliage material. This
is necessary to get better statistics about the presence of foliage in
the voxels. Then we focus on the main goal of the study, which is
to investigate an appropriate voxel volume size for deriving spa-
tially explicit leaf area estimates at the voxel scale. We expect that
this size is related to the dimensions of the tree leaves, and to the
spatial arrangement of leaves around branches. This assumption is
based on the Beer–Lambert law which requires that volumes are
ﬁlled with a large number of randomly distributed small scatter-
ers. If leaves are relatively large compared to the sampling volume,
or if the volume is large and includes empty spaces between plant
parts, then the leaf area estimates deviate from the true value, as
was shown by Lang and Xiang (1986). Here we use terrestrial LiDAR
measurements taken at two  different savanna sites with trees hav-
ing different leaf sizes to investigate the optimal voxel size for
deriving leaf area estimates.
2. Material and methods
2.1. Sites characteristics and LiDAR measurements
Two study areas were used for this research. The ﬁrst is located
near Segou in Mali. Here terrestrial LiDAR measurements were
acquired in both leaf-on and leaf-off conditions and direct mea-
surements of the leaf area are available for validation purposes.
The second area is located in California, USA. Here LiDAR measure-
ments in tree leaf-on and leaf-off conditions using a multiple-return
instrument are available. They were used to explore the feasibility
of better distinguishing between wood and foliage laser returns. In
addition, the LiDAR measurements from both sites were used to
assess the links between leaf size and branching structure, and to
estimate appropriate voxel sizes to be used for computing leaf area
estimates.
The Malian study area lies within a broad-leaved savanna of
central Mali dominated by shea trees (Vitellaria Paradoxa). The
area is generally ﬂat, located at latitude 13.293◦ North and lon-
gitude 6.551◦ West, at an altitude of 290 m. The mean annual
rainfall is in the 600–1000 mm range. For this study, a set of six
shea trees were selected within an area of 50 m × 50 m to carry
out the LiDAR measurements as well as direct measurements of
leaf area. Within an area of 250 ha surrounding the study area,
25 zones of 1 ha were randomly selected to compute an average
tree density of 17 trees ha−1. For 25 randomly selected trees located
close to the six laser scanned trees, the mean tree height was  8 m
(standard deviation, (S.D.): 1.3 m).  The shea tree leaves are ellipti-
cal in shape and relatively ﬂat, with some slight undulation at the
edges (see Fig. 1). Selected structural properties of the trees are
presented in Table 1 and an illustration of LiDAR measurements
from one of the tree is shown in Fig. 2. The leaf area values for
the six trees were obtained by harvesting the tree leaves (the pro-
cess required 20 man-days) and using a fresh-weight-to-area-ratio
method (Norman and Campbell, 1989). Béland et al. (2011) provide
further details on the observation protocol and measurement accu-
racy.
LiDAR measurements at the Mali site were acquired in February
2009 with an ILRIS-3D (Optech inc., Ontario, Canada) instrument
in ﬁrst return mode in both leaf-on and leaf-off conditions (after
leaf harvesting). The measurements took place on days with very
low to imperceptible wind conditions. The ILRIS-3D terrestrial
LiDAR instrument emits laser pulses at a wavelength of 1535 nm
within a maximum window size of 40◦ × 40◦ ﬁeld of view and
uses the pulse’s travel time to compute the distance to targets. The
minimum angle between consecutive laser pulses emitted by the
ILRIS-3D is 26 rad horizontally as well as vertically. The diame-
ter of the laser pulse is 12 mm when leaving the instrument and
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Fig. 1. Digitized images of shea tree leaves (left) and blue oak leaves (right) illustrating the difference in leaf size between the two species. The red rectangles provide an
appreciation of scale, each being one square inch in area.
Table 1
Shea tree properties.
Tree # DBHa [cm] Height [m]  Leaf area [m2] Mean leaf size
Width [cm] Length [cm]
1 31 7.6 29 4.1 11.8
2  34 7.9 105 3.8 8.7
3  39 7.8 104 4.4 10.8
4  34 7.2 101 3.6 10.1
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a Trunk diameter at breast height.
ncreases slightly with distance (pulse divergence is 0.17 mrad,
esulting in a footprint of about 15 mm at a distance of 20 m from
he instrument). The pulse’s energy is not uniformly distributed
ithin its cross section, but follows a Gaussian shape (Optech inc.,
ersonal communication, 2009). Two LiDAR scans from opposite
irections were taken for each shea tree with the instrument setup
n a survey tripod about 1.7 m above ground and at a distance of
pproximately 20 m from the trunk. The angular resolution selected
or these scans was approximately 260 rad between consecutive
aser pulses, yielding a distance between laser pulses of about 5 mm
t a distance of 20 m from the instrument. Using this conﬁguration,
ach scan took 20–25 min  to complete.
ig. 2. Illustrations of the LiDAR point clouds for shea tree (left) and blue oak tree (righ
eﬂectance (normalized for distance) derived from the intensity of the reﬂected laser ene530 4.0 12.7
The Californian study area is located near Ione, CA, on the Tonzi
ranch, which is part of the AmeriFlux and FLUXNET micromete-
orological observations networks (38.43◦ N, 120.96◦ W,  elevation:
177 m).  The area is generally ﬂat and receives on average about
560 mm of rain annually, mostly during the winter months (Chen
et al., 2006). The site is largely dominated by blue oaks (Quercus dou-
glasii), with a density of about 144 trees/ha and a mean tree height
of about 9.5 m (Ma  et al., 2007). The blue oak leaves are elliptical
in shape with small lobes (see Fig. 1). From a sample of 335 leaves
collected from different trees at heights of 2 and 5 m above the
ground, the average leaf size was  about 3.5 cm (S.D. = 0.9 cm)  along
the midrib and 2 cm (S.D. = 0.7 cm)  across. Ten isolated individual
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rees in addition to a 20 m × 20 m area containing a cluster of trees
ere scanned using a Riegl VZ-400 (Riegl inc., Austria) in March
012 (leaf-off condition) and in May  2012 (leaf-on condition). An
llustration of the measurements from one of the trees is shown in
ig. 2. The number of trees selected for scanning was  based on the
vailable time to complete the ﬁeld measurements. The selection of
he ten trees was driven by the wish to obtain a diversity of crown
izes and shapes. The average wind speeds were 0.9 m/s  (0.7 m/s)
 m above ground and 2.1 m/s  (1.9 m/s) 23 m above ground for the
arch (May) measurement days (ORNL DAAC, 2012). At these wind
peeds, leaf motion was barely visible, and was considered to have
ittle effect on the measurements.
The VZ-400 terrestrial LiDAR instrument used at Tonzi emits
aser pulses at a wavelength of 1550 nm and can cover 360◦
zimuthally and from −40◦ to +60◦ in elevation angle. The instru-
ent has three important features which are not common among
ther terrestrial LiDAR scanners: (1) it can perform scans rapidly at
 speed of 122,000 measurements per second, (2) it offers the pos-
ibility of using specially designed targets to make multiple scan
o-registration signiﬁcantly more efﬁcient when combined with
he RiScan Pro software (Riegl inc., Austria), and (3) the instrument
an record full-waveform data (i.e., all pulse echoes are recorded
t a small temporal interval) but this comes at a cost in acquisition
ime. The diameter of the laser pulse when leaving the instrument is
 mm,  and the pulse divergence is 0.3 mrad. The trees were scanned
rom a distance of about 10–12 m.  At this distance, the pulse cross
ection diameter for the Riegl VZ-400 is about 1 cm. The overall
lot area was scanned from six different locations. All leaf-off and
eaf-on scans were carried out from the same positions using the
ame angular resolution of about 280 rad. Depending on the cov-
rage area settings used, each scan took between 2 and 6 min  to
omplete.
.2. Distinguishing noise, wood, and foliage from terrestrial
iDAR measurements
It is essential to screen out pulse returns from woody elements
o estimate the leaf area density accurately. Otherwise the wood
eturns will artiﬁcially increase the apparent foliage content in the
olume sampled by the laser pulses (thus providing estimates of
lant area density instead of leaf area density). The LiDAR mea-
urement ﬁles used here consist of a list of point coordinates in
-D space each tagged with an identiﬁer describing the nature of
he point, i.e., leaf, wood, or noise, as described below. Noise points
ypically occur in two situations: (1) when two or more targets spa-
ially close together are partially hit by the laser pulse, producing a
oint located somewhere in between the targets (this is commonly
alled an ‘air point’ and results from limitations in the instrument’s
lectronics to distinguish the signal from the two targets) and (2)
hen the LiDAR instrument is able to measure very small quanti-
ies of reﬂected energy due to very small portions of a pulse hitting
 target at close range (this typically occurs when very sensitive
nstruments – designed to measure targets at very large distances
 are used to scan nearby objects). The Riegl VZ-400 records, for
ach return, the deviation of the Gaussian shaped signal received,
roviding an indication of the probability that the return is an ‘air
oint’. The RiScan Pro processing software was used to ﬁlter out
oints with a high deviation. These points are considered as ‘noise’
n the input ﬁles for processing.
Distinguishing leaf from wood targets using the intensity of
he reﬂected pulse requires signiﬁcant differences in the optical
roperties of these components at the wavelength used by the
iDAR instrument. In this study, the terrestrial LiDAR instruments
oth operated in the 1535–1550 nm range. This wavelength range
s close to a water absorption window such that foliage reﬂects
ess energy than wood. In fact, measurements made with an ASDst Meteorology 184 (2014) 82– 97
Fieldspec Pro spectrometer (ASD, Boulder, CO, USA) at the California
sites indicated a difference of about 0.15–0.20 in reﬂectivity (the
average leaf reﬂectance at 1550 nm was  computed as 0.30 (S.D.:
0.027) on the basis of 18 samples collected from six trees at heights
of 2 and 5 m above ground). The wood-leaf separation approach
is based on identifying an appropriate intensity threshold value.
More speciﬁcally, it requires that the intensity of the return sig-
nal be normalized so that it becomes independent of the distance
between the instrument and the target, e.g., Béland et al. (2011)
and Pfennigbauer and Ullrich (2010). These methods (so far) have
assumed Lambertian scattering properties for the targets and also
a complete illumination of the target by the laser beam. As such the
normalized reﬂectance delivered by these methods must be termed
an “apparent” reﬂectance.
In this framework, for example – if we assume Lambertian
reﬂectance – 55% of a pulse cross section hitting a branch hav-
ing a reﬂectance of 45% will generate a return with an apparent
reﬂectance of about 25%; the same value would be generated from
an entire pulse hitting a leaf having a reﬂectance of 25%. In this
example, the two returns cannot be distinguished on the basis of
apparent reﬂectance, and this problem is more likely to occur where
a large part of the small branches and twigs are visible to the LiDAR
instrument – e.g. if tree leaves are small and/or the canopy LAI/PAI
ratio is low (LAI is an indicator of the amount of foliage per ground
area, and PAI (plant area index) is an indicator of the area of wood
and foliage per ground area). However, there is one additional dif-
ference between the two  cases from the example above which
could help reducing the uncertainty: in the ﬁrst case, 45% of the
laser pulse energy keeps moving forward and is able to make con-
tact with other targets located along the path of the pulse, whereas
in the second case only the energy transmitted through the leaf
keeps moving forward (leaf transmittance typically being in the
same order of magnitude as reﬂectance (Jacquemoud and Ustin,
2001)), and reﬂected energy from contact with other target further
along the path of travel would need to be transmitted a second
time through the same leaf, which renders low the number of such
occurrences given typical LiDAR instrument sensitivity.
The Riegl VZ-400 instrument is able to record multiple contacts
that a laser pulse may  experience as it travels through the canopy.
This offers new perspectives for improving the identiﬁcation of
those data points representing leaves. To assess the usefulness
of this new capability, we  analyzed the apparent reﬂectance his-
tograms from scans of ten blue oak trees acquired in leaf-on and
leaf-off conditions.
Fig. 3 shows typical histograms from a blue oak tree crown
scanned using the Riegl VZ-400. In gray are the data points relating
to the number of pulses for which one or multiple returns were
recorded (‘multiple and single’), and in black are the data points
relating only to those pulses for which one single return was gen-
erated (‘single only’) – i.e. ignoring those pulses that made contact
with more than one target. It can be seen that pulse returns having
lower reﬂectance are more likely to make contact with multiple
targets. The two  peaks correspond to returns that originate pre-
dominantly from leaves (centered at ∼21% apparent reﬂectance)
and bark (centered at ∼47% apparent reﬂectance). The large amount
of very low apparent reﬂectance returns in the multiple and single
data points can be explained by the fact that LAI/PAI ratios are rela-
tively low for the blue oak such that a large amount of laser pulses
graze the multitude of small branches and twigs which causes small
amounts of energy to be scattered back to the LiDAR instrument.
One will notice in Fig. 3 the average apparent reﬂectance of the
peak representing the leaves is (at ∼21%) smaller than the mean
reﬂectance measured with the ASD instruments (∼30%). This can
be due to two partial hits and non-Lambertian scattering of the
foliage. For example, if one assumes that the leaves are Lambertian,
and that multiple scattering is negligible then on average a pulse
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Fig. 3. Histograms of the TLS point clouds corresponding to leaf-on (ﬁlled disk) and leaf-off conditions (open disk), and to laser pulses making contact with one single target
(black  disk) vs pulses making contact with multiple targets along their paths (gray disk). Also shown is the difference between the number of pulses making contact with






































cetectable value in the present case.
ust have hit the blue oak leaf with only about 70% of its energy
21%/30%). On the other hand it is known that leaves scatter light
nisotropically. Balduzzi et al. (2011) applied a FARO instrument
perating at 785 nm on pear trees leaves and recorded a decrease
n the intensity of the LiDAR return signal of ∼10% as the angle
etween the laser pulse and the leaf normal was  increased to about
0◦. Depending on the specular component of foliage these results
re, however, likely to be different.
The leaf-off condition histograms in Fig. 3 shows that a number
f LiDAR returns, corresponding to partial hits on wood surfaces,
all within the 15–30% apparent reﬂectance range that nominally
orresponds to return signals from leaves. These returns cannot be
istinguished from the leaf returns on the sole basis of apparent
eﬂectance. The occurrence of wood returns in the 15–30% appar-
nt reﬂectance range can be reduced by excluding the pulses which
ade contact with more than one target, i.e. using the ‘single only’
eturns. By doing so, however, one also discards a number of valid
eturns from leaves. We  thus need to determine how many valid
eturns are discarded and adjust the reﬂectance threshold used
o separate leaf from bark returns accordingly. For every value
f apparent reﬂectance and for each tree, we computed the dif-
erence between the number of pulse returns that made contact
ith multiple targets in leaf-on and in leaf-off conditions. This pro-
ides an estimate of the amount of pulse returns from leaves that
ade contact with multiple targets (star symbols in Fig. 3). The dif-
erence between ‘multiple and single’ and ‘single only’ returns in
eaf-off condition was also computed, providing an estimate of the
roportion of pulse returns from wood contributing to the classi-
cation error which is removed by using ‘single only’ returns. This
nformation will be used later on to assess the improvement in
istinguishing wood from foliage returns.
.3. Implications of laser pulse cross-sectional size
When using laser pulses emitted by a terrestrial LiDAR instru-
ent as a proxy for light transmission through a medium, the size
f the pulse’s cross section should be considered carefully since
artial interception of pulses can result in a signiﬁcant underes-
imation of gap fraction (Danson et al., 2007). LiDAR instruments
ypically provide two values used to determine the size of the laser
ross section as a function of distance from the instrument: theinitial cross section size as the pulse leaves the instrument, and
the beam divergence describing the increase in size with distance.
These values can vary signiﬁcantly between LiDAR instruments. For
example, the two commercial systems used in this study had foot-
print diameters ranging from 13–15 mm at a distance of 20 m from
the instrument; in contrast, other existing systems have signiﬁ-
cantly larger cross-sectional diameter upon exiting the instrument
as well as higher pulse divergence, resulting in a footprint in the
order of 100–300 mm in diameter at a distance of 20 m. If the laser
pulse cross-sectional size is sufﬁciently small, its effect on leaf area
density estimates should be accounted for. This is similar to Warren
Wilson (1963) who  showed that a correction was needed to account
for the size of probes in the point quadrat method. If the laser
pulse size is too large to allow such correction to be made, one
must rely on an estimation of the gap fraction based on modeling
of an apparent reﬂectance to which multiple targets contributed.
Fig. 4 illustrates both of these situations. In the context of terres-
trial LiDAR scans, Béland et al. (2011) provided a correction function
(H(L)) that accounted for the pulse size (at a given distance), the
sensitivity of the instrument’s sensor, as well as the leaf size and
shape.
When using the wood-leaf separation approach described in
Section 2.2 above, i.e. where pulse returns are classiﬁed as noise on
the basis of making contact with multiple targets, a correction func-
tion like H(L) can no longer be used to correct for pulses making
contact with a leaf while having their center outside the leaf edge.
However, if one deﬁnes the spectrometer measured leaf reﬂectance
as the nominal true value and furthermore imposes directional
invariance of the retro-reﬂection intensity, then all laser returns
with an apparent reﬂectance value of less than 50% of the nominal
(spectrometer measured) leaf reﬂectance must have their center
fall outside the area of the leaf. Hence, for leaves having a nominal
reﬂectance of 30%, this framework suggests that all pulse returns
having less than 15% apparent reﬂectance must have their pulse
center outside the area of the leaf. For such cases, the pulse should
thus not be considered as a hit on a leaf, but rather should be classi-
ﬁed as ‘noise’ in the computation of the leaf area density estimates.
Using the apparent reﬂectance to correct for the pulse footprint
size has the additional advantage of taking into account the pulse
divergence, which allows correcting for the effect of pulse cross-
sectional size hitting targets at any distance from the instrument.
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a)     b)          c)
Fig. 4. Illustration showing the laser pulse footprint size (in gray) vs the leaf size. (a) The pulse footprint is smaller than the leaf and its center falls within the leaf area. (b)
The  pulse center falls outside the leaf area, in which case the pulse should be excluded from gap fraction computations. (c) The pulse footprint is signiﬁcantly larger than the
leaf,  in which case using the intensity of the reﬂected energy to determine if the pulse center is located within the leaf area becomes problematic.
Fig. 5. Illustration of the concept of using voxel volumes for segmenting 3-D space and describing the distribution of leaf area within tree crowns. Statistics relating the
interactions of the LiDAR pulses with plant material within each voxel are used to derive the density of leaf material therein. In this example, nearly 20,000 voxel of 15 cm in
side  length were used to describe the distribution of leaf area. The apparent difference in voxel sizes in the image results from differences in distance from the point of view
location.

















































Fig. 6. Representation of the mean secant length (s) through a leaf, which corre-
sponds to the mean length of random lines going through the plane of the leaf. InM. Béland et al. / Agricultural an
.4. Implications of voxel size for leaf area estimates
Our approach for analysing the LiDAR data uses cubic volumes
voxels) as the basic element for deriving leaf area density esti-
ates (see Fig. 5). As mentioned above, the use of different voxel
izes yields different leaf area estimates over a given volume, and
uidelines are needed for selecting an appropriate value. The LiDAR
easurements of blue oak trees from the California site and of
hea trees from the Malian site (the blue oak leaves being sig-
iﬁcantly smaller than the shea tree leaves) provide new insights
n the choice of voxel size. To investigate the effect of voxel size
n both datasets, we turn to the work of Lang and Xiang (1986)
ho averaged transmission observations over a horizontal path. In
heir study, the leaf area index of vegetation with large gaps was
erived from gap fraction estimates obtained from a series of light
ransmission observations at ﬁxed length intervals along a transect.
wo important assumptions underlie the work of Lang and Xiang
1986), namely, (1) that foliage is randomly distributed within the
olume of interest (i.e., there is no foliage clumping), and (2) that
he Poisson law applies (i.e., the scatterers dimensions are much
maller than those of the volume of interest). This is also the case
or retrieval of leaf area distribution from terrestrial LiDAR point
louds.
The work of Lang and Xiang (1986) is based on the theory
eveloped by Monsi and Saeki (1953, 2005) who model light trans-
ission through a leaf canopy by ﬁrst considering the case of N ﬂat
eaves, each having a surface AL, placed on a ﬂat horizontal surface
f area AS. In this simpliﬁed model, leaf angles are ignored, the light
rajectory is normal to the surface, and the leaves can overlap, such
hat the positive binomial can be used to express the probability of







n this expression, 1 − AL/AS is the probability of light going through
 gap when there is only one leaf on the surface. In accordance with
he use of layers by Nilson (1971), N can also be interpreted as a
umber of layers above the horizontal surface each containing one
eaf, and the positive binomial expresses the possibility of only zero
r one contact per layer.
The leaf area index can then be deﬁned as
AI = N · AL
AS
(2)
This implies that for a ﬁxed LAI and AL, AS increases with N. When
 approaches inﬁnity, Eq. (1) is equivalent to the Poisson law:
0 = e−LAI (3)
The correspondence between the binomial expression and the
oisson law is proportional to the ratio R = AS/AL. This can be demon-







Which is equivalent to:
LAIPoisson
LAIBinomial






For large values of R, the surface area is much greater than
he leaf area and Eq. (5) approaches unity, meaning that the LAI
stimates obtained from the Poisson and binomial expressions are
quivalent. Similar to sun beam transmission observations along a
ransect, the LiDAR laser pulses going through a voxel can be consid-
red as a set of probes inserted irregularly along parallel transects
f length equal to the voxel side length (h). Mann et al. (1977)
howed that in the case of a transect crossing the surface AS, R canthis ﬁgure, the mean secant corresponds to the mean length of all solid lines. Only a
few  lines are used here to illustrate the concept; to compute s a much higher number
of  random lines should be used.
also be expressed as the ratio of transect length (h) to the mean




In the above equation, s can be interpreted as the mean length of
secants through the leaf, deﬁned by the intersection of a linear tran-
sect with the leaf edges. Fig. 6 shows an example of some secants
drawn through a leaf represented by an ellipse. In the ﬁgure, the
mean secant length is the mean length of all continuous portions
of the random transects running through the leaf. To derive s val-
ues for the shea and oak tree leaves, we  assumed elliptical shapes
for the leaves, and a computer program was written to compute to
average secant of a series of projected ellipses. To account for leaf
inclination angles in 3-D space, one needs to compute the mean
secant length (s) using a leaf that is projected perpendicularly to
the incidence angle of the probe. Since tree leaves have various
orientations and inclinations, angle distribution functions are com-
monly used to represent the variations in vertical foliage angle and
azimuthal orientation. These functions are generally referred to as
G functions, and represent the mean projection of a unit foliage area
in a particular direction of interest (Ross, 1981). Here, the direction
of interest was  deﬁned by the mean elevation angle between the
LiDAR instrument and the tree crowns for the oak and the shea. The
leaf inclination angle distribution functions used were those best
ﬁtting leaf angle measurements at each site: spherical distribution
for the shea trees, and erectophile distribution for the oak trees.
























































Fig. 7. Relationship between height above the ground and the mean estimates of
leaf  area density at the voxel level for the oak trees plot area (20 m × 20 m in size).0 M. Béland et al. / Agricultural an
he choice of leaf angle distribution function was based on terres-
rial LiDAR measurements for the shea trees at the Mali site (Béland
t al., 2011), and from digital photography for the oak trees at the
onzi site (Ryu et al., 2010). Azimuthal symmetry was  assumed in
he computations. The computed s values were 4.38 cm and 1.34 cm
or the shea and oak tree leaves respectively.
Lang and Xiang found that a value for the transect length of 10
imes the mean secant of a leaf was appropriate in different crops:
arge enough so the Poisson law is an acceptable approximation
f the binomial expression, and small enough not to include large
paces between rows. Here we hypothesize that the same value of
 = 10 can be used when measuring natural tree crowns, and that
his can be used to determine an appropriate voxel size for sampling
he transmission of the LiDAR laser pulses.
. Results and discussion
.1. Correcting for occlusion
The LiDAR measurements from ﬁve individual shea trees and
he 20 m × 20 m oak trees plot area were analyzed with the method
escribed in Béland et al. (2011) using voxel sizes between 5 and
00 cm.  Occluded voxels were identiﬁed on the basis of having
ess than 15% of their volume explored by the laser pulses. Each
ccluded voxel was assigned a leaf area density value using two
ifferent approaches for the shea and oak trees. For the individual
hea tree crowns, a leaf area density value corresponding to the
ean leaf area density of all non-occluded voxels was assigned.
his approach, much simpler than the one used in Béland et al.
2011), was selected to avoid introducing artifacts caused by the
cclusion correction process being inﬂuenced by the voxel size. For
he oak trees plot area, a strong relationship between height above
he ground and voxel leaf area density was observed for the non-
ccluded voxels, and this relationship was used to compute the
eaf area density value to assign to occluded voxels. This relation-
hip can be explained by the trees putting out more leaves in the
pper layers of this tree cluster where more light is available than
n the lower layers. The relationship is shown in Fig. 7, and can be
nterpreted as follows: for a given voxel volume containing leaves,
he average density of leaves increases with height following the
xponential expression:
AD (h) = 0.651 · e0.115·h (7)
 leaf area density value was assigned to the occluded voxels using
q. (7) on the basis of the voxel’s height above ground.
.2. Distinguishing noise, wood, and foliage from terrestrial
iDAR measurements
On average, 81% (S.D.: 10%) of laser pulses generating multi-
le returns in the leaf-on scans corresponded to partial hits on
ranches and twigs. These returns cannot be differentiated from
eaves on the sole basis of their apparent reﬂectance. By consider-
ng these pulses as noise, the amount of wood not differentiable
rom leaves is decreased by 59% (±12%). Nevertheless, this indi-
ates that the information provided by multiple discrete returns
errestrial LiDAR instruments is useful for the purpose of improv-
ng the identiﬁcation of the nature of targets. However, about 19% of
hese multiple returns pulses are valid contacts with leaves (num-
er of laser returns marked as “leaves from multiple” in Fig. 1), and
hus the threshold identiﬁcation process needs to account for those
iscarded valid returns.
The computation of an optimal apparent reﬂectance threshold
or separating leaf from wood pulse returns within the Riegl VZ-400
easurements of the ten blue oaks was based on balancing threeThis graph indicates that the concentration of leaves per unit volume increases with
distance from the ground. The voxel size used in this example was 10 cm.
areas represented in Fig. 8: (1) the number of valid leaf returns dis-
carded from using only pulse returns making contact with a single
target (area A), (2) wood returns classiﬁed as leaves (area B + area
A), and (3) leaf returns classiﬁed as wood (area C). The optimal
apparent reﬂectance threshold is the apparent reﬂectance value
for which the difference between the B and C areas is smallest. The
lower limit of apparent reﬂectance corresponds to 15%, which is
half of the leaf reﬂectance measured in the ﬁeld with a spectrome-
ter (30%) and is ﬁxed to avoid the inclusion of pulse returns which
were not centered on the leaf. The average optimal threshold for
the ten trees was  28% (S.D.: 1.6%), which is slightly lower than the
average measured leaf reﬂectance.
Identifying the proper apparent reﬂectance threshold requires
an understanding of the interactions between laser pulses – whose
characteristics are speciﬁc to each LiDAR instrument – and the plant
parts within the canopy. This process beneﬁts from having access
to scans in leaf-on and leaf-off conditions, ideally from the same
positions and using the same angular resolution. Having access
to those for evergreen tree species may  not be possible, and for
that reason the recent development of dual wavelength terrestrial
LiDAR instruments is of particular interest to the identiﬁcation of
foliage and wood within the data. The interactions between the
pulses and plant parts depend on leaf size, branching architecture,
leaves and bark spectral properties, and LAI/PAI ratios, which are
highly site speciﬁc. They also depend on the incident angle of the
laser pulses; when walking below a tree crown one can notice that
the wood structure is fairly visible, and when ﬂying at very low
altitude above a forest canopy in leaf-on condition one can observe
how foliage masks the wood structure and how little of it can be
seen. This highlights the inherent differences in observations of a
canopy from above with an airborne LiDAR, from below with a ter-
restrial LiDAR in a tall canopy, and from the side with a terrestrial
LiDAR placed next to a relatively small tree.Methods using information on multiple returns could be
developed further by considering the intensity of reﬂected light
from target hits occurring after a ﬁrst contact; since more energy
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Fig. 8. Histograms of the TLS point clouds in leaf-on and leaf-off conditions including only those pulses that made contact with one single target. The method for identifying
the  optimal apparent reﬂectance threshold value for separating wood from foliage returns (vertical dashed line on the right side) considers the three areas in gray: (1) the
n ) woo



































cumber  of leaf returns from pulses making contact with multiple targets (area A), (2
area  C). The upper threshold is placed at a reﬂectance value where area B is nearest
s  used to identify partial laser pulse hits on leaves for which the pulse center falls o
eﬂected from targets generating succeeding hits increases the
ikelihood of the ﬁrst hit being generated from a small portion
f the pulse hitting a bright target. However, because the laser
ulses may  carry all or part of their energy well beyond the
nstrument’s maximum measurement range, a deﬁnite solution to
he problem of pulses partially hitting targets cannot be obtained.
ecause LiDAR systems measure reﬂected light, there is no way
f knowing which fraction of the pulse energy travels beyond the
nstrument maximum measurement range (unless the equivalent
f pulse energy reﬂected from a fully illuminated 100% Lambertian
eﬂectance target is measured, in which case one may  assume
hat none or little of the pulse’s energy keeps moving forward).
ince the target reﬂectance and the portion of energy hitting the
arget both contribute to the observed return intensity, the true
eﬂectance of partially hit individual targets cannot be unmixed.
Using half of the leaf reﬂectance as a threshold for excluding
aser pulse returns not centered on leaves is expected to yield
atisfactory results for leaves not having excessive anisotropic
roperties and having regular shapes with little indentation. More
omplex leaf shapes and deep indented margins may  require a
ore thorough analysis such as the one used in Béland et al. (2011).
ne should also be aware of the fact that there are many (tropi-
al) species of leaves with more than one color, e.g. white + green,
r purple + green, which may  complicate the analysis since the
eﬂectance of these leaves at the laser wavelength may  not be
omogeneous across the leaf surface.
.3. Voxel size
Fig. 9 shows the drip line LAI estimates (the drip line is an area
eﬁned by the outermost extent of a tree crown projected on the
round) for three of the individual shea tree crowns and for voxel
izes between 5 and 200 cm – the remaining crowns are not shown
or clarity reasons; they had similar behavior. The data represents
AI values obtained using the method of Béland et al. (2011) for
ifferent voxel sizes. The LAI estimates correspond to estimates
rom the Poisson law, since these values were computed using the
ontact frequency method of Warren Wilson (1960) which makesd returns classiﬁed as leaves (area B + area A), and (3) leaf returns classiﬁed as wood
a C. The lower threshold refers to half of the leaf reﬂectance (15% reﬂectance), and
e the leaf area.
the same assumptions as the Poisson law. Eq. (4) was ﬁtted to
the data at a value of h/s corresponding to a voxel size where
the effects of large gaps between branches and crowns could be
assumed minimal (solid line curves in the ﬁgures). These solid
line curves represent the expected deviation between the Pois-
son and binomial estimates. The solid lines converge toward values
which are indicated using horizontal dotted lines, corresponding to
the LAI value where both the Poisson and binomial estimates are
expected to agree. Fig. 10 shows the plot level LAI estimates for the
20 m × 20 m oak trees plot and for the same voxel size range.
For the shea trees (Fig. 9), the data for voxel sizes 10, 20 and
30 cm ﬁt well the theoretical curve from Eq. (4) for the low LAI tree
(Tree 1), but as the LAI increases the data for the 10 and 30 cm sizes
deviates from the theoretical curve (solid lines versus dashed lines).
In the case of the oak trees, the data for voxel size above 10 cm
deviate more rapidly from the theoretical curve. This is because
voxel sizes of 20 cm and above contain larger gaps for the oak trees
than the shea trees.
It can be seen from Figs. 9 and 10 that the LAI estimates are
lower for very small voxel sizes (below 10 cm), reach a maximum
for 10 cm voxels, and decrease again as voxel size increases. For
shea Trees 1 and 3, the LAI values which correspond to the esti-
mate where the binomial expression and the Poisson law converge
(i.e. where Eq. (5) equals unity) are slightly lower than the LAI val-
ues obtained from direct measurements involving leaf harvesting
(for further details on those measurements see Béland et al., 2011),
and for shea Tree 5, the difference is more signiﬁcant. This may
be explained by the simple treatment of occlusion effects done
here, and emphasizes the importance of occlusion effects in densely
foliaged crowns. Again, a simple approach to correcting for occlu-
sion effects was adopted here in order to isolate the effect of voxel
size on the leaf area estimates and minimize the impact of a par-
ticular occlusion correction procedure. For the blue oak trees, the
LAI value which corresponds to the estimate where the binomial
expression and the Poisson law converge (0.71) is slightly lower
that the peak landscape level LAI value estimated from the lit-
terfall method of 0.82 reported in Ryu et al. (2010) for the Tonzi
site. This difference may  be linked to two  factors: (1) the area
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Fig. 9. Crown level leaf area index (drip line LAI) estimates for three of the shea trees as a function of voxel size (h). The value of s for the shea trees is 4.38 cm.  The values in
























oefer  to the value of LAIBinomial in Eq. (4), i.e. the estimated correct LAI value since it
he  drip line LAI values given in the legend for each tree are those obtained from d
rea  indicates range of values for h/s between 8 and 12. The dashed curves are us
ampled was different, as the litter was collected at 25 locations
pread over the landscape and the LiDAR-based LAI estimate here
ocuses on a 20 m × 20 m area, and (2) the litter was collected in
008 and the LiDAR data was acquired in 2012, and it is possi-
le the drier than average winter conditions in 2011–2012 may
ave affected the amount of leaves produced that year relative to
008.
The ability to detect occlusion effects remains an important fac-
or if one wishes to map  the 3-D distribution of leaf area. When
dentifying occluded voxel volumes, it is important to distinguish
etween occluded voxels containing material and occluded vox-
ls, which are empty and correspond to gaps between crowns or
etween branches and do not contain leaves. Our approach poses
wo conditions in the identiﬁcation of an occluded voxel volume:
1) less than 15% of the voxel volume was explored, and (2) at least
ne pulse made contact with a leaf. If no material is detected inside
 voxel, it is ignored when correcting for occlusion effects. An efﬁ-
ient occlusion detection process should thus be able not only to
ocate areas sampled by too few laser pulses, but also distinguish
etween occluded areas that contain material from those which
o not. For this reason, the choice of voxel size should consider
cclusion detection within the LiDAR data. to the LAI estimate where the binomial expression and the Poisson law converge.
measurements (leaf harvesting) and published in Béland et al. (2011). The shaded
ely to support the interpretation of the ﬁgure.
The decrease in LAI estimates at smaller voxel sizes contradicts
the behavior of Eq. (4), which predicts increasing values of LAI as
voxel size gets smaller. As voxel size gets smaller, fewer pulses can
enter the voxel, causing the statistics on transmission to be less reli-
able. Cases where transmission is null are more frequent. For such
cases, leaf area density estimates cannot be obtained. A reduced
number of pulses entering the voxel also impede the localization
of occluded areas. For example, if the lateral distance between con-
secutive pulses is 1 cm and the voxel size is 5 cm,  the maximum
number of pulses capable of entering the voxel from one of its
sides is 25, and assuming less than 15% of those laser pulse entered
the voxel would result in fewer than 4 pulses actually entering the
voxel. Most terrestrial LiDAR instruments are capable of making
measurements with distances between laser pulses slightly smaller
than 1 cm from a typical range between the instrument and the
trees, but the limited amount of pulses available to compute statis-
tics at the voxel scale and the cross-sectional size of the laser pulse
are deemed limiting factors in using very small voxels for describing
the 3-D spatial distribution of leaf area.
At larger voxel sizes, two factors – somewhat related – combine
to yield smaller LAI estimates. The ﬁrst relates again to a difﬁculty
in detecting occlusion effects, because as voxels get larger, the


























Peak landscape  level  LAI for the year  200 8
repor ted  in  Ryu et al. (2010):  0.82



























(urves marked ‘theoretical curve’ refer to Eq. (4) ﬁtted to the 10 cm voxel size data
he  estimated correct LAI value since it refers to the LAI estimate where the binomia
h/s  between 8 and 12.
robability of less than 15% of its entire volume being explored
ecreases as gaps in the canopy smaller than the voxel will
llow most pulses to keep moving forward. More importantly,
s voxel size increases, so does the probability of the volume
ncluding large gaps, and these gaps invalidate the assumption
f random distribution within the voxel. Chen and Black (1992)
tate that regardless of how small the sampling volume is, the
ffect of foliage clumping is inevitable and suggest that a cor-
ection factor for a given volume size be determined. Ongoing
xperimental research on the blue oak trees indicates that the
istribution of foliage at the 30 cm voxel scale varies from clumped
o regular, but that on average the distribution can be considered
andom.
To investigate the detection of occluded volumes, the fraction
f occluded voxels was computed for the different voxel sizes
or the shea trees and the oak trees plot area. For this analysis
e considered only the voxels within which at least one contact
etween a laser pulse and a leaf was recorded – indicating the
resence of material inside the voxel. The occluded voxels refer
o those voxels where less than 15% of the volume was  explored.
he results, shown in Fig. 11, indicate that the maximum detected
cclusion fractions correspond to voxel sizes between about 5 and
0 cm.  These maxima suggest that the fraction of occluded voxels
ncreases with three factors: (1) the foliage density of single crowns,
2) the size of the scanned area, and (3) the number of scan locationse R = h/s. The horizontal dotted lines refer to the value of LAIBinomial in Eq. (4),  i.e.
ession and the Poisson law converge. The shaded area indicates range of values for
from where the LiDAR measurements were made and their spatial
resolution (angle between consecutive laser pulses). The decrease
in the detected occluded fraction observed for small voxels is
caused by the low number of pulses entering the voxels, this is
less of an issue where occlusion effects are low (e.g. shea Tree
1). Larger voxel sizes are unable to pinpoint the location of the
occluded areas, and are unable to distinguish between occluded
voxel with and without plant material inside. It is important to note
that the optimal voxel size for locating occlusion effects may  not
be directly related to leaf size but rather to the distance between
consecutive laser pulses and the predominance of occlusion effects.
In this study the LiDAR measurements were made using a similar
angle between consecutive measurements (260–280 rad) which
resulted in a distance between pulses of about 5 mm at a distance
of 20 m from the instrument. Using this resolution, our results indi-
cate that voxel sizes between 5 and 20 cm are preferable for locating
occlusion effects in a wide range of foliage densities and mea-
surement conditions, and that the optimal voxel size is dependent
on the predominance of occlusion effects, as high levels of occlu-
sion are associated with reduced numbers of unintercepted pulses,
which in turn prevent the use of smaller size voxels.Because occlusion effects can signiﬁcantly alter the leaf area
estimates, a subsample of the 20 m × 20 m × 12 m oak tree plot area
where occlusions were very low was  selected to compute leaf area
estimates. The selected area is 4 m × 4 m × 4 m in size. It was located
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Fig. 11. Percentage of voxels where leaf material was detected which are considered occluded as a function of voxel size. Note the log scale on the abscissa. A voxel is

























brees  area is given in the legend. Also in the legend are the LAI estimates obtained
or the oak trees plot area (marked with an *). The graph indicates that as occlusion
xplained by the reduced number of pulses available to enter smaller voxels when 
ext to a clearing within the larger plot, allowing a majority of the
aser pulses emitted from three of the six scanning positions to
each it. The rationale for using this subset volume was  to isolate
he effect of large gaps on the LAI estimates. Fig. 12 shows the LAI
stimates for the smaller area for different voxel sizes. The data for
mall voxel sizes closely ﬁts the theoretical curve for Eq. (4) since
cclusion is negligible. The small gap between the data points and
he curve at small voxel sizes may  be due to inaccuracies in the
stimation of the s parameter computed for the oak trees. The ﬁg-
re indicates that for voxel sizes of 20 and 30 cm,  the presence of
arge gaps inside the voxels results in an underestimation of about
0–15% in the LAI estimate for the oak trees. By contrast, the low-
st LAI shea tree data for the same voxel sizes closely ﬁts the curve
or Eq. (4). For both the shea and oak trees, the curve ﬁtted to the
ata for the different voxel sizes crosses the horizontal dotted line
which refers to the LAI estimate from the binomial expression) at
alues of h/s slightly below 10.
For the subsample oak tree volume in Fig. 12 and the shea Tree 1
n Fig. 9 – both being little affected by occlusion effects – the LAI esti-
ates match the theoretical curve of Eq. (4) for voxel sizes below 10
imes the leaf size (h/s < 10). For h/s values above 10, the LAI esti-
ates deviate from the theoretical curve because spaces between
ranches and crowns are being included with leaves within the direct measurement for the shea trees, and the LAI estimate obtained from Fig. 6
ts increase the optimal voxel size for detecting the occluded also increases. This is
ion effects are large.
sampled voxel volumes, causing an underestimation of LAI. This is
expected to mainly result from clumping within the larger voxel
volume as mentioned above.
The optimal voxel size should thus allow (1) detecting occluded
voxels, (2) getting a reasonable match between the Poisson and
binomial expressions, and (3) exclude large spaces between
branches and crowns. Our results indicate that a voxel size slightly
below 10 times the leaf size (or mean projected secant through
the leaf) meets requirements (2) and (3). Requirement (1) is
dependent on the LiDAR scanning conﬁguration and the canopy
environment. The choice of a suitable voxel size for estimating the
3-D spatial distribution of leaf area in broadleaf forest canopies
should consider all 3 requirements above. For the oak and shea
trees used in this study, our results indicate that in order to meet
requirement (1) voxel sizes below 20 cm should ideally be used. For
the oak trees, using voxels of 10 cm would satisfy requirement (3),
and by multiplying the LAI estimates by 0.93 would correct for the
divergence from the binomial expression from using the Poisson
law (10 cm voxels for the oak trees corresponds to R = 7.5, for which
Eq. (5) yields 1.07, meaning that the estimate from the Poisson law
is overestimated by 7%). For the shea trees, using voxels 30 cm in
size and multiplying the LAI estimates by a factor of 0.93 (R = 6.85
and Eq. (5) yields 1.08) appears to be the best compromise toward
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Fig. 12. Sub-plot level leaf area index estimates over the 4 m × 4 m × 4 m area (where occlusion effects were negligible) for the oak trees as a function of voxel size (h). The






















halue  of s for the shea trees is 1.34 cm.  The solid curves marked ‘theoretical curve’ ref
efer  to the value of LAIBinomial in Eq. (4), i.e. the estimated correct LAI value since it
he  shaded area indicates range of values for h/s between 8 and 12.
eeting all three requirements. In all cases, as occlusion effects
ncrease so does the importance of using a voxel size appropriate for
etecting the occluded areas. Conversely, when occlusion effects
re negligible (e.g., shea Tree 1) considerations for the choice of
oxel size should essentially relate to leaf size. The results obtained
ere show the importance of minimizing occlusion effects through
ppropriate ﬁeld measurement protocols in order to allow the
se of a voxel size best adapted to the size of the leaves in the
anopy.
. Conclusion
Detailed information on the spatial distribution of leaf area in
orested environments can provide an exceptional basis for studies
n ecosystem and agro-ecosystem functioning, as well as investi-
ations to validate satellite remote sensing procedures to retrieve
mportant surface parameters like leaf area density. In this study,
e ﬁrst tested the suitability of multiple discrete return terrestrial
iDAR measurements for improving the identiﬁcation of laser pulse
eturns originating from wood and leaves. Distinguishing between
ulse returns from wood and leaves is essential to directly derive
eaf area density instead of plant area density. The method used
ere involved the use of tree scans in leaf-off and leaf-on conditions,q. (4) ﬁtted to the 10 cm voxel size data, where R = h/s. The horizontal dotted lines
 to the LAI estimate where the binomial expression and the Poisson law converge.
which proved to be crucial for such an analysis. The results indi-
cated that information from multiple discrete return LiDAR, which
became only available with the latest generation of instruments,
holds potential for supporting the interpretation of the reﬂected
energy’s intensity.
We  estimated drip line leaf area index (LAI) values at the indi-
vidual crown and small plot level using measurements from two
savanna sites, one in Mali and the other in California, that were pop-
ulated with different tree species having contrasting leaf sizes. This
study permitted a better understanding of the implications of voxel
size on leaf area estimates, as optimal voxel size is in part linked
to leaf size. The optimal voxel size should allow detecting occluded
voxels, getting a reasonable match between the Poisson and bino-
mial expressions, and excluding large spaces between branches and
crowns. We  found that voxel linear dimensions of about 10 times
the leaf size are suitable for minimizing the presence of large gaps
within the voxel, which reduces the risks of violating the assump-
tion of random distribution. Using such voxel size can result in an
overestimation of the leaf area estimates because the Poisson law
deviates from the positive binomial distribution. This overestima-
tion is in the order of 5% and can be corrected for by multiplying
the leaf area estimates by a factor of 0.95. It is important to note
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ithin the voxel (i.e. clumped or regular), but strictly to the size
f the leaves with regards to the size of the sampled volume. If
cclusion effects are signiﬁcant, the use of a smaller voxel size may
e required to pinpoint the location of the occluded areas. In such
ase, the correction factor of 0.95 should be adjusted to account
or the larger deviation between the Poisson law and the binomial
xpression. It is however preferable to minimize occlusion effects
hrough appropriate ﬁeld measurements protocols and allow the
se of a voxel size better adapted to the size of the leaves and the
ranching structure of the canopy.
It is known that occlusion is a critical issue in the estimation
f leaf area density from LiDAR measurements, and the results
resented here show that the selected voxel size inﬂuences the
apacity to pinpoint the location of the occluded volumes. Few
tudies have investigated methods for minimizing occlusion effects
n terrestrial LiDAR measurements of forest canopies. Accounting
or occlusion effects thus remains a major challenge and particular
ttention should be given to ﬁeld procedures during the terres-
rial LiDAR measurements which determine the level of occlusion.
cclusion effects also need to be better understood and addressed
n data processing methods. Further research is thus needed to
mprove methods for correcting for these effects, as well as generate
uidelines for ﬁeld measurement protocols aiming at minimizing
cclusions in different canopy environments.
Using terrestrial LiDAR measurements to derive spatially
xplicit leaf area estimates opens up new opportunities which
erit more scrutiny and methodological development. The results
btained with ﬁeld instruments could help calibrate and validate
roducts derived from similar airborne or space borne sensors,
s well as support investigations of the exchanges of water and
ther biogeochemicals between plants and the atmosphere. For
uch LiDAR-based technique to be truly useful it is critical to get the
eaf area estimates correct at the voxel scale. Our ﬁndings provide
ome guiding principles on the choice of voxel size. We  suggest
hat studies aiming at improving these techniques give due con-
ideration to the characteristics of the LiDAR instrument used, in
articular to the laser footprint size which has great inﬂuence on
he estimation of gap fraction in forest canopies.
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