Cohomological finite-generation for finite supergroup schemes by Drupieski, Christopher M.
COHOMOLOGICAL FINITE-GENERATION FOR FINITE SUPERGROUP
SCHEMES
CHRISTOPHER M. DRUPIESKI
Abstract. In this paper we compute extension groups in the category of strict polynomial super-
functors and thereby exhibit certain “universal extension classes” for the general linear supergroup.
Some of these classes restrict to the universal extension classes for the general linear group exhibited
by Friedlander and Suslin, while others arise from purely super phenomena. We then use these
extension classes to show that the cohomology ring of a finite supergroup scheme—equivalently, of
a finite-dimensional cocommutative Hopf superalgebra—over a field is a finitely-generated algebra.
Implications for the rational cohomology of the general linear supergroup are also discussed.
1. Introduction
1.1. Main results. Let k be a field of positive characteristic p. Friedlander and Suslin introduced
the category P of strict polynomial functors over k as part of their investigation into the cohomology
of finite k-group schemes [15]. They calculated the Yoneda algebra in P of the r-th Frobenius twist
of the identity functor, and thereby exhibited certain “universal extension classes” for the general
linear group. These extension classes enabled them to show that the cohomology ring of a finite
k-group scheme, or equivalently of a finite-dimensional cocommutative k-Hopf algebra, is a finitely-
generated k-algebra. The purpose of this article is to extend all of these results to the world of
Z/2Z-graded vector spaces and group schemes. In particular, we prove:
Theorem (5.5.1, 5.7.3). Let k be a field, and let G be a finite k-supergroup scheme, or equivalently
a finite-dimensional cocommutative k-Hopf superalgebra. Then the cohomology ring H•(G, k) is a
finitely-generated k-superalgebra, and for each finite-dimensional G-supermodule M , the cohomology
group H•(G,M) is a finitely-generated H•(G, k)-supermodule.
Recall that a superspace is a Z/2Z-graded vector space. The category svec of k-superspaces,
consisting of the k-superspaces as objects and arbitrary linear maps between them as morphisms,
admits a tensor product operation with a braiding T : V ⊗W →W ⊗ V defined by
T (v ⊗ w) = (−1)v·ww ⊗ v.
Here v, w ∈ Z2 := Z/2Z = {0, 1} denote the degrees of homogeneous elements v ∈ V and w ∈ W .
Then a k-Hopf superalgebra is a Hopf algebra object in the category svec. Similarly, an affine k-
supergroup scheme is an affine group scheme object in svec. Each ordinary k-Hopf algebra can be
viewed as a k-Hopf superalgebra concentrated in degree 0. Conversely, if A is a k-Hopf superalgebra,
then A is a subalgebra of the (typically non-cocommutative) ordinary k-Hopf algebra A#kZ2 (the
smash product of A with the group algebra kZ2), and the cohomology ring of A#kZ2 identifies with
the 0-graded component of H•(A, k). Thus, our main theorem can be viewed as a generalization of
the Friedlander–Suslin finite-generation result to a wider class of Hopf algebra objects or to a wider
class of ordinary Hopf algebras. In particular, our theorem provides additional supporting evidence
for a conjecture of Etingof and Ostrik [11, Conjecture 2.18], which asserts that the cohomology ring
of a finite tensor category should be a finitely-generated algebra. Reducing the gradings mod 2,
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our theorem also applies to Z-graded cocommutative Hopf algebras (as defined, e.g., by Milnor and
Moore [26]) and group schemes.
Corollary. Let A be a finite-dimensional cocommutative graded Hopf algebra (in the sense of Milnor
and Moore) over the field k. Then the cohomology ring H•(A, k) is a finitely-generated k-algebra.
The main focus of this article is the calculation of extension groups in the category P of strict
polynomial superfunctors, recently defined by Axtell [1], and the application of those results to
the cohomology of the general linear supergroup GL(m|n). We write Pd for Axtell’s category of
degree-d “strict polynomial functors of type I.” Axtell shows for m,n ≥ d that Pd is equivalent
to the category of finite-dimensional left supermodules for the Schur superalgebra S(m|n, d), and
hence also equivalent to the category of degree-d polynomial representations for the supergroup
GL(m|n). Axtell also defines a category of “strict polynomial functors of type II,” which for n ≥ d
is equivalent to the category of finite-dimensional left supermodules for the Schur superalgebra
Q(n, d) of type Q defined by Brundan and Kleshchev [4, §4]. We don’t specifically consider the
cohomology of these “type II” functors at this time, but we expect that to do so would yield some
interesting results related to the representation theory of the supergroup Q(n).
A degree-d homogeneous strict polynomial superfunctor F can be restricted to the subcategory
V0 of purely even finite-dimensional k-superspaces or to the subcategory V1 of purely odd finite-
dimensional k-superspaces. These two restrictions are each then naturally degree-d homogeneous
strict polynomial functors in the sense of [15], though they are rarely isomorphic. Now suppose
that k is a (perfect) field of characteristic p > 2. Given a k-superspace V and a positive integer r,
write V (r) for the k-superspace obtained by twisting the k-module structure on V by the Frobenius
morphism λ 7→ λpr . Since the decomposition V = V0 ⊕ V1 of a superspace V into its even and
odd subspaces is not functorial (it is not compatible with the composition of odd linear maps),
there is no corresponding direct sum decomposition of the identity functor I : V 7→ V . On the
other hand, for each r ≥ 1 the r-th Frobenius twist functor I(r) : V 7→ V (r) decomposes as a direct
sum I(r) = I0
(r) ⊕ I1(r) in Ppr with I0(r)(V ) = V0(r) and I1(r)(V ) = V1(r). This can be thought
of as a functor analogue of the fact that the Frobenius morphism for GL(m|n) has image in the
underlying purely even subgroup GLm×GLn of GL(m|n). In general, there does not appear to be
a natural way to extend ordinary strict polynomial functors to the structure of strict polynomial
superfunctors, though Frobenius twists of ordinary strict polynomial functors can be lifted to P in
several ways; see Section 2.7.
The decomposition I(r) = I0
(r) ⊕ I1(r) leads to a matrix ring decomposition
(1.1.1)
Ext•P(I(r)0 , I(r)0 ) Ext•P(I(r)1 , I(r)0 )
Ext•P(I
(r)
0 , I
(r)
1 ) Ext
•
P(I
(r)
1 , I
(r)
1 )

of the Yoneda algebra Ext•P(I
(r), I(r)). One of our main results (Theorem 4.7.1) is the description
of this algebra in terms of certain extension classes
e′i ∈ Ext2p
i−1
P (I
(r)
0 , I
(r)
0 )
e′′i ∈ Ext2p
i−1
P (I
(r)
1 , I
(r)
1 )
 for 1 ≤ i ≤ r, and
 cr ∈ Ext
pr
P (I
(r)
1 , I
(r)
0 ),
cΠr ∈ Extp
r
P (I
(r)
0 , I
(r)
1 ).
For example, we show that Ext•P(I0
(r), I0
(r)) is a commutative algebra generated by e′1, . . . , e′r and
cr · cΠr subject only to the relations (e′1)p = · · · = (e′r−1)p = 0 and (e′r)p = cr · cΠr . Additionally,
the restriction functor F 7→ F |V0 induces a surjective map from Ext•P(I0(r), I0(r)) to the extension
algebra Ext•P(I(r), I(r)) calculated by Friedlander and Suslin. Some notable differences from the
classical case include the fact that Ext•P(I
(r), I(r)) is noncommutative and contains non-nilpotent
elements. We also observe by degree consideration that precomposition with I(r) does not induce
an injective map on Ext-groups in P ; cf. [12, Corollary 1.3].
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1.2. Organization of the paper. The paper is organized as follows: In Sections 2 and 3 we give
definitions and basic results that are needed for doing cohomology calculations in the category
P . Readers acquainted with ordinary strict polynomial functors may find much of this material
quite familiar, though some attention should be paid to make the transition from ordinary to Z2-
graded objects. In particular, P is not an abelian category, so care should be taken in defining
the relevant Ext-groups (Sections 3.1–3.2), in defining operations on Ext-groups (Sections 3.2–3.4),
and in interpreting homogeneous elements as equivalence classes of n-extensions (Section 3.5).
In Section 4 we compute the Yoneda algebra Ext•P(I
(r), I(r)). Our strategy parallels the inductive
approach in [15] (in turn based on that in [13]) using hypercohomology spectral sequences. For the
base case of induction, we consider a super analogue Ω of the de Rham complex functor, which
satisfies a super Cartier isomorphism: H•(Ωpn) ∼= Ωn(1). This isomorphism does not, however,
preserve the cohomological degree, and this failure more-or-less directly leads to the existence of
the extension classes cr and c
Π
r . After the base case, the remaining steps in the induction argument
rely on the ordinary de Rham complex functor and follow quite closely the arguments in [15]. One
of the key results toward describing the multiplicative structure of the algebra Ext•P(I
(r), I(r)) is
Lemma 4.4.1, but the proof of the lemma is deferred until Section 5.5, after we have had a chance
to analyze how certain extension classes restrict to the Frobenius kernel of GL(m|n).
Finally, in Section 5 we present our main applications to the cohomology of the general linear
supergroup GL(m|n) and to the cohomology of finite supergroup schemes. In particular, we show
that the restrictions to GL(m|n) of certain distinguished extension classes er, eΠr , cr, and cΠr
provide in a natural way the extension classes for GL(m|n) conjectured in [9, §5.4]. Combined
with our previous results in [9], this proves cohomological finite-generation for finite supergroup
schemes over fields of characteristic p > 2. The case p = 2 reduces to the case of ordinary finite
k-group schemes (since then every finite k-supergroup scheme is a finite k-group scheme), while
the case p = 0 follows swiftly (though not trivially) from a structure theorem of Kostant; see
Section 5.7. We also show in Section 5.6 that the restriction of er to GL(m|n) naturally produces
a nonzero class in the rational cohomology group H2(GL(m|n), k). This stands in contrast to the
well-known fact that if G is a reductive algebraic group, then Hi(G, k) = 0 for all i > 0. It also
demonstrates, in contrast to the classical case, that the embedding of the category of polynomial
representations for GL(m|n) into the category of all rational representations for GL(m|n) does not
induce isomorphisms on extension groups. We are not aware of any other nontrivial calculations of
Hi(GL(m|n), k) in the literature, though Brundan and Kleshchev have shown that H1(Q(n), k) is
a one-dimensional odd superspace [6, Corollary 7.8]. An obvious open problem is to calculate the
complete structure of the rational cohomology ring H•(GL(m|n), k).
1.3. Conventions. Except when indicated, k will denote a perfect field of positive characteristic
p > 2, and we will follow the notation, terminology, and conventions laid out in [9, §2]. In particular,
we assume that the reader is familiar with the standard sign conventions of “super” linear algebra.
All vector spaces are k-vector spaces, and all unadorned tensor products denote tensor products
over k. Set Z2 = Z/2Z = {0, 1}, and write V = V0⊕V1 for the decomposition of a superspace V into
its even and odd subspaces. Given a homogeneous element v ∈ V , write v ∈ Z2 for the Z2-degree of
v. Except when indicated, all isomorphisms will arise from even linear maps; we typically reserve
the symbol “'” for isomorphisms arising from odd linear maps. Set N = {0, 1, 2, . . .}.
1.4. An earlier draft of this manuscript, posted on the arXiv from August 2014 to August 2015
and discussed by the author in a number of venues, asserted in error that the differential in Lemma
4.4.1 is trivial in degree s = 2pr. Consequently, the earlier draft misidentified the multiplicative
structure of the algebra Ext•P(I
(r), I(r)). The author discovered the error as a result of work in
progress with Jonathan Kujawa, investigating the structure of support varieties for restricted Lie
superalgebras. Just as Suslin, Friedlander, and Bendel [29, 30] applied the functor cohomology
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calculations of Friedlander and Suslin [15] to investigate cohomological support varieties for finite
group schemes, so too do we hope to apply the results of this paper to investigate cohomological
support varieties for graded group schemes.
2. Preliminaries
2.1. Strict polynomial superfunctors. Let svec be the category whose objects are the k-super-
spaces and whose morphisms are the k-linear maps between superspaces. The category svec is
naturally enriched over itself. Let V be the full subcategory of svec whose objects are the finite-
dimensional k-superspaces, and let svecev and Vev be the underlying even subcategories having
the same objects as svec and V , respectively, but only the even linear maps as morphisms.1 Then
svecev and Vev are abelian categories. Given V,W ∈ V , let T : V ⊗W →W ⊗V be the supertwist
map, which is defined on homogeneous simple tensors by T (v ⊗ w) = (−1)v·ww ⊗ v.2 For each
n ∈ N, there exists a right action of the symmetric group Sn on V ⊗n such that the transposition
(i, i+ 1) ∈ Sn acts via the linear map (1V )⊗(i−1)⊗T ⊗ (1V )⊗(n−i−1). Set Γn(V ) = (V ⊗n)Sn . Then
Γn : V 7→ Γn(V ) is an endofunctor on Vev. If V = V0, then Γn(V ) = Γn(V ), where Γn denotes the
ordinary n-th divided power (i.e., symmetric tensor) functor.
For each A,B ∈ V , the supertwist map induces an isomorphism A⊗n⊗B⊗n ∼= (A⊗B)⊗n, which
is an isomorphism of Sn-modules if we consider A
⊗n⊗B⊗n as a right Sn-module via the diagonal
map Sn → Sn ×Sn. This means that Γn(A) ⊗ Γn(B) is naturally a subspace of Γn(A ⊗ B). In
particular, if φ : A⊗B → C is an even linear map, then there exists an induced even linear map
(2.1.1) Γn(φ) : Γn(A)⊗ Γn(B)→ Γn(C).
Now given n ∈ N, define ΓnV to be the category whose objects are the same as those in V , whose
morphisms are defined by HomΓnV(V,W ) = Γn Homk(V,W ), and in which the composition of
morphisms is induced as in (2.1.1) by the composition of linear maps in V . Alternatively, there
exists by [1, Lemma 3.1] a natural isomorphism Γn Homk(V,W ) ∼= HomkSn(V ⊗n,W⊗n). Then
composition in ΓnV can be viewed as the composition of kSn-module homomorphisms.
Definition 2.1.1. Let n ∈ N. A homogeneous strict polynomial superfunctor of degree n is an even
linear functor F : ΓnV → V , i.e., a covariant functor F : ΓnV → V such that for each V,W ∈ V ,
the function FV,W : Γ
n Homk(V,W )→ Homk(F (V ), F (W )) is an even linear map. Given degree-n
homogeneous strict polynomial superfunctors F and G, a homomorphism η : F → G consists for
each V ∈ V of a map η(V ) ∈ Homk(F (V ), G(V )) such that for each φ ∈ HomΓnV(V,W ) one has
η(W ) ◦ F (φ) = (−1)η·φG(φ) ◦ η(V ).
We denote by Pn the category whose objects are the homogeneous strict polynomial superfunctors
of degree n and whose morphisms are the homomorphisms between those functors. The category
P of arbitrary strict polynomial superfunctors is defined to be the category ∏n∈NPn.
Remark 2.1.2. Let ΓV be the category whose objects are the same as those in V , whose morphisms
are defined by HomΓV(V,W ) =
∏
n∈N HomΓnV(V,W ), and in which composition of morphisms is
defined componentwise using the composition laws in each ΓnV . Then each F ∈ P is naturally an
even linear functor F : ΓV → svec as follows: Let F = ⊕n∈N Fn be the polynomial decomposition
of F , i.e., the decomposition of F into the sum of its homogeneous components Fn ∈ Pn. Similarly,
write φ =
∏
n∈N φn for the decomposition of φ ∈ HomΓV(V,W ). Now F : ΓV → svec is defined on
objects by F (V ) =
⊕
n∈N F
n(V ), and on morphisms by F (φ) =
∏
n∈N F
n(φn), i.e., F (φ) acts on
the summand Fn(V ) of F (V ) by the linear map Fn(φn) : F
n(V )→ Fn(W ).
1In [9], svec is denoted sveck, while svecev is denoted sveck.
2From now on, whenever we state a formula in which a homogeneous degree has been specified, we mean that the
formula is true as written for homogeneous elements, and that it extends linearly to non-homogeneous elements.
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Conversely, let F : ΓV → svec be an even linear functor. Then for each V ∈ ΓV , the function
FV,V : HomΓV(V, V )→ Homk(F (V ), F (V )) makes F (V ) into a left HomΓV(V, V )-module, and the
decomposition HomΓV(V, V ) =
∏
n∈N HomΓnV(V, V ) leads to an expression idV =
∏
n∈N idV,n of
the identity morphism as an infinite sum of orthogonal commuting idempotents. Set Fn(V ) =
idV,n(F (V )), and given φ ∈ HomΓV(V,W ), define Fn(φ) : Fn(V )→ Fn(W ) to be the map idW,n ◦
F (φ) ◦ idV,n. Then Fn : ΓnV → svec is an even linear functor. If Fn(V ) ∈ V for each V ∈ V , then
Fn ∈ Pn. If also F (V ) =
⊕
n∈N F
n(V ) for each V ∈ V , then F = ⊕n∈N Fn ∈ P .
Remark 2.1.3. Let V,W ∈ V , and let φ ∈ Homk(V,W )0. Then for n ∈ N, φ⊗n ∈ Γn Homk(V,W ).
Thus, it follows that a homogeneous strict polynomial superfunctor F ∈ Pn defines an ordinary
functor Vev → Vev that acts on objects by V 7→ F (V ) and on morphisms by φ 7→ F (φ⊗n).
Throughout the paper, we will often state remarks (such as this one) in the context of homogeneous
superfunctors, and then leave it to the reader to consider how those remarks can be extended to
the non-homogeneous case, and vice versa.
The category P is not an abelian category, though the underlying even subcategory Pev, having
the same objects as P but only the even homomorphisms, is an abelian category in which kernels
and cokernels are computed “pointwise” in the category V . More generally, if η is a homogeneous
homomorphism in P , then the kernel, cokernel, and image of η are again objects in P . Only the
even homomorphisms in P are genuine natural transformations between functors.
Observe that Vev = V0 ⊕ V1, where V0 is the full subcategory of Vev having as objects just
the purely even superspaces, i.e., the superspaces V with V = V0, and V1 is the full subcategory
of Vev having as objects just the purely odd superspaces (and as morphisms just the even linear
maps between them). In turn, V0 and V1 are each isomorphic to the category V of arbitrary
finite-dimensional k-vector spaces. Replacing V by V0 or V1 in the definition of ΓnV , one obtains
categories Γn(V0) and Γn(V1) that are each isomorphic to the ordinary analogue ΓnV of ΓnV .
Let V,W ∈ V0. Since Homk(V,W ) is a purely even space, there exists a natural identification
HomΓnV(V,W ) = HomΓnV(V,W ). Thus, it makes sense to consider the restriction of F ∈ Pn to
the category Γn(V0) ∼= ΓnV. Similarly, we can consider the restriction of F to Γn(V1) ∼= ΓnV.
By abuse of notation, we denote these restrictions by F |V0 and F |V1 , respectively. In either case,
we can then consider F : ΓnV → V as a functor to V by forgetting the Z2-gradings on objects
in V . Then F |V0 and F |V1 are homogeneous strict polynomial functors of degree n in the sense
of [15]; cf. the comments following [14, 3.7]. In particular, the restriction map F 7→ F |V0 defines
an exact linear functor from P to the category P of ordinary strict polynomial functors, which
we call restriction from P to P. In this paper we will consider strict polynomial superfunctors
that restrict to well-known ordinary strict polynomial functors. In these situations we often use
a boldface symbol for the strict polynomial superfunctor and a non-boldface version of the same
symbol for the functor’s restriction to V0. In particular, we consider superfunctors that restrict
to the divided power algebra functor Γ (i.e., the symmetric tensor functor), the symmetric algebra
functor S, and the exterior algebra functor Λ (which is also isomorphic to the anti-symmetric tensor
functor). We write Pn and P for the ordinary analogues of Pn and P , respectively.
Remark 2.1.4. In [1, §5], Axtell provides an alternate definition for the category Pd that more
closely matches the original definition given by Friedlander and Suslin. The definition given above,
stated by Axtell in [1, §3.3], follows the expositions of Kuhn [21, §3.1] and Pirashvili [27, §4.1].
2.2. Constructions. Given F ∈ Pm and G ∈ Pn, one can construct, in exactly the same manner
as for ordinary strict polynomial functors,
(2.2.1) the direct sum F ⊕G ∈ P , V 7→ F (V )⊕G(V ),
(2.2.2) the composite F ◦G ∈ Pmn, V 7→ F (G(V )), and
(2.2.3) the tensor product F ⊗G ∈ Pm+n, V 7→ F (V )⊗G(V ).
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For example, for each U ∈ V , the inclusion of the Young subgroup (Sn)×m into Smn induces an
inclusion Γmn(U) ↪→ Γm(Γn(U)); this inclusion is used to define the action of F ◦G on morphisms.
Similarly, the inclusion of the Young subgroup Sm × Sn into Sm+n induces for each U ∈ V an
inclusion Γm+n(U) ↪→ Γm(U)⊗Γn(U), which is used to define the action of F ⊗G on morphisms.
We leave further details of these constructions to the reader.
For U ∈ V , set U∗ = Homk(U, k), the k-linear dual. Given F ∈ Pn, the dual F# ∈ Pn is defined
on objects by F#(V ) = F (V ∗)∗. On morphisms, (F#)V,W is the composite map
Γn Homk(V,W ) ∼= Γn Homk(W ∗, V ∗)
FW∗,V ∗−→ Homk(F (W ∗), F (V ∗)) ∼= Homk(F#(V ), F#(W )),
where the first and last isomorphisms are induced by sending a linear map ψ to its transpose ψ∗.
This construction is due to Kuhn [19, §3.4], and F# is sometimes called the ‘Kuhn dual’ of F .
Recall that V is naturally isomorphic to its double dual (V ∗)∗ via the map Φ(V ) : V → (V ∗)∗
that is defined for v ∈ V and g ∈ V ∗ by Φ(V )(v)(g) = (−1)v·gg(v). Let Φ : I ∼→ I# be the natural
transformation lifting Φ(V ). Then F identifies with F## via the composite isomorphism
F = F ◦ I F◦Φ−→ F ◦ I# = I ◦ F ◦ I# Φ◦(F◦I
#)−→ I# ◦ F ◦ I#.
Now let F,G ∈ Pn, and let η ∈ HomPn(F,G). Then η# ∈ HomPn(G#, F#) is defined by η#(V ) =
η(V ∗)∗. If σ ∈ HomPn(G,H), then (σ ◦ η)# = (−1)σ·ηη# ◦ σ#. Thus, (−)# defines an equivalence
of categories Pn ' Pop,−n , where Pop,−n denotes the category with the same objects and morphisms
as the opposite category of Pn, but in which the composition law has been modified so that η ◦op σ
is now equal to (−1)σ·ηη ◦op σ; cf. [1, §3.4].
2.3. Examples. Throughout this section, let m,n ∈ N, let V,W ∈ V , and let φ ∈ Γn Homk(V,W ).
We identify φ with an element of HomkSn(V
⊗n,W⊗n). Let {x1, . . . , xs} be a basis for V0 and let
{y1, . . . , yt} be a basis for V1.
2.3.1. Tensor products. Let U ∈ V . Then the functors V 7→ V ⊗ U and V 7→ U ⊗ V are objects
in P1. These functors act on morphisms by sending φ ∈ Homk(V,W ) to the tensor products of
maps φ⊗ idU and idU ⊗ φ, respectively. Then the supertwist map T : V ⊗ U → U ⊗ V lifts to an
isomorphism (−⊗ U) ∼= (U ⊗−). Taking U = k, we get the identity functor I : V → V .
2.3.2. Parity change. Let k0|1 be a one-dimensional purely odd superspace. Then the parity change
functor Π is the functor k0|1⊗−. It acts on objects by reversing the Z2-grading, and on morphisms
by Π(φ) = (−1)φφ, i.e., if φ : V → W is an even linear map, then Π(φ) : Π(V )→ Π(W ) is equal
to φ as a map between the underlying spaces, while if φ is odd, then Π(φ) = −φ.
In contradiction to our stated convention on the use of boldface and non-boldface versions of the
same symbol, set Π = −⊗ k0|1. Then Π acts on objects by Π(V ) = Π(V ), and acts on morphisms
by Π(φ) = φ, i.e., Π(φ) is (always) equal to φ as a map between the underlying spaces.
Write idV→Π(V ) for the identity map on V considered as an odd linear map V → Π(V ). Then
idV→Π(V ) lifts for each F ∈ P to an odd isomorphism idF→Π◦F : F ' Π ◦ F . More generally, for
each F,G ∈ P there exist odd isomorphisms
(2.3.1)
HomP(F,G)
∼→ HomP(F,Π ◦G), η 7→ idG→Π◦G ◦ η, and
HomP(F,G)
∼→ HomP(Π ◦ F,G), η 7→ η ◦ idΠ◦F→F
that are natural with respect to even homomorphisms in either variable. Similar comments apply
to the odd isomorphism F ' Π ◦ F induced by the superspace map V → V , v 7→ (−1)vv.
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2.3.3. Tensor powers. The n-th tensor power functor ⊗n ∈ Pn is defined on objects by (⊗n)(V ) =
V ⊗n and on morphisms by (⊗n)(φ) = φ. Equivalently, ⊗n = I⊗n. Set T = ⊕n∈N⊗n. Then T (V )
is the tensor superalgebra on V . Since (⊗m)⊗ (⊗n) = ⊗m+n, it follows that the multiplication map
on T (V ) lifts to a natural transformation mT : T ⊗ T → T . Also, given σ ∈ Sn, it follows that
the right action of σ on V ⊗n lifts to a natural transformation ⊗n → ⊗n, which we also denote σ.
2.3.4. Symmetric powers. The n-th symmetric power functor Sn ∈ Pn is defined on objects by
Sn(V ) = (V ⊗n)Sn = (V
⊗n)/〈z − (z.σ) : z ∈ V ⊗n, σ ∈ Sn〉.
On morphisms, Sn(φ) : Sn(V )→ Sn(W ) is the linear map that is naturally induced by φ.
Set S =
⊕
n∈N S
n. Then S(V ) is the symmetric superalgebra on V . It is the free commutative
superalgebra generated by the superspace V . As an algebra, S(V ) is isomorphic to the ordinary
tensor product of algebras S(V0) ⊗ Λ(V1); cf. the algebra denoted Ss(V ) in [9, §2.3]. Since the
product in S(V ) is induced by the product in T (V ), multiplication in S(V ) lifts to a natural
transformation mS : S ⊗ S → S. The following set of monomials forms a basis for S(V ):
(2.3.2) {xa11 · · ·xass yb11 · · · ybtt : ai, bj ∈ N, 0 ≤ bj ≤ 1}.
2.3.5. Exterior powers. Write σ 7→ (−1)σ for the one-dimensional sign representation of Sn. The
n-th exterior power functor Λn ∈ Pn is defined on objects by
Λn(V ) = (V ⊗n)/〈z − (−1)σ(z.σ) : z ∈ V ⊗n, σ ∈ Sn〉.
On morphisms, Λn(φ) : Λn(V )→ Λn(W ) is the linear map that is naturally induced by φ.
Set Λ =
⊕
n∈N Λ
n. Then Λ(V ) is the exterior superalgebra on V . In the terminology of [9, §2.1],
Λ(V ) is the free graded-commutative graded superalgebra generated by V when V is considered as
a Z-graded superspace concentrated in degree 1. As an algebra, Λ(V ) is isomorphic to the graded
tensor product of superalgebras Λ(V0) ⊗g S(V1).3 As for S(V ), the multiplication map in Λ(V )
lifts to a natural transformation mΛ : Λ⊗Λ→ Λ, and a basis for Λ(V ) is given by the set
(2.3.3) {xa11 · · ·xass yb11 · · · ybtt : ai, bj ∈ N, 0 ≤ ai ≤ 1}
of monomials in Λ(V ). The algebra Λ(V ) identifies with the algebra denoted Λs(V ) in [9, §2.3].
2.3.6. Divided powers. The n-th divided power functor Γn ∈ Pn is defined on objects by
Γn(V ) = (V ⊗n)Sn = {z ∈ V ⊗n : z.σ = z for all σ ∈ Sn}
and on morphisms by Γn(φ) = φ|Γn(V ). Set Γ =
⊕
n∈N Γ
n.
Let J ⊆ Sm+n be a set of right coset representatives for the Young subgroup Sm×Sn of Sm+n.
Then
∑
σ∈J σ defines a natural transformation (⊗m)⊗ (⊗n)→ ⊗m+n. This natural transformation
restricts to a natural transformation Γm ⊗ Γn → Γm+n that does not depend on the choice of J .
Summing over all m,n ∈ N, there exists a natural transformation mΓ : Γ⊗ Γ → Γ. Given v ∈ V0
and n ∈ N, set γn(v) = v ⊗ · · · ⊗ v ∈ Γn(V ).4 By an adaptation of the arguments in [3, IV.5],
one can show that the product mΓ(V ) : Γ(V ) ⊗ Γ(V ) → Γ(V ) makes Γ(V ) into a commutative
superalgebra, and that the set
(2.3.4) {γa1(x1) · · · γas(xs)yb11 · · · ybtt : ai, bj ∈ N, 0 ≤ bj ≤ 1}.
of monomials in Γ(V ) is a basis for Γ(V ). In particular, Γ(V ) is isomorphic to the tensor product of
algebras Γ(V0)⊗Λ(V1) (cf. [1, (4) and Lemma 4.1]), and is generated as an algebra by the subspace
V1 ⊆ Γ1(V ) together with the elements of the form γpe(v) for v ∈ V0 and e ≥ 0.
3If A and B are graded superalgebras, then multiplication of homogeneous simple tensors in A ⊗g B is defined by
(a ⊗ b)(c ⊗ d) = (−1)b·c(−1)deg(b)·deg(c)(ac ⊗ bd), where deg(x) denotes the Z-degree of x. The Z-degree of a ⊗ b is
defined by deg(a⊗ b) = deg(a) + deg(b).
4The definition of γn(v) also makes sense if v ∈ V1 and n = 1, but γn(v) /∈ Γn(V ) if v ∈ V1 and n ≥ 2.
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2.3.7. Alternating powers. The n-th alternating power functor An ∈ Pn is defined on objects by
An(V ) = {z ∈ V ⊗n : z.σ = (−1)σz for all σ ∈ Sn}
and on morphisms by An(φ) = φ|An(V ). Set A =
⊕
n∈NA
n.
Again let J be a set of right coset representatives for Sm × Sn in Sm+n. Then
∑
σ∈J(−1)σσ
restricts to a natural transformation Am ⊗An → Am+n that does not depend on the choice of J .
Summing over all m,n ∈ N, there exists a natural transformation mA : A⊗A→ A. Now arguing
as for Γ, one can show that the product mA(V ) makes A(V ) into a graded-commutative graded
superalgebra, with the grading induced by considering V as a graded superspace concentrated in
degree 1. One can also show that the set
(2.3.5) {xa11 · · ·xass γb1(y1) · · · γbt(yt) : ai, bj ∈ N, 0 ≤ ai ≤ 1} .
of monomials in A(V ) is a basis for A(V ), and hence that A(V ) is isomorphic as an algebra to the
graded tensor product of algebras Λ(V0) ⊗g Γ(V1). In particular, A(V ) is generated as an algebra
by the subspace V0 ⊆ A1(V ) together with the elements of the form γpe(v) for v ∈ V1 and e ≥ 0.
2.4. Bisuperfunctors. Let V ×V denote the direct product of the category V with itself. Thus,
the objects of V × V are pairs (V,W ) with V,W ∈ V , while a morphism φ : (V,W ) → (V ′,W ′)
in V × V is a linear map φ : V ⊕W → V ′ ⊕W ′ such that φ(V ) ⊆ V ′ and φ(W ) ⊆ W ′. Now
given d, e ∈ N, define Γed(V ×V) to be the category with the same objects as V ×V , but in which
morphisms are defined by
(2.4.1) HomΓed(V×V)((V,W ), (V
′,W ′)) = HomΓdV(V, V
′)⊗HomΓeV(W,W ′),
and in which the composition law is induced by the composition laws in Γd(V) and Γe(V). In
other words, if φd and ψd are composable morphisms in Γ
dV , and if φe and ψe are composable
morphisms in ΓeV , then (φd ⊗ φe) ◦ (ψd ⊗ ψe) = (−1)φe·ψd(φd ◦ ψd)⊗ (φe ◦ ψe).
Definition 2.4.1. Let d, e ∈ N. A strict polynomial bisuperfunctor of bidegree (d, e) is an even
linear functor F : Γed(V×V)→ V . Given two such functors F and G, a homomorphism η : F → G
consists for each (V,W ) ∈ V ×V of a linear map η(V,W ) : F (V,W )→ G(V,W ) such that for each
φ ∈ HomΓed(V×V)((V,W ), (V ′,W ′)), one has
(2.4.2) η(V ′,W ′) ◦ F (φ) = (−1)η·φG(φ) ◦ η(V,W ).
We denote by Ped the category whose objects are the strict polynomial bisuperfunctors of bidegree
(d, e) and whose morphisms are the homomorphisms between those functors. Given n ∈ N, the
category P(n) of strict polynomial bisuperfunctors of total degree n is the category ∏d+e=nPed, and
the category bi-P of arbitrary strict polynomial bisuperfunctors is the category ∏n∈NP(n).
Given F ∈ Ped, F ′ ∈ Psr, G ∈ Pm, and H ∈ Pn, one can construct:
(2.4.3) the internal direct sum F ⊕ F ′ ∈ Ped ⊕Psr ⊂ bi-P , (V,W ) 7→ F (V,W )⊕ F ′(V,W ),
(2.4.4) the external direct sum GH ∈ P0m ⊕Pn0 ⊂ bi-P , (V,W ) 7→ G(V )⊕H(W ),
(2.4.5) the composite G ◦ F ∈ Pemdm, (V,W ) 7→ G(F (V,W )),
(2.4.6) the composite F ◦ (G,H) ∈ Pendm, (V,W ) 7→ F (G(V ), H(W )),
(2.4.7) the internal tensor product F ⊗ F ′ ∈ Pe+sd+r, (V,W ) 7→ F (V,W )⊗ F ′(V,W ),
(2.4.8) the external tensor product GH ∈ Pnm, (V,W ) 7→ G(V )⊗H(W ), and
(2.4.9) the dual F# ∈ Ped, (V,W ) 7→ F (V ∗,W ∗)∗.
We leave the details of these constructions to the reader.
Define ι0m : Pm → P0m and ιn0 : Pn → Pn0 by ι0m(G)(V,W ) = G(V ) and ιn0 (H)(V,W ) = H(W ).
Then ι0m and ι
n
0 induce isomorphisms Pm ∼= P0m and Pn ∼= Pn0 , and one can immediately check for
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G ∈ Pm and H ∈ Pn that GH = ι0m(G)⊕ ιn0 (H) and GH = ι0m(G)⊗ ιn0 (H). Set I1,0 = ι01(I)
and I0,1 = ι
1
0(I). Then ι
0
m(G) = G ◦ I1,0, ιn0 (H) = H ◦ I0,1, and the direct sum functor Σ ∈ bi-P ,
Σ : (V,W ) 7→ V ⊕W,
is equal to the internal direct sum I1,0 ⊕ I0,1.
Remark 2.4.2. Given n ∈ N, define Γn(V × V) to be the category that is obtained by replacing
V with V × V in the definition of ΓnV . In particular, if (V,W ), (V ′,W ′) ∈ V × V , then
(2.4.10) HomΓn(V×V)((V,W ), (V ′,W ′)) = Γn[Homk(V, V ′)⊕Homk(W,W ′)].
The exponential isomorphism for Γ (discussed next in Section 2.5) induces an isomorphism
HomΓn(V×V)((V,W ), (V ′,W ′)) ∼=
∏
d+e=n
HomΓed(V×V)((V,W ), (V
′,W ′))
that is compatible with the composition of morphisms. Taking (V,W ) = (V ′,W ′), this yields a
decomposition in Γn(V × V) of the identity morphism id(V,W ) as a sum of commuting orthogonal
idempotents. Now let F : Γn(V ×V)→ V be an even linear functor. Then by reasoning similar to
that in Remark 2.1.2, it follows that the decomposition of id(V,W ) for each (V,W ) ∈ V ×V induces
a decomposition
⊕
d+e=n F
e
d of F with F
e
d ∈ Ped. In other words, F ∈ P(n). Conversely, each
F ∈ P(n) naturally defines an even linear functor F : Γn(V ×V)→ V . Thus, P(n) identifies with
the category of even linear functors F : Γn(V × V)→ V whose morphisms satisfy (2.4.2).
2.5. P-algebras and exponential superfunctors.
Definition 2.5.1. (cf. [32, §3]) A functor A ∈ P is a P-algebra if there exist even homomorphisms
k → A and mA : A ⊗ A → A such that for each V ∈ V the induced maps make A(V ) into a
k-superalgebra. We say that A is commutative if each A(V ) is then a commutative superalgebra.
We say that A is graded if there exists a decomposition A =
⊕
n∈ZA
n such that mA restricts for
each m,n ∈ Z to a homomorphism Am⊗An → Am+n, and we say that A is graded-commutative if
each A(V ) is then a graded-commutative graded superalgebra with respect to the grading A(V ) =⊕
n∈ZA
n(V ). If A and B are (graded) P-algebras, then η ∈ HomP(A,B) is a (graded) P-algebra
homomorphism if each η(V ) is a homomorphism of (graded) superalgebras.
The functors S and Γ are examples of commutative P-algebras. Any P-algebra can be made into
a graded P-algebra via its polynomial grading, i.e., the grading defined by the functor’s polynomial
decomposition. The polynomial gradings make Λ and A into graded-commutative P-algebras.
Now let A and B be graded P-algebras. We denote by A ⊗g B the graded P-algebra such that for
each V ∈ V , (A ⊗g B)(V ) is equal to the graded tensor product of superalgebras A(V ) ⊗g B(V ).
Similarly, if A and B are graded P-coalgebras, then the graded tensor product A ⊗g B is naturally
a graded P-coalgebra. (The reader can fill in the coalgebra analogue of Definition 2.5.1.) If the
Z-grading on either A or B is trivial (or purely even), then we may denote A ⊗g B simply as A⊗B.
Definition 2.5.2. Let A ∈ P . Then A is a graded P-bialgebra if A is both a graded P-algebra
and a graded P-coalgebra, and if the coproduct ∆A : A → A ⊗g A is a homomorphism of graded
P-algebras. (If the grading on A is purely even, then we may drop the adjective graded.)
Given a (graded) P-algebra A, we can consider the composite bisuperfunctor homomorphism
(2.5.1) µA : AA = (A ◦ I1,0)⊗ (A ◦ I0,1)→ (A ◦Σ)⊗ (A ◦Σ) = (A⊗A) ◦Σ→ A ◦Σ
induced by the inclusions I1,0 ↪→ Σ, I0,1 ↪→ Σ and by the product mA : A⊗A→ A.
Definition 2.5.3. A graded P-algebra A is an exponential superfunctor if µA is an isomorphism
of strict polynomial bisuperfunctors, i.e., if for each V,W ∈ V , the composite map
A(V )⊗A(W )→ A(V ⊕W )⊗A(V ⊕W )→ A(V ⊕W ),
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induced by the inclusions V ↪→ V ⊕W and W ↪→ V ⊕W and by multiplication in A(V ⊕W ), lifts
to an isomorphism of strict polynomial bisuperfunctors AA ∼= A ◦Σ.
Example 2.5.4. The functors S, Γ, Λ, and A are exponential superfunctors. More generally, if
A and B are exponential superfunctors, then so is A ⊗g B.
Let D : V → V × V be the diagonal functor V 7→ (V, V ), and let ∆ : I → D be the natural
transformation that lifts the usual diagonal map on vector spaces. Let A be an exponential super-
functor. Composing the isomorphism AA ∼= A ◦Σ with D, we obtain an isomorphism A⊗A ∼=
A ◦D of polynomial superfunctors. Define ∆A to be the composite homomorphism
(2.5.2) ∆A : A = A ◦ I A◦∆−→ A ◦D (µA◦D)
−1
−→ A⊗A.
Then ∆A defines a coassociative coproduct on A, making A into a (graded) P-coalgebra.
Now suppose in addition for each V,W ∈ V that µA induces an isomorphism of graded super-
algebras A(V ) ⊗g A(W ) ∼= A(V ⊕W ). Then ∆A is a homomorphism of graded P-algebras (because
it is the composition of two algebra homomorphisms), and hence endows A with the structure of
a graded P-bialgebra. In particular, S and Γ are (trivially graded) commutative cocommutative
P-bialgebras, and Λ and A are graded-commutative graded-cocommutative graded P-bialgebras.
Using the descriptions in Section 2.3 for Γ, S, Λ and A in terms of S, Γ, and Λ, one can check that
the coproducts restrict to the usual coproducts for S, Γ, and Λ. Specifically, the coproducts on
S(V ) and Λ(V ) are induced (for v ∈ V ) by the map v 7→ v⊗ 1 + 1⊗ v, and the coproduct on Γ(V )
is induced by the map γn(v) 7→
∑
i+j=n γi(v)⊗ γj(v); for details see [2, III.11.1] and [3, IV.5.7].
Remark 2.5.5. Given a graded P-coalgebra A, there exists a bisuperfunctor homomorphism
(2.5.3) λA : A ◦Σ→ (A⊗A) ◦Σ = (A ◦Σ)⊗ (A ◦Σ)→ (A ◦ I1,0)⊗ (A ◦ I0,1) = AA
induced by the coproduct ∆A : A→ A⊗A and the projections Σ→ I1,0 and Σ→ I0,1. If A is an
exponential superfunctor with coproduct defined by (2.5.2), then λA = µ
−1
A . Conversely, suppose A
is a graded P-coalgebra and λA is an isomorphism. Let + : D → I be the natural transformation
defined by +(v1, v2) = v1 + v2. Then the composite
(2.5.4) A⊗A (λA◦D)
−1
−→ A ◦D A(+)−→ A,
defines an associative product mA making A into a graded P-algebra, and the homomorphism µA
defined in terms of (2.5.4) is equal to λ−1A .
2.6. Duality isomorphisms. As described in Section 2.5, Γ is a commutative cocommutative
P-bialgebra. Then by duality so is Γ#. Since Γ1 = I, we have (Γ#)1 = I#. Then the isomorphism
I ∼= I# together with the multiplication map on Γ# defines a natural transformation
⊗n = I⊗n ∼−→ (I#)⊗n −→ (Γ#)n
that factors through Sn. Summing over all n ∈ N, it follows that there exists a unique algebra
homomorphism θ : S → Γ# that extends the identification S1 = I ∼= I# = (Γ#)1. Now by an
adaptation of the arguments in [3, IV.5.11], one can show that θ is an isomorphism. Explicitly, let
{x1, . . . , xs} and {y1, . . . , yt} be bases for V0 and V1, and let {x∗1, . . . , x∗s} and {y∗1, . . . , y∗t } be the
dual bases. Then θ(V )(xa11 · · ·xass yb11 · · · ybtt ) evaluates to either 1 or −1 (depending on the values of
b1, . . . , bt) on the basis monomial γa1(x
∗
1) · · · γan(x∗n)(y∗1)b1 · · · (y∗t )bt , and evaluates to 0 on all other
basis monomials in Γ(V ∗) of the form (2.3.4). The isomorphism S ∼= Γ# is compatible with the
coproducts on S and Γ#, so S ∼= Γ# as P-bialgebras. By duality, S# ∼= Γ as P-bialgebras as well.
An entirely parallel argument shows that Λ ∼= A# and A ∼= Λ# as graded P-bialgebras.
Remark 2.6.1. There exist unique algebra homomorphisms S → Γ and Λ → A extending the
identifications S1 = I = Γ1 and Λ1 = I = A1. Given V ∈ V , the induced maps S(V1) → Γ(V1)
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and Λ(V0)→ A(V0) are surjective, hence isomorphisms by dimension comparison. If k is a field of
characteristic zero, then the maps S → Γ and Λ→ A are isomorphisms.
2.7. Frobenius twists. Given r ≥ 1 and V ∈ V , write ϕ : k → k for the pr-power map λ 7→ λpr ,
and set V (r) = k⊗ϕ V . In other words, V (r) is equal to V as an additive group, but a scalar λ ∈ k
acts on V (r) the way that λp
−r
acts on V . The r-th Frobenius twist functor I(r) ∈ Ppr is defined
on objects by I(r)(V ) = V (r). To describe the action of I(r) on morphisms, first observe for each
V ∈ V that the pr-power map defines an algebra homomorphism S(V )(r) → S(V ) that is natural
with respect to even linear maps on V . By abuse of notation, we also denote this homomorphism
by ϕ. If z = z0 + z1 is the decomposition of z into its even and odd components, then z
p = (z0)
p,
so ϕ has image in the subalgebra S(V0) of S(V ). One can check that if A,B ∈ V , then there exists
a commutative diagram in which the horizontal arrows are the natural algebra maps:
(2.7.1)
S(A⊗B)(r) //
ϕ

S(A)(r) ⊗ S(B)(r)
ϕ⊗ϕ

S(A⊗B) // S(A)⊗ S(B).
By duality, there exists for each V ∈ V an algebra homomorphism ϕ# : Γ(V ) → Γ(V )(r), which
we refer to as the dual Frobenius morphism, that is also natural with respect to even linear maps
on V . Explicitly, ϕ# acts on the generators for Γ(V ) described in Section 2.3.6 by
(2.7.2) ϕ#(z) =

0 if z ∈ V1 ⊆ Γ1(V ),
γpe−r(v) if z = γpe(v) for some e ∈ N, v ∈ V0, and e ≥ r,
0 if z = γpe(v) for some e ∈ N, v ∈ V0, and e < r.
Then ϕ# is determined by its restriction to the subalgebra Γ(V0) of Γ(V ), and has image in the
subalgebra Γ(V0)
(r) of Γ(V )(r). Now given V,W ∈ V , I(r)V,W is the linear map
(2.7.3) Γp
r
Homk(V,W )
ϕ#−→ [Γ1 Homk(V,W )0](r) = Homk(V (r),W (r))0.
Dualizing (2.7.1), and using the fact that ϕ# is natural with respect to even linear maps, it follows
that I
(r)
V,W is compatible with the composition of morphisms. From now on, for r ≥ 1 and F ∈ Pn,
set F (r) = F ◦ I(r) ∈ Pprn. Since (2.7.3) has image in the space of even linear maps, it follows for
r ≥ 1 that there exist subfunctors I0(r) and I1(r) of I(r) such that I0(r)(V ) = V0(r), I1(r)(V ) = V1(r),
and I(r) = I0
(r) ⊕ I1(r). Additionally,
(2.7.4) I
(r)
1 = Π ◦ I(r)0 ◦Π.
Lemma 2.7.1. Let F ∈ Pn, and let r ≥ 1. Then F ◦ I0(r) and F ◦ I1(r) are summands of F ◦ I(r).
Proof. We prove that F ◦I0(r) is a summand of F ◦I(r); the proof for F ◦I1(r) is entirely analogous.
Given V ∈ V , let ιV : V0 → V and piV : V → V0 be the natural (but non-functorial) inclusion
and projection maps, respectively. These are even linear maps, and piV ◦ ιV is the identity on V0.
Set ιV = (ιV )
⊗prn ∈ Γprn Homk(V0, V ), and set piV = (piV )⊗p
rn ∈ Γprn Homk(V, V0). Then the
composite piV ◦ ιV ∈ Γprn Homk(V0, V0) is the identity map on V0 in the category Γp
rnV . Now
applying the functor F ◦ I(r), we get maps
(F ◦ I(r))(V0)
(F◦I(r))(ιV )−→ (F ◦ I(r))(V ) (F◦I
(r))(piV )−→ (F ◦ I(r))(V0)
whose composite is the identity. But (F ◦ I(r))(V0) = (F ◦ I0(r))(V ), so to prove that F ◦ I0(r) is a
summand of F ◦ I(r), it suffices to show that
(F ◦ I(r))(ιV ) : (F ◦ I(r)0 )(V )→ (F ◦ I(r))(V ) and
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(F ◦ I(r))(piV ) : (F ◦ I(r))(V )→ (F ◦ I(r)0 )(V )
lift to natural transformations. We verify this for (F ◦ I(r))(ιV ), the argument for (F ◦ I(r))(piV )
being entirely analogous. Let W ∈ V , and let φ ∈ Γprn Homk(V,W ). We must show that
(2.7.5) (F ◦ I(r))(φ) ◦ (F ◦ I(r))(ιV ) = (F ◦ I(r))(ιW ) ◦ (F ◦ I(r)0 )(φ).
We may assume that φ ∈ Γprn[Homk(V,W )0], since otherwise (2.7.2) implies that (F ◦ I(r))(φ) = 0
and (F ◦ I0(r))(φ) = 0. By definition, if ψ ∈ Γpr Homk(V,W ), then
I
(r)
0 (ψ) = I
(r)((piW )
⊗pr ◦ ψ ◦ (ιV )⊗pr).
Then it follows that (F ◦ I0(r))(φ) = (F ◦ I(r))(piW ◦ φ ◦ ιV ). Now since φ ∈ Γprn[Homk(V,W )0],
it follows that φ ◦ ιV = ιW ◦ (piW ◦ φ ◦ ιV ), and hence that (2.7.5) is true. 
Remark 2.7.2. In general, if F ∈ Pn and r ≥ 1, then F ◦ I(r) 6= (F ◦ I0(r))⊕ (F ◦ I1(r)).
Now let A ∈ P be an exponential superfunctor. Then
A(r) = A ◦ (I0(r) ⊕ I1(r)) ∼= (A ◦ I0(r)) ⊗g (A ◦ I1(r))
as P-algebras. This observation applies in particular to S, Γ, Λ, and A. For n ∈ N, set
(2.7.6)
S
n(r)
0 = S
n ◦ I(r)0 , Λn(r)0 = An ◦ I(r)0 , Γn(r)0 = Γn ◦ I(r)0 ,
Λ
n(r)
1 = S
n ◦ I(r)1 , Γn(r)1 = An ◦ I(r)1 , Sn(r)1 = Λn ◦ I(r)1 .
For each V ∈ V , one has Sn0 (r)(V ) = Sn(V0(r)) and Λn1 (r)(V ) = Λn(V1(r)) as abstract vector spaces.
As a superspace, Sn0
(r)(V ) is always a purely even superspace, while Λn1
(r)(V ) is a purely even (resp.
odd) superspace if n is even (resp. odd). Similar identifications and comments apply to the other
composite functors defined in (2.7.6).
Suppose for the moment that F ∈ Pn is an ordinary homogeneous strict polynomial functor.
Let r ≥ 1, and let F (r) ∈ Pprn be the ordinary r-th Frobenius twist of F . We can lift F (r) to
the structure of a homogeneous strict polynomial superfunctor in several different ways. First,
since (2.7.3) has image in the space of even linear maps, it follows that I0
(r) and I1
(r) define even
linear functors Γp
rnV → Γn(V0) and Γp
rnV → Γn(V1), respectively. Then making the natural
identifications V0 ∼= V and V1 ∼= V, we can consider F as an even linear functor Γn(V0)→ V0 or
as an even linear functor Γn(V1)→ V1. Next, the inclusions V0 ↪→ V and V1 ↪→ V are even linear
functors. We denote the composite even linear functors by
F ◦ I(r)0 : Γp
rn(V)→ Γn(V0) F→ V0 ↪→ V , and(2.7.7)
F ◦ I(r)1 : Γp
rn(V)→ Γn(V1) F→ V1 ↪→ V .(2.7.8)
Finally, we can optionally compose (2.7.7) or (2.7.8) with the parity change functor Π. (Composing
with Π has the same result as composing with Π.) This gives four different ways we can lift
F (r) ∈ Pprn to an element of Pprn. For example, the four liftings of I(r) obtained in this fashion
are I0
(r), I1
(r), Π ◦ I0(r), and Π ◦ I1(r). More generally, if F (r) denotes one of the four liftings of
F (r) to P described above, then the other three liftings are F (r) ◦Π, Π ◦ F (r), and Π ◦ F (r) ◦Π.
One can now show that each of the functors defined in (2.7.6) is a lifting of either Sn(r), Λn(r),
or Γn(r) to the category P . In particular, one can use this observation to see that
(2.7.9)
S
n(r)
1
∼= Sn(r)0 ◦Π
Λ
n(r)
1
∼= Λn(r)0 ◦Π
Γ
n(r)
1
∼= Γn(r)0 ◦Π
 if n is even, and
S
n(r)
1
∼= Π ◦ Sn(r)0 ◦Π
Λ
n(r)
1
∼= Π ◦ Λn(r)0 ◦Π
Γ
n(r)
1
∼= Π ◦ Γn(r)0 ◦Π
 if n is odd.
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From now on, if F ∈ Pn and r ≥ 1, then unless stated otherwise we will use (2.7.7) to consider F (r)
as a homogeneous strict polynomial superfunctor. Then for all F ∈ Pn, one has F (r)|V0 ∼= F (r)
as ordinary strict polynomial functors. On the other hand, if F ∈ Pn, then using (2.7.7) to lift
F |V0 ∈ Pn to Pn does not in general result in a strict polynomial superfunctor that is isomorphic
to the original functor F .
3. Cohomology of strict polynomial superfunctors
3.1. Projectives and injectives. Recall that Pev is an abelian category. We say that P ∈ P
is projective if the functor HomP(P,−) : Pev → svecev is exact, and that Q ∈ P is injective if
HomP(−, Q) : Pev → svecev is exact. Given F,G ∈ P , one has HomP(F,G)0 = HomPev(F,G),
while the odd isomorphisms in (2.3.1) restrict to odd isomorphisms
(3.1.1)
HomP(F,G)1 ' HomP(F,Π ◦G)0 = HomPev(F,Π ◦G), and
HomP(F,G)1 ' HomP(Π ◦ F,G)0 = HomPev(Π ◦ F,G)
that are natural with respect to even homomorphisms in either variable. Then it follows that a
functor is projective (resp. injective) in the above-defined sense if and only if it is projective (resp.
injective) as an object in the abelian category Pev.
Given d ∈ N and V ∈ V , set Γd,V = Γd Homk(V,−) and set Sd,V = Sd(V ⊗−) ∼= (Γd,V )#. Then
by Yoneda’s Lemma, there exist for each F ∈ Pd natural isomorphisms
(3.1.2) HomPd(Γ
d,V , F ) ∼= F (V ) and HomPd(F,Sd,V ) ∼= F#(V ).
It follows that Γd,V is projective in Pd and Sd,V is injective in Pd [1, §3.5]. Taking V = k, Γd is
projective in Pd and Sd is injective in Pd. The next theorem follows from [1, Proposition A.1] and
the proof of [1, Theorem 4.2].
Theorem 3.1.1 (Axtell). Let m,n, d ∈ N such that m,n ≥ d, and set V = km|n = km ⊕ Π(kn).
Then the functor Γd,V ⊕ (Π◦Γd,V ) is a projective generator in (Pd)ev, and evaluation on V induces
an equivalence of categories between Pd and the category of finite-dimensional left supermodules
for the Schur superalgebra S(m|n, d) := EndkSd((km|n)⊗d) ∼= EndΓdV(V ).
Let d, e ∈ N. The notions of projectivity and injectivity for objects in Ped are defined analogously
as for P . Let m,n, r, s ∈ N, and suppose m,n ≥ d and r, s ≥ e. Set V = km|n and set W = kr|s.
Using the fact that V and W satisfy the hypotheses of [1, Proposition A.1] for the categories ΓdV
and ΓeV , respectively, one can then apply [1, Proposition A.1] to prove:
Proposition 3.1.2. Let d, e,m, n, r, s ∈ N such that m,n ≥ d and r, s ≥ e. Set V = km|n, and set
W = kr|s. Then the functor (Γd,V  Γe,W ) ⊕ [Π ◦ (Γd,V  Γe,W )] is a projective generator for the
category (Ped)ev, and evaluation on (V,W ) induces an equivalence of categories between Ped and the
category of finite-dimensional left-supermodules for the superalgebra
EndΓed(V×V)((V,W ))
∼= S(m|n, d)⊗ S(r|s, e).
3.2. Cohomology groups and Yoneda products. Theorem 3.1.1 implies that Pev is an abelian
category with enough projectives and enough injectives, so we can apply the usual machinery of
homological algebra to study extension groups in Pev.
By construction, extension groups in Pev are purely even vector spaces. Our ultimate goal is to
use strict polynomial superfunctors to understand the cohomology of finite supergroup schemes, or
equivalently, of finite-dimensional cocommutative Hopf superalgebras. Even the simplest examples
in that context indicate that odd cohomology classes are important. For example, if V is a finite-
dimensional purely odd superspace, then the ordinary exterior algebra Λ(V ) is naturally a finite-
dimensional cocommutative Hopf superalgebra, and it is a classical result that H•(Λ(V ), k) ∼=
S•(V ∗) [28, 2.2(2)]. In particular, H•(Λ(V ), k) is generated as an algebra by the odd subspace
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H1(Λ(V ), k)1
∼= V ∗. We thus take the following approach to studying extensions between strict
polynomial superfunctors:
Definition 3.2.1. Given F ∈ P , define ExtnP(F,−) to be the n-th right derived functor of
HomP(F,−) : Pev → svecev.
Taking Definition 3.2.1 as our starting point, we get from (3.1.1) odd isomorphisms
(3.2.1)
ExtnP(F,G)1 ' ExtnP(F,Π ◦G)0 = ExtnPev(F,Π ◦G), and
ExtnP(F,G)1 ' ExtnP(Π ◦ F,G)0 = ExtnPev(Π ◦ F,G).
Through judicious use of post-composition by the parity change functor Π, we can appeal to Pev
to define or deduce results about extension groups “in P .” While we could probably complete all
of the calculations of this paper while working purely with extension groups in Pev, doing so would
be an inconvenience since we’d have to keep track of isomorphisms like those in (3.2.1). (It turns
out that all of the extension classes appearing in our main theorem are purely even, but it was not
a priori obvious that this would be the outcome.)
The following discussion provides a framework for constructing the hypercohomology spectral
sequences discussed in Section 3.6. Let (C, dC) and (D, dD) be chain complexes in the category
Pev, and let n ∈ Z. Define an even (resp. odd) chain map ϕ : C → D[n] to consist for each i ∈ Z
of an even (resp. odd) homomorphism ϕi : Ci+n → Di such that dDi ◦ ϕi = ϕi−1 ◦ dCi+n.5 Then an
even chain map ϕ : C → D[n] is precisely a chain map of degree −n in the category Pev, while an
odd chain map ϕ : C → D[n] is equivalent by (3.1.1) to an even chain map ϕ′ : C → (Π ◦D)[n].
Say that two even (resp. odd) chain maps ϕ,ψ : C → D[n] are even (resp. odd) homotopic, and
write ϕ ' ψ, if there exists for each i ∈ Z an even (resp. odd) homomorphism Σi : Ci+n → Di+1
such that ϕi − ψi = dDi+1 ◦ Σi + Σi−1 ◦ dCi+n. As usual, the property of being even (resp. odd)
homotopic is an equivalence relation on the set of even (resp. odd) chain maps, the composition of
two homogeneous chain maps is again a homogeneous chain map, and composition of homogeneous
chain maps is compatible with homotopy equivalence.
Now let F,G,H ∈ P , and let C and D be projective resolutions in Pev of F and G, respectively.
Then the even (resp. odd) subspace of ExtnP(F,G) identifies with the vector space of homotopy
classes of even (resp. odd) chain maps ϕ : C → D[n]. Identifying homogeneous elements of
ExtmP(G,H) and Ext
n
P(F,G) with homotopy classes of homogeneous chain maps, it follows that
the composition of chain maps induces an even bilinear map
(3.2.2) ExtmP(G,H)⊗ ExtnP(F,G)→ Extm+nP (F,H),
which we call the Yoneda product of extensions in P . Associativity of (3.2.2) follows from the fact
that composition of chain maps is associative. In particular, if F ∈ P , then Ext•P(F, F ) has the
structure of a graded superalgebra, which we call the Yoneda algebra of F .
Remark 3.2.2. Using (3.2.1), the Yoneda product (3.2.2) can be expressed in terms of the usual
Yoneda product in Pev. For example, the product ExtmP(G,H)0 ⊗ ExtnP(F,G)1 → Extm+nP (F,H)1
can be computed via the composite map
ExtmP(G,H)0 ⊗ ExtnP(F,G)1 ∼→ ExtmPev(G,H)⊗ ExtnPev(Π ◦ F,G)
→ Extm+nPev (Π ◦ F,H)
∼→ Extm+nP (F,H)1,
while ExtmP(G,H)1 ⊗ ExtnP(F,G)1 → Extm+nP (F,H)0 can be computed via the composite map
ExtmP(G,H)1 ⊗ ExtnP(F,G)1 ∼→ ExtmPev(Π ◦G,H)⊗ ExtnPev(F,Π ◦G)
→ Extm+nPev (F,H) = Extm+nP (F,H)0.
5Given a graded space X =
⊕
i∈ZXi and given n ∈ Z, define X[n] to be the graded space with X[n]i = Xn+i.
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(Technically, the second composite computes the desired product multiplied by −1, due to the
fact that the first arrow is induced by a tensor product of odd maps and due to the super sign
conventions for tensor products of maps.)
Remark 3.2.3. If F ∈ Pm, G ∈ Pn, and m 6= n, then HomP(F,G) = 0. From this it immediately
follows that Ext•P(F,G) = 0 whenever F and G are homogeneous of different degrees. In the future
we will often apply this observation without further comment.
We leave it to the reader to formulate bisuperfunctor analogues of the definitions in this section.
3.3. Operations on cohomology groups.
3.3.1. Duality. Let Q and R be injective resolutions in the category Pev of F and G, respectively.
By duality, the even (resp. odd) subspace of ExtnP(F,G) identifies with the set of homotopy classes
of even (resp. odd) chain maps ψ : Q[−n]→ R. Since the duality functor F 7→ F# sends projective
objects to injective objects and vice versa, it follows that the operation of sending a homogeneous
chain map ϕ : C → D[n] to the dual map ϕ# : D[n]# → C# induces an isomorphism ExtnP(F,G) ∼→
ExtnP(G#, F#), which we denote by z 7→ z#. Moreover, if z and w are homogeneous elements such
that the Yoneda product z · w makes sense, it follows that (z · w)# = (−1)z·ww# · z#, since this
holds when composing homogeneous morphisms in P . Finally, since F ∼= F##, it follows that
Ext•P(F##, G##) ∼= Ext•P(F,G). Thus we can consider the duality functor F 7→ F# as inducing
an anti-involution on extension groups in P .
3.3.2. Precomposition. Let H ∈ P . Precomposition with H, F 7→ F ◦ H, defines an exact even
linear endofunctor on the category Pev. Then for each F,G ∈ P , there exists an induced even
linear map Ext•Pev(F,G) → Ext•Pev(F ◦H,G ◦H) that is compatible with the Yoneda product inPev. Since precomposition by H commutes with the isomorphisms in (2.3.1), we can use (3.2.1)
together with Remark 3.2.2, to deduce that precomposition by H lifts to an even linear map
Ext•P(F,G)→ Ext•P(F ◦H,G ◦H) that is compatible with the Yoneda product (3.2.2).
3.3.3. Conjugation by Π. The operation F 7→ Π◦F of postcomposition with Π preserves projective
resolutions in Pev, sends homogeneous chain maps to homogeneous chain maps of the same parity,
and is compatible with the composition of homomorphisms. Then postcomposition with Π induces
for each F,G ∈ P an even isomorphism Ext•P(F,G) ∼→ Ext•P(Π ◦F,Π ◦G) that is compatible with
the Yoneda product (3.2.2). Now given F ∈ P , set FΠ = Π ◦ F ◦ Π. We refer to the operation
F 7→ FΠ as conjugation by Π. Combining the comments in this section with those of Section 3.3.2,
it follows for each F,G ∈ P that there exists an even isomorphism Ext•P(F,G) ∼→ Ext•P(FΠ, GΠ)
that is compatible with (3.2.2). We denote this map by z 7→ zΠ, and refer to it as the conjugation
action of Π on extension groups in P . Since Π ◦Π = I, then (zΠ)Π = z.
3.4. Cup products and coproducts. Let V,W ∈ V , and let d, e ∈ N. The exponential property
for Γ implies that Γd,V ⊗ Γe,W is isomorphic to a direct summand of Γd+e,V⊕W ∈ Pd+e. Then it
follows from Theorem 3.1.1 and the Ku¨nneth formula that if P and Q are projective resolutions in
Pev of A and C, respectively, then the tensor product of complexes P ⊗Q is a projective resolution
in Pev of A⊗C. Similarly, the external tensor product P Q is a projective resolution in (bi-P)ev
of A C. Now given B,D ∈ P , there exist well-defined even linear maps
ExtmP(A,B)⊗ ExtnP(C,D)→ Extm+nP (A⊗ C,B ⊗D) and(3.4.1)
ExtmP(A,B)⊗ ExtnP(C,D)→ Extm+nbi-P (A C,B D)(3.4.2)
induced by sending cocycles ϕ : P → B and ψ : Q → D to the tensor product of maps ϕ ⊗ ψ :
P ⊗Q→ B ⊗D or to the external tensor product of maps ϕ ψ : P Q→ B D, respectively.
The same argument as for [29, Proposition 3.6] shows that (3.4.2) induces an isomorphism
(3.4.3) κ : Ext•P(A,B)⊗ Ext•P(C,D) ∼→ Ext•bi-P(A C,B D).
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Suppose A is a P-coalgebra and B is a P-algebra. Then there exist even bilinear maps
ExtmP(A,C)⊗ ExtnP(A,D)→ Extm+nP (A,C ⊗D),(3.4.4)
ExtmP(C,B)⊗ ExtnP(D,B)→ Extm+nP (C ⊗D,B), and(3.4.5)
ExtmP(A,B)⊗ ExtnP(A,B)→ Extm+nP (A,B)(3.4.6)
that arise in the usual fashion from (3.4.1) by composing with the maps in cohomology induced by
the coproduct ∆A : A → A ⊗ A, the product mB : B ⊗ B → B, or both. We refer to these maps
as the cup products of the corresponding Ext-groups.
Given a graded P-algebra B = ⊕n∈ZBn, consider the diagram
Bi ⊗Bj mB //
T

Bi+j
Bj ⊗Bi mB // Bi+j
in which the left-hand vertical arrow is induced by the supertwist map. Set ε(B) = 0 if for each
i, j ∈ Z the above diagram commutes, and set ε(B) = 1 if for each i, j ∈ Z the above diagram
commutes up to the sign (−1)ij , i.e., if the grading makes B into a graded-commutative P-algebra.
If either of these conditions is satisfied, say that B is ε(B)-commutative. Similarly, one defines the
notion of ε(A)-cocommutativity for a graded P-coalgebra A. Now the next lemma follows from
essentially the same “straightforward (but tiresome)” reasoning as [12, Lemma 1.11].
Lemma 3.4.1. Let A =
⊕
n∈ZA
n be a graded P-coalgebra, and let B = ⊕n∈ZBn be a graded
P-algebra. Consider the diagram
(3.4.7)
ExtsP(Ai, Bi)⊗ ExttP(Aj , Bj) //
T

Exts+tP (A
i+j , Bi+j)
ExttP(Aj , Bj)⊗ ExtsP(Ai, Bi) // Exts+tP (Ai+j , Bi+j)
in which the horizontal arrows are the corresponding cup products, and the left-hand vertical arrow
is the supertwist map. If A is ε(A)-cocommutative and if B is ε(B)-commutative, then the diagram
commutes up to the sign (−1)st+ε(A)·ij+ε(B)·ij.
Recall that the diagonal functor D : V → V ×V and the direct sum functor Σ : V ×V → V are
adjoint functors (on both sides). Using the definition (2.4.10) of homomorphisms in the category
Γn(V ×V), it follows that D and Σ extend to a pair of adjoint functors Γn(V)→ Γn(V ×V) and
Γn(V × V) → Γn(V), which we also denote D and Σ. Then precomposition by D and Σ defines
a pair of adjoint functors Pn → P(n), F 7→ F ◦ Σ, and P(n) → Pn, F 7→ F ◦D. Extending
componentwise, we get a pair of exact adjoint functors P → bi-P , F 7→ F ◦ Σ, and bi-P → P ,
G 7→ G ◦D. Then for each F ∈ P and G ∈ bi-P , one gets an isomorphism
(3.4.8) α : Ext•bi-P(F ◦Σ, G) ∼→ Ext•P(F,G ◦D)
that is natural with respect to even homomorphisms in F or G. Now the next theorem follows by
the same reasoning as its classical analogue; cf. [12, §1.7] and [31, §§5.3–5.4], and also [20, §4.4].
Theorem 3.4.2. Let A ∈ P be an exponential superfunctor, let C ∈ Pm, and let D ∈ Pn. Write⊕
n∈NA
n for the polynomial decomposition of A. Then for each m,n ∈ N, the cup products (3.4.4)
and (3.4.5) induce isomorphisms
Ext•P(A
m, C)⊗ Ext•P(An, D) ∼= Ext•P(Am+n, C ⊗D), and(3.4.9)
Ext•P(C,A
m)⊗ Ext•P(D,An) ∼= Ext•P(C ⊗D,Am+n).(3.4.10)
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Let F ∈ P . We say that F is additive if the external direct sum F  F ∈ bi-P is isomorphic as
a strict polynomial bisuperfunctor to F ◦ Σ, i.e., if for each V,W ∈ V there exists a bifunctorial
isomorphism F (V ) ⊕ F (W ) ∼= F (V ⊕ W ). For example, if A is an exponential superfunctor
with polynomial decomposition
⊕
n∈NA
n, A0 = k, and n is the least positive integer such that
An 6= 0, then An is additive. The next theorem, a variant of a vanishing theorem originally due
to Pirashvili, is thus closely related to Theorem 3.4.2. Its proof follows from a repetition of the
proof of [15, Theorem 2.13], after first applying (3.2.1) to reduce to extension groups in the abelian
category Pev. (For historical context, see Kuhn [21, Remark 6.4].)
Theorem 3.4.3. Let T and T ′ be homogeneous strict polynomial superfunctors of positive degrees,
and let F ∈ P be an additive functor. Then Ext•P(F, T ⊗ T ′) = 0.
Finally, let A be a P-algebra and let B be a P-coalgebra. Then the coproduct
(3.4.11) Ext•P(A,B)→ Ext•P(A,B)⊗ Ext•P(A,B)
is defined in terms of the coproduct ∆B, the isomorphism α of (3.4.8), the homomorphism µA of
(2.5.1), and the isomorphism κ of (3.4.3) as the composite linear map
(3.4.12)
Ext•P(A,B)
∆B∗−→ Ext•P(A,B ⊗B) α
−1−→ Ext•bi-P(A ◦Σ, B B)
µ∗A−→ Ext•bi-P(AA,B B) κ
−1−→ Ext•P(A,B)⊗ Ext•P(A,B).
The reader can formulate the coproduct analogue of Lemma 3.4.1 by replacing the horizontal arrows
in (3.4.7) with the corresponding (left-facing) coproducts. If A is an exponential superfunctor, then
the composition κ−1 ◦ µ∗A ◦ α−1 in (3.4.12) is the inverse of the cup product isomorphism (3.4.9);
cf. the first paragraph of Remark 2.5.5.
3.5. Extn and n-extensions. Recall that, while P is not an abelian category, it is closed under
kernels and cokernels of homogeneous morphisms. Then it makes sense to consider exact sequences
in P in which each morphism is homogeneous. Given F,G ∈ P , define a homogeneous n-extension
of F by G in P to be an exact sequence
(3.5.1) E : 0→ G = En+1 → En → · · · → E1 → E0 = F → 0
in P in which each morphism is homogeneous. Define the parity of E to be the sum of the parities
of the morphisms appearing in E. Say that two n-extensions E and E′ of F by G in P satisfy the
relation E  E′ if there exists a commutative diagram
(3.5.2)
0 // G // En //

· · · // E1 //

F // 0
0 // G // E′n // · · · // E′1 // F // 0
in which each vertical arrow is a homogeneous morphism in P . Then the relation E  E′ generates
an equivalence relation E ∼ E′ on the set of homogeneous n-extensions of F by G.
One can show that if E  E′, and hence if E ∼ E′, then E and E′ must be of the same parity.
Define YextnP(F,G)0 (resp. Yext
n
P(F,G)1) to be the set of equivalence classes of even (resp. odd)
homogeneous n-extensions of F by G in P . One can also check that the operation of composing
(i.e., splicing) homogeneous extensions induces a well-defined product between equivalence classes.
We call this product the composition of homogeneous extensions in P .
Proposition 3.5.1. For each F,G ∈ P and each n ∈ N, there exist bijections
θ0 : Ext
n
P(F,G)0 → YextnP(F,G)0, and
θ1 : Ext
n
P(F,G)1 → YextnP(F,G)1
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under which the Yoneda product (3.2.2) of homogeneous elements corresponds to the composition
of homogeneous extensions in P.
Proof. First we construct θ0. Let Yext
n
Pev(F,G) be the set of equivalence classes of n-extensions of
F by G in the category Pev. Since Pev is an abelian category, it is well-known that there exists
a bijection θ′ : ExtnPev(F,G) → YextnPev(F,G) under which the Yoneda product for ExtnPev(F,G)
corresponds to the composition of extensions for YextnPev(F,G). Next, the inclusion of categoriesPev ↪→ P induces a function θ′′ : YextnPev(F,G) → YextnP(F,G)0 that is compatible with the
composition of extensions. We claim that θ′′ is a bijection. Assuming this, the composite
ExtnP(F,G)0 = Ext
n
Pev(F,G)
θ′→ YextnPev(F,G)
θ′′→ YextnP(F,G)0
then provides the desired bijection θ0.
To see that θ′′ is a surjection, let [E] ∈ YextnP(F,G)0, and write E as in (3.5.1). If each morphism
appearing in E is even, then [E] is in the image of θ′′, and we are done. Otherwise, let i be the
least index such that the morphism Ei+1 → Ei is odd. Then one can show that E  E′, where E′
is obtained from E by replacing Ei+1 by Π ◦ Ei+1, and replacing the morphisms Ei+1 → Ei and
Ei+2 → Ei+1 by the composites Π ◦Ei+1 ' Ei+1 → Ei and Ei+2 → Ei+1 ' Π ◦Ei+1, respectively.
Now arguing by induction on i, and using the assumption that E was even, it follows that E is
equivalent to an n-extension in which each morphism is even, and hence that [E] ∈ im(θ′′). To
see that θ′′ is an injection, let θ′′′ : YextnP(F,G)0 → ExtnP(F,G)0 = ExtnPev(F,G) be defined by
precisely the same procedure as in the first half of the proof of [16, Theorem IV.9.1]. Then the
composite θ′′′ ◦ θ′′ ◦ θ′ is the identity map, which proves that θ′′ must be one-to-one.
Define θ1 to be the composite function
ExtnP(F,G)1 ' ExtnP(F,Π ◦G)0
θ0−→ YextnP(F,Π ◦G)0 ' YextnP(F,G)1,
where the last isomorphism is the obvious parity-reversing bijection induced by the odd isomorphism
G ' Π ◦G. Then θ1 is a bijection, and using Remark 3.2.2 one can then check that θ0 and θ1 are
compatible with the respective products. 
3.6. Hypercohomology. Since HomP(−,−) defines a bifunctor Pev → svecev, contravariant in
the first variable and covariant in the second, we can consider for each chain complex A in Pev
and each cochain complex C in Pev the n-th hypercohomology group ExtnP(A,C) of HomP(−,−),
as defined for example in [7, XVII.2]. In particular, we will make extensive use of the fact that
if A is an object in P considered as a chain complex concentrated in degree zero, then the two
hypercohomology spectral sequences converging to Ext•P(A,C) are each right modules over the
Yoneda algebra Ext•P(A,A). For the reader’s convenience we briefly describe some of the details
behind this construction in this special case.
Let A ∈ P , and let C be a (non-negative) cochain complex in Pev. Let P = P• be a projective
resolution in Pev of A, and let Q = Q•,• be an injective Cartan-Eilenberg resolution in Pev of C.
For i, j ∈ N, set HomP(P,Q)i,j =
⊕
r+s=j HomP(Pr, Q
i,s). This indexing induces on HomP(P,Q)
the structure of a first quadrant double complex in which the horizontal differential is induced by the
horizontal differential from Q, and in which the vertical differential is induced by the differential
from P and the vertical differential from Q. Now ExtnP(A,C) is the n-th cohomology group of
the double complex HomP(P,Q). Interpreting homogeneous elements of ExtmP(A,A) as homotopy
classes of homogeneous chain maps P → P [m], the right action of ExtmP(A,A) on ExtnP(A,C),
ExtnP(A,C)⊗ ExtmP(A,A)→ Extm+nP (A,C),
is then induced by the composition of homomorphisms
HomP(P,Q)⊗HomP(P, P )→ HomP(P,Q).
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The first quadrant double complex HomP(P,Q) gives rise to two spectral sequences that each
converge to Ext•P(A,C). The first hypercohomology spectral sequence arises from computing the
cohomology of the double complex first along columns, and takes the form
(3.6.1) IEs,t1 = Ext
t
P(A,C
s)⇒ Exts+tP (A,C),
Then the differential d1 :
IEs,t1 → IEs+1,t1 identifies with the map in cohomology induced by the
differential Cs → Cs+1 of the complex C. The second hypercohomology spectral sequence arises
from computing the cohomology of the double complex first along rows, and takes the form
(3.6.2) IIEs,t2 = Ext
s
P(A,H
t(C))⇒ Exts+tP (A,C).
The two spectral sequences are related by the composite map
(3.6.3) IIEs,02  IIEs,0∞ ↪→ ExtsP(A,C) IE0,s∞ ↪→ IE0,s1 ,
which identifies with the map in cohomology ExtsP(A,H
0(C)) → ExtsP(A,C0) induced by the
inclusion H0(C) ↪→ C0; cf. [7, XVII.3], though what we index as the first spectral sequence is
indexed there as the second and vice versa. The reader can check that the filtrations on HomP(P,Q)
that give rise to (3.6.1) and (3.6.2) are compatible with the right action of HomP(P, P ), and thus
(3.6.1) and (3.6.2) become spectral sequences of right Ext•P(A,A)-modules. In particular, the right
action on the E1-page of (3.6.1) and the right action on the E2-page of (3.6.2) identify with the
corresponding Yoneda products defined in Section 3.2.
Remark 3.6.1. By general abstract nonsense, restriction from P to P extends for each F,G ∈ P
to a linear map Ext•P(F,G) → Ext•P(F |V0 , G|V0) that is compatible with Yoneda products. More
generally, if A ∈ P and if C is a cochain complex in Pev, then restriction from P to P induces a
linear map Ext•P(A,C)→ Ext•P(A|V0 , C|V0) on hypercohomology groups.
4. The Yoneda algebra Ext•P(I
(r), I(r))
Our goal in this section is to describe the structure of the Yoneda algebra Ext•P(I
(r), I(r)). Since
I(r) = I0
(r) ⊕ I1(r), it follows that Ext•P(I(r), I(r)) is isomorphic as an algebra to the matrix ring
(1.1.1). Thus, it suffices to describe each of the components of the matrix ring and to describe the
possible products between them. Our strategy is based on the inductive approach in [15] (in turn
based on that in [13]) using hypercohomology spectral sequences.
4.1. The super de Rham complex. Set Ω = S⊗A, and recall from Section 2.5 that Ω inherits
from S and A the structure of a P-algebra. Given i, n ∈ N with i ≤ n, define Ωin be the subfunctor
Sn−i ⊗Ai of Ω. Following [15, §4], we call i the cohomological degree and n the total degree of
Ωin. Now set Ωn =
⊕n
i=0 Ω
i
n and Ω
i =
⊕i
n=0 Ω
i
n. Then the cohomological grading Ω =
⊕
i∈N Ω
i
makes Ω into a graded-commutative graded P-algebra.
The product and coproduct maps6 on S and A induce natural transformations
d : Ωin = S
n−i ⊗Ai → Sn−i−1 ⊗ I ⊗Ai → Sn−i−1 ⊗Ai+1 = Ωi+1n , and
κ : Ωin = S
n−i ⊗Ai → Sn−i ⊗ I ⊗Ai−1 → Sn−i+1 ⊗Ai−1 = Ωi−1n .
One can check for each V ∈ V that d(V ) and κ(V ) each make Ω(V ) into a differential graded
superalgebra, and hence that d and κ are differentials. We refer to the resulting complexes (Ω,d)
and Kz := (Ω,κ) as the super de Rham complex and the super Koszul complex. On V0, (Ω,d)
and (Ω,κ) restrict to the ordinary de Rham complex (Ω, d) and the ordinary Koszul complex
Kz := (Ω, κ), respectively; cf. [13, 15]. On V1, (Ω,d) and (Ω,κ) restrict to the dual de Rham
complex (Ω#, d#) and the dual Koszul complex Kz# = (Ω#, κ#). Specifically, Ωin|V1 ∼= (Ωn−in )#.
6Recall the discussion immediately preceding Remark 2.5.5.
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If V is an abelian Lie superalgebra, then (Ω(V ),κ(V )) identifies with the Koszul resolution of V
as studied in [9, §3.1]. In particular, (Ω,κ) is acyclic.
Lemma 4.1.1. On Ωn, the transformation d ◦ κ+ κ ◦ d acts as multiplication by n.
Proof. Let V ∈ V , and set f = d(V ) ◦κ(V ) +κ(V ) ◦d(V ). Since d(V ) and κ(V ) each make Ω(V )
into a differential graded algebra, it follows that f acts as an ordinary algebra derivation on Ω(V ),
i.e., f(ab) = f(a) · b+ a · f(b) for all a, b ∈ Ω(V ). Then it suffices to consider the action of f on a
set of algebra generators for Ω(V ) = S(V )⊗A(V ), where the conclusion is easily verified. 
Since the de Rham differential d is a derivation, it follows that the cohomology H•(Ω) of Ω with
respect to d inherits the structure of a graded-commutative graded P-algebra. Since d respects the
total degree, one gets H•(Ω) =
⊕
n∈N H
•(Ωn), and Lemma 4.1.1 implies that H•(Ωn) 6= 0 only if
p | n. The next theorem is a super analogue of the Cartier isomorphism; see [8] or [15, Theorem 4.1].
Unlike its ordinary analgoue, the super Cartier isomorphism does not preserve the cohomological
degree.
Theorem 4.1.2. There exists a P-algebra isomorphism θ : Ω(1) ∼→ H•(Ω), which we call the super
Cartier isomorphism, that restricts for each n ∈ N to an isomorphism Ωn(1) ∼= H•(Ωpn).
Proof. First we show for each V ∈ V that Ω(V (1)) ∼= H•(Ω(V )) as superalgebras. Then we show
that this family of isomorphisms lifts to an isomorphism of strict polynomial superfunctors. Recall
from Section 2.5 that Ω is an exponential superfunctor. For V,W ∈ V , the exponential isomorphism
Ω(V ⊕W ) ∼= Ω(V )⊗Ω(W ) defines an isomorphism of complexes between Ω(V ⊕W ) and the tensor
product of complexes Ω(V ) ⊗Ω(W ). Then to prove that Ω(V (1)) ∼= H•(Ω(V )) as superspaces, it
suffices by the Ku¨nneth theorem to assume that V is one-dimensional.
First suppose V = k, and let v ∈ V be nonzero. Then Ω0n(V ) = Sn(V ) ⊗ A0(V ) is spanned
by vn ⊗ 1, Ω1n(V ) = Sn−1(V ) ⊗A1(V ) is spanned by vn−1 ⊗ v, and Ωin(V ) = 0 otherwise. Now
d(vn ⊗ 1) = n · (vn−1 ⊗ v), so Hi(Ωn(V )) is one-dimensional and spanned by the class of vn ⊗ 1 if
i = 0 and p | n, is one-dimensional and spanned by the class of vn−1 ⊗ v if i = 1 and p | n, and is
zero otherwise. Then H•(Ωpn(V )) ∼= Ωn(V (1)) as superspaces.
Next suppose V = Π(k), and let v ∈ V be nonzero. Then Ωnn(V ) = S0(V )⊗An(V ) is spanned
by 1⊗ γn(v), Ωn−1n (V ) = S1(V )⊗An−1(V ) is spanned by v ⊗ γn−1(v), and Ωin(V ) = 0 otherwise.
Now d(v ⊗ γn−1(v)) = n · (1⊗ γn(v)), so Hi(Ω(V )) is one-dimensional and spanned by the class of
v⊗ γn−1(v) if i = n− 1 and p | n, is one-dimensional and spanned by the class of 1⊗ γn(v) if i = n
and p | n, and is zero otherwise. Then H•(Ωpn(V )) ∼= Ωn(V (1)) as superspaces.
Now let V ∈ V be arbitrary. Let {v1, . . . , v`} be a homogeneous basis for V , and let {v′1, . . . , v′`}
be the same set but considered as a basis for V (1). From the previous two paragraphs, it follows not
only that Ω(V (1)) ∼= H•(Ω(V )) as superspaces, but that H•(Ω(V )) is generated as a superalgebra
by the cohomology classes of vpi ⊗ 1 and vp−1i ⊗ vi for vi = 0, and the classes of vi ⊗ γp−1(vi)
and 1 ⊗ γpe(vi) for vi = 1 and e ≥ 1. These elements generate a subalgebra of Ω(V ) isomorphic
to Ω(V (1)). Explicitly, there exists an injective algebra homomorphism θ(V ) : Ω(V (1)) ↪→ Ω(V )
satisfying
(4.1.1)
v′i ⊗ 1 7→ vpi ⊗ 1
1⊗ v′i 7→ vp−1i ⊗ vi
}
for vi = 0,
v′i ⊗ 1 7→ vi ⊗ γp−1(vi)
1⊗ γpe(v′i) 7→ 1⊗ γpe+1(vi)
}
for vi = 1 and e ≥ 0.
Then θ(V ) induces an isomorphism of superalgebras Ω(V (1)) ∼= H•(Ω(V )), which by abuse of
notation we also denote by θ(V ). Using the relations in the divided power algebra and the fact
that λp = λ for all λ ∈ Fp ⊆ k, one can check that θ(V )(1⊗ γn(v′i)) = 1⊗ γpn(vi) for all n ∈ N.
Set F = H•(Ω) ∈ P . Now we show that the isomorphism θ(V ) : Ω(V (1)) → F (V ) lifts to an
isomorphism of strict polynomial superfunctors. To do this, we must show for each V,W ∈ V , each
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φ ∈ Γpn Homk(V,W ), and each z ∈ Ωn(V (1)) that
(4.1.2) [θ(W ) ◦Ω(1)(φ)](z) = [F (φ) ◦ θ(V )](z).
Since the multiplication morphisms for Ω(1) and H•(Ω) are natural transformations, it suffices to
verify (4.1.2) as z ranges over a set of generators of the algebra Ω(V (1)). By linearity, it also suffices
to verify (4.1.2) as φ ranges over a basis for Γpn Homk(V,W ). We will also find it convenient not
to consider F (φ) directly, but to consider the function Ω(φ) that induces F (φ).
Let {w1, . . . , wm} be a homogeneous basis for W , and let {w′1, . . . , w′m} be the same set but con-
sidered as a basis for W (1). For each 1 ≤ i ≤ ` and 1 ≤ j ≤ m, let ei,j ∈ Homk(V,W ) be the “matrix
unit” satisfying ei,j(va) = δj,awi, and let e
′
i,j be the corresponding element of Homk(V
(1),W (1)).
Then the ei,j form a homogeneous basis for Homk(V,W ). Consequently, Γ(Homk(V,W )) admits a
basis consisting of all monomials
∏
i,j γai,j (ei,j) (the products taken, say, in the lexicographic order)
with ai,j ∈ N and ai,j ≤ 1 if ei,j = 1. Of course, a similar statement holds for Γ(Homk(V (1),W (1))).
Now to verify (4.1.2), we can assume that φ =
∏
i,j γai,j (ei,j) for some ai,j ∈ N with ai,j ≤ 1 if
ei,j = 1, and that z is one of the generators for Ω(V
(1)) appearing in (4.1.1).
First we consider the expression [θ(W ) ◦Ω(1)(φ)](z). Since (Ω(1))(φ) = Ω(ϕ#(φ)), where ϕ# is
the dual Frobenius morphism described in (2.7.2), it follows that ϕ#(φ) = 0 if p - ai,j for some ai,j ,
and ϕ#(φ) =
∏
i,j γai,j/p(e
′
i,j) otherwise. So suppose p | ai,j for each ai,j ; say ai,j = pbi,j . If v′n = 0
and z = v′n ⊗ 1 ∈ Ω1(V (1)), then by assumption
∑
i,j ai,j = p, so φ = γp(ei,j) for some i, j. Then
[θ(W ) ◦Ω(1)(γp(ei,j))](v′n ⊗ 1) = δj,n · θ(W )(w′i ⊗ 1) = δj,n(wpi ⊗ 1), and similarly,
[θ(W ) ◦Ω(1)(γp(ei,j))](1⊗ v′n) = δj,n(wp−1i ⊗ wi) if v′n = 0, and
[θ(W ) ◦Ω(1)(γp(ei,j))](v′n ⊗ 1) = δj,n(wi ⊗ γp−1(wi)) if v′n = 1.
Now suppose v′n = 1 and z = 1⊗ γpe(v′n) ∈ Ωpe(V (1)). Then
∑
i,j ai,j = p
e+1, and
[θ(W ) ◦Ω(1)(φ)](z) = [θ(W ) ◦Ω(∏i,j γbi,j (e′i,j))](1⊗ γpe(v′n))
= θ(W )
(∏
bi,j 6=0[δj,n · (1⊗ γbi,j (w′i))]
)
=
∏
ai,j 6=0[δj,n · (1⊗ γai,j (wi))].
Next we consider the expression [Ω(φ)◦θ(V )](z). Set c = ∑i,j ai,j , let H be the Young subgroup∏
i,j Sai,j of Sc, and let J ⊂ Sc be a set of right coset representatives for H. Then as in [3, IV.5.3],
we can write φ =
∏
i,j γai,j (ei,j) in the form
(4.1.3) φ =
∑
σ∈J
(⊗
i,j [(ei,j)
⊗ai,j ]
)
.σ,
where the factors in the tensor product are taken in the lexicographic order. Now suppose v′n = 0
and z = v′n ⊗ 1. Then
∑
i,j ai,j = p, and [Ω(φ) ◦ θ(V )](v′n ⊗ 1) = Sp(φ)(vpn) ⊗ 1. From (4.1.3) it
follows that Sp(φ)(vpn) = 0 unless ai,j = 0 for all j 6= n. So suppose ai,j = 0 for all j 6= n. Then
Sp(φ)(vpn) =
(
p
a1,n,a2,n,...,a`,n
) (∏`
i=1w
ai,n
i
)
∈ Sp(W ).
Since k is a field of characteristic p, the multinomial coefficient in this expression is equal to zero
if ai,n < p for some i. Then [Ω(φ) ◦ θ(V )](v′n ⊗ 1) = 0 unless φ = γp(ei,j) for some i and j, and
in this case one has [Ω(γp(ei,j)) ◦ θ(V )](v′n ⊗ 1) = δj,n(wpi ⊗ 1). A similar analysis shows that
[Ω(γp(ei,j)) ◦ θ(V )](1⊗ v′n) = δj,n(wp−1i ⊗wi), but that if φ =
∏
i,j γai,j (ei,j) and ai,j 6= 0 for j 6= n,
or if ai,j 6= 0 for more than one factor in the product, then [Ω(φ) ◦ θ(V )](1⊗ v′n) is either equal to
zero or (assuming ai,j = 0 for j 6= n) is equal to the coboundary of (
∏
1≤i≤mw
ai,n
i )⊗ 1.
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Now suppose v′n = 1, z = 1⊗ γpe(v′n), and φ =
∏
i,j γai,j (ei,j). Then
[Ω(φ) ◦ θ(V )](1⊗ γpe(v′n)) = Ω(φ)(1⊗ γpe+1(vn)) =
∏
ai,j 6=0[δj,n · (1⊗ γai,j (wi))].
The analysis of Ω(V ) from the one-dimensional case shows that the last expression in this equation
is a coboundary unless p | ai,j for all ai,j . Finally, suppose v′n = 1 and z = v′n ⊗ 1. Then
[Ω(φ) ◦ θ(V )](v′n ⊗ 1) = Ω(φ)(vn ⊗ γp−1(vn))
= [Ω(φ) ◦ κ(V )](1⊗ γp(vn))
= [κ(W ) ◦Ω(φ)](1⊗ γp(vn)).
Now Ω(φ)(1⊗ γp(vn)) =
∏
ai,j 6=0[δj,n(1⊗ γai,j (wi))], and this expression is a coboundary in Ωp(W )
unless p | ai,j for all ai,j . But κ(W ) ◦ d(W ) = −d(W ) ◦ κ(W ) on Ωp(W ) by Lemma 4.1.1, so it
follows that [Ω(φ) ◦ θ(V )](v′n ⊗ 1) is a coboundary unless p | ai,j for all ai,j , i.e., unless φ = γp(ei,j)
for some i and j. On the other hand, if φ = γp(ei,j), then [Ω(φ)◦θ(V )](v′n⊗1) = δj,n(wi⊗γp−1(wi)).
Combining the observations of the previous four paragraphs, (4.1.2) then follows. 
Remark 4.1.3. As a P-algebra, Ω(1) ∼= S(1) ⊗A(1). Identifying H•(Ωpn) with Ω(1)n via the super
Cartier isomorphism, one gets, in the notation of (2.7.6),
Ht(Ωpn) =
⊕
a+b+c+d=n
b(p−1)+c+pd=t
(S
a(1)
0 ⊗ Λb(1)1 )⊗ (Λc(1)0 ⊗g Γd(1)1 ).
4.2. The super Koszul kernel subcomplex. Given i, n ∈ N with i ≤ n, set
Kin = ker{κ : Ωin → Ωi−1n }.
It follows from Lemma 4.1.1 that (Kpn,d) is a subcomplex of (Ωpn,d). We call (Kpn,d) the
Koszul kernel subcomplex of Ωpn. On V0, Kin restricts to the Koszul kernel subfunctor Kin defined
in [13,15]. In particular, (Kpn,d) restricts to the ordinary Koszul kernel subcomplex (Kpn, d). On
V1, Kin restricts to (Kn−i−1n )#, and (Kpn,d) restricts to (K#pn, d#).
Since (Ω,κ) is acyclic, there exist for each 0 ≤ i ≤ n and r ≥ 1 short exact sequences in Pev
(4.2.1)
0→Kin → Ωin κ→Ki−1n → 0,
0→Kin ◦ I(r)0 → Ωin ◦ I(r)0 κ
(r)→ Ki−1n ◦ I(r)0 → 0,
0→Kin ◦ I(r)1 → Ωin ◦ I(r)1 κ
(r)→ Ki−1n ◦ I(r)1 → 0.
Since K0n = Ω
0
n
∼= Sn, Knn = 0, and Ωnn ∼= An, the associated long exact sequences in cohomology
together with Theorem 3.4.3 then imply:
Lemma 4.2.1. Suppose F ∈ P is additive. Then for all i, n, r ∈ N with i < n and r ≥ 1,
ExtsP(F,S
n) ∼= Exts+iP (F,Kin) ∼= Exts+n−1P (F,An),(4.2.2)
ExtsP(F, S
n(r)
0 )
∼= Exts+iP (F,Kin ◦ I(r)0 ) ∼= Exts+n−1P (F,Λn(r)0 ),(4.2.3)
ExtsP(F,Λ
n(r)
1 )
∼= Exts+iP (F,Kin ◦ I(r)1 ) ∼= Exts+n−1P (F,Γn(r)1 ).(4.2.4)
Corollary 4.2.2. Suppose F ∈ P is additive. Then for all n, r ∈ N with r ≥ 1,
ExtsP(F, S
n(r)
1 )
∼= Exts+n−1P (F,Λn(r)1 ) and
ExtsP(F,Λ
n(r)
0 )
∼= Exts+n−1P (F,Γn(r)0 ).
Proof. The reader can check that F ∈ P is additive if and only if F ◦Π and Π◦F are additive. Then
the isomorphisms follow from (4.2.3), (4.2.4), and (2.7.9) by considering the conjugation action of
Π on extension groups in P . 
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Remark 4.2.3. The connecting homomorphisms that induce the isomorphisms in Lemma 4.2.1
can be realized as left Yoneda products by the extension classes of the short exact sequences in
(4.2.1); cf. [16, IV.9]. Thus, the isomorphism ExtsP(F,S
n) ∼= Exts+n−1P (F,An) identifies with left
multiplication by the extension class of the super Koszul complex Kzn. Using (2.7.7) to consider
the r-th Frobenius twists of the ordinary Koszul complex Kzn and its dual Kzn
# as exact sequences
in P , the composite isomorphism in (4.2.3) identifies with left multiplication by the extension class
in Extn−1P (S
n
0
(r),Λn0
(r)) of Kzn
(r), and the composite isomorphism in (4.2.4) identifies with left
multiplication by the extension class in Extn−1P (Λ
n
1
(r),Γn1
(r)) of{
Kz
#(r)
n ◦Π if n is even,
Π ◦Kz#(r)n ◦Π if n is odd.
Conjugating by Π (if n is odd), or pre-composing with Π (if n is even), we see that similar remarks
also apply to the isomorphisms in Corollary 4.2.2. Since the Yoneda product is associative, it follows
that the isomorphisms in Lemma 4.2.1 and Corollary 4.2.2 commute with right multiplication by
elements of the Yoneda algebra Ext•P(F, F ).
Remark 4.2.4. Since the restriction functor P → P maps Kzn to the ordinary Koszul complex
Kzn, and since it forgets the fact that Kzn
(r) had been lifted to P , it follows that the isomorphisms
in (4.2.2) and (4.2.3) fit into commutative diagrams
Ext•P(F,S
n)
∼ //

Ext•+n−1P (F,A
n)

Ext•P(F |V0 , Sn)
∼ // Ext•+n−1P (F |V0 ,Λn)
Ext•P(F, S
n(r)
0 )
∼ //

Ext•+p
r−1
P (F,Λ
n(r)
0 )

Ext•P(F |V0 , Sn(r))
∼ // Ext•+p
r−1
P (F |V0 ,Λn(r))
in which the vertical arrows are the corresponding restriction homomorphisms. The isomorphisms
in the bottom rows of each diagram are the isomorphisms in [15, Proposition 4.4], which also admit
descriptions as left multiplication by the extension classes of Kzn and Kzn
(r), respectively.
It is straightforward to check that the Koszul differential is compatible with the super Cartier
isomorphism. For example, if v′i = 1 and e ≥ 0, then
[θ(V ) ◦ κ(V (1))](1⊗ γpe(v′i)) = θ(V )(v′i ⊗ γpe−1(v′i))
= θ(V )(v′i ⊗ 1) · θ(V )(1⊗ γpe−1(v′i))
= (vi ⊗ γp−1(vi)) · (1⊗ γpe+1−p(vi))
= vi ⊗ γpe+1−1(vi)
= [κ(V ) ◦ θ(V )](1⊗ γpe(v′i)).
Then one has the following analogue of [13, Proposition 3.5]:
Proposition 4.2.5. The super Cartier isomorphism restricts for each n ∈ N to an isomorphism
K(1)n
∼= H•(Kpn).
In particular, the inclusion of complexes Kpn ↪→ Ωpn induces an inclusion H•(Kpn) ↪→ H•(Ωpn).
Proof. As in [13], we consider Ωpn as a module over the self-injective algebra D := k[x]/(x
2), with
x acting via the Koszul differential κ. More accurately, for each V ∈ V the superspace Ωpn(V ) is
naturally a D-module, with x acting via κ(V ), but for the sake of legibility we will omit explicit
references to V in most of the rest of the proof. Then ΩDpn = Kpn and [Ω
(1)
n ]D = K
(1)
n . Moreover,
since the action of κ on Ω is acyclic, Ω is free, hence injective, as a D-module. The super Cartier
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isomorphism θ : Ω
(1)
n
∼→ H•(Ωpn) restricts to an isomorphism K(1)n ∼→ H•(Ωpn)D, which we denote
by θD. Evidently, θD factors through the composite
K(1)n
θK−→ H•(Kpn) H
•(ι)−→ H•(Ωpn)D,
where θK is the natural map induced by θ, and H
•(ι) is the map in cohomology induced by the
inclusion of complexes ι : Kpn = Ω
D
pn ↪→ Ωpn. Then to show that θK is an isomorphism, it suffices
to show that H•(ι) is an isomorphism.
For j ∈ Z, set Qj = Ωpn, and let dQ : Qj → Qj+1 be (−1)jd, where d : Ωpn → Ωpn is the
de Rham differential on Ωpn. Then by Lemma 4.1.1, Q
• is a cochain complex of D-modules,
and Hj(Q) = H•(Ωpn) for each j ∈ Z. Also, Hj(QD) = H•(ΩDpn) = H•(Kpn). Next, let (P, dP )
be a projective resolution of the trivial D-module k. Now consider the right half-plane double
complex Ci,j = HomD(Pi, Q
j). The row-wise and column-wise filtrations of the total complex
Tot(C) are both exhaustive and weakly convergent in the sense of [25, §3.1], so by [25, Theorem
3.2] they give rise, as in Section 3.6, to a pair of spectral sequences IE and IIE that each converge
to H•(Tot(C)). First computing the cohomology of C along columns, and using the fact that
Hj(Q) = H•(Ωpn) ∼= Ω(1)n is injective for the action of D, one gets
IEi,j1 = HomD(Pi,H
j(Q)), hence IEi,j2 =
{
HomD(k,H
j(Q)) = H•(Ωpn)D if i = 0,
0 if i 6= 0.
On the other hand, first computing the cohomology of C along rows, and using the injectivity of
Qj = Ωpn as a D-module, one gets
IIEi,j1 =
{
HomD(k,Q
j) if i = 0,
0 if i 6= 0, hence
IIEi,j2 =
{
Hj(QD) = H•(Kpn) if i = 0,
0 if i 6= 0.
In particular, both spectral sequences collapse at the E2-page to the column i = 0, so the map
H•(Kpn) = IIE
0,j
2 =
IIE0,j∞
∼→ Hj(Tot(C)) ∼→ IE0,j∞ = IE0,j2 = H•(Ωpn)D
is an isomorphism. In other words, for each V ∈ V , the spaces H•(Kpn(V )) and H•(Ωpn(V ))D are
each of the same finite dimension. Then for each V ∈ V , the map H•(ι) must be an isomorphism,
and hence so must θK . 
Replacing Kn by H
•(Kpn), there is the following analogue of Lemma 4.2.1:
Lemma 4.2.6. Let n ∈ N and let F ∈ Ppn be an additive functor. Then for 0 ≤ t ≤ n− 1,
ExtsP(F, S
n(1)
0 )
∼= ExtsP(F,H0(Kpn)) ∼= Exts+tP (F,Ht(Kpn)),(4.2.5)
ExtsP(F,Λ
n(1)
1 )
∼= ExtsP(F,Hn(p−1)(Kpn)) ∼= Exts+tP (F,Ht+n(p−1)(Kpn)),(4.2.6)
and ExtsP(F,H
t(Kpn)) = 0 if n ≤ t < n(p− 1) or if t ≥ pn.
Proof. It follows from Lemma 4.1.1 that there exists a short exact sequence of cochain complexes
0→K•pn → Ω•pn κ→K•−1pn → 0,
provided the differentials d : Ωipn → Ωi+1pn and d : Kipn →Ki+1pn are each replaced by (−1)id. Then
the corresponding long exact sequence in cohomology takes the form
· · · → Ht−1(K•−1pn )→ Ht(K•pn)→ Ht(Ω•pn)→ Ht(K•−1pn )→ Ht+1(K•pn)→ · · · .
Since Ht(K•−1pn ) = H
t−1(K•pn), and since by Proposition 4.2.5 the inclusion of complexes K
•
pn ↪→
Ω•pn induces an inclusion at the level of cohomology groups, the long exact sequence decomposes
into a family of short exact sequences of the form
(4.2.7) 0→ Ht(Kpn)→ Ht(Ωpn)→ Ht−1(Kpn)→ 0.
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Identifying Ht(Ωpn) with a subfunctor of Ωn
(1) as in Remark 4.1.3, and identifying Ht−1(Kpn) with
a subfunctor of Kn
(1), the map Ht(Ωpn)→ Ht−1(Kpn) in (4.2.7) identifies with κ(1).
Now consider the long exact sequence in cohomology obtained by applying HomP(F,−) to (4.2.7).
It follows from Theorem 3.4.3 and Remark 4.1.3 that ExtsP(F,H
t(Ωpn)) = 0, and hence that
ExtsP(F,H
t−1(Kpn)) ∼= Exts+1P (F,Ht(Kpn)), except perhaps if t equals 0, n, n(p− 1), or pn. Since
H0(Kpn) = H
0(Ωpn) ∼= Sn0 (1) and Hpn(Kpn) = 0, this establishes (4.2.5), the second isomorphism
in (4.2.6), and the equality ExtsP(F,H
t(Kpn)) = 0 for t ≥ pn.
Next recall that the Koszul differential defines an isomorphism Ωnn
∼= Kn−1n . Then the family
of maps κ(1) : Ht(Ωpn) → Ht−1(Kpn) in (4.2.7) restricts to an isomorphism from the subfunctor
Ωnn
(1) of H•(Ωpn) to the subfunctor K
n−1(1)
n of H
•(Kpn). By Remark 4.1.3 and Theorem 3.4.3,
ExtsP(F,Ω
n(1)
n )
∼= ExtsP(F,Hn(Ωpn))⊕ ExtsP(F,Hpn(Ωpn)).
Then taking t = n in (4.2.7), it follows in the long exact sequence in cohomology that the map
ExtsP(F,κ
(1)) : ExtsP(F,H
n(Ωpn))→ ExtsP(F,Hn−1(Kpn))
is injective. On the other hand,
Ext
s−(n−1)
P (F, S
n(1)
0 )
∼= ExtsP(F,Λn(1)0 ) ∼= ExtsP(F,Hn(Ωpn))
by (4.2.3), and Ext
s−(n−1)
P (F, S
n(1)
0 )
∼= ExtsP(F,Hn−1(Kpn)) by (4.2.5). Moreover, extension groups
between homogeneous functors in P are always finite-dimensional, since by Theorem 3.1.1 they
can be identified with extension groups between finite-dimensional modules for a finite-dimensional
algebra. Then ExtsP(F,κ(1)) must be an isomorphism, and it follows from the long exact sequence
in cohomology that ExtsP(F,H
n(Kpn)) = 0. Now with the observations of the previous paragraph,
this shows that Ext•P(F,H
t(Kpn)) = 0 for n ≤ t < n(p− 1).
Finally, taking t = n(p−1) in (4.2.7), it now follows from the long exact sequence in cohomology,
Remark 4.1.3, and Theorem 3.4.3, and the previous observations that the inclusion Kpn ↪→ Ωpn
induces isomorphisms
(4.2.8) Ext•P(F,Hn(p−1)(Kpn)) ∼= Ext•P(F,Hn(p−1)(Ωpn)) ∼= Ext•P(F,Λn(1)1 ).
4.3. Vector space structure of Ext•P(I
(r), S0
pr−1(1)). Our goal in this section is to describe for
r ≥ 1 the E2-pages of the spectral sequence
E
s,t
2 = Ext
s
P(I
(r),Ht(Ωpr))⇒ Exts+tP (I(r),Ωpr), and(4.3.1)
Es,t2 = Ext
s
P(I
(r),Ht(Kpr))⇒ Exts+tP (I(r),Kpr)(4.3.2)
obtained by taking A = I(r) and C = Ωpr or C = Kpr in (3.6.2). Since I
(r) = I0
(r) ⊕ I1(r),
it follows that (4.3.1) and (4.3.2) each decompose into a direct sum of hypercohomology spectral
sequences. Specifically, given ` ∈ {0, 1}, let
E
s,t
2,` = Ext
s
P(I
(r)
` ,H
t(Ωpr))⇒ Exts+tP (I(r)` ,Ωpr), and(4.3.3)
Es,t2,` = Ext
s
P(I
(r)
` ,H
t(Kpr))⇒ Exts+tP (I(r)` ,Kpr)(4.3.4)
be the hypercohomology spectral sequences obtained by taking A = I`
(r) and C = Ωpr or C = Kpr
in (3.6.2), respectively. Then (4.3.1) is the direct sum of the spectral sequences obtained by taking
` = 0 and ` = 1 in (4.3.3), and similarly for (4.3.2) and (4.3.4). We will exploit these direct sum
decompositions to make explicit calculations. As a byproduct of our work, we will obtain the vector
space structure of the extension group Ext•P(I
(r), S0
pr−1(1)). First we compute the abutments of
the spectral sequences (4.3.3) and (4.3.4).
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Lemma 4.3.1. Let r ≥ 1, and let ` ∈ {0, 1}. Then:
ExtsP(I
(r)
` ,Ωpr) =
{
k if ` = 0 and either s = 0 or s = 2pr − 1,
0 otherwise.
ExtsP(I
(r)
` ,Kpr) =
{
k if ` = 0 and s is even with 0 ≤ s < 2pr,
0 otherwise.
Proof. First take A = I`
(r) and C = Ωpr in (3.6.1). Then it follows from Theorem 3.4.3, (4.2.2),
the injectivity of Sn, and (3.1.2) that IEs,t1 = k if ` = 0 and s = t = 0, or if ` = 0, s = p
r, and
t = pr − 1, but that IEs,t1 = 0 otherwise. Since the nonzero terms in the spectral sequence are of
non-adjacent total degrees, it follows that the spectral sequence collapses at the E1-page and that
ExtsP(I`(r),Ωpr) is described as claimed. Now take A = I`(r) and C = Kpr in (3.6.1). Then as
above, it follows from (4.2.2) that IEs,t1 = k if ` = 0 and s = t with 0 ≤ s < pr, but that IEs,t1 = 0
otherwise. Again, the nonzero terms in the spectral are of non-adjacent total degrees, so it follows
that ExtsP(I`(r),Kpr) is described as in the statement of the lemma. 
Our focus for the rest of this section is on analyzing the spectral sequences (4.3.3) and (4.3.4).
For the rest of this section, set q = pr−1. Theorem 3.4.3 and Remark 4.1.3 imply that
(4.3.5)
E
s,0
2,`
∼= ExtsP(I(r)` , Sq(1)0 ), E
s,q
2,`
∼= ExtsP(I(r)` ,Λq(1)0 ),
E
s,(p−1)q
2,`
∼= ExtsP(I(r)` ,Λq(1)1 ), E
s,pq
2,`
∼= ExtsP(I(r)` ,Γq(1)1 ),
and E
s,t
2,` = 0 otherwise. Then Lemma 4.2.1, (2.7.4), and (2.7.9) imply
E
s,0
2,0
∼= Es+q−1,q2,0 ∼= Es+q−1,(p−1)q2,1 ∼= Es+2(q−1),pq2,1 , and
E
s,0
2,1
∼= Es+q−1,q2,1 ∼= Es+q−1,(p−1)q2,0 ∼= Es+2(q−1),pq2,0 .
(4.3.6)
Similarly, Lemma 4.2.6 implies that
(4.3.7)
Es,02,`
∼= Es+t,t2,` and Es,(p−1)q2,` ∼= Es+t,(p−1)q+t2,` for 0 ≤ t ≤ q − 1, but
Es,t2,` = 0 if q ≤ t < (p− 1)q or if t ≥ pq.
The proof of Lemma 4.2.6 shows that the inclusion Kpr ↪→ Ωpr induces isomorphisms
(4.3.8) Es,02,`
∼= Es,02,` and Es,(p−1)q2,` ∼= E
s,(p−1)q
2,` .
Finally, Lemma 4.3.1 implies that⊕
i+j=sE
i,j
∞,` =
{
k if ` = 0 and s = 0 or s = 2pr − 1,
0 otherwise,
⊕
i+j=sE
i,j
∞,` =
{
k if ` = 0 and s is even with 0 ≤ s < 2pr,
0 otherwise.
(4.3.9)
Theorem 4.3.2. Set q = pr−1. In the spectral sequences E2,0 and E2,1, one has
E
s,0
2,0
∼= Es+q−1,q2,0 ∼= Es+q−1,(p−1)q2,1 ∼= Es+2(q−1),pq2,1 ∼=
{
k if s ≡ 0 mod 2q and s ≥ 0,
0 otherwise,
(4.3.10)
E
s,0
2,1
∼= Es+q−1,q2,1 ∼= Es+q−1,(p−1)q2,0 ∼= Es+2(q−1),pq2,0 ∼=
{
k if s ≡ pr mod 2q and s ≥ pr,
0 otherwise.
(4.3.11)
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Proof. The proof is by induction on s. To help avoid getting lost in a sea of spectral sequence
notation, we break the proof into four steps that we illustrate in Figures 1–5. The figures are
drawn for the case p = 5 and r = 2, but are representative (via an appropriate rescaling) of the
general situation. The figures illustrate the information about each spectral sequence that has
been explicitly determined, or can be deduced using the isomorphisms and equalities preceding the
theorem, at the completion of that step of the proof. In each figure, a solid horizontal line indicates
a row in which terms may be nonzero. On those lines, an open dot at the point (s, t) means that the
corresponding term is zero, a closed dot at (s, t) means that the corresponding term is isomorphic
to k, and a lack of any dot indicates that no information about that term has yet been determined.
Arrows indicate that the corresponding differential has been determined to be an isomorphism. In
the diagrams for E2,0, a dashed line passes through terms of total degree 2p
r − 1.
Step 1. Since (4.3.6) is valid for all s ∈ Z, and since (4.3.3) and (4.3.4) are first quadrant spectral
sequences, (4.3.10) and (4.3.11) are true for s < 0. Next, it follows from (4.3.9) that E
0,0
2,0 = k and
E
0,0
2,1 = 0, and hence that (4.3.10) and (4.3.11) are true if s = 0. See Figure 1.
Step 2. Since E∞,1 = 0, it follows that E
s,0
2,1 6= 0 only if there exist integers i, j with i+ j = s− 1
and i ≤ s − 2 such that Ei,j2,1 6= 0. Now an induction argument using the information from Step 1
and the isomorphism E
s,0
2,1
∼= Es+q−1,q2,1 shows that Es,02,1 = 0 for s ≤ pr − 1. Then (4.3.11) is true for
s ≤ pr − 1. See Figure 2.
Step 3. Since E
s,t
∞,0 = 0 if s+ t /∈ {0, 2pr − 1}, and since Es,(p−1)q2,0 = Es,pq2,0 = 0 for s ≤ pr + q − 2
by Step 2, it follows for 0 < s < 2pr − 1 that the differential on the (q + 1)-th page of (4.3.3)
induces an isomorphism dq+1 : E
s−q−1,q
2,0
∼→ Es,02,0. Then an induction argument like that in the proof
of [15, (4.5.5)] shows that (4.3.10) is true for s < 2pr − 1. See Figure 3.
Step 4. Now combining the validity of (4.3.10) for s < 2pr−1 with (4.3.7), (4.3.8), and the validity
of (4.3.11) for s ≤ pr − 1, it follows that all terms of total degree 2pr − 1 in E2,0 are zero except
perhaps E2p
r−1,0
2,0 and E
pr+q−1,(p−1)q
2,0 , and that E
2pr−q−1,q−1
2,0
∼= k is the only nonzero term of total
degree 2pr−2 in E2,0. But E∞,0 is one-dimensional in total degree 2pr−2 by (4.3.9), so E2p
r−q−1,q−1
2,0
must survive to the abutment, and hence the differential dq+1 : E
2pr−q−1,q−1
2,0 → E2p
r−1,0
2,0 must be
trivial. Now since E∞,0 = 0 in all odd total degrees, it follows that E
2pr−1,0
2,0 = 0. Then by (4.3.8),
the statement (4.3.10) is true for s = 2pr − 1 as well. See Figure 4.
Step 5. We have established so far that (4.3.10) is true for s < 2pr, and that (4.3.11) is true
for s < pr. Given m ∈ N, set u = pr + 2qm and set v = u + pr = 2pr + 2qm. We now proceed
by induction on m to show that if (4.3.10) is true for s < v and if (4.3.11) is true for s < u, then
(4.3.10) is true for s < v + 2q and (4.3.11) is true for s < u+ 2q.
First, it follows from the induction hypothesis and (4.3.7) and (4.3.8) that the nonzero terms
Es,t2,1 (resp. E
s,t
2,0) with (p− 1)q ≤ t < pq that have been explicitly determined so far are in distinct
even (resp. odd) total degrees. Similarly, the nonzero terms Es,t2,1 (resp. E
s,t
2,0) with 0 ≤ t < q that
have been explicitly determined so far are in distinct odd (resp. even) total degrees. Then since
E∞,1 = 0, there must be a nontrivial differential originating at the term E
u−(p−1)q−1,(p−1)q
2,1
∼= k. By
the induction hypothesis, Es,t2,1 = 0 for all s, t with 0 < t < q and s+ t = u. Then the differential
(4.3.12) d(p−1)q+1 : E
u−(p−1)q−1,(p−1)q
2,1 → Eu,02,1
must be nontrivial. By the induction hypothesis there are no other nontrivial terms of total degree
u− 1 in E2,1, so since E∞,1 = 0, this differential must be an isomorphism. Then k ∼= Eu,02,1 ∼= E
u,0
2,1 ,
and by a similar argument as for Step 2, we deduce from the induction hypothesis that E
s,0
2,1 = 0
for u < s < u+ 2q. Then (4.3.11) is true for s < u+ 2q.
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Applying (4.3.6), (4.3.7), and (4.3.8), we now get that E
u+q−1,(p−1)q
2,0
∼= k. Reasoning as in the
previous paragraph, we also see that this term cannot be the image of any nontrivial differential.
But E∞,0 is zero in all total degrees ≥ 2pr − 1, so we deduce that there must be a nontrivial
differential originating at E
u+q−1,(p−1)q
2,0 . By the induction hypothesis, E
s,t
2,0 = 0 for all s, t with
0 < t < q and s+ t = u+pq−1. Then as in the previous paragraph, we deduce that the differential
(4.3.13) d(p−1)q+1 : E
u+q−1,(p−1)q
2,0 → Eu+pq,02,0 = Ev,02,0
is an isomorphism. So k ∼= Ev,02,0 ∼= E
v,0
2,0. Finally, again arguing as in Step 2, it follows from the
induction hypothesis that E
s,0
2,0 = 0 for v < s < v+2q and hence that (4.3.10) is true for s < v+2q;
see Figure 5. This completes the induction argument laid out at the beginning of Step 5, and hence
completes the inductive proof that (4.3.10) and (4.3.11) are true for all s; see Figure 6. 
4.4. Module structure of Ext•P(I
(r), S0
pr−1(1)). In this section we continue our investigation of
the hypercohomology spectral sequences (4.3.3) and (4.3.4), with the goal of describing the structure
of Ext•P(I
(r), S0
pr−1(1)) as a right module over the Yoneda algebra Ext•P(I
(r), I(r)).
In this section, set q = pr−1.
Lemma 4.4.1. In the spectral sequence E
s,t
2,0 ⇒ Exts+tP (I0(r),Ωpr), the differential
dq+1 : E
s−q−1,q
2,0 → Es,02,0
is an isomorphism if s ≡ 0 mod 2pr−1 and s > 0, and hence is an isomorphism for all s > 0.
Proof. We defer the proof until Section 5.5, though we observe that the last claim follows from the
first since by Theorem 4.3.2 the only time s > 0 and the domain and codomain of the differential
are not both 0 is when s ≡ 0 mod 2pr−1. 
Remark 4.4.2. Let E be the spectral sequence considered in Lemma 4.4.1, and for the purposes
of this remark only, let
Es,t2 = Ext
s
P(I
(r),Ωt(1)q )⇒ Exts+tP (I(r),Ωpr)
be the second hypercohomology spectral sequence in the category P for the ordinary de Rham
complex Ωpr ; this is one of the spectral sequences that was the focus of attention in the proof of
the case j = 1 of [15, Theorem 4.5]. By general abstract nonsense, the restriction functor P → P
induces a homomorphism of spectral sequences E → E such that the induced map E2 → E2
identifies with the restriction homomorphism described in Remark 3.6.1. Then it follows from
Remark 4.2.4 that this homomorphism gives rise for each s to a commutative diagram
E
s,0
2
∼ //

E
s+q−1,q
2

dq+1
// E
s+2q,0
2

Es,02
∼ // Es+q−1,q2
dq+1
// Es+2q,02
in which the vertical arrows are the corresponding restriction homomorphisms. The pr−1-power map
ϕr−1 : I0(r) → S0pr−1(1) spans HomP(I0(r), S0pr−1(1)), and its restriction spans HomP(I(r), Spr−1(1)),
so the restriction map E
0,0
2 → E0,02 is an isomorphism. Then applying Lemma 4.4.1, and using the
fact from the j = 0 case of [15, (4.5.6)] that dq+1 : E
s−q−1,q
2 → Es,02 is an isomorphism for all
0 < s < 2pr, it follows via induction that the restriction map
ExtsP(I
(r)
0 , S
pr−1(1)
0 )→ ExtsP(I(r), Sp
r−1(1))
is an isomorphism for all 0 ≤ s < 2pr.
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Lemma 4.4.3. Let r, s ∈ N with r ≥ 1. There exist isomorphisms of right Ext•P(I(r), I(r))-modules
ExtsP(I
(r), S
q(1)
1 )
∼= Exts+q−1P (I(r),Λq(1)1 ) ∼= Exts+p
r
P (I
(r), S
q(1)
0 ), and(4.4.1)
ExtsP(I
(r), S
q(1)
0 )
∼= Exts+q−1P (I(r),Λq(1)0 ) ∼= Exts+p
r
P (I
(r), S
q(1)
1 ).(4.4.2)
In particular, there exist isomorphisms of right Ext•P(I
(r), I(r))-modules
ExtsP(I
(r), S
q(1)
1 )
∼= Exts+2prP (I(r), Sq(1)1 ), and(4.4.3)
ExtsP(I
(r), S
q(1)
0 )
∼= Exts+2prP (I(r), Sq(1)0 ).(4.4.4)
Proof. It suffices to prove (4.4.1), since then (4.4.2) is defined to be the isomorphism obtained
from (4.4.1) by conjugating by the parity change functor Π, and then (4.4.3) and (4.4.4) follow
from composing (4.4.1) and (4.4.2). The first isomorphism in (4.4.1) holds by Corollary 4.2.2 and
Remark 4.2.3, so it suffices to establish the second isomorphism in (4.4.1).
Theorem 4.3.2 implies that the nonzero terms in the E2-page of (4.3.4) are in distinct total
degrees, and the total degree of a nonzero term satisfies a parity condition depending on the
term’s row; cf. Step 5 of the proof of Theorem 4.3.2. Then since Es,t∞,0 = 0 if s + t ≥ 2pr, and
since E∞,1 = 0, it follows that each differential in (4.3.4) that can possibly be nontrivial must be
nontrivial. Specifically, if 0 ≤ t < q and s ≡ 0 mod 2q with s ≥ 2pr, then
d(p−1)q+1 : E
s−(p−1)q−1+t,(p−1)q+t
2,0 → Es+t,t2,0
must be an isomorphism, and similarly, if s ≡ pr mod 2q and s ≥ pr, then
d(p−1)q+1 : E
s−(p−1)q−1+t,(p−1)q+t
2,1 → Es+t,t2,1
must be an isomorphism. Combining the t = 0 cases of these two observations, it follows for all
s ≥ 0 that the differential
d(p−1)q+1 : E
s+q−1,(p−1)q
2 → Es+p
r,0
2
in (4.3.2) defines an isomorphism Exts+q−1P (I
(r),Λ
q(1)
1 )
∼= Exts+prP (I(r), Sq(1)0 ). This isomorphism is
moreover compatible with the right action of Ext•P(I
(r), I(r)), since (4.3.2) is a spectral sequence
of right Ext•P(I
(r), I(r))-modules. 
In the rest of this section we apply Lemmas 4.4.1 and 4.4.3, and the results of Section 4.3, to
describe Ext•P(I
(r), S0
q(1)) as a right module over the Yoneda algebra Ext•P(I
(r), I(r)). We also
make use of Corollaries 4.5.5 and 4.6.2, which do not rely on the results of this section.
Observe that Ext•P(I
(r), S
q(1)
0 ) identifies with the bottom row of the spectral sequence (4.3.1).
Applying (4.2.3), the differential dq+1 : E
s−q−1,q
2 → Es,02 in (4.3.1) identifies with an Ext•P(I(r), I(r))-
equivariant map
(4.4.5) dq+1 : Ext
s−2q
P (I
(r), S
q(1)
0 )→ ExtsP(I(r), Sq(1)0 ).
Theorem 4.3.2 and Corollary 4.6.2 imply that Ext•P(I
(r), S
q(1)
0 ) is generated over Ext
•
P(I
(r), I(r))
by the pr−1-power map ϕr−1 : I0(r) → Sq(1)0 , which spans HomP(I(r), Sq(1)0 ). More specifically, we
get that each z′ ∈ ExtsP(I(r), Sq(1)0 ) can be uniquely expressed in the form z′ = ϕr−1 · z for some
z ∈ ExtsP(I0(r), I0(r)) or z ∈ ExtsP(I1(r), I0(r)). Now fix er ∈ Ext2qP (I0(r), I0(r)) such that
(4.4.6) dq+1(ϕr−1) = ϕr−1 · er.
Then (4.4.5) takes the form dq+1(ϕr−1 · z) = ϕr−1 · er · z. In particular, applying Lemma 4.4.1 we
get by induction for all ` ≥ 0 that Ext2q`P (I0(r), Sq(1)0 ) is spanned by ϕr−1 · (er)`, and hence that
Ext2q`P (I0
(r), I0
(r)) is spanned by (er)
`. (Even without Lemma 4.4.1, whose proof we have not yet
given, Step 3 in the proof of Theorem 4.3.2 shows that this holds for 0 ≤ ` < p.)
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Now define cr ∈ Extp
r
P (I1
(r), I0
(r)) such that ϕr−1 · cr is the image of ϕΠr−1 = Π ◦ϕr−1 ◦Π under
the composite isomorphism (4.4.1). In other words,
(4.4.7) d(p−1)q+1
(
(Kz(1)q )
Π · ϕΠr−1
)
= ϕr−1 · cr.
Then ϕΠr−1 · cΠr = (ϕr−1 · cr)Π is the image of ϕr−1 under (4.4.2), and ϕr−1 · (cr · cΠr ) is the image of
ϕr−1 under (4.4.4). In particular, cr ·cΠr spans Ext2p
r
P (I0
(r), I0
(r)). But by the previous paragraph,
(er)
p also spans Ext2p
r
P (I0
(r), I0
(r)), so cr · cΠr = µr · (er)p for some nonzero scalar µr ∈ k.
Proposition 4.4.4. Let er and cr be as defined in (4.4.6) and (4.4.7). Then:
(1) The set {ϕr−1 · (er)` : ` ∈ N} is a basis for Ext•P(I(r)0 , Sp
r−1(1)
0 ).
(2) The set {ϕr−1 · (er)` · cr : ` ∈ N} is a basis for Ext•P(I(r)1 , Sp
r−1(1)
0 ).
Proof. We have already observed that ϕr−1 · (er)` spans Ext2q`P (I0(r), Sq(1)0 ), so (1) is immediate by
dimension comparison in each degree. Next, as observed in the paragraph preceding the proposition,
the product cr · cΠr is a nonzero scalar multiple of (er)p. Then, up to a nonzero scalar factor, right
multiplication by cΠr maps the set in (2) to a subset of the set in (1). Then the set in (2) must be
linearly independent, and hence by dimension comparison be a basis for Ext•P(I1
(r), S0
pr−1(1)). 
Remark 4.4.5. Observe that restriction from P to P gives rise to a commutative diagram
ExtsP(I
(r)
0 , I
(r)
0 )
//

ExtsP(I
(r)
0 , S
pr−1(1)
0 )

ExtsP(I(r), I(r)) // Ext
s
P(I(r), Sp
r−1(1))
in which the vertical arrows are the restriction maps and the horizontal arrows are induced by the
corresponding pr−1-power maps. By Remark 4.4.2, the right-hand vertical arrow is an isomorphism
whenever the terms in the right-hand column are both nonzero. More precisely, the argument in
Remark 4.4.2 implies that the restriction functor maps ϕr−1 · er to the extension class denoted er
in [15, p. 244]. Then the commutativity of the diagram implies that the restriction functor sends
er to the distinguished extension class denoted er in [15, p. 244], i.e., er|V0 = er. On the other
hand, cr|V0 = 0 because I1(r)|V0 = 0.
Now let α : S → Γ be the unique P-algebra homomorphism extending the identification S1 =
I = Γ1. The restriction of α to Sp fits into an exact sequence
(4.4.8) 0→ I(1)0 → Sp α→ Γp → I(1)0 → 0
in which I0
(1) → Sp is the p-power map and Γp → I0(1) is the dual Frobenius map. By [15, Lemma
4.12], the restriction of (4.4.8) to V0 represents the element e1 ∈ Ext2P(I(1), I(1)). Since e1|V0 = e1,
it follows that (4.4.8) is a representative extension for the cohomology class e1 under the bijection
θ0 of Proposition 3.5.1. A representative extension for (a scalar multiple of) the cohomology class
c1 is given in the proof of Lemma 5.3.1.
Remark 4.4.6. Let j ≥ 1. Recall from Section 3.3.2 that precomposition with I(j) extends to
an even linear map on extension groups in P . We denote this map by z 7→ z(j). Since for each
F ∈ P one has (F ◦ I(j))|V0 = (F |V0) ◦ I(j), it follows that the map z 7→ z(j) is compatible with
the restriction functor P → P. Now suppose 1 ≤ i < r. Then taking j = r − i, there exists a
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commutative diagram
Ext2p
i−1
P (I
(i)
0 , I
(i)
0 )
z 7→z(r−i) //

Ext2p
i−1
P (I
(r)
0 , I
(r)
0 )

Ext2p
i−1
P (I
(i), I(i))
z 7→z(r−i)// Ext2p
i−1
P (I
(r), I(r)).
Moreover, the bottom arrow of this diagram is an injection by [15, Corollary 4.9]. Since for i ≥ 1
the extension class ei ∈ Ext2p
i−1
P (I0
(i), I0
(i)) restricts to the nonzero class ei ∈ Ext2p
i−1
P (I
(i), I(i))
by Remark 4.4.5, it follows from the commutativity of the diagram that ei
(r−i) 6= 0. On the other
hand, ci
(r−i) = 0 because Extp
i
P(I1
(r), I0
(r)) = 0 by Theorem 4.3.2 and the assumption i < r.
4.5. Vector space structure of Ext•P(I
(r), S0
pr−j(j)), j ≥ 1. Recall for n ∈ N that Ωn denotes
the component of total degree n of the ordinary de Rham complex functor Ω, and Kn denotes the
Koszul kernel subfunctor of Ωn defined in [15, §4]. Given j ≥ 1, we use (2.7.7) to consider Ωn(j)
and Kn
(j) as strict polynomial superfunctors. Then for 1 ≤ i ≤ n one has
(4.5.1) Ωi(j)n = (S
n−i ⊗ Λi) ◦ I0(j) = Sn−i(j)0 ⊗ Λi(j)0 .
Now let j, r ∈ N with 1 ≤ j ≤ r. Our goal in this section is to describe the spectral sequences
E
s,t
2 = Ext
s
P(I
(r),Ht(Ω
(j)
pr−j ))⇒ Exts+tP (I(r),Ω
(j)
pr−j ), and(4.5.2)
Es,t2 = Ext
s
P(I
(r),Ht(K
(j)
pr−j ))⇒ Exts+tP (I(r),K
(j)
pr−j )(4.5.3)
obtained by taking A = I(r) and C = Ω
(j)
pr−j or C = K
(j)
pr−j in (3.6.2). As in Section 4.3, we will
exploit the fact that for ` ∈ {0, 1}, there exist spectral sequences
E
s,t
2,` = Ext
s
P(I
(r)
` ,H
t(Ω
(j)
pr−j ))⇒ Exts+tP (I
(r)
` ,Ω
(j)
pr−j ), and(4.5.4)
Es,t2,` = Ext
s
P(I
(r)
` ,H
t(K
(j)
pr−j ))⇒ Exts+tP (I
(r)
` ,K
(j)
pr−j )(4.5.5)
that are direct summands of (4.5.2) and (4.5.3), respectively. One of the results of our investigation
will be the following analogue of [15, Theorem 4.5], which computes the row t = 0 of (4.5.2):
Theorem 4.5.1. Let j, r ∈ N with 1 ≤ j ≤ r. Then
ExtsP(I
(r)
0 , S
pr−j(j)
0 )
∼= Exts+pr−j−1P (I(r)0 ,Λp
r−j(j)
0 )
∼=
{
k if s ≡ 0 mod 2pr−j and s ≥ 0,
0 otherwise.
ExtsP(I
(r)
1 , S
pr−j(j)
0 )
∼= Exts+pr−j−1P (I(r)1 ,Λp
r−j(j)
0 )
∼=
{
k if s ≡ pr mod 2pr−j and s ≥ pr,
0 otherwise.
Theorem 4.5.1 is true if j = 1 by Theorem 4.3.2 and (4.3.5), so for the rest of this section let us
assume by way of induction that 1 ≤ j < r and that Theorem 4.5.1 is true for the given values of
j and r. Using this assumption, we can compute the abutments of (4.5.2) and (4.5.3).
Lemma 4.5.2. Let j, r ∈ N with 1 ≤ j < r. Then:
ExtsP(I
(r)
0 ,K
(j)
pr−j ) =
{
k if s ≥ 0 is even,
0 otherwise.
ExtsP(I
(r)
0 ,Ω
(j)
pr−j ) =
{
k if s ≥ 0 and s ≡ 0 mod 2pr−j or s ≡ −1 mod 2pr−j,
0 otherwise.
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ExtsP(I
(r)
1 ,K
(j)
pr−j ) =
{
k if s ≥ pr and s is odd,
0 otherwise.
ExtsP(I
(r)
1 ,Ω
(j)
pr−j ) =

k if s ≡ pr mod 2pr−j and s ≥ pr,
k if s ≡ pr − 1 mod 2pr−j and s ≥ pr − 1 + 2pr−j,
0 otherwise.
Proof. In this proof set q = pr−j and let ` ∈ {0, 1}. First take A = I`(r) and C = Kq(j) in (3.6.1).
If s ≥ q, then Ksq = 0, and hence Es,t1 = 0. On the other hand, if s < q, then (4.2.3) implies that
Es,t1
∼= E0,t−s1 ∼= Extt−sP (I(r)` , Sq(j)0 ).
By assumption, Theorem 4.5.1 is true for the given values of r and j, so we can apply it via the
above isomorphism to explicitly describe the vector space Es,t1 . Specifically, if 0 ≤ s < q, then
Es,s+t1 =

k if ` = 0, t ≥ 0, and t ≡ 0 mod 2q,
k if ` = 1, t ≥ pr, and t ≡ pr mod 2q,
0 otherwise.
In particular, the total degrees of any two nonzero terms in the E1-page of the spectral sequence
must be of the same parity. Then it follows that all differentials in the spectral sequence are zero,
and hence that E1 ∼= E∞. But E∞ ∼= Ext•P(I`(r),Kq(j)), so the calculation of Ext•P(I`(r),Kq(j))
follows from the explicit calculation of the E1-page as a total vector space.
Now take A = I`
(r) and C = Ωq
(j) in (3.6.1). Then applying Theorem 3.4.3 and Theorem 4.5.1
for the given values of r and j, the calculation of Ext•P(I0(r),Ωq(j)) follows from a repetition of the
proof of [15, (4.5.2)]. Specifically, Theorem 3.4.3 implies that Es,t1 = 0 unless s = 0 or s = q, and
the differential between these two columns fits into an exact sequence
0→ E0,t∞ → ExttP(I(r)` , Sq(j)0 )→ Extt+1−qP (I(r)` ,Λq(j)0 )→ Eq,t+1−q∞ → 0.
From Theorem 4.5.1 it follows that the second and third terms in this exact sequence are never
simultaneously nonzero.7 Then the differential between the columns s = 0 and s = q vanishes, which
implies that E1 ∼= E∞. Now the calculation of E∞ ∼= Ext•P(I`(r),Ωq(j)) follows from Theorem 4.5.1
and the above four-term exact sequence. In particular, if ` = 0 and s ≡ 0 mod 2q with s ≥ 0, or if
` = 1 and s ≡ pr mod 2q with s ≥ pr, then the edge maps
ExtsP(I
(r)
` ,Ω
(j)
q ) E0,s∞ ↪→ E0,s1 ∼= ExtsP(I(r)` , Sq(j)0 )
are isomorphisms of one-dimensional spaces. 
Our focus for the rest of this section is on analyzing the spectral sequences (4.5.4) and (4.5.5).
Whereas the super Cartier isomorphism does not preserve the cohomological degree, the ordinary
Cartier isomorphism [13, 3.3] induces isomorphisms of strict polynomial superfunctors
H•(Ω(j)
pr−j )
∼= Ω•(j+1)pr−j−1 and H•(K
(j)
pr−j )
∼= K•(j+1)pr−j−1
that preserve the cohomological degree. For the rest of this section, set q = pr−j−1. Then
E
s,t
2,`
∼= ExtsP(I(r)` ,Ωt(j+1)q ) and Es,t2,` ∼= ExtsP(I(r)` ,Kt(j+1)q ).
Now (4.5.1) and Theorem 3.4.3 imply that E
s,t
2,` = 0 unless t = 0 or t = q. Next, the inclusion of
complexes Kpr−j
(j) ↪→ Ωpr−j (j) induces a map of spectral sequences E → E that on the E2-page
identifies with the map in cohomology induced by the inclusion Kq
(j+1) ↪→ Ωq(j+1). In particular,
7This uses the assumption r > j and its consequence 2q = 2pr−j > 2.
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since K0q = Ω
0
q , the induced map E
s,0
2,` → E
s,0
2,` is an isomorphism. The following lemma now follows
from a word-for-word repetition of the proof of [15, (4.5.4)].
Proposition 4.5.3. In (4.5.5), all differentials to terms in the row t = 0 are zero. Hence,
Es,0∞,` ∼= Es,02,` ∼= ExtsP(I(r)` , Sq(j+1)0 ).
Corollary 4.5.4. On the E2-page of (4.5.5), the total degrees of any two nonzero terms must be
of the same parity. Consequently, all differentials in (4.5.5) are zero, and E2,` ∼= E∞,`.
Proof. As in the proof of Lemma 4.5.2, we have Es,t2,` = 0 if t ≥ q, and Es,t2,` ∼= Es−t,02,` if 0 ≤ t < q.
Now Es−t,02,` ∼= Es−t,0∞,` by Proposition 4.5.3, and the total vector space structure of E∞,` is given by
Lemma 4.5.2. In particular, the total degrees of any two nonzero terms in E∞,` must be of the same
parity. Then the same conclusion also follows for E2,`, whence the conclusion of the corollary. 
We can now complete the proof of Theorem 4.5.1.
Proof of Theorem 4.5.1. By assumption, the theorem is true for the given values of r and j. Then
by induction, it suffices to show that the theorem is also true for j + 1. By Corollary 4.5.4 and its
proof, we have E2,` ∼= E∞,`, Es,02,` ∼= Es+t,t2,` for 0 ≤ t < q, and Es,t2,` = 0 for t ≥ q. Also, Es,02,` = 0 for
s < 0. Then by Lemma 4.5.2 and induction on s, we must have
Es,02,`
∼= ExtsP(I(r)` , Sq(j+1)0 ) ∼=

k if ` = 0, s ≥ 0, and s ≡ 0 mod 2q,
k if ` = 1, s ≥ pr, and s ≡ pr mod 2q,
0 otherwise,
in order for
⊕
u+v=sE
u,v
2,` to have the same dimension as
⊕
u+v=sE
u,v
∞,` ∼= ExtsP(I`(r),Kpr−j (j)).
With Lemma 4.2.1, this completes the proof. 
Corollary 4.5.5. Let r ≥ 1. Then
ExtsP(I
(r)
1 , I
(r)
1 )
∼= ExtsP(I(r)0 , I(r)0 ) ∼=
{
k if s ≥ 0 is even,
0 otherwise.
ExtsP(I
(r)
0 , I
(r)
1 )
∼= ExtsP(I(r)1 , I(r)0 ) ∼=
{
k if s ≥ pr is odd,
0 otherwise.
Proof. The first isomorphism in each line follows from conjugating by Π, while the second in each
line is true by the case j = r of Theorem 4.5.1. 
4.6. Module structure of Ext•P(I
(r), S0
pr−j(j)), j ≥ 1. Again let j, r ∈ N with 1 ≤ j < r, and set
q = pr−j−1. In this section we continue our investigation of the spectral sequence (4.5.4), with the
goal of describing Ext•P(I
(r), S0
pr−j(j)) as a right module over the Yoneda algebra Ext•P(I
(r), I(r)).
The spectral sequence (4.5.4) has only two nonzero rows,
(4.6.1)
E
s,0
2,`
∼= ExtsP(I(r)` , Sq(j+1)0 ) and
E
s,q
2,`
∼= ExtsP(I(r)` ,Λq(j+1)0 ) ∼= Exts−q+1P (I(r)` , Sq(j+1)0 ),
and hence only one nontrivial differential, which identifies with a map
(4.6.2) dq+1 : Ext
s−2q
P (I
(r)
` , S
q(j+1)
0 )→ ExtsP(I(r)` , Sq(j+1)0 )
that fits into a four-term exact sequence
(4.6.3) 0→ Es−q−1,q∞,` → Exts−2qP (I(r)` , Sq(j+1)0 )
dq+1→ ExtsP(I(r)` , Sq(j+1)0 )→ E
s,0
∞,` → 0.
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Suppose ` = 0. By Theorem 4.5.1, the second and third terms of this exact sequence are both
isomorphic to k if s− 2q ≥ 0 and s ≡ 0 mod 2q; the second (and hence also the first) term is zero,
but the third (and hence also the fourth) term is isomorphic to k if s = 0; and the second and third
terms (and hence the end terms as well) are zero for all other values of s. So suppose s − 2q ≥ 0
and s ≡ 0 mod 2q. If s 6≡ 0 mod 2pr−j , then Lemma 4.5.2 implies that the end terms of (4.6.3)
are both zero, and hence that the differential is an isomorphism. Now suppose s ≡ 0 mod 2pr−j .
Since E
s−1,0
2,0 = 0 = E
s−q,q
2,0 , it follows from Lemma 4.5.2 that the end terms of (4.6.3) must both be
isomorphic to k, and hence the differential must be trivial. In particular, if s ≡ 0 mod 2pr−j , then
the maps E
s,0
2,0  E
s,0
∞,0 ↪→ ExtsP(I0(r),Ωpr−j (j)) are isomorphisms. Combined with the observations
from the end of the proof of Lemma 4.5.2, this implies for s ≡ 0 mod 2pr−j that the composite map
(3.6.3) is an isomorphism. A similar analysis can also be applied if ` = 1. We summarize the results
of both analyses in the following theorem (cf. [15, (4.5.6)]):
Theorem 4.6.1. Let j, r ∈ N with 1 ≤ j < r, and identify the nonzero rows of (4.5.4) as in (4.6.1).
(1) Suppose ` = 0. If s 6≡ 0 mod 2pr−j, then (4.6.2) is an isomorphism. If s ≡ 0 mod 2pr−j, then
(4.6.2) is trivial, and the p-power map ϕ : S0
pr−j−1(j+1) ↪→ S0pr−j(j) induces an isomorphism
ExtsP(I
(r)
0 , S
pr−j−1(j+1)
0 )
∼→ ExtsP(I(r)0 , Sp
r−j(j)
0 ).
(2) Suppose ` = 1. If s 6≡ pr mod 2pr−j, then (4.6.2) is an isomorphism. If s ≡ pr mod 2pr−j,
then (4.6.2) is trivial, and ϕ : S0
pr−j−1(j+1) ↪→ S0pr−j(j) induces an isomorphism
ExtsP(I
(r)
1 , S
pr−j−1(j+1)
0 )
∼→ ExtsP(I(r)1 , Sp
r−j(j)
0 ).
(3) (dq+1)
p : Exts−2p
r−j
P (I
(r)
` , S
q(j+1)
0 )→ ExtsP(I(r)` , Sq(j+1)0 ) is the zero map.
Repeated application of Theorem 4.6.1 yields:
Corollary 4.6.2. Let 1 ≤ j < r. The pr−j-power map ϕr−j : I(r)0 ↪→ Sp
r−j(j)
0 induces isomorphisms
ExtsP(I
(r)
0 , I
(r)
0 )
∼→ ExtsP(I(r)0 , Sp
r−j(j)
0 ) if s ≡ 0 mod 2pr−j, and
ExtsP(I
(r)
1 , I
(r)
0 )
∼→ ExtsP(I(r)1 , Sp
r−j(j)
0 ) if s ≡ pr mod 2pr−j and s ≥ pr.
Theorem 4.6.1 also implies the following direct analogue of [15, Corollary 4.6]:
Corollary 4.6.3. Let j, r ∈ N with 1 ≤ j < r. Let ` ∈ {0, 1}, and let
V ⊆ Ext•P(I(r)` , Sp
r−j−1(j+1)
0 )
be a graded subspace such that the p-power map ϕ : S
pr−j−1(j+1)
0 → Sp
r−j(j)
0 induces a surjection
from V onto Ext•P(I`
(r), S0
pr−j(j)), and such that V is stable with respect to the endomorphism
dpr−j−1+1 : Ext
•−2pr−j−1
P (I
(r)
` , S
pr−j−1(j+1)
0 )→ Ext•P(I(r)` , Sp
r−j−1(j+1)
0 ).
Then V = Ext•P(I`
(r), S0
pr−j−1(j+1)).
Proof. We give the proof in the case ` = 1, the proof for ` = 0 being entirely analogous. The first
assumption on V implies that ExtsP(I1
(r), S0
pr−j−1(j+1)) ⊆ V for all s ≥ pr with s ≡ pr mod 2pr−j .
Then the second assumption on V implies that ExtsP(I1
(r), S0
pr−j−1(j+1)) ⊆ V for all s ≥ pr with
s ≡ pr mod 2pr−j−1, and hence that V = Ext•P(I1(r), S0p
r−j−1(j+1)). 
Recall the cohomology classes e
(r−1)
1 , e
(r−2)
2 , . . . , e
(1)
r−1, er, cr that were defined in Section 4.4. We
can now use these classes to describe a basis for Ext•P(I
(r), S0
pr−j(j)).
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Proposition 4.6.4. Let j, r ∈ N with 1 ≤ j ≤ r. Then the set of monomials
(4.6.4) {ϕr−j · (e(j−1)r−j+1)`1 · · · (e(1)r−1)`j−1(er)`j : 0 ≤ `1, . . . , `j−1 < p, `j ≥ 0}
is a basis for Ext•P(I0
(r), S
pr−j(j)
0 ), and the set of monomials
(4.6.5) {ϕr−j · (e(j−1)r−j+1)`1 · · · (e(1)r−1)`j−1(er)`j · cr : 0 ≤ `1, . . . , `j−1 < p, `j ≥ 0}
is a basis for Ext•P(I1
(r), S
pr−j(j)
0 ).
Proof. The proof is by induction on j in a direct generalization of the argument used for the proof
of [15, Corollary 4.7]. The base case of the induction argument is handled using Proposition 4.4.4.
Then the induction step is handled using Theorem 4.6.1, Corollary 4.6.3, and the twisting functor
F 7→ F ◦ I(j) in the same way that the proof of [15, Corollary 4.7] uses [15, Corollary 4.6] and the
twisting functor F 7→ F ◦ I(j). 
The case j = r of Proposition 4.6.4 immediately gives:
Corollary 4.6.5. Let r ≥ 1. Then the set of monomials
(4.6.6) {(e(r−1)1 )`1 · · · (e(1)r−1)`r−1(er)`r : 0 ≤ `1, . . . , `r−1 < p, `r ≥ 0}
is a basis for Ext•P(I0
(r), I0
(r)), and the set of monomials
(4.6.7) {(e(r−1)1 )`1 · · · (e(1)r−1)`r−1(er)`r · cr : 0 ≤ `1, . . . , `r−1 < p, `r ≥ 0}
is a basis for Ext•P(I1
(r), I0
(r)).
4.7. Algebra structure of Ext•P(I
(r), I(r)). Modulo certain structure constants that are equal
to ±1, and modulo the proof of Lemma 4.4.1 (which will be given in Section 5.5), we can now
describe the multiplicative structure of the Yoneda algebra Ext•P(I
(r), I(r)). We make use of the
operations on cohomology groups discussed in Sections 3.3.1–3.3.3. Define e0 and e
Π
0 to be the
identity elements of HomP(I0(r), I0(r)) and HomP(I1(r), I1(r)), respectively.
Theorem 4.7.1. Let r ≥ 1. Then Ext•P(I(r), I(r)) is generated as a k-algebra by extension classes
e′0, e′1, . . . , e′r, cr, e′′0, e′′1, . . . , e′′r , cΠr such that, for each 1 ≤ i ≤ r, e′i and e′′i are nonzero scalar
multiples of ei
(r−i) and (ei(r−i))Π, respectively, and such that only the following relations hold:
(0) e′0 and e′′0 are orthogonal idempotents that sum to the identity.
(1) (e′r)p = cr · cΠr and (e′′r)p = cΠr · cr.
(2) For each 1 ≤ i < r, (e′i)p = (e′′i )p = 0.
(3) For each 0 ≤ i ≤ r, cr · e′i = e′′i · cr = cΠr · e′′i = e′i · cΠr = 0.
(4) For each 0 ≤ i, j ≤ r, e′i · e′′j = e′′j · e′i = 0.
(5) For each 0 ≤ i ≤ r, there exists λi ∈ {±1}, with λ0 = 1, such that
e′i · cr = λi · (cr · e′′i ) and e′′i · cΠr = λi · (cΠr · e′i).
(6) The subalgebra generated by e′0, e′1, . . . , e′r, e′′0, e′′1, . . . , e′′r is commutative.
In particular, restriction from P to P induces a surjection Ext•P(I0(r), I0(r))→ Ext•P(I(r), I(r)).
Proof. Set e′0 = e0 and e′′0 = eΠ0 . Then by the matrix ring decomposition (1.1.1) of Ext
•
P(I
(r), I(r)),
e′0 and e′′0 are orthogonal idempotents that sum to the identity. Next, it was observed in the
paragraph preceding Proposition 4.4.4 that ci · cΠi = µi · (ei)p for some nonzero scalar factor
µi ∈ k. By the standing assumption that k is a perfect field, there exists a unique p-th root
µi
1/p of µi in k. Now for each 1 ≤ i ≤ r, set e′i = (µi−1/p · ei)(r−i), and set e′′i = (e′i)Π. Then
(e′r)p = cr ·cΠr and (e′′r)p = [(e′r)p]Π = [cr ·cΠr ]Π = cΠr ·cr, proving (1). We also get for 1 ≤ i < r that
(e′i)
p = (ci ·cΠi )(r−i) = (ci)(r−i) · (cΠi )(r−i) = 0 by Remark 4.4.6, and similarly that (e′′i )p = 0, so (2)
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is true as well. Next, the relations in (3) and (4), and the fact that Ext•P(I
(r), I(r)) is generated as
a k-algebra by the indicated extension classes, follows from the matrix ring decomposition (1.1.1),
Corollary 4.6.5, and from the conjugation action of Π. Now consider the anti-involutions z 7→ z#
and z 7→ z#Π := (z#)Π = (zΠ)# on Ext•P(I(r), I(r)). By the uni-dimensionality of the ambient
extension groups, it follows for each 1 ≤ i ≤ r that (e′i)# = ±e′i, (e′i · cr)#Π = ±e′i · cr, and
(cr)
#Π = ±cr. But (e′i · cr)#Π = (cr)#Π · (e′i)#Π = ±cr · e′′i . Thus, e′i · cr = λi · (cr · e′′i ) for some
λi ∈ {±1}, and conjugating by Π we get e′′i · cΠr = λi · (cΠr · e′i), proving (5). Finally, restriction
from P to P induces an algebra homomorphism
(4.7.1) Ext•P(I
(r)
0 , I
(r)
0 )→ Ext•P(I(r), I(r)).
Since (ei)
(r−i) restricts to (ei)(r−i) by Remarks 4.4.5 and 4.4.6, and since the classes e1(r−1), . . . , er
generate Ext•P(I(r), I(r)) as an algebra, (4.7.1) is a surjection. Then by dimension comparison,
(4.7.1) is an isomorphism in cohomological degrees s < 2pr. Since Ext•P(I(r), I(r)) is a commutative
algebra, this implies for all 1 ≤ i, j ≤ r that e′i ·e′j = e′j ·e′i. Conjugating by Π, we get e′′i ·e′′j = e′′j ·e′′i
as well. This completes the proof of (6). 
Remark 4.7.2. We expect that the scalar factors µ1, . . . , µr and λ1, . . . , λr are probably all equal
to 1, and hence for each 1 ≤ i ≤ r that e′i = ei(r−i) and e′′i = (ei(r−i))Π.
5. Applications of the universal extension classes
In this section we present our main application of the extension classes er and cr exhibited in
Section 4.4, namely, that the cohomology ring of a finite k-supergroup scheme is a finitely-generated
k-superalgebra. The proof of this result involves a detailed analysis of how the classes er and cr
restrict to the Frobenius kernel GL(m|n)1 of GL(m|n). Besides the cohomological finite-generation
result, we obtain from this analysis a proof of Lemma 4.4.1, which is a key step in describing the
multiplicative structure of Ext•P(I
(r), I(r)). We also obtain the curious result that the rational
cohomology group H2(GL(m|n), k) is nonzero. We begin in Section 5.1 by recalling some of our
previous work on the cohomology of finite supergroup schemes.
5.1. Recollections on the cohomology of finite supergroup schemes. An affine k-super-
group scheme G is equivalent to the data of its coordinate superalgebra k[G], a commutative
k-Hopf superalgebra. The commutativity of k[G] implies for each r ∈ N that the pr-power map
defines a Hopf superalgebra homomorphism k[G](r) → k[G]. Then the r-th Frobenius kernel Gr of
G is the scheme-theoretic kernel of the corresponding comorphism F rG : G→ G(r). In other words,
Gr is the affine k-supergroup scheme with coordinate superalgebra k[Gr] = k[G]/(
∑
f∈Iε k[G]f
pr).
Here Iε denotes the augmentation ideal of k[G]. An affine k-supergroup scheme is algebraic if k[G]
is a finitely-generated k-algebra, is finite if k[G] is finite-dimensional, and is infinitesimal if it is
finite and if Iε is nilpotent. If G is infinitesimal, then the minimal non-negative integer r such that
fp
r
= 0 for all f ∈ Iε is the height of G. For example, if G is an affine k-supergroup scheme, then
Gr is infinitesimal of height r.
Let G be a finite k-supergroup scheme. Then the dual superalgebra k[G]∗ is a finite-dimensional
cocommutative Hopf superalgebra, and the category of left G-supermodules is isomorphic to the
category of left k[G]∗-supermodules. Using the fact that the supertwist map makes Vev into an
abelian braided monoidal category, one gets from [23, Theorem 3.12] that the cohomology ring
H•(G, k) ∼= H•(k[G]∗, k) is a graded-commutative superalgebra, i.e., if w ∈ Hi(G, k) and z ∈
Hj(G, k), then z ·w = (−1)ij(−1)w·zw · z. More generally, let M be a trivial G-supermodule. Then
there exist natural even isomorphisms
(5.1.1) Hi(G,M) ∼= Hi(G, k)⊗M ∼= Homk(M∗,Hi(G, k)).
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Considering a homogeneous element z ∈ Hi(G,M) as a linear map z : M∗ → Hi(G, k) of the
same parity, the graded-commutativity of H•(G, k) then implies that z extends uniquely to an even
homomorphism of graded superalgebras
z : S(M∗(i))→ H•(G, k), if i is even, or(5.1.2)
z : Λ(M∗(i))→ H•(G, k), if i is odd.(5.1.3)
Here S(V (i)) and Λ(V (i)) denote the “i-rarefactions” of the graded superspaces S(V ) and Λ(V ),
i.e., Sij(V (i)) = Sj(V ) for each j ∈ N, while Sj(V (i)) = 0 if j /∈ iZ, and similarly for Λ(V (i)).
In [9, §§5.3–5.4], we considered for each finite k-supergroup scheme G and each finite-dimensional
G-supermodule M the following questions:
(5.1.4) Is H•(G, k) a finitely-generated k-algebra?
(5.1.5) Is H•(G,M) finitely-generated under the cup product action of H•(G, k)?
In [9, Theorem 5.3.3], we showed that if the answers to these questions are yes whenever G is an
infinitesimal k-supergroup scheme, then the answers are yes for every finite k-supergroup scheme.
In [9, Theorem 5.4.2], we showed further that if G is infinitesimal of height r, then the answers
to the above two questions are yes provided that there exists a closed embedding G ↪→ GL(m|n)r
for some m,n ∈ N, and if for these values of m and n there exist certain conjectured cohomology
classes em,nr and c
m,n
r for GL(m|n) whose restrictions to GL(m|n)1 admit particular descriptions.
To precisely state the required conditions for em,nr |G1 and cm,nr |G1 , we first recall the May spectral
sequence constructed in [9, §5.2].
Let G be an algebraic k-supergroup scheme, and let g = Lie(G) be the Lie superalgebra of G.
Then by [9, Corollary 5.2.3], there exists a spectral sequence of rational G-supermodules
(5.1.6) Ei,j0 = Λ
j(g∗)⊗ Si(g∗
0
(2))(1) ⇒ Hi+j(G1, k).
Here S(g∗
0
(2))(1) denotes the 2-rarefaction of S(g∗
0
), considered as a rational G-supermodule via the
Frobenius morphism FG : G→ G(1). Identifying Λ(g∗) with the graded tensor product of algebras
Λ(g∗
0
) ⊗g S(g∗
1
), we get from [9, Proposition 3.5.3 and Lemma 5.2.2] that the subalgebra S(g∗
1
)p of
Λ(g∗) consisting of the p-th powers in S(g∗
1
) is a subalgebra of permanent cycles in E0, and that
S(g∗
1
)p ∼= S(g∗
1
(p))(1) as graded G-supermodules.
Now let m and n be positive integers, let G = GL(m|n) be the corresponding general linear
supergroup, and let g = gl(m|n) = Homk(km|n, km|n) be the Lie superalgebra of G. The conjectured
classes em,nr and c
m,n
r mentioned above are cohomology classes
em,nr ∈ H2p
r−1
(GL(m|n), gl(m|n)(r)
0
) and cm,nr ∈ Hp
r
(GL(m|n), gl(m|n)(r)
1
)
whose restrictions em,nr |G1 and cm,nr |G1 admit the following descriptions:
(5.1.7) The G-supermodule homomorphism em,nr |G1 : S(g∗0(2pr−1))(r) → H•(G1, k) induced by
(5.1.2) is equal to the composition of the pr−1-power map S(g∗
0
(2pr−1))(r) → S(g∗
0
(2))(1)
with the horizontal edge map S(g∗
0
(2))(1) → H•(G1, k) of (5.1.6).
(5.1.8) The composition of the G-supermodule homomorphism cm,nr |G1 : S(g∗1(pr))(r) → H•(G1, k)
induced by (5.1.3) with the vertical edge map of (5.1.6) has image equal to the subalgebra
of Λ(g∗) generated by all pr-th powers in S(g∗
1
) ⊂ Λ(g∗).
Our goal is to show that the extension classes er, e
Π
r , cr, and c
Π
r exhibited in Section 4.4 provide
in a natural way the conjectured classes em,nr and c
m,n
r . Specifically, evaluation on the superspace
km|n defines an exact functor from P to the category of rational G-supermodules.8 This functor
8For each d ∈ N, evaluation on km|n defines an exact functor from Pd to the category of finite-dimensional
supermodules for the Schur superalgebra S(m|n, d), which is a quotient of the superalgebra Dist(G) of distributions
for the supergroup G = GL(m|n); cf. [6, Theorem 3.2] and [10, §2]. Specifically, the image of the evaluation functor
lies in the subcategory of integrable Dist(G)-supermodules. Since the category of integrable Dist(G)-supermodules
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then induces for each T, T ′ ∈ P a natural even linear map Ext•P(T, T ′)→ Ext•G(T (km|n), T ′(km|n)),
denoted z 7→ z|G. Observe that
(5.1.9)
gm = Homk(k
m|0, km|0), g+1 = Homk(k0|n, km|0),
gn = Homk(k
0|n, k0|n), g−1 = Homk(km|0, k0|n)
are each naturally subspaces of g = gl(m|n), with gm ⊕ gn = g0, and g−1 ⊕ g+1 = g1. Restricting
er, e
Π
r , cr, and c
Π
r to G, we get cohomology classes
er|G ∈ Ext2p
r−1
G (k
m|0(r), km|0(r)) ∼= H2pr−1(G, g(r)m ),
eΠr |G ∈ Ext2p
r−1
G (k
0|n(r), k0|n(r)) ∼= H2pr−1(G, g(r)n ),
cr|G ∈ Extp
r+1
G (k
0|n(r), km|0(r)) ∼= Hpr+1(G, g(r)+1), and
cΠr |G ∈ Extp
r+1
G (k
m|0(r), k0|n(r)) ∼= Hpr+1(G, g(r)−1).
Our goal is to show that, up to rescaling, (er + e
Π
r )|G ∈ H2p
r−1
(G, g0) provides the conjectured
class em,nr , and (cr + c
Π
r )|G ∈ Hp
r
(G, g1) provides the conjectured class c
m,n
r . We begin in Section
5.2 with some additional preliminary details relevant to height-1 infinitesimal supergroup schemes.
In Sections 5.3 and 5.4 we show for each r ≥ 1 that cr and cΠr restrict nontrivially to G1. Then in
Section 5.5 we verify the conditions (5.1.7) and (5.1.8).
5.2. Some recollections regarding X(g). LetG be a height-1 infinitesimal k-supergroup scheme.
Then H•(G, k) identifies with the cohomology ring H•(V (g), k) for the restricted enveloping super-
algebra V (g) of g = Lie(G) (cf. [9, Remark 4.4.3]), and H•(V (g), k) can be computed using the
projective resolution X(g) of k discussed in [9, §3.3]; see also [17] and [24, §6]. We will need a few
specific details concerning this resolution. First, write U(g) for the universal enveloping superalge-
bra of g. Set Y (g) = U(g) ⊗A(g), and set W (g) = V (g) ⊗A(g). We consider Y (g) and W (g) as
homologically graded superspaces with U(g) and V (g) concentrated in homological degree 0 and
Ai(g) in homological degree i. Then Y (g) identifies with the Koszul resolution for g as discussed
in [9, §3.1]. The differential on Y (g) induces a differential on W (g), which we denote by ∂. Then
∂ makes W (g) into a differential graded superalgebra.
As a graded superspace, X(g) = W (g) ⊗ Γ(g0(2)). The differential d on X(g) is constructed in
terms of a fixed homogeneous basis for g and a linear map t : Γ(g0(2))
(1) → W (g0) of homological
degree −1. The map t is constructed to satisfy the following properties:
• If ε : W (g)→ k denotes the natural augmentation map on W (g), then ε ◦ t = 0.
• If x is one of the fixed basis vectors for g0, then t(γ1(x)) = xp−1〈x〉− 〈x[p]〉. Here x[p] is the
image of x under the p-map making g0 a restricted Lie algebra, x
p−1 is the obvious monomial
in V (g), and 〈x〉 and 〈x[p]〉 are the obvious monomials in Λ1(g0) ⊂ A1(g) ⊂W 1(g).
• If g0 is abelian, then t can be constructed so that t(Γi(g0(2))) ≡ 0 for i > 1; cf. [9, Remark
3.3.2]. (In the notation of that remark, if g0 is abelian, then r2 = 0 regardless of whether
or not the restriction mapping is trivial.)
Now the action of d on X(g) is described in terms of the differential ∂ : W (g)→W (g), the algebra
structure of W (g), and the map t as follows: Let w ∈ W (g) and γ ∈ Γ(g0(2)) be homogeneous
elements. Denote the homological degree of w by deg(w). Recall that Γ(g0(2)) is naturally a
coalgebra, and write ∆Γ(γ) =
∑
γ′ ⊗ γ′′ for the coproduct of γ. Then
(5.2.1) d(w ⊗ γ) = ∂(w)⊗ γ + (−1)deg(w)∑[w · t(γ′)]⊗ γ′′.
is isomorphic to the category of rational G-supermodules [6, Corollary 3.5], we thus get an exact functor from Pd to
the category of rational G-supermodules.
COHOMOLOGICAL FINITE-GENERATION FOR FINITE SUPERGROUP SCHEMES 39
Though not discussed in [9], there exists a diagonal approximation ∆s : X(g) → X(g) ⊗ X(g)
defined in terms of the natural coproducts ∆W and ∆Γ on W (g) and Γ(g0(2)), the algebra structure
of W (g), and a linear map s : Γ(g0(2)) → W (g0) ⊗W (g0) of homological degree 0; the map s is
called a twisting diagonal cochain in [17], and is called a t-twisting coproduct in [24]. We will not
go into the details of the particular properties that s must satisfy, but given the map s, and given
w ∈W (g) and γ ∈ Γ(g0(2)) as before, ∆s is defined by
(5.2.2) ∆s(w ⊗ γ) =
∑
[∆W (w) · s(γ′)] ·∆Γ(γ′′).
Now H•(V (g), k) can be computed as the cohomology of the cochain complex HomV (g)(X(g), k).
Applying the isomorphisms of Section 2.6, there exists an isomorphism of graded superspaces
(5.2.3) HomV (g)(X(g), k) ∼= Homk(A(g)⊗ Γ(g0(2)), k) ∼= Λ(g∗)⊗ S(g∗0(2)).
The diagonal approximation ∆s induces a (typically) nonassociative product on the cochain complex
HomV (g)(X(g), k). In particular, the induced product on cochains does not agree in general with
the natural superalgebra structure of the tensor product Λ(g∗)⊗S(g∗
0
(2)). However, using the fact
that the twisting diagonal cochain s has image in the subalgebra W (g0)⊗W (g0) of W (g)⊗W (g),
one can show that, when restricted to the subspace S(g∗
1
)⊗S(g∗
0
(2)) of Λ(g∗)⊗S(g∗
0
(2)), the induced
product on cochains does agree with the natural superalgebra structure on S(g∗
1
)⊗ S(g∗
0
(2)).
Example 5.2.1. Let g be the two-dimensional restricted Lie superalgebra generated by an even
element x and an odd element y such that [x, y] = 0, [y, y] = 2x, and x[p] = x. Then a typical
monomial in X(g) has the form xayb〈xc〉γd(y)γe(x) for some a, b, c, d, e ∈ N. (For legibility we have
omitted the tensor product symbol between the factors W (g) and Γ(g0(2)).) Here x
ayb represents
a monomial in V (g), 〈xc〉 represents a monomial in Λc(g0), γd(y) represents a monomial in Γd(g1),
and γe(x) represents a monomial in Γ
2e(g0(2)), i.e., γe(x) ∈ Γe(g0). Now since g0 is abelian and
x[p] = x, the differential d : X(g)→ X(g) takes the form
d
(
xayb〈xc〉γd(y)γe(x)
)
= ∂
(
xayb〈xc〉γd(y)
)
γe(x)
+ (−1)c+d
[
(xayb〈xc〉γd(y)) · (xp−1〈x〉 − 〈x〉)
]
γe−1(x)
= xa+1yb〈xc−1〉γd(y)γe(x)
+ (−1)cxayb+1〈xc〉γd−1(y)γe(x)
− xayb〈xc+1〉γd−2(y)γe(x)
+ (−1)cxa+p−1yb〈xc+1〉γd(y)γe−1(x)
− (−1)cxayb〈xc+1〉γd(y)γe−1(x).
Let x∗, y∗ be the dual basis for g. Then as above, a typical monomial in Λ(g∗)⊗S(g∗
0
(2)) can be
written in the form 〈(x∗)c〉(y∗)d(x∗)e for some c, d, e ∈ N, where 〈(x∗)c〉 ∈ Λc(g∗
0
), (y∗)d ∈ Sd(g∗
1
),
and (x∗)e ∈ S2e(g∗
0
(2)), i.e., (x∗)e ∈ Se(g∗
0
). Making the identification (5.2.3), one can check that
the differential d∗ on HomV (g)(X(g), k) takes the following form:
(y∗)d(x∗)e d
∗7→ 0
〈(x∗)〉(y∗)d(x∗)e d∗7→ (−1)d(y∗)d(x∗)e+1 − (−1)d(y∗)d+2(x∗)e.
This implies that H•(V (g), k) ∼= k[y∗, x∗]/〈x∗ − (y∗)2〉. In particular, no element of the subspace
S(g∗
0
(2)) of HomV (g)(X(g), k) is a coboundary.
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5.3. Restriction of c1. In this section, fix positive integers m and n, let G = GL(m|n) be the
corresponding general linear supergroup, and let G1 be its first Frobenius kernel.
Lemma 5.3.1. c1|G1 6= 0 and cΠ1 |G1 6= 0.
Proof. Given 1 ≤ i, j ≤ m + n, write ei,j for the corresponding (m + n) × (m + n) matrix unit
whose (i, j)-entry is equal to 1 and whose other entries are 0. Let U be the one-dimensional odd
subsupergroup scheme of G such that for each commutative k-superalgebra A,
(5.3.1) U(A) = {Im+n + a · em,m+1 : a ∈ A1} ,
where Im+n denotes the (m+ n)× (m+ n) identity matrix. Then U is a subsupergroup scheme of
G1. We will show that c1|G1 6= 0 by showing that c1|U 6= 0. First, consider the super Koszul kernel
complex Kp. Proposition 4.2.5 implies that H
0(Kp) ∼= I0(1), Hp−1(Kp) ∼= I1(1), and Hi(Kp) = 0
for i /∈ {0, p− 1}. Then by Proposition 3.5.1, the augmented complex
K ′ : 0→ I(1)0 →K0p →K1p → · · · →Kp−2p →Kp−1p → I(1)1 → 0
represents an element c˜1 of the one-dimensional space Ext
p
P(I1
(1), I0
(1)). In particular, c˜1 is a
scalar multiple of c1. We will show that c˜1|U 6= 0, and hence that c1|U 6= 0.
Let x1, . . . , xm and y1, . . . , yn be the standard bases for k
m and kn, respectively. Then we consider
x1, . . . , xm, y1, . . . , yn as a homogeneous basis for k
m|n, with xi = 0 and yj = 1 for each i and j.
Let Λ(z) be the ordinary exterior algebra over a one-dimensional odd superspace spanned by the
vector z. The category of left U -supermodules is isomorphic to the category of left supermodules
for k[U ]∗ ∼= Λ(z). Under this isomorphism, the action of Λ(z) on km|n is defined by z.xi = 0 and
z.yj = δj,1 · xm. This equivalence also induces an isomorphism
(5.3.2) Ext•U (I1
(1)(km|n), I0(1)(km|n)) ∼= Ext•Λ(z)(k0|n(1), km|0(1)),
where k0|n(1) and km|0(1) are considered as trivial Λ(z)-supermodules. A projective resolution of
the trivial Λ(z)-module k is given by the complex P•, where Pi = Λ(z) for each i ≥ 0, and for i ≥ 1
the differential Pi → Pi−1 is multiplication by z. Then P ′• := P• ⊗ k0|n(1) is a projective resolution
of k0|n(1), and the image of c˜1|U under the isomorphism (5.3.2) is computed by lifting the identity
map k0|n(1) → k0|n(1) to a chain map ϕ : P ′ →K ′(km|n), and then taking the cohomology class in
HomΛ(z)(P
′•, km|0(1)) of the cocycle ϕp : P ′p → km|0(1).
For each i ≥ 0, P ′i is a free Λ(z)-supermodule of rank n with a homogeneous Λ(z)-basis given by
the vectors 1⊗yj(1) for 1 ≤ j ≤ n. By definition, Kip(km|n) is a subspace of Sp−i(km|n)⊗Ai(km|n).
We express elements of S(km|n) and A(km|n) in terms of the bases (2.3.2) and (2.3.5). Then the
action of z on S(km|n)⊗A(km|n) is given by
z.
[
(xa11 · · ·xamm yb11 · · · ybnn )⊗ (xc11 · · ·xcmm γd1(y1) · · · γdn(yn))
]
= b1 ·
[
(xa11 · · ·xam+1m yb1−11 · · · ybnn )⊗ (xc11 · · ·xcmm γd1(y1) · · · γdn(yn))
]
+ (−1)b1+···+bn
[
(xa11 · · ·xamm yb11 · · · ybnn )⊗ (xc11 · · ·xcm+1m γd1−1(y1) · · · γdn(yn))
]
.
We now define a family of Λ(z)-supermodule homomorphisms ϕi : P
′
i → Kp−i−1p (km|n) as follows:
For 0 ≤ i ≤ p − 1, define ϕi such that ϕi(1 ⊗ yj(1)) = δj,1 · 1i! · [ximy1 ⊗ γp−i−1(y1)]. Define ϕp
such that ϕp(1 ⊗ yj(1)) = δj,1 · 1(p−1)! · xm(1) = −δj,1 · xm(1) ∈ km|0(1), and set ϕi = 0 for i > p.
Then one can check that this family of homomorphisms defines a chain map ϕ : P ′ → K ′(km|n)
lifting the identity map k0|n(1) → k0|n(1). Since ϕp is nonzero, and since the differential on the
complex HomΛ(z)(P
′•, km|0(1)) is trivial, it follows that c˜1|U 6= 0, and hence c1|G1 6= 0. The proof
that cΠ1 |G1 6= 0 is entirely analogous, replacing U by the transpose subsupergroup U ′ of G1 defined
by U ′(A) = {Im+n + a · em+1,m : a ∈ A1}. 
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5.4. Restriction of cr. Again, fix positive integers m and n, and set G = GL(m|n). Let U be be
as defined in (5.3.1), and let H•(U, k) denote the cohomology ring Ext•U (k, k) ∼= Ext•Λ(z)(k, k), which
is known to be a polynomial algebra generated by an odd generator β of cohomological degree 1.
For each r ≥ 1 and for each pair of trivial U -supermodules V (r) and W (r), there exists a natural
identification
(5.4.1) Ext•U (V
(r),W (r)) ∼= H•(U, k)⊗Homk(V,W )(r).
Taking r = 1, the proof of Lemma 5.3.1 shows that, up to a nonzero scalar factor, c1|U identifies
with βp · α(1), where α : kn → km is the linear map defined with respect to the standard bases
for kn and km by the m × n unit matrix em,1. Similarly, replacing U by its transpose U ′, cΠ1 |U ′
identifies with a nonzero scalar multiple of βp · αt(1), where αt : km → kn is the transpose of α.
Our goal in this section is to extend these identifications to all r ≥ 1. Specifically, we will show by
induction on r that, under the identification (5.4.1), cr|U identifies with a nonzero scalar multiple
of βp
r ·α(r), and by symmetry that cΠr |U ′ identifies with a nonzero scalar multiple of βp
r ·αt(r), and
hence that cr|G1 6= 0 and cΠr |G1 6= 0. Our approach in this section is strongly influenced by the
methods of Franjou, Friedlander, Scorichenko, and Suslin [12].
Before delving into details, let us first indicate the general strategy of the induction argument.
First, consider I1
(r) and I0
(r) as subfunctors of Γ1
(r) := A◦I1(r) and S0(r) := S◦I0(r), respectively.
Then for each i ≥ 1, we get the i-fold cup product c∪ir ∈ Extp
ri
P (Γ
i(r)
1 , S
i(r)
0 ). Assuming by way of
induction that cr|U identifies with a nonzero scalar multiple of βpr · α(r), it follows that (c∪ir )|U
identifies with a nonzero scalar multiple of βp
ri · αi(r), where αi denotes the composite map
Γi(kn) = ((kn)⊗i)Si ↪→ (kn)⊗i α⊗i−→ (km)⊗i  Si(km).
In particular, (c∪ir )|U 6= 0, hence c∪ir 6= 0. One immediately checks that αp equals the composite
Γp(kn)
ϕ#−→ (kn)(1) α(1)−→ (km)(1) ϕ−→ Sp(km),
where ϕ# and ϕ denote the dual Frobenius map and the p-power map, respectively. Then βp
r+1 ·αp(r)
is the image of βp
r+1 · α(r+1) under the map in cohomology
(5.4.2) (ϕ#, ϕ) : Extp
r+1
U (k
n(r+1), km(r+1))→ Extpr+1U (Γp(kn(r)), Sp(km(r)))
induced in the obvious way by ϕ# and ϕ. Our plan is to show that the corresponding homomorphism
between extension groups in P ,
(5.4.3) (ϕ#, ϕ) : Extp
r+1
P (I
(r+1)
1 , I
(r+1)
0 )→ Extp
r+1
P (Γ
p(r)
1 , S
p(r)
0 ),
maps cr+1 to a nonzero scalar multiple of c
∪p
r ; cf. [12, Corollary 5.9]. Then, using the fact that
(5.4.2) is an injection, which can be seen from (5.4.1) by the fact that ϕ# : Γp(kn) → kn(1) is a
surjection and ϕ : km(1) → Sp(km) is an injection, and using the compatibility of (ϕ#, ϕ) with the
restriction map z 7→ z|U , it follows that cr+1|U identifies with a nonzero multiple of βpr+1 ·em,1(r+1).
The homomorphism (5.4.3) factors as a composite of homomorphisms
(5.4.4) Extp
r+1
P (I
(r+1)
1 , I
(r+1)
0 )
(ϕ#)∗−→ Extpr+1P (Γp(r)1 , I(r+1)0 )
ϕ∗−→ Extpr+1P (Γp(r)1 , Sp(r)0 )
induced first by ϕ# and then by ϕ. Corollary 4.6.2 implies via conjugation by Π and via duality that
(ϕ#)∗ is an isomorphism in cohomological degree pr+1. Then to complete the induction argument,
it suffices to show that the image of ϕ∗ is the subspace spanned by c
∪p
r . First, recall the map
(3.6.3) that relates the first and second hypercohomology spectral sequences; taking A = Γ
p(r)
1 and
C = Ωp
(r), this map identifies with ϕ∗. We will prove that c
∪p
r ∈ im(ϕ∗) by analyzing (3.6.3).
Proposition 5.4.1. In (5.4.4), the image of ϕ∗ is the subspace spanned by c
∪p
r .
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Proof. Set V = Ext•P(I1
(r), I0
(r)). Taking A = Γ1
(r) := A◦I1(r), and taking B = S0(r) := S ◦I0(r)
or B = Λ0
(r) := A ◦ I0(r), respectively, the cup product (3.4.6) induces linear maps
V ⊗d → Ext•P(Γd(r)1 , Sd(r)0 ), and V ⊗d → Ext•P(Γd(r)1 ,Λd(r)0 ),
By Lemma 3.4.1, these maps factor, respectively, through linear maps
ΘdS : S
d(V )→ Ext•P(Γd(r)1 , Sd(r)0 ), and ΘdΛ : Λd(V )→ Ext•P(Γd(r)1 ,Λd(r)0 ).
As an inductive tool for analyzing the terms appearing in (3.6.3), we will first prove by induction
on d that ΘdS and Θ
d
Λ are isomorphisms for 1 ≤ d < p. The case d = 1 is a tautology, so suppose
that 1 < d < p. Then the composite homomorphism
S
d(r)
0 → (S1(r)0 )⊗d = (I(r)0 )⊗d → Sd(r)0
induced by the coproduct and product morphisms for S
(r)
0 is equal to multiplication by the nonzero
scalar d!. This implies that the map in cohomology
Ext•P(Γ
d(r)
1 , (I
(r)
0 )
⊗d)→ Ext•P(Γd(r)1 , Sd(r)0 )
induced by the product in S0
(r) is a surjection, and hence by (3.4.9) that ΘdS is a surjection as well.
Replacing S0
(r) with Λ0
(r), we get by the same reasoning that ΘdΛ is a surjection. Then to prove
that ΘdS and Θ
d
Λ are isomorphisms, it suffices to show that they are injections.
Given a cochain complex C in Pev, write E(d,C) for the corresponding first hypercohomology
spectral sequence obtained by taking A = Γ
d(r)
1 in (3.6.1). As in [12, Proposition 4.1], if C
′ and C ′′
are cochain complexes in Pev, then the cup product isomorphism (3.4.9) induces an isomorphism of
spectral sequences E(d′, C ′)⊗E(d′′, C ′′) ∼= E(d′+d′′, C ′⊗C ′′). In particular, using (2.7.7) to consider
the r-th Frobenius twist of the ordinary de Rham complex Ω as a complex of strict polynomial
superfunctors, the cup product induces an isomorphism E(1,Ω1
(r))⊗d ∼= E(d, (Ω1(r))⊗d). We then
get a homomorphism of spectral sequences E(1,Ω1
(r))⊗d → E(d,Ωd(r)) by composing with the map
of chain complexes (Ω1
(r))⊗d → Ωd(r) induced by the multiplication morphism for Ω.
Set E = E(1,Ω1
(r)), and set E = E(d,Ωd
(r)). The only nonzero columns in E1 are E
0,•
1
∼= V
and E
1,•
1
∼= V . With these identifications, the differential d1 : E0,•1 → E1,•1 is the identity. Next,
using (3.4.9) we can write
Es,•1 ∼= Ext•P(Γd(r)1 , Sd−s(r)0 ⊗ Λs(r)0 ) ∼= Ext•P(Γd−s(r)1 , Sd−s(r)0 )⊗ Ext•P(Γs(r)1 ,Λs(r)0 ).
Thus, if 0 < s < d, then Es,•1 ∼= Sd−s(V ) ⊗ Λs(V ) by induction on d. It now follows that the
homomorphism of spectral sequences (E)⊗d → E factors on the E1-page as the composition of two
maps, ρ : (E1)
⊗d → Ωd(V ) and σ : Ωd(V )→ E1, such that:
• ρ is induced by the identifications E0,•1 = S1(V ) and E1,•1 = Λ1(V ), and by multiplication
in Ω(V ); and
• σ restricts for each s to a map σs : Ωsd(V ) → Es,•1 such that σ0 = ΘdS , σd = ΘdΛ, and for
0 < s < d, σs is the isomorphism S
d−s(V )⊗ Λs(V ) ∼= Es,•1 .
Using the above factorization, it follows that σ fits into a commutative diagram
Sd(V ) //
ΘdS

Sd−1(V )⊗ Λ1(V ) //
∼=σ1

· · · // S1(V )⊗ Λd−1(V ) //
∼=σd−1

Λd(V )
ΘdΛ

E0,•1
d1 // E1,•1
d1 // · · · d1 // Ed−1,•1
d1 // Ed,•1
in which the top row is the de Rham complex Ωd(V ). In other words, σ defines a map of cochain
complexes. Since Ωd(V ) is an exact complex unless d ≡ 0 mod p, this implies, by considering the
left-most square in the diagram, that ΘdS is an injection, hence an isomorphism. The proof that
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ΘdΛ is an isomorphism is completely parallel to the argument given for Θ
d
S : replace the de Rham
complex Ω with the Koszul complex Kz, and interchange the roles of S and Λ.
Now suppose d = p. Consider momentarily the second hypercohomology spectral sequence
IIEs,t2 = Ext
s
P(Γ
p(r)
1 ,H
t(Ω(r)p ))⇒ Exts+tP (Γp(r)1 ,Ω(r)p ).
Applying the ordinary Cartier isomorphism, Theorem 4.5.1, conjugation by Π, and duality,
IIEs,t2
∼= ExtsP(Γp(r)1 , I(r+1)0 ) ∼=
{
k if s ≡ pr+1 mod 2p, s ≥ pr+1, and t ∈ {0, 1},
0 otherwise.
This implies that all differentials in the spectral sequence are trivial, and that the composite
IIEp
r+1,0
2  IIEp
r+1,0
∞ ↪→ Extp
r+1
P (Γ
p(r)
1 ,Ω
(r)
p )
is an isomorphism of one-dimensional spaces. Next consider the first hypercohomology spectral
sequences E := E(p,Ωp
(r)) and E := E(p,Kzp
(r)). Then c∪pr ∈ E0,p
r+1
1 . By playing the spectral
sequences E and E off each other, we will show that c∪pr spans the space of permanent cycles in
E0,p
r+1
1 , and hence that the composite
Extp
r+1
P (Γ
p(r)
1 ,Ω
(r)
p ) E0,p
r+1
∞ ↪→ E0,p
r+1
1
is an isomorphism of one-dimensional spaces, finishing the proof of the theorem.
As in the case 1 ≤ d < p, we get by induction on d the existence of chain maps σ : Ωp(V )→ E1
and τ : Kzp(V )→ E1 such that
• σ satisfies the same properties as in the case 1 ≤ d < p,
• the restriction τ0 : Λp(V ) = Kz0p(V )→ E0,•1 is equal to ΘpΛ,
• the restriction τp : Sp(V ) = Kzpp(V )→ Ep,•1 is equal to ΘpS , and
• for 0 < s < p, the restriction τs : Kzsp(V )→ Es,•1 is an isomorphism.
The exactness of Kzp(V ) then implies that E
s,•
2 = 0 for 1 ≤ s ≤ p− 2, and that ΘpΛ is an injection.
We also get Ep−1,•2 ∼= ker(ΘpS) and Ep,•2 ∼= coker(ΘpS). Since Hi(Ωp(V )) = 0 for i > 1 by the
Cartier isomorphism, it follows that Ep,•2 ∼= coker(ΘpΛ) and Ep−1,•2 ∼= ker(ΘpΛ), and hence Es,•2 = 0
for 2 ≤ s ≤ p− 1. Then E0,•2 ∼= coker(ΘpΛ) ∼= Ep,•2 by the commutativity of the diagram
Λd(V ) 
 κ
1
p(V )
//
ΘpΛ

Kz1p(V )
∼=τ1

E0,•1
d1 // E1,•1
Now the only nonzero columns in the two spectral sequences are E0,•2 ∼= Ep,•2 , Ep−1,•2 , Ep,•2 , E0,•2 ,
and E1,•2 . Since V is concentrated in cohomological degrees m ≡ pr mod 2, it follows that
(5.4.5) Ep−1,m2 = 0 = E
1,m
2 if m 6≡ pr+1 mod 2p,
and hence that
(5.4.6) Ep,m2
∼= ExtmP(Γp(r)1 , Sp(r)0 ) ∼= E0,m2 if m 6≡ pr+1 mod 2p.
Given a Z-graded vector space W , write [W ]m for the homogeneous component of degree m in W .
Then combining (5.4.5) with the fact that Es,•2 = 0 for 2 ≤ s ≤ p− 1, and the fact that [E∞]m = 0
for m < pr+1 by the calculations in the previous paragraph, it follows that
(5.4.7) E0,i2
∼= E0,ip ∼= Ep,i−p+1p ∼= Ep,i−p+12 for all i ≤ pr+1 − 2,
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with the middle isomorphism induced by the differential dp : E
0,i
p → Ep,i−p+1p . Similarly, using
(5.4.5), the fact that Es,•2 = 0 for 1 ≤ s ≤ p− 2, and the fact that E ⇒ 0 by the exactness of the
complex Kzp
(r), it follows that there exist isomorphisms
(5.4.8) E0,i2
∼= E0,ip ∼= Ep,i−p+1p ∼= Ep,i−p+12 for all i ≤ pr+1 + p− 3.
In particular, (5.4.6), (5.4.7), and (5.4.8) imply that
(5.4.9) E0,i2
∼= Ep,i−p+12 ∼= E0,i−p+12 ∼= Ep,i−2p+22 for all i ≤ pr+1 + p− 3.
Trivially, E0,i2 = 0 = E
0,i
2 if i < 0. Then an induction argument using (5.4.9) and the isomorphism
E0,•2 ∼= Ep,•2 shows that Ep,i2 = 0 for all i ≤ pr+1 + p − 3. In particular, Ep,i2 = 0 for i = pr+1 − p
and i = pr+1− p+ 1. This implies that E0,pr+12 is the only nonzero term of total degree pr+1 in the
E2-page of its spectral sequence, and that E
0,pr+1
2 consists of permanent cycles. Since [E∞]
pr+1 ∼= k
by the calculations in the previous paragraph, we conclude then that E0,p
r+1
2
∼= k. Finally, write
(cr)
p for the p-th power of cr in S
p(V ). Then (cr)
p is in the kernel of the de Rham differential
Sp(V )→ Sp−1(V )⊗Λ1(V ). Since σ : Ωp(V )→ E1 is a chain map, and since σ0 = ΘpS , this implies
that c∪pr is a nonzero element of the one-dimensional space E0,p
r+1
2 . Thus, c
∪p
r spans the space of
permanent cycles in E0,p
r+1
1 . This completes the proof. 
We have now completed the proof outlined at the start of this section. Thus:
Theorem 5.4.2. For each r ≥ 1, the classes cr and cΠr restrict nontrivially to GL(m|n)1.
Remark 5.4.3. A version of Proposition 5.4.1 also holds for the cohomology classes er+1 and e
∪p
r ,
i.e., the image of er+1 in Ext
2pr
P (Γ
p(r)
0 , S
p(r)
0 ) is a nonzero scalar multiple of the cup product e
∪p
r .
This can be proved through an argument similar to that given for Proposition 5.4.1, or it can be
deduced from [12, Corollary 5.9] using the fact that er|V0 = er for each r ≥ 1. More generally, it
is natural to expect that analogues of the Ext-group calculations in [12, §§4–5] should hold for the
exponential superfunctors defined in (2.7.6).
5.5. Cohomological finite generation in positive characteristic. Our main theorem is:
Theorem 5.5.1. Let k be a field of characteristic p ≥ 3. Let G be a finite k-supergroup scheme,
and let M be a finite-dimensional G-supermodule. Then H•(G, k) is a finitely-generated k-algebra,
and H•(G,M) is finitely-generated under the cup product action of H•(G, k).
Proof. By [9, Remark 5.4.3] we may assume that k is perfect, and by [9, Theorem 5.3.3] we may
assume that G is infinitesimal. Then by [9, Theorem 5.4.2], it suffices to show for m,n, r ≥ 1 that,
up to rescaling, em,nr := (er +e
Π
r )|GL(m|n) and cm,nr := (cr + cΠr )|GL(m|n) satisfy (5.1.7) and (5.1.8).9
Since (5.1.7) and (5.1.8) are conditions in terms of superalgebra homomorphisms, it suffices by
multiplicativity and linearity to consider er, e
Π
r , cr, and c
Π
r separately.
Set G = GL(m|n), and let g+1 and g−1 be the subalgebras of g = gl(m|n) defined in (5.1.9). As
in [6, §2], let T be the maximal torus in G consisting of diagonal matrices, and let εi : T → Gm be
the homomorphism that picks out the i-th entry of a diagonal matrix. Then the character group
X(T ) of T is the free abelian group generated by ε1, . . . , εm+n, and each rational G-supermodule
M decomposes into a direct sum of T -weight spaces. In particular, the matrix unit eij ∈ gl(m|n) is
of weight εi − εj . Now (g∗+1)(r) is the irreducible G-supermodule of highest weight pr(εm+1 − εm),
and (g∗−1)(r) is the irreducible G-supermodule of highest weight pr(ε1 − εm+n). Since cr and
cΠr each restrict nontrivially to G1, it follows that the induced G-supermodule homomorphisms
cr|G1 : (g∗+1)(r) → Hp
r
(G1, k) and c
Π
r |G1 : (g∗−1)(r) → Hp
r
(G1, k) are injections.
9The assumption m,n 6≡ 0 mod p in [9, Conjecture 5.4.1], and hence also in [9, Theorem 5.4.2], turns out to be
unnecessary, though it should be assumed that m,n, r ≥ 1.
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Write Φodd for the set of weights of T in g1. We claim that if v is a vector in the E0-page of (5.1.6)
of total degree pr and weight prα for some α ∈ Φodd, then v is in the image of the homomorphism
(5.5.1) (g∗
1
)(r) ↪→ S(g∗
1
) ↪→ Λpr(g∗) ∼= E0,pr0
where the first map raises elements to the pr-power. To see this, suppose without loss of generality
that α is a weight of T in g∗+1, say, α = εm+j − εi for some 1 ≤ i ≤ m and 1 ≤ j ≤ n, so that
v is of weight pr(εm+j − εi) = (−pr)εi + prεm+j . Next observe that Λ(g∗) ∼= Λ(g∗0) ⊗g S(g∗1) and
S(g∗
1
) ∼= S(g∗+1) ⊗ S(g∗−1) as T -algebras. If w is a vector of weight
∑m+n
s=1 asεs in either Λ(g
∗
0
) or
S(g∗
0
(2))(1), then
∑m
s=1 as = 0 and
∑n
s=1 am+s = 0. On the other hand, if w is a weight vector in
Sc(g∗+1), then
∑m
s=1 as = −c and
∑n
s=1 am+s = c, while if w is a weight vector in S
c(g∗−1), then∑m
s=1 as = c and
∑n
s=1 am+s = −c. Combining these observations, it follows first that v must
be a weight vector in Sp
r
(g∗+1), and then that v must be in the image of (5.5.1). Now by the
irreducibility of (g∗+1)(r) and (g∗−1)(r) as G-supermodules and by dimension comparison, it follows
that the composition of the map (cr + c
Π
r )|G1 : (g∗1)(r) → Hp
r
(G1, k) with the vertical edge map of
(5.1.6) must have the same image as (5.5.1), and hence that cm,nr := (cr + c
Π
r )|G satisfies (5.1.8).
Next we show by induction on r that, up to rescaling, (5.1.7) is satisfied by em,nr := (er + e
Π
r )|G.
The inductive step is handled by an argument like that in the second paragraph of Section 5.4,
using Remark 5.4.3 instead of Proposition 5.4.1, so it suffices to consider the case r = 1.
Recall the discussion from Section 5.2. We will work with the homogeneous basis for gl(m|n) of
the matrix units {eij : 1 ≤ i, j ≤ m+ n}. Then d1 : X1(g)→ X0(g) and d2 : X2(g)→ X1(g) satisfy
d1(1⊗ eij ⊗ 1) = eij ⊗ 1⊗ 1,
d2(1⊗ (eij · est)⊗ 1) = eij ⊗ est ⊗ 1− (−1)eij ·estest ⊗ eij ⊗ 1− 1⊗ [eij , est]⊗ 1, and
d2(1⊗ 1⊗ eij) = (eij)p−1 ⊗ eij ⊗ 1− 1⊗ e[p]ij ⊗ 1 for eij = 0.
Here z 7→ z[p] is the map that sends z ∈ g0 to its associative p-th matrix power.
Now given eij ∈ g, let e∗ij be the corresponding dual basis element, and given eij ∈ g0, let
gij ∈ HomV (g)(X2(g), k) be the homomorphism that is naturally dual to 1 ⊗ 1 ⊗ eij . Then the
gij are cocycles in HomV (g)(X2(g), k) by [9, Lemma 3.5.2], and the proof of [9, Proposition 3.5.3]
shows (modulo a reindexing of the spectral sequence) that the horizontal edge map of (5.1.6) sends
(e∗ij)
(1) ∈ (g∗
0
)(1) ∼= E2,00 to the cohomology class of gij . Then to finish the proof, it suffices to show
that (e1 + e
Π
1 )|G1 : (g∗0)(1) → H2(G1, k) also sends (e∗ij)(1) to the cohomology class of gij .
Recall that e1 is the extension class in P of the exact sequence (4.4.8). Then e1(km|n) is made
into an exact sequence of restricted g-supermodules by having g act trivially on km|0(1), and by
giving Sp(km|n) and Γp(km|n) the g-supermodule structures induced by the natural action of g on
(km|n)⊗p. As in the proof of Lemma 5.3.1, the cohomology class e1|G1 ∈ Ext2G1(km|0(1), km|0(1)) can
be described by lifting the identity map km|0(1) → km|0(1) to a chain map
(5.5.2)
· · · // X2(g)⊗ km|0(1) //
ϕ2

X1(g)⊗ km|0(1) //
ϕ1

X0(g)⊗ km|0(1) //
ϕ0

km|0(1)
km|0(1) // Sp(km|n) // Γp(km|n) // km|0(1),
and then taking the cohomology class of the map ϕ2.
As in the proof of Lemma 5.3.1, let x1, . . . , xm, y1, . . . , yn denote the standard homogeneous
basis for km|n. Then the reader can check that the following formulas uniquely define a chain
homomorphism ϕ : X(g)⊗ km|0(1) → e1(km|n) lifting the identity map on km|0(1):
• ϕ0((1⊗ 1⊗ 1)⊗ x(1)s ) = γp(xs),
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• ϕ1((1⊗ eij ⊗ 1)⊗ x(1)s ) = δj,s · 1(p−1)! · xi · xp−1s for eij ∈ g,
• ϕ2((1⊗ 1⊗ e(1)ij )⊗ x(1)s ) = δj,s · x(1)i for eij ∈ g0, and
• ϕ2((1⊗ z ⊗ 1)⊗ x(1)s ) = 0 for all z ∈ A2(g).
This implies that if e∗ij ∈ g∗m, then e1|G1 : (g∗m)(1) → H2(G1, k) sends e∗ij(1) to the cohomology class
of gij . Similarly, if e
∗
ij ∈ g∗n, then eΠ1 |G1 : (g∗n)(1) → H2(G1, k) sends e∗ij(1) to the class of gij . Thus,
(e1 +e
Π
1 )|G1 : (g∗0)(1) → H2(G1, k) is equal to the corresponding edge map of (5.1.6), and extending
multiplicatively, we conclude for r = 1 that (5.1.7) is satisfied by em,n1 := (e1 + e
Π
1 )|G. 
Applying the equivalence between finite supergroup schemes over k and finite-dimensional co-
commutative Hopf superalgebras over k, we immediately get:
Corollary 5.5.2. Let k be a field of characteristic p ≥ 3, let A be a finite-dimensional cocom-
mutative Hopf superalgebra over k, and let M be a finite-dimensional A-supermodule. Then the
cohomology ring H•(A, k) is a finitely-generated k-algebra, and H•(A,M) is finitely-generated under
the cup product action of H•(A, k).
Using the observations from the proof of Theorem 5.5.1, we can now prove Lemma 4.4.1.
Proof of 4.4.1. We prove that if s > 0 and s ≡ 0 mod 2pr−1, then the differential must be an
isomorphism of one-dimensional vector spaces. First, by the discussion preceding Proposition 4.4.4,
which reinterprets the indicated differential in terms of right multiplication by the extension class
er, the claim of the lemma is equivalent to the claim that (er)
` 6= 0 for all ` ≥ 0. The observations
in Step 3 of the proof of Theorem 4.3.2 already imply that (er)
` 6= 0 for 0 ≤ ` < p. Furthermore,
the isomorphism (4.4.4), whose validity does not depend on Lemma 4.4.1, implies by induction that
if in addition (er)
p 6= 0, then (er)` 6= 0 for all ` ≥ 0. So it suffices to show that (er)p 6= 0.
Let m,n ≥ 1, and set G = GL(m|n)1, the first Frobenius kernel of GL(m|n). We will show that
(er)
p 6= 0 by proving that (er)p|G = (er|G)p 6= 0. As discussed in Section 5.1, the restriction er|G
determines a cohomology class
er|G ∈ H2pr−1(G, g(r)m ) ∼= H2p
r−1
(G, k)⊗ g(r)m ∼= Homk((g∗m)(r),H2p
r−1
(G, k)).
Moreover, the proof of Theorem 5.5.1 asserts that, up to a nonzero scalar factor, the induced
map er|G : (g∗m)(r) → H2p
r−1
(G, k) factors through the composite of the pr−1-power map (g∗m)(r) →
S(g∗m)(1) and the horizontal edge map Φ : S(g∗0)
(1) → H•(G, k) of (5.1.6). Let {eij : 1 ≤ i, j ≤ m+n}
be the basis of matrix units for g, and let {e∗ij : 1 ≤ i, j ≤ m+n} be the dual basis. Given eij ∈ g0,
set Xij = Φ(e
∗
ij). Then considering er|G as an element of H2p
r−1
(G, k)⊗ g(r)m , we can write
er|G = λ ·
 ∑
1≤i,j≤m
Xp
r−1
ij ⊗ e(r)ij

for some nonzero λ ∈ k. Now it follows that (er)p|G = (er|G)p ∈ H2pr(G, k)⊗ g(r)m is given by
λp ·
 ∑
1≤i,j≤m
Xp
r−1
ij ⊗ e(r)ij
p = λp ·
 ∑
1≤i,j≤m
1≤i1,...,ip−1≤m
Xp
r−1
i,i1
Xp
r−1
i1,i2
· · ·Xpr−1ip−1,j ⊗ e
(r)
ij
 .
So to prove that (er|G)p 6= 0, it suffices to show for some 1 ≤ i, j ≤ m that (Zpij)p
r−1 6= 0, where
Zpij :=
∑
1≤i1,...,ip−1≤m
Xi,i1Xi1,i2 · · ·Xip−1,j ∈ H2p(G, k).
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Write Φ−1(Zpij) to denote the polynomial in S
p(g∗m) obtained by replacing each Xuv in Z
p
ij with the
original coordinate function e∗uv. Then Φ−1(Z
p
ij) is the natural polynomial function on gm defining
the condition that the ij-coordinate of the p-th power of a matrix in gm should be equal to 0.
We show that (Zpmm)p
r−1 6= 0 by showing that its restriction to the cohomology of a particular
restricted Lie sub-superalgebra of gl(m|n) is nonzero. Specifically, let x := em,m+em+1,m+1 and let
y := em+1,m + em,m+1. Then x and y span a two-dimensional restricted Lie sub-superalgebra s of
gl(m|n) with [x, y] = 0, x[p] = x, and [y, y] = 2x. Moreover, one can check that the restriction map
S(gl(m|n)∗
0
)→ S(s∗
0
) sends the polynomial Φ−1(Zpmm) to (x∗)p ∈ Sp(s∗0), where x∗ ∈ s∗0 denotes the
basis vector dual to x. Now the fact that (Zpmm)p
r−1
restricts to a nontrivial class in H•(V (s), k)
follows from the observation at the end of Example 5.2.1. 
5.6. Implications for the cohomology of GL(m|n). Recall from [15, Corollary 3.13] that if T
and T ′ are homogeneous strict polynomial functors of degree d, and if n ≥ d, then evaluation on
the vector space kn induces an isomorphism Ext•Pd(T, T
′) ∼= Ext•GLn(T (kn), T ′(kn)). Taking d = 0,
the category P0 identifies with the semisimple category of finite-dimensional k-vector spaces, and
GLn acts trivially on T (k
n) for each T ∈ P0. Then a special case of the previous isomorphism is the
well-known fact that HomGLn(k, k)
∼= k, but ExtiGLn(k, k) = 0 for all i > 0. The next proposition
implies that there is no analogue of [15, Corollary 3.13] for Pd and GL(m|n).
Proposition 5.6.1. Let m and n be positive integers. Then Ext2GL(m|n)(k, k) 6= 0.
Proof. Set G = GL(m|n), and set g = Lie(G) = gl(m|n). Write g0 = gm ⊕ gn as in (5.1.9), and let
trm : gm → k and trn : gn → k be the usual trace functions on gm and gn, respectively. We consider
trm and trn as elements of g
∗ in the obvious way. Then the supertrace function str : gl(m|n) → k
is defined by str = trm− trn. By [9, Corollary 5.2.3], the E2-page of the spectral sequence (5.1.6)
has the form Ei,j2 = H
j(g, k) ⊗ Si(g∗
0
(2))(1), where H•(g, k) denotes the ordinary Lie superalgebra
cohomology of g. Immediate calculation using the Koszul resolution for g [9, §3.1] shows that
H1(g, k) ∼= (g/[g, g])∗ is spanned by the supertrace function. Now one can check that the differential
d2 : E
0,1
2 → E2,02 maps E0,12 ∼= H1(g, k) onto the subspace of E2,02 ∼= (g∗0)(1) spanned by str(1).10 This
implies that the horizontal edge map of (5.1.6) induces an injection (g∗
0
/(k · str))(1) ↪→ H2(G1, k).
In particular, the image of trm
(1) ∈ (g∗
0
)(1) under the edge map (g∗
0
)(1) → H2(G1, k) is nonzero.
Now as in the proof of [15, Lemma 1.4], consider the commutative diagram
Ext2G(k, g
(1)
m )
z 7→z|G1//
(tr
(1)
m )∗

Ext2G1(k, g
(1)
m )
∼ // Homk((g∗m)(1),H
2(G1, k))
◦ tr(1)m

Ext2G(k, k)
z 7→z|G1 // Ext2G1(k, k).
The proof of Theorem 5.5.1 and the observation at the end of the previous paragraph imply that
the image of e1|G across the top row and right-hand column of this diagram is nonzero. Then the
image of e1|G down the left-hand column and across the bottom row of the diagram must also be
nonzero. In particular, (trm
(1))∗(e1|G) must be a nonzero class in Ext2G(k, k). 
Problem 5.6.2. Compute the rational cohomology ring H•(GL(m|n), k) = Ext•GL(m|n)(k, k).
Remark 5.6.3. It follows from a result of Kujawa [22, Lemma 3.6] that Ext1GL(m|n)(L,L) = 0 for
each irreducible rational GL(m|n)-supermodule L. On the other hand, Brundan and Kleshchev
have shown for the supergroup Q(n) that H1(Q(n), k) ∼= Π(k) [5, Corollary 7.8].
10This can be checked, for example, by considering the construction of the spectral sequence (5.1.6) via the
resolution X(g), and then looking at the low degree terms in X(g).
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5.7. Cohomological finite generation in characteristic zero. In this section we prove cohom-
ological finite-generation for finite-dimensional cocommutative Hopf superalgebras over fields of
characteristic zero, using a theorem of Kostant describing the structure of these algebras. The next
result is Theorem 3.3 of [18] (it is evident from the context that the theorem as published contains
a typo: the word ‘commutative’ should be the word ‘cocommutative’). Given a group G, we write
kG for the group algebra of G over k, i.e., the ring of k-linear combinations of elements of G, in
which multiplication is induced by multiplication in G.
Theorem 5.7.1 (Kostant). Let k be an algebraically closed field of characteristic zero, and let A be
a cocommutative Hopf superalgebra over k. Let G be the group of group-like elements in A, let g be
the Lie superalgebra of primitive elements in A, and let U(g) be the universal enveloping superalgebra
of g. Then there exists an isomorphism of Hopf superalgebras A ∼= kG#U(g), where the smash
product is taken with respect to the homomorphism pi : G→ GL(g) defined by pi(g)(x) = gxg−1.
Since U(g) is infinite-dimensional whenever g0 6= 0, and since any purely odd Lie superalgebra
is automatically abelian, we immediately get:
Corollary 5.7.2. Let k be an algebraically closed field of characteristic zero, and let A be a finite-
dimensional cocommutative Hopf superalgebra over k. Then there exists a finite group G, a finite-
dimensional odd superspace V , and a representation pi : G→ GL(V ) such that A is isomorphic as
a Hopf superalgebra to the smash product kG#Λ(V ) formed with respect to pi.
Now we prove the characteristic zero analogue of Corollary 5.5.2.
Theorem 5.7.3. Let k be a field of characteristic zero, let A be a finite-dimensional cocommutative
Hopf superalgebra over k, and let M be a finite-dimensional A-supermodule. Then H•(A, k) is a
finitely-generated k-algebra, and H•(A,M) is a finitely-generated H•(A, k)-module.
Proof. Since H•(A, k)⊗k ∼= H•(A⊗k, k) as k-algebras, and since H•(A,M)⊗k ∼= H•(A⊗k,M ⊗k)
as modules under the previous isomorphism, we may assume that k is algebraically closed. Then
by Corollary 5.7.2, there exists a finite group G, a finite-dimensional odd superspace V , and a
representation pi : G → GL(V ) such that A is isomorphic as a Hopf superalgebra to the smash
product kG#Λ(V ) formed with respect to pi. Since the exterior algebra Λ(V ) is a normal subalgebra
of A, and since the Hopf superalgebra quotient A//Λ(V ) is isomorphic to the group algebra kG,
we get for each A-supermodule M a Lyndon–Hochschild–Serre spectral sequence
Ei,j2 (M) = H
i(kG,Hj(Λ(V ),M))⇒ Hi+j(A,M).
The group algebra kG is semisimple by Maschke’s Theorem, so Ei,j2 (M) = 0 for i > 0. Then the
spectral sequence collapses at the E2-page, yielding H
•(A,M) ∼= H•(Λ(V ),M)G. Next, the ring
H•(Λ(V ), k) is isomorphic as a graded k-algebra to the symmetric algebra S(V ∗). This identification
is an isomorphism of kG-modules, where the kG-module structure on S(V ∗) is induced by the
contragredient representation of G on V ∗. Then by Noether’s finiteness theorem, the cohomology
ring H•(A, k) ∼= S(V ∗)G is a finitely-generated k-algebra, and S(V ∗) is finitely-generated as a
module over S(V ∗)G. Then to prove that H•(A,M) is a finitely-generated H•(A, k)-module, it
suffices to show that H•(Λ(V ),M) is a finitely-generated H•(Λ(V ), k)-supermodule.
Consider V as an abelian Lie superalgebra. Then Λ(V ) is the enveloping superalgebra of V ,
and H•(Λ(V ),M) is the Lie superalgebra cohomology group H•(V,M) studied in [9, §§3.1–3.2].
Let C•(V,M) be the cochain complex defined in [9, §3.2] whose cohomology is equal to H•(V,M).
Then the cup product makes C•(V,M) into a finitely-generated differential graded (either left or
right) C•(V, k)-supermodule; see the discussion after [9, Remark 3.2.2] and Footnote 2 in [9, §2.6].
Since V is abelian, the differntial on C•(V, k) is trivial, and we get H•(V, k) ∼= C•(V, k) ∼= S(V ∗).
Passing to cohomology, this implies that H•(V,M) is finitely-generated under the (left or right) cup
product action of H•(V, k) ∼= C•(V, k). 
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Figure 1: End of Step 1 of the proof of Theorem 4.3.2.
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Figure 2: End of Step 2 of the proof of Theorem 4.3.2.
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Figure 1: Step 4Figure 4. End of Step 4 of the proof of Theorem 4.3.2.
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Figure 1: End of Step 5 of the proof of Theorem 4.3.2.
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