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1. INTRODUCTION
In this paper, we study the existence of transversal bounded solutions on
R of a system
x* = f (x, y)+=h(x, y, t, =),
(1.1)
y* ==(Ay+ g( y)+ p(x, y, t, =)+=q( y, t, =))
where x # Rn, y # Rm, =>0 is sufficiently small, A is an m_m matrix,
and all mappings are smooth, 1-periodic in the time variable t # R and such
that
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(i) f (0, 0)=0, g(0)=0, gx(0)=0, p(0, } , } , } )=0.
(ii) The eigenvalues of A and fx(0, 0) lie off the imaginary axis.
(iii) There exists a homoclinic solution t  #(t), #{0, such that
limt  \ #(t)=0 and #* (t)= f (#(t), 0).
Here gx , fx mean the derivatives of g and f with respect to x, respec-
tively. Similar notations are used below.
The second equation of (1.1) has the usual canonical form of the averag-
ing theory [11] in the variable y with x=0, and we assume that its
averaged equation with x=0 possesses a hyperbolic equilibrium. Conse-
quently, we intend to join in this paper the homoclinic dynamics of the first
equation of (1.1) with dynamics near the slow hyperbolic equilibrium of the
averaged second equation of (1.1) when x=0. Moreover, we are interested
in transversal bounded solutions on R of (1.1) for the sufficiently small
parameter =>0. We get as a by-product chaotic behavior of (1.1) for such
= [3, 6, 10]. To get our general result, we need other conditions (see
Theorem 2.8 below) expressing the first-order smallness conditions on the
coupling terms of (1.1). These conditions are not technical ones, but they
are principal ones. On the other hand, they drop out for special cases of
(1.1).
Systems like (1.1) occur in certain weakly coupled systems, which
are studied in Section 3, as well as in certain systems with slowly
varying coefficients, which are studied in Section 4. The main results of
this paper concerning (1.1) are derived in Section 2 by utilizing some
earlier results from [3, 6, 7, 10]. The proofs of our main results are based
on the concept of the exponential dichotomy and on the Lyapunov
Schmidt reduction. Two examples are given for illustration of the abstract
theory.
This paper is a continuation of [4]. We were also stimulated to study
(1.1) by [1, 8, 9, 1214]. We generalize results of [12] to higher-
dimensional non-Hamiltonian cases, where three-dimensional flows are
studied that are perturbations of families of planar Hamiltonian systems.
Thus, (1.1) is investigated in [12] for the case n=2, m=1 and the
system x* = f (x, y) is Hamiltonian in x for any fixed y, and moreover it
possesses a homoclinic orbit to a hyperbolic saddle point for each value of
y in some open interval of R. For the case of [12], the derived Melnikov
mapping of this paper coincides with the Melnikov function of [12,
p. 1254].
Finally, since the dynamics near a hyperbolic equilibrium is the simplest
one, it would be interesting to study the same problem as in this paper
when the averaged second equation of (1.1) with x=0 possesses a hyper-
bolic periodic solution. This problem is much more difficult.
124 FEC8 KAN AND GRUENDLER
2. TRANSVERSAL BOUNDED SOLUTIONS
In the first part of this section, we suppose in addition to (i)(iii) that
(iv) px(0, 0, } , 0)=0.
We shift the time variable t by : in (1.1), then we change = W =2, y W =2y
and we get the equations
x* = f (x, 0)+=2( fy(x, 0) y+h(x, 0, t+:, 0))+O(=4),
y* ==2((A+ py(x, 0, t+:, 0)) y+ p=(x, 0, t+:, 0) (2.1)
+q(0, t+:, 0)+O(=2))+ p(x, 0, t+:, 0).
Now we repeat necessary results from [7, 10] concerning the linearized
problem of the first equation of (2.1). Let W s, W u be the stable and
unstable manifolds, respectively, of the origin of the unperturbed equation
x* = f (x, 0). (2.2)
By the variational equation of (2.2) along # we mean the linear differential
equation
u* (t)= fx(#(t), 0) u(t). (2.3)
We need the following result.
Theorem 2.1 [7]. There exist a fundamental solution U for (2.3), con-
stants M>0, K0>0, and four projections Pss , Psu , Pus , Puu such that
Pss+Psu+Pus+Puu=I and that the following hold :
(i) &U(t)(Pss+Pus) U(s)&1&K0eM(s&t) for 0st,
(ii) &U(t)(Psu+Puu) U(s)&1&K0eM(t&s) for 0ts,
(iii) &U(t)(Pss+Psu) U(s)&1&K0eM(t&s) for ts0,
(iv) &U(t)(Pus+Puu) U(s)&1&K0eM(s&t) for st0.
Also, there exists an integer d with rank Pss=rank Puu=d.
We note that results similar to Theorem 2.1 are given in the book [2]
also. By renumbering we can assume
Id 0 0 0 0 0
Pss=_ 0 0 0& , Puu=_0 Id 0& ,0 0 0 0 0 0
where Id is the d_d identity matrix and also, in column d of U, ud=#* .
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The integer d has the following geometric interpretation: #(0) # W s & W u
and d=T#(0)W s & T#(0)W u, the dimension of intersection of the tangent
spaces to the invariant manifolds W s and W u at #(0).
Let uj denote column j of U. Note that [u1 , ..., ud] forms a basis for
the vector space of bounded solutions to the variational equation and
that any such basis can be extended to a fundamental solution U as in
Theorem 2.1.
Now consider the adjoint matrix U==(U&1)t with respect to the inner
product ( } , } ) on Rn. This matrix is a fundamental solution to the adjoint
equation v* =&fx(#, 0)t v. If we let u=j denote column j of U
= or, equiv-
alently, row j of U&1 then [u=d+1 , ..., u
=
2d ] forms a basis for the vector space
of bounded solutions to the adjoint equation. In applying Theorem 2.1 one
can use any such basis. Note that if u(t) and v(t) are bounded solutions to
the variational and adjoint equations, respectively, then (u(t), v(t)) =0 for
all t # R.
Now we define the Banach spaces
Z=[z # C(R, Rn) | |z|=sup
t
|z(t)|<],
Y={z # Z } |

&
Puu U(t)&1 z(t) dt=0= ,
X=[v # C(R, Rm) | |v|=sup
t
|v(t)|<].
We need the following result.
Theorem 2.2 [7, 10]. The nonhomogeneous equation
z* = fx(#(t), 0) z+h(t), h # Z, (2.4)
has a C1-smooth solution z # Z if and only if h # Y or, equivalently, if and
only if we have +& (h(t), vi (t)) dt=0 for i=1, ..., d where [v1 , ..., vd] is a
basis for the vector space of bounded solutions to the adjoint equation v* =
&fx(#, 0)t v.
Now we make the change of variables
x=#+=2z+= :
d&1
i=1
;iui ,
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and from (2.1) we get
z* = fx(#, 0) z+
1
2
:
d&1
i, j=1
;i ; j fxx(#, 0)(ui , u j)
(2.5)
+ fy(#, 0) y+h(#, 0, t+:, 0)+O(=),
y* ==2((A+ py(#, 0, t+:, 0)) y+ p=(#, 0, t+:, 0)
+q(0, t+:, 0)+O(=))+ p(#, 0, t+:, 0)
+=2px(#, 0, t+:, 0) z
+= :
d&1
i=1
px(#, 0, t+:, 0) ; iu i
+
=2
2
:
d&1
i, j=1
;i ;j pxx(#, 0, t+:, 0)(u i , uj).
Let us put
y= |
t
0
( p(#(s), 0, s+:, 0)+= :
d&1
i=1
px(#(s), 0, s+:, 0) ;i ui (s)
+
=2
2
:
d&1
i, j=1
;i ;j pxx(#(s), 0, s+:, 0)(u i (s), uj (s))) ds.
We note that y= # X. We put y= y=+v in (2.5) and we arrive at the
equations
z* = fx(#, 0) z+ 12 :
d&1
i, j=1
; i ; j fxx(#, 0)(ui , u j)
(2.6)+ fy(#, 0) v+h(#, 0, t+:, 0)+ fy(#, 0) y0+O(=),
v* ==2((A+ py(#, 0, t+:, 0)) v+(A+ py(#, 0, t+:, 0)) y0
+ p=(#, 0, t+:, 0)+q(0, t+:, 0)+ px(#, 0, t+:, 0) z+O(=)).
We need the following result.
Theorem 2.3. If K1>0 is a sufficiently small constant, then the
fundamental solution V=, :(t), V=, :(0)=I, of the homogeneous equation
y* ==2(A+ py(#, 0, t+:, 0)) y
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for any = # (0, K1) satisfies
&V=, :(t) P=, :V=, :(s)&1&c1 e$1(s&t) =
2 for st,
&V=, :(t)(I&P=, :) V=, :(s)&1&c1e$1(t&s) =
2 for ts,
for a projection P=, : : Rm  Rm and the positive constants c1 , $1 . Moreover,
P=, :=P+O(=) where P and I&P are the projections on the stable and
unstable parts of A, respectively. P=, : is smooth in (=, :).
Proof. Since py (#(t=2), 0, :+t=2, 0)=O(e&d1 |t|=
2
) for a constant
d1>0, the equation
y* =(A+ py(#(t=2), 0, :+t=2, 0)) y
according to [2, Proposition 4.1] has an exponential dichotomy on [=, ),
respectively, on (&, &=], with uniform constants for any =>0
sufficiently small. The variation of the constant formula shows that the
only bounded solution on R of the above equation is y=0, again for =>0
sufficiently small. Consequently, it has an exponential dichotomy on R and
the corresponding dichotomy projections are uniquely determined
[2, p. 19]. The final estimate of [2, Proposition 4.1] finishes the proof. K
When the real parts of the eigenvalues of A are either all positive or all
negative then K1>0 in Theorem 2.3 can be arbitrary, P=, :=P, and $1 is
independent of K1 and : while c1 depends only on K1 .
We note that the smoothness of P=, : in Theorem 2.3 with respect to =>0
small cannot be extended to ==0. On the other hand, below we do not
need to control the uniform smoothness of the studied problem with
respect to =>0 as = goes to 0, since we solve below by using for the implicit
function theorem other parameters in our problem.
Now we study the nonhomogeneous equation
y* ==2((A+ py(#, 0, t+:, 0)) y+w) (2.7)
for w # X.
Lemma 2.4. For any ={0 small, Eq. (2.7) has a unique C1-smooth
solution in X which we denote t  y(t, :, =). This solution satisfies
| y|2 |w| c1 $1 and |y:|=O(=2 |w| ). If in addition & |w(s)| ds<
then | y|2=2c1 & |w(s)| ds.
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Proof. The only bounded solution of (2.7) on R is given by
y(t)==2 |
t
&
V=, :(t) P=, :V &1=, :(s) w(s) ds
&=2 |

t
V=, :(t)(I&P=, :) V &1=, :(s) w(s) ds.
It satisfies | y|2 |w| c1$1 . The rest of the lemma is clear. K
By applying Lemma 2.4 to the second equation of (2.6), we can obtain
a solution v=v(:, ;, z, =) # X for any z # Z, ; # Rd&1, : # R, ={0 when
z, ; are bounded and = is small. This solution v is also uniformly bounded
in X. Since p=(#(t), 0, t+:, 0)=O(#(t)), py(#(t), 0, t+:, 0)=O(#(t)) and (iv)
holds, we get from Lemma 2.4 that v(:, ;, z, =)=v=+O(=), where v= # X
solves the equation
v* = =2(Av=+Ay0+q(0, t+:, 0)). (2.8)
We are interested in the limit v=  ? as =  0.
Lemma 2.5. Let us consider the nonhomogeneous equation
w* ==2(Aw+h1(t)) (2.9)
where h1 is 1-periodic satisfying h1(t)=k # Z ake@2?kt, k # Z |ak |<. Then
for any =, 0<=2 &A&?, the unique bounded solution w= of (2.9) satisfies
|w=+A&1a0 |=2c3 :
k # Z"[0]
|ak |
for a positive constant c3 .
Proof. We suppose for simplicity that the real parts of the eigenvalues
of A are negative. Then the only solution of (2.9) in X is given by
w=(t)==2 |
t
&
e=
2A(t&s)h1(s) ds.
We note that &e=2At&c2 e&$2 =
2t for any t0 and some positive constants
c2 , $2 . Hence
w=(t)=&A&1a0+ :
k # Z"[0]
=2 |
t
&
e=
2A(t&s)e@2?ksak ds.
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For k{0 we have
|
t
&
e=
2A(t&s)e@2?ks ds=e=2At |
t
&
e(2?k@I&=
2A) s ds=e2?@Ikt(2k?@I&=2A)&1.
We have to estimate &(2k?@I&=2A)&1&. The Neumann series gives
&(2k?@I&=2A)&1&=
1
2 |k| ?
&(I&=2A(2k?@))&1&
1
? |k|
(2.10)
for =2?&A&. Hence (2.10) implies that &(2k?@I&=2A)&1&1? uniformly
for = small and k # Z"[0]. This gives the statement of the lemma. K
We put
p0(t)={
’1=|

0
p(#(s), 0, s+:, 0) ds
’2=&|
0
&
p(#(s), 0, s+:, 0) ds
for t>0,
for t<0.
Then we have & | y0(t)& p0(t)| dt<. Let u= # X be the solution of the
equation u* = =2A(u=+ p0). Then direct computations show
u=(t)={e
=2A1 tP(’1&’2)&’1
e=
2A2 tQ(’2&’1)&’2
for t0,
for t0,
where A1=PAP, A2=QAQ, Q=I&P. We note
u=(t)  &P’2&Q’1
as =  0 uniformly on finite intervals. By applying Lemmas 2.4 and 2.5 to
(2.8) we get
v(:, ;, z, =)=&A&1 |
1
0
q(0, s, 0) ds+u=+O(=).
Substituting this solution into the first equation of (2.6) for the variable z
we obtain
z* = fx(#, 0) z+ 12 :
d&1
i, j=1
; i ;j fxx(#, 0)(ui , u j)
+ fy(#, 0) \&A&1 |
1
0
q(0, s, 0) ds+|
t
0
p(#(s), 0, s+:, 0) ds+u=+
+h(#, 0, t+:, 0)+O(=). (2.11)
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Using Theorem 2.2 we now define the Melnikov mapping M : R_Rd&1  Rd,
M=(M1 , M2 , ..., Md), by
Ml (:, ;)= 12 :
d&1
i, j=1
;i ;j |

&
( fxx(#(t), 0)(ui (t), u j (t)), vl (t)) dt
+|

&  fy(#(t), 0) \&A&1 |
1
0
q(0, s, 0) ds
+|
t
0
p(#(s), 0, s+:, 0) ds+ , vl (t) dt
&|

&  fy(#(t), 0) Q |

0
p(#(s), 0, s+:, 0) ds, vl (t) dt
+|

&  fy(#(t), 0) P |
0
&
p(#(s), 0, s+:, 0) ds, v l (t) dt
+|

&
(h(#(t), 0, t+:, 0), v l (t)) dt, l=1, 2, ..., d.
We now obtain the following result using [3] and [6].
Theorem 2.6. Let (i)(iv) be satisfied. If there is a simple root (:0 , ;0)
of M(:, ;)=0, i.e., M(:0 , ;0)=0 and M(:, ;)(:0 , ;0) is nonsingular, then
(1.1) has a transversal bounded solution near #_0 for any =>0 sufficiently
small.
Now we suppose instead of (iv) that
(v) fy(#( } ), 0)=0.
Then Lemma 2.5 is not applicable, but Lemma 2.4 is usable. We get
instead of (2.11) the equation
z* = fx(#, 0) z+ 12 :
d&1
i, j=1
;i ;j fxx(#, 0)(u i , uj)+h(#, 0, t+:, 0)+O(=). (2.12)
We can solve (2.12) like (2.11) and we get the following result.
Theorem 2.7. Let (i)(iii) and (v) be satisfied. Then the statement of
Theorem 2.6 holds.
Since we use the implicit function theorem in solving (2.6) and the condi-
tions (iv), (v) are some ‘‘limit’’ assumptions, Theorems 2.6 and 2.7 can be
generalized as follows.
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Theorem 2.8. Let (i)(iii) be satisfied and let (:0 , ;0) be a simple root of
M(:, ;)=0. Then there is a positive constant 0, independent of /1=maxt # R
&px(0, 0, t, 0)&+maxt # R &pxt(0, 0, t, 0)&, /2=supt # R & fy(#(t), 0)&, $1 , and
c1 , such that the statement of Theorem 2.6 holds whenever
/1 /2 c1$1<0, /1 /22c
2
1 $
2
1<0, /1/
2
2c1$1<0.
Remark 2.9. (a) 0 can be explicitly established from (2.6). Moreover,
there is a small hyperbolic periodic solution of (1.1) for sufficiently small
=>0 attracting the transversal bounded solution of Theorem 2.8 as
t  \.
(b) It can be checked simply that the M derived above coincides
with a mapping (1) of [12, p. 1254] for the case studied there.
Now we suppose for (1.1) that (i)(iii) hold together with the condition
(vi) m=1 (i.e., y # R) and f (x, y)= f (x) }( y), where }: R  (0, ),
}(0)=1.
Hence # is a homoclinic solution of x* = f (x) to a hyperbolic equilibrium
x=0. For fixed y, the variational equation
v* = fx(#(t}( y)) }( y) v
has the fundamental solution U(t}( y)) with the properties of Theorem 2.1.
Now we make in (1.1) the change of variables
t W t+:, y W =2y
x(t)=#(t}(=2y(t)))+=2z(t)+= :
d&1
i=1
; i ui (t}(=2y(t))).
Since for y # X bounded and =>0 sufficiently small, it holds that
#(t}(=2y(t)))=#(t)+=2O(e&d |t|),
#* (t}(=2y(t)))=#* (t)+=2O(e&d |t|),
ui (t}(=2y(t)))=u i (t)+=2O(e&d
 |t|), i=1, 2, ..., d&1,
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for a constant d >0, as in (2.5), we get
z* = fx(#) z+
1
2
:
d&1
i, j=1
;i ;j fxx(#)(ui , u j)
(2.13)
+h(#, 0, t+:, 0)&#* t}$(0) y* +O(=),
y* ==2((A+ py(#, 0, t+:, 0)) y+ p=(#, 0, t+:, 0)
+q(0, t+:, 0)+O(e&d |t|)+O(=))
+ p(#, 0, t+:, 0)+=2px(#, 0, t+:, 0) z
+= :
d&1
i=1
px(#, 0, t+:, 0) ; iu i
+
=2
2
:
d&1
i, j=1
;i ; j pxx(#, 0, t+:, 0)(u i , uj).
By taking y= y=+v in (2.13), we obtain
z* = fx(#) z+ 12 :
d&1
i, j=1
; i ;j fxx(#)(ui , uj)
(2.14)
+h(#, 0, t+:, 0)&#* t}$(0) p(#, 0, t+:, 0)+O(=),
v* ==2((A+ py(#, 0, t+:, 0)) v
+(A+ py(#, 0, t+:, 0)) y0
+ p=(#, 0, t+:, 0)+q(0, t+:, 0)
+ px(#, 0, t+:, 0) z+O(e&d
 |t| )+O(=)).
Equation (2.14) is very similar to (2.6) when (v) is satisfied. Consequently,
we arrive at a situation similar to that in Theorem 2.7. Since for l=
1, 2, ..., d we have
(#* t}$(0) p(#, 0, t+:, 0), vl (t)) =t}$(0) p(#, 0, t+:, 0)(ud (t), vl (t))=0,
we get the following result.
Theorem 2.10. Let (i)(iii) and (vi) be satisfied. If there is a simple
root (:0 , ;0) of M(:, ;)=0, then (1.1) has a transversal bounded solution
near #_0 for any =>0 sufficiently small. Here M: R_Rd&1  Rd, M=
(M1 , M2 , ..., Md) is given by
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Ml (:, ;)= 12 :
d&1
i, j=1
; i ; j |

&
( fxx(#(t))(ui (t), uj (t)), vl (t)) dt
+|

&
(h(#(t), 0, t+:, 0), vl (t)) dt, l=1, 2, ..., d.
Remark 2.11. When x* = f (x, y) possesses a y-parameterized non-
degenerate manifold of homoclinics in the variable x, we arrive as above in
a situation similar to Theorem 2.10. This case usually happens when
x* = f (x, y) is Hamiltonian in x uniformly with respect to y [68, 12].
We complete this section with the example
x +(z2+z* 2+u2) sin x=0,
u* +u cos x+4=z2+z* 2, (2.15)
z +z==(1+x* 2+u2)(1&z2) z* .
Equations (2.15) can be rewritten as a first order system in polar coor-
dinates as
x* 1=
x2
1&=(x2 , x3 , \, ,)
,
x* 2=&
(\2+x23) sin x1
1&=(x2 , x3 , \, ,)
,
(2.16)
x* 3=
&x3 cos x1+\2&4
1&=(x2 , x3 , \, ,)
,
\* =
=(1&\2 sin2 ,) \(1+x22+x
2
3) cos
2 ,
1&=(x2 , x3 , \, ,)
where
(x2 , x3 , \, ,)=(1&\2 sin2,)(1+x22+x
2
3) cos , sin ,.
By taking in (2.16) the averaging change of variables
y=\&
=
32
\(8 sin 2,+\2 sin 4,),
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we get
x* 1=(1+=(x2 , x3 , y, ,)) x2+O(=2),
x* 2=&(1+=(x2 , x3 , y, ,))( y2+x23) sin x1
(2.17)
&
=
16
y2(8 sin 2,+ y2 sin 4,) sin x1+O(=2),
x* 3=(1+=(x2 , x3 , y, ,))(&x3 cos x1+ y2&4)
+
=
16
y2(8 sin 2,+ y2 sin 4,)+O(=2),
y* == \ y \12&
y2
8 ++(1& y2 sin2 ,) y(x22+x23) cos2,
+=q( y, ,)+=O(x22+x
2
3)+O(=
2)+ .
Note that y0=2 is a simple root of y( 12& y
28)=0. Hence we have for
(2.17)
#(t)=(?&4 arctan(e&2t), 4 sech 2t, 0)=(r(t), r* (t), 0).
The orbit of (r, r* ) is the upper separatrix of the pendulum equation
x +4 sin x=0 joining the saddle points (&?, 0) and (?, 0). Furthermore,
in the notations of (1.1), we have
f (x, y)=(x2 , &( y2+x23) sin x1 , &x3 cos x1+ y
2&4),
p(x, y, t, 0)=(1& y2 sin2t) y(x22+x
2
3) cos
2 t,
h(x, y, t, 0)=\0, &y
2
16
(8 sin 2t+ y2 sin 4t) sin x1 ,
y2
16
(8 sin 2t+ y2 sin 4t)+
+(x2 , x3 , y, t) f (x, y).
Hence assumptions (i)(iv) are satisfied for (2.17). We have to compute the
Melnikov function M. Now d=1 and v1=(&r , r* , 0). This gives
( f (#(t), 2), v1(t))=(#* (t), v1(t))=(u1(t), v1(t)) =0
( fy(#(t), 2) w, v1(t))=&4wr* (t) sin r(t)=wr (t) r* (t).
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Consequently, after several calculations [5], we obtain
M(:)=&64 |

&
(cos t cos 2:+cos 2t cos 4:) sech4t dt
&4 |

&
(cos t cos 2:+cos 2t cos 4:) sech2t dt
=&
172
3
? cosech
?
2
cos 2:&
536
3
? cosech ? cos 4:.
We can check that :0=0.573572811 is a simple root of M(:)=0.
Theorem 2.6 implies the following result.
Theorem 2.12. Equation (2.15) exhibits a chaotic behavior for any ={0
sufficiently small.
3. APPLICATIONS TO WEAKLY COUPLED SYSTEMS
Let us consider the system
x* = f1(x)+=h1(x, v),
(3.1)
v* = g1(v)+=q1(x, v)
where x # Rn, v # R2 with all mappings smooth and such that
(a) f1(0)=0 and the eigenvalues of f1x(0) lie off the imaginary axis.
(b) There exists a homoclinic solution t  #1(t), #1 {0 such that
limt  \ #1(t)=0 and #* 1(t)= f1(#1(t)).
(c) There exists a one-parameter family !(\, t), \ # (%1 , %2)/R, of
periodic solutions v(t)=!(\, t) of v* = g1(v) satisfying !2(\, 0)=0,
!1\(\, 0){0, !2t(\, 0){0, where !=(!1 , !2). Let T(\) be the minimal
period of !(\, } ).
By introducing the quasi-polar coordinates
(\, ,)  !(\, ,T(\))=v
along the family !(\, t), (3.1) possesses the form
x* = f1(x)+=h2(x, \, ,),
\* ==g2(x, \, ,), (3.2)
,* =|(\)+=q2(x, \, ,),
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where all mappings are 1-periodic in , together with
h2(x, \, ,)=h1(x, !(\, ,T(\))), |(\)=1T(\),
g2(x, \, ,)=
q1(x, !(\, ,T(\))) 7 !t(\, ,T(\))
!\(\, ,T(\)) 7 !t(\, ,T(\))
.
Here 7 is the wedge product. The averaged equation of (3.2) [11] has the
form
x* = f1(x)+=h2(x, \, ,)+O(=2),
\* ==( g3(\)+ p3(x, \, ,)+=p4(x, \, ,)+=q3(\, ,)+O(=2)), (3.3)
,4 =|(\)+=q4(x, \, ,)+O(=2),
where
g3(\)=|
1
0
g2(0, \, ,) d,=
1
T(\) |
T(\)
0
q1(0, !(\, ,)) 7 g1(!(\, ,))
!\(\, ,) 7 g1(!(\, ,))
d,,
p3(x, \, ,)= g2(x, \, ,)& g2(0, \, ,), p4(0, } , } )=0.
Let \0 # (%1 , %2) be a simple root of g3(\)=0, i.e., g3(\0)=0 and
g$3(\0){0. By taking \ W \0+\ in (3.3), we get
x* = f1(x)+=h2(x, \+\0 , ,)+O(=2),
\* ==(g$3(\0) \+O(\2)+ p3(x, \+\0 , ,)
(3.4)
+=p4(x, \+\0 , ,)+=q3(\+\0 , ,)+O(=2)),
,4 =|(\+\0)+=q4(x, \+\0 , ,)+O(=2).
In the variable ,, (3.4) becomes
x$=
f1(x)
|(\0)
|(\0)
|(\+\0)
+= \h2(x, \+\0 , ,)|(\+\0) &
f1(x) q4(x, \+\0 , ,)
|(\+\0)2 ++O(=2),
(3.5)
\$== \ g$3(\0)|(\+\0) \+O(\2)+
p3(x, \+\0 , ,)
|(\+\0)
+=p5(x, \+\0 , ,)
+= \q3(\+\0 , ,)|(\+\0) &
g$3(\0) \q4(0, \+\0 , ,)
|(\+\0)2 ++O(=2)+ ,
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where $=dd, and p5(0, } , } )=0. Now (3.5) is of the form of (1.1) when
(vi) is satisfied with f (x)= f1(x)|(\0), }(\)=|(\0)|(\+\0), and #(t)=
#1(t|(\0)). Let [v1 , ..., vd ] be as in Theorem 2.2. When Theorem 2.10 is
applied to (3.5) the formula for M(:, ;) takes the form
M l (:, ;)= 12 :
d&1
i, j=1
; i ; j |

&
( f1xx(#1(t))(ui (t), uj (t)), vl (t)) dt
+|

&
(h1(#1(t), !(\0 , t+:)), vl (t)) dt, l=1, 2, ..., d. (3.6)
Theorem 2.10 implies the following result.
Theorem 3.1. Let (a)(c) be satisfied. If there are simple roots
\0 # (%1 , %2) and (:0 , ;0) of g3(\)=0 and M (:, ;)=0, respectively, then
(3.1) has chaotic behavior near #1 _!(\0 , } ) for =>0 sufficiently small.
We note that assumption (c) is usually satisfied when v* = g1(v) is
Hamiltonian and then for any t # R it holds that
!\(\0 , t) 7 g1(!(\0 , t))=!\(\0 , 0) 7 g1(!(\0 , 0))=!1\(\0 , 0) !2t(\0 , 0).
Consequently, \0 is a simple root of g3(\)=0 for the Hamiltonian case if
and only if it is a simple root of the equation
|
T(\)
0
q1(0, !(\, ,)) 7 g1(!(\, ,)) d,=0.
The case when v* = g1(v) is the linear harmonic oscillator is studied in [4].
We finish this section with the example
x &x+2x3==v,
(3.7)
v +2v3==a1(1&v2) v* +=a2x,
where a1 , a2 are positive constants satisfying a21+a
2
21. Equation (3.7)
possesses the form
x* 1=x2 , x* 2=x1&2x31+=v1 ,
v* 1=v2 , v* 2=&2v31+=a1(1&v
2
1) v2+=a2x1.
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Now we have
#1(t)=(r(t), r* (t)), d=1, v1=(&r , r* ), r(t)=sech t,
!(\, t)=(\ cn(- 2 \t, - 22), &- 2 \2 sn(- 2 \t, - 22) dn(- 2 \t, - 22)),
T(\)=
1
\ - 2?
1(14)2=A1 \, A1=5.244115108,
where cn, sn, dn are the Jacobi elliptic functions and 1 is the Euler gamma
function [5]. Hence we get !1\(\, 0)=1, !2t(\, 0)=&2\3, and conse-
quently we obtain
g3(\)=
1
2T(\) \3 |
T(\)
0
a1(1&!21(\, t)) !
2
2(\, t) dt=a1(A2 \&A3 \
3)
where
A2=
- ?
1(14)2 |
1(14)2- ?
0
sn2(s, - 22) dn2(s, - 22) ds=13,
A3=
- ?
1(14)2 |
1(14)2- ?
0
cn2(s, - 22) sn2(s, - 22) dn2(s, - 22) ds
=
8?2
51(14)4
=0.091389316.
Hence
\0=- A2 A3 =
- 5 1(14)2
2 - 6 ?
=1.909816577,
g$3(\0)=&2a1A2=&2a1 3{0.
Finally, we compute for (3.6)
M (:)=\0 |

&
cn(- 2 \0t+:, - 22) r* (t) dt.
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It is clear that M (0)=0. We have
M $(0)=\0 |

&
cn$(- 2 \0 t, - 22) r* (t) dt
=&
1
- 2 |

&
cn(- 2 \0 t, - 22)(r(t)&2r3(t)) dt
=&
2?
K(1- 2)
:

n=1
e&?(2n&1)2
1+e&?(2n&1)
_|

&
cos(2n&1)
? - 2 \0 t
2K(1- 2)
(r(t)&2r3(t)) dt,
where K(1- 2)=1(14)2(4 - ?)=1.854074677. Since
|

&
cos(2n&1)
? - 2 \0 t
2K(1- 2)
(r(t)&2r3(t)) dt=&A24 ? sech A4
?
2
,
A4=(2n&1)
? - 2 \0
2K(1- 2)
>0,
we see that M $(0)>0. Theorem 3.1 gives the following result.
Theorem 3.2. Equation (3.7) has a chaotic behavior for all ={0
sufficiently small.
4. APPLICATIONS TO SYSTEMS WITH
SLOWLY VARYING COEFFICIENTS
In a manner similarly to Section 3, let us consider the system
x* = f (x, w)+=h1(x, v, w),
v* =h(v, w)+=h2(x, v, w), (4.1)
w* ==g(x, v, w),
where x # Rn, v # R2, w # R, and all mappings are smooth and such that
(A) f (0, } )=0 and the eigenvalues of fx(0, } ) lie off the imaginary
axis.
(B) There exist homoclinic solutions t  #(t, w), #{0, such that
limt  \ #(t, w)=0 and #* (t, w)= f (#(t, w), w).
140 FEC8 KAN AND GRUENDLER
(C) There exist one-parameter families !(\, w, t), \ # (%1 , %2)/R, of
periodic solutions v(t)=!(\, w, t) of v* =h(v, w) satisfying !2(\, w, 0)=0,
!1\(\, w, 0){0, !2t(\, w, 0){0, where !=(!1 , !2). Let T(\, w) be the
minimal period of !(\, w, } ).
We again take the quasi-polar coordinates (\, ,)  !(\, w, ,T(\, w))
along the family !(\, w, t). Then (4.1) possesses the form
x* = f (x, w)+=h1(x, !, w),
(4.2)
\* =
=
!\ 7 !t
(h2(x, !, w)&!wg(x, !, w)) 7 !t ,
w* ==g(x, !, w),
,4 =
1
T(\, w)
+
1
T(\, w) !t 7 !\
(=h2(x, !, w)&!ww* ) 7 !\
&
,
T(\, w)
(T\(\, w) \* +Tw(\, w) w* )
where
!=!(z), !\=!\(z), !t=!t(z), !w=!w(z), z=(\, w, ,T(\, w)).
Equation (4.2) has the same form as (3.2) so we can repeat the arguments
of Section 3. However, as the formulas are very awkward we omit further
calculations. Finally, we note that the case g=1 cannot be handled by our
method but that the approach of [4] is more hopeful.
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