We show that if the L-function of an irreducible 2-dimensional complex Galois representation over Q is not automorphic then it has infinitely many poles. In particular, the Artin conjecture for a single representation implies the corresponding strong Artin conjecture.
Introduction
Let ρ : Gal(Q/Q) → GL n (C) be an irreducible continuous representation of the absolute Galois group of Q. Brauer [2] proved that the Artin L-function L(s, ρ) associated to ρ has meromorphic continuation to the complex plane and satisfies a functional equation of the form
whereρ is the conjugate representation, |ε| = 1, N is a positive integer, and γ(s) is a certain product of Γ functions canonically associated to ρ. The famous Artin conjecture [1] asserts that L(s, ρ) is entire, with the exception of a pole at s = 1 if ρ is trivial. Moreover, Langlands' modularity conjecture, also called the strong Artin conjecture, predicts that L(s, ρ) is automorphic, i.e. equal to L(s, π) for some cuspidal automorphic representation π of GL n (A Q ). Taken as global statements, these conjectures, which are not settled in any dimension n ≥ 2, are equivalent in dimensions 2 and 3; this follows from the converse theorems of Weil [20] and Jacquet, Piatetski-Shapiro and Shalika [11] , [12] , together with a calculation of the ε-factors carried out by Langlands [15] for GL (2) and later simplified by Deligne [8] . However, for a single representation, the strong Artin conjecture appears strictly stronger in general, given our current state of knowledge.
We are interested in 2-dimensional representations ρ, in which case
with a = 0 or 1 if ρ is even (meaning det(ρ)(c) = 1, where c denotes complex conjugation), and γ(s) = (2π) −s Γ(s) if ρ is odd (det(ρ)(c) = −1). We may further assume that ρ is icosahedral, i.e. its image in PGL 2 (C) is isomorphic to A 5 , as all other 2-dimensional cases have been shown by Langlands [16] and Tunnell [19] For brevity we will describe in detail the argument for even representations and give a summary of the differences in the odd case. There are two reasons for focusing on even representations. First, there are a few technical difficulties in the even case that do not arise in the odd case. Second, there is already much in the way of evidence, both theoretical and numerical, in support of the strong Artin conjecture for odd representations (see [4] , [3] , [9] , [14] , [13] , [5] ); there are so far no known examples in the even case.
Proceeding, consider the sum
running over the poles s 0 of L(s, ρ), where 0 < δ < π/2, α is a positive rational number, and m is a positive integer to be chosen later. Suppose that (2) converges (as it must, for example, if there are finitely many poles). Then it follows from the fact that L(s, ρ) is the ratio of entire functions of order 1 (as given by Brauer) and the Phragmén-Lindelöf principle that (2) may be expressed as the difference of two contour integrals along vertical lines. Doing so and using the functional equation (1) for L(s, ρ), we arrive at
(Unless otherwise noted, all integrals are along a vertical line far to the right.) Note that e −iπs/2 cancels the decay of the Γ-factor, so that (2) runs essentially over poles with imaginary part between 0 and about 1/δ; if there were finitely many poles then it would be bounded as δ → 0. We will show under the hypotheses of the theorem that (2) is typically large, for an appropriate choice of input data. The main device in the proof is a technique developed by Conrey and Ghosh [7] to investigate simple zeros of the L-function of Ramanujan's ∆. The technique, the details of which are presented in Lemmas 2 and 3, transforms the two parts of (3) into integrals of additive twists of L(s, ρ) against (essentially) δ −s . More precisely, the twist corresponding to the left half is
where α is as above and a n are the Dirichlet coefficients of L(s, ρ). This twist has nice analytic properties, in particular meromorphic continuation to the plane (Lemma 1), so we may shift contours. If our chosen twist has a pole in the critical strip, then after some work we eventually apply Mellin inversion (Lemma 4) to conclude that (2) is large. The main difficulty arises from the fact that the two parts of (3) may in principle cancel out. Now, suppose that some Dirichlet twist L(s, ρ ⊗ χ) has a pole. It is known, by nonvanishing results for Hecke L-functions [10] , that L(s, ρ ⊗ χ) is holomorphic in s ≥ 1, and by the functional equation, in s ≤ 0. Thus, any pole must have real part strictly between 0 and 1.
Next, the Fourier inversion formula
where q is the conductor of χ and τ is the Gauss sum, shows that L(s, ρ ⊗ χ) may be written, with the Euler factors for primes dividing q removed, as a combination of the additive twists L(s, ρ, t/q). Since the Ramanujan conjecture is true in this case, each local factor polynomial vanishes only on s = 0 or to the left; thus removal of finitely many Euler factors cannot cancel the pole of L(s, ρ⊗χ). Note that this is not an issue for the corollary, since in the converse theorem one may restrict attention to characters such that (q, N ) = 1, for which the relevant Euler factors are 1. Therefore, not knowing the Ramanujan conjecture is not an obstacle to generalizing the result (see Remark 3 below).
In any case, we see that at least one L(s, ρ, t/q) must also have a pole, and the theorem follows by taking α = t/q in the above.
Remarks. 1. It is natural to try to generalize to higher-dimensional representations or to number fields. In both cases higher degree Γ-factors occur. As a result one no longer gets additive twists, but twists of the form e(αn 2/d ), where d is the degree. Unfortunately, we have no analogue of Lemma 1 (below) to help in this case.
2. The statement about infinitely many poles can be strengthened to a slowly growing lower bound for the number of poles with imaginary part between 0 and T ; we will not carry this out. In any case, the result is ineffective as it depends on the location of a hypothetical pole of L(s, ρ, α) (which probably does not exist!).
3. The fact that we consider the L-function of a Galois representation not essential to the argument; the technique outlined above may be used to prove more generally a stronger version of the general GL(2) converse theorem [21] , requiring that the twisted L-functions be given by Euler products, have meromorphic continuation and precise functional equations, are expressible as ratios of entire functions of finite order (this is what replaces "bounded in vertical strips" of the usual converse theorem), and that at least one twist has at most finitely many poles. This may have other applications.
4. It is expected that analyticity and one functional equation are sufficient to imply modularity. Our result shows that this is the case for 2-dimensional Galois representations. See [6] , [17] and [18] for some general ideas towards this end and results for small level. Proof. Let V be the vector space of Dirichlet series spanned by q −s L(s, ρ ⊗ χ 0 ) for positive integers q and Dirichlet characters χ 0 . As each L(s, ρ ⊗ χ 0 ) satisfies the conclusion of the lemma (note in particular that there is no pole at s = 1 since ρ ⊗ χ 0 is icosahedral), so do the functions in V .
Clearly L(s, ρ) ∈ V . Also, by the Chinese remainder theorem, the additive twist by α can be built out of twists by c/p m for p prime not dividing c. Thus, it suffices to show that V is stable under such twists. To that end, let q and χ 0 be given, and put L(s, ρ⊗χ 0 ) = ∞ n=1 a n n −s . 
, with the Euler factor at p removed. That factor and the terms involving a p k and E p (s) amount to polynomials in p −s . This completes the proof.
Lemma 2. Let α be a positive rational number, ν = ±1 and 0
Proof. Let F (z) = z c e −z for z > 0. Recall the Mellin transform identity
Also, put L(s, ρ) = ∞ n=1 a n n −s . We substitute these into the left-hand side of (9) to get
which is the right-hand side. 
where
Proof. Stirling's formula gives, for s ≥ 1,
for certain numbers c k . Thus, we have
.
Lemma 4. Let φ(s) be meromorphic in the complex plane, and holomorphic and of rapid decay in vertical strips in a right-half plane. If φ(s) has a pole at s
Proof. Let S(x) denote the integral in (15) . By shifting the contour to the right we see that S(x) is of rapid decay as x → ∞. Further, by Mellin inversion,
Suppose for some fixed ε > 0 we have
Then (16) 
with error terms essentially of the form
Shifting the contour of this integral to s = 3/2 + ∆, with 0 < ∆ < 1/2, the integrand is O 
ds.
We may shift the contour of the k = −1 term to the left, taking into account the pole at s = 3/2, to see that it is also O(1).
Next we consider the k = m term. Let f (s, δ) be the expression in brackets with k = m. Put
is holomorphic in δ, f 1 (s, δ) extends to a holomorphic function near δ = 0 as well. Now, by hypothesis, L(s, ρ, α) has a pole somewhere in the critical strip, say at s = β + iτ . We expect then that f 0 (s) does as well. If that is the case then by Lemma 4 the term involving f 0 (s) is Ω ε ((1/δ) β+m−1/2−ε ). As for the remaining terms f 1 (s, δ) and those with k < m, we shift the contour just to the right of 1 to see that they are O ε ((1/δ) m−1/2+ε ). Since β > 0, the theorem follows.
The above argument breaks down only if f 0 (s) is entire, i.e. all poles of L(s, ρ, α) are canceled by poles of L(s,ρ, −1/N α) . In this case, we replace
ds.
(For odd m we arrive at a similar expression, with sine replaced by cosine.) Since f 0 (s) is entire, by shifting the contour to the left, using Phragmén-Lindelöf to control f 0 (s) in the critical strip, and taking into account the poles of Γ, we see that its contribution to (20) is O (1) . Now, the idea is to show, by a refinement of the previous argument, that even though the poles of L(s, ρ, α) may vanish in the limit as δ → 0, they must do so to finite order in δ. More precisely, expanding in a power series in δ, we have
By the above, φ 0 (s) vanishes identically. Our goal will be to show for some n < m that φ n (s) does not cancel all of the poles of L(s, ρ, α). Suppose for now that this is the case, and let n be the smallest such number. Then for j < n, φ j (s)L(s, ρ, α) has no pole to the right of 1/2 + j − m; as in the treatment of f 0 (s) above, those terms thus contribute O (1) . For the remainder term R n (s, δ), shifting the contour just to the right of 1 we get O ε ((1/δ) m−n−1/2+ε ). By Lemma 4, the term φ n (s) contributes Ω ε ((1/δ) β+m−n−1/2−ε ), where β is the real part of any pole of L(s, ρ, α) not canceled by φ n (s). Since β > 0 and n < m, the result follows.
To complete the proof we need look no further than m = 2 and n = 1. After differentiating and setting δ = 0 we find that this term is , which has a twist with a double pole at s = 1, namely ζ(s) 2 , and yet has as most one pole itself. To avoid concluding that it has infinitely many poles, the above polynomial must be (s − 1) 2 . Therefore, φ 1 (s) has no zeros strictly inside the critical strip, and does not cancel the pole of L(s, ρ, α). (19) and (20) . We proceed as before, although now it is most convenient to take simply n = m = 1 at the end of the proof.
Modifications in the odd case
Again we see that φ 1 (s) has a factor of (s − 1) 2 and no other zeros.
