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Figure 1: Post hoc Cinema Darkroom (CD) rendering of the Richtmyer-Meshkov Instability (RMI) dataset [23] showing a contour of
the entropy field for isovalue 20 colored by height (colored surface), as well as significant maxima of the height field (red spheres).
RMI describes the impulsive acceleration of two fluids with different density, leading to the formation of an instability at the fluids’
interface [11]. The depicted scene consists of roughly 300 million triangles, but CD utilizes a deferred rendering approach [10,12] to
interactively render the scene based only on a single 4096×2048 depth image (for the contour) and a set of ∼100 points (for the
maxima). The depth image, the corresponding camera parameters, and the maxima coordinates have been computed and stored in
situ in a Cinema database [3] via an extension of the Topology ToolKit (TTK) [38]. CD features a web-based deferred rendering
front end (Fig. 2) that consumes these data products for post hoc visualization. Since the camera parameters are known, CD
can compute the height field in image space and can correctly project spheres at the maxima locations. Moreover, CD supports
many image-based rendering techniques; including post hoc color mapping [36], depth compositing [27], screen space ambient
occlusion (SSAO) [35], screen space depth of field (SSDoF) [31], and fast approximate anti-aliasing (FXAA) [25].
ABSTRACT
This paper presents a framework that fully leverages the advantages
of a deferred rendering approach for the interactive visualization of
large-scale datasets. Geometry buffers (G-Buffers) are generated
and stored in situ, and shading is performed post hoc in an interactive
image-based rendering front end. This decoupled framework has
two major advantages. First, the G-Buffers only need to be computed
and stored once—which corresponds to the most expensive part of
the rendering pipeline. Second, the stored G-Buffers can later be
consumed in an image-based rendering front end that enables users
to interactively adjust various visualization parameters—such as
the applied color map or the strength of ambient occlusion—where
suitable choices are often not known a priori. This paper demon-
strates the use of Cinema Darkroom on several real-world datasets,
highlighting CD’s ability to effectively decouple the complexity and
size of the dataset from its visualization.
Keywords: Deferred Rendering, Image Databases, In Situ Visual-
ization, Post Hoc Analysis, Image-Based Shading.
*e-mail: jl@jluk.de
1 INTRODUCTION
With the continuous increase in computational power, the I/O band-
width bottleneck becomes the limiting factor for interactive data
analysis and visualization. For instance, supercomputers are ca-
pable of simulating complex physical phenomena by performing
1018 floating operations per second, but bandwidth constraints still
frequently prohibit storing every simulation state in its entirety for
later exploration. This problem gave rise to various techniques that
aim to compute and store analysis and visualization products while
the simulation state still resides in machine memory. In particu-
lar, Ahrens et al. [3] propose to sample in situ the parameter space
(isovalues, timesteps, ...) and the visualization space (camera lo-
cations, clipping planes, ...) via images, and then store them in a
so-called Cinema database. Such a structured image database and
can later be browsed post hoc along the sampling axes to emulate
real-time visualization that is independent of the actual size and
complexity of the depicted data. However, the resulting post hoc
visualization is limited to the images stored in the Cinema database,
and this approach requires foresight about many visualization param-
eters that are usually adjusted interactively (such as suitable transfer
functions and lighting settings).
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Figure 2: This figure shows the web-based deferred rendering front end that consists of a graph-based pipeline editor, and a render view that
displays the output of a selected pipeline element. Currently the interface shows the output of the the screen space ambient occlusion (SSAO)
filter (blue node). Every filter of the deferred rendering pipeline is shown as a node, where the filter’s input and output parameters are displayed as
ports (circles) on the left and right side of the corresponding node, respectively. Values of input parameters can be controlled with a widget shown
on the right side of the corresponding input port. The connection between two ports (red lines) indicates that an output parameter is used as
an input parameter of another filter. Users can conveniently create new nodes, connect them, and update their parameters while observing the
effects on the resulting rendering at interactive framerates.
The concept of deferred rendering [10, 12] can overcome this
issue by decoupling the information required for shading (e.g., depth
buffers and scalar textures) from the shading itself (e.g., color map-
ping and lighting). In the context of in situ visualization, this concept
can be used to only store the underlying shading information in the
Cinema database, and postpone final shading to the post hoc explo-
ration phase, at which point visualization parameters that were not
known a priori can be interactively adjusted.
This paper describes Cinema Darkroom (CD): an open-source
deferred rendering framework that enables high-fidelity post hoc
visualization (Fig. 1). CD follows the analogy of analog photog-
raphy, where a scene is first captured on film and later developed
in a darkroom; hence the name. CD consists of two components:
a c++ module implemented in the Topology ToolKit (TTK) [38]
that stores in situ the underlying shading information—collectively
referred to as geometry buffers (G-Buffers)—in a Cinema database,
and a web-based deferred rendering front end that enables analysts to
interactively retrieve, compose, and shade G-Buffers through a flexi-
ble shading network (Fig. 2). This network consists of individual,
interconnectable shading passes that feature various image-based
rendering techniques (Sec. 3). As demonstrated in Sec. 4, CD is ver-
satile, extendable, and compatible with existing tool chains designed
for in situ visualization and analysis. To summarize, we make the
following contributions:
• We apply deferred rendering in the context of in situ visualiza-
tion, where geometry buffers are stored in situ, and deferred
shading is performed during post hoc exploration.
• We describe the design and implementation of a flexible shad-
ing system that features a node-based workflow.
• We illustrate the capabilities of CD via a variety of real-world
examples, and show that image-based shading solely based on
G-Buffers can be used for high-fidelity visualization.
2 RELATED WORK
Ahrens et al. [3] proposed Cinema: the first image-based approach
to extreme-scale in situ visualization and analysis. Their research is
based on the rational that no matter how big the depicted dataset is,
in the end visualization happens on a viewport with a fixed number
of pixels. So to circumvent the bandwidth bottleneck, they propose
to store, at simulation runtime, visualizations instead of the depicted
datasets, since the visualizations are several magnitudes smaller
than the data they are derived from. Specifically, they propose
to sample the parameter space (isovalues, timesteps, etc.) and the
visualization space (clipping planes, color maps, camera angles, etc.),
and then generate for each sample a visualization that is uniquely
identified by the sample values. This association enables analysts to
later browse the resulting image database along the sampling axes,
which emulates real-time data visualization of any size. Moreover,
advanced Cinema front ends [4, 27] can use feature-centric queries
to retrieve corresponding images.
However, Cinema requires foresight about suitable samplings,
and post hoc visualization is limited to the elements in the database.
To address these issues, O’Leary et al. [33] extended the initial con-
cept of Cinema databases by instead of storing final visualizations,
they propose to store geometry buffers (G-Buffers) [10, 12] that
record general information of each pixel, such as the distance to the
camera and the depicted scalar value. This approach enables post
hoc color mapping, compositing, and shading, which not only in-
creases flexibility during post hoc exploration, but also decreases the
size of the image database. This concept of storing and processing
G-Buffers is formalized in the latest Cinema specification [36].
We describe a system that fully utilizes G-Buffers stored in a
Cinema database for high-fidelity post hoc visualization. In con-
trast to related work aimed at facilitating post hoc exploration on
a conceptual level —such as the Explorable Images approach [39],
Contour Tree Depth Images [8], or Space Time Volumetric Depth
Images [17]— we aim to investigate how a flexible post hoc shading
system can maximize the value of G-Buffer data stored in an in
situ generated Cinema database. At heart, our system is based on a
deferred rendering approach [10, 12] that feeds selected G-Buffers
into a flexible shading architecture consisting of individual, intercon-
nectable shading passes (Fig. 2). Such shading networks are com-
monly used in production tools like Blender [9] and Autodesk 3D Stu-
dio Max [20], or in game engines such as the Unity Engine [41] and
the Unreal Engine [16]. To this end, CD features various deferred
rendering-based shading techniques [25–27, 31, 35, 36] (Sec. 3.2).
Moreover, due to its file system-based API, CD is compatible with
existing frameworks designed for in situ database generation, such
as ParaView Catalyst [5] and Alpine Ascent [24], as well as any
other framework capable of writing out G-Buffers as files.
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Figure 3: This case study demonstrates the simplest use case of CD where it is only necessary to apply post hoc color mapping. The images
show two simulation cycles of an idealized, two material, inertial confinement fusion implosion test problem in 2D, simulated using Blast [1]. A full
description of the problem, including initial conditions, are described by Bello-Maldonado et al. [6]. During the course of the simulation, researchers
at the Lawrence Livermore National Laboratory created a highly time-resolved scalar image database—consisting of over 2 thousand 20482 pixel
images—of the density field using Ascent [24] and Devil Ray [2], which are released under LLNL-PHOTO-812321. Excluding further compression
benefits, the resulting image database is roughly 20× smaller than storing the original unstructured quad mesh. As CD uses a filesystem-based
interface to read G-Buffers, one can feed the stored image database directly into the deferred rendering pipeline to explore suitable colormaps.
3 CINEMA DARKROOM (CD)
CD consists of a C++ module that handles G-Buffer generation,
and a JavaScript-based deferred rendering front end for post hoc
production visualization in the browser.
3.1 G-Buffer Database Generation
To generate G-Buffers, CD provides a new Visualization
ToolKit (VTK) [37] filter called CinemaImaging that requires two
inputs: 1) a dataset that is going to be depicted in form of a tri-
angulation, and 2) a sampling grid storing camera locations and
calibrations in form of a point cloud. The sampling grid can be
specified manually [3] or automatically [28] based on the depicted
dataset. The filter then generates geometry buffers for each sam-
ple point via an Embree-based raytracer [42]. By default, the filter
stores in the G-Buffer the depth buffer (the distance to the cam-
era), and a scalar buffer for each scalar field defined on the input
dataset. As shown in Sec. 4, shading based on the depth buffers
alone already provides good results, as 3D-world positions and sur-
face normals can be accurately reconstructed in image-space, since
the exact camera calibrations are known [28]. However, if desired, it
is also possible to explicitly store position and normal vectors in the
G-Buffers. Moreover, depending on the desired post hoc rendering
effects, one can store additional information in the G-Buffers, such
as true global illumination or motion blur.
Each resulting G-Buffer is stored in a Cinema database [36] (e.g.,
in vtkImageData format), which can be accessed by the web-based
front end. Thus, every framework capable of writing out G-Buffers
as files is compatible with the proposed workflow. For example, the
G-Buffers used in Fig. 3 were stored in situ via a highly parallel
raytracer [32] and the Ascent in situ framework [24].
3.2 Deferred Rendering Front End
Fig. 2 shows the web-based deferred rendering front end—written
solely in client-side JavaScript and html—that consists of a graph-
based pipeline editor and a render view that shows the output of
a selected filter. The interface is modeled after established tools
such as the material editor of Blender [9] and the pipeline editor of
Inviwo [22]. Specifically, every filter used in the current pipeline is
shown as a node, where its input and output parameters are shown as
ports on the left and right side of the node, respectively. Additionally,
the value of an input parameter can be controlled via a widget that
is displayed on the right side of the port. If a filter requires the
execution of shader code, then its input parameters are automatically
passed to the vertex and fragment shaders as uniforms. The actual
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Figure 4: Impact of the SSAO sampling radius (specified in percent of
the image height) on the approximation of global illumination in the Jet
dataset (Fig. 5). Small radii are better to contrast local neighborhoods,
while large radii can approximate global lighting. CD can combine
SSAO at different scales to profit from both advantages (Fig. 5 right).
rendering is performed via Three.js [13] and WebGL [29], where
input and output G-Buffers are stored as Framebuffer Objects. An
output of one filter can be used as input of another filter, where
the pipeline follows a push model. Thus, as soon as a new input
value for a filter is available, the filter updates its output, which then
triggers an update of filters that use the updated output as an input,
and so forth. Output ports can be connected to input ports via drag
an drop, where established connections are shown via red edges.
Besides multipurpose filters used for data transformations, CD
currently features the following image-based rendering techniques:
ColorMapping Post Hoc Color Mapping [36];
Compositing Depth Image Based Compositing [27];
SSAO Screen Space Ambient Occlusion [35];
SSDD Screen Space Depth Darkening [26];
SSDoF Screen Space Depth of Field [31];
IBS Image-Based Silhouettes [27]; and
FXAA Fast Approximate Anti-Aliasing [25].
New filters can be added to CD with minimal overhead. To add a
filter, developers just needs to 1) inherit form the abstract filter class,
2) define input and output parameters, and 3) provide the code that
transforms input to output parameters (e.g., shader code).
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Figure 5: The jet dataset [18] is a Gerris Flow Solver [34] simulation of
a fluid jet entering a medium at rest. Vorticity and velocity magnitudes
are computed from the original flow field, which is visualized via cutting
planes (left), a vorticity isosurface (center), and streamlines seeded on
the isosurface (right). Instead of storing in situ the Cartesian product
of all possible visualization elements, CD can dynamically combine
any set of visualization elements post hoc via depth compositing.
4 RESULTS
This section demonstrates on several real-world datasets the ver-
satility and flexibility of CD, where the context of the presented
visualizations are reported in the captions of Figures 3-7.
It is important to note that all presented visualizations are solely
shaded based on depth buffers (to approximate lighting) and scalar
images (for color mapping). So no actual lighting information is
stored in the corresponding Cinema databases. Thus, the most sig-
nificant filter that impacts visual quality is Screen Space Ambient
Occlusion (SSAO) [35] (or alternatively Screen Space Depth Dark-
ening (SSDD) [26]) as it approximates global illumination. Input
parameters of this filter control the sample number and the sampling
radius to approximate the local neighborhood of each pixel, where
small radii tend to produce sharp shadows, while large radii produce
soft shadows (Fig. 4). The number of samples then controls the qual-
ity of the approximation. The pipeline editor makes it possible to
interactively search for suitable parameters, and to combine multiple
SSAO filters to approximate shadows at different scales (Fig. 5).
The SSAO technique implemented in CD works well in all pre-
sented case studies, except for the particle visualization shown
in Fig. 6, since the current implementation is designed to approxi-
mate shadows on surface-like structures. This technique still pro-
duces good results for the visualization of streamlines (Figs. 4-5) and
jagged surfaces (Fig. 7), but causes visual artifacts for highly discon-
tinuous depth buffers which are prominent in particle visualizations.
This limitation can be addressed by adding SSAO techniques that
are optimized for such visualizations [14, 15, 19].
5 CONCLUSION
This paper described Cinema Darkroom (CD): an interactive de-
ferred rendering framework for high-fidelity post hoc visualization.
As demonstrated on several real-world examples (Sec. 4), CD is
versatile, flexible, and compatible with existing tool chains designed
for in situ visualization and analysis.
Figure 6: This case study uses a particle-based visualization to high-
light vortex regions in a flow field around an obstacle located on the
left side of the domain [34,43]. Particles are continuously seeded in
close proximity to the obstacle over the complete time span, where
each timestep simulates roughly 4 million particles. Each particle is
advected along its path line; creating streak surface like structures.
The images show two different timesteps where particles are colored
by seed time (from brown to red), and are shaded by SSAO and IBS.
The current SSAO implementation in CD is optimized for surfaces,
and produces visible artifacts for highly variant depth buffer neighbor-
hoods, which are prominent in particle simulations. In the future, this
problem can be addressed by supporting at least one of the SSAO
algorithms explicitly developed for particle rendering [14,15,19].
However, CD is currently limited to G-Buffers that depict fully
opaque geometry. This notably excludes post hoc volume rendering
(except in its most basic form of directly storing color images in situ).
To address this issue, other techniques such as the Explorable Images
approach [39] or generative models [7] need to be investigated if
they can be integrated in a deferred rendering pipeline. Finally, CD
is designed to be easily extendable and we plan to include in future
work more image-based shading techniques such as Image-Space
Line Integral Convolution [21], Scalable Ambient Obscurance [30],
and SSAO optimized for particle visualization [14, 15, 19].
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