Dynamic spatial graph construction is a challenge in graph neural network (GNN) for time series data problems. Although some adaptive graphs are conceivable, only a 2D graph is embedded in the network to reflect the current spatial relation, regardless of all the previous situations. In this work, we generate a spatial tensor graph (STG) to collect all the dynamic spatial relations, as well as a temporal tensor graph (TTG) to find the latent pattern along time at each node. These two tensor graphs share the same nodes and edges, which leading us to explore their entangled correlations by Projected Entangled Pair States (PEPS) to optimize the two graphs. We experimentally compare the accuracy and time costing with the state-of-the-art GNN based methods on the public traffic datasets.
Second, we aim to explore the latent temporal correlation of each node. The current popular GNN methods exploit only spatial structure of dataset to construct the graph, but the latent temporal correlation is neglected usually. Taking traffic prediction for example, the traffic is different along time at each station, like the rush hour in the morning and afternoon, therefore different time steps containing the similar traffic can be considered have stronger connection than those with obvious different traffics. In this paper, we construct a temporal graph along time for each node, to help to improve the performance by the spatial graph only. In a word, to solve the two challenges, we construct not only a Spatial Tensor Graph (STG) but also a Temporal Tensor Graph (TTG), to catch both the spatial correlation among nodes and the temporal correlation for each node. The two graphs are shown in Figure 1 .
Considering both the STG and TTG sharing all the nodes, i.e., an STG and TTG are "entangled" in the proposed model, we use a tensor network Projected Entangled Pair States (PEPS) [Verstraete and Cirac, 2004] to optimize both the graphs simultaneously. PEPS is a kind of Tensor Network (TN), which does tensor contraction with small ranks, i.e., reduced number of parameters, but with higher computational complexity [Cichocki, 2014] .
In this paper, we propose a Dynamic Spatiotemporal GNN method with Tensor Network (DSTGNN) for traffic forecasting. The proposed method has three main contributions.
• Two graphs, spatial and temporal graphs, are constructed to capture both the spatial correlation and the temporal correlation from one dataset, then are embedded into a GNN based model, to improve the performance of time series tasks.
• Either STG or TTG contains dynamic information, and is constructed in a 3D tensor manner. This tensor structure of graph could reflect the appearance or disappearance of nodes and edges progressively, in order to extract finer features.
• Considering STG and TTG constructed from one dataset, we use PEPS to optimize them simultaneously. Besides, PEPS can reduce the number of parameters of the two graphs by tensor contraction.
Methodology
In this section, we first describe the problem. Next, we give the details of construction of STG and TTG, the Spatial/Temporal Graph Convolution Layer (STGCL), and the network architecture. Last, we introduce PEPS in our model.
Problem Definition
We aim to predict traffic using GNN based proposed method. A dynamic graph is given as G = (V , E, t), V and E are nodes (stations) and edges sets respectively at time t. Dataset is represented as X ∈ R b×T ×N ×D , while b is the number of samples, T is time steps, N is the : n] is a temporal graph for node n performed on mode-2.
Algorithm 1 STG (A) Construction
Input:
number of nodes, and D is the dimension. Given time duration [1, l] , our goal is to find a function f to predict the next T data of X [:, 1 : l, ::], which are X [:, l + 1 : l + T , ::].
Spatial Tensor Graph and Temporal Tensor Graph

Spatial Tensor Graph (STG)
In our model, we construct STG using number of samples in all stations. STG is represented
is the weight of edge from d ijt (the subtract of samples between station i and j at time t), σ 2 and are threshold set to be 0.1 and 0.5, respectively. In order to calculate the dynamic graph STG, we initialize graph at time 0, which is A[:: 0]. We perform Singular Value Decomposition (SVD) on the graph at each step to calculate E 1 , E 2 , then do ReLU and SoftMax for normalization as [Wu et al., 2019b] does. The different of our construction of dynamic graph is we update the graph at time t by t − 1, we don't update the STG in each iteration, for less time costing. The details are in Algorithm 1.
Temporal Tensor Graph (TTG)
In our model, TTG is reprsented as B ∈ R T ×T ×N , where B[t 1 , t 2 , n] is the absolute subtract of samples of time t 1 and t 2 at node n (t 1 , t 2 ∈ [1, T ], n ∈ [1, N ]). The construction of TTG is similar with that of STG, we omit the details for saving space.
Chebyshev Polynomials Approximation
One way of GNN is spectral graph convolution, which reduces computational time from quadratic to linear [Defferrard et al., 2016] . Given a kernel Θ, convolution operator * G , and TGCL SGCL TGCL TTG TTG STG STG PEPS STGCL Figure 3 : Framework illustration. The right part is the main framework of STGCL, with input STG and TTG. The left part is pre-processing of STG and TTG by PEPS, to reduce parameters with lower rank of the two graphs.
Algorithm 2 Spatial/Temporal Graph Convolution Layer
. Given a Chebyshev polynomial T k (L) ∈ R N ×N of order k, the graph convolution is rewritten as
where Laplacian matrixL = 2L/λ max − I N . Here we use Chebyshev approximation to transform previous 3D graph to 4D A ∈ R N ×N ×K A ×T and B ∈ R T ×T ×K B ×N , where K A is kernel size of A, the same as K B .
Spatial/Temporal Graph Convolution Layer (STGCL)
Given dataset X ∈ R b,T ,N ,D as a 4D tensor, the STG A is used on the mode-1 of X , and the TTG B for mode-2 of X . The illustration of this layer is shown in Figure 2 . There are two layers in our model: Spatial Graph Convolution Layer (SGCL) and Temporal Graph Convolution Layer (TGCL). STGCL is designed as
where 
Network Architecture
The framework is shown in Figure 3 . The input of the model is dataset X [:, 1 : l, :, :], graphs STG and TTG as kernels, and the output is predictive data X [:, l + 1 : l + T , :, :] in the future T steps. The loss function is defined as
where Φ = {A, B, W A , W B }.
Projected Entangled Pair States (PEPS)
The PEPS structure is shown in Figure 4 . We use PEPS for pre-precessing of STG and TTG in our framework, shown in Figure 3 .
Discussion
Tucker in STGCL
In our model, STGCL can be designed in a Tucker decomposition manner, and Eq (2) is rewritten as
while the difference from STGCL is to integrate SGCL and TGCL into one layer. In this case, High Order Singular Value Decomposition (HOSVD) could be used to obtain W A and W B to reduce computational complexity, instead of two directional convolution.
PEPS effect
PEPS here has two advantages, first, it digs out the correlation between STG A and TTG B, since they are established from the same dataset. Second, it reduces parameters of the two graphs by low rank learning.
Experiments
Dataset
METR-LA contains four months of statistics on traffic speed over 39, 000 sensor stations, covering the areas of California state highway system [Chen et al., 2001] . This dataset is aggregated into 5-minute interval from 30-second data samples. We select District 7 of California containing 256 stations, labeled METR-LA. The time range is January and April of 2012. We split the training and testing sets based on [Wu et al., 2019b] . 3.99 8.21 9.60% 5.15 10.45 12.70% 6.90 13.23 17.40% FC-LSTM 3.44 6.30 9.60% 3.77 7.23 10.90% 4.37 8.69 13.20% WaveNet [Oord et al., 2016] 2.99 5.89 8.04% 3.59 7.28 10.25% 4.45 8.93 13.62% DCRNN 2.77 5.38 7.30% 3.15 6.45 8.80% 3.60 7.60 10.50% GGRU 2.71 5.24 6.99% 3.12 6.36 8.56% 3.64 7.65 10.62% STGCN [Yu et al., 2017] 5.53 7.91 8.89% 5.84 8.39 9.40% 6.35 9.09 10.23% Graph WaveNet [Wu et al., 2019b] , which combines graph convolution networks with recurrent neural networks in an Encoder-Decoder manner. • GGRU. Graph gated recurrent unit network , which is a recurrent-based approaches. GGRU uses attention mechanisms in graph convolution. • STGCN. Spatial-temporal graph convolution network [Yu et al., 2017] , which combines graph convolution with 1D convolution. • Graph WaveNet. Graph neural network [Wu et al., 2019b] using an adaptive adjacency matrix of graph, and WaveNet performed on the temporal information.
Experimental Setups
Our experiments are conducted under a computer environment with one Intel(R) Core(TM) i7 CPU 920 @ 2.67 GHz and one NVIDIA Titan Xp GPU card. The evaluation metrics are Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), and Mean Absolute Percentage Error (MAPE). Table 1 shows the results of DSTGNN under STG, STG+TTG, and STG+TTG integrated with PEPS situations.
Results
Conclusion
In this paper, we propose a novel GNN framework with two graphs, STG and TTG, to capture both spatial and temporal local changing information. Both two graphs are dynamic constructed progressively. Experiemnts show that this two graph structure achieves better performance than one graph. Moreover, we exploit PEPS to optimize the two graphs, to reduce parameters by lower rank.
