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Abstract
Thermal states holographically dual to black holes in Einstein gravity display max-
imal Lyapunov growth as well as “butterfly effect cones”. We study these effects in
highly non-equilibrium states, obtained from an initial thermal state by the sudden
injection of energy. We do this by computing out-of-time-order correlators (OTOCs)
in BTZ-Vaidya spacetimes, which describe transitions between black holes at differ-
ent temperatures. If both pairs of boundary operators appearing in the OTOC are
inserted before the energy injection, we recover standard results, with butterfly effect
cones displaying a light-cone structure. But when one pair of operators is inserted
before and the other pair after the energy injection, the Lyapunov growth saturates
the chaos bounds set by the local temperatures and the butterfly effect cones can
“open up”, becoming superluminal, albeit in a way that does not violate causality.
In the limiting case, in which the initial state is the vacuum, Lyapunov growth only
starts after the energy injection. Our computations of the OTOCs are phrased in
terms of gravitationally interacting particles, where fields are treated in a geodesic
approximation and the eikonal phase shift is expressed in terms of stress tensors and
shock waves associated to geodesics.ar
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1 Introduction
In recent years, a connection between chaotic behavior of strongly coupled holographic
theories and gravitational physics in AdS has been identified, leading to the conjecture
that thermal states with holographic duals are the most chaotic systems [1]. This idea was
made precise in the context of a quantum mechanical bound on chaos [2], which is saturated
by thermal CFT states dual to AdS black holes [3–7].
In thermal systems at inverse temperature β, chaos can be diagnosed by a specific type
of out-of-time-order correlator (OTOC)
〈V (0)W (t)V (0)W (t)〉β (1.1)
between “simple” hermitian operators V and W (which can be localized in spatially ex-
tended systems, or involve a small number of degrees of freedom in matrix models) [8]. In a
chaotic system, the OTOC is expected to vanish at late times, independently of the choice
of operators V and W [7].
The OTOC is closely related to the commutator squared (CS),
C(t) ≡ −〈[W (t), V (0)]2〉β, (1.2)
which is used as a diagnostic for the presence of chaos in quantum systems because of
its relation to the classical Poisson bracket and the exponentially divergent trajectories
expected in classical chaos [8,9]. A quantum system is said to be chaotic if the commutator
squared grows exponentially in time
− 〈[W (t), V (0)]2〉 ∼ 1
N2
e2λLt, (1.3)
with characteristic Lyapunov exponent λL and where N corresponds to the number of
degrees of freedom of the system (we restrict our attention to systems without spatial
extent for the moment). More precisely, this exponential behavior, which is related to the
phenomenon of fast scrambling, is expected for times td  t  t∗, where td ∼ β is the
dissipation time and t∗ ∼ λ−1L logN the scrambling time [1]. The scrambling time gives the
time scale needed for a perturbation involving a few degrees of freedom to spread among all
the degrees of freedom of the system [1,3]. Any operations performed after the scrambling
time on a subset of the degrees of freedom will be unable to reconstruct the information of
the perturbation.
The connection between the OTOC (1.1) and the squared commutator becomes clear
after expanding (1.2)
−〈[W (t), V (0)]2〉 = 〈WV VW 〉+ 〈VWWV 〉 − 2 Re〈VWVW 〉, (1.4)
and noting that the first two terms factorize in a thermal state after a dissipation time. For
example,
〈V (0)W (t)W (t)V (0)〉β ≈ 〈W (t)W (t)〉β 〈V (0)V (0)〉β +O(e−t/td), (1.5)
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since it can be thought of as the two-point function of W (t) in the thermal state perturbed
by the insertion of operator V (0) [6]. If the energy injected by V is small, the state will relax
and the expectation value will approach the thermal value multiplied by the norm of the
state [6], essentially because all time-ordered correlations decay to products of expectation
values in a thermal state after the dissipation time [10]. This information can be used to
simplify (1.2) in the regime t td,
D(t) ≡ −〈[W (t), V (0)]
2〉
〈WW 〉〈V V 〉 ≈ 2− 2
Re〈V (0)W (t)V (0)W (t)〉
〈WW 〉〈V V 〉 . (1.6)
Thus, the normalized commutator squared D(t) is simply related to the OTOC after the
dissipation time in thermal systems. In addition, the characteristic late-time vanishing of
the OTOC for chaotic systems is equivalent to saturation of the the normalized commutator
squared after the exponential Lyapunov regime.
The above considerations apply for quantum systems without a notion of spatial locality.
If Hamiltonian interactions are local in space, i.e., if they decay for operators that are
spatially separated, then there are two scrambling time scales. The first is associated to
fast scrambling among local degrees of freedom and can be characterized as described above.
The second type of scrambling is associated to spreading of quantum information in space
and in some cases, a butterfly velocity vB can be associated to this propagation [5], roughly
speaking measuring the rate of growth of the region that must be tracked to reconstruct an
original perturbation with a given accuracy. In nonrelativistic systems the butterfly velocity
is bounded by Lieb-Robinson bounds constraining the growth of commutators in discrete
Hamiltonian systems to be at most ballistic [11, 12]. In relativistic theories, it would be
natural to expect that the butterfly velocity would be bounded by the speed of light. Note
though that if the region that must be measured to reconstruct an original perturbation
grows faster than light, it does not imply that this can be used to send information faster
than light. Consider an astronaut on the moon who keeps track of laser dots of various
colors originating from Earth; these dots can move faster than light on the surface of the
moon, and the area needed to keep track of all of them can also grow faster than light. But
of course this does not allow astronauts on the moon to transmit information faster than
light.
Unlike in classical systems, there is a a bound on the Lyapunov exponent in quantum
mechanics, set by the temperature of the thermal system [2],
λL ≤ 2pi
β
, (1.7)
which is saturated in conformal field theories (CFTs) by thermal states dual to AdS black
holes. The OTOC of such thermal CFT states at inverse temperature β can be computed
in two distinct ways. In [6], the correlator was computed using CFT methods, by taking
advantage of the exponential map between a thermal state and the vacuum state and making
use of vacuum block techniques. In the gravitational bulk interpretation [7], the chaotic
behavior can be understood in terms of a more conventional time-ordered high-energy bulk
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scattering of particle excitations created by the insertion of the operators V and W . In
this picture, the OTOC is the overlap of bulk in- and out-states created by the boundary
insertions. This can be seen by first viewing the OTOC as the overlap 〈Ψ′|Ψ〉 of the two
states
|Ψ〉 ≡ V (t−, 0)W (t+, x)|0〉 and |Ψ′〉 ≡ W (t+, x)V (t−, 0)|0〉, (1.8)
with |0〉 the state dual to the background bulk geometry with no excitations of the W,V
operators, and t− < t+. The state |Ψ〉 can be understood as follows. As a first step, W is
W (t+)
V (t−)
U
=
0V
=
0
|Ψ〉 = V (t−)W (t+)|0〉
Σin
(a)
W (t+)
V (t−)
U
=
0 V =
0
|Ψ′〉 = W (t+)V (t−)|0〉
Σout
(b)
〈Ψ′|Ψ〉
(c)
Figure 1: (a) The bulk picture of the in-state. This state has a simple interpretation at
early times. (b) The bulk picture of the out-state. This state has a simple interpretation
at late times. (c) The bulk picture of the OTOC is the overlap of the in-state (a) and the
out-state (b), which corresponds to bulk scattering. Figure adapted from [7].
inserted at the boundary of the empty geometry at time t+. In order to apply the operator
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V at time t− on this state, the perturbation W is evolved backwards in time using the
bulk-to-boundary propagator. Subsequently, the V perturbation is inserted. The state as a
whole has a simple bulk picture at early times (Fig. 1a), and is therefore interpreted as an in-
state. Expressing the same state at late times would require solving an involved scattering
problem. A similar picture can be obtained for |Ψ′〉, where the operators are inserted in the
opposite order. The V operator is inserted at time t− on the empty background geometry
and is evolved forward in time in order to apply the W operator at a later time t+. The V
perturbation creates field excitations that fall into the black hole, and the W operator can
be applied without disturbing the V field excitations too much. This state has a simple form
at late times (Fig. 1b), and is interpreted as an out-state. A Fourier decomposition into
momentum states allowed to derive a formula for the OTOC that describes the correlator
as a 2→ 2 bulk scattering of highly energetic particles created by the perturbations V and
W [7]. This scattering is illustrated in Fig. 1c.
In both methods, the OTOC yields
〈V (t−, 0)W (t+, x)V (t−, 0)W (t+, x)〉
〈V V 〉 〈WW 〉 =
(
1− 8piiGN∆W
ε2
e
2pi
β
(t+−t−−|x|)
)−∆V
, (1.9)
under the assumption ∆W  ∆V and where the parameter ε has been introduced to
regulate the divergences associated to the coincident insertions of operators. For a small
enough separation t+− t−−|x| between pairs of operator insertions, the OTOC behaves as
〈V (t−, 0)W (t+, x)V (t−, 0)W (t+, x)〉
〈V V 〉 〈WW 〉 ≈ exp
[
8piiGN∆W∆V
ε2
e
2pi
β
(t+−t−−|x|)
]
, (1.10)
such that the commutator squared (1.6) displays an exponential regime,
D(t+ − t−, x) ≈
(
8piGN∆W∆V
ε2
e
2pi
β
(t+−t−−|x|)
)2
, (1.11)
with Lyapunov exponent λL =
2pi
β
. It saturates the bound (1.7) and hence supports the
idea that black holes are the fastest possible scramblers.
In the holographic bulk interpretation, the Lyapunov behavior arises from the blueshift
that such particles are subjected to, due to the gravitational acceleration in the black hole
background. Initially small perturbations about the black hole background end up energetic
enough to create strong gravitational fields known as shock waves, causing them to interact
strongly with other particles travelling near the black hole. This phenomenon is at the core
of the chaotic behavior of the dual holographic CFT. From (1.11), the spatial region for
which D(t+−t−, x) is non-negligible can be seen to grow ballistically with butterfly velocity
vB = 1,
D(t+ − t−, x) ∼ 1 ⇔ x ∼ t+ − t− ≡ vB (t+ − t−) . (1.12)
In addition, expression (1.9) also encodes the decay of the OTOC at very late times
t β
2pi
lnG−1N ,
〈V (t−, 0)W (t+, x)V (t−, 0)W (t+, x)〉
〈V V 〉 〈WW 〉 ≈ e
− 2pi
β
∆V (t+−t−−|x|). (1.13)
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This decay is controlled by the lowest quasinormal mode frequency ωQN =
2pi
β
∆V associated
to the light operator V of conformal dimension ∆V [13]. This shows that dissipative effects
eventually take over the chaotic Lyapunov growth.
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Figure 2: Penrose diagram of BTZ-Vaidya.
In this paper, we investigate the chaotic behavior of a system in the process of ther-
malization by holographically computing OTOCs in a thermal state undergoing a global
quench. On the gravity side, this state corresponds to an initial BTZ black hole with in-
verse temperature β− (BTZ−) which, after a global energy injection at the boundary of the
spacetime that creates an infalling shell, turns into a black hole with inverse temperature
β+ < β− (BTZ+), as depicted in Fig. 2. These bulk states are known as BTZ-Vaidya
spacetimes.
We first extend the computation of the OTOC in the eternal BTZ black hole, which
was reviewed above, to the case of dynamically growing (forming) black holes. As for the
eternal black hole, boundary perturbations can be propagated into the bulk and the OTOC
can be interpreted as an overlap of an in- and an out-state. When all operators are inserted
before (after) the shell, the shock-wave scattering process happens in the BTZ− (BTZ+)
part of the spacetime, as can be seen in Fig. 3a. In this case, we recover the standard
Lyapunov behaviors in thermal states, but we are able to extend previous results to time
separations between the inserted operators of the order of the dissipation time and smaller.
However, when one pair of operators is inserted before and the other after the quench,
the shock-wave scattering process often takes place in BTZ−, as illustrated on Fig. 3b (this
happens if the transverse separation between the operators is sufficiently small; the precise
condition will be given in Section 3.3).1 This fact modifies the (spatial) behavior of the
1Note that the scattering process is not just between the inserted matter particles, but between these
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Figure 3: (a) When all the operators are inserted after the quench, the situation is very
similar to the eternal BTZ case, as the scattering happens in the BTZ+ part of the space-
time. (b) When one pair of operators is inserted before and the other after the shell, the
scattering typically happens in BTZ−, which modifies the behavior of the OTOC.
OTOC, as compared to the thermal equilibrium case. There is an unexpected consequence:
right after the quench, the butterfly velocity is set by the ratio of the second to the first
horizon radius, and is superluminal. However, as we will see, this effect relaxes before
it can violate causality and the overall spread remains within the lightcone. Moreover,
two exponential behaviors develop with separate Lyapunov exponents, set by each of the
temperatures, that multiply the time separation between the insertion of the quench and the
insertion of each of the operators in the part of the spacetime associated to that temperature.
From the holographic perspective, this feature is expected in view of the blueshift that
particles experience before the scattering, which is the origin of the Lyapunov exponents in
black hole geometries. By taking the zero-temperature limit of the initial state (β− →∞),
we extend our results to CFT states which start in the vacuum and thermalize after a global
quench, allowing us to study the onset of chaos in dynamically forming black holes. As a
cross-check we also recover the vacuum CFT result obtained by [6], for all the operators
inserted before the quench.
The plan of the paper is as follows. In Section 2, we derive for a general spacetime
a position-space WKB analogue of the overlap integral that computes the OTOC in [7].
We apply this formula to BTZ-Vaidya spacetimes in Section 3 and discuss our results in
Section 4. The appendices contain technical material regarding the properties of geodesics,
the WKB approximation and shock waves.
particles and the extended gravitational shock waves that they create – thus the dominant scattering can
occur in different parts of the geometry depending on the details.
6
2 OTOC in asymptotically AdS spacetimes
Let us consider an asymptotically AdS background spacetime on which two massive Klein-
Gordon real scalar fields φV and φW propagate. We will derive a general formula for the
out-of-time-order correlator (OTOC)
〈φV (X1)φW (X2)φV (X3)φW (X4)〉, (2.1)
where the insertion points X2, X4 lie in the future of X1, X3 or are spacelike-separated from
them. As the radial location of the insertion points Xi are taken to the boundary of AdS
space, (2.1) computes (after a radial rescaling) the associated correlator in the dual con-
formal field theory defined on the boundary [14–17]. We will carry out all our calculations
in such a near-boundary limit of the insertion points so that that the dependence of the
correlation functions on time and the transverse space can be interpreted as also computing
these dependences in the dual field theory.
In the limit that all insertion points are close to the conformal boundary, one can make
use of the WKB (geodesic) approximation for propagators of the scalar fields. Indeed, in
any asymptotically AdS space, a timelike geodesic gets more energetic as one of its end-
points gets closer to the conformal boundary. This is exactly the regime in which we expect
the WKB approximation to be reliable.2 In addition, at leading order in an inverse energy
expansion e−1  1, such highly energetic geodesics follow light rays and their gravitational
backreaction can be exactly computed in the form of shock waves. It will hence be useful
to equip the considered background spacetime with coordinates X = (u, v, x), where u, v
are advanced and retarded lightlike coordinates and x labels the transverse direction.
We want to find a formula applying to arbitrary asymptotically AdS spacetimes. In the
general case, it is not clear whether the method of [7] may be directly applied, especially
in time-dependent backgrounds for which asymptotic in and out Hilbert spaces are not
always available. However, the intuition that the OTOC is dominated by the scattering
of highly energetic particles [19] should still hold. In this section, treating field excitations
in the WKB (geodesic) approximation, we obtain a general position-space formula for the
OTOC (2.1) in terms of the scattering of highly energetic geodesics or point-like particles.
We will proceed as follows, viewing the OTOC as the overlap 〈Ψ′|Ψ〉 of the two states
|Ψ〉 ≡ φV (X3)φW (X4)|0〉 and |Ψ′〉 ≡ φW (X2)φV (X1)|0〉. (2.2)
First, we give a simple representation of |Ψ〉 at earlier times and of |Ψ′〉 at later times,
in the spirit presented in the Introduction. For this, we use Green’s second identity to
represent φV (X1) on a future null slice Σu0 and φW (X4) on a past null slice Σv0 . As
a result, the overlap is purely expressed in terms of time-ordered four-point correlators
(Fig. 4). Second, we write down the gravitational path integral representation of these
time-ordered four-point correlators. Treating field propagators in the WKB approximation
and taking the classical gravity limit, we show that their evaluation boils down to the
2See [18] for related remarks in the context of propagators for heavy fields in AdS space.
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computation of classical quantities: highly energetic geodesics and their associated shock
wave gravitational fields. The method developed here shares many similarities with [20–23].
From out-of-time-order to time-ordered correlators
We first consider the state |Ψ′〉. We want to express the field operator φV inserted at X1 in
terms of the same operator inserted at points Xu0 = (u0, v, x) belonging to a null slice Σu0
of constant u = u0 such that any Xu0 ∈ Σu0 is either in the future of X2, X4 or spacelike-
separated from them. For this we first choose a volume V containing all insertions, which is
enclosed by the union of Σu0 , parts of the conformal boundary and of the past horizon, as
well as transverse surfaces of constant x = x±∞ being infinitely far away from all operator
insertions. The projection of ∂V onto the (u, v)-plane is indicated in light green in Fig. 4a.
We then apply Green’s second identity,∫
V
dd+1X
√−g (ψ1ψ2 − ψ2ψ1) =
∮
∂V
dΣµ (ψ1∂µψ2 − ψ2∂µψ1) , (2.3)
to the following solutions of the Klein-Gordon equation,
ψ1(X) = φV (X), (2.4)
ψ2(X) = G
R
V (X,X1) . (2.5)
The retarded Green function GRV (X, Y ) vanishes for (X − Y )2 > 0 and for X0 < Y 0, and
satisfies (
−m2V
)
GRV (X, Y ) =
δ(d+1)(X − Y )√−g . (2.6)
We consider Dirichlet boundary conditions at the conformal boundary3 and no incoming
initial conditions at the past horizon for the scalar field φV such that G
R
V (X;X1) vanishes
there. On the enclosing surface ∂V , this Green function has therefore support only on
Σu0 ⊂ ∂V and we get
φˆV (X1) =
∫
u=u0
dΣv
(
φˆV (Xu0)
↔
∂v G
R
V (Xu0 , X1)
)
, (2.7)
giving a representation of φˆV (X1) in terms of fields on the null surface Σu0 . We can now
write the state |Ψ′〉 by simply multiplying the right hand side of (2.7) by φˆW (X2):
|Ψ′〉 =
∫
u=u0
dΣv φˆW (X2)
(
φˆV (Xu0)
↔
∂v G
R
V (Xu0 , X1)
)
|0〉. (2.8)
Choosing a null surface Σv0 of constant v = v0 such that any Xv0 ∈ Σv0 is either in the
past of X1, X3 or spacelike-separated from them, and applying a similar construction to the
operator φW (X4), we end up with
|Ψ〉 =
∫
v=v0
dΣu φˆV (X3)
(
φˆW (Xv0)
↔
∂u G
R
W (X4, Xv0)
)
|0〉. (2.9)
3In the standard AdS/CFT terminology, non-normalizable sources for the bulk fields φV and φW are
turned off.
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Figure 4: (a) The operator φV (X1) is represented on a future null slice Σu0 in terms of the
operator φV (Xu0) integrated over the pointXu0 ∈ Σu0 . The enclosing surface ∂V is indicated
in light green. (b) The operator φW (X4) is similarly represented on a past null slice Σv0 in
terms of the operator φW (Xv0) integrated over the point Xv0 ∈ Σv0 . (c) The overlap 〈Ψ′|Ψ〉
only involves time-ordered four-point correlators such as 〈φV (Xu0)φW (X2)φV (X3)φW (Xv0)〉.
Their evaluation boils down to the computation of highly energetic geodesics indicated by
the straight colored arrows, and their associated gravitational fields. As shown in the next
sections, we anticipate that the overlap 〈Ψ′|Ψ〉 is dominated by the contribution of a single
pair of such geodesics.
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Taking the overlap of (2.8) and (2.9) then leads to an expression where only time-ordered
four-point correlators appear:
〈Ψ′|Ψ〉 =
∫
v=v0
dΣu
∫
u=u0
dΣv× (2.10)[
∂vG
R
V (Xu0 , X1) ∂uG
R
W (X4, Xv0) 〈φV (Xu0)φW (X2)φV (X3)φW (Xv0)〉
− ∂vGRV (Xu0 , X1)GRW (X4, Xv0) 〈φV (Xu0)φW (X2)φV (X3)∂uφW (Xv0)〉
−GRV (Xu0 , X1) ∂uGRW (X4, Xv0) 〈∂vφV (Xu0)φW (X2)φV (X3)φW (Xv0)〉
+GRV (Xu0 , X1)G
R
W (X4, Xv0) 〈∂vφV (Xu0)φW (X2)φV (X3)∂uφW (Xv0)〉
]
.
WKB and classical gravity limits
The time-ordered correlation functions appearing in (2.10) may be represented as Feynman
path integrals. For example, one can write
〈φV (Xu0)φW (X2)φV (X3)∂uφW (Xv0)〉
=
∫
Dgµν DφWDφV φV (Xu0)φW (X2)φV (X3)∂uφW (Xv0) e
iS[φW ,φV ,gµν ] (2.11a)
=
∫
Dgµν ∂u〈T φW (X2)φW (Xv0)〉gµν 〈T φV (Xu0)φV (X3)〉gµν eiSEH [gµν ]. (2.11b)
where T indicates time-ordering. The correlators of φV and φW have factorized in this
expression because we are taking the action to be the Einstein-Hilbert action plus the
Klein-Gordon actions of the scalar fields,
S [φW , φV , gµν ] = SKG [φW , gµν ] + SKG [φV , gµν ] + SEH [gµν ] , (2.12)
so that the fields φV and and φW only interact through gravity. Note that we can safely
drop the time-ordering operator T in (2.11) due to the respective location of the points
X2, Xv0 , Xu0 , X3. Under the assumption that the insertions points X1, ..., X4 are sufficiently
close to the conformal boundary, one can now evaluate these propagators in the WKB
approximation. As reviewed in Appendix B, the WKB approximation for a propagator in
a background spacetime with metric gµν is, for X in the future of Y ,
〈φV (X)φV (Y )〉gµν ≈ A(X, Y ) eimV SV (X,Y ), (2.13)
with
SV (X, Y ) = −
∫ X
Y
dτ. (2.14)
with SV being the proper time along the timelike geodesic going from Y to X. Thus,
∂XµSV (X) = kµ(X) is the future-directed momentum of this geodesic at the point X. This
phase is also the action for a point-like particle following the geodesic trajectory, and varying
it with respect to the background metric gµν gives the associated stress-tensor which acts
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as a source for perturbations of the background metric. Plugging (2.13) back into the path
integral (2.11), and taking the saddle point approximation in the classical gravity limit, we
hence get
〈φV (Xu0)φW (X2)φV (X3)∂uφW (Xv0)〉
≈ −imWku(Xv0)AW (X2, Xv0)AV (Xu0 , X3)eiSon-shell[gµν ], (2.15)
with
Son-shell [gµν ] = SEH +mWSW (X2, Xv0) +mV SV (Xu0 , X3)
∣∣
on-shell
. (2.16)
The action to be evaluated on-shell is the one of gravity sourced by two highly energetic
(lightlike) geodesics. At leading order in an inverse energy expansion, the on-shell metric is
gµν = g
(0)
µν + h
W
µν + h
V
µν +O(hV hW ), (2.17)
where g
(0)
µν is the original background metric satisfying prescribed boundary conditions and
hµν ≡ hVµν + hWµν describes the gravitational shock waves associated to the two lightlike
geodesics. It should be noted that (2.17) would be an exact solution of Einstein’s equations
if only one geodesic were considered [24]. Here however, we neglect nonlinearities associated
to the dynamical interaction of the shock waves with each other because these are higher
order in the Newton constant. The on-shell action (2.16) can be expanded to linear order
in hµν , giving [7, 22]
Son-shell [gµν ] = Son-shell
[
g(0)µν
]
+ Sh
[
hµν ; g
(0)
µν
]
+O(h2), (2.18)
with
Sh
[
hµν ; g
(0)
µν
]
=
1
4
∫
hµνT
µν =
1
4
∫ (
hVµνT
µν
W + h
W
µνT
µν
V
) ≡ δ, (2.19)
and where T µν ≡ T µνV + T µνW is the stress-tensor associated to the two geodesics. The linear
piece is also known as the eikonal phase shift δ, and will play a central role in the next
sections. Hence, we have
〈φV (Xu0)φW (X2)φV (X3)∂uφW (Xv0)〉 ≈ (2.20)
imWku(Xv0)AW (X2, Xv0)e
imWSW (X2,Xv0 ) AV (Xu0 , X3)e
imV SV (Xu0 ,X3) e
iSEH
[
g
(0)
µν
]
eiδ.
Note that the phase factor e
iSEH
[
g
(0)
µν
]
is common to all observables computed on this back-
ground geometry, and is therefore irrelevant. The overlap integral (2.10) is then
〈Ψ′|Ψ〉 =
∫
v0
dΣu AW (X2, Xv0)e
imWSW (X2,Xv0 )
∫
u0
dΣv AV (Xu0 , X3)e
imV SV (Xu0 ,X3) (2.21)
×
[
∂vG
R
V ∂uG
R
W + imWku∂vG
R
V G
R
W − imV kvGRV ∂uGRW +mWmV kukvGRV GRW
]
eiδ.
It is left to apply the WKB approximation to the retarded propagators. For X in the future
of Y , these are
GR(X, Y ) = 2Im 〈φ(X)φ(Y )〉 ≈ 2A(X, Y ) sinmS(X, Y ), (2.22)
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which leads to
〈Ψ′|Ψ〉 = −4mWmV
∫
v0
dΣu kuAW (X2, Xv0)AW (X4, Xv0)e
imWSW (X2,Xv0 )e−imWSW (X4,Xv0 )
×
∫
u0
dΣv kvAV (Xu0 , X3)AV (Xu0 , X1)e
imV SV (Xu0 ,X3)e−imV SV (Xu0 ,X1) eiδ. (2.23)
This final formula is the WKB version of the overlap integral presented in [7]. It has the
important advantage of being expressed in position-space and is therefore easily applicable
to any background spacetime. Using (2.7) and (2.22), one can write similar expressions for
the scalar propagators,
〈φV (X1)φV (X3)〉
= 2mV
∫
u0
dΣv kvAV (Xu0 , X1)AV (Xu0 , X3)e
imV SV (Xu0 ,X3)e−imV SV (Xu0 ,X1), (2.24)
〈φW (X2)φW (X4)〉
= −2mW
∫
v0
dΣu kuAW (Xv0 , X2)AV (Xv0 , X4)e
imWSW (X2,Xv0 )e−imWSW (X4,Xv0 ). (2.25)
Hence, the crucial ingredient that prevents the OTOC (2.23) from factorizing into the
product of the two propagators (2.24-2.25) is the eikonal phase shift eiδ which encodes the
gravitational interaction of highly energetic field excitations.
Again, as the radial location of the insertion points of the bulk operators (Xi) are taken
to the boundary of AdS space, a radial rescaling of (2.1) computes the OTOC in the dual
conformal field theory on the boundary [14–17]. We will perform all calculations in a near-
boundary limit of the insertion points. So, the dependence of the correlation functions on
time and the transverse space also compute these dependences in the dual field theory.
3 OTOC in BTZ-Vaidya
We want to apply the general OTOC formula (2.23) to the three-dimensional BTZ-Vaidya
background spacetime. For this, we need to compute geodesics whose endpoints are close
to the conformal boundary together with the eikonal phase shift δ associated to the gravi-
tational interactions of these geodesics.
The three-dimensional BTZ-Vaidya spacetime can be described in retarded coordinates
(v, r, x) whose associated metric is
ds2 = − (r2 − θ(vs − v)r2− − θ(v − vs)r2+) dv2 + 2dvdr + r2dx2. (3.1)
The surface v = vs corresponds to the location of a shell of dust infalling from the asymptotic
boundary. This spacetime is also simply understood as a gluing of two planar BTZ black
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holes along the surface v = vs, of respective horizon radii r− and r+. This is made manifest
by performing the change of coordinate v = t+ 1
2rh
ln r−rh
r+rh
,
ds2 = −(r2 − r2h)dt2 + (r2 − r2h)−1dr2 + r2dx2 = ds2BTZ, (3.2)
where rh is identified with r− if v < vs, or with r+ if v > vs. For simplicity, we refer to
these two planar black hole regions as BTZ− and BTZ+, respectively. See Fig. 2. Note
that we work in units where the AdS radius has been set to unity. Note also that unlike
the retarded coordinate v, the time coordinate t is not continuous across the shell except
in the limit r →∞ corresponding to the location of the conformal boundary. We will also
often make use of the advanced-retarded coordinates{
u = t− 1
2rh
ln r−rh
r+rh
,
v = t+ 1
2rh
ln r−rh
r+rh
,
⇔
{
t = v+u
2
,
r = rh
1+erh(v−u)
1−erh(v−u) ,
(3.3)
in which the BTZ metric takes the form
ds2BTZ = −
(
r2 − r2h
)
dudv + r2dx2. (3.4)
In this gauge, r = r(u, v) is a function of the advanced and retarded coordinates through
(3.3). We specify the four insertion points of the OTOC in Schwarzschild coordinates
(t, r, x):
ri = ε
−1, i = 1, 2, 3, 4,
t1 = t−, t3 = t− − −, x1 = x3 ≡ x−,
t2 = t+, t4 = t+ − +, x2 = x4 ≡ x+.
Here, we consider ε 1 as a perturbative parameter measuring how close to the conformal
boundary the operators are inserted. As we will see, it will be directly related to the inverse
energy of the bulk geodesics connecting these points. The role of −, + is to regulate the
UV divergences due to the insertion of operators at the same boundary points, X1 ≈ X3 and
X2 ≈ X4. We will always consider the φV operators as being inserted in BTZ− (t− < vs),
while we do not constrain the φW insertions.
Following Section 2, we choose two null surfaces Σu0 and Σv0 and study the timelike
geodesics connecting these surfaces to the insertion points X1, X2, X3, X4. The require-
ment that no point Xv0 ∈ Σv0 can be in the causal future of the insertion points X1, X3
means that this surface necessarily lies in BTZ−, and we can choose it to be any constant
v = v0 < t− surface. Similarly, Σu0 should be chosen such that no point Xu0 ∈ Σu0 lies in
the causal past of X2, X4. This is achieved by choosing a surface of some constant u = u0
in BTZ− and continuing it across the shell in BTZ+. The precise value of u0 does not actu-
ally matter, only the existence of such a surface. These surfaces are illustrated in Fig. 4b-4a.
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When working in the limit of small UV regulators +, −  1, the WKB phases in the
overlap formula (2.23) simply differ by
SV (Xu0 , X3) = SV (Xu0 , X1) + − kt(X1) +O(2−), (3.5)
SW (X4, Xv0) = SW (X2, Xv0)− + kt(X2) +O(2+), (3.6)
such that
eimV SV (Xu0 ,X3)e−imV SV (Xu0 ,X1) = eimV −kt(X1), (3.7)
eimWSW (X2,Xv0 )e−imWSW (X4,Xv0 ) = eimW +kt(X2). (3.8)
As reviewed in Appendix A, the momenta kt(X1) and kt(X2) of the ingoing and outgoing
geodesics are directly related to their conserved energies,4
kt(X1) = −ein, kt(X2) = −eout, (3.9)
and depend implicitly on the geodesic endpoints X1, Xu0 and X2, Xv0 . Hence, the overlap
(2.23) and the coincident two-point functions (2.24-2.25) simplify to
〈Ψ′|Ψ〉 = −4mWmV
∫
v0
dΣu ku(Xv0)AW (X2, Xv0)
2 e−imW +eout
×
∫
u0
dΣv kv(Xu0)AV (Xu0 , X1)
2 e−imV −ein eiδ, (3.10)
〈φV φV 〉 = 2mV
∫
u0
dΣv kv(Xu0)AV (Xu0 , X1)
2 e−imV −ein , (3.11)
〈φWφW 〉 = −2mW
∫
v0
dΣu ku(Xv0)AW (X2, Xv0)
2 e−imW +eout . (3.12)
These integrals over the points Xu0 = (u0, v, x) ∈ Σu0 and Xv0 = (u, v0, x′) ∈ Σv0 are too
difficult to be performed exactly. In the spirit of [7], we perform these by stationary phase
approximation in the regime of large field masses5 mV −  ε and mW +  ε (in units
where the AdS radius is set to unity). We will show that the functional dependence of
ein and eout on the integration variables x, x
′, u, v are such that the saddle point of the
integrands corresponds to a single pair of highly energetic radial geodesics. In that case,
the normalized OTOC takes a particularly simple form,
〈φV (t−, x−)φW (t+, x+)φV (t−, x−)φW (t+, x+)〉
〈φV φV 〉〈φWφW 〉 ≈ e
iδ
∣∣∣
saddle
, (3.13)
4If X2 lies in BTZ+, the outgoing geodesic crosses the shell and a jump in energy occurs at the crossing
point. In that case, we need to distinguish between the energy e−out of the BTZ− segment of the geodesic
and the energy e+out = −kt(X2) of the BTZ+ segment of the geodesic.
5It is natural to consider ε and −, + on the same footing since they all act as UV regulators. In that
case, the stationary phase approximation can be performed within the mV ,mW  1 WKB regime.
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where it is implicit that all insertions happen close to the conformal boundary, ri = ε
−1.
Hence, the normalized OTOC equals the eikonal phase shift associated to the gravitational
interaction of this single pair of highly energetic radial geodesics. In order to determine
which pair of geodesics, we have to find the saddle point of ein and eout. This is done
in Sections 3.1-3.2. Having determined the dominant pair of geodesics, we compute the
eikonal phase shift associated to their gravitational interaction in Section 3.3.
We start by stating some useful general results regarding timelike geodesics in a planar
BTZ black hole, whose derivation may be found in Appendix A. It is known that any locally
AdS space can be viewed as a patch of a hyperboloid embedded in a higher-dimensional
flat space, and that timelike geodesics are circles on this hyperboloid. However, not any
pair of timelike-separated points (ta, ra, xa) and (tb, rb, xb) with tb > ta in Schwarzschild
coordinates, may be joined by circles. This is only possible for those satisfying
− 1 < cosLab < 1, (3.14)
with
cosLab = r
−2
h
(
rarb cosh rh(xb − xa)−
√
(r2a − r2h)(r2b − r2h) cosh rh(tb − ta)
)
. (3.15)
If the constraint (3.14) is satisfied, Lab is the length of the geodesic connecting these points.
In this case, the conserved energy and transverse momenta associated to the Killing vectors
∂t and ∂x are
e ≡ − (∂t)µ x˙µ =
√
(r2a − r2h)(r2b − r2h) sinh rh(tb − ta)
rh sinLab
, (3.16)
j ≡ (∂x)µ x˙µ = rarb sinh rh(xb − xa)
rh sinLab
, (3.17)
where the dot refers to the derivative with respect to the geodesic proper time. In addition,
the v component of the momentum of an ingoing geodesic and the u component of the
momentum of an outgoing geodesic are both equal to
kv = ku = −1
2
(
e+
√
e2 − j2 − (r2 − r2h) + j2r2hr−2
)
, (3.18)
where one should keep in mind that the value of r varies along the geodesic.
3.1 Ingoing geodesics
In order to find the saddle point of the energy ein along the null surface Σu0 , we con-
sider those geodesics that connect the insertion point X1 = (t1, ε
−1, x1) to points Xu0 =
(u0, v, x) ∈ Σu0 in BTZ−. Assuming that such a geodesic exists, its energy and transverse
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momentum are found from (3.15-3.17),
ein =
√
1− ε2r2−
ε sinLin
er−(v−t1) − er−(t1−u0)
1− er−(v−u0) , (3.19)
jin =
sinh r−(x− x1)
ε sinLin
1 + er−(v−u0)
1− er−(v−u0) , (3.20)
with
cosLin =
(
1 + er−(v−u0)
)
cosh r−(x− x1)−
√
1− ε2r2−
(
er−(t1−u0) + er−(v−t1)
)
εr− (1− er−(v−u0)) . (3.21)
As previously explained, the integrals over x and v in (3.10-3.11) are performed by station-
ary phase approximation. Since
∂ein
∂x
=
√
1− ε2r2−
ε sin3 Lin
er−(v−t1) − er−(t1−u0)
1− er−(v−u0) cosLin
∂ cosLin
∂x
, (3.22)
the x integral localizes at values of x satisfying cosLin = 0 or
∂ cosLin
∂x
= 0. Subsequently
performing the v integration, we similarly look for saddles along the v direction. If cosLin =
0, there is no saddle point along the v direction provided that u0 6= t1. Hence, we consider
the remaining case ∂ cosLin
∂x
= 0, which is equivalent to x = x1 and characterizes radial
geodesics. Importantly, not every value of v corresponds to a point Xu0 = (u0, v, x1) that
can be connected by a timelike geodesic to the insertion point X1. From (3.14), the existence
of such a geodesic requires
− ε <
(
1 + er−(v−u0)
)−√1− ε2r2− (er−(t1−u0) + er−(v−t1))
r− (1− er−(v−u0)) < ε. (3.23)
This is depicted in Fig. 5. From (3.19-3.21), one can check that ein possesses a single saddle
point satisfying the above restriction. To first order in ε 1, it satisfies
v = v¯ +O(ε2), v¯ ≡ t1. (3.24)
In this limit, the timelike geodesic connecting X1 to the unique saddle point Xu0 =
(u0, t1, x1) follows a radial null ray of constant retarded coordinate given by (3.24), and
the geodesic length can be shown to satisfy
cosLin = O(ε). (3.25)
From (3.16-3.20), we also deduce its tangent momentum,
kv = −ein +O(ε0) = −ε−1 +O(ε0). (3.26)
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r
=
r−
r
=
r+
φV (X1)
Σ u
0
r
=
r−
Figure 5: The region accessible to timelike geodesics connected to the insertion point X1
is shown in yellow. It puts a restriction on the set of points Xu0 = (u0, v, x1) ∈ Σu0 that
may be connected by timelike geodesics to the insertion point X1 = (t1, ε
−1, x1) lying close
to the conformal boundary.
3.2 Outgoing geodesics
We similarly want to find the saddle point of the energy eout along the null surface Σv0 . For
this, we need to distinguish between two types of outgoing geodesics, depending whether
the insertion point X2 = (t2, ε
−1, x2) lies in BTZ− or in BTZ+. In the former case, the
treatment is parallel to the one of ingoing geodesics, such that the associated saddle lies at
x′ = x2, u = t2 +O(ε). We therefore turn to geodesics that connect X2 in BTZ+ to points
Xv0 = (u, v0, x
′) ∈ Σv0 in BTZ−. Such a timelike geodesic necessarily crosses the shell at
a point Xs = (vs, rs, xs). For that reason, we study segments of that geodesic on either
side of the shell separately, and subsequently impose appropriate junction conditions at the
shell that will fix the coordinates of the intermediate point Xs.
BTZ+ segment
Assuming that it exists, the energy and transverse momentum of the timelike geodesic
connecting a point Xs on the shell to the insertion point X2 are found from (3.15-3.17),
e+out =
√
1− ε2r2+
ε sinL+out
rs sinh r+(t2 − vs)− r+ cosh r+(t2 − vs)
r+
, (3.27)
j+out =
1
ε sinL+out
rs sinh r+(x2 − xs)
r+
, (3.28)
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with
cosL+out =
rs cosh r+(x2 − xs)−
√
1− ε2r2+ [rs cosh r+(t2 − vs)− r+ sinh r+(t2 − vs)]
εr2+
.
(3.29)
The superscript ‘+’ makes explicit that these quantities are associated to the BTZ+ segment
of the considered outgoing geodesic. Similarly, we will use the superscript ‘−’ to denote
quantities associated to the BTZ− segment of the outgoing geodesic.
BTZ− segment
We turn to the timelike geodesic segment in BTZ− connecting a point Xv0 ∈ Σv0 to Xs.
The energy and transverse momentum of the timelike geodesic are found from (3.15-3.17),
e−out =
1
sinL−out
(rs + r−)er−(vs−u) − (rs − r−)er−(v0−vs)
1− er−(v0−u) , (3.30)
j−out =
rs sinh r−(xs − x′)
sinL−out
1 + er−(v0−u)
1− er−(v0−u) , (3.31)
with
cosL−out =
rs
(
1 + er−(v0−u)
)
cosh r−(xs − x′)− (rs − r−)er−(v0−vs) − (rs + r−)er−(vs−u)
r− (1− er−(v0−u)) .
(3.32)
Continuity of the retarded coordinates (v, r, x) across the shell and a careful analysis of the
geodesic equation in BTZ-Vaidya [25] imply that both segments of a BTZ-Vaidya geodesic
have to satisfy the following junction conditions:
x˙−out
∣∣
Xs
= x˙−out
∣∣
Xs
, (3.33)
v˙−out
∣∣
Xs
= v˙+out
∣∣
Xs
, (3.34)
or equivalently [26]
j−out = j
+
out, (3.35)
e−out = e
+
out +
r2+ − r2−
2
v˙+out
∣∣
Xs
. (3.36)
These junction conditions may be shown to coincide with those originally derived in [27]
by extremizing the total geodesic length Lout = L
+
out + L
−
out. They can be used to fix the
coordinates rs, xs of the intermediate point Xs in terms of the endpoints Xv0 and X2, but
are very difficult to solve in general. In Appendix A, we show that the velocity of the
geodesic at the shell is given by
v˙+out
∣∣
Xs
=
(
r2s − r2+
)−1(
e+out +
√
(e+out)
2 − (j+out)2 − (r2s − r2+) + r2+r−2s (j+out)2
)
(3.37a)
=
1
r2+ε sinL
+
out
(√
1− ε2r2+ cosh r+ (t2 − vs)− cosh r+ (xs − x2)
)
, (3.37b)
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and
v˙−out
∣∣
Xs
=
−(er−(v0−vs) + e−r−(u−vs)) + (1 + er−(v0−u)) cosh r− (x′ − xs)
r− sinL−out (1− er−(v0−u))
. (3.38)
Saddle point
In order to perform the x′ integration in (3.10) and (3.12) by stationary phase approximation
in the regime of large field masses, we need to find the associated saddle point of e+out. Here,
we argue that a saddle point lies at x′ = x2 for any fixed value of u. From (3.27), one sees
that e+out depends on x
′ only through rs(x′) and cosh r+(x2 − xs(x′)). Taking the square of
the first junction condition (3.35), one can express cosh r+(x2 − xs(x′)) in terms of rs(x′)
and cosh r−(xs(x′)− x′),
{cosh r+(x2 − xs(x′))} −→ {rs(x′), cosh r−(xs(x′)− x′)}. (3.39)
The second junction condition (3.36) allows to express rs(x
′) in terms of cosh r−(xs(x′)−x′),
{rs(x′)} −→ {cosh r−(xs(x′)− x′)}. (3.40)
Hence, the energy e+out associated to the BTZ+ segment of the outgoing geodesic is shown
to depend on the integration variable x′ only through the combination cosh r−(xs(x′)−x′),
and a saddle point therefore exists for xs(x
′) = x′. In turn, this implies that the associated
outgoing geodesics have zero transverse momentum j−out = j
+
out = 0 and that the saddle
point lies at x′ = x2.
After having set x′ = x2, we look for saddles of e+out along the u direction. Only those
intermediate points Xs = (vs, rs(u), x2) satisfying the constraint (3.14) may be connected
by timelike geodesics to the insertion point X2. To first order in ε  1 and using (3.29),
this constraint reads
− εr
2
+
1− cosh r+(t2 − vs) < rs(u)− r+ coth
r+(t2 − vs)
2
<
εr2+
1− cosh r+(t2 − vs) . (3.41)
Hence, only values of u satisfying the above constraint should be considered when looking
for saddle points of e+out. Taking the derivative of (3.27), we get
∂ue
+
out =
√
1− ε2r2+
2ε3r4+ sin
3 L+out
∂urs(u) (3.42)
×
[(√
1− ε2r2+ (3 + cosh 2r+(t2 − vs))− 2
(
2− ε2r2+
)
cosh r+(t2 − vs)
)
rs(u)
− 2r+ sinh r+(t2 − vs)
(√
1− ε2r2+ cosh r+(t2 − vs)− 1
)]
.
Hence, a saddle occurs when the term in square brackets vanishes. The corresponding value
of rs(u) satisfies the constraint (3.41), and is given to first order in ε 1 by
rs(u) = r+ coth
r+(t2 − vs)
2
+O(ε2) (cosL+out = O(ε)) . (3.43)
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One can use the junction condition (3.36) to determine the corresponding value of u. In
the limit ε 1, this problem considerably simplifies by noticing that the timelike geodesic
connecting X2 to the saddle point described above necessarily satisfies
sinL−out = O(ε) ⇔ cosL−out = 1 +O(ε). (3.44)
From (3.32) and (3.43-3.44), one can therefore infer the associated value of u,
u = u¯+O(ε), u¯ ≡ vs − 1
r−
ln
r+ sinh r+(t2 − vs)− r− cosh r+(t2 − vs) + r−
r+ sinh r+(t2 − vs) + r− cosh r+(t2 − vs)− r− . (3.45)
In deriving the location of the saddle point, it has been implicitly assumed that the func-
tions rs(u, x
′) and xs(u, x′) were differentiable. A posteriori, we have explicitly checked that
this was indeed the case, at least at the saddle point. Moreover, we numerically studied the
dependence of e+out on x
′ and u, which suggested that the saddle we found is the only saddle.
As we pointed out, the timelike geodesic connecting X2 to the saddle point described
above follows a radial null ray in the small ε limit. In particular, its BTZ− segment has
constant advanced coordinate given by (3.45). Using (3.43), we may simplify the expressions
of the conserved energy (3.27) and initial velocity (3.37b) of the BTZ+ geodesic segment,
e+out = ε
−1 +O (ε0) , (3.46)
v˙+out
∣∣
Xs
=
cosh r+(t2 − vs)− 1
r2+ε
+O(ε0). (3.47)
Then, the junction condition (3.36) allows us to evaluate the momentum (3.18) of the BTZ−
segment of the outgoing geodesic,
ku = −e−out +O(ε0) = −e+out −
r2+ − r2−
2
v˙+out
∣∣
Xs
+O(ε0) (3.48a)
= −
(
1− r2−
r2+
)
cosh r+(t2 − vs) + 1 + r
2
−
r2+
2ε
+O (ε0) . (3.48b)
3.3 Eikonal phase shift
Having found the pair of highly energetic geodesics corresponding to the saddle point of
(3.10-3.12), we are now in position to give the formula of the eikonal phase shift δ which
encodes the interaction of one geodesic with the gravitational shock wave sourced by the
other geodesic, and vice versa. When those interactions happen in BTZ−, we show in
Appendix C that the eikonal phase shift is given by
δ =
2piGNmVmW
r2−
kvku e
r−(u¯−v¯−|x+−x−|) (1− e−r−(u¯−v¯−|x+−x−|))2 , (3.49)
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where x−, x+, u¯, v¯ label the position of the saddle point. If all insertions take place before
the shell (t−, t+ < vs), this interaction automatically happens in BTZ− and is nonzero only
for
|∆x| < ∆t, ∆t ≡ t+ − t−, ∆x ≡ x+ − x−. (3.50)
Provided that this causality condition is satisfied, the eikonal phase shift is found from
(3.49) and (3.24-3.26),
δ =
2piGNmVmW
r2−ε2
er−(∆t−|∆x|)
(
1− e−r−(∆t−|∆x|))2 , (t−, t+ < vs). (3.51)
If the second insertion takes place above the shell (t+ > vs), the eikonal gravitational
interaction does not necessarily can happen either in BTZ− of BTZ+. In Appendix C.3,
we show that the interaction happens in BTZ− if the transverse separation between the
operators is sufficiently small:
cosh r−∆x <
1 + e−r−(u¯+vs−2v¯)
e−r−(vs−v¯) + e−r−(u¯−v¯)
. (3.52)
The eikonal phase shift is then obtained from (3.49), (3.26) and (3.48),
δ =
piGNmVmW
r2−ε2
((
1− r
2
−
r2+
)
cosh r+(t+ − vs) + 1 + r
2
−
r2+
)
(3.53)
× er−(u¯−v¯−|∆x|) (1− e−r−(u¯−v¯−|∆x|))2 , (t− < vs < t+).
When (3.52) is not satisfied, half of the gravitational interaction takes place in BTZ+ and
its computation goes beyond the scope of this paper. In particular, it requires to evolve
the shock wave produced by the ingoing geodesic across the shell, i.e. in the BTZ+ region.
For this one would have to solve the linearized Einstein’s equations about the BTZ+ back-
ground spacetime and subject to appropriate junction conditions at the shell.
As an interesting special case, we take the limit r− → 0 which corresponds to considering
an AdS3-Vaidya background instead of BTZ-Vaidya. The associated eikonal phase shift is
worked out in Appendix C.2 for the case where gravitational interaction occurs entirely in
Poincare´ AdS3, and is given by
δ = 2piGN mVmW kvku (u¯− v¯ − |∆x|)2 . (3.54)
Similarly to the BTZ-Vaidya case described above, two situations should be distinguished.
If all insertions take place before the shell (t−, t+ < vs), this interaction automatically
happens in Poincare´ AdS3 and is nonzero only for
|∆x| < ∆t. (3.55)
Provided that this causality condition is satisfied, the eikonal phase shift is found from
(3.54) and (3.26),
δ =
2piGNmWmV
ε2
(∆t− |∆x|)2 , (t−, t+ < vs). (3.56)
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If the second insertion takes place after the shell (t+ > vs), the eikonal interaction does not
necessarily happens in Poincare´ AdS3. In Appendix C.3, we show that it is only the case if
∆x2 < (u¯− v¯)(vs − v¯), (3.57)
where trajectories of the interacting radial geodesics follow constant advanced and retarded
coordinates on the AdS3 side, respectively,
u¯ = vs + 2
cosh r+(t+ − vs)− 1
r+ sinh r+(t+ − vs) , v¯ = t−. (3.58)
The eikonal phase shift is then obtained from (3.54), (3.26) and (3.48),
δ =
piGNmWmV
ε2
(cosh r+(t+ − vs) + 1) (u¯− v¯ − |∆x|)2 , (t− < vs < t+). (3.59)
When (3.57) is not satisfied, half of the eikonal interaction happens in BTZ+ and we do
not have the appropriate formula at our disposal, as in the more general BTZ-Vaidya case.
4 Results
We now discuss the results obtained in the WKB and stationary phase approximations, for
the various cases studied in the previous sections. The expectation value of the commuta-
tor squared D(t+, x+, t−, x−), which is the object of interest in the diagnosis of quantum
chaos, is entirely controlled by the OTOC in the regime of time separation larger than the
dissipation time scale,
D(t+, x+, t−, x−) ≈ 2
(
1− Re 〈φV (t−, x−)φW (t+, x+)φV (t−, x−)φW (t+, x+)〉〈φV φV 〉 〈φWφW 〉
)
. (4.1)
Two inverse ‘local’ temperatures may be associated to a quenched state with BTZ-Vaidya
dual,
β− =
2pi
r−
, and β+ =
2pi
r+
. (4.2)
The inverse temperature β− is the one of the unperturbed thermal state before the quench
is applied at t = vs, while β+ is the inverse temperature associated to the quenched state
after it relaxed to equilibrium. The dissipation time scale is set by one of these two inverse
temperatures in the following way. If all insertions happen before the quench (t−, t+ < vs),
then we are in the configuration described in [7] and the approximation (4.1) requires
t+ − t−  β−. If the first and second pairs of operators are inserted before and after the
quench (t− < vs < t+), respectively, then the above approximation applies in the regime
t+−vs  β+. In the previous sections, we derived the simple formula (3.13) for the OTOC
in the limit of large scalar field masses mV ,mW  1 and to first order in a small GN
expansion, such that
D(t+, x+, t−, x−) ≈ δ2. (4.3)
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However, the WKB approximation has limitations that should be pointed out. Indeed, it
corresponds to a high-frequency perturbative expansion for which propagating bulk fields
only feel the local geometry of the background spacetime. Any physical effect associated to
low-frequency or long-wavelength modes are nonperturbative from this perspective and are
therefore missing from our description. In particular, this means that we cannot account
for dissipation effects. On the one hand, these should manifest themselves for small time
separations that coincide with the region of invalidity of (4.1). As explained in the Intro-
duction, dissipation is also responsible for the saturation of the CS at very late times. The
saturation behavior controlled by the quasinormal decay rate has been explicitly obtained
in [6, 7] in case of a thermal state, but is missing from (4.3) due to the use of the WKB
approximation. Hence, we should not trust the result for time separations such that δ & 1.
The precise expression of the eikonal phase δ has been given in (3.51), (3.53) for the
BTZ-Vaidya background, and in (3.56), (3.59) for the AdS3-Vaidya background as a partic-
ular limiting case. We use it to produce a series of contour plots in Figs. 6-7 depicting the
behavior of δ =
√
D(t+, x+, t−, x−) for different values of the shell insertion time vs, indi-
cated by the position of the black horizontal line. We set t = t+, x = x+ and t− = x− = 0
without loss of generality.
BTZ-Vaidya
Fig. 6 shows the contour lines of δ(t, x) in BTZ-Vaidya, for two distinct positive values
of the shell insertion time vs. For t < vs corresponding to the lower parts of Figs. 6a-6c,
contour lines approximately have unit slope. This can be simply understood by noting that
for times larger than the dissipation time, equation (3.51) leads to
δ(t, x) =
2piGNmVmW
ε2r2−
er−(t−|x|), (t < vs). (4.4)
This regime is therefore characterized by the maximal Lyapunov exponent allowed by a
thermal state at inverse temperature β−, namely λ− = r− = 2piβ−1− [2]. To first order in a
small GN expansion and in the regime δ . 1, equation (4.4) is in agreement with the results
presented in [6,7]. For t > vs corresponding to the upper parts of Figs. 6a-6c, new features
appear. On the upper left side, one observes contour lines with approximately constant
slope. This behavior is recovered from (3.53) together with (3.24) and (3.45) in the regime
r+(t− vs) 1 and r−(vs − |∆x|) 1,
δ(t, x) =
piGNmVmW
2ε2
(r+ + r−)
2
r2+r
2−
er−vser+(t−vs)e−r−|∆x|, (t > vs). (4.5)
Hence, in this regime we observe the maximal Lyapunov exponent associated to the second
equilibrium temperature, λ+ = r+ = 2piβ
−1
+ . From this equation, we see that a Lyapunov
growth eλ−vs has been accumulated before the quench, and that the subsequent Lyapunov
growth eλ+(t−vs) starts from t = vs onwards. The hatched region on the upper right sides
of Figs. 6a-6c violates the condition (3.52), and one would need to compute that part of
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Figure 6: Contour plots of the eikonal phase shift δ(t, x) in BTZ-Vaidya, for mV = mW =
1, ε = 0.1, r− = 1, r+ = 2. The quench is applied at t = vs and is indicated by the black
horizontal line, while the butterfly effect cone is indicated by the thick red line. The left
endpoint of the red line, at x = 0 and t = t∗, corresponds to efficient scrambling among
local degrees of freedom. In the hatched regions, we do not have the appropriate formula
of the eikonal phase shift at our disposal. (a) GN = 5 ∗ 10−6, vs = 8. Fast scrambling
is achieved before the quench is applied, and the butterfly velocity first coincides with
the speed of light (vB = 1). After the quench, the butterfly velocity suddenly jumps to
a superluminal value (vB = r+/r− > 1) before gradually decreasing close to the hatched
region. (b) GN = 10
−7, vs = 8. (c) GN = 10−7, vs = 4. Fast scrambling is achieved after
the quench is applied, such that the butterfly velocity takes a superluminal value from the
onset (vB = r+/r− > 1) before gradually decreasing close to the hatched region.
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the eikonal gravitational interaction happening in BTZ+, in order to derive an expression
appropriate to that region of the plot. Next to this hatched region, contour lines are bending
upwards and we further comment on this behavior in Appendix C.4. Finally, it can be noted
that the transition between the regimes t < vs and t > vs is continuous. Indeed, we have
lim
t→v+s
u¯ = vs = t, lim
t→v+s
ku = −ε−1, (4.6)
such that (3.53) smoothly transitions to (3.51).
As discussed in the Introduction, significant values of the commutator squared character-
ize regions where quantum information has been efficiently scrambled. The corresponding
contour lines (δ = 1) have been highlighted in red in Figs. 6a-6c. In this regard, two ef-
fects should be distinguished. The first one is the fast scrambling among local degrees of
freedom, while the second one is the spatial spreading of information. Depending on the
values of the parameters, local scrambling is achieved either before or after the quench is
applied. In the former case, it happens at the scrambling time
t∗ ≈ λ−1− lnG−1N < vs. (4.7)
Moreover, the boundary of the spatial region where information has propagated and has
been significantly scrambled first grows ballistically at the speed of light (vB = 1) until the
quench is applied, and subsequently faster than the speed of light
vB = r+/r− > 1 . (4.8)
Hence, the butterfly effect cone “opens up”; in other words chaos is superluminal.
Eventually, the butterfly velocity vB decreases as contour lines are bending upwards,
next to the hatched region. This situation is illustrated in Fig. 6a. As a result, there is
no conflict with causality since the commutator squared vanishes outside of the lightcone.
When local scrambling is achieved after the quench is applied, the scrambling time is given
by
t∗ ≈
(
1− λ−
λ+
)
vs + λ
−1
+ lnG
−1
N > vs. (4.9)
In this case, the boundary of the spatial region where information has propagated and has
been significantly scrambled grows faster than the speed of light from the onset (vB =
r+/r− > 1) before eventually slowing down close to the hatched region. This situation is
illustrated in Figs. 6b-6c. Again, there is no conflict with causality.
AdS3-Vaidya
Fig. 7 shows the contour lines of δ(t, x) in AdS3-Vaidya, for two distinct positive values
of the shell insertion time vs. For t < vs corresponding to the lower parts of Figs. 7a-7b,
contour lines have exactly unit slope, as is manifest from (3.56). In fact, this result agrees
to first order in a small GN expansion with the one derived in [6] by CFT methods. In
particular, the commutator growth is quadratic in t − |x| rather than exponential, and
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Figure 7: Contour plots of the eikonal phase shift δ(t, x) in AdS3-Vaidya, for GN =
10−7, mV = mW = 1, ε = 0.1, r− = 0, r+ = 1. The quench is applied at t = vs
and is indicated by the black horizontal line, while the butterfly effect cone is indicated by
the thick red line. The left endpoint of the red line, at x = 0 and t = t∗, corresponds to
efficient scrambling among local degrees of freedom. In the hatched regions, we do not have
the appropriate formula of the eikonal phase shift at our disposal. (a) vs = 8. (b) vs = 4.
Fast scrambling is achieved after the quench is applied, such that the butterfly velocity
takes a superluminal value from the onset and gradually decreases close to the hatched
region. For t > vs, the upward bending of the contour lines extends all the way from the
left of the figures to the hatched regions, leaving no linear/ballistic regime.
has been qualified as slow scrambling characteristic of vacuum in [6]. It should however
be emphasized that the dissipation time is formally infinite in Poincare´ AdS3, such that
the approximation (4.1) is not reliable, and no direct relation between the eikonal phase δ
and the commutator squared is expected. For t > vs corresponding to the upper parts of
Figs. 7a-7b, the eikonal phase quickly behaves as
δ(t, x) =
piGNmWmV
2ε2
er+(t−vs)
(
vs + 2r
−1
+ − |x|
)2
+O (e−r+(t−vs)) , (t > vs). (4.10)
Hence, the commutator growth is controlled by the maximal Lyapunov exponent allowed
by the late-time equilibrium temperature, λ+ = 2piβ
−1
+ , and starts from t = vs onwards.
As in BTZ-Vaidya, contour lines are bending upwards. This latter behavior extends all the
way from the left of the figures to the hatched regions, leaving no linear/ballistic regime.
Indeed, the time and space dependences in (4.10) do not occur through the combination
t− |x|, such that there is no regime in which the spatial spreading is ballistic (vB ≈ const),
in contrast to the BTZ-Vaidya case. Neglecting the contribution from the initial period of
slow scrambling, the scrambling time characterizing the successful scrambling of information
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among local degrees of freedom is simply given by
t∗ ≈ vs + λ−1+ lnG−1N . (4.11)
The boundary of the spatial region where information has propagated and has been signifi-
cantly scrambled grows faster than the speed of light from the onset and gradually decreases
without ever violating causality.
5 Conclusions and outlook
In this paper, we computed the OTOC holographically in a state far from equilibrium,
by investigating the chaotic behavior of a thermal state undergoing a sudden global in-
jection of energy. The OTOC was constructed by considering the scattering of geodesics
propagating in the BTZ-Vaidya spacetime, expressed in position space and using the WKB
approximation. With this method, we recover the standard Lyapunov behavior in the case
where the two pairs of operators are inserted before the quench. However, when one pair of
operators is inserted before and the other pair after the quench, and the insertion locations
are sufficiently close in space, the Lyapunov behavior saturates the bound set by the local
temperature while the spatial suppression factor is set by the smallest temperature, causing
the butterfly effect cones to become superluminal, albeit in a way that preserves causality.
There are several further directions that could be investigated. One next step would be
to fill the unexplored (hatched) regions of Figs. 6 and 7. In the gravitational description,
this would require solving Einstein’s equations for the evolution of the shock wave created
by an ingoing geodesic travelling in BTZ− past the infalling shell of matter.
One shortcoming of our method is that it does not describe the saturation behavior
of the commutator squared, as the WKB approximation only accounts for high frequency
modes. In [7] the states |Ψ〉 and |Ψ′〉 were decomposed in a momentum basis and the
knowledge of the bulk-to-boundary propagators on the horizons made it possible to perform
at least one of the four necessary integrals exactly. In this way, the Lyapunov behavior of the
commutator squared as well as its saturation, where the lowest quasinormal mode dominates
the integrals, were captured in a single formula. Inclusion of the saturation behavior in our
setting would involve the bulk-to-boundary propagators in Vaidya spacetimes, which have
been studied numerically in [28–30] for the case of AdS-Vaidya.
It would also be interesting to understand how different aspects of our discussion, and
especially the superluminal chaos, arise in the dual field theory picture. In [31,32] a frame-
work that allows for the computation of n-point functions in a quenched state starting from
the vacuum was proposed, assuming domination of the Virasoro vacuum block exchange at
large central charge. Note that the field theory calculation of the OTOC in a thermal CFT
ensemble [6], performed using large central charge Virasoro block techniques, was sensitive
to both the Lyapunov and the saturation regions. Therefore, formulating the computation
of the OTOC in a quenched state in these terms might provide another way to tackle several
of the questions raised by this paper.
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Appendix
A Timelike geodesics
In this appendix, we collect useful information regarding timelike geodesics in planar
BTZ [33]. We make use of the fact that planar BTZ is just a patch of pure AdS3. The
latter can be viewed as a hyperboloid in 4d flat space through the constraint
ηMNX
MXN = −1, ηMN = diag (−1, 1, 1,−1) . (A.1)
We will refer to XM as ‘embedding coordinates’. Timelike geodesics can be shown to satisfy
XM(τ) = PM cos (τ − τ0) +QM sin (τ − τ0) , P 2 = Q2 = −1, P.Q = 0, (A.2)
where τ is the geodesic proper time and PM , QM are integration constants. Given two
points XMa = X
M(τa), X
M
b = X
M(τb) along such a timelike geodesic, it directly follows
that
cosLab ≡ cos (τa − τb) = −Xa.Xb. (A.3)
This equation is very convenient to determine whether two points XMa , X
M
b in pure AdS can
be joined by a timelike geodesic. Indeed, such a geodesic exists if and only if the right-hand
side of this equation lies in the interval [−1, 1]. The integration constants are expressed in
terms of the geodesic endpoints through
PM = XMa = X
M(τ0), Q
M =
XMb −XMa cosLab
sinLab
. (A.4)
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The planar BTZ solution is obtained from flat embedding coordinates (A.1) by the trans-
formation
X0 =
√
r2 − r2h
rh
sinh rht, (A.5a)
X1 =
√
r2 − r2h
rh
cosh rht, (A.5b)
X2 =
r
rh
sinh rhx, (A.5c)
X3 =
r
rh
cosh rhx, (A.5d)
leading to the induced metric
ds2BTZ = −
(
r2 − r2h
)
dt2 +
(
r2 − r2h
)−1
dr2 + r2dx2. (A.6)
In planar BTZ, timelike geodesics have conserved energy e and transverse momentum j
associated to the Killing vectors ∂t and ∂x,
e ≡ − (∂t)µ x˙µ = −gttt˙ =
(
r2 − r2h
)
t˙ > 0, (A.7)
j ≡ (∂x)µ x˙µ = gxxx˙ = r2x˙, (A.8)
such that the geodesic equation simply reads
r˙2 = e2 − j2 − (r2 − r2h)+ j2r2hr−2. (A.9)
We can express the conserved quantities in terms of any two points (ta, ra, xa) and (tb, rb, xb)
with tb > ta along a geodesic, by using (A.2) together with the coordinate transformation
(A.5),
e =
(
r2 − r2h
) dt
dXM
X˙M =
√
(r2a − r2h)(r2b − r2h) sinh rh(tb − ta)
rh sinLab
, (A.10)
j = r2
dx
dXM
X˙M =
rarb sinh rh(xb − xa)
rh sinLab
, (A.11)
cosLab = r
−2
h
(
rarb cosh rh(xb − xa)−
√
(r2a − r2h)(r2b − r2h) cosh rh(tb − ta)
)
. (A.12)
Note that the M summation runs over any subset of three independent coordinates. In
the main sections, we use the momentum of the geodesic in the u− v directions defined in
(3.4). For an ingoing geodesic, r˙ < 0 such that
kv = guvu˙ = −1
2
(
e+
√
e2 − j2 − (r2 − r2h) + j2r2hr−2
)
. (A.13)
For an outgoing geodesic, r˙ > 0 such that
ku = guvv˙ = −1
2
(
e+
√
e2 − j2 − (r2 − r2h) + j2r2hr−2
)
. (A.14)
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We also need the velocity of an outgoing geodesic at its initial endpoint,
v˙
∣∣
ra
= t˙+
(
r2 − r2h
)−1
r˙
∣∣
ra
=
(
r2a − r2h
)−1(
e+
√
e2 − j2 − (r2a − r2h) + r2hr−2a j2
)
. (A.15)
B WKB approximation
In this appendix, we describe the WKB approximation [34,35] to Klein-Gordon propagators
satisfying
φ(X) = m2φ(X), (B.1)
assuming
φ(X) = A(X) eimS(X), m 1. (B.2)
The leading (quadratic) order in m of (B.1) leads to the so-called eikonal equation
gµν∂µS∂νS = −1, (B.3)
which may be written alternatively as
k2 = −1, kµ ≡ ∂µS. (B.4)
Taking the covariant derivative of this equation and using ∇µkν = ∇νkµ, it may be shown
that kµ satisfies the geodesic equation
kν∇νkµ = 0, (B.5)
and we conclude that the phase S(X) is simply related to the action of a timelike geodesic
ending at the point X,
S(X) =
∫ X
kµdx
µ = −
∫ X
dτ. (B.6)
However, there is still freedom in choosing whether the tangent momentum kµ is future- or
past-directed. For the time-ordered Wightman propagator
W (X, Y ) = 〈φ(X)φ(Y )〉, (X0 > Y 0), (B.7)
one has to choose k0 < 0 or equivalently k
0 > 0, which corresponds to a geodesic traveling
forward in time from Y to X. As we use it in the main text, we also write the expression
of the retarded propagator,
GR(X, Y ) = 2Im 〈φ(X)φ(Y )〉, (X0 > Y 0). (B.8)
At next-to-leading (linear) order in m, (B.1) leads to
d
dτ
A = kµ∂µA = −A
2
θ, θ ≡ ∇µkµ. (B.9)
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The solution for A in (d+1) spacetime dimensions is given in terms of the Van Vleck-Morette
determinant ∆ [36,37],
A(X) = #
√
∆(X)
L(X)d
, (B.10)
which satisfies
d
dτ
∆ =
(
d
L
− θ
)
∆. (B.11)
Here, L(X) = −S(X) is the length of the geodesic. In pure AdSd+1, the Van Vleck-Morette
determinant is given by [38]
∆(X) =
∣∣∣∣ L(X)sinL(X)
∣∣∣∣d . (B.12)
Amplitude in BTZ-Vaidya and validity of the WKB approximation
We now discuss the WKB amplitude of the Wightman propagator (B.7) in the case of a
BTZ-Vaidya background. Let us first consider X, Y as being both on the BTZ− side of the
shell. As we have seen, the amplitude may be expressed entirely in terms of the geodesic
distance L−(X) between X and some other reference point along the BTZ− segment of the
geodesic,
A(X) = C0
√
∆ [L−(X)]
L−(X)
. (B.13)
As the reference point can be chosen arbitrarily, the most general form of the solution is
A(X) = C0
√
∆ [L−(X)− L0]
L−(X)− L0 . (B.14)
Then, the fact that the source is located at Y fixes the integration constant L0,
L0 = L−(Y ). (B.15)
For example, we can conveniently choose
L−(X) =
∫ X
Y
dτ, L0 = 0. (B.16)
The other integration constant C0 should be fixed by normalization of the amplitude.
We turn to the case where X is lying in BTZ+. The amplitude still assumes the same
form,
A(X) = C1
√
∆ [L+(X)− L1]
L+(X)− L1 , (B.17)
where now L+(X) is the geodesic distance between X and any other point along the BTZ+
segment of the geodesic. One then uses continuity of the wave function at the shell in order
to fix L1 and C1. This leads to
L+(X) =
∫ X
Xshell
dτ, L1 =
∫ Y
Xshell
dτ, C1 = C0. (B.18)
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In the bulk of the paper, we do not explicitly need these formula. However, they are useful
in assessing the validity of the WKB approximation. Indeed, it is assumed that variations
of A(X) are adiabatic with respect to the time scale m−1,
∂XA(X) mA(X). (B.19)
Looking at (B.10) and (B.12), we see that this breaks down for a short geodesic distance
between X and Y , i.e. when ∫ X
Y
dτ ≈ m−1. (B.20)
The geodesics corresponding to the saddle points of Section 3 have geodesic length pi/2 up
to O(ε) corrections, such that the WKB approximation for the associated propagators is
valid. In addition, we avoid the evaluation of propagators whose endpoints are connected
by a geodesic traveling very close to the shell. In such a case, moving X on the other side
of the shell might completely change the nature of the connecting geodesic and therefore
lead to a discontinuity in the amplitude (B.10). This would of course lead to a breakdown
of (B.19).
C Shock waves and eikonal phases in AdS3
Shock wave solutions in pure AdS have been described in various dimensions and coordi-
nate systems in [39–42]. We provide an alternative derivation of shock waves in any locally
AdS3 spacetime by solving Einstein’s equations sourced by a null particle, starting with its
embedding in 4-dimensional flat space where isometries are most straightforwardly realized.
This allows to make direct contact between null geodesics and their gravitational field. We
then apply this general construction to the case of radial null geodesics in planar BTZ. The
shock wave associated to radial null geodesics in Poincare´ AdS3 is obtained as a limiting
case.
First, we recall how to obtain the stress-tensor of a point-like particle. The action of a
massive particle following a trajectory Xµ(s) is given by
S [X(s)] = −m
∫
ds
√
gµν(X(s))
dXµ
ds
dXν
ds
, (C.1)
where s is any parameter along the geodesic. The particle stress-tensor is then obtained by
functional differentiation with respect to the metric,
T µν(x) = − 2√−g
δS
δgµν(x)
=
m√−g
∫
ds
X˙µX˙ν√
−gµνX˙µX˙ν
δ3(x−X(s)). (C.2)
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We further choose a set of coordinates xµ = (u, v, y) where u, v are lightlike, such that
Xµ(s) = (U(s), V (s), Y (s)). Changing of integration variable s→ U directly leads to
T µν(u, v, y) =
m√−g
ds
dU
X˙µX˙ν√
−gµνX˙µX˙ν
δ(v − V (s))δ(y − Y (s))
∣∣∣
U(s)=u
(C.3a)
=
m√−g
dτ
dU
X˙µX˙ν δ(v − V (τ))δ(y − Y (τ))
∣∣∣
U(τ)=u
, (C.3b)
where we specialized to the proper time s = τ in the last line. In a limit where the particle
follows a null ray at V (τ) = v0, Y (τ) = y0, the stress-tensor becomes
T uu = mku
δ(v − v0)δ(y − y0)√−g , k
u ≡ dU(τ)
dτ
, (C.4a)
T µν = 0, µ, ν 6= u. (C.4b)
We now consider a locally AdS3 spacetime, and work in flat embedding coordinates (A.1).
We eliminate the coordinate X3 such that the AdS metric becomes
ds2 = ηµνdX
µdXν − (ηµνX
µdXν)2
1 + ηµνXµXν
µ = 0, 1, 2. (C.5)
We then define lightcone coordinates,
V = X0 +X1, U = X0 −X1, Z = X2, (C.6)
such that
ds2AdS = −dUdV + dZ2 −
(UdV + VdU − 2ZdZ)2
4 (1− UV + Z2) ,
√−g = 1
2
√
1− UV + Z2 . (C.7)
We consider a particle following a null trajectory along V = 0 and Z = Z0, such that its
stress-tensor is given by
TVV = E
√
1 + Z2 δ(V)δ(Z − Z0), E ≡ −mkV . (C.8)
Note that the momentum kV is constant over the trajectory. We then look for the associated
shock wave geometry from the following ansatz,
ds2 = ds2AdS + ds
2
SW , ds
2
SW = 16piGNE Π(Z)δ(V)dV2. (C.9)
The only nontrivial component of Einstein’s equations which needs to be solved is, using
Vδ(V)′ = −δ(V), [(
1 + Z2) ∂2Z + Z∂Z − 1]Π(Z) = −√1 + Z2 δ(Z − Z0). (C.10)
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This can be recognized as the equation for a scalar propagator of unit mass in the transverse
hyperbolic space spanned by ~X = (X2, X3),
[∇2⊥ − 1]Π( ~X) = −δ( ~X − ~X0)√g⊥ . (C.11)
This equation appeared in [43,44], and its solution is well-known to be6
Π( ~X) =
|ξ|
4
2F1
[
1,
1
2
; 2; ξ2
]
=
1
2
|ξ|
1 +
√
1− ξ2 , (C.12)
where we have used equation 9.121.24 of [46] for the last step, and where the two-point
invariant in transverse hyperbolic space is
ξ−1 ≡ − ~X. ~X0 = X2X20 −X3X30 . (C.13)
The shock wave solution (C.9) describes the gravitational field of a highly energetic particle
in any locally AdS3 spacetime, assuming that one knows the coordinate transformation that
maps it to the flat embedding coordinates. In addition, one can make use of AdS isometries
in order to map other null trajectories to the one described above.
C.1 BTZ
We give the shock wave geometry associated to a radial null geodesic in planar BTZ whose
trajectory is characterized by V = V¯ , x = xin in Kruskal coordinates. We write the
transformation between Kruskal coordinates and some embedding coordinate system X¯ i,
X¯0 =
V + U
1 + UV
, (C.14a)
X¯1 =
V − U
1 + UV
, (C.14b)
X¯2 =
1− UV
1 + UV
sinh rhx, (C.14c)
X¯3 =
1− UV
1 + UV
cosh rhx. (C.14d)
The following AdS isometry maps the particle trajectory to the null ray V = Z = 0,
X0
X1
X2
X3
 =

1 0 0 0
0 cosh a 0 sinh a
0 0 1 0
0 sinh a 0 cosh a


1 0 0 0
0 1 0 0
0 0 cosh rhxin − sinh rhxin
0 0 − sinh rhxin cosh rhxin


X¯0
X¯1
X¯2
X¯3
 , (C.15)
6See equation (6.12) of the review [45].
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where a ≡ ln 1−V¯
1+V¯
. Hence, we have
V = X1 +X0 = 2 V − V¯
2U + V¯ (UV − 1) cosh rh∆x
(1 + UV )(1− V¯ 2) , ∆x ≡ x− xin, (C.16a)
Z = X2 = 1− UV
1 + UV
sinh rh∆x, (C.16b)
ξ2 =
1
1 + Z2 =
1
1 +
(
1−UV
1+UV
)2
sinh2 rh∆x
. (C.16c)
From this coordinate transformation and the general solution (C.9), we find the V V com-
ponent of the shock wave,
hV V = −16piGNmkV 1 + UV¯ cosh rh∆x
1 + UV
δ
(
V − V¯ UV¯ + cosh rh∆x
1 + UV¯ cosh rh∆x
)
θ
(
V − V¯ )Π(ξ2),
(C.17)
where we identified the momentum of the geodesic as
mkV = mkV
∂V
∂V
∣∣∣
V=V¯ ,x=xin
=
2mkV
1− V¯ 2 = −
2E
1− V¯ 2 . (C.18)
Note that without the step function θ(V − V¯ ), (C.17) would also contain the shock wave as-
sociated to the reflected geodesic at the conformal boundary, namely the outgoing geodesic
with trajectory U = −V¯ −1, x = xin. The other components of hµν are not required for
what follows. For V¯ = 0, we recover the shock wave solution discussed in [7],
hV V = −8piGN mkV exp (−rh|∆x|) δ(V )θ(V ). (C.19)
In addition, the shock wave produced by an outgoing particle following the U = U¯ , x = xout
trajectory is found by interchanging U and V in (C.17).
Eikonal phase shift
The eikonal interaction of an ingoing particle at V = V¯ , x = xin and an outgoing particle
at U = U¯ , x = xout may now be computed. This interaction will be nontrivial only if the
outgoing particle crosses the shock wave of the ingoing particle, and vice versa. For this,
there should exist a point (U¯ , V, xout) along the outgoing geodesic such that the argument
of the delta function in (C.17) is zero, i.e. such that(
1 + U¯ V¯ cosh rh∆x
)
V =
(
U¯ V¯ + cosh rh∆x
)
V¯ , V − V¯ > 0. (C.20)
Since V ∈ (0,−U¯−1) for such an outgoing geodesic, we immediately get U¯ V¯ > −1, and a
nontrivial interaction requires
V¯ < V¯
cosh rh∆x+ U¯ V¯
1 + U¯ V¯ cosh rh∆x
< − 1
U¯
, (C.21)
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or equivalently,
cosh rh∆x < − U¯ V¯ + (U¯ V¯ )
−1
2
. (C.22)
In this case, using (C.4) and (C.17), one has
δ = Son−shell
=
1
4
∫
d3x
√−g (hUUTUU + hV V T V V ) (C.23a)
= 4piGN minmout k
in
V k
out
U
(
1 + U¯ V¯ cosh rh∆x
)(
1 + U¯ V¯
U¯ V¯ + cosh rh∆x
1 + U¯ V¯ cosh rh∆x
)
Π(ξ2)
(C.23b)
= 2piGN minmout k
in
V k
out
U e
−rh|∆x| (1 + U¯ V¯ erh|∆x|)2 . (C.23c)
For either U¯ = 0 or V¯ = 0, the eikonal phase shift discussed in [7] is recovered,
δ = 2piGN minmout k
in
V k
out
U e
−rh|∆x|. (C.24)
In the main text, we work in advanced-retarded Schwarzschild coordinates (u, v, x), related
to Kruskal coordinates by
U = −e−rhu, V = erhv. (C.25)
In this coordinate system, the requirement (C.22) of nontrivial eikonal interaction simply
becomes
|∆x| < u¯− v¯, (C.26)
while the eikonal phase shift is
δ = 2piGNr
−2
h minmout k
in
v k
out
u e
rh(u¯−v¯−|∆x|) (1− e−rh(u¯−v¯−|∆x|))2 . (C.27)
C.2 Poincare´ AdS3
The shock wave geometry associated to an ingoing radial null geodesic in Poincare´ AdS3
with trajectory characterized by v = v¯, x = xin, can be obtained from (C.17) in the
limit rh → 0. Before taking this limit, one first needs to change to advanced-retarded
Schwarzschild coordinates (u, v, x) defined in (C.25), such that the vv component of the
shock wave is
hvv = −16piGN mkv erh(v−v¯) 1− e
rh(v¯−u) cosh rh∆x
1− erh(v−u) (C.28)
× δ
(
v − 1
rh
ln
(
erhv¯
−erh(v¯−u) + cosh rh∆x
1− erh(v¯−u) cosh rh∆x
))
θ(v − v¯) Π(ξ2),
with
ξ2 =
1
1 +
(
1+erh(v−u)
1−erh(v−u)
)2
sinh2 rh∆x
. (C.29)
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The limit rh → 0 may now be taken, resulting in
hvv = −16piGN mkv u− v¯
u− v δ
(
v − v¯ − ∆x
2
u− v¯
)
θ(v − v¯) Π(ξ2), (C.30)
ξ2 =
(u− v)2
(u− v)2 + 4∆x2 , (C.31)
where evaluation of the transverse propagator gives
Π(ξ2) =
1
2
u− v¯ − |∆x|
u− v¯ + |∆x| . (C.32)
Putting these together, we find the following shock wave component
hvv = −8piGN mkv (u− v¯)
2
(u− v¯ + |∆x|)2 δ
(
v − v¯ − ∆x
2
u− v¯
)
θ(v − v¯). (C.33)
This result agrees with the shock wave solution associated to a radial geodesic in Poincare´
AdS3 presented in [42].
Eikonal phase
The eikonal interaction of an ingoing particle at v = v¯, x = xin and an outgoing particle
at u = u¯, x = xout may now be computed. This interaction will be nontrivial only if the
outgoing particle crosses the shock wave of the ingoing particle, and vice versa. For this,
there should exist a point (u¯, v, xout) along the outgoing geodesic such that the argument
of the delta function in (C.33) is zero, i.e. such that
(u¯− v¯)(v − v¯)−∆x2 = 0, v − v¯ > 0. (C.34)
Since v ∈ (−∞, u¯) for such an outgoing geodesic, a nontrivial interaction again imposes the
condition (C.26). If it is fulfilled, one has
δ = Son−shell =
1
4
∫
d3x
√−g (huuT uu + hvvT vv) (C.35a)
= 2piGN minmout k
in
v k
out
u (u¯− v¯ − |xin − xout|)2 . (C.35b)
This could have been obtained directly from (C.27) in the limit rh → 0.
C.3 BTZ-Vaidya and AdS3-Vaidya
The shock wave geometry associated to an ingoing radial null geodesic in BTZ− with
trajectory characterized by v = v¯ < vs, x = xin, is given below the shell by the solution
(C.17). However, part of the shock wave reaches the shell at v = vs, at which point
the solution (C.17) is not valid anymore. Instead, one would have to evolve the shock
wave solution across the shell through Einstein’s equations, subject to appropriate junction
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Figure 8: Contour plot of one of the contributions to the eikonal phase shift δ(t, x) in BTZ-
Vaidya, for GN = 5∗10−6, mV = mW = 1, ε = 0.1, r− = 1, r+ = 2. The quench is applied
at t = vs = 4 and is indicated by the black horizontal line. There is a maximal transverse
direction xmax indicated by the red vertical line, on which all contour lines accumulate and
beyond which this contribution is trivial.
conditions at the shell. This goes beyond the scope of this paper. Hence, with the shock
wave solution in BTZ−, we are only able to compute the eikonal phase shift associated
to the gravitational interaction of this ingoing geodesic with an outgoing radial geodesic
following the u = u¯, x = xout trajectory in case that the latter interacts with the shock wave
before crossing the shell. The condition for this to happen requires a slight modification of
(C.21), namely
V¯ < V¯
cosh r−∆x+ U¯ V¯
1 + U¯ V¯ cosh r−∆x
< er−vs , (C.36)
or equivalently,
cosh r−∆x <
1 + e−r−(u¯+vs−2v¯)
e−r−(vs−v¯) + e−r−(u¯−v¯)
. (C.37)
This condition is of course stronger than (C.21) or (C.26). If it is satisfied, the eikonal phase
shift is still given by (C.27). If not, we do not have the appropriate formula at our disposal.
The same comments apply to the computation of the eikonal phase shift in AdS3-Vaidya.
In particular, it agrees with the Poincare´ AdS3 result (C.35) if the following condition is
satisfied,
∆x2 < (u¯− v¯)(vs − v¯). (C.38)
C.4 Upward bending of contour lines
In Figs. 6-7 of Section 4, it has been noticed that contour lines are bending upwards
close to the hatched regions, where we do not have the appropriate formula describing
the interaction of the outgoing geodesic with the gravitational shock wave produced by the
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ingoing geodesic. However, we have a formula for the other contribution to the eikonal
phase shift (2.19), namely the one corresponding to the interaction of the ingoing geodesic
with the gravitational shock wave produced by the outgoing geodesic, given by
1
4
∫
hWµνT
µν
V . (C.39)
Since this interaction always occurs in BTZ−, it is given by half of (3.49). In Fig. 8, we
plot contour lines associated to this known contribution. Strikingly, there is a transverse
distance |xmax| on which all contour lines accumulate. Indeed, (3.45) implies that the
position u¯ of the outgoing geodesic is bounded,
u¯ < u¯max ≡ vs − 1
r−
ln
r+ − r−
r+ + r−
, (C.40)
such that (C.26) implies the existence of a maximal transverse separation |xmax| = u¯max
beyond which this contribution is trivial. Although xmax lies in the hatched regions of
Figs. 6-7, part of the accumulation behavior is retained in the form of upward bending of
contour lines. As a final comment, although both contributions to the eikonal phase are
identical outside of the hatched regions as they both correspond to gravitational interactions
occurring in BTZ−, we may expect them to largely differ inside the hatched regions.
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