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Zusammenfassung
Im Mittelpunkt der Untersuchungen steht das folgende Problem der Optimalen Steue-
rung
min J(z, u) =
1
2
∫ T
0
|z(t)− zd(t)|2 + ν |u(t)|2 dt
unter den Nebenbedingungen
−z¨(t) + Az(t) = Bu(t) + e(t) ∀′t ∈ [0, T ]
z(0) = z(T ) = 0
a ≤ u(t) ≤ b ∀′t ∈ [0, T ].
Diese Problemstellung beschreibt den gleichzeitigen Wunsch den gewu¨nschten Zu-
stand zd unter minimalem Verbrauch der eingesetzten Energie u zu erreichen. Auf
Grund der kontinuierlichen Bedingung u¨ber das Intervall [0, T ] entfa¨llt die Mo¨glichkeit
einer direkten Implementierung solcher Probleme. Nach theoretischen U¨berlegungen
u¨ber Lo¨sbarkeit und Eindeutigkeit der Lo¨sung ist es das Ziel, u¨ber eine geeignete Dis-
kretisierung das Problem numerisch zu lo¨sen. Wir verwenden die Methode der Finiten
Elemente und die Methode der Finiten Differenzen, woraus sich diskrete Steuerungs-
probleme ergeben, deren numerische Berechnung durchfu¨hrbar ist.
Fu¨r den Abstand der Lo¨sungen der beiden Probleme entwickeln wir in Abha¨ngigkeit
von der Gitterweite oberer Schranken. In beiden Fa¨llen gelingt es uns im quadratischen
Mittel quadratische Konvergenzordnung zu erreichen. Ferner definieren wir eine neue
zula¨ssige Steuerung und zeigen fu¨r diese punktweise quadratische Konvergenz gegen
die exakte Lo¨sung.
Die hergeleiteten theoretischen Resultate untermalen wir an Hand eines Beispiel-
problems, bei dem die optimale Steuerung bekannt und somit die Aussagen u¨ber den
Fehler nachpru¨fbar sind. Den Rahmen bildet eine konkrete Anwendung der stationa¨ren
Wa¨rmeverteilung in einem Stab.
Vorwort
Die vorliegende Dissertation entstand wa¨hrend meiner zweija¨hrigen Arbeit am Insti-
tut fu¨r Angewandte Mathematik der Friedrich-Schiller-Universita¨t Jena. Unterstu¨tzt
durch ein Stipendium des Freistaates Thu¨ringen erhielt ich so die Gelegenheit meinem
Wissensdurst u¨ber das Studium der Mathematik hinaus nachzugehen. Viele Hinweise
und Anregungen gingen in dieser Zeit bei mir ein, so unter anderem die Beachtung und
Unterscheidung der Vielzahl von Abscha¨tzungskonstanten. Diese versah ich mit der
Nummer der (Un)Gleichung, in der sie das erste Mal auftraten, so dass der Leser je-
derzeit ihren konkreten Wert nachschlagen kann. Die dadurch wachsende Komplexita¨t
so mancher Abscha¨tzung wird durch die Gewissheit gerechtfertigt, keine Abha¨ngigkeit
von den wichtigen Gro¨ßen zu u¨bersehen. Die definierten diskreten Probleme erhalten
die einheitliche Bezeichnung (StP)h. Im jeweiligen Abschnitt ist damit jeweils das zu
Beginn definierte Problem gemeint. Daru¨ber hinaus habe ich stets versucht, bei den
Erla¨uterung auf eine unno¨tige Allgemeinheit zu verzichten, damit dem Leser die fu¨r
die Problemstellung wichtigen Konzepte und Resultate nicht durch zu viel Peripherie
verdeckt werden.
Die Arbeit gliedert sich in sieben Kapitel. An erster Stelle steht die praktische
Rechtfertigung der theoretischen Arbeiten durch eine konkrete Anwendung. Nach ei-
ner kurzen Einleitung inklusive Vorstellung der verwendeten Notationen sowie der ma-
thematischen Problemstellung folgt die theoretische Betrachtung der Aufgaben. Einer
Einfu¨hrung in die Diskretisierung und der damit verbundenen diskreten Konzepte fol-
gend, stellen wir in Kapitel 4 die Methode der Finiten Elemente vor. Anschließen
wird sich die Methode der Finiten Differenzen in Kapitel 5. Die Unterschiede und Ge-
meinsamkeiten, sowie eine Abstraktion der Vorgehensweisen und die Herleitung von
abstrakten Konvergenzaussagen sind der Inhalt von Kapitel 6. Anschließend kehren
wir zur Anwendung zuru¨ck und berechnen auf den verschiedenen Wegen Lo¨sungen fu¨r
das Problem. Im Anhang finden wir Erweiterungen zu den Ergebnissen, sowie wichtige
Hilfsresultate.
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Glossar
Grundlagen und Funktionen
(a, b), [a, b] offenes bzw. abgeschlossenes Intervall
R Menge der reellen Zahlen
Rn Vektorraum der reellen n-dimensionalen Vektoren
0n Nullvektor im Rn
In n-dimensionale Einheitsmatrix
∀′ fu¨r fast alle t
ti Stu¨tzstelle zur Unterteilung des Intervalls [0, T ]
Ti Teilintervall [ti, ti+1)
Si Mittelpunkt des Intervalls Ti
u Steuerung
z(u), p(u) Zustand bzw. adjungierter Zustand zu u
e Sto¨rung auf der rechten Seite der Systemgleichung
y Hilfsvariable fu¨r die rechte Seite der Systemgleichung
u¯ Optimale Steuerung, d.h. Lo¨sung von (StP)
uh diskrete optimale Steuerung, d.h. Lo¨sung von (StP)h
u¯h semi-diskrete optimale Steuerung, d.h. Lo¨sung von (StP)h
2
u∗h Bestapproximation von u¯ im Raum Uh[0, T,Rm]
p¯ = p(u¯) Adjungierter Zustand zur optimalen Steuerung
zh(u), ph(u) diskreter Zustand bzw. diskreter adjungierter Zustand zu u
p∗h(u) diskreter adjungierter Zustand zu Steuerung u und z(u)
u˜ aus den Optimalita¨tsbedingungen berechnete zula¨ssige Steuerung
α, β, ζ a¨quivalente Vektoren zu den Funktionen uh, zh, ph
γ Fehler bei der Diskretisierung der Systemgleichung
J˜ , J˜h Zielfunktional bezu¨glich Zustand und Steuerung bzw. dessen Diskretisierung
J , Jh Zielfunktional bezu¨glich der Steuerung bzw. dessen Diskretisierun
zd, ν gewu¨nschter Zustand bzw. Gewichtungsparameter im Zielfunktional
A, B Parametermatrizen in der Systemgleichung
Uad, Uadh zula¨ssige Menge und deren Diskretisierung
L Lagrange-Funktion
H Hamilton-Funktion
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Funktionenra¨ume und Operatoren
Dj j-te schwache Ableitung
Lp[0, T,Rn] Raum der p-integrierbaren Funktionen mit Wertebereich Rn
W kp [0, T,Rn] Raum der absolut stetigen Funktionen, deren k-te schwache
Ableitung im Lp[0, T,Rn] enthalten ist
W kp,0[0, T,Rn] Raum der Funktionen aus W kp [0, T,Rn] mit verschwindenden Randwerten
C[0, T,Rn] Raum der stetigen Funktion mit Wertebereich Rn
Cl[0, T,Rn] Raum der l-mal klassisch differenzierbaren Funktionen
C∞0 [0, T,Rn] Raum der beliebig oft differenzierbaren Funktionen und
verschwindenden Randwerten
Vbaf totale Variation von f auf dem Intervall [a, b]
BV [0, T,Rm] Raum aller Funktionen von bechra¨nkter Variation
Pm[0, T,Rn] Raum der Polynome vom Grad ho¨chstens m und Wertebereich Rn
X ′ Dualraum zu X
L (X,Y ) Raum der linearen Funktionale zwischen X und Y
`, `|X lineares Funktional bzw. dessen Einschra¨nkung auf die Menge X
Uh[0, T,Rn] Raum der stu¨ckweise kosntante Funktionen
Vh[0, T,Rn] Raum der stu¨ckweise linearen Funktionen
Vh,0[0, T,Rn] Raum der stu¨ckweise linearen Funktionen mit verschwindenden Randwerten
u
(j)
h , v
(j)
h Basisfunktionen von Uh[0, T,Rm] bzw. Vh,0[0, T,Rn]
‖ · ‖p Norm auf Lp[0, T,Rn], d.h. ‖f‖p =
(∫ T
0
|f(t)|p
) 1
p
‖ · ‖∞ Norm auf L∞[0, T,Rn], d.h. ‖f‖∞ = ess sup |f(t)|
‖ · ‖k,p Norm auf W kp [0, T,Rn], d.h. ‖f‖k,p =
(∑k
j=0 ‖Djf(t)‖pp
) 1
p
| · |k,p Semi-Norm auf W kp [0, T,Rn], d.h. |f |k,p = ‖Dkf(t)‖p
‖ · ‖ Abku¨rzung fu¨r ‖ · ‖2 bzw. Matrixnorm
〈·, ·〉 Skalarprodukt auf dem L2[0, T,Rn]
a(·, ·) elliptische und beschra¨nkte Bilinearform auf W 12,0[0, T,Rn]
ah(·, ·) elliptische und beschra¨nkte Bilinearform auf Vh,0[0, T,Rn]
〈·, ·〉h diskretes Skalarprodukt auf dem Vh[0, T,Rn]
〈·, ·〉C = 〈·, C·〉 diskretes Skalarprodukt mit positiv definiter Matrix C
‖ · ‖h diskrete Norm auf Vh[0, T,Rn]
(·)h, (·)h¯ vorwa¨rts bzw. ru¨ckwa¨rts gerichtete Euler-Approximation
(·)hh¯ Hintereinanderausfu¨hrung bzw. zentraler Differenzenstern
∆x Laplace-Operator bezu¨glich der x-Variable
∆ Laplace-Operator bezu¨glich der einzigen Variable
T Transformation T · = B ·+e
S, S∗ Lo¨sungsoperator fu¨r die Systemgleichung und adjungierter Operator
Sh, S∗h diskrete Approximationen der Operatoren
Π[a,b] Projektionsoperator auf die zula¨ssige Menge
P0, P1 Diskretisierungsoperatoren auf den Raum Uh[0, T,Rm] bzw. Vh[0, T,Rn]
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Werte der Konstanten
co2.4 max{1, ‖A‖}
cu2.4
1
2 min{1, 1T 2 } = c2.6−1
c2.4
√
co2.4
3cu2.4
c2.6
√
2 max{1, T}
c2.7 c2.4c
2
2.6 = 2 max{1, ‖A‖}max{1, T 2}
c4.9 c
3
2.6c
3
2.7c2.4
c4.13
T
4 ‖B‖ c2.7
c4.14 max{c4.9, T 2c4.13}
cΠ ‖B‖ν
c4.15 c
Π(c4.14 + 18c2.6c2.7)
c5.8 1 + T
2√
2
‖A‖
c5.9
T
2 c5.8c
o
2.4c2.6c2.7
C u¯4.14 ‖T u¯‖∞ + ‖zd‖∞ + VT0 ˙¯u+ ‖ ˙¯u‖∞
C u¯5.13 ‖T u¯‖1,∞ + VT0 ( ˙T u¯) + ‖zd‖2,∞
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Kapitel 1
Einfu¨hrung
1.1 Anwendung
In einer Zeit, in der mehr und mehr u¨ber Energiepreise diskutiert wird, gibt es selbst-
versta¨ndlich auch Ideen u¨ber den sparsamen Umgang mit Energie, also ihren Verbrauch
zu minimieren. Diese U¨berlegungen sind natu¨rlich nicht neu, ru¨cken aber durch Diskus-
sionen u¨ber Rohstoffe und deren Verwertung regelma¨ßig in den Mittelpunkt. Energie
zu sparen, aber dennoch seine Ziele so vollkommen wie mo¨glich zu erreichen, diese Auf-
gabe stellen sich Privatpersonen im ta¨glich Leben, Fu¨hrungspersonen im gescha¨ftlichen
Bereich und auch Ingenieure im produktiven Bereich. Dabei ist der Begriff
”
Energie“
allgemein als
”
Kosten“ zu interpretieren, die einen negativen Nutzen fu¨r die handelnde
Person nach sich zieht. Eines dieser Probleme aus dem ingenieuer-wissenschaftlichen
Bereich ist die Untersuchung der Wa¨rmeverteilung in einem Medium. An Hand empi-
rischer Messungen wurden bereits Zusammenha¨nge erforscht und Modelle entwickelt.
Eines dieser Modelle betrifft die Verbindung zwischen von außen zugefu¨hrter Energie
in Form von Wa¨rme und der vorherrschenden Temperatur in einem Gegenstand bzw.
Raum. Als Beispiel stellen wir uns einen Backofen vor, in dem an einem kalten Sonn-
tagmorgen Backwaren erhitzt werden sollen. Der dreidimensionale Raum des Ofens
unterliegt nach dem Anschalten einer stetigen Energiezufuhr und es stellt sich eine ty-
pische Wa¨rmeverteilung ein. Es ist allerdings nicht das Ziel an jedem Ort des Ofens die
gleiche Temperatur zu erreichen, sondern diese nach den Vorstellungen des Anwenders
zu regeln. Dazu betrachten wir die Energiezufuhr fu¨r jeden Punkt justierbar und un-
tersuchen die Abha¨ngigkeit von Temperatur und zugefu¨hrter Energie. Als Modell fu¨r
den Zusammenhang zwischen beiden Gro¨ßen gilt die parabolische Differentialgleichung
∂z(t, x)
∂t
−∆xz(t, x) = u(t, x) + e(t, x).
Die Funktion e soll dabei den
”
Abfluss“ von Energie, z.b. durch das Fenster im Ofen,
darstellen. Als anderes Anwendungsgebiet verweisen wir auf die Suche nach einer opti-
malen Heizstrategie fu¨r einen Raum, z.b. dem Wohnzimmer, oder der gesamten Woh-
nung mit Interaktionen zwischen den einzelnen Zimmern. Lassen wir die zeitliche A¨nde-
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rung der Temperatur außen vor, so sprechen wir von stationa¨rer Wa¨rmeverteilung und
die Gleichung reduziert sich auf
−∆z(x) = u(x) + e(x).
Die Ortsvariable x stellt im Beispiel des Ofens einen dreidimensionalen Vektor dar. Wir
vereinfachen dieses Modell und betrachten einen Stab der La¨nge T = 1, den wir einer
gesteuerten Energiezufuhr aussetzen und einen spontanen Energieverlust annehmen.
An den beiden Stabenden ist die Temperatur fest auf einem konstanten Niveau vorge-
schrieben und die Temperatur soll an jedem inneren Punkt des Stabs einen gewu¨nsch-
ten Wert annehmen. Die dabei eingesetzte Energie unterliegt hinsichtlich ihrer Gro¨ße
Einschra¨nkungen und es ist das Ziel, so wenig wie mo¨glich davon zu verbrauchen.
Kombinieren wir beide Forderungen, so suchen wir ein Minimum des Funktionals
J(z, u) =
1
2
∫ 1
0
|z(t)− zd(t)|2 + ν|u(t)|2 dt,
wobei ν > 0 als reeller Parameter die Wichtigkeit des Energieverbrauchs regelt. Der
Faktor 1
2
spielt nur eine formale Rolle und besitzt keinen Einfluss auf die Lo¨sung. Der
erste Summand misst die Abweichung von der vorgegebenen Funktion zd und der zwei-
te den Einsatz von Energie u¨ber den gesamten Stab der La¨nge 1. Wir verwenden von
nun an die u¨bliche Schreibweise mit t als unabha¨ngiger Variable. Die Lo¨sung (z¯, u¯) gibt
dann in Abha¨ngigkeit der Parameter zd, e und ν den optimalen Wa¨rmeeintrag auf den
Stab und die dazu eingesetzte Energie an.
Bei der Festlegung der Parameterfunktionen beachten wir das vorgegebene Ziel. So
soll die Temperatur im Zentrum des Stabes wesentlich ho¨her sein, als an den Enden.
Daher wa¨hlen wir fu¨r zd eine Glockenkurve mit dem Maximum im Mittelpunkt
zd(t) = 5e
1
4 (e(t−t
2) − 1).
Den a¨ußeren Einfluss modellieren wir mit der Funktion e(t) = −1
4
sin(pit). Zusammen
mit der Beschra¨nkung |u(t)| ≤ 1 stellt sich uns das Steuerungsproblem in der Form
(StP) min
u
1
2
∫ 1
0
|z(t)− zd(t)|2 + ν|u(t)|2 dt, u ∈ Uad,
mit den Nebenbedingungen
−z¨(t) = u(t) + e(t) ∀′t ∈ [0, 1]
z(0) = z(1) = 0
und
Uad =
{
u ∈ L2[0, 1,R] : −1 ≤ u(t) ≤ 1, ∀′t ∈ [0, 1]
}
.
Zur Veranschaulichung seien die beiden Funktionen in den Abbildungen 1.1 und 1.2
dargestellt.
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Abbildung 1.1: Gewu¨nschter Zustand zd(t) = 5e
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Abbildung 1.2: Wa¨rmeaustrag e(t) = 1
4
sin(pit)
1.2 Funktionenra¨ume
Fu¨r die zu lo¨senden Probleme beno¨tigen wir verschiedenste Aspekte aus der Analy-
sis, speziell der linearen Analysis. So sei [0, T ] ein abgeschlossenes und beschra¨nktes
Intervall. Die Menge aller auf [0, T ] stetigen Funktionen mit reellem Wertebereich be-
zeichnen wir mit C[0, T ]. Zusammen mit der Norm ‖x‖∞ = supt∈[0,T ] |x(t)| ist C[0, T ]
ein vollsta¨ndiger, normierter Raum, d.h. ein Banach-Raum. Weiterhin bezeichnen wir
mit Ck[0, T ], 0 ≤ k < ∞, den Raum aller Funktionen, deren k-te klassische Ablei-
tung stetig auf [0, T ] ist. Das bedeutet, die Ableitungen existieren auf dem offenen
Intervall (0, T ) und sind stetig bis in die Randpunkte, also auf ganz [0, T ], fortsetzbar.
Diese Bezeichnung gilt fu¨r alle k ∈ N und wir definieren die Menge aller beliebig oft
differenzierbaren Funktionen durch
C∞[0, T ] =
⋂
k∈N
Ck[0, T ].
Es gilt folgende Inklusionskette fu¨r k ≤ l:
C∞[0, T ] ⊂ C l[0, T ] ⊂ Ck[0, T ] ⊂ C[0, T ].
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An dieser Stelle erscheint in U¨bereinstimmung mit der in der Literatur gebra¨uchli-
chen Schreibweise ein weiterer Funktionenraum. So umfasst der Raum C∞0 [0, T ] alle
Funktionen f : [0, T ] → R mit f ∈ C∞[0, T ] und verschwindenden Randwerten. Fu¨r
mehrdimensionales Grundgebiet gestaltet sich die Definition des Raumes C∞0 kom-
plizierter. In unserem Fall mit einem abgeschlossenen und beschra¨nkten Intervall als
Definitionsbereich sind beide Definitionsmo¨glichkeiten a¨quivalent.
In den Lp-Normen ‖x‖p =
(∫ T
0
|x(t)|p dt
) 1
p
ist C[0, T ] nicht vollsta¨ndig. Wir defi-
nieren aber mit Hilfe dieser Normen einen gro¨ßeren Funktionenraum. So bezeichnen
wir mit Lp[0, T ] die Menge aller Funktionen deren Lp-Norm endlich ist. Diese Menge
zusammen mit der entsprechenden Norm bildet noch keinen normierten Raum, da aus
einer verschwindenden Norm einer Funktion noch nicht auf das Nullelement geschlossen
werden kann; ‖ · ‖p ist auf Lp[0, T ] demnach eine Semi-Norm. Erst durch Identifizie-
rung aller Funktionen, die sich nur auf einer Nullmenge bezu¨glich des Lebesgue-Maßes
unterscheiden, entsteht ein normierter Raum von A¨quivalenzklassen, bezeichnet mit
Lp[0, T ]. Falls wir fu¨r u, v ∈ Lp[0, T ] schreiben u = v, so meinen wir u ∼ v, d.h. u
und v sind in der gleichen A¨quivalenzklasse, was gleichbedeutend ist zu u(t) = v(t) fu¨r
fast alle t ∈ [0, T ]. Wir sprechen dennoch von Funktionen und meinen damit einen Re-
pra¨sentanten dieser A¨quivalenzklasse. Falls sich in dieser eine stetige Funktion befindet,
so wa¨hlen wir dieses Element als Repra¨sentant.
Setzen wir speziell p = 2, so definieren wir auf dem Raum L2[0, T ] das Skalarprodukt
〈x, y〉L2[0,T ] =
∫ T
0
x(t)y(t) dt, (1.1)
welches die Norm ‖ · ‖2 erzeugt. Damit wird der L2[0, T ] zum Hilbert-Raum. Weitere
wichtige Funktionenra¨ume erhalten wir durch die Betrachtung von schwachen Ablei-
tungen. Dazu benutzen wir die Schreibweise D jf fu¨r die j-te klassische Ableitung der
Funktion f . Falls f nur von einer Zeitvariablen abha¨ngig ist, verwenden wir auch die
Schreibweise f˙ , f¨ usw. Erfu¨llt eine Funktion v ∈ L2[0, T ]∫ T
0
f(t)D1ϕ(t) dt = −
∫ T
0
v(t)ϕ(t) dt ∀ϕ ∈ C∞0 [0, T ],
so bezeichnen wir sie als schwache Ableitung von f und verwenden dafu¨r die Symbo-
le D1f bzw. f˙ synonym. Das stellt keinen Widerspruch zu vorherigen Definition dar.
Wenn eine Funktion im klassischen Sinn differenzierbar ist, dann existiert die schwa-
che Ableitung und beide stimmen u¨berein. Fu¨r ho¨here Ableitungen iterieren wir die
Definition und schreiben D j fu¨r j ∈ N. Darauf aufbauend bezeichnen wir mit W kp [0, T ]
den Raum der absolut stetigen Funktionen f : [0, T ]→ R mit D jf ∈ Lp[0, T ] fu¨r jede
natu¨rliche Zahl j ≤ k. Definieren wir auf W kp [0, T ] die Norm
‖x‖Wkp [0,T ] =
(
k∑
j=0
‖D jx‖pLp[0,T ]
) 1
p
,
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so sind die Funktionenra¨ume vollsta¨ndig, also Banach-Ra¨ume. Fu¨r p = 2 fu¨hren wir
daru¨ber hinaus das Skalarprodukt
〈x, y〉Wk2 [0,T ] =
k∑
j=0
〈D jx,D jy〉L2[0,T ] =
k∑
j=0
∫ T
0
D jx(t)D jy(t) dt
ein und erhalten so einen Hilbert-Raum. Die Norm, die durch dieses Skalarprodukt
induziert wird, lautet
‖x‖Wk2 [0,T ] =
(
k∑
j=0
‖D jx‖2L2[0,T ]
) 1
2
=
(
k∑
j=0
∫ T
0
|D jx(t)|2 dt
) 1
2
.
Nehmen wir nur die ho¨chsten Ableitungen, so erhalten wir eine Semi-Norm, welche
definiert ist durch
|x|Wk2 [0,T ] = ‖Dkx‖L2[0,T ] =
(∫ T
0
|Dkx(t)|2 dt
) 1
2
.
Die Funktion | · |Wk2 [0,T ] ist keine Norm, da man aus |x|Wk2 [0,T ] = 0 nicht auf x = 0
schließen kann.
Der Fall p =∞ spielt bei den eben eingefu¨hrten Funktionenra¨umen eine Sonderrol-
le. So ist L∞[0, T ] der Raum aller Funktionen, die bis auf eine Nullmenge beschra¨nkt
sind, d.h. fu¨r die gilt
‖f‖∞ = ess sup
t∈[0,T ]
|f(t)| <∞.
Weiterhin bezeichnen wir mit W k∞[0, T ] den Raum aller absolut stetigen Funktionen,
fu¨r die jede schwache Ableitung bis zur Ordnung k ein Element von L∞[0, T ] ist.
Es ist offensichtlich, dass fu¨r 0 ≤ k ≤ l und 1 ≤ p ≤ ∞ gilt
C l[0, T ] ⊂ W kp [0, T ].
Die Inklusionen W kp [0, T ] ⊂ C l[0, T ] gelten unter bestimmten Voraussetzungen an k
und l in Abha¨ngigkeit von 1 ≤ p <∞, und zwar mu¨ssen sie die Ungleichung
k > l +
1
p
erfu¨llen (vgl. Adams [1] (1975)). Die einfache Gestalt der Bedingung liegt an der Di-
mension n = 1 der Grundmenge [0, T ]. Bei ho¨her dimensionalen Gebieten nehmen sie
entsprechend komplexere Form an. Sie sind dann so zu verstehen, dass jede A¨quivalenz-
klasse von W kp [0, T ] eine l-mal stetig differenzierbare Funktion entha¨lt. Es gilt sogar
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genauer die Stetigkeit der Abbildung Id : W kp [0, T ]→ C l[0, T ] mit Id f = f und somit
folgende Abscha¨tzung mit einer von f unabha¨ngigen Konstante c
‖f‖Cl[0,T ] ≤ c ‖f‖Wkp [0,T ].
Fu¨r eine exakte Formulierung des zu Grunde liegenden Resultats, dem Sobolew’schen
Einbettungssatz, verweisen wir auf den Anhang, Satz A.3.2.
Fu¨gen wir zu den Sobolew-Ra¨umen W kp [0, T ] fu¨r k ≥ 1 noch das Subscript ”0“
hinzu, so meinen wir damit die Menge der Funktionen aus W kp [0, T ], die an den Stellen
0 und T , verschwinden, also
W kp,0[0, T ] = {f ∈ W kp [0, T ] : f(0) = f(T ) = 0}.
Die Forderung k ≥ 1 berechtigt zu dieser Schreibweise, denn wir haben bereits gese-
hen, dass jede Funktion aus W kp [0, T ] fu¨r p > 1 mindestens stetig auf [0, T ] ist. Als
interessante Eigenschaft des Raumes W 2p,0[0, T ] mo¨chten wir an dieser Stelle die Nor-
mierung durch die (sonst nur als Semi-Norm verwendbare) Funktion | · |W 2p [0,T ], denn
durch die vorgegebenen Werte auf dem Rand des Definitionsgebietes wird der Schluss
|f |W 2p,0[0,T ] = 0 =⇒ f(t) = 0 fu¨r fast alle t ∈ [0, T ] gesichert. Im Fall k = 1 wu¨rde sogar
die Vorgabe nur eines Randwertes ausreichen.
Da der Raum Lp[0, T ] der Spezialfall der W
k
p [0, T ] mit der geringsten Einschra¨nkung
k = 0 ist, versteht sich die Inklusion W kp [0, T ] ⊂ Lp[0, T ] fu¨r k ∈ N von selbst. Be-
trachten wir nun den Raum W kp [0, T ] zusammen mit der Norm ‖ · ‖Lp[0,T ], so stellen
wir zuna¨chst fest, dass er in dieser Norm nicht vollsta¨ndig ist. Weiterhin wissen wir um
die Dichtheitseigenschaft des Raumes C∞[0, T ] in Lp[0, T ] in dessen Norm, d.h. jede
Funktion aus Lp[0, T ] kann in der Lp-Norm durch eine Folge von beliebig oft differen-
zierbaren Funktionen approximiert werden. Da C∞[0, T ] auch in allen W kp [0, T ], k ∈ N,
enthalten ist, liegen diese Ra¨ume dicht in W lp[0, T ] mit l ≤ k und somit auch in Lp[0, T ].
Die vorgestellten Funktionenra¨ume besitzen alle die Eigenschaft der unendlichen
Dimension. Allerdings enthalten sie endlich-dimensionale Unterra¨ume. Eine zentrale
Rolle spielen dabei die Ra¨ume der Polynome bis zu einem bestimmten Grad m. Sie
werden mit Pm bezeichnet, also ist
Pm[0, T ] =
{
f ∈ C[0, T ] : f(t) =
m∑
k=0
akt
k, ak ∈ R
}
.
Fu¨r spa¨tere Anwendungen ist es notwendig, vektorwertige Funktionen einzufu¨hren.
So nennen wir Lp[0, T,Rn] den Raum aller A¨quivalenzklassen von Funktionen x :
[0, T ]→ Rn, t 7→ (x1(t), . . . , xn(t)), deren Lp-Norm durch
‖x‖p =
(∫ T
0
|x(t)|p2 dt
) 1
p
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definiert ist. In dieser Definition bezeichnet | · |2 die Euklidische Norm eines Vektors im
Rn. Falls keine Mo¨glichkeit zur Verwechslung besteht, werden wir den Index weglas-
sen und alternativ bei | · | auch vom Betrag eines Vektors sprechen. Die Bezeichnung
W kp [0, T,Rn] ist analog zum eindimensionalen Fall aufzufassen. Das Skalarprodukt fu¨r
den Fall p = 2 lautet dann
〈x, y〉Wk2 [0,T,Rn] =
k∑
j=0
〈D jx,D jy〉L2[0,T,Rn] =
k∑
j=0
∫ T
0
(D jx)(t)T(D jy)(t) dt.
Fu¨r k = 0 erhalten wir als Spezialfall das Skalarprodukt fu¨r den L2[0, T,Rn].
Mit Ck[0, T,Rn] bezeichnen wir den Raum aller Funktionen x : [0, T ] → Rn, t 7→
(x1(t), . . . , xn(t)), die in jeder Komponente k-mal stetig differenzierbar sind. Mit der
Norm
‖x‖Ck = max
0≤j≤k
‖x(j)‖Ck = max
0≤j≤k
max
t∈[0,T ]
|x(j)(t)|
wird auch dieser Raum zu einem Banach-Raum. Ebenfalls analog dem eindimensionalen
Fall fu¨hren wir den Raum der Polynome bis zum Grad m ein. Es ist
Pm[0, T,Rn] =
{
f ∈ C[0, T,Rn] : f(t) =
m∑
k=0
akt
k, ak ∈ Rn
}
. (1.2)
Da wir Normen und Semi-Normen sowie die eventuell zugeho¨rigen Skalarprodukte
sehr ha¨ufig benutzen werden, ist es angebracht eine Kurzschreibweise einfu¨hren. Wir
setzen analog zu ‖ · ‖Lp = ‖ · ‖p auch fu¨r ‖ · ‖Wkp kurz ‖ · ‖k,p und fu¨r | · |Wkp kurz | · |k,p.
Bei den Skalarprodukten sparen wir uns im Standardfall L2 den Index. Die Dimension
der zu Grunde liegenden Ra¨ume lassen wir bei den Kurzbezeichnungen solange keine
Mo¨glichkeit zur Verwechslung besteht außen vor.
Fu¨r zwei gegebene lineare Ra¨ume X und Y betrachten wir alle linearen und be-
schra¨nkten Abbildungen mit dem Definitionsbereich X und dem Wertebereich Y und
bezeichnen diese Menge mit L (X,Y ). Jedes Element ` ∈ L (X, Y ) erfu¨llt demnach
die folgenden Voraussetzungen
`(λx1 + µx2) = λ`(x1) + µ`(x2) ∀x1, x2 ∈ X, ∀λ, µ ∈ R
sup
v∈X\{0}
‖`(v)‖Y
‖v‖X ≤ c <∞
Mit den Verknu¨pfungen (`1 + `2)(x) = `1(x) + `2(x) und α`1(x) = `1(αx) fu¨r `1, `2 ∈
L (X,Y ) und α ∈ R wird L (X,Y ) ein linearer Raum. Man kann zeigen, dass die
Vollsta¨ndigkeit von Y die Vollsta¨ndigkeit von L (X, Y ) impliziert (vgl. Werner [24]
(2004)), daher schließen wir fu¨r L (X,R) auf die Eigenschaft eines Banach-Raumes.
Diesen Spezialfall nennen wir den Raum der linearen beschra¨nkten Funktionale oder
auch Dualraum. Wir fu¨hren fu¨r ihn die abku¨rzende Schreibweise X ′ ein.
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Ein wichtiges Resultat fu¨r die Relation eines Hilbert-Raumes und seines Dualraumes
ist der Darstellungssatz von Fre´chet und Riesz (siehe Anhang, Satz A.3.5). Weiterhin
folgt aus der Definition des Dualraumes folgende Implikation fu¨r die Ra¨ume X,Y
X ⊂ Y =⇒ Y ′ ⊂ X ′,
d.h. betrachten wir fu¨r ein Funktional ` ∈ Y ′ die Einschra¨nkung auf dem Raum Y , so
geho¨rt `|X zum Dualraum von X.
1.3 Problemstellung
Fu¨r die Einfu¨hrung des zu betrachtenden Problems definieren wir zuna¨chst die not-
wendigen Bezeichnungen. So seien z ∈ W 22 [0, T,Rn], u ∈ L2[0, T,Rm] und zd, e ∈
W 2∞[0, T,Rn]. Die reelle Matrix A mit der Dimension n × n sei symmetrisch. B sei
ebenfalls eine reelle Matrix mit der Dimension n ×m. Weiterhin seien a, b ∈ Rm mit
ak < bk fu¨r k = 1, . . . , n und ν ∈ R mit ν > 0.
All jene Parameter erhalten nun einen Platz im Steuerungsproblem (S˜tP) , welches
wir als Ausgangspunkt fu¨r die weiteren Untersuchungen verwenden. Wir betrachten
(S˜tP) min
z,u
J˜(z, u) = min
z,u
1
2
‖z − zd‖22 +
ν
2
‖u‖22
unter den Nebenbedingungen
−z¨(t) + Az(t) = Bu(t) + e(t) ∀′t ∈ [0, T ]
z(0) = z(T ) = 0n
(1.3)
und den Kontrollrestriktionen
a ≤ u(t) ≤ b ∀′t ∈ [0, T ].
Bemerkung: Die Voraussetzungen an A, e und zd sind aus formalen Gru¨nden so
strikt. Die Symmetrie von A beno¨tigen wir spa¨ter fu¨r den Nachweis der Existenz und
Eindeutigkeit der Lo¨sung von (1.3). Fu¨r die theoretischen Betrachtungen zum Problem
(S˜tP) ha¨tten auch die Forderungen zd, e ∈ L2[0, T,Rn] ausgereicht. Allerdings beno¨ti-
gen wir in den Kapiteln 4 und 5 fu¨r die Berechnung einer Na¨herungslo¨sung durch
Diskretisierung des Problems (S˜tP) die scha¨rferen Voraussetzungen. ♦
Mit Hilfe der Bezeichnung y = Bu+ e ∈ L2[0, T,Rn] ist (1.3) a¨quivalent zu
−z¨(t) + Az(t) = y(t) ∀′ ∈ [0, T ], z(0) = z(T ) = 0n. (1.4)
Ab sofort sprechen wir synonym von der Systemgleichung und meinen die auf den je-
weiligen Kontext bezogene Gleichung (1.3) oder (1.4).
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Wir definieren weiterhin folgende Menge der zula¨ssigen Funktionen
Uad = {u ∈ L2[0, T,Rm] : a ≤ u(t) ≤ b ∀′t ∈ [0, T ]},
und den Projektionsoperator Π[a,b] : C[0, T,Rm]→ C[0, T,Rm] durch
Π[a,b](f(x)) = max{a,min{b, f(x)}}, f ∈ L2[0, T,Rn],
wobei sowohl die Relationen als auch die Funktionen
”
max“ und
”
min“ komponenten-
weise anzuwenden sind.
Bemerkung: Wir sind bereits an dieser Stelle in der Lage weitere Aussagen u¨ber die
Lo¨sungen (z¯, u¯) von (S˜tP) zu treffen. Auf Grund der Kontrollrestriktionen ist u¯ we-
sentlich beschra¨nkt, also u¯ ∈ L∞[0, T,Rm], woraus folgt, dass auch z¯ eine beschra¨nkte
zweite Ableitung besitzt, also z¯ ∈ W 2∞[0, T,Rn]. Spa¨ter werden wir an Hand der Opti-
malita¨tsbedingungen fu¨r (StP) weitere Eigenschaften der Lo¨sung herleiten. ♦
Kapitel 2
Theoretische Grundlagen
2.1 Die Variationsgleichung der Systemgleichung
Fu¨r eine effiziente Lo¨sung des Steuerungsproblems (S˜tP) untersuchen wir, ob eine
Darstellung des Zustands z als Funktion der Steuerung u existiert. Das ist aber nur
dann sinnvoll, falls die Systemgleichung (1.3) fu¨r jedes u ∈ L2[0, T,Rm] bzw. falls die
Variationsgleichung (1.4) fu¨r jedes y ∈ L2[0, T,Rn] eine eindeutig bestimmte Lo¨sung
z ∈ W 22,0[0, T,Rn] besitzt.
Im ersten Schritt leiten wir eine andere Formulierung der Systemgleichung (1.4) her
und zeigen die A¨quivalenz der Lo¨sungen. Wir sind dabei an einer Lo¨sung im schwachen
Sinne interessiert, d.h. es muss gelten∫ T
0
(−z¨(t) + Az(t))Tv(t) dt =
∫ T
0
y(t)Tv(t) dt ∀v ∈W 12,0[0, T,Rn].
Diese Identita¨t schreiben wir mit Hilfe partieller Integration um zu∫ T
0
z˙(t)Tv˙(t) + z(t)TAv(t) dt =
∫ T
0
y(t)Tv(t) dt ∀v ∈ W 12,0[0, T,Rn]. (2.1)
Die Gleichung (2.1) nennen wir das zu (1.4) geho¨rige Variationsproblem oder die Va-
riationsgleichung.
Der Grund fu¨r die Einfu¨hrung der schwachen Formulierung von (1.4) ist der leich-
tere Zugang zu einer Existenz- und Eindeutigkeitsaussage einer Lo¨sung von (2.1). Der
Nutzen fu¨r unsere Problemstellung erschließt sich uns durch Lemma 2.1.2, denn die
Lo¨sungen beider Gleichungen sind a¨quivalent. Dazu beno¨tigen wir zuna¨chst noch ein
Hilfsresultat, bevor wir den Beweis in Angriff nehmen.
Lemma 2.1.1 (Variationslemma). Seien x, y ∈ L2[0, T,Rn] und es gelte∫ T
0
x(t)Tv(t) + y(t)Tv˙(t) dt = 0 ∀v ∈ W 12,0[0, T,Rn].
18
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Dann ist y ∈ W 12 [0, T,Rn] und y˙(t) = x(t) fu¨r fast alle t ∈ [0, T ].
Beweis: siehe Alt [2] (Lemma 5.2.2). 
Lemma 2.1.2. Sei y ∈ L2[0, T,Rn]. Dann ist z ∈ W 22,0[0, T,Rn] Lo¨sung der System-
gleichung (1.4) genau dann, wenn z auch Lo¨sung der Variationsgleichung (2.1) ist.
Beweis: Sei z ∈ W 22,0[0, T,Rn] zuna¨chst Lo¨sung der Systemgleichung (1.4). Dann ist
z trivialerweise auch schwache Lo¨sung, erfu¨llt also (2.1).
Fu¨r die Ru¨ckrichtung schreiben wir zuna¨chst die Variationsgleichung in der Form∫ T
0
z˙(t)Tv˙(t) + z(t)TAv(t)− y(t)Tv(t) dt =∫ T
0
(
Az(t)− y(t))Tv(t) + z˙(t)Tv˙(t) dt = 0 ∀v ∈ W 12,0[0, T,Rn]
und benutzen anschließend das Variationslemma (Lemma 2.1.1). Demnach ist z˙ ∈
W 12 [0, T,Rn] und
z¨(t) = Az(t)− y(t)⇐⇒ −z¨(t) + Az(t) = y(t) ∀′t ∈ [0, T ].
Daher gilt fu¨r eine Lo¨sung z ∈ W 12,0[0, T,Rn] von (2.1) einerseits die strengere Glatt-
heitseigenschaft z ∈ W 22,0[0, T,Rn] und daru¨ber hinaus lo¨st es auch die urspru¨ngliche
Systemgleichung. 
Die Nebenbedingung im Steuerungsproblem (S˜tP) ko¨nnen wir demnach durch ihre
Variationsgleichung ersetzen. Die Lo¨sung des Problems wird auf Grund der Aussage
von Lemma 2.1.2 nicht beeinflusst und somit verzichten wir im Folgenden auf eine
Unterscheidung der Problemformulierungen.
2.2 Eindeutigkeit der Lo¨sung der Systemgleichung
In diesem Abschnitt ist es unser Ziel, die eindeutige Lo¨sbarkeit der Variationsglei-
chung (2.1) fu¨r jedes y ∈ L2[0, T,Rn] nachzuweisen. Dafu¨r definieren wir die Bilinear-
form a(·, ·) : W 12,0[0, T,Rn] × W 12,0[0, T,Rn] → R durch
a(z, v) =
∫ T
0
z˙(t)Tv˙(t) + z(t)TAv(t) dt (2.2)
und zeigen zuna¨chst Eigenschaften dieser Funktion. Die Symmetrie ist a¨quivalent zur
Symmetrie der Matrix A, welche wir bei der Problemstellung voraus gesetzt hatten.
Fu¨r den Nachweis weiterer Eigenschaften beno¨tigen wir noch ein Hilfsresultat.
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Lemma 2.2.1 (Poincare´’sche Ungleichung). Sei z ∈ W 12,0[0, T,Rn]. Dann gilt
‖z‖2 ≤ T‖z˙‖2. (2.3)
Beweis: Da z aus dem Raum W 12 [0, T,Rn] stammt, ist speziell z(0) = 0. Daher gilt
unter Verwendung der Ho¨lder’schen Ungleichung aus Lemma A.3.1
‖z‖22 =
∫ T
0
∣∣∣ ∫ t
0
z˙(s) ds
∣∣∣2 dt ≤ ∫ T
0
(∫ T
0
|z˙(s)| ds
)2
dt
(A.2)
≤
∫ T
0
T‖z˙‖22 dt = T 2‖z˙‖22.

Korollar 2.2.2. Auf dem Raum W 12,0[0, T,Rn] sind die Normen ‖z‖1,2 und ‖z˙‖2 a¨qui-
valent, d.h.
‖z˙‖2 ≤ ‖z‖1,2 ≤
√
2 max{1, T} ‖z˙‖2 ∀z ∈ W 12,0[0, T,Rn].
Beweis: Die erste Ungleichung ist per Definition erfu¨llt. Fu¨r die Abscha¨tzung nach
oben benutzen wir die Poincare´’sche Ungleichung
‖z‖1,2 ≤
√
T 2‖z˙‖22 + ‖z˙‖22 ≤
√
2 max{1, T} ‖z˙‖2.

Definition 2.2.3 (Elliptizita¨t). Sei [H, ‖·‖H ] ein normierter Raum. Eine Bilinearform
Q : H × H → R heißt elliptisch auf H bzw. H-elliptisch, falls
Q(v, v) ≥ c ‖v‖2H , ∀v ∈ H
mit einer von v unabha¨ngigen Konstante c > 0 gilt. ♦
Lemma 2.2.4. Falls die Matrix A positiv semi-definit ist, so ist die Bilinearform a(·, ·)
auf W 12,0[0, T,Rn] elliptisch und beschra¨nkt, d.h. es gilt
1
cu2.4
‖z‖21,2 ≤ a(z, z) ≤ co2.4‖z‖21,2 ∀z ∈ W 12,0[0, T,Rn] (2.4)
mit cu2.4 = 2 max{1, T 2} und co2.4 = max{1, ‖A‖}.
Beweis: Seien z, v ∈ W 12,0[0, T,Rn]. Die Beschra¨nktheit leiten wir wie folgt her:
a(z, v) = 〈z˙, v˙〉+ 〈Az, v〉
≤ ‖z˙‖2‖v˙‖2 + ‖A‖‖z‖2‖v‖2
≤ max{1, ‖A‖} (‖z˙‖2‖v˙‖2 + ‖z‖2‖v‖2)
(A.1)
≤ co2.4
(
‖z˙‖22 + ‖z‖22
) 1
2
(
‖v˙‖22 + ‖v‖22
) 1
2
= co2.4 ‖z‖1,2‖v‖1,2
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Daraus folgt auch sofort die rechte Ungleichung der Aussage. Fu¨r die Elliptizita¨tsaus-
sage schließen wir mit positiv semi-definiten Matrix A
a(z, z) = ‖z˙‖22 + 〈Az, z〉︸ ︷︷ ︸
≥0
≥ 1
2
(‖z˙‖22 + ‖z˙‖22)
(2.3)
≥ 1
2
(‖z˙‖22 +
1
T 2
‖z‖22) ≥
1
2
min{1, 1
T 2
} ‖z‖21,2.
Mit
(
1
2
min{1, 1
T 2
})−1 = 2 max{1, T 2} folgt die Aussage. 
Die Bilinearform a(·, ·) definiert demnach wegen der Symmetrie von A ein Skalar-
produkt auf dem Raum W 12,0[0, T,Rn] und induziert die Norm ‖ · ‖a =
√
a(·, ·). Der
Raum W 12,0[0, T,Rn] ist auf Grund der Beschra¨nktheit von a(·, ·) auch mit der Norm
‖ · ‖a vollsta¨ndig und damit ein Hilbert-Raum.
Da y aus dem Hilbert-Raum L2[0, T,Rn] stammt, existiert nach dem Satz von
Fre´chet-Riesz (siehe Anhang, Satz A.3.5) ein lineares beschra¨nktes Funktional ` :
L2[0, T,Rn]→ R mit `(v) =
∫ T
0
y(t)Tv(t) dt = 〈y, v〉. Da ` natu¨rlich auch auf dem Teil-
raum W 12,0[0, T,Rn] linear und beschra¨nkt ist, wenden wir wieder den Satz von Fre´chet-
Riesz an. Es gibt demnach genau ein z ∈ W 12,0[0, T,Rn] mit l(v) = 〈z, v〉W 12,0 = a(z, v),
da a(·, ·) auf diesem Raum ein Skalarprodukt darstellt, mit dem W 12,0[0, T,Rn] zum
Hilbert-Raum wird. Daher folgern wir mit eben diesem Element z
a(z, v) = `(v) =
∫ T
0
y(t)Tv(t) dt ∀v ∈W 12,0[0, T,Rn].
Nach dem Beweis der Existenz einer eindeutig bestimmten Lo¨sung von (2.1) im
Raum W 12,0[0, T,Rn] folgt im letzten Schritt die Anwendung von Lemma 2.1.2. Danach
ist dieses z ∈ W 12,0[0, T,Rn] ebenfalls Lo¨sung der eigentlichen Systemgleichung (1.4).
Weiterhin setzen wir in (2.1) die spezielle Funktion z fu¨r v ein, also∫ T
0
z˙(t)Tz˙(t) + z(t)TAz(t) dt =
∫ T
0
y(t)Tz(t) dt.
Weil A positiv semi-definit ist, folgern wir mit Hilfe der Cauchy-Schwarz-Ungleichung
‖z‖22
(2.3)
≤ T 2‖z˙‖22 ≤ T 2‖y‖2‖z‖2.
Ist z nicht a¨quivalent zur Nullfunktion, so folgt durch beidseitiges Ku¨rzen
‖z‖2 ≤ T 2‖y‖2.
Im anderen Fall ist die Abscha¨tzung trivial.
Diese U¨berlegungen anschließend formulieren wir die Resultate in einem Satz.
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Satz 2.2.5. Ist die Matrix A symmetrisch und positiv semi-definit, so besitzt die
Systemgleichung (1.4) fu¨r jedes y ∈ L2[0, T,Rn] eine eindeutig bestimmte Lo¨sung
z ∈ W 22,0[0, T,Rn] und es gilt
‖z‖2 ≤ T 2‖y‖2. (2.5)
Beweis: In den Ausfu¨hrungen vor der Formulierung dieses Satzes nahmen wir den
Beweis bereits vorweg. Zusammenfassend sei an dieser Stelle die zweimalige Anwendung
des Satzes von Fre´chet-Riesz (siehe Anhang, Satz A.3.5) betont. Dies ist mo¨glich, da
in der Variationsgleichung (2.1) die Gleichheit fu¨r alle v ∈ W 12,0[0, T,Rn] gefordert
wird. Weiterhin definiert die linke Seite ein Skalarprodukt und die rechte Seite ein
lineares beschra¨nktes Funktional, welches sogar auf dem gro¨ßeren Raum L2[0, T,Rn]
definiert ist. Somit schließen wir von der Funktion y ∈ L2[0, T,Rn] auf die Existenz
und Eindeutigkeit des Funktionals ` ∈ (W 12,0[0, T,Rn])′ und somit auf die Existenz und
Eindeutigkeit der Lo¨sung z ∈W 12,0[0, T,Rn].
Mit Lemma 2.1.2 folgern wir fu¨r diese Funktion z die sta¨rkere Differenzierbarkeits-
eigenschaft z ∈ W 22,0[0, T,Rn] und vollenden damit den Beweis. 
Bemerkung: Der Beweis von Satz 2.2.5 beruht auf der zweimaligen Anwendung des
Darstellungssatzes von Fre´chet-Riesz (siehe Anhang, Satz A.3.5). Eine andere Mo¨glich-
keit besteht durch Betrachtung des Funktionals
I(z) = a(z, z)− `(z)
mit dem linearen beschra¨nkten Funktional `(z) =
∫ T
0
y(t)Tz(t) dt. Suchen wir dessen
Minimum im Raum W 12,0[0, T,Rn] so ist (1.4) die notwendige Bedingung fu¨r die Opti-
malita¨t eines z. Auf Grund der vorausgesetzten Elliptizita¨t von a(·, ·) auf W 12,0[0, T,Rn]
folgt mit Alt [2] (Satz 2.5.2) die strikte Konvexita¨t von I und somit die Existenz und
Eindeutigkeit eines Minimums bzw. einer Lo¨sung von (1.4).
Die Aussage la¨sst sich auch mit deutlich allgemeineren Voraussetzungen beweisen.
So stellt a(z, ·) : W 12 [0, T,Rn] → R ebenfalls ein lineares beschra¨nktes Funktional
dar und die Symmetrie der Bilinearform a(·, ·) ist daher nicht notwendig. Weiterhin
ko¨nnen wir die Ra¨ume L2[0, T,Rn] und W 12 [0, T,Rn] durch beliebige Hilbert-Ra¨ume
H und V mit der Einschra¨nkung V ⊂ H ⊂ V ′ ersetzen. Wir verweisen dazu auf das
Lax-Milgram-Lemma (Lemma A.3.6) im Anhang. ♦
Korollar 2.2.6. Unter den Voraussetzungen und mit den Bezeichnungen aus Satz 2.2.5
gelten a¨hnliche Abscha¨tzungen auch in anderen Normen.
‖z‖1,2 ≤ c2.6 ‖y‖2 (2.6)
‖z‖2,2 ≤
√
2c2.7 ‖y‖2 (2.7)
‖z‖∞ ≤ T 32‖y‖2 ≤ T 2‖y‖∞. (2.8)
mit den von z und y unabha¨ngigen Konstanten c2.6 =
√
2 max{1, T} und c2.7 = c22.6co2.4.
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Beweis: Mit Hilfe von Lemma 2.2.4 scha¨tzen wir ab
1√
2
min{1, 1
T
} ‖z‖1,2 ≤ ‖z‖a = ‖`‖(W 12,0)′
= sup
v∈W 12,0
|`(v)|
‖v‖W 12,0
= sup
v∈W 12,0
|〈y, v〉|
‖v‖W 12,0
≤ sup
v∈W 12,0
‖y‖2‖v‖2
‖v‖W 12,0
≤ ‖y‖2.
Die Suprema beziehen sich dabei auf alle Elemente außer der Nullfunktion und es gilt
somit
‖z‖1,2 ≤
√
2
min{1, T−1} ‖y‖2 =
√
2 max{1, T} ‖y‖2.
Damit ergibt auch die zweite Aussage, denn es gilt
‖z¨‖2 ≤ ‖A‖ ‖z‖2 + ‖y‖2 ≤ (T 2‖A‖+ 1) ‖y‖2 ≤ c22.6co2.4 ‖y‖2,
und somit auch
‖z‖2,2 =
√
‖z‖21,2 + ‖z¨‖22 ≤
√
c22.6 + (c
2
2.6c
o
2.4)
2 ‖y‖2 ≤
√
2c22.6c
o
2.4 ‖y‖2.
Weiterhin verweisen wir auf den Sobolew’schen Einbettungssatz (siehe Anhang,
Satz A.3.2) und schließen auf Grund von z(0) = 0n
‖z‖2∞
(A.4)
≤ T‖z˙‖22 ≤ T‖y‖2‖z‖2,
und somit auch auf
‖z‖∞ ≤ T 2‖y‖∞,
falls z nicht a¨quivalent zur Nullfunktion ist. In diesem Fall wa¨re die Abscha¨tzung
ohnehin trivial. 
Die eben bewiesene Ungleichung (2.8) verwenden wir im na¨chsten Schritt fu¨r eine
sta¨rkere Aussage bezu¨glich der Relation der Normen von Lo¨sung und rechter Seite der
Systemgleichung.
Lemma 2.2.7. Sei z ∈ W 22,0[0, T,Rn] die Lo¨sung von (1.4) fu¨r die rechte Seite y ∈
L2[0, T,Rn] und fu¨r t ∈ [0, T ] sei Y (t) =
∫ t
0
y(s) ds. Dann gilt
‖z‖∞ ≤ c2.7 ‖Y ‖1.
Beweis: Wir betrachten zuna¨chst fu¨r A = 0 die Variationsgleichung (2.1) mit deren
Lo¨sung z0 ∈W 12,0[0, T,Rn], d.h.∫ T
0
z˙0(t)Tv˙(t) dt =
∫ T
0
y(t)Tv(t) dt = −
∫ T
0
Y (t)Tv˙(t) dt ∀v ∈ W 12,0[0, T,Rn].
24 KAPITEL 2. THEORETISCHE GRUNDLAGEN
Also ist ∫ T
0
(z˙0(t) + Y (t))Tv˙(t) dt = 0 ∀v ∈ W 12,0[0, T,Rn].
Mit Alt [2] (2005, Lemma 5.2.1) folgt daraus
z˙0(t) + Y (t) = const. =: q ∀′t ∈ (0, T ).
Bilden wir das Integral u¨ber [0, T ] und beachten die Randwertvorgaben z0(0) = z0(T ) =
0n, so erhalten wir
Tq =
∫ T
0
z˙0(t) + Y (t) dt = z0(T )− z0(0)︸ ︷︷ ︸
0
+
∫ T
0
Y (t) dt =⇒ q = 1
T
∫ T
0
Y (t) dt.
Also ist
z0(t) = z0(0) +
∫ t
0
z˙0(s) ds = tq −
∫ t
0
Y (s) ds
=
t
T
∫ T
0
Y (s) ds−
∫ t
0
Y (s) ds
= (
t
T
− 1)
∫ t
0
Y (s) ds+
t
T
∫ T
t
Y (s) ds.
Gehen wir nun zum Betrag u¨ber
|z0(t)| ≤ (1− t
T
)
∫ t
0
|Y (s)| ds+ t
T
∫ T
t
|Y (s)| ds,
so folgt
‖z0‖∞ ≤ ‖Y ‖1 =
∫ T
0
|Y (t)| ds.
Weiterhin ist z − z0 die Lo¨sung der Randwertaufgabe
a(z, v) = −
∫ T
0
z0(t)TAv(t) dt ∀v ∈ W 12,0[0, T,Rn]
z(0) = z(T ) = 0n.
Damit folgt unter Beachtung von Korollar 2.2.6
‖z‖∞ ≤ ‖z − z0‖∞ + ‖z0‖∞
(2.8)
≤ T 2‖A‖ ‖z0‖∞ + ‖z0‖∞
≤ (1 + T 2‖A‖) ‖Y ‖1 ≤ c2.7 ‖Y ‖1.

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Die zuletzt durchgefu¨hrten Betrachtungen rechtfertigen die Schreibweise z = z(u).
Die Funktion z(u) ist somit das Bild von u unter einem Operator, den wir mit S ◦
T bezeichnen, also S ◦ T : L2[0, T,Rm] → L2[0, T,Rn] → W 22,0[0, T,Rn]. Dabei ist
T die affin-lineare Transformation B · +e, welche auf die eindeutige Lo¨sbarkeit der
Systemgleichung (1.4) keinen Einfluss besitzt und S derjenige Operator, der jedem
y ∈ L2[0, T,Rn] die eindeutige Lo¨sung der Systemgleichung (1.4) zuweist, also
y = T u = Bu+ e, z = Sy. (2.9)
Die Abbildung S ist auf Grund der Form der Differentialgleichung ebenfalls linear
und die Beschra¨nktheit zeigten wir bereits in Korollar 2.2.6. Daru¨ber hinaus stellt der
Operator S auch einen Endomorphismus auf dem L∞[0, T,Rn] dar, denn fu¨r jede be-
schra¨nkte rechte Seite y ist das Bild aus dem Raum W 2∞[0, T,Rn] und damit beschra¨nkt.
Das Funktional J˜ in unserem Optimierungsproblem (S˜tP) ist demnach allein von der
Steuerung u abha¨ngig und das Problem (S˜tP) vera¨ndert sich zu
(StP) min
u
J(ST u, u) = min
u
1
2
‖ST u− zd‖22 +
ν
2
‖u‖22, u ∈ Uad.
Die Transformation T aus (2.9) verwenden wir weiterhin zur Verku¨rzung des Nota-
tionsaufwands.
Diese Problemstellung ist weiteren Untersuchungen wesentlich zuga¨nglicher, denn
nun ist es mo¨glich, bezu¨glich der Steuerung als alleiniger Variable zu optimieren. Die
Differentialgleichung als Nebenbedingung findet sich implizit im Zielfunktional wieder
und es bleiben die Kontrollrestriktionen, denen ausschließlich u unterliegt. Wir erhal-
ten also ein Steuerungsproblem mit Restriktionen, dessen zula¨ssige Menge nichtleer,
abgeschlossen und konvex ist.
2.3 Die adjungierte Gleichung
Wie im letzten Abschnitt hergeleitet, beschreiben wir die Zuordnung y 7→ z mit Hilfe
des linearen und beschra¨nkten Operators S. Dieser bildet den L2[0, T,Rn] zuna¨chst
in den Raum W 22,0[0, T,Rn] ab. Jener Raum stellt allerdings einen Unterraum des
L2[0, T,Rn] dar, daher ist S ein Endomorphismus. Als Operator auf einem Hilbert-
Raum betrachten wir seinen adjungierten Operator S∗. Die beiden stehen u¨ber die
Forderung
〈S∗u,w〉 = 〈u,Sw〉 ∀u,w ∈ L2[0, T,Rn]
in Verbindung. In unserem Fall ist es mo¨glich, den adjungierten Operator zu bestim-
men, wie folgendes Lemma zeigt.
Lemma 2.3.1. Der Operator S : L2[0, T,Rn] → L2[0, T,Rn] ist selbstadjungiert, d.h.
es gilt
〈Su,w〉 = 〈u,Sw〉 ∀u,w ∈ L2[0, T,Rn].
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Beweis: Wir benutzen die Bezeichnungen z(u) = Su und z(w) = Sw. Dann schließen
wir mit Hilfe partieller Integration, der Symmetrie von A und unter Beachtung der
Randwerte von z(u) und z(w)
〈z(u), w〉 = 〈z(u),−z¨(w) + Az(w)〉
=
∫ T
0
−z(u)(t)Tz¨(w)(t) + z(u)(t)TAz(w)(t) dt
=
∫ T
0
z˙(u)(t)Tz˙(w)(t) + z(u)(t)TAz(w)(t) dt
=
∫ T
0
−z¨(u)(t)Tz(w)(t) + (Az(u)(t))Tz(w)(t) dt
= 〈u, z(w)〉.

Wir wissen demnach um die Identita¨t von S und S∗ und sind somit in der Lage
eine neue Gro¨ße einzufu¨hren, wie es z.B. auch in Tro¨ltzsch [25] (2005) geschieht.
Definition 2.3.2 (Adjungierter Zustand). Sei z ∈ L2[0, T,Rn]. Die eindeutig be-
stimmte Lo¨sung p ∈ W 22,0[0, T,Rn] der adjungierten Gleichung
−p¨(t) + Ap(t) = z(t)− zd(t) ∀′t ∈ [0, T ]
p(0) = p(T ) = 0n,
(2.10)
nennen wir den adjungierten Zustand. ♦
Bemerkung: Den adjungierten Zustand bzw. die adjungierte Gleichung (2.10) fu¨hr-
ten wir soeben per Definition ein. Dies ermo¨glichte uns der Umstand, dass der adjun-
gierte Operator zu S bereits auf Grund dessen Selbstadjungiertheit bekannt ist. Eine
allgemeinere Herleitung des adjungierte Operators bzw. der adjungierten Gleichung
mit Hilfe des formalen Lagrange-Prinzips verschieben wir daher in den Anhang (siehe
Abschnitt A.1). ♦
Wie im Fall der Systemgleichung transformieren wir (2.10) in die Form einer Va-
riationsgleichung. Diese lautet dann∫ T
0
p˙(t)Tv˙(t)+p(t)TAv(t) dt =
∫ T
0
(z(t)−zd(t))Tv(t) dt ∀v ∈ W 12,0[0, T,Rn]. (2.11)
Mit den gleichen Argumenten wie in Lemma 2.1.2 folgt anschließend die A¨quivalenz der
beiden Lo¨sungen. Weiterhin ergeben sich aus Satz 2.2.5 die folgenden Abscha¨tzungen.
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Lemma 2.3.3. Seien y ∈ L2[0, T,Rn] und z ∈ W 22,0[0, T,Rn] die eindeutig bestimmte
Lo¨sung der Systemgleichung (1.4). Dann existiert eine eindeutig bestimmte Lo¨sung
p ∈W 22,0[0, T,Rn] der adjungierten Gleichung (2.10) und fu¨r diese gilt:
‖p‖2 ≤ T 2‖z − zd‖2 ≤ T 2c2.6 (‖y‖2 + ‖zd‖2) (2.12)
‖p‖1,2 ≤ c2.6 ‖z − zd‖2 ≤ c22.6 (‖y‖2 + ‖zd‖2) (2.13)
‖p‖2,2 ≤
√
2c2.7 ‖z − zd‖2 ≤
√
2c2.6c2.7 (‖y‖2 + ‖zd‖2). (2.14)
Beweis: Der Beweis verla¨uft analog zu jenem von Satz 2.2.5. Die Subtraktion von zd
besitzt keinen Einfluss auf die Existenz und Eindeutigkeit der Lo¨sung. Wir erhalten
zuna¨chst
‖z − zd‖2 ≤ ‖z‖2 + ‖zd‖2 ≤ ‖z‖1,2 + ‖zd‖2 ≤ c2.6 ‖y‖2 + ‖zd‖2
und daraus folgernd
‖p‖1,2 ≤ c2.6 ‖z − zd‖2 ≤ c22.6 (‖y‖2 + ‖zd‖2).
Die Ungleichung (2.14) folgt mit der adjungierten Gleichung (2.10), denn es ist
‖p¨‖2 ≤ ‖A‖ ‖p‖2 + ‖z − zd‖2 ≤ (1 + T 2‖A‖) ‖z − zd‖2 ≤ c2.7 ‖z − zd‖2
und somit
‖p‖2,2 =
√
‖p‖21,2 + ‖p¨‖22 ≤
√
2 max{c2.6, c2.7} ‖z − zd‖2 ≤
√
2c2.7 ‖z − zd‖2
≤
√
2c2.6c2.7 (‖y‖2 + ‖zd‖2).

Auch an dieser Stelle ist es mo¨glich das eben bewiesene Stabilita¨tsresultat auf
Abscha¨tzungen in der L∞-Norm zu erweitern.
Korollar 2.3.4. Sei nun y ∈ L∞[0, T,Rn]. Dann gilt mit den Bezeichnungen aus
Lemma 2.3.3
‖p‖∞ ≤ T 32 ‖z − zd‖2 ≤ T 2c2.6 (‖y‖∞ + ‖zd‖∞). (2.15)
Beweis: Wir u¨bernehmen die Abscha¨tzungen aus Korollar 2.2.6 und benutzen fu¨r die
zweite Aussage zusa¨tzlich die Dreiecks-Ungleichung,
‖p‖∞ ≤ T 32‖z − zd‖2 ≤ T 32 (T 2‖y‖2 + ‖zd‖2) ≤ T 2c2.6 (‖y‖∞ + ‖zd‖∞).

28 KAPITEL 2. THEORETISCHE GRUNDLAGEN
In Lemma 2.3.1 benutzten wir bereits die Schreibweise z(u) fu¨r die Verdeutlichung
der Abha¨ngigkeit des Zustandes von der rechten Seite der Systemgleichung (1.4). Auch
bei der Behandlung des adjungierten Zustands verwenden wir spa¨ter die Steuerung als
Argument, d.h.
z(u) = S(Bu+ e), p(u) = S∗(z(u)− zd) = S∗(S(Bu+ e)− zd).
Bemerkung: Auch wenn wir in Lemma 2.3.1 die Gleichheit der Operatoren S und
S∗ herleiteten, bezeichnen wir sie dennoch mit unterschiedlichen Symbolen, da sie eine
unterschiedliche Interpretation innerhalb der Problembehandlung erfahren. So ist z.B.
der Wertevorrat von S∗ wesentlich geringer, da wir den Operator ausschließlich auf
Funktionen mit sta¨rkeren Glattheitseigenschaften anwenden. ♦
2.4 Eigenschaften der optimalen Steuerung
Nach der Herleitung der adjungierten Gleichung untersuchen wir nun, ob das Pro-
blem (StP) u¨berhaupt eine Lo¨sung besitzt und falls ja, ob sie eindeutig bestimmt ist.
Daru¨ber hinaus ist eine Charakterisierung der Lo¨sung durch die Fre´chet-Ableitung an
der Optimalstelle von großer Bedeutung, daher berechnen wir diese zuvor.
Da J auf dem Hilbert-Raum L2[0, T,Rn] definiert ist, schreiben wir die Auswertung
seiner Ableitung auf einem Element aus diesem Raum als Skalarprodukt und schließen
so mit Hilfe der Kettenregel auf
J ′(u)(h) =
(
∂ 1
2
‖ST u− zd‖22
∂(ST u− zd)
∂(ST u− zd)
∂(T u)
∂T u
∂u
+ ν
∂‖u‖22
∂u
)
(h)
= ((ST u− zd) ◦ S ◦B + νu)(h)
= 〈BTS∗(ST u− zd) + νu, h〉
fu¨r beliebiges h ∈ L2[0, T,Rm]. Dabei beachten wir die Linearita¨t von S und daraus
folgernd S ′(y)(h) = Sh fu¨r alle y ∈ L2[0, T,Rn].
Lemma 2.4.1. Das Problem (StP) besitzt eine eindeutig bestimmte Lo¨sung u¯. Die
Bedingung
u¯ = Π[a,b]
(
−1
ν
BTp(u¯)
)
(2.16)
ist notwendig und hinreichend fu¨r die Optimalita¨t der Steuerung u¯ mit dem adjungier-
ten Zustand p(u¯) = S∗(S(Bu¯ + e)− zd). Daru¨ber hinaus ist die optimale Steuerung u¯
in [0, T ] fast u¨berall differenzierbar und ihre Ableitung wesentlich beschra¨nkt, d.h. es
gilt u¯ ∈ W 1∞[0, T,Rm].
Beweis: Das Funktional J ist strikt konvex und die Lo¨sungsmenge Uad nichtleer,
konvex, beschra¨nkt und abgeschlossen. Demnach schließen wir mit Alt [2] (2005, Satz
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2.5.2) auf eine eindeutig bestimmte Lo¨sung u¯ ∈ Uad von (StP).
Der Operator Π[a,b] ist eine Projektion auf eine abgeschlossene und konvexe Menge,
daher ist nach dem Satz u¨ber die Charakterisierung einer Projektion (siehe Anhang,
Satz A.3.4) die Bedingung
〈BTp(u¯) + νu¯, u− u¯〉 ≥ 0 ∀u ∈ Uad. (2.17)
zu (2.16) a¨quivalent. Wir werden im weiteren Verlauf diese Variationsungleichung ver-
wenden.
Da J Fre´chet-differenzierbar ist, existiert auch die Richtungsableitung fu¨r jede Rich-
tung und sie stimmt mit der Fre´chet-Ableitung u¨berein. Die notwendige Optimalita¨ts-
bedingung lautet dann mit Alt [2] (2005, Satz 4.2.2)
〈J ′(u¯), u− u¯〉 ≥ 0 ∀u ∈ Uad. (2.18)
Auf Grund der Konvexita¨t der Zielfunktion ist die Optimalita¨tsbedingung auch hinrei-
chend (vgl. Alt [2] (2005, Lemma 4.3.6)).
Fu¨r die Ableitung des Zielfunktionals an der Stelle u¯ gilt mit den Gedanken vor
dem Lemma
J ′(u¯)(u− u¯) = (BTS∗(ST u¯− zd) + νu¯)(u− u¯) = 〈BTS∗(ST u¯− zd) + νu¯, u− u¯〉.
Mit (2.18) und p(u¯) = S∗(ST u¯− zd) folgt dann die Variationsungleichung
〈J ′(u¯), u− u¯〉 = 〈BTp(u¯) + νu¯, u− u¯〉 ≥ 0 ∀u ∈ Uad,
und somit auf Grund von u¯ ∈ Uad die Aussage des Lemmas.
Weiterhin leiten wir aus (2.16) die Lipschitz-Stetigkeit von u¯ her. Der Operator Π[a,b]
ist eine Projektion auf eine konvexe und abgeschlossene Menge, daher gilt ‖Π[a,b]‖ ≤ 1.
Es folgt dann fu¨r beliebige t1, t2 ∈ [0, T ]
|u¯(t1)− u¯(t2)| ≤ ‖B‖
ν
|p(u¯)(t1)− p(u¯)(t2)| ≤ ‖B‖
ν
‖p˙(u¯)‖∞|t1 − t2|.
Damit ist u¯ Lipschitz-stetig, daher auch absolut stetig und es existiert eine schwache
Ableitung auf [0, T ]. Deren Beschra¨nktheit leiten wir sofort aus der Lipschitz-Stetigkeit
ab und demnach folgt ˙¯u ∈ W 1∞[0, T,Rm]. 
Bemerkung:
(1) Die eben bewiesene Lipschitz-Stetigkeit von u¯ liegt an der Darstellungsmo¨glich-
keit (2.16) und an der stetigen Differenzierbarkeit des adjungierten Zustandes,
welche aus p¯ ∈ W 22,0[0, T,Rn] und Satz A.3.2 folgt. Aus diesem Grund sind insbe-
sondere die Werte der optimalen Steuerung an allen Stellen t ∈ [0, T ] eindeutig
bestimmt.
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(2) Die Aussage von Lemma 2.4.1 la¨sst sich auch in anderer, sehr anschaulicher Weise
formulieren. Die optimale Steuerung u¯ ist ein Fixpunkt der Zuordnung
u 7→ Π[a,b]
(
−1
ν
BTp(u)
)
= Π[a,b]
(
−1
ν
BTS∗(ST u− zd)
)
als Operator auf dem L2[0, T,Rm].
(3) Wir behalten die Bezeichnungen des letzten Lemmas weiterhin bei und verwenden
fu¨r die optimale Steuerung das Symbol u¯. Die zugeho¨rigen Zusta¨nde heißen dann
z¯ = z(u¯) und p¯ = p(u¯).
♦
Die Erweiterung von Lemma 2.4.1 auf unbeschra¨nktes Uad u¨bernehmen wir aus
Tro¨ltzsch [25] (2005).
Korollar 2.4.2 (Tro¨ltzsch [25], Satz 2.16). Die Menge Uad im Steuerungsproblem
(StP) sei nicht beschra¨nkt, d.h. ak = −∞ und/oder bk = ∞ fu¨r k ∈ {1, . . . , n},
so besitzt (StP) dennoch eine eindeutig bestimmte Lo¨sung. Die Formel (2.16) bleibt
ebenfalls erhalten.
Beweis: Sei u ≥ 0 das Infimum vom J(u) u¨ber der Menge Uad. Dann gilt fu¨r ‖u‖22 >
2
ν
(u+ 1)
J(u) ≥ ν
2
‖u‖22 > u+ 1.
Also wenden wir Lemma 2.4.1 an mit der nichtleeren, konvexen, abgeschlossenen und
beschra¨nkten Menge
Uad ∩
{
u ∈ L2[0, T,Rm] : ‖u‖22 ≤
2
ν
(u+ 1)
}
.
Die Gleichung (2.16) ist von der Beschra¨nktheit von Uad unabha¨ngig. 
Bemerkung: Die Aussage des letzten Korollars folgt anschaulich sofort aus der strik-
ten Konvexita¨t des Zielfunktionals J . Sie bedingt na¨mlich J → ∞ falls ‖u‖ → ∞,
daher ist das Minimum ebenfalls beschra¨nkt. ♦
Eine wichtige Eigenschaft der Variationsungleichung (2.17) weisen wir im folgenden
Lemma nach. Wir beno¨tigen sie spa¨ter bei der Betrachtung von diskreten Lo¨sungen
des Steuerungsproblems (StP).
Lemma 2.4.3. Die Funktion u¯ ∈ L2[0, T,Rm] erfu¨llt genau dann die Variationsunglei-
chung (2.17), wenn fu¨r fast alle t ∈ [0, T ] die punktweise Variationsungleichung(
BTp(u¯)(t) + νu¯(t)
)T(
u− u¯(t)) ≥ 0 ∀u ∈ U
mit U = {u ∈ Rm : a ≤ u ≤ b} Gu¨ltigkeit besitzt.
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Beweis: Nehmen wir an, es existiere eine Funktion u ∈ Uad und eine MengeN ⊂ [0, T ]
vom Maß gro¨ßer als Null, so dass gelte(
BTp¯(t) + νu¯(t)
)T(
u(t)− u¯(t)) < 0 ∀t ∈ N .
Definieren wir mit Hilfe dieser Menge die Funktion
uN (t) =
u(t), t ∈ Nu¯(t), t /∈ N ,
so folgte auf Grund von uN ∈ Uad sofort∫ T
0
(
BTp¯(t) + νu¯(t)
)T(
uN (t)− u¯(t)
)
dt =
∫
N
(
BTp¯(t) + νu¯(t)
)T(
u(t)− u¯(t)) dt < 0
im Widerspruch zur Voraussetzung (2.17).
Die Ru¨ckrichtung ist offensichtlich. 
2.5 Steuerungsproblem mit beliebigen Randwerten
Bei der Vorstellung des Steuerungsproblems (StP) lautete die Forderung an die Rand-
werte z(0) = z(T ) = 0n. Durch diese Vorgabe war es mo¨glich die Existenz und Eindeu-
tigkeit einer Lo¨sung der Systemgleichung (1.4) und die Stabilita¨tsungleichungen (2.5)
sowie die darauf folgenden Abscha¨tzungen zu zeigen. Die Verallgemeinerung auf belie-
bige Randwerte z(0) = z0 und z(T ) = zT mit z0, zT ∈ Rn untersuchen wir an dieser
Stelle.
Dazu setzen wir die Funktion r an, als Summe der Funktion z und einer Geraden
zwischen den beiden Punkten z0 und zT , d.h.
r(t) = z(t) +
(
z0 + t
zT − z0
T
)
∀t ∈ [0, T ].
Damit folgt r(0) = z0, r(T ) = zT und
−z¨(t) + Az(t) = −r¨(t) + A
(
r(t) + z0 + t
zT − z0
T
)
= y(t) ∀′t ∈ [0, T ]
was mit y∗(t) = y(t)− A
(
z0 + t
zT − z0
T
)
gleichbedeutend ist zu
−r¨(t) + Ar(t) = y∗(t) ∀′t ∈ [0, T ]
r(0) = z0 (2.19)
r(T ) = zT
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Da wir aus der Existenz einer Lo¨sung von (2.19) auf die gleiche Art und Weise
auch auf die Existenz einer Lo¨sung von (1.4) mit Nullrandbedingungen schließen, sind
die beiden Formulierungen a¨quivalent. Fu¨r den Beweis von (2.6) war es no¨tig, die
Problemstellung mit verschwindenden Randwerten zu benutzen, aber wie wir eben
zeigten, bedeutet das keine Einschra¨nkung an die in der Systemgleichung geforderten
Randwerte. Bei genauer Untersuchung, wie z.B. in Alt [2] (2005), stellt ich heraus,
dass die Aussage von Satz 2.2.5 nur fu¨r Funktionen r = r1 − r2 mit r1, r2 Lo¨sungen
von (2.19) gelten muss. Daher zieht eine Einschra¨nkung auf verschwindende Randwerte
kein Verlust an der Allgemeinheit der Problemstellung nach sich.
Kapitel 3
Allgemeine Aspekte der
Diskretisierung
3.1 Diskretisierung und diskrete Ra¨ume
Zur Lo¨sung des Steuerungsproblems (StP) ist es no¨tig, das unendlich-dimensionale
Problem zu diskretisieren und fu¨r die entstehenden diskreten, endlich-dimensionalen
Probleme die Lo¨sungen zu berechnen. Dafu¨r beno¨tigen wir Fehlerabscha¨tzungen fu¨r
die exakte optimale Steuerung und die durch Lo¨sen der diskreten Probleme berechne-
ten Funktionen. Diesen Weg gehen wir mittels zweier verschiedener Methoden, fu¨r die
wir zuvor allgemeine Konzepte der Diskretisierung einfu¨hren.
Zuna¨chst unterteilen wir das Intervall [0, T ] mit Hilfe der Zwischenstellen 0 = t0 <
t1 < . . . < tN−1 < tN = T in N Intervalle der konstanten La¨nge h = ti+1 − ti.
Das bedeutet also ti = ih = iT/N fu¨r i = 0, . . . , N . Wir bezeichnen mit Ti die links
abgeschlossenen und rechts offenen Intervalle [ti, ti+1[ fu¨r i = 0, . . . , N − 2 und das
beidseitig abgeschlossene Intervall [ti, ti+1] fu¨r i = N−1. Auf der Basis dieser Zerlegung
definieren wir endlich-dimensionale Unterra¨ume von L2[0, T,Rm] bzw. von W 12 [0, T,Rn]
unter Verwendung der aus (1.2) bekannten Vektorra¨ume aller Polynome
Uh[0, T,Rm] = {uh ∈ L∞[0, T,Rm] : uh|Ti ∈ P0[ti, ti+1,Rm], i = 0, . . . , N − 1},
Vh[0, T,Rn] = {vh ∈ C[0, T,Rn] : vh|Ti ∈ P1[ti, ti+1,Rn], i = 0, . . . , N − 1}.
Es ist auf Grund der endlichen Dimension offensichtlich, dass beide Ra¨ume versehen
mit dem L2-Skalarprodukt Hilbert-Ra¨ume sind. Wir verwenden daher die Norm ‖ · ‖2.
Oftmals beno¨tigen wir auch Funktionen vh aus Vh[0, T,Rn] mit den Randbedingun-
gen vh(0) = vh(T ) = 0, daher definieren wir zusa¨tzlich den Raum
Vh,0[0, T,Rn] = Vh[0, T,Rn] ∩W 12,0[0, T,Rn].
Diese endlich-dimensionalen Ra¨ume statten wir mit Basen aus und schreiben jedes
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Element als Linearkombination der Basiselemente. Dazu benutzen wir folgende Dar-
stellung
Uh[0, T,Rm] = Uh[0, T,R]× · · · × Uh[0, T,R]︸ ︷︷ ︸
m−mal
des Raumes Uh[0, T,Rm] und definieren fu¨r Uh[0, T,R] die Basis
u
(j)
h (t) =
1, t ∈ Tj0, sonst , j = 0, . . . , N − 1,
also die charakteristischen Funktionen der Intervalle Tj.
Fu¨r Vh[0, T,Rn] gehen wir analog von
Vh[0, T,Rn] = Vh[0, T,R]× · · · × Vh[0, T,R]︸ ︷︷ ︸
n−mal
aus und definieren die Funktionen
v
(j)
h (t) =

t− tj−1
h
, t ∈ Tj−1
tj+1 − t
h
, t ∈ Tj
0, sonst
, j = 1, . . . , N − 1,
sowie
v
(0)
h (t) =

t1 − t
h
, t ∈ T0
0, sonst
und v
(N)
h (t) =

t− tN−1
h
, t ∈ TN−1
0, sonst
.
Die v
(j)
h sind die sogenannten Hut-Funktionen und erstrecken sich jeweils u¨ber das
Intervall [tj−1, tj+1] bzw. u¨ber das jeweilige Randintervall T0 und TN−1. Die Menge
(v
(0)
h , . . . , v
(N)
h ) bildet dann die gesuchte Basis von Vh[0, T,R]. Man weist leicht nach,
dass diese Mengen von Funktionen wirklich Basen der jeweiligen Ra¨ume sind.
Wir besitzen demnach eine Darstellung beliebiger Funktionen uh ∈ Uh[0, T,R] und
vh ∈ Vh[0, T,R] durch
uh =
N−1∑
j=0
αju
(j)
h bzw. vh =
N∑
j=0
βjv
(j)
h .
Die Dimensionen von Uh[0, T,R] und Vh[0, T,R] bestimmen sich durch die Anzahl der
Basiselemente zu N und N + 1. Daraus leiten wir nun die Darstellung beliebiger Funk-
tionen uh ∈ Uh[0, T,Rm] und vh ∈ Vh[0, T,Rn] ab. Dazu definieren wir die Basiselemente
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u
(j,k)
h durch
u
(j,k)
h = (0, . . . , 0, u
(j)
h︸︷︷︸
k-te Stelle
, 0, . . . , 0)T, j = 0, . . . , N − 1; k = 1, . . . ,m.
Die Dimension von Uh[0, T,Rm] bestimmt sich somit zu Nm und jedes Element uh ∈
Uh[0, T,Rm] la¨sst sich darstellen durch
uh =
N−1∑
j=0
m∑
k=1
αj,ku
(j,k)
h =
N−1∑
j=0
αju
(j)
h .
Im zweiten Teil der Gleichung benutzten wir bereits eine andere Schreibweise. Die Ko-
effizienten αj sind Vektoren der Dimension m und zusammen mit den eindimensionalen
Basisfunktionen u
(j)
h erhalten wir die gleiche Funktion. Bilden wir aus den Koeffizienten
αj,k den Vektor
α = (α0,1, . . . , α0,m, . . . , αN−1,1, . . . , αN−1,m)T ∈ RNm,
so gibt es eine eineindeutige Zuordnung uh ←→ α, die jeder Funktion aus Uh[0, T,Rm]
den Vektor ihrer Koeffizienten zuordnet. Somit ist Uh[0, T,Rm] zum RNm isomorph und
wir identifizieren jedes Element uh ∈ Uh[0, T,Rm] mit dem zugeho¨rigen Vektor α.
Analog gehen wir vor bei der Betrachtung einer Basis von Vh mit Hilfe der oben
definierten Funktionen v
(j)
h . So seien
v
(j,k)
h = (0, . . . , 0, v
(j)
h︸︷︷︸
k-te Stelle
, 0, . . . , 0)T j = 0, . . . , N ; k = 1, . . . , n.
Damit folgt fu¨r die Dimension von Vh[0, T,Rn] der Wert (N+1)n und die Darstellbarkeit
von Funktionen zh, ph ∈ Vh[0, T,Rn] durch
zh =
N∑
j=0
n∑
k=1
βj,kv
(j,k)
h =
N∑
j=0
βjv
(j)
h , ph =
N∑
j=0
n∑
k=1
ζj,kv
(j,k)
h =
N∑
j=0
ζjv
(j)
h .
Die Bezeichnungen zh und ph sind an dieser Stelle mit Bedacht in dieser Form gewa¨hlt.
Wir werden spa¨ter damit den diskretne Zustand bzw. den diskreten adjugnierten Zu-
stand bezeichnen. Auch hier weisen wir auf die vereinfachende Schreibweise mit den
eindimensionalen Basisfunktionen hin. Ferner existieren wieder eineindeutige Zuord-
nungen zwischen den Funktionen aus dem Raum Vh[0, T,Rn] und den zugeho¨rigen
Vektoren der Koeffizienten, also
zh ←→ β = (β0,1, . . . , β0,n, . . . , βN,1, . . . , βN,n)T ∈ R(N+1)n,
ph ←→ ζ = (ζ0,1, . . . , ζ0,n, . . . , ζN,1, . . . , ζN,n)T ∈ R(N+1)n.
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Betrachten wir abschließend noch den Raum Vh,0[0, T,Rn], fu¨r dessen Elemente an
den Stellen t = 0 und t = T eine Nullstelle vorgegeben ist. Fu¨r eine Basis dieses Raumes
beno¨tigen wir demnach fu¨r die Ra¨nder keine Basisfunktionen, denn fu¨r die Koeffizienten
β0 und βN wa¨re der Wert 0n vorgeschrieben. Wir stellen somit die Funktionen aus
Vh,0[0, T,Rn] durch eine Linearkombination wie folgt dar
zh =
N−1∑
j=1
n∑
k=1
βj,kv
(j,k)
h =
N−1∑
j=1
βjv
(j)
h .
Der zugeordnete Koeffizientenvektor besitzt dann die Gestalt
β = (β1,1, . . . , β1,n, . . . , βN−1,1, . . . , βN−1,n)T ∈ R(N−1)n.
Wir finden also auch hier bijektive Zuordnungen Vh[0, T,Rn] ←→ R(N+1)n bzw.
Vh,0[0, T,Rn] ←→ R(N−1)n und identifizieren so jedes Element der jeweiligen Ra¨ume
mit der zugeho¨rigen Matrix ihrer Koeffizienten.
3.2 Diskrete Normen
Im letzten Abschnitt fu¨hrten wir ausgehend von einer Unterteilung des Intervalls [0, T ]
Vektorra¨ume stu¨ckweise konstanter und stu¨ckweise linearer Funktionen ein. Fu¨r beide
Ra¨ume u¨bernahmen wir das Skalarprodukt 〈z, v〉 = ∫ T
0
z(t)Tv(t) dt und die zugeho¨rige
Norm ‖ · ‖2 vom Ausgangsraum L2[0, T,Rn]. Ein anderer Weg der Definition einer
geeigneten Norm ist die Approximation des Integrals mittels der Quadraturformel∫ T
0
z(t)Tv(t) dt ≈ h
N∑
i=0
z(ti)
Tv(ti) z, v ∈ C[0, T,Rn].
Setzen wir auf der rechten Seite zwei Funktionen zh, vh ∈ Vh[0, T,Rn] ein, so stellt der
Ausdruck ein alternatives Skalarprodukt
〈zh, vh〉h := h
N∑
i=0
zh(ti)
Tvh(ti)
auf Vh[0, T,Rn] dar. Die von ihm induzierte Norm lautet dann
‖zh‖h =
√√√√h N∑
i=0
|zh(ti)|2.
Auf dem Raum Uh[0, T,Rn] lautet die Definition dieser diskreten Norm a¨hnlich, es ist
‖uh‖h =
√√√√hN−1∑
i=0
|uh(Si)|2,
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wobei Si den Mittelpunkt des Intervalls Ti fu¨r i = 0, . . . , N − 1 bezeichnet.
Fu¨r die weiteren Betrachtungen definieren wir zwecks besserer U¨bersicht abku¨rzen-
de Schreibweisen. So mo¨gen die Subscripte h und h¯ fu¨r die vorwa¨rts bzw. ru¨ckwa¨rts
gerichtete Euler-Approximation der ersten Ableitung auf dem Intervall rechts bzw.
links der Stu¨tzstelle stehen. Das bedeutet (zi)h =
zi+1−zi
h
, i = 0, . . . , N − 1, und
(zi)h¯ =
zi−zi−1
h
, i = 1, . . . , N . Fu¨r die Hintereinanderausfu¨hrung von (·)h¯ und (·)h schrei-
ben wir (·)h¯h = (·)hh¯. Mit diesen Symbolen bestimmen wir die L2-Norm der Funktion
zh ∈ Vh[0, T,Rn] exakt, denn mit βi = zh(ti) fu¨r i = 0, . . . , N ist∫ T
0
|zh(t)|2 dt =
N−1∑
i=0
∫ ti+1
ti
zh(t)
Tzh(t) dt
=
N−1∑
i=0
∫ ti+1
ti
(t− ti)2(βi)Th (βi)h + 2(t− tj)(βi)Thβi + βTi βi dt
= h
N−1∑
i=0
(βi+1 − βi)T(βi+1 − βi)
3
+ (βi+1 − βi)Tβi + βTi βi
= h
N−1∑
i=0
(βi+1 − βi)T(βi+1 − βi)
3
+ βTi βi+1
= βT
h
6

2I I
I 4I I
. . .
I 4I I
I 2I

︸ ︷︷ ︸
=:L
β
und somit
‖zh‖22 = βTLβ ∀zh ∈ Vh[0, T,Rn]. (3.1)
Durch Vorgabe verschwindender Randwerte, also zh ∈ Vh,0[0, T,Rn] und βi = zh(ti) fu¨r
i = 1, . . . , N − 1, vereinfacht sich die Formel zu
‖zh‖22 = βT
h
6

4I I
I 4I I
. . .
I 4I I
I 4I

︸ ︷︷ ︸
L0
β, ∀zh ∈ Vh,0[0, T,Rn]. (3.2)
Die Matrizen L und L0 besitzen demnach die Dimensionen (N + 1)n× (N + 1)n und
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(N − 1)n× (N − 1)n. Wir kennen demnach zwei verschiedene Normen auf dem Raum
Vh,0[0, T,Rn]. In welcher Beziehung sie stehen zeigt folgendes Lemma.
Lemma 3.2.1. Die Normen ‖ · ‖h bzw. ‖ · ‖2 sind auf den Ra¨umen Vh[0, T,Rn] bzw.
Vh,0[0, T,Rn] a¨quivalent und die Abscha¨tzungskonstanten sind unabha¨ngig von h, d.h.
1√
6
‖uh‖h ≤ ‖uh‖2 ≤ ‖uh‖h ∀uh ∈ Vh[0, T,Rn] (3.3)
1√
3
‖zh‖h ≤ ‖zh‖2 ≤ ‖zh‖h ∀zh ∈ Vh,0[0, T,Rn]. (3.3a)
Beweis: Wieder mit den Bezeichnungen βi = zh(ti) fu¨r i = 1, . . . , N − 1 und β =
(βT1 , . . . , β
T
N−1)
T gilt offensichtlich
‖zh‖2h = h|β|2.
Weiterhin wissen wir mit Hilfe des Satzes von Gerschgorin (siehe Anhang, Satz A.3.3)
fu¨r die Eigenwerte λ der Matrix L0 folgendes
|λ− 2
3
h| ≤ h
3
=⇒ h
3
≤ λ ≤ h.
Dann ist mit ‖zh‖22 = βTL0β
1
3
‖zh‖2h ≤ λmin(L0)
N−1∑
i=1
|βi|2 ≤ 〈L0β, β〉 ≤ λmax(L0)
N−1∑
i=1
|βi|2 ≤ ‖zh‖2h.
Fu¨r den Raum Vh[0, T,Rn] beachten wir folgende Vera¨nderungen. Der Vektor α
besteht jetzt aus N + 1 Komponenten, d.h. fu¨r die Eigenwerte der Matrix L schließen
wir mit dem gleichen Argument wie eben und beachten die zusa¨tzlichen Bedingungen
fu¨r die erste und letzte Komponente
|λ− 2
3
h| ≤ h
3
=⇒ h
3
≤ λ ≤ h, |λ− h
3
| ≤ h
6
=⇒ h
6
≤ λ ≤ h
2
.

Betrachten wir nun die Ableitung einer stu¨ckweise linearen Funktion zh, so gilt
z˙h(t) =
βi+1−βi
h
= (βi)h fu¨r t ∈ Ti und i = 0, . . . , N − 1, d.h. z˙h ist stu¨ckweise konstant
und es folgt
‖z˙h‖2 =
√∫ T
0
z˙h(t)Tz˙h(t) dt =
√√√√N−1∑
i=0
∫ ti+1
ti
|βi+1 − βi|2
h2
dt
=
√√√√hN−1∑
i=0
|βi+1 − βi|2
h2
=
√√√√hN−1∑
i=0
|(βi)h|2.
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Den Vektor ((β0)
T
h , . . . , (βN−1)
T
h )
T interpretieren wir als Ableitung der Funktion zh und
somit lautet eine a¨quivalente Formulierung der letzten Gleichung
‖z˙h‖2 = ‖z˙h‖h,
d.h. bei stu¨ckweise konstanten Funktionen liefern beide Normen ‖ · ‖2 und ‖ · ‖h, den
gleichen Wert. Allgemein gilt
‖uh‖2 = ‖uh‖h ∀uh ∈ Uh[0, T,Rn].
Die Berechnung der Norm ‖ · ‖h geschieht dann unter Verwendung der Werte am je-
weiligen Mittelpunkt der Intervalle. Daraus folgern wir mit Lemma 3.2.1
‖zh‖1,2 =
√
‖zh‖22 + ‖z˙h‖22 ≤
√
‖zh‖2h + ‖z˙h‖2h
und analog zu den Betrachtungen bei kontinuierlichen Funktionen zeigen wir auch im
diskreten Fall, dass der Ausdruck ‖z˙h‖2 schon eine a¨quivalente Norm auf Vh,0[0, T,Rn]
darstellt. Wir erinnern an dieser Stelle an Lemma 2.2.1 mit der darin bewiesenen
Poincare´’schen Ungleichung und leiten zuna¨chst eine diskrete Variante davon her.
Lemma 3.2.2 (Diskrete Poincare´’sche Ungleichung). Sei zh ∈ Vh,0[0, T,Rn] mit
βi = zh(ti) fu¨r i = 0, . . . , N und ‖zh‖h =
√
h
∑N−1
i=1 |βi|2. Dann gilt
‖zh‖h ≤ T√
2
√√√√hN−1∑
i=0
|(βi)h|2. (3.4)
Beweis: Auf Grund von β0 = 0n gilt zuna¨chst
βk = h
k−1∑
i=0
βi+1 − βi
h
, k = 1, . . . , N
und somit schließen wir mit Hilfe der Ho¨lder’schen Ungleichung (siehe Anhang, Lem-
ma A.3.1)
|βk|2 ≤ h2
(
k−1∑
i=0
|βi+1 − βi|
h
)2
(A.1)
≤ h2k
k−1∑
i=0
|βi+1 − βi|2
h2
≤ h2k
N−1∑
i=0
|βi+1 − βi|2
h2
= h2k
N−1∑
i=0
|(βi)h|2 = hk‖z˙h‖2h.
Damit gilt
‖zh‖2h = h
N−1∑
k=1
|βk|2 ≤ h2 ‖z˙h‖2h
N−1∑
k=1
k ≤ h2N(N − 1)
2
‖z˙h‖2h ≤
T 2
2
‖z˙h‖2h.

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Gehen wir zuru¨ck zu den Gedanken direkt vor dem Lemma und scha¨tzen dort mit
der eben hergeleiteten Ungleichung weiter ab, so folgt
‖zh‖1,2 ≤
√
‖zh‖22 + ‖z˙h‖22
(2.3)
≤
√
T 2
2
‖z˙h‖22 + ‖z˙h‖22 ≤ c2.6 ‖z˙h‖h.
Die gleichen Randwertbedingungen bilden im na¨chsten Lemma die Argumente beim
Beweis einer diskreten Variante des Sobolew’schen Einbettungssatzes (siehe Anhang,
Satz A.3.2) dar. Wie wir sehen, stimmen sogar die Konstanten im Vergleich zum kon-
tinuierlichen Fall u¨berein.
Lemma 3.2.3. Sei zh ∈ W 12 [0, T,Rn] mit zh(ti) = βi fu¨r i = 0, . . . , N . Dann gilt
‖zh‖∞ ≤
√
2 max{ 1√
T
,
√
T}
√
‖z‖2h + ‖z˙h‖2h.
Daru¨ber hinaus gilt fu¨r zh ∈W 12,0[0, T,Rn]
‖zh‖∞ ≤
√
T‖z˙h‖h. (3.5)
Beweis: Sei j derjenige Index mit |βj| = min
0≤i≤N
|βi|. Dann gilt wegen |βj| ≤ 1N
∑N
k=0 |βk|
und Nh = T
|βi| ≤ |βj|+ h
i−1∑
k=j
|βk+1 − βk|
h
≤ h
T
N∑
k=0
|βj|+ h
N−1∑
k=0
|βk+1 − βk|
h
.
Auf Grund der Minimaleigenschaft von βj folgt dann fu¨r i = 0, . . . , N
|βi| ≤
√
T‖z˙h‖h + h
T
N∑
k=0
|βk|
(A.1)
≤
√
T‖z˙h‖h + 1√
T
‖zh‖h
≤ max{ 1√
T
,
√
T} (‖zh‖h + ‖z˙h‖h)
(A.1)
≤
√
2 max{ 1√
T
,
√
T}
√
‖zh‖2h + ‖z˙h‖2h.
Wegen β0 = 0n setzen wir fu¨r die zweite Ungleichung j = 0 und es folgt mit den
gleichen U¨berlegungen wie eben
|βi| ≤
√
T‖z˙h‖h, i = 0, . . . , N.
Da die rechten Seiten jeweils unabha¨ngig vom Index i sind, bilden wir links das
Maximum u¨ber alle i und vollenden somit den Beweis. 
Zum Abschluss dieses Abschnitts stellen wir ein Konzept vor, welches wir zum
Beschreiben des Verhaltens bzw. der Form einer Funktion einsetzen. Dazu beno¨tigen wir
Zerlegungen des Intervalls [0, T ]. Darunter ist jeweils eine Menge von Stellen τk ∈ [0, T ],
k = 1, . . . ,m mit m ∈ N und 0 ≤ τ1 < τ2 < . . . < τm−1 < τm ≤ T zu verstehen.
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Definition 3.2.4 (Variation). Seien f : [0, T ] → Rn und Z = {τ1, . . . , τm} ⊂ [0, T ]
eine Zerlegung. Dann ist die Variation von f bezu¨glich Z auf dem Intervall [0, T ] gegeben
durch
VT0 (Z) f =
m−1∑
k=1
|f(τk+1)− f(τk)|.
Die (totale) Variation von f auf [0, T ] ist dann
VT0 f = sup
Z
VT0 (Z).
♦
Die Variation ist keine Norm, denn von VT0 f = 0 ist der Schluss auf f = 0 nicht
mo¨glich. So besitzen z.B. alle konstanten Funktionen verschwindende Variation. Da
aber VT0 af = |a|VT0 f fu¨r alle a ∈ R und auch die Dreiecks-Ungleichung VT0 (f + g) ≤
VT0 f + V
T
0 g gilt, sprechen wir von einer Semi-Norm.
Definition 3.2.5 (Funktionen von beschra¨nkter Variation). Eine Funktion f :
[0, T ]→ Rm heißt von beschra¨nkter Variation, falls gilt
VT0 f <∞.
Den Vektorraum aller Funktionen f : [0, T ]→ Rm von beschra¨nkter Variation bezeich-
nen wir mit BV [0, T,Rm]. ♦
Bei der Definition der Variation u¨bergingen wir einen formalen Aspekt. Wir beno¨ti-
gen Werte der Funktion an den konkreten Stellen der Zerlegung. Bei den Elementen der
Ra¨ume Lp[0, T,Rn] handelt es sich allerdings um Funktionenklassen, d.h. das Element
a¨ndert sich nicht, wenn wir die Funktionswerte an ho¨chstens abza¨hlbar vielen Stel-
len durch beliebige Werte ersetzen. Die Variation dieser neuen Funktion kann durch-
aus einen anderen Wert annehmen oder sogar unendlich groß werden, obwohl wir die
Klasse nicht verlassen. Das bedeutet, in einer A¨quivalenzklasse liegen Funktionen von
beschra¨nkter und von unbeschra¨nkter Variation. Daru¨ber hinaus ist eine Identifizie-
rung einer Klasse mit einer speziellen Funktion u¨ber die Eigenschaft der beschra¨nkten
Variation nicht mo¨glich.
Die Verwendung der Variation ist also nur bei Funktionen mo¨glich, bei denen je-
der Funktionswert eindeutig definiert ist. Spa¨ter betrachten wir lediglich die optimale
Steuerung, also die Lo¨sung von (StP). Aus diesem Grund aher fa¨llt das Definitionspro-
blem weg, denn u¯ ist nach Lemma 2.4.1 Lipschitz-stetig. An Hand der dort hergeleiteten
Projektionsformel (2.16) erkennen wir die spezielle Struktur von u¯. Die Funktionswerte
sind eindeutig bestimmt, denn sie nehmen entweder den Wert − 1
ν
BTp¯(t) oder den Wert
einer der beiden Schranken a und b an. Auf Grund von
p¯ ∈ W 22 [0, T,Rn]
Satz A.3.2⊂ C1[0, T,Rn]
sind die Funktionswerte von u¯ und auch von ˙¯u an jeder Stelle des Intervalls eindeutig
bestimmt. Daher ist der spa¨ter ha¨ufig gebrauchte Ausdruck VT0 ˙¯u wohldefiniert.
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Beispiel: Seien f : [0, T ] → R eine stetig differenzierbare Funktion und a, b ∈ R
Konstanten mit a < b. Betrachten wir die Funktion F : [0, T ]→ Rm, definiert durch
F (t) :=

a, f(t) < a
b, f(t) > b
f(t), sonst
,
und u¨berpru¨fen wir die Anzahl der Schnittstellen von f mit den konstanten Funktionen
a und b, wobei nur diejenigen Stellen gemeint sind, an denen f − a bzw. f − b das
Vorzeichen wechselt. Die Funktion F ist genau an diesen Stellen nicht differenzierbar
im klassischen Sinne. Falls die Anzahl der Schnittstellen eine abza¨hlbare Menge ist,
so existiert dennoch eine schwache Ableitung, denn F ist Lipschitz-stetig und daher
auch absolut stetig. Die schwache Ableitung stimmt demnach mit der punktweisen
klassischen Ableitung u¨berein. Daru¨ber hinaus gilt
F˙ (t) =
f˙(t), f(t) ∈ (a, b)0, sonst .
Die Funktion F˙ ist somit stu¨ckweise stetig und besitzt abza¨hlbar viele Sprungstellen.
Da wir f als stetig differenzierbar vorausgesetzt hatten, gilt auch |F˙ (t)| < ∞ fu¨r
fast alle t ∈ [0, T ] und somit F ∈ W 1∞[0, T,R]. Ist die Summe der Betra¨ge u¨ber alle
Sprungho¨hen sogar endlich, so folgt F˙ ∈ BV [0, T,R]. ♦
Abschließend beweisen wir noch zwei Aussagen u¨ber das Verhalten der Variation
einer Funktion, die wir in spa¨teren Abscha¨tzungen ha¨ufig beno¨tigen werden.
Lemma 3.2.6. Seien f ∈ BV [0, T,Rm] und τ0 eine beliebige Stelle in [0, T ]. Dann gilt
sowohl f ∈ BV [0, τ0,Rm] als auch f ∈ BV [τ0, T,Rm] und daru¨ber hinaus
Vτ00 f + V
T
τ0
f = VT0 f.
Beweis:
”
≤“ Seien Z1 = {τ1, . . . , τm} eine Zerlegung von [0, τ0] und Z2 = {τm+1, . . . , τk} eine
Zerlegung von [τ0, T ]. Dann ist Z1 ∪ Z2 eine Zerlegung vom gesamten Intervall
[0, T ]. Daraus folgt
VT0 (Z1)f + V
T
0 (Z2)f = V
T
0 (Z1 ∪ Z2)f ≤ VT0 f.
”
≥“ Sei Z = {τ1, . . . , τm} eine Zerlegung von [0, T ]. Dann ist Z∪{τ0}mit τl < τ0 < τl+1
eine Verfeinerung und da
|f(τl)− f(τl+1)| ≤ |f(τl)− f(τ0)|+ |f(τ0)− f(τl+1)|
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gilt, folgt schließlich
VT0 (Z)f =
m−1∑
j=1
|f(τj+1)− f(τj)|
=
l−1∑
j=1
|f(τj+1)− f(τj)|+ |f(τ0)− f(τl)|
+
m−1∑
j=l+1
|f(τj+1)− f(τj)|+ |f(τl+1)− f(τ0)|
≤ Vτ00 f + VTτ0f.

Korollar 3.2.7. Seien f ∈ BV [0, T,Rm] und 0 = t0 < t1 < . . . < tN−1 < tN = T die
oben eingefu¨hrten Stu¨tzstellen. Dann gilt
N−1∑
i=0
V
ti+1
ti f = V
T
0 f. (3.6)
Beweis: Wir verweisen auf das voraus gehende Lemma. Das Korollar folgt sofort
durch Iteration. 
Bemerkung: Den Ausdruck V
ti+1
ti werden wir noch ha¨ufiger benutzen, daher verwen-
den wir ab sofort VTi := V
ti+1
ti . ♦
Korollar 3.2.8. Sei f ∈W 11 [0, T,Rn]. Dann gilt f ∈ BV [0, T,Rn] und
VT0 f ≤ ‖f˙‖L1[0,T,Rn]. (3.7)
Beweis: Auf Grund der Voraussetzung ist f stetig, daher ist die Variation wohl-
definiert und es gilt mit den obigen Bezeichnungen und einer beliebigen Zerlegung
Z = {τ0, . . . , τk}
VT0 (Z)f =
k−1∑
i=0
|f(τi+1)− f(τi)| =
k−1∑
i=0
∣∣∣ ∫ τi+1
τi
f˙(t)
∣∣∣ dt ≤ ‖f˙‖L1[0,T,Rn].
Da Z beliebig ist, gehen wir links zum Supremum u¨ber und erhalten die Aussage. 
Lemma 3.2.9. Sei z ∈ W 22,0[0, T,Rn] und z(ti)hh¯ =
z(ti+1)− 2z(ti) + z(ti−1)
h2
fu¨r die
Indizes i = 1, . . . , N − 1, so gilt
‖(z)hh¯‖h =
(
h
N−1∑
i=1
∣∣z(ti)hh¯∣∣2
) 1
2
≤ 2‖z¨‖2.
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Sei u ∈ W 1∞[0, T,Rm] mit u˙ ∈ BV [0, T,Rm] und u(ti)hh¯ fu¨r i = 1, . . . , N − 1 wie eben,
sowie u(t0)hh¯ =
u(t1)− u(t0)
h2
und u(tN)hh¯ =
u(tN−1)− u(tN)
h2
, so folgt
‖(u)hh¯‖h =
(
h
N−1∑
i=1
∣∣u(ti)hh¯∣∣2
) 1
2
≤ 2 (VT0 u˙+ ‖u˙‖∞)h−
1
2 .
Beweis: Auf Grund der Differenzierbarkeit von z schließen wir zuna¨chst mit der
Bezeichnung Si = (ti + ti+1)/2, i = 0, . . . , N − 1, fu¨r den Mittelpunkt des Intervalls Ti
‖(z)hh¯‖2h = h
N−1∑
i=1
|z(ti+1)− 2z(ti) + z(ti−1)|2
h4
=
1
h3
N−1∑
i=1
∣∣∣ ∫ h2
−h
2
z˙(Si + t) dt−
∫ h
2
−h
2
z˙(Si−1 + t) dt
∣∣∣2
≤ 1
h3
N−1∑
i=1
(∫ h
2
−h
2
|z˙(Si + t)− z˙(Si−1 + t)| dt
)2
≤ 1
h3
N−1∑
i=1
(∫ h
2
−h
2
∫ Si
Si−1
|z¨(s+ t)| ds dt
)2
≤ 1
h
N−1∑
i=1
(‖z¨‖L1(Ti−1) + ‖z¨‖L1(Ti))2
(A.2)
≤
N−1∑
i=1
(‖z¨‖L2(Ti−1) + ‖z¨‖L2(Ti))2 ≤ 4‖z¨‖22,
also
‖(z)hh¯‖h ≤ 2‖z¨‖2.
Weiterhin gilt
h
N−1∑
i=1
|u(ti+1)− 2u(ti) + u(ti−1)|2
h4
≤ 1
h3
N−1∑
i=1
(∫ h
2
−h
2
|u˙(Si + t)− u˙(Si−1 + t)| dt
)2
≤ 1
h3
N−1∑
i=1
(∫ h
2
−h
2
V
ti+1
ti−1u˙ dt
)2
=
1
h
N−1∑
i=1
(
V
ti+1
ti−1u˙
)2 (3.6)
≤ 4(VT0 u˙)2 1h,
und
h
|u(t1)− u(t0)|2
h4
≤ ‖u˙‖2∞
1
h
, h
|u(tN−1)− u(tN)|2
h4
≤ ‖u˙‖2∞
1
h
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also
‖(u)hh¯‖h ≤ 2 (VT0 u˙+ ‖u˙‖∞)h−
1
2 .

3.3 Diskretisierungsoperatoren und Interpolation
In den spa¨teren Abschnitten untersuchen wir Approximationen der Funktionen im
Steuerungsproblem (StP) durch Elemente der zuletzt eingefu¨hrten Ra¨ume. Das heißt,
wir untersuchen die Eigenschaften stu¨ckweise konstanter und stu¨ckweise linearer In-
terpolationsfunktionen. Von besonderem Interesse sind die Absta¨nde zwischen einer
Funktion und ihrer Approximation in verschiedenen Normen.
Wir fu¨hren den Operator P1 : W
1
2 [0, T,Rn] → Vh[0, T,Rn] ein, der jeder Funktion
z diejenige Funktion P1z zuordnet mit (P1z)(tj) = z(tj) fu¨r j = 0, . . . , N . Das ist fu¨r
W 12 [0, T,Rn] sinnvoll, denn der Raum liegt eingebettet in C[0, T,Rn] und die Funkti-
onswerte an isolierten Stellen sind daher eindeutig bestimmt. Die Funktion P1z stellen
wir als Linearkombination der Basiselemente v
(j)
h dar
P1z =
N∑
j=0
z(tj)v
(j)
h .
Es ist offensichtlich, dass P1vh = vh fu¨r alle vh ∈ Vh[0, T,Rn] gilt.
Neben diesem Diskretisierungsoperator auf den Raum Vh[0, T,Rn], beno¨tigen wir
eine Approximation durch stu¨ckweise konstante Funktionen. Wir definieren daher den
Operator P0 : W
1
2 [0, T,Rm]→ Uh[0, T,Rm] durch
(P0u)(t) = u(Si) ∀t ∈ Ti, i = 0, . . . , N − 1
wobei Si den Mittelpunkt des Intervalls Ti bezeichnet, also Si = (ti+ ti+1)/2. Auch das
Bild unter P0 besitzt eine Darstellung in den Basiselementen des Bildraumes, es ist
P0u =
N−1∑
j=0
u(Sj)u
(j)
h .
Bevor wir weitere Aussagen beweisen, halten wir die so eben eingefu¨hrten Opera-
toren in einer Definition fest.
Definition 3.3.1 (Diskretisierungsoperatoren).
1. Der lineare Diskretisierungsoperator P1 : W
1
2 [0, T,Rn]→ Vh[0, T,Rn] ordne jeder
Funktion z ∈ W 12 [0, T,Rn] die Funktion P1z ∈ Vh[0, T,Rn] zu, fu¨r die an den
Punkten t0, . . . , tN gilt
z(ti) = (P1z)(ti) i = 0, . . . , N.
46 KAPITEL 3. ALLGEMEINE ASPEKTE DER DISKRETISIERUNG
Auf dem Intervall Ti besitzt P1z die folgende Gestalt
(P1z)(t) =
z(ti+1)− z(ti)
h
(t− ti) + z(ti), i = 0, . . . , N − 1.
2. Sei Si = (ti+1 + ti)/2 der Mittelpunkt des Intervalls Ti. Der lineare Diskreti-
sierungsoperator P0 : W
1
2 [0, T,Rm] → Uh[0, T,Rm] ordne jeder Funktion u ∈
W 12 [0, T,Rm] diejenige Funktion P0u ∈ Uh[0, T,Rm] zu, fu¨r die gilt
(P0u)(t) = u(Si), t ∈ Ti, i = 0, . . . , N − 1.
Auf dem Intervall Ti nimmt dann P0u konstant den Wert u(Si) an. ♦
Bemerkungen:
(1) Die Operatoren P1 und P0 sind wohldefiniert. Seien r
1 und r2 zwei Funktionen
aus Vh[0, T,Rn] mit r1(ti) = z(ti) = r2(ti) fu¨r i = 0, . . . , N . Dann besitzt die
Funktion r1 − r2 in jedem Teilintervall Ti zwei Nullstellen, na¨mlich ti und ti+1
und auf Grund der Linearita¨t in Ti gilt r
1 ≡ r2. Ein a¨hnliches Argument zeigt
die Korrektheit der Definition von P0.
(2) Der Operator P1 bildet formal auf den Raum Vh[0, T,Rn] ab. Es ist offensichtlich,
dass der Bildbereich von W 12,0[0, T,Rn] gleich dem Raum Vh,0[0, T,Rn] ist. Daher
gehen wir beim Bild von P1 ohne weiteren Kommentar von einer Funktion mit
verschwindenden Randwerten aus, falls das Argument diese Eigenschaft besitzt.
Die Basisfunktionen v
(0)
h und v
(N)
h beno¨tigen wir nicht und lassen sie daher weg.
(3) Wir gewinnen aus N + 1 bzw. N Vektoren der Dimension n eine stu¨ckweise
lineare bzw. konstante Funktion vh bzw. uh, indem wir die Vektoren auf jedem
Teilintervall Ti komponentenweise linear verbinden bzw. konstant auf die Werte
des Vektors setzen. Umgekehrt gewinnen wir aus jeder Funktion vh ∈ Vh[0, T,Rn]
bzw. uh ∈ Uh[0, T,Rn] an jeder Stelle ti bzw. Si fu¨r i = 0, . . . , N bzw. fu¨r i =
0, . . . , N − 1 einen n-dimensionalen Vektor. Wir sprechen daher beim Bild von
P0 bzw. P1 synonym von Vektor oder Funktion, wobei wir bei der Bezeichnung
”
Vektor“ anmerken, dass es sich dabei um eine Menge von Vektoren handelt,
also um eine Matrix. Im eindimensionalen Fall vereinfacht sich dies wiederum, so
dass wir fu¨r eine einheitliche Schreibweise immer auf die Bezeichnung
”
Vektor“
zuru¨ckgreifen. ♦
Nach Einfu¨hrung der Diskretisierungsoperatoren P0 und P1 stellt sich sofort die Fra-
ge, welcher Fehler entsteht, wenn wir anstatt der Funktion ihre stu¨ckweise konstante
bzw. stu¨ckweise lineare Interpolation verwenden. Der Abstand zwischen beiden Funk-
tion, gemessen in verschiedenen Normen, spielt eine zentrale Rolle bei spa¨teren Fehler-
abscha¨tzungen zwischen der exakten Lo¨sung der Systemgleichung und ihrer na¨herungs-
weisen Lo¨sung. Die Approximationsgu¨te ha¨ngt im Wesentlichen von drei Parametern
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ab. So halten wir - rein qualitativ - fest, dass eine Erho¨hung der Differenzierbarkeit der
Ausgangsfunktion, den Fehler nur verringern kann. Eine bessere Approximation sollte
a¨hnliche Resultate nach sich ziehen. Eine wichtige Frage dabei ist der Einfluss der zur
Abstandsmessung herangezogenen Norm, d.h. wir untersuchen die Fehler
Ek,p,j = ‖z − Pjz‖p, z ∈ W k2 [0, T,Rn], j ∈ {0, 1}.
Wir gehen systematisch vor und untersuchen zuna¨chst stu¨ckweise konstante Approxi-
mation.
Lemma 3.3.2. Sei z ∈ W 1p [0, T,Rn] fu¨r p ∈ {1, 2}. Dann gelten folgende Ungleichun-
gen
‖z − P0z‖p ≤ ‖z˙‖p h.
Fordern wir z ∈ W 1∞[0, T,Rn], so ist
‖z − P0z‖∞ ≤ 1
2
‖z˙‖∞ h.
Beweis: Im Fall p = 1 gilt
‖z − P0z‖1 =
N−1∑
i=0
∫ ti+1
ti
|z(t)− z(Si)| dt ≤
N−1∑
i=0
∫ ti+1
ti
∫ t
Si
|z˙(s)| ds dt ≤ ‖z˙‖1 h.
Weiter ist
‖z − P0z‖22 =
N−1∑
i=0
∫ ti+1
ti
|z(t)− z(Si)|2 dt =
N−1∑
i=0
∫ ti+1
ti
∣∣∣ ∫ t
Si
z˙(s) ds
∣∣∣2 dt
≤
N−1∑
i=0
∫ ti+1
ti
‖z˙‖2L1(Ti) dt ≤
N−1∑
i=0
h2‖z˙‖2L2(Ti) = ‖z˙‖2 h2.
Auf Grund der Voraussetzung ‖z˙‖∞ < ∞ ist z Lipschitz-stetig, denn fu¨r beliebige
t1, t2 ∈ [0, T, ] gilt
|z(t1)− z(t2)| ≤
∣∣∣ ∫ t2
t1
z˙(v) dv
∣∣∣ ≤ ‖z˙‖∞|t2 − t1|.
Daraus folgt sofort die Aussage. 
Erho¨hen wir die Differenzierbarkeit von z, also z ∈ W k2 [0, T,Rn] mit k > 1, so
erreichen wir dennoch keine bessere Approximation in den oben betrachteten Normen.
Wir sind allerdings in der Lage den Abstand auch auf andere Weise zu messen und
dort erhalten wir auch eine ho¨here Konvergenzordnung.
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Lemma 3.3.3. Sei u ∈ W 1∞[0, T,Rm] mit u˙ ∈ BV [0, T,Rm]. Dann gilt folgende
Abscha¨tzung ∣∣∣ ∫ T
0
u(t)− (P0u)(t) dt
∣∣∣ ≤ 1
4
VT0 u˙ h
2. (3.8)
Sei z ∈ W 22 [0, T,Rn], so gilt∣∣∣ ∫ T
0
z(t)− (P0z)(t) dt
∣∣∣ ≤ 1
4
‖z¨‖1 h2. (3.9)
Beweis: Zuna¨chst gilt auf Grund der Voraussetzungen mit
∣∣∣ ∫ T
0
u(t)− (P0u)(t) dt
∣∣∣ = ∣∣∣N−1∑
i=0
∫ ti+1
ti
u(t)− u(Si) dt
∣∣∣
=
∣∣∣N−1∑
i=0
∫ h
2
0
u(Si + t)− 2u(Si) + u(Si − t) dt
∣∣∣
=
∣∣∣N−1∑
i=0
∫ h
2
0
[∫ t
0
u˙(Si + s)− u˙(Si − t+ s) ds
]
dt
∣∣∣
≤
N−1∑
i=0
∫ h
2
0
∫ h
2
0
|u˙(Si + s)− u˙(Si − t+ s)| ds dt
≤ h
2
4
N−1∑
i=0
VTiu˙
(3.6)
=
1
4
VT0 u˙ h
2.
Fu¨r die zweite Abscha¨tzung knu¨pfen wir direkt an die Herleitung im ersten Teil an
N−1∑
i=0
∣∣∣ ∫ ti+1
ti
z(t)− (P0z)(t) dt
∣∣∣ ≤ N−1∑
i=0
∫ h
2
0
∫ h
2
0
|z˙(Si + s)− z˙(Si − t+ s)| ds dt
≤ h
2
4
N−1∑
i=0
∫ ti+1
ti
|z¨(t)| dt ≤ 1
4
‖z¨‖1 h2.
Zum Abschluss halten wir noch ein Ergebnis fu¨r den lokalen Fehler fest. Es ist∣∣∣ ∫ ti+1
ti
z(t)− (P0z)(t) dt
∣∣∣ ≤ 1
4
‖z¨‖L1(Ti) h2 ≤
1
4
‖z¨‖L2(Ti) h2
√
h. (3.10)

Jetzt erho¨hen wir die Approximationsgu¨te und erhalten die erwarteten Verbesse-
rungen, wie folgendes Lemma zeigt.
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Lemma 3.3.4. Sei z fu¨r p ∈ {1, 2,∞} ein Element des W 2p [0, T,Rn]. Dann gelten
folgende Abscha¨tzungen
‖z − P1z‖p ≤ ‖z¨‖p h2 = |z|2,p h2. (3.11)
Beweis: Der Beweis der Abscha¨tzung fu¨r p = 2 la¨uft zuna¨chst u¨ber die Herleitung
der geforderten Ungleichung fu¨r ein beliebiges Teilintervall Ti, i = 0, . . . , N − 1, und
anschließender Summation u¨ber alle i, wie z.B. auch in D. Braess [7] (1997). Sei also
t ∈ Ti, dann schreiben wir
z(t)− (P1z)(t) = z(ti)− (P1z)(ti)︸ ︷︷ ︸
0
+
∫ t
ti
z˙(s)− ˙(P1z)(s) ds
und somit
|z(t)− (P1z)(t)| ≤
∫ ti+1
ti
|z˙(s)− ˙(P1z)(s)| ds = ‖z˙ − ˙(P1z)‖L1(Ti).
Daraus folgt mit der Ho¨lder’schen Ungleichung (siehe Anhang, Lemma A.3.1)
‖z − P1z‖L2(Ti) ≤ ‖z˙ − ˙(P1z)‖L1(Ti)
√
h ≤ ‖z˙ − ˙(P1z)‖L2(Ti) h.
Daru¨ber hinaus besitzt z−P1z in Ti zwei Nullstellen, na¨mlich genau die Intervallrand-
punkte. Somit existiert nach dem Satz von Rolle ein ξ ∈ Ti mit (z˙− ˙(P1z))(ξ) = 0 und
es ist
z˙(t)− ˙(P1z)(t) = (z˙ − ˙(P1z))(ξ)︸ ︷︷ ︸
0
+
∫ t
ξ
z¨(s) ds.
Auf Grund der Linearita¨t der Funktion P1z verschwindet deren zweite Ableitung und
wir schließen wieder wie eben
|z˙(t)− ˙(P1z)(t)| ≤
∫ ti+1
ti
|z¨(s)| ds = ‖z¨‖L1(Ti)
und
‖z˙ − ˙(P1z)‖L2(Ti) ≤ ‖z¨‖L1(Ti)
√
h ≤ ‖z¨‖L2(Ti) h.
Zusammen mit der obigen Abscha¨tzung erhalten wir
‖z − P1z‖L2(Ti) ≤ ‖z˙ − ˙(P1z)‖L2(Ti) h ≤ ‖z¨‖L2(Ti) h2.
Das Quadrat der Norm bezu¨glich des gesamten Gebiets [0, T ] berechnet sich als Summe
der Quadrate der Normen u¨ber die Teilintervalle, daher gelangen wir zu
‖z − P1z‖2 ≤ ‖z¨‖2 h2.
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Im Fall p = 1 besteht die Mo¨glichkeit eines ku¨rzeren Beweises, daher betrachten
wir ihn separat. Es ist∫ ti+1
ti
|z(t)− (P1z)(t)| dt ≤ h
∫ ti+1
ti
∣∣∣z˙(t)− z(ti+1)− z(ti)
h
∣∣∣ dt
=
∫ ti+1
ti
|hz˙(t)− (z(ti+1)− z(ti))| dt
=
∫ ti+1
ti
∫ ti+1
ti
|z˙(t)− z˙(s)| ds dt
≤
∫ ti+1
ti
∫ ti+1
ti
∫ t
s
|z¨(v)| dv ds dt
≤ ‖z¨‖L1(Ti) h2.
Daraus folgt durch Summation u¨ber alle i = 0, . . . , N − 1∫ T
0
|z(t)− (P1z)(t)| dt ≤ ‖z¨‖1 h2.
Zum Beweis der Ungleichung (3.11) fu¨r p =∞ gehen wir a¨hnlich vor. Es ist fu¨r alle
t ∈ Ti
|z(t)− (P1z)(t)| ≤
∫ ti+1
ti
|z˙(s)− ˙(P1z)(s)| ds ≤ ‖z˙ − ˙(P1z)‖L∞(Ti) h
und somit auch
‖z − (P1z)‖L∞(Ti) ≤ ‖z˙ − ˙(P1z)‖L∞(Ti) h.
Weiterhin gilt fu¨r alle t ∈ Ti
|z˙(t)− ˙(P1z)(t)| ≤
∫ ti+1
ti
|z¨(s)| ds ≤ ‖z¨‖L∞(Ti) h,
da die zweite Ableitung von P1z verschwindet. Auch hier folgt
‖z˙ − ˙(P1z)‖L∞(Ti) ≤ ‖z¨‖L∞(Ti) h.
Fassen wir das eben Angefu¨hrte zusammen, so erhalten wir
‖z − P1z‖L∞(Ti) ≤ ‖z˙ − ˙(P1z)‖L∞(Ti) h ≤ ‖z¨‖L∞(Ti) h2 ≤ ‖z¨‖∞ h2.
Da die letzte Abscha¨tzung fu¨r alle Intervalle Ti gilt, folgt schließlich
‖z − P1z‖∞ ≤ ‖z¨‖∞ h2.

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Im Verlauf des letzten Beweises gelang es uns nicht nur die Kernaussagen herzu-
leiten. Es ergab sich daru¨ber hinaus ein
”
Nebenprodukt“, welches wir in folgendem
Korollar festhalten.
Korollar 3.3.5. Sei z ∈ W 22 [0, T,Rn], dann gilt
‖z − P1z‖1,2 ≤ c2.6 ‖z¨‖2 h. (3.12)
Beweis: Aus dem ersten Teil des letzten Beweises u¨bernehmen wir
‖z − P1z‖2W 12 (Ti) = ‖z − P1z‖
2
L2(Ti)
+ ‖z˙ − ˙(P1z)‖2L2(Ti)
(2.3)
≤ 2 max{1, T 2} ‖z˙ − ˙(P1z)‖2L2(Ti)
≤ 2 max{1, T 2} ‖z¨‖2L2(Ti) h2.
Das Ergebnis folgt durch Summation u¨ber alle i = 0, . . . , N − 1. 
Die Approximation durch stu¨ckweise lineare Interpolation la¨sst uns Freiheiten in
Bezug auf die Wahl der Differenzierbarkeitseigenschaften. Wie folgendes Lemma zeigt,
ist einer Verringerung der Forderungen an die betrachtete Funktion durchaus ohne
Verlust der gewu¨nschten Konvergenzordnung h2 mo¨glich. Im Gegensatz zu den Ergeb-
nissen aus Lemma 3.3.4 ha¨ngt die Ordnung des Fehlers nun unter Umsta¨nden von der
verwendeten Norm ab.
Lemma 3.3.6. Sei u ∈ W 1∞[0, T,Rm] mit u˙ ∈ BV [0, T,Rm]. Dann gelten folgende
Abscha¨tzungen∫ T
0
|u(t)− (P1u)(t)| dt ≤ VT0 u˙ h2, ‖u− P1u‖2 ≤ VT0 u˙ h
3
2 . (3.13)
Beweis: Wir nutzen die Ableitung von u − P1u auf den Intervallen Ti, sowie die
Identita¨t u(ti) = (P1u)(ti) fu¨r i = 0, . . . , N . Es folgt dann∫ T
0
|u(t)− (P1u)(t)| dt =
N−1∑
i=0
∫ ti+1
ti
|u(t)− (P1u)(t)| dt
≤ h
N−1∑
i=0
∫ ti+1
ti
∣∣∣u˙(s)− u(ti+1)− u(ti)
h
∣∣∣ ds
≤
N−1∑
i=0
∫ ti+1
ti
∣∣∣ ∫ ti+1
ti
u˙(s)− u˙(v) dv
∣∣∣ ds
≤
N−1∑
i=0
∫ ti+1
ti
∫ ti+1
ti
|u˙(s)− u˙(v)|︸ ︷︷ ︸
≤VTi u˙
dv ds
≤ h2
N−1∑
i=0
VTiu˙
(3.6)
= VT0 u˙ h
2.
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Der zweite Teil folgt auf a¨hnliche Weise durch∫ T
0
|u(t)− (P1u)(t)|2 dt =
N−1∑
i=0
∫ ti+1
ti
|u(t)− (P1u)(t)|2 dt
≤ h
N−1∑
i=0
(∫ ti+1
ti
∣∣∣u˙(s)− u(ti+1)− u(ti)
h
∣∣∣ ds)2
≤ 1
h
N−1∑
i=0
(∫ ti+1
ti
∣∣∣ ∫ ti+1
ti
u˙(s)− u˙(v) dv
∣∣∣ ds)2
≤ 1
h
N−1∑
i=0
(VTiu˙)
2 h4
≤ h3
N−1∑
i=0
(
VTiu˙
)2 (3.6)
=
(
VT0 u˙
)2
h3.

Wir fassen an dieser Stelle alle in diesem Abschnitt bewiesenen Fehlerabscha¨tzungen
tabellarisch zusammen. Neben den verwendeten Normen fu¨hren wir zum Vergleich auch
den Ausdruck | ∫ T
0
z(t)−(Pjz)(t) dt| unter p = 1∗. Die Voraussetzungen spiegeln sich in
der jeweils hergeleiteten Konstante wieder. Das bedeutet, sind die jeweiligen Ausdru¨cke
definiert, so verha¨lt sich der Fehler mit der angegebenen Ordnung.
P0 P1
p Konstante Konv.ord. Konstante Konv.ord.
1 ‖z˙‖1 h ‖z¨‖1 h2
1
2
VT0 u˙ h
2
2 ‖z˙‖2 h ‖z¨‖2 h2
2 VT0 u˙ h
3
2
∞ 1
2
‖z˙‖∞ h ‖z¨‖∞ h2
1∗ 1
2
‖z¨‖1 h2 ‖z¨‖1 h2
1
2
VT0 u˙ h
2
Tabelle 3.1: Konvergenzordnung und Abscha¨tzungskonstanten in Abha¨ngigkeit von der Appro-
ximationsgu¨te.
Wie wir sehen, erho¨ht sich wie erwartet die Konvergenzordnung durch Verbesserung
der Approximationsgu¨te. Die Werte fu¨r p = 1∗ nehmen eine Sonderrolle ein, denn in
diesem Fall stellt der Ausdruck `(z) =
∫
z(t) − (P1z)(t) dt ein lineares beschra¨nktes
Funktional dar und es gilt daru¨ber hinaus `(p) = 0 fu¨r alle Polynome p vom Grad
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ho¨chstens 1. Diese Tatsache nutzt man auch allgemein fu¨r f : Rm → Rn und z ∈
W k2 [0, T,Rn] aus. Wird z durch den Operator zˆ mit pˆ = 0 fu¨r alle p ∈ Pk auf den Wert
zˆ ∈ R abgebildet, so gilt
‖z − zˆ‖2 ≤ c |z|k+1,2 hk+1
mit einer von h und z unabha¨ngigen Konstante c. Fu¨r einen Beweis dieser Aussage
verweisen wir auf Ciarlet [10] (1987, Kapitel 3.1). Nun erfu¨llt ` die eben genannten
Voraussetzungen fu¨r k = 1 und daher folgt die quadratische Konvergenzordnung. Der
Vorteil der Beweismethode aus Ciarlet [10] ist die Anwendungsmo¨glichkeit auch auf
Funktionen mit mehrdimensionalem Definitionsbereich.
3.4 Diskrete Steuerungsprobleme
Fu¨r die Bearbeitung unseres Steuerungsproblems (StP) ist die eindeutige Lo¨sbarkeit
der Systemgleichung (1.4) notwendig. Den Beweis dafu¨r liefert Satz 2.2.5. Wir schrei-
ben daher die Zuordnungen u 7→ z bzw. y 7→ z durch die Operatoren S ◦T bzw. S aus.
Bei der Diskretisierung von (1.4) ersetzen wir den Lo¨sungsoperator S durch eine
geeignete Approximation. Dazu stehen uns verschiedene Mittel zur Verfu¨gung (vgl. Ka-
pitel 4 und 5), die auf verschiedene Art und Weise die Funktion y auf eine Funktion zh
aus einem endlich-dimensionalen Unterraum des W 12 [0, T,Rn] abbilden, d.h. wir fassen
das diskrete Pendant zu S auch als Operator Sh zwischen Funktionenra¨umen auf. Es
bleibt die Frage nach der Diskretisierung der Steuerung offen. Ob diese stattfindet oder
nicht und falls ja, in welcher Form, legen wir spa¨ter unabha¨ngig von Sh fest. Fu¨r uns
steht dann die Gleichung zh(u) = Sh(Bu+ e) zur weiteren Untersuchung bereit. Dabei
kennzeichnen wir mit dem Index h, dass es sich um eine Funktion bzw. einen Operator
im diskreten Fall handelt.
Auch der adjungierte Operator S∗ ist linear und beschra¨nkt. Wir diskretisieren ihn
auf die gleiche Art und Weise wie eben, also
p∗h(u) = S∗h(ST u− zd) oder ph(u) = S∗h(ShT u− zd).
Die Schreibweise p∗h soll beim diskreten adjungierten Zustand verdeutlichen, ob das
Argument von S∗h eine kontinuierliche oder eine diskrete Funktion, verschoben um zd,
war. Beim Zustand ist dies nicht no¨tig, da wir nicht auf das Argument verzichten und
erkennen daran, welche Form es besitzt. Die konkrete Form der diskreten Operatoren
Sh und S∗h ha¨ngt von der gewa¨hlten Diskretisierungsmethode ab. An dieser Stelle soll
die Art der Diskretisierung nicht beru¨cksichtigt werden, denn wir leiten zuna¨chst all-
gemeine Konvergenzresultate her. Die Forderungen Stabilita¨t und Konsistenz an die
diskreten Operatoren bzw. an die Diskretisierungsmethode sind hier Voraussetzungen
und mu¨ssen im konkreten Fall (mu¨hsam) nachgerechnet werden. In den Kapiteln 4 und
5 stellen wir dann zwei unterschiedliche Diskretisierungsmethoden vor.
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Mit den eben eingefu¨hrten Bezeichnungen erstellen wir Diskretisierungen des Steue-
rungsproblems (StP), indem wir die Operatoren S und S∗ durch ihre Diskretisierungen
Sh und S∗h ersetzen. Weiterhin sei 〈·, ·〉C ein Skalarprodukt und die diskreten Operato-
ren bezu¨glich dessen adjungiert. Dieses Skalarprodukt verwenden wir ebenfalls in der
Definition der diskreten Probleme
(StP)h min
uh
Jh(uh) = min
uh
1
2
‖ShT uh − zd‖2C +
ν
2
‖uh‖2C
unter den Kontrollrestriktionen
uh ∈ Uadh ⊂ Uad.
Die zula¨ssige Menge Uadh ist eine geeignet gewa¨hlte, nichtleere, abgeschlossene und kon-
vexe Teilmenge von Uad. Die Gleichheit ist dabei ausdru¨cklich zugelassen. Die Lo¨sung
der Probleme (StP)h bezeichnen wir mit uh und zeigen zuna¨chst analog zu Lemma 2.4.1
einen Zusammenhang zwischen dieser Funktion und dem zugeho¨rigen adjungierten Zu-
stand ph(uh) = S∗h(ShT uh − zd).
Lemma 3.4.1. Das Problem (StP)h besitzt unter den obigen Voraussetzungen sowohl
fu¨r −∞ < a < b <∞ als auch fu¨r a = −∞ und/oder b =∞ eine eindeutig bestimmte
Lo¨sung uh ∈ Uadh . Die Bedingung
〈BTph(uh) + νuh, ζh − uh〉C ≥ 0 ∀ζh ∈ Uadh (3.14)
ist notwendig und hinreichend fu¨r die Optimalita¨t der Steuerung uh mit dem zugeho¨ri-
gen adjungierten Zustand ph(uh).
Beweis: Wie im kontinuierlichen Fall (siehe Lemma 2.4.1) sehen wir dem Funktio-
nal Jh seine gleichma¨ßige Konvexita¨t an. Fu¨r −∞ < a und b < ∞ ist die zula¨ssige
Menge Uadh nichtleer, abgeschlossen, konvex und beschra¨nkt. Somit schließen wir mit
Alt [2], Satz 2.5.2, auf eine eindeutige Lo¨sung uh ∈ Uadh . Fu¨r unbeschra¨nktes Uadh folgt
die Aussage auf Grund der strikten Konvexita¨t der Zielfunktion, denn sie impliziert
Jh(uh)→∞ falls ‖uh‖ → ∞.
Fu¨r die Lo¨sung uh von (StP)h lautet die notwendige Optimalita¨tsbedingung
〈J ′h(uh), ζh − uh〉C ≥ 0 ∀ζ ∈ Uadh .
Berechnen wir also die Ableitung des Zielfunktionals an der Optimalstelle uh. Es ist
J ′h(uh)(h) =
(
∂ 1
2
‖ShT uh − zd‖22
∂(ShT uh − zd)
∂(ShT uh − zd)
∂(T uh)
∂T uh
∂uh
+ ν
∂‖uh‖22
∂uh
)
(h)
= ((ShT uh − zd) ◦ Sh ◦B + νuh)(h)
= 〈BTS∗h(ShT uh − zd) + νuh, h〉C
fu¨r beliebiges h ∈ Uadh und wegen der Adjungiertheit der Operatoren folgt (3.14).
Die Erweiterung auf unbeschra¨nktes Uadh erfolgt analog dem kontinuierlichen Fall (vgl.
Lemma 2.4.1). 
Kapitel 4
Methode der Finiten Elemente
4.1 Motivation
Ausgangspunkt fu¨r die Methode der Finiten Elemente ist die Variationsgleichung oder
schwache Formulierung (2.1) der Systemgleichung (1.4). Fu¨r jede rechte Seite existiert
eine eindeutig bestimmte Lo¨sung, welche daru¨ber hinaus a¨quivalent zur Lo¨sung der
Systemgleichung ist. Erster Ansatz fu¨r eine Diskretisierung des Problems (StP) ist
die Berechnung einer Na¨herungslo¨sung von (2.1). Ersetzen wir also darin die Bedin-
gung
”
∀v ∈ W 12,0[0, T,Rn]“ durch ”∀vh ∈ Vh,0[0, T,R
n]“ mit einem geeignet gewa¨hlten
endlich-dimensionalem Hilbert-Raum Vh,0[0, T,Rn]. Diese Vorgehensweise wird auch
Ritz-Galerkin-Verfahren genannt. So bekommen wir eine eindeutig bestimmte Lo¨sung
zh ∈ Vh,0[0, T,Rn] mit dem gleichen Ziel wie im kontinuierliche Fall, die aus der Diskreti-
sierung folgenden diskreten Steuerungsprobleme als allein von der Steuerung abha¨ngig
zu betrachten.
4.2 Diskretisierung und Stabilita¨t
Wie im letzten Abschnitt bereits angedeutet, ist es unser Ziel, die Systemgleichung
ada¨quat zu diskretisieren, um daraus eine Diskretisierung des Steuerungsproblems
(StP) abzuleiten. Wir ersetzen dazu in der Variationsgleichung (2.1) die Bedingung
”
∀v ∈ W 12,0[0, T,Rn]“ durch ”∀vh ∈ Vh,0[0, T,R
n]“, woraus folgende Gleichung resultiert∫ T
0
z˙h(t)
Tv˙h(t) + zh(t)
TAvh(t) dt =
∫ T
0
(Bu(t) + e(t))Tvh(t) dt ∀vh ∈ Vh,0[0, T,Rn],
die wir als diskrete oder diskretisierte Systemgleichung bezeichnen. Unter Einbeziehung
der in (2.2) eingefu¨hrten Bilinearform a(·, ·) formulieren wir folgendes Steuerungspro-
blem
(S˜tP)h min
zh,uh
J˜h(zh, uh) = min
zh,uh
1
2
‖zh − zd‖22 +
ν
2
‖uh‖22
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unter den Nebenbedingungen
a(zh, vh) =
∫ T
0
(Buh(t) + e(t))
Tvh(t) dt ∀vh ∈ Vh,0[0, T,Rn]
zh(0) = zh(T ) = 0
und den Kontrollrestriktionen
uh ∈ Uadh ⊂ Uad,
mit einer abgeschlossenen und konvexen Menge Uadh , die sich nicht notwendig von U
ad
unterscheidet. Das Vorgehen bei (S˜tP)h ist angelehnt an den kontinuierlichen Fall. So
betrachten wir zuna¨chst zur Lo¨sung von (4.1) Existenz- und Eindeutigkeitsfragen und
leiten Stabilita¨tsaussagen her.
Lemma 4.2.1. Die diskrete Systemgleichung∫ T
0
z˙h(t)
Tv˙h(t) + zh(t)
TAvh(t) dt =
∫ T
0
y(t)Tvh(t) dt ∀vh ∈ Vh,0[0, T,Rn] (4.1)
besitzt fu¨r jedes y ∈ L2[0, T,Rn] eine eindeutig bestimmte Lo¨sung zh ∈ Vh,0[0, T,Rn]
und es gilt
‖zh‖2 ≤ T 2‖y‖2. (4.2)
Beweis: Dem Beweis liegen die gleichen U¨berlegungen zu Grunde wie fu¨r Satz 2.2.5.
Wir geben sie dennoch in etwas anderer Art wieder. Der Ausdruck ` : L2[0, T,Rn]→ R
mit `(·) = ∫ T
0
y(t)T · (t) dt ist fu¨r y ∈ L2[0, T,Rn] ein Skalarprodukt, also auch ein
lineares beschra¨nktes Funktional. Es ist bekanntlich Vh,0 ⊂ L2 ∼= (L2)′ ⊂ (Vh,0)′. Daraus
folgt, dass die Einschra¨nkung von ` auf Vh,0[0, T,Rn] ebenfalls ein lineares beschra¨nktes
Funktional ist und es auch in diesem Hilbert-Raum ein eindeutig bestimmtes Element
gibt, welches als
”
fester“ Eintrag im Vh,0-Skalarprodukt fungiert
∃!zh ∈ Vh,0[0, T,Rn] : 〈zh, vh〉Vh,0 = `(vh) ∀vh ∈ Vh,0[0, T,Rn].
Die symmetrische Bilinearform a(·, ·) ist offensichtlich gleichma¨ßig elliptisch, d.h. es
gilt
a(zh, zh) ≥ c ‖zh‖21,2
mit einer von z und h unabha¨ngigen Konstante c > 0. Daher ist sie ein Skalarprodukt
auf Vh,0[0, T,Rn] und somit folgt die Eindeutigkeitsaussage fu¨r die diskrete Systemglei-
chung.
Fu¨r die Ungleichung (4.2) setzen wir in (4.1) vh = zh und erhalten
‖z˙h‖22 ≤ ‖y‖2‖zh‖2,
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da A positiv semi-definit ist. Mit der Poincare´’schen Ungleichung aus Lemma 2.2.1 und
nach beidseitigem Ku¨rzen von ‖zh‖2 folgern wir weiter
‖zh‖2 ≤ T 2‖y‖2.
Letzteres ist mo¨glich, denn im Fall zh = 0 wa¨re nichts zu zeigen gewesen. 
Bemerkung: An dieser Stelle versa¨umen wir nicht auf ein etwas anderes Beweisverfah-
ren hinzuweisen. Die diskrete Systemgleichung (4.1) stellt - analog dem kontinuierlichen
Fall - die notwendige Optimalita¨tsbedingung fu¨r das Optimierungsproblem
min
zh
∫ T
0
z˙h(t)
Tz˙h(t) + zh(t)
TAzh(t)− y(t)Tzh(t) dt
mit zh ∈ Vh,0[0, T,Rn] und y ∈ L2[0, T,Rn] dar. Die Zielfunktion besitzt quadratische
Form
a(zh, zh)− `(y)
mit dem beschra¨nkten linearen Funktional `(y) =
∫ T
0
y(t)Tzh(t) dt. Die Bilinearform
a(·, ·) ist nach Lemma 2.2.4 auf dem Raum W 12 [0, T,Rn] elliptisch und demnach auch
auf Vh,0[0, T,Rn]. Daher besitzt f ein eindeutig bestimmtes Minimum in Vh,0[0, T,Rn]
(siehe Alt [2], Satz 2.5.2) und (4.1) somit eine eindeutig bestimmte Lo¨sung. ♦
A¨hnlich dem kontinuierlichen Fall leiten wir auch hier das Stabilita¨tsresultat in
anderen Normen her.
Korollar 4.2.2. Unter den Voraussetzungen und mit den Bezeichnungen aus Lemma
4.2.1 gelten folgende Abscha¨tzungen
‖zh‖1,2 ≤ c2.6 ‖y‖2
‖zh‖∞ ≤ T 2 ‖y‖∞. (4.3)
Beweis: Wir u¨bernehmen fu¨r diesen Fall den Beweis von Korollar 2.2.6. 
Nach der Diskretisierung der Systemgleichung folgen sofort Resultate fu¨r die ad-
jungierte Gleichung.
Korollar 4.2.3. Die diskrete adjungierte Gleichung∫ T
0
p˙h(t)
Tv˙h(t) + ph(t)
TAvh(t) dt =
∫ T
0
(z(t)− zd(t))Tvh(t) dt
∀vh ∈ Vh,0[0, T,Rn] (4.4)
besitzt fu¨r jedes z ∈ L2[0, T,Rn] genau eine Lo¨sung ph ∈ Vh,0[0, T,Rn] und es gilt
‖ph‖2 ≤ T 2‖z − zd‖2 ≤ T 2(‖z‖2 + ‖zd‖2).
Ist z die Lo¨sung von (1.4) fu¨r y ∈ L∞[0, T,Rn], so gilt
‖ph‖1,2 ≤ c2.6 ‖z − zd‖2 ≤ c22.6 (‖y‖2 + ‖zd‖2)
‖ph‖∞ ≤ T 32 ‖zh − zd‖2 ≤ T 2c2.6 (‖y‖∞ + ‖zd‖∞). (4.5)
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Beweis: siehe Beweis zu Lemma 4.2.1 und Korollar 4.2.2. 
Bemerkung: Vergleichen wir die abscha¨tzungen fu¨r zh und ph mit den im kontinuierli-
chen Fall bewiesenen Ungleichungen (2.5) bzw. (2.13), so stellen wir U¨bereinstimmung
in Gestalt und sogar in der Abscha¨tzungskonstante fest. ♦
Fu¨r die weiteren Betrachtungen beno¨tigen wir analog zu Lemma 2.2.7 ein etwas
anderes Ergebnis.
Lemma 4.2.4. Seien y ∈ L2[0, T,Rn] und Y (t) =
∫ t
0
y(s) ds fu¨r t ∈ [0, T ]. Die Funkti-
on zh ∈ Vh,0[0, T,Rn] sei ferner die Lo¨sung der diskreten Systemgleichung (4.1) fu¨r y.
Dann gilt
‖zh‖∞ ≤ c2.7 ‖Y ‖1. (4.6)
Beweis: Wir betrachten zuna¨chst fu¨r A = 0 die diskrete Systemgleichung (4.1) mit
deren Lo¨sung z0h ∈ Vh,0[0, T,Rn], d.h.∫ T
0
(z˙0h(t) + Y (t))
Tv˙h(t) dt = 0 ∀vh ∈ Vh,0[0, T,Rn].
Setzen wir fu¨r das beliebige vh nacheinander die Basisfunktionen v
(j)
h ein, so erhalten
wir fu¨r j = 1, . . . , N − 1
−z
0
h(tj+1)− 2z0h(tj) + z0h(tj−1)
h
+
1
h
∫ tj
tj−1
Y (t) dt− 1
h
∫ tj+1
tj
Y (t) dt = 0.
Mit den Bezeichnungen Y˜j =
∫ tj+1
tj
Y (t) dt fu¨r j = 0, . . . , N − 1 ergibt sich daraus
−z
0
h(tj+1)− 2z0h(tj) + z0h(tj−1)
h
+
Y˜j − Y˜j−1
h
= 0, j = 1, . . . , N − 1.
Die linke Seite ist die Ableitung der stu¨ckweise linearen Funktion wh, definiert durch
die Vektoren
wh(tj) = z
0
h(tj+1)− z0h(tj) + Y˜j, j = 0, . . . , N − 1.
Da sie auf dem gesamten Intervall [0, T ] verschwindet, ist wh ≡ q mit einer Konstante
q, also auch
z0h(tj+1)− z0h(tj) + Y˜j = q, j = 0, . . . , N − 1.
Weiterhin gilt
0n = zh(T ) = h
N−1∑
i=0
z0h(ti+1)− z0h(ti)
h
= Nq −
N−1∑
i=0
Y˜i,
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woraus
q =
1
N
N−1∑
i=0
Y˜i =
1
N
∫ T
0
Y (t) dt
folgt.
Schließlich erhalten wir auf Grund von zh(0) = 0n
z0h(tj) = h
j−1∑
i=0
z0h(ti+1)− z0h(ti)
h
= jq −
j−1∑
i=0
Y˜i
=
j
N
N−1∑
i=0
Y˜i −
j−1∑
i=0
Y˜i
= (
j
N
− 1)
j−1∑
i=0
Y˜i +
j
N
N−1∑
i=j
Y˜i, j = 1, . . . , N − 1.
Gehen wir zum Betrag u¨ber, so folgt
|z0h(tj)| ≤ (1−
j
N
)
j−1∑
i=0
|Y˜i|+ j
N
N−1∑
i=j
|Y˜i|, j = 1, . . . , N − 1,
also wegen z0h ∈ Vh,0[0, T,Rn] auch
‖z0h‖∞ ≤
N−1∑
i=0
|Y˜i| =
N−1∑
i=0
∣∣∣ ∫ ti+1
ti
Y (t) dt
∣∣∣ ≤ ∫ T
0
|Y (t)| dt.
Weiterhin ist zh − z0h die Lo¨sung der Randwertaufgabe
a(zh, vh) = −
∫ T
0
z0h(t)
TAvh(t) dt ∀vh ∈ Vh,0[0, T,Rn]
zh(0) = zh(T ) = 0n.
Damit folgt unter Beachtung von Korollar 4.2.2
‖zh‖∞ ≤ ‖zh − z0h‖∞ + ‖z0h‖∞
(4.3)
≤ T 2‖A‖ ‖z0h‖∞ + ‖z0h‖∞
≤ (1 + T 2‖A‖) ‖Y ‖1 ≤ c2.7 ‖Y ‖1.

Nachdem wir die eindeutige Lo¨sbarkeit der diskreten Systemgleichung (4.1) und
der diskreten adjungierten Gleichung (4.4) nachgewiesen haben, kommen wir auf die
Schreibweisen aus Abschnitt 3.4 zuru¨ck und deklarieren die Operatoren Sh und S∗h ge-
nauer. Demnach ist Sh : L2[0, T,Rn]→ Vh,0[0, T,Rn] diejenige Abbildung, welche einer
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Funktion y ∈ L2[0, T,Rn] die eindeutig bestimmte Lo¨sung von (4.1) zuweist. Eine ana-
loge Definition ergibt sich fu¨r den Operator S∗h. Beide Abbildungen sind offensichtlich
linear und nach Lemma 4.2.1 unabha¨ngig von h nach oben beschra¨nkt. Daru¨ber hinaus
sind sie adjungiert, was wir in folgendem Lemma nachweisen.
Lemma 4.2.5. Die durch die Eindeutigkeitsaussage in Lemma 4.2.1 und Korollar 4.2.3
definierten Operatoren Sh und S
∗
h sind auf dem Raum L2[0, T,Rn] adjungiert, d.h.
〈w,Shv〉 = 〈S∗hw, v〉 ∀v, w ∈ L2[0, T,Rn].
Beweis: Wir erinnern zuna¨chst an die Definition der beiden Operatoren. Sie sind
formal gleich und werden nur fu¨r anschauliche Zwecke unterschieden. Daher genu¨gt es
die Selbstadjungiertheit von Sh zu zeigen. Mit den Bezeichnungen zh(v) = Shv und
zh(w) = Shw setzen wir in der diskreten Systemgleichung (4.1) zuna¨chst vh = zh(w)
und anschließend vh = zh(v). Dann folgt auf Grund der Symmetrie der Bilinearform
a(·, ·)
〈v, zh(w)〉 = a(zh(v), zh(w)) = a(zh(w), zh(v)) = 〈w, zh(v)〉.

Mit dem Wissen u¨ber die eindeutige Lo¨sbarkeit der diskreten Systemgleichung
wandeln wir (S˜tP)h in ein Steuerungsproblem um, dessen Zielfunktional allein von
der Steuerung uh abha¨ngt. Die Kontrollrestriktionen formulieren wir mit Hilfe der
spa¨ter noch genauer festzulegenden, nichtleeren, abgeschlossenen und konvexen Menge
Uadh ⊂ Uad. So ist dann
(StP)h minuh
Jh(uh) = min
uh
1
2
‖ShT uh − zd‖22 +
ν
2
‖uh‖22, uh ∈ Uadh .
Die Existenz und Eindeutigkeit einer Lo¨sung von (StP)h folgt aus dem allgemeinen
Resultat in Lemma 3.4.1. Dort setzen wir 〈·, ·〉C = 〈·, ·〉 und erhalten die notwendige
Optimalita¨tsbedingung
〈J ′h(uh), ζ − uh〉 = 〈BTS∗h(Sh(Buh + e)− zd), ζ − uh〉 ≥ 0 ∀ζ ∈ Uadh . (4.7)
Wir haben dabei die Adjungiertheit der diskreten Operatoren bezu¨glich des diskreten
Skalarprodukts ausgenutzt.
4.3 Konvergenz
Nach Betachtungen u¨ber die Existenz und Eindeutikeit einer Lo¨sung der diskreten
Systemgleichung wenden wir uns nun dem Fehler zu, der beim diskretisieren entsteht.
Wir untersuchen den Fehler zwischen der exakten Lo¨sung und ihrer Approximation
sowohl punktweise als auch im quadratischen Mittel. Obwohl letzteres aus dem ersten
Fall folgt, geben wir dennoch die Herleitung an, denn die Beweise sind mit wenig
Aufwand auf Funktionen mit mehrdimensionalem Wertebereich erweiterbar.
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4.3.1 Betrachtungen bezu¨glich der L2-Norm
Als Zwischenschritt in einem der folgenden Beweise beno¨tigen wir eine Aussage, die
unter dem Namen Ce´a-Lemma bekannt ist. Wir zeigen sie auf Grund ihrer Bekanntheit
als eigensta¨ndiges Ergebnis und erweitern die Aussage auf vektorwertige Funktionen.
Lemma 4.3.1. Seien z ∈ W 22,0[0, T,Rn] bzw. zh ∈ Vh,0[0, T,Rn] die Lo¨sungen der
Systemgleichung (1.4) bzw. der diskreten Systemgleichung (4.1) fu¨r die Funktion y ∈
L2[0, T,Rn]. Daru¨ber hinaus seien die Konstanten, cu2.4 =
(
2 max{1, T 2})−1 und co2.4 =
max{1, ‖A‖}, aus Lemma 2.2.4 u¨bernommen. Dann gilt
‖z − zh‖1,2 ≤
√
co2.4c
u
2.4 inf
vh∈Vh,0
‖z − vh‖1,2. (4.8)
Seien p ∈ W 22,0[0, T,Rn] und p∗h ∈ Vh,0[0, T,Rn] die Lo¨sungen der adjungierten
Gleichung (2.10) und ihrer Diskretisierung (4.4) fu¨r die Funktion z ∈ L2[0, T,Rn],
dann gilt
‖p− p∗h‖1,2 ≤
√
co2.4c
u
2.4 inf
vh∈Vh,0
‖p− vh‖1,2.
Bemerkung: Die Abscha¨tzungen sind sinnvoll, denn fu¨r die Konstante gilt√
co2.4c
u
2.4 =
√
2 max{1, ‖A‖}max{1, T} ≥ 1.
♦
Beweis: Betrachten wir die Variationsgleichung (2.1) und die diskrete Systemglei-
chung (4.1) jeweils fu¨r die Funktion y mit den zugeho¨rigen Lo¨sungen z und zh
a(z, v) =
∫ T
0
y(t)Tv(t) dt ∀v ∈W 12,0[0, T,Rn],
a(zh, vh) =
∫ T
0
y(t)Tvh(t) dt ∀vh ∈ Vh,0[0, T,Rn].
Wir schra¨nken die erste Gleichung auf den Raum Vh,0[0, T,Rn] ein, subtrahieren davon
die zweite Gleichung und erhalten so
a(z − zh, vh) = 0 ∀vh ∈ Vh,0[0, T,Rn].
Dann verwenden wir die Elliptizita¨tsabscha¨tzung aus Lemma 2.2.4 und schreiben fu¨r
eine beliebige Funktion vh ∈ Vh,0[0, T,Rn]
cu2.4 ‖z − zh‖21,2 ≤ a(z − zh, z − zh) = a(z − zh, z − vh) + a(z − zh, vh − zh)︸ ︷︷ ︸
=0
≤ co2.4 ‖z − zh‖1,2‖z − vh‖1,2.
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Der Fall ‖z − zh‖1,2 = 0 ist trivial, also ku¨rzen wir und erhalten
‖z − zh‖1,2 ≤ co2.4cu2.4 ‖z − vh‖1,2 ∀vh ∈ Vh,0[0, T,Rn].
Die linke Seite ha¨ngt nicht von vh ab, somit gehen wir rechts zum Infimum u¨ber und
erhalten die erste Aussage des Lemmas in einer etwas schwa¨cheren Form.
Eine Verbesserung der Abscha¨tzungskonstante ist mo¨glich, denn im bisherigen Be-
weis nutzten wir die Symmetrie der Matrix A nicht aus. Das holen wir jetzt nach,
denn wir erhalten auf diese Weise auch eine interessante Interpretation von zh. Die
Gleichung a(z − zh, vh) = 0 gilt fu¨r alle Elemente des Raumes Vh,0[0, T,Rn], daher ist
zh die Projektion von z auf diesen Unterraum bezu¨glich der Norm ‖ · ‖a =
√
a(·, ·).
Damit ist zh das Element aus Vh,0[0, T,Rn] mit dem kleinsten Abstand zu z, gemessen
in der Norm ‖ · ‖a, also
‖z − zh‖a = min
vh∈Vh,0
‖z − vh‖a.
Mit Lemma 2.2.4 folgt abschließend
‖z − zh‖1,2 =
√
co2.4c
u
2.4 min
vh∈Vh,0
‖z − vh‖1,2.
Der Beweis fu¨r die adjungierten Zusta¨nde la¨uft analog. 
Bemerkung: Tatsa¨chlich vero¨ffentlichte Ce´a [8] (1964) zuna¨chst den Fall einer sym-
metrischen Bilinearform. Den nicht-symmetrischen Fall finden wir zuerst in Birkhoff,
Schultz, Varga [6] (1968). ♦
Lemma 4.3.2. Unter den Voraussetzungen aus Lemma 4.3.1 gelten folgende Fehler-
abscha¨tzungen
‖z − zh‖2 ≤ c22.6c22.7c2.4 ‖y‖2 h2
‖p− ph‖2 ≤ c4.9 (‖y‖2 + ‖zd‖2)h2. (4.9)
Die Konstante c4.9 = c
3
2.6c
2
2.7c2.4, mit der Abku¨rzung c2.4 =
√
co2.4
3cu2.4, ist von h und y
unabha¨ngig.
Beweis: Wir benutzen ein Dualita¨tsargument, welches uns im L2[0, T,Rn] als Hilbert-
Raum zur Verfu¨gung steht. In der Literatur ist dieses Verfahren als Aubin-Nitsche-
Lemma bekannt. Wir verweisen auf den Anhang, Lemma A.3.7, und die Original-
vero¨ffentlichungen Aubin [5] (1967) und Nitsche [17] (1968) fu¨r allgemeinere Fassungen
der Aussage.
Analog zu Lemma 4.3.1 erhalten wir zuna¨chst die Gleichung
a(z − zh, vh) = 0 ∀vh ∈ Vh,0[0, T,Rn].
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Die Funktion z − zh stammt aus dem Hilbert-Raum L2[0, T,Rn], daher definieren wir
ein lineares beschra¨nktes Funktional `(v) : L2[0, T,Rn] → R durch `(v) = 〈z − zh, v〉
und es gilt mit co2.4 = max{1, ‖A‖} aus Lemma 2.2.4 fu¨r alle vh ∈ Vh,0[0, T,Rn]
‖z − zh‖2 = ‖`‖ = sup
v∈L2
〈v, z − zh〉
‖v‖2
= sup
v∈L2
a(z(v), z − zh)
‖v‖2
= sup
v∈L2
a(z(v)− vh, z − zh)
‖v‖2
≤ co2.4 sup
v∈L2
‖z(v)− vh‖1,2‖z − zh‖1,2
‖v‖2
= co2.4 ‖z − zh‖1,2 sup
v∈L2
{‖z(v)− vh‖1,2
‖v‖2
}
,
wobei wir das Supremum stets nur u¨ber alle Funktionen aus dem Raum bilden, die
nicht a¨quivalent zur Nullfunktion sind. Fu¨r das beliebige vh ∈ Vh,0[0, T,Rn] setzen
wir die Diskretisierung von z(v) im Raum Vh,0[0, T,Rn] ein. Fu¨r den ersten Faktor
verwenden wir Lemma 4.3.1 und scha¨tzen das dort vorkommende Infimum u¨ber alle
vh ∈ Vh,0[0, T,Rn] ebenfalls mit der Diskretisierung von z nach oben ab. Es folgt
‖z − zh‖2 ≤ co2.4 ‖z − zh‖1,2 sup
v∈L2
{‖z(v)− vh‖1,2
‖v‖2
}
(4.8)
≤ c2.4 ‖z − P1z‖1,2 sup
v∈L2
{‖z(v)− P1z(v)‖1,2
‖v‖2
}
(3.12)
≤ c22.6c2.4 |z|2,2 sup
v∈L2
{
h
|z(v)|2,2
‖v‖2
}
h
(2.7)
≤ c22.6c2.4 |z|2,2 sup
v∈L2
c2.7‖v‖2
‖v‖2 h
2
= c22.6c2.7c2.4 |z|2,2 h2
≤ c22.6c22.7c2.4 ‖y‖2 h2.
Der Beweis der zweiten Aussage la¨uft a¨hnlich ab, allerdings betrachten wir wie schon
in Lemma 4.3.1 die Funktion p∗h und definieren das Funktional ` : L2[0, T,Rn] → R
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durch `(v) = 〈p−p∗h, v〉. Dann schreiben wir wieder fu¨r ein beliebiges vh ∈ Vh,0[0, T,Rn]
‖p− p∗h‖2 = ‖`‖ = sup
v∈L2
〈v, p− p∗h〉
‖v‖2
= sup
v∈L2
a(z(v), p− p∗h)
‖v‖2
= sup
v∈L2
a(z(v)− vh, p− p∗h)
‖v‖2
≤ co2.4 sup
v∈L2
‖z(v)− vh‖1,2‖p− p∗h‖1,2
‖v‖2
= co2.4 ‖p− p∗h‖1,2 sup
v∈L2
{‖z(v)− vh‖1,2
‖v‖2
}
und beachten wieder die Einschra¨nkung bei der Bildung des Supremums. Jetzt schließen
wir ebenfalls mit Lemma 4.3.1 und setzen jeweils fu¨r das beliebige vh die Diskretisie-
rungen von p bzw. z ein.
‖p− p∗h‖2 ≤ c2.4 ‖p− P1p‖1,2 sup
v∈L2
{‖z(v)− P1z(v)‖1,2
‖v‖2
}
(3.12)
≤ c22.6c2.4 |p|2,2 sup
v∈L2
{
h
|z(v)|2,2
‖v‖2
}
h
≤ c22.6c2.7c2.4 |p|2,2 h2
≤ c22.6c22.7c2.4 max{1, T 2} (‖y‖2 + ‖zd‖2)h2.
Außerdem fassen wir p∗h − ph ∈ Vh,0[0, T,Rn] als Lo¨sung der diskreten adjungierten
Gleichung (4.4) zu z − zh ∈ L2[0, T,Rn] auf und scha¨tzen mit Lemma 4.2.1 ab
‖p∗h − ph‖2 ≤ T 2‖z − zh‖2 ≤ T 2c22.6c22.7c2.4 ‖y‖2 h2.
Schließlich benutzen wir die Dreiecks-Ungleichung und erhalten
‖p− ph‖2 ≤ ‖p− p∗h‖2 + ‖p∗h − ph‖2
≤ c22.6c22.7c2.4 max{1, T 2}
(‖y‖2 + ‖zd‖2 + ‖y‖2)h2
≤ c32.6c22.7c2.4 (‖y‖2 + ‖zd‖2)h2.

4.3.2 Betrachtungen bezu¨glich der L∞-Norm
Bis jetzt standen Konvergenzergebnisse mit dem Abstandsmaß ‖ · ‖2 im Mittelpunkt.
Nun ist es an der Zeit auch Resultate in der Norm ‖ · ‖∞ herzuleiten. Dazu erinnern
wir an die diskrete Systemgleichung (4.1), worin die Funktion y ein beliebiges Element
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aus dem L2[0, T,Rn] darstellt. Auf Grund der Linearita¨t der Gleichung reicht es aus,
die Identita¨t fu¨r alle Basisfunktionen von Vh,0[0, T,Rn] zu fordern, also∫ T
0
z˙h(t)v˙
(j)
h (t) + Azh(t)v
(j)
h (t) dt =
∫ T
0
y(t)v
(j)
h (t) dt, j = 1, . . . , N − 1,
mit den Funktionen v
(j)
h aus Abschnitt 3.1. Die verwendete Vektorschreibweise mit ein-
dimensionaler Basisfunktion erkla¨rten und rechtfertigten wir bereits bei deren Einfu¨h-
rung in besagtem Abschnitt. Da zh aus dem Raum Vh,0[0, T,Rn] stammt, existiert
eine Darstellung dieser Funktion als Linearkombination der Basisfunktionen, also zh =∑N−1
j=1 βjv
(j)
h . Es ist offensichtlich, dass zh(tj) = βj gilt und somit folgt fu¨r die linke
Seite
a(zh, vh) =
∫ T
0
z˙h(t)v˙
(j)
h (t) + Azh(t)v
(j)
h (t) dt
=
∫ T
0
(
N−1∑
l=1
βlv˙
(l)
h (t)
)
v˙
(j)
h (t) + A
(
N−1∑
l=1
βlv
(l)
h (t)
)
v
(j)
h (t) dt
= −1
h
(βj+1 − 2βj + βj−1) + h
6
A(βj+1 + 4βj + βj−1).
Fu¨r Details der Berechnung verweisen wir an dieser Stelle auf Formel (3.2) und deren
Herleitung.
Nun setzen wir die exakte Lo¨sung z ebenfalls auf der linken Seite der diskreten
Systemgleichung ein. Es ist mit zj = z(tj) fu¨r j = 0, . . . , N
a(z, v
(j)
h ) =
∫ T
0
z˙(t)v˙
(j)
h (t) + Az(t)v
(j)
h (t) dt
=
1
h
∫ tj
tj−1
z˙(t) dt+
1
h
∫ tj+1
tj
z˙(t) dt+
∫ T
0
Az(t)v
(j)
h (t) dt
= −1
h
(zj+1 − 2zj + zj−1) +
∫ T
0
Az(t)v
(j)
h (t) dt.
Betrachten wir den Fehler z − zh, so folgt (siehe auch Beweis zu Lemma 4.3.1)
a(z − zh, vh) = 0 ∀vh ∈ Vh,0[0, T,Rn].
Also ergibt sich zusammen mit den bisherigen Betrachtungen und γi = z(ti)− zh(ti) =
zi − βi fu¨r i = 0, . . . , N folgende Gleichungen
a(z − zh, v(j)h ) = −
1
h
(γj+1 − 2γj + γj−1) +
∫ T
0
Az(t)v
(j)
h (t) dt
− h
6
A(βj+1 + 4βj + βj−1) = 0, j = 1, . . . , N − 1.
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Daraus folgt nach Definition der Vektoren ψj ∈ Rn durch
ψj = −1
h
∫ T
0
Az(t)v
(j)
h (t) dt+
1
6
A(zj+1 + 4zj + zj−1), j = 1, . . . , N − 1
und Beachtung der Randwertvorgaben an z und zh das Gleichungssystem
−γj+1 − 2γj + γj−1
h2
+
1
6
A(γj+1 + 4γj + γj−1) = ψj, j = 1, . . . , N − 1
γ0 = γN = 0n.
(4.10)
Dass eine Lo¨sung dieses Gleuichungssystems existiert ist auf Grund der Herleitung
offensichtlich. U¨ber deren Eindeutigkeit und den Zusammenhang zur rechten Seite gibt
folgendes Lemma Auskunft.
Lemma 4.3.3. Sei γ = (γT0 , . . . , γ
T
N)
T ∈ R(N+1)n Lo¨sung des Gleichungssystems (4.10).
Falls mit einem 0 < c < 1 die Bedingung h ≤
√
(1− c) 6‖A‖ erfu¨llt ist, so gelten die
Ungleichungen
‖γ‖∞ ≤
√
T‖γh‖h ≤ T
c
h
N−1∑
j=1
|ψj|.
Beweis: Zuna¨chst erinnern wir an die Schreibweisen (γj)h =
γj+1−γj
h
und (γj)h =
γj−γj−1
h
sowie ihre Hintereinanderausfu¨hrung (γj)hh¯. Wir multiplizieren in (4.10) jede
Gleichung mit dem jeweiligen γj und summieren u¨ber alle j = 1, . . . , N − 1, also
N−1∑
j=1
−γTj (γj)hh¯ +
1
6
(γj+1 + 4γj + γj−1)TAγj =
N−1∑
j=1
ψTj γj.
Nach dem Prinzip der partiellen Summation gilt fu¨r beliebige φi, µi ∈ Rn, i = 0, . . . , N ,
mit φ0 = µ0 = φN = µN = 0n die Gleichung
N−1∑
i=1
µTi (φi)hh¯ =
N−1∑
i=0
(µi)
T
h (φi)h =
N−1∑
i=1
φTi (µi)hh¯.
Demnach folgt wegen γ0 = γN = 0n
N−1∑
j=1
γTj (γj)hh¯ +
1
6
(γj+1 − 2γj + γj−1)TAγj + γTj Aγj =
N−1∑
j=0
(γj)
T
h (γj)h −
h2
6
(γj)
T
hA(γj)h + γ
T
j Aγj =
N−1∑
j=1
ψTj γj
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oder mit Hilfe des diskreten Skalarprodukts 〈·, ·〉h in der Form
〈γh, γh〉h − h
2
6
〈γh, Aγh〉h + 〈γ,Aγ〉h = 〈ψ, γ〉h.
Daraus folgt
〈γh, (In − h
2
6
A)γh〉h ≤ 〈ψ, γ〉h,
denn A ist positiv semi-definit. Wa¨hlen wir h klein genug, so ist In− h26 A positiv definit
und wir scha¨tzen weiter ab
λmin(In − h
2
6
A) ‖γh‖2h ≤ ‖γ‖∞ h
N−1∑
j=1
|ψj|
(3.5)
≤
√
T‖γh‖h h
N−1∑
j=1
|ψj|.
Es bleibt nun noch die Bestimmung des kleinsten Eigenwerts λmin der Matrix I − h26 A.
Nach dem Satz von Gerschgorin (siehe Anhang, Satz A.3.3) gilt fu¨r die Eigenwerte λi,
i = 1, . . . , n, die Abscha¨tzungen
|λi − (1− h
2
6
Ai,i)| ≤ h
2
6
n∑
j=1
j 6=i
|Ai,j| =⇒ 1− h
2
6
‖A‖ ≤ λi ≤ h
2
6
‖A‖+ 1.
Wa¨hlen wir ein c mit 0 < c < 1 und fordern vom kleinsten Eigenwert c ≤ λmin, so folgt
daraus die Forderung
h ≤
√
(1− c) 6‖A‖
an die Schrittweite h. Wa¨hlen wir die Schrittweite geeignet, so ist die Matrix I − h2
6
A
positiv definit und wir erhalten
‖γh‖2h ≤
1
c
‖γ‖∞ h
N−1∑
j=1
|ψj|
(3.5)
≤
√
T
c
‖γh‖h h
N−1∑
j=1
|ψj|.
Den Fall γh = 0 schließen wir aus, denn auf Grund der Randwertvorgabe γ0 = 0n folgte
daraus γ = 0 und es wa¨re nichts zu zeigen gewesen. Daher ist das Ku¨rzen des Terms
‖γh‖h auf beiden Seiten zula¨ssig und es folgt fu¨r h ≤
√
(1− c) 6‖A‖
‖γh‖h ≤
√
T
c
h
N−1∑
j=1
|ψj|.
Die zweite Ungleichung folgt mit γ0 = 0n und Lemma 3.2.3, na¨mlich
‖γ‖∞
(3.5)
≤
√
T‖γh‖h ≤ T
c
h
N−1∑
j=1
|ψj|.

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Nach Lemma 4.3.3 reicht es also aus, die Werte
|ψj| =
∣∣∣− 1
h
∫ T
0
z(t)TAv
(j)
h (t) dt+
1
6
A(zj+1 + 4zj + zj−1)
∣∣∣
abzuscha¨tzen. Dazu betrachten wir zur exakten Lo¨sung z ihre stu¨ckweise lineare Inter-
polierende P1z. Fu¨r j = 1, . . . , N − 1 gilt
1
h
∫ T
0
(P1z)(t)
TAv
(j)
h (t) dt =
1
h
∫ T
0
N−1∑
l=1
Azlv
(l)
h (t)v
(j)
h (t) dt =
1
6
A(zj+1 + 4zj + zj−1).
Damit folgt unter Beachtung von |v(j)h (t)| ≤ 1
|ψj| ≤ 1
h
∫ T
0
|z(t)TAv(j)h (t)− (P1z)(t)TAv(j)h (t)| dt
=
1
h
∫ tj+1
tj−1
|(z(t)− (P1z)(t))TAv(j)h (t)| dt
≤ 1
h
∫ tj+1
tj−1
|A(z(t)− (P1z)(t))| dt
(3.11)
≤ h‖A‖ (‖z¨‖L1(Tj−1) + ‖z¨‖L1(Tj)), j = 1, . . . , N − 1,
also auch
N−1∑
j=1
|ψj| ≤ h‖A‖
N−1∑
j=0
(‖z¨‖L1(Tj−1) + ‖z¨‖L1(Tj)) = 2‖A‖ ‖z¨‖1 h ≤ 2T‖A‖ ‖z¨‖∞ h.
Mit Lemma 4.3.3 folgt dann fu¨r h ≤
√
(1− c) 6‖A‖
‖P1z − zh‖∞ = ‖γ‖∞ ≤ 2
c
T 2‖A‖ ‖z¨‖∞ h2
Kommen wir nun zur Abscha¨tzung des Fehlers zwischen z und zh. Es ist fu¨r z ∈
W 2∞[0, T,Rn] nach Lemma 3.3.4 und Lemma 4.3.3 mit h ≤
√
(1− c) 6‖A‖
‖z − zh‖∞ ≤ ‖z − P1z‖∞ + ‖P1z − zh‖∞
≤ ‖z¨‖∞ h2 + T
c
h
N−1∑
j=1
|ψj| ≤
(
1 + 2
T 2
c
‖A‖
)
‖z¨‖∞ h2
≤ max{1, 2
c
} c2.7 ‖z¨‖∞ h2.
Wir halten die eben hergeleiteten Ergebnisse in einem Satz fest.
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Satz 4.3.4. Seien y ∈ L∞[0, T,Rn] und z die Lo¨sung der Systemgleichung (1.4), sowie
zh die Lo¨sung der diskreten Systemgleichung (4.1) fu¨r y. Weiterhin sei h ≤
√
2
‖A‖ .
Dann gelten
‖P1z − zh‖∞ ≤ 3T 2‖A‖c2.7 ‖y‖∞ h2
‖z − zh‖∞ ≤ 3c22.7 ‖y‖∞ h2.
Seien weiterhin p die Lo¨sung der adjungierten Gleichung (2.10) und ph die Lo¨sung
der diskreten adjungierten Gleichung (4.4) zu zh. Dann gelten
‖P1p− ph‖∞ ≤ 3c22.6c22.7 (‖y‖∞ + ‖zd‖∞)h2 (4.11)
‖p− ph‖∞ ≤ 3c22.6c22.7 (‖y‖∞ + ‖zd‖∞)h2. (4.12)
Beweis: Zuna¨chst leiten wir
‖z¨‖∞ ≤ ‖A‖ ‖z‖∞ + ‖y‖∞
(2.8)
≤ (T 2‖A‖+ 1) ‖y‖∞ ≤ c2.7 ‖y‖∞
aus der Systemgleichung (1.4) ab. Wir erhalten die beiden ersten Aussagen mit den
Betrachtungen vor dem Satz und c = 2
3
.
Im zweiten Teil bezeichne p∗h wieder die Lo¨sung der diskreten adjungierten Glei-
chung zu z als rechter Seite. Daher gilt zuna¨chst
‖p∗h − ph‖∞ ≤ T 2‖z − zh‖∞ ≤ 3T 2c22.7 ‖y‖∞ h2,
Dann schließen wir analog zur Vorgehensweise eben
‖P1p− ph‖∞ ≤ ‖P1p− p∗h‖∞ + ‖p∗h − ph‖∞
≤ 3T 2‖A‖c2.7 ‖z − zd‖∞ h2 + T 2‖z − zh‖∞
≤ (3T 2‖A‖c2.7 max{1, T 2} (‖y‖∞ + ‖zd‖∞) + 3T 2c22.7‖y‖∞)h2
≤ (3
2
T 2c22.7 (‖y‖∞ + ‖zd‖∞) + 3T 2c22.7‖y‖∞
)
h2
≤ 3c22.6c22.7‖z − zh‖∞ h2.
Weiterhin gilt
‖p− p∗h‖∞ ≤
(
1 + 2
T 2
c
‖A‖
)
‖p¨‖∞ h2
≤
(
1 + 2
T 2
c
‖A‖
)
(‖A‖ ‖p‖∞ + ‖z − zd‖∞)h2
c= 2
3≤ 3(1 + T 2‖A‖)2 ‖z − zd‖∞ h2
≤ 3c22.7 max{1, T 2} (‖y‖∞ + ‖zd‖∞)h2.
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und mit Hilfe der Dreiecks-Ungleichung erhalten wir
‖p− ph‖∞ ≤ 6 max{1, T 2} c22.7 (‖y‖∞ + ‖zd‖∞)h2 = 3c22.6c22.7 (‖y‖∞ + ‖zd‖∞)h2.

Bemerkung: Die Forderung h2 ≤ 2‖A‖ =: κ besitzt nur formalen Charakter. Betrach-
ten wir den Fall h2 > κ, so folgt
‖z − zh‖∞ ≤ ‖z‖∞ + ‖zh‖∞
(2.8)
≤
(4.3)
2T 2‖y‖∞κ
κ
≤ 2
κ
T 2‖y‖∞ h2.
Aus diesem Grund ist die obige Bedingung an die Schrittweite keine Einschra¨nkung.
An dieser Stelle sei noch einmal die spezielle Wahl der Basisfunktionen v
(j)
h des
Raumes Vh,0[0, T,Rn] bemerkt. Ihre Eigenschaften spielen bei der Herleitung der Kon-
vergenzordnung eine gewichtige Rolle. Bei Benutzung allgemeiner Basisfunktionen sind
gewisse Forderungen unverzichtbar. So darf sich die Menge der Stellen t ∈ [0, T ] mit
v
(j)
h (t) 6= 0 ho¨chstens u¨ber zwei der Teilintervalle Ti erstrecken. Dadurch verschwin-
den alle Skalarprodukte 〈v(j)h , v(k)h 〉 fu¨r |j − k| > 1 und die Darstellung des Fehlers vor
Lemma 4.3.3 wird mo¨glich. ♦
4.4 Zusammenfassung
In den beiden vorangegangenen Abschnitten stand die Untersuchung von Eigenschaften
der Finiten Elemente Methode im Zentrum des Interesses. Wir geben an dieser Stelle
eine Zusammenfassung der eruierten Resultate.
In Lemma 4.2.1 konnten wir zeigen, dass die diskrete Systemgleichung bzw. die dis-
krete adjungierte Gleichung fu¨r jede Funktion aus dem Raum L2[0, T,Rn] eine eindeutig
bestimmte Lo¨sung zh bzw. ph besitzt. Eine Formulierung der beiden Gleichungen mit
Hilfe der linearen und beschra¨nkten Operatoren Sh,S∗h : L2[0, T,Rn]→ L2[0, T,Rn] ist
somit mo¨glich, also
zh(u) = ShT u, ph(u) = S∗h(ShT u− zd),
wobei die T fu¨r die Transformation T u = Bu + e steht. Wir unterscheiden fu¨r den
diskreten adjungierten Zustand zwei Funktionen. Neben ph(u), bei dessen Berechnung
die Diskretisierung in beiden Gleichungen beru¨cksichtigt wird, steht
p∗h(u) = S∗h(ST u− zd)
fu¨r den diskreten adjungierten Zustand, bei dem wir nur in der adjungierten Gleichung
diskretisieren.
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Fu¨r die Operatoren Sh und S∗h konnten wir in Lemma 4.2.1 und den nachfolgenden
Korollaren ihre Beschra¨nktheit in verschiedenen Normen nachweisen, wobei die oberen
Schranken fu¨r die Operatoren u¨bereinstimmen. So ist
‖Sh‖2 ≤ T 2, ‖S∗h‖2 ≤ T 2, ‖Sh‖∞ ≤ T 2, ‖S∗h‖∞ ≤ T 2.
Neben der Beschra¨nktheit der diskreten Differentialoperatoren wissen wir bereits
um die Konvergenz der diskreten Lo¨sung gegen die exakte Lo¨sung fu¨r Systemgleichung
und adjungierte Gleichung. Wir erinnern an Lemma 4.3.2 sowie an Satz 4.3.4 mit den
Abscha¨tzungen
‖z(u)− zh(u)‖2 ≤ c22.6c22.7c2.4 ‖T u‖2 h2,
‖p(u)− ph(u)‖2 ≤ c4.9 (‖T u‖2 + ‖zd‖2)h2
‖z(u)− zh(u)‖∞ ≤ 3c2.7 ‖T u‖∞ h2,
‖p(u)− ph(u)‖∞ ≤ 3c22.6c2.7 (‖T u‖∞ + ‖zd‖∞)h2.
Damit sind wir im Besitz aller notwendigen Informationen fu¨r die Betrachtung von
diskreten Steuerungsproblemen und ihrer Eigenschaften hinsichtlich der Approximation
der Lo¨sung von (StP).
4.5 Hauptergebnisse
Nach dem Beweis der eindeutigen Lo¨sbarkeit von Systemgleichung im kontinuierlichen
und diskreten Fall und der Herleitung der hinreichenden und notwendigen Bedingungen
fu¨r die Optimalita¨t einer Steuerung untersuchen wir nun, wie sich der Fehler bei der
Diskretisierung der Steuerung auswirkt. Zuna¨chst stellen wir Ergebnisse aus der Litera-
tur zusammen. Das Problem (StP) finden wir in diversen Vero¨ffentlichungen u¨ber die
Diskretisierung von optimalen Steuerungsproblemen mit Hilfe Finiter Elemente wie-
der. So gibt Hinze [14] (2005) Fehlerabscha¨tzungen fu¨r eine Semi-Diskretisierung an,
wobei nur die Differentialoperatoren durch finite Operatoren approximiert werden. Die
Steuerung bleibt - a priori - unvera¨ndert ein Element des L2[0, T ]. Dagegen diskretisie-
ren Meyer/Ro¨sch [16] (2004) die Steuerung stu¨ckweise konstant. Diese Resultate sollen
zuna¨chst vorgestellt werden. Wir
”
u¨bersetzen“ die Ausfu¨hrungen in unseren Kontext
und erweitern sie auf vektorwertige Funktionen unter Verwendung der oben eingefu¨hr-
ten Bezeichnungen.
4.5.1 Nicht-Diskretisierung der Steuerung
Um das Problem der Diskretisierung der Steuerung zu umgehen, schla¨gt Hinze [14]
(2005) ein Verfahren vor, bei dem lediglich die Operatoren S und S∗ durch die diskreten
Operatoren Sh,S∗h : L2[0, T,Rn] → Vh,0[0, T,Rn] ersetzt werden. Die zu behandelnden
Steuerungsprobleme besitzen dann die Form
(StP)h
2
min
u
Jh
2
(ShT u, u) = min
u
1
2
‖ShT u− zd‖22 +
ν
2
‖u‖22, u ∈ Uad.
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Dies nennen wir eine Semi-Diskretisierung des Problems (StP), daher auch die Ver-
wendung des Subscripts h
2
.
Satz 4.5.1 ([14], Theoreme 2.4 und 3.3). Seien u¯ und u¯h die Lo¨sungen der Pro-
bleme (StP) und (StP)h
2
. Dann gilt fu¨r genu¨gend kleines h
‖u¯− u¯h‖2 ≤ c (‖u¯‖2 + ‖zd‖2)h2
mit einer von h unabha¨ngigen Konstante c > 0.
In der anschließenden Bemerkung vergleicht der Autor dieses Resultat mit den Er-
gebnissen bei voller Diskretisierung, d.h. falls die Probleme (StP)h nur u¨ber einem
endlich-dimensionalem Teilraum ablaufen. Der Autor gibt an, dass bei stu¨ckweise kon-
stanter Approximation der Steuerung nur lineare Konvergenz gezeigt werden kann. Bei
stu¨ckweise linearer Approximation erho¨ht sich die Konvergenzordnung auf 3
2
, was al-
lerdings nur in numerischen Experimenten beobachtet wurde. Fu¨r einen Beweis der
letzten Aussage verweisen wir auf Satz 4.5.12. Eine Verbesserung der Konvergenzord-
nung ist sowohl fu¨r stu¨ckweise konstante als auch fu¨r stu¨ckweise lineare Approximation
ausgeschlossen. Betrachten wir die beste Approximation u∗h der optimalen Steuerung u¯
bzgl. der L2-Norm in Uh[0, T,Rm], d.h.
‖u¯− u∗h‖2 = inf
uh∈Uh
‖u¯− uh‖2,
so erhalten wir zuna¨chst
u∗h(t) =
1
h
∫ ti+1
ti
u¯(s) ds, ∀t ∈ Ti, i = 0, . . . , N − 1
und darauf aufbauend fu¨r den Fehler die Abscha¨tzung
‖u¯− u∗h‖22 =
N−1∑
i=0
∫ ti+1
ti
∣∣u¯(t)− 1
h
∫ ti+1
ti
u¯(s) ds
∣∣2 dt
=
1
h2
N−1∑
i=0
∫ ti+1
ti
∣∣∣ ∫ ti+1
ti
u¯(t)− u¯(s) ds
∣∣∣2 dt
≤ 1
h2
N−1∑
i=0
∫ ti+1
ti
(∫ ti+1
ti
‖ ˙¯u‖∞|t− s| ds
)2
dt
≤ 1
h2
N−1∑
i=0
∫ ti+1
ti
(‖ ˙¯u‖∞ h2)2 dt
≤
N−1∑
i=0
‖ ˙¯u‖2∞ h3 ≤ T‖ ˙¯u‖2∞ h2,
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also
‖u¯− u∗h‖2 ≤
√
T‖ ˙¯u‖∞ h.
Es ist demnach nicht zu erwarten, dass die Lo¨sung unseres Optimierungsproblems mit
stu¨ckweise konstanter Approximation der Steuerung eine ho¨here Konvergenzordnung
als 1 besitzt. Fu¨r den Fall u∗h ∈ Vh[0, T,Rm] zeigt eine a¨hnliche Rechnung die Optima-
lita¨t der Konvergenzordnung h
3
2 .
Fu¨r den Fehler in der L∞-Norm zitieren wir als Ausgangspunkt wieder Hinze [14].
Satz 4.5.2 ([14], Theorem 3.6). Seien u¯ und u¯h die Lo¨sungen der Probleme (StP)
und (StP)h
2
. Dann gilt fu¨r genu¨gend kleines h
‖u¯− u¯h‖∞ ≤ c (‖p(u¯)− ph(u¯)‖∞ + c h2)
mit einer von h unabha¨ngigen Konstante c > 0.
Die Erweiterung dieser Aussage folgt mit Satz 4.3.4.
Satz 4.5.3. Seien u¯ und u¯h die Lo¨sungen der Probleme (StP) und (StP)h
2
. Dann gilt
fu¨r genu¨gend kleine Schrittweite
‖u¯− u¯h‖∞ ≤ c h2
mit einer von h unabha¨ngigen Konstante c > 0.
Beweis: Satz 4.3.4 begru¨ndet die Aussage unter Verwendung des zuletzt zitierten
Resultats. 
Somit ist fu¨r beide Normen die quadratische Konvergenzordnung der Lo¨sungen der
diskreten Probleme gegen die exakte Lo¨sung bewiesen, falls wir auf eine Diskretisierung
der Steuerung verzichten. Die dadurch entstehenden Probleme (StP)h
2
erfordern aller-
dings einen schwer abzuscha¨tzenden numerischen Mehraufwand gegenu¨ber den Proble-
men (StP)h in den folgenden Abschnitten mit expliziter Diskretisierung der Steuerung.
4.5.2 Konstante Approximation der Steuerung
Konvergenz im quadratischen Mittel
Im Gegensatz zu den im letzten Abschnitt vorgestellten Ergebnissen diskretisieren
Meyer/Ro¨sch [16] (2004) ebenfalls die Steuerung und untersuchen somit das endlich-
dimensionale Steuerungsproblem
(StP)h minuh
Jh(ShT u, u) = min
u
1
2
‖ShT uh − zd‖22 +
ν
2
‖uh‖22, uh ∈ Uadh ,
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mit Uadh = U
ad ∩ Uh[0, T,Rm]. Betrachten wir in dieser Situation den Fehler zwischen
exakter und diskreter Lo¨sung, so erhalten wir weder bei stu¨ckweise konstanter noch
bei stu¨ckweise linearer Approximation quadratische Konvergenz. Daher benutzen die
Autoren fu¨r ein zweidimensionales Problem, d.h. u : R2 → R und z, p : R2 → R, und
stu¨ckweise konstante Approximation der Steuerung die Funktion
u˜ = Π[a,b]
(
−1
ν
BTph(uh)
)
,
wobei uh ∈ Uadh die Lo¨sung von (StP)h ist. Diese Formel ist aus den Optimalita¨tsbedin-
gungen fu¨r das diskrete Problem abgeleitet und u˜ besitzt sta¨rkere Glattheitseigenschaf-
ten als die diskreten Steuerungen. Die Funktion u˜ ist wegen der Lipschitz-Stetigkeit
von ph(uh) ebenfalls Lipschitz-stetig, denn der stetige Operator Π[a,b] a¨ndert diese Ei-
genschaft nicht. Wir geben an dieser Stelle den Weg von Meyer/Ro¨sch [16] wieder.
Voraussetzung: Das Steuerungsproblem (StP) besitze eine optimale Steuerung mit
der Eigenschaft:
|{t ∈ [0, T ] : @ ˙¯u(t)}| = K <∞. (Vcon)
Die Konstante K sei u¨ber diese Voraussetzung definiert, sie wird in den folgenden
Fehlerabscha¨tzung wieder erscheinen. Die Voraussetzung unterteilt die Intervalle Ti
demnach in zwei Gruppen. Die Menge K1 umfasst diejenigen Intervalle, auf denen Π[a,b]
die Identita¨t ist und somit u¯ ∈ W 22 [ti, ti+1,Rm] gilt. Mit K2 dagegen benennen wir die
Menge der Intervalle, wo u¯ nicht zweimal differenzierbar ist, sondern nur Lipschitz-
stetig. Das sind jene Intervalle, auf denen − 1
ν
BTp(u¯) einen Schnittpunkt mit einer der
Geraden a oder b besitzt.
Lemma 4.5.4. Bezeichne u¯ die Lo¨sung von (StP) und die Voraussetzung (Vcon) sei
erfu¨llt. Dann gilt
‖zh(u¯)− zh(P0u¯)‖2 ≤ c ‖p(u¯)‖2,2 h2,
mit einer von u¯ und h unabha¨ngigen Konstante c.
Beweis: Fu¨r die Erweiterung des Beweises von Meyer/Ro¨sch [16] auf Funktionen mit
mehrdimensionalem Wertebereich und die genaue Deklaration der Abscha¨tzungskon-
stante verweisen wir auf den Anhang, Abschnitt A.2. 
Lemma 4.5.5. Sei u¯ die Lo¨sung des Problems (StP) mit ˙¯u ∈ BV [0, T,Rm]. Dann gilt
‖zh(u¯)− zh(P0u¯)‖∞ ≤ c4.13 (VT0 ˙¯u+ ‖ ˙¯u‖∞)h2, (4.13)
mit c4.13 =
T
4
‖B‖ c2.7 unabha¨ngig von u¯ und h.
Beweis: Zuna¨chst ist zh(u¯)−zh(P0u¯) ∈ Vh,0[0, T,Rn] die Lo¨sung von (4.1) fu¨r u¯−P0u¯,
d.h. wir schließen mit Lemma 4.2.4 und der Funktion Y (t) =
∫ t
0
B(u¯− P0u¯)(s) ds auf
‖zh(u¯)− zh(P0u¯)‖∞ ≤ c2.7 ‖Y ‖1 = c2.7
N−1∑
i=0
∫ ti+1
ti
|Y (t)| dt.
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Fu¨r Y gilt per Definition Y (t) = Y (ti) +
∫ t
ti
B(u¯ − P0u¯)(s) ds fu¨r alle t ∈ Ti und
i = 0, . . . , N − 1. Daher erhalten wir
N−1∑
i=0
∫ ti+1
ti
|Y (t)| dt =
N−1∑
i=0
∫ ti+1
ti
∣∣∣Y (ti) + ∫ t
ti
B(u¯− P0u¯)(s) ds
∣∣∣ dt.
Fu¨r eine bessere U¨bersicht untersuchen wir die rechte Seite getrennt. Zum Einen ist
wegen Y (0) = 0n
∫ ti+1
ti
|Y (ti)| ds = h
∣∣∣ i−1∑
j=0
Y (tj+1)− Y (tj)
∣∣∣ = h∣∣∣ i−1∑
j=0
∫ tj+1
tj
Y˙ (t) dt
∣∣∣
≤ h‖B‖
∣∣∣ i−1∑
j=0
∫ tj+1
tj
u¯(t)− u¯(Sj) dt
∣∣∣
≤ h‖B‖
i−1∑
j=0
∣∣∣ ∫ h2
0
u¯(Sj + t)− 2u¯(Sj) + u¯(Sj − t) dt
∣∣∣
≤ h‖B‖
N−1∑
j=0
∫ h
2
0
∣∣∣ ∫ t
0
˙¯u(Sj + s) ds−
∫ t
0
˙¯u(Sj − t+ s) ds
∣∣∣ dt
≤ h‖B‖
N−1∑
j=0
∫ h
2
0
∫ t
0
∣∣ ˙¯u(Sj + s)− ˙¯u(Sj − t+ s)∣∣ ds dt
≤ h‖B‖
N−1∑
j=0
∫ h
2
0
∫ h
2
0
VTj ˙¯u ds dt
≤ h
3
4
‖B‖
N−1∑
j=0
VTj ˙¯u
(3.6)
=
h3
4
VT0 ˙¯u,
und somit
N−1∑
i=0
∫ ti+1
ti
|Y (t)| dt ≤ T
4
‖B‖VT0 ˙¯uh2.
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Andererseits gilt
N−1∑
i=0
∫ ti+1
ti
∣∣∣ ∫ t
ti
(u¯− P0u¯)(s) ds
∣∣∣ dt ≤ N−1∑
i=0
∫ ti+1
ti
∫ ti+1
ti
|(u¯− P0u¯)(s)| ds dt
= h
N−1∑
i=0
∫ h
2
−h
2
|u¯(Si + s)− u¯(Si)| ds
≤ h‖ ˙¯u‖∞
N−1∑
i=0
∫ h
2
−h
2
|s| ds
=
T
4
‖ ˙¯u‖∞ h2.
Nach Abscha¨tzung beider Summanden ergibt sich folgendes Resultat∫ T
0
|Y (t)| dt ≤ T
4
‖B‖ (VT0 ˙¯u+ ‖ ˙¯u‖∞)h2 ≤
T
4
‖B‖ (VT0 ˙¯u+ ‖ ˙¯u‖∞)h2.

Bemerkung: Lemma 4.5.4 ist eine Erweiterung der von Meyer/Ro¨sch [16] (2004)
vero¨ffentlichten Herleitung auf Funktionen mit mehrdimensionalem Wertebereich. Die
Autoren stellen die sta¨rkere Forderung (Vcon) an die optimale Steuerung. Unsere Bedin-
gung ˙¯u ∈ BV [0, T,Rm] stellt tatsa¨chlich eine schwa¨chere Forderung dar. Betrachten wir
z.B. eine Funktion deren Ableitung abza¨hlbar viele Spru¨ngen auf [0, T ] mit Sprungho¨he
hi fu¨r i = 1, 2, . . . besitzt, d.h. der Wert von f˙ soll vom Niveau hi auf Null springen,
den Wert fu¨r eine Menge vom Maß gro¨ßer als Null den Wert beibehalten und dann
auf hi+1 springen. Dann gilt V
T
0 f˙ = 2
∑∞
i=1 hi. Konvergiert die Reihe (hi)
∞
i=1, so ist die
Variation von f˙ auf [0, T ] beschra¨nkt. Das bedeutet, es existiert eine Funktion F mit
F˙ = f und K =∞, deren Ableitung dennoch von beschra¨nkter Variation ist. ♦
Korollar 4.5.6. Mit den obigen Bezeichnungen gelten fu¨r die adjungierten Zusta¨nde
folgende Abscha¨tzungen
‖ph(u¯)− ph(P0u¯)‖2 ≤ T 2
√
Tc4.13 (V
T
0
˙¯u+ ‖ ˙¯u‖∞)h2
und
‖p(u¯)− ph(P0u¯)‖2 ≤
√
Tc4.14 C
u¯
4.14 h
2 (4.14)
mit der von u¯ und h unabha¨ngigen Konstante c4.14 = max{c4.9, T 2c4.13} und der Ab-
ku¨rzung C u¯4.14 = ‖T u¯‖∞ + ‖zd‖∞ + VT0 ˙¯u+ ‖ ˙¯u‖∞.
Beweis: Der erste Teil folgt leicht aus dem zuletzt durchgefu¨hrten Beweis:
‖ph(u¯)− ph(P0u¯)‖2 ≤ T 2‖zh(u¯)− zh(P0u¯)‖2 ≤ T 2
√
Tc4.13 (V
T
0
˙¯u+ ‖ ˙¯u‖∞)h2.
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Daher gilt mit Hilfe der Dreiecks-Ungleichung
‖p(u¯)− ph(P0u¯)‖2 ≤ ‖p(u¯)− ph(u¯)‖2 + ‖ph(u¯)− ph(P0u¯)‖2
(4.9)
≤ c4.9 (‖T u¯‖2 + ‖zd‖2)h2 + ‖ph(u¯)− ph(P0u¯)‖2
≤
(
c4.9 (‖T u¯‖2 + ‖zd‖2) + T 2
√
Tc4.13 (V
T
0
˙¯u+ ‖ ˙¯u‖∞)
)
h2
≤
√
Tc4.14 (‖T u¯‖∞ + ‖zd‖∞ + VT0 ˙¯u+ ‖ ˙¯u‖∞)h2.

Jetzt benutzen wir die bisherigen Ergebnisse fu¨r die Untersuchung des Abstands
zwischen der diskreten Lo¨sung und der Interpolation der optimalen Steuerung im Raum
Uh[0, T,Rm]. Auch hier ist die Voraussetzung (Vcon) in unserem Fall nicht no¨tig. Wir
ersetzen sie durch die etwas schwa¨chere Forderung ˙¯u ∈ BV [0, T,Rm] und erweitern den
Beweis von Meyer/Ro¨sch [16] (2004) auf unser vektorwertiges Problem.
Satz 4.5.7. Seien u¯ die Lo¨sung von (StP) und uh ∈ Uh[0, T,Rm] die Lo¨sung des diskre-
ten Optimierungsproblems (StP)h. Dann gilt unter der Voraussetzung ˙¯u ∈ BV [0, T,Rm]
die folgende Abscha¨tzung
‖uh − P0u¯‖2 ≤
√
Tc4.15 C
u¯
4.14 h
2 (4.15)
mit c4.15 =
‖B‖
ν
(c4.14 +
1
8
c2.6c2.7), einer von u¯ und h unabha¨ngigen Konstante.
Diese Aussage bedeutet, dass die Konvergenz der Lo¨sungen der diskreten Proble-
me gegen die optimale Steuerung in den Intervallmittelpunkten schon quadratische
Ordnung besitzt.
Beweis: In Lemma 2.4.1 und im Verlauf dieses Kapitels konnten wir zeigen, dass die
Bedingungen
〈BTp¯+ νu¯, u− u¯〉 ≥ 0 ∀u ∈ Uad (2.17)
〈BTph(uh) + νuh, ζh − uh〉 ≥ 0 ∀ζh ∈ Uadh (4.7)
notwendig und hinreichend fu¨r die Optimalita¨t der eindeutig bestimmten Lo¨sungen
der Probleme (StP) und (StP)h sind. Nach Lemma 2.4.3 besitzt die Variationsunglei-
chung (2.17) auch punktweise Gu¨ltigkeit, d.h.(
BTp¯(t) + νu¯(t)
)T(
u− u¯(t)) ≥ 0 ∀′t ∈ [0, T ], ∀u ∈ U
mit U = {u ∈ Rm : a ≤ u ≤ b}. Da u¯, p¯ und uh an den Stellen Si stetig sind, setzen
wir speziell u = uh(Si) und erhalten fu¨r i = 0, . . . , N − 1(
BTp¯(Si) + νu¯(Si)
)T(
uh(Si)− u¯(Si)
)
=(
BTp¯(Si) + ν(P0u¯)(Si)
)T(
uh(Si)− (P0u¯)(Si)
) ≥ 0.
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Durch Integration u¨ber Ti und Addition aller Ungleichungen erhalten wir
〈BT(P0p¯) + ν(P0u¯), uh − P0u¯〉 ≥ 0.
Daru¨ber hinaus testen wir die diskrete Optimalita¨tsbedingung (4.7) mit der Funktion
P0u¯ und erhalten so
〈BTph(uh) + νuh, P0u¯− uh〉 ≥ 0.
Addieren wir diese zwei Ungleichungen, so folgt
〈BT(P0p¯− ph(uh)) + ν(P0u¯− uh), uh − P0u¯〉 ≥ 0,
was a¨quivalent ist zu
ν‖uh − P0u¯‖22 ≤ 〈P0p¯− ph(uh), B(uh − P0u¯)〉.
Wir bearbeiten nun die rechte Seite der letzten Ungleichung weiter und spalten das
Skalarprodukt auf
〈P0p¯− ph(uh), B(uh − P0u¯)〉 = 〈ph(P0u¯)− ph(uh), B(uh − P0u¯)〉
+ 〈p¯− ph(P0u¯), B(uh − P0u¯)〉
+ 〈P0p¯− p¯, B(uh − P0u¯)〉.
Fu¨r den ersten Summand beachten wir die Adjungiertheit der diskreten Operatoren
Sh und S∗h auf dem L2[0, T,Rn] (siehe Lemma 4.2.5) und schreiben
〈ph(P0u¯)− ph(uh), B(uh − P0u¯)〉 = 〈zh(P0u¯)− zh(uh), zh(uh)− zh(P0u¯)〉 ≤ 0.
Den zweiten Term scha¨tzen wir mit der Cauchy-Schwarz-Ungleichung und mit Korol-
lar 4.5.6 wie folgt ab
〈p¯− ph(P0u¯), B(uh − P0u¯)〉 ≤ ‖B‖ ‖p¯− ph(P0u¯)‖2‖uh − P0u¯‖2
(4.14)
≤
√
Tc4.14‖B‖ ‖uh − P0u¯‖2 C u¯4.14 h2.
Der letzte Summand stellt eine Formel zur numerischen Integration dar und wir er-
halten mit Lemma 3.3.2 und dem Wissen um die Konstanz von uh und P0u¯ auf jedem
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Intervall die Abscha¨tzung
〈P0p¯− p¯, B(uh − P0u¯)〉
=
N−1∑
i=0
∫ ti+1
ti
(
uh(t)− (P0u¯)(t)
)T
BT
(
(P0p¯)(t)− p¯(t)
)
dt
=
N−1∑
i=0
(
uh(Si)− (P0u¯)(Si)
)T
BT
(∫ ti+1
ti
p¯(Si)− p¯(t) dt
)
(3.10)
≤ ‖B‖
4
N−1∑
i=0
(
|uh(Si)− (P0u¯)(Si)|
√
h
)
|p¯|W 22 (Ti) h2
(A.1)
≤ ‖B‖
4
(
N−1∑
i=0
∣∣uh(Si)− (P0u¯)(Si)∣∣2h)
1
2
︸ ︷︷ ︸
=‖uh−P0u¯‖2
(
N−1∑
i=0
|p¯|2W 22 (Ti)
) 1
2
︸ ︷︷ ︸
=|p¯|2,2
h2
(2.13)
≤ ‖B‖
4
c2.7 ‖uh − P0u¯‖2‖z(u¯)− zd‖2 h2
≤ ‖B‖
8
c22.6c2.7 (‖T u¯‖2 + ‖zd‖2) ‖uh − P0u¯‖2 h2.
Nach dem Einsetzen der beiden positiven Summanden, und beidseitigem Ku¨rzen
des Terms ‖uh − P0u¯‖2 erhalten wir
ν‖uh − P0u¯‖2 ≤
√
T (c4.14 +
1
8
c22.6c2.7) ‖B‖C u¯4.14 h2.
Der letzte Schritt ist mo¨glich, denn im Fall uh−P0u¯ = 0 wa¨re die Aussage trivialerweise
erfu¨llt. 
Nun greifen wir die Gedanken vom Anfang des Abschnittes wieder auf und unter-
suchen die Approximationsgu¨te der Funktion u˜ = Π[a,b]
(− 1
ν
BTph(uh)
)
bezu¨glich u¯.
Satz 4.5.8. Seien u¯ die Lo¨sung von (StP) mit ˙¯u ∈ BV [0, T,Rm] und uh ∈ Uh[0, T,Rm]
die Lo¨sung des diskreten Steuerungsproblems (StP)h. Die Funktion u˜ sei ferner defi-
niert durch u˜ = Π[a,b]
(− 1
ν
BTph(uh)
)
. Dann gilt
‖u¯− u˜‖2 ≤ cΠ
√
T (c4.14 + T
4‖B‖ c4.15)C u¯4.14 h2,
wobei cΠ = 1
ν
‖B‖ ist.
Beweis: Die Aussagen von Lemma 4.2.1 und Satz 4.5.7 implizieren
‖ph(P0u¯)− ph(uh)‖2 ≤ T 4‖B‖ ‖P0u¯− uh‖2 ≤ T 4
√
T‖B‖ c4.15C u¯4.14 h2.
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Von Korollar 4.5.6 u¨bernehmen wir die Abshca¨tzung (4.14)
‖p¯− ph(P0u¯)‖2 ≤
√
Tc4.14 C
u¯
4.14 h
2
und mit Hilfe der Dreiecks-Ungleichung erhalten wir
‖p¯− ph(uh)‖2 ≤
√
T (c4.14 + T
4‖B‖ c4.15)C u¯4.14 h2.
Der Operator Π[a,b] : C[0, T,Rm]→ Uad ist als Projektion auf eine abgeschlossene und
konvexe Menge Lipschitz-stetig mit Lipschitz-Konstante 1, daher gilt zuna¨chst
‖u¯− u˜‖2 = ‖(−1
ν
BTp¯)− (−1
ν
BTph(uh))‖2 ≤ ‖B‖
ν
‖p¯− ph(uh)‖2
und daraus ableitend
‖u¯− u˜‖2 ≤ cΠ
√
T (c4.14 + T
4‖B‖ c4.15)C u¯4.14 h2.

Quadratische Konvergenzordnung in der L∞-Norm
Der im vergangenen Abschnitt durchgefu¨hrte Nachweis der quadratischen Konvergenz
in der L2-Norm beruhte zu einem Großteil auf der Darstellbarkeit dieser Norm durch
ein Skalarprodukt (vgl. Lemmata 4.3.1 und 4.3.2). Schlagen wir einen a¨hnlichen Weg
wie Hinze[14] (2005) oder Meyer/Ro¨sch [16] (2005) ein und verwenden die L∞-Norm,
so verringert sich die Konvergenzordnung. Wir sind allerdings bestrebt auch in dieser
Norm die obigen Resultate zu erhalten, denn eine punktweise Abscha¨tzung gibt wesent-
lich mehr Informationen u¨ber die tatsa¨chliche Lo¨sung preis. Dabei bleiben wir vorerst
bei stu¨ckweise konstanter Approximation der Steuerung. Die entscheidende Stelle fu¨r
die Verringerung der Konvergenzgeschwindigkeit ist der Abstand der exakten und dis-
kreten Lo¨sung der adjungierten Gleichung. In Satz 4.3.4 konnten wir eine Abscha¨tzung
des Fehlers zwischen der Lo¨sung der Systemgleichung und der Lo¨sung der diskreten
Systemgleichung herleiten. Dieses Ergebnis spielt im weiteren Verlauf ein wichtige Rol-
le. Wir weisen an dieser Stelle noch einmal auf die Einschra¨nkung hinsichtlich der
Basisfunktionen hin (vgl. den zweiten Teil der Bemerkung unter Satz 4.3.4).
Satz 4.5.9. Seien u¯ die Lo¨sung des Problems (StP) mit ˙¯u ∈ BV [0, T,Rm] und die
Funktion u˜ gegeben durch u˜ = Π[a,b]
(− 1
ν
BTph(uh)
)
mit der Lo¨sung uh ∈ Uh[0, T,Rm]
der diskreten Probleme (StP)h. Dann gilt unter der Voraussetzung h ≤
√
2
‖A‖ die
Abscha¨tzung
‖u¯− u˜‖∞ ≤ cC u¯4.14 h2,
mit einer von u¯ und h unabha¨ngigen Konstante c.
4.5. HAUPTERGEBNISSE 81
Beweis: Wir betrachten zuna¨chst wieder die adjungierten Zusta¨nde und schließen mit
Hilfe der Dreiecks-Ungleichung
‖p(u¯)− ph(uh)‖∞ ≤ ‖p¯− ph(u¯)‖∞ + ‖ph(u¯)− ph(P0u¯)‖∞ + ‖ph(P0u¯)− ph(uh)‖∞.
Fu¨r den ersten Term kennen wir aus Satz 4.3.4 die Abscha¨tzung
‖p(u¯)− ph(u¯)‖∞ ≤ 3c22.6c2.7 (‖T u¯‖∞ + ‖zd‖∞)h2
und fu¨r den zweiten Summanden u¨bernehmen wir aus Lemma 4.5.5
‖ph(u¯)− ph(P0u¯)‖∞ ≤ T 2‖zh(u¯)− zh(P0u¯)‖∞ ≤ T 2c4.13 (VT0 ˙¯u+ ‖ ˙¯u‖∞)h2.
Die Abscha¨tzung des dritten Summanden gestaltet sich etwas komplizierter. Es ist
‖ph(P0u¯)− ph(uh)‖∞
(4.5)
≤ T
√
T ‖zh(P0u¯)− zh(uh)‖2
≤ T 3
√
T‖B‖ ‖P0u¯− uh‖2 h2
(4.15)
≤ T 4‖B‖ c4.15C u¯4.14 h2.
Somit erhalten wir Dank der Lipschitz-Stetigkeit des Operators Π[a,b]
‖u¯− u˜‖∞ ≤ cΠ‖p(u¯)− ph(uh)‖∞ ≤ cΠ(3c22.6c2.7 + T 2c4.13 + T 4‖B‖ c4.15)C u¯4.14 h2.

4.5.3 Lineare Approximation der Steuerung
In den bisherigen Betrachtungen u¨ber die Diskretisierung mittels der Finite Elemen-
te Methode approximierten wir die Steuerung stu¨ckweise konstant und erweiterten in
Satz 4.5.7 ein wichtiges Resultat aus Meyer/Ro¨sch [16] (2004). Der Beweis dieses Lem-
mas stu¨tzt sich an einer entscheidenden Stelle auf die spezielle Form der Diskretisierung.
Sie nutzen die punktweise Gu¨ltigkeit der Optimalita¨tsbedingung fu¨r (StP) zu diskreten
Aussagen und leiteten daraus wiederum Abscha¨tzungen in der L2-Norm her. Bei einer
Vera¨nderung der Diskretisierung geht dieser Vorteil womo¨glich verloren, allerdings wis-
sen wir aus Lemma 2.4.1 von der optimalen Steuerung u¯ ∈W 1∞[0, T,Rn], d.h. u¯ ist eine
stetige Funktion. Daher liegt es nahe die Approximation zu verbessern. Wir verwenden
demnach Funktionen aus dem Raum Vh[0, T,Rn]. An der eindeutigen Lo¨sbarkeit der
diskreten Systemgleichung a¨ndert dieses Vorgehen nichts. Es gilt die Aussage, dass fu¨r
jedes uh ∈ Vh[0, T,Rn] eine eindeutig bestimmte Lo¨sung zh ∈ Vh,0[0, T,Rn] der diskre-
ten Systemgleichung (4.1) existiert verbunden mit der stetigen Abha¨ngigkeit von der
rechten Seite. Die diskreten Steuerungsprobleme lauten dann
(StP)h min
uh
1
2
‖ShT uh − zd‖22 +
ν
2
‖uh‖22, uh ∈ Uadh ,
wobei Uadh = U
ad ∩ Vh[0, T,Rm].
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Als Startpunkt erinnern wir an Lemma 3.3.6. Dort betrachteten wir den Fehler, der
bei der Interpolation der optimalen Steuerung u¯ durch stu¨ckweise lineare Funktionen
entsteht. Dieses Resultat benutzen wir nun, um ein Analogon zu Lemma 4.5.5 zu
beweisen.
Lemma 4.5.10. Sei u¯ die Lo¨sung von (StP) mit ˙¯u ∈ BV [0, T,Rm]. Dann gilt
‖zh(u¯)− zh(P1u¯)‖∞ ≤ T‖B‖VT0 ˙¯uh2. (4.16)
Beweis: Zuna¨chst ist zh(u¯) − zh(P1u¯) ∈ Vh,0[0, T,Rn] die Lo¨sung von (4.1) fu¨r y =
B(u¯− P1u¯). Setzen wir dort speziell vh = zh(u¯)− zh(P1u¯), so schließen wir auf
‖z˙h(u¯)− z˙h(P1u¯)‖22 ≤ ‖zh(u¯)− zh(P1u¯)‖∞‖B‖
∫ T
0
|u¯(t)− (P1u¯)(t)| dt,
denn A ist positiv semi-definit. Daher folgt mit Lemma 3.3.6
‖zh(u¯)− zh(P1u¯)‖2∞
(A.4)
≤ T‖z˙h(u¯)− z˙h(P1u¯)‖22
(3.13)
≤ T‖B‖ ‖zh(u¯)− zh(P1u¯)‖∞ VT0 ˙¯uh2.
Im Fall ‖zh(u¯)− zh(P1u¯)‖∞ = 0 wa¨re nichts zu zeigen gewesen, daher ku¨rzen wir den
Term auf beiden Seiten und vollenden den Beweis. 
Bemerkung: Zuna¨chst halten wir eine Erweiterung der letzten Abscha¨tzung fest. Es
gilt
‖zh(u¯)− zh(P1u¯)‖2 ≤
√
T‖zh(u¯)− zh(P1u¯)‖∞ ≤ T 32‖B‖VT0 ˙¯uh2.
Weiterhin betonen wir an dieser Stelle einen wichtigen Baustein im Beweis von
Lemma 4.5.10. Wir verwenden auf Grund von zh(u¯) − zh(P1u¯) ∈ Vh,0[0, T,Rn] und
der daraus folgenden Stetigkeit den Sobolew’schen Einbettungssatz (siehe Anhang,
Satz A.3.2) inklusive der Abscha¨tzung
‖zh(u¯)− zh(P1u¯)‖∞ ≤
√
T‖z˙h(u¯)− z˙h(P1u¯)‖2.
Notwendig fu¨r dieses Vorgehen ist aber der eindimensionale Definitionsbereich der
Funktionen. Sind zh(u¯) und zh(P1u¯) auf einem Gebiet Ω ⊂ R2 mit |Ω| > 0 definiert, so
trifft die Aussage von Satz A.3.2 nicht mehr auf ihre Differenz zu. Es wa¨re dann nur
noch
‖zh(u¯)− zh(P1u¯)‖∞ ≤ c ‖zh(u¯)− zh(P1u¯)‖2,2
mo¨glich, allerdings ist zh(u¯)− zh(P1u¯) auf Grund der stu¨ckweisen Linearita¨t kein Ele-
ment von W 22,0[0, T,Rn] und die Ungleichung ist daher nicht gu¨ltig. ♦
Satz 4.5.11. Sei u¯ die Lo¨sung von (StP) und es gelte ˙¯u ∈ BV [0, T,Rm]. Weiter sei
uh ∈ Vh[0, T,Rm] die Lo¨sung des diskreten Steuerungsproblems (StP)h. Dann gilt fu¨r
hinreichend kleines h
‖uh − P1u¯‖2 ≤ 1
3
(VT0 ˙¯u+ ‖ ˙¯u‖∞)h
3
2 . (4.17)
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Beweis: Ausgangspunkt fu¨r den Beweis sind auch hier die notwendigen Optimalita¨ts-
bedingungen fu¨r u¯ bzw. uh aus Lemma 2.4.1 und Abschnitt 4.2. Es ist
〈BTp¯+ νu¯, u− u¯〉 ≥ 0 ∀u ∈ Uad (2.17)
〈BTph(uh) + νuh, ζh − uh〉 ≥ 0 ∀ζh ∈ Uadh . (4.7)
Da die Ungleichung (2.17) fu¨r alle u ∈ Uad gilt, schließen wir mit Lemma 2.4.3 auf die
punktweise Gu¨ltigkeit, also(
BTp¯(t) + νu¯(t)
)T(
u− u¯(t)) ≥ 0 ∀′t ∈ [0, T ], ∀u ∈ U
mit U = {u ∈ Rm : a ≤ u ≤ b}. Wir betrachten fu¨r i = 0, . . . , N die Spezialfa¨lle
u = uh(ti) und folgern fu¨r die Stu¨tzstellen(
BTp¯(ti) + νu¯(ti)
)T(
uh(ti)− u¯(ti)
) ≥ 0, i = 0, . . . , N.
An dieser Stelle betrachten wir allgemein zwei Funktionen f, g ∈ Vh[0, T,Rn] und die
sie darstellenden Vektoren f, g ∈ R(N+1)n, also fi = f(ti) und gi = g(ti) fu¨r i = 0, . . . , N .
Falls fTi gi ≥ 0 fu¨r i = 0, . . . , N gilt, so ist auch
0 ≤ h
2
fT0 g0 + h
N−1∑
i=1
fTi gi +
h
2
fTNgN = f
T h
6

3I
6I
. . .
6I
3I

︸ ︷︷ ︸
=:H
g.
Das L2-Skalarprodukt der beiden Funktionen stellen wir ebenfalls als Produkt ihrer
Vektoren im R(N+1)n mit Hilfe der positiv definiten Matrix L dar (vgl. (3.1)), daraus
folgt
〈f, g〉2 = fTLg = fTHg︸ ︷︷ ︸
≥0
+fT
h
6

−I I
I −2I I
. . .
I −2I I
I −I
 g,
Mit den Abku¨rzungen
(f0)hh¯ =
f1 − f0
h2
,
(fi)hh¯ =
fi+1 − 2fi + fi−1
h2
, i = 1, . . . , N − 1,
(fN)hh¯ =
fN−1 − fN
h2
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erhalten wir
0 ≤ 〈f, g〉2 − h
2
6
〈(f)hh¯, g〉h.
Setzen wir nun f = BT(P1p¯) + ν(P1u¯) und g = uh − P1u¯, sowie fi = BTp¯(ti) +
ν(P1u¯)(ti) und gi = uh(ti)− (P1u¯)(ti) fu¨r i = 0, . . . , N . Damit erhalten wir
〈BT(P1p¯) + ν(P1u¯), uh − P1u¯〉 − h
2
6
〈(BT(P1p¯) + ν(P1u¯))hh¯, uh − P1u¯〉h ≥ 0.
Addieren wir diese Ungleichung und (4.7), so gelangen wir unter Verwendung von
u¯(ti) = (P1u¯)(ti) und p¯(ti) = (P1p¯)(ti) fu¨r i = 0, . . . , N zu
〈BT(P1p¯− ph(uh)) + ν(P1u¯− uh), uh − P1u¯〉 − h
2
6
〈(BTp¯+ νu¯)hh¯, uh − P1u¯〉h ≥ 0.
Das ist a¨quivalent zu
ν‖uh − P1u¯‖22 ≤ 〈P1p¯− ph(uh), B(uh − P1u¯)〉 −
h2
6
〈(BTp¯+ νu¯)hh¯, uh − P1u¯〉h
= 〈P1p¯− ph(P1u¯), B(uh − P1u¯)〉+ 〈ph(P1u¯)− ph(uh), B(uh − P1u¯)〉
− h
2
6
〈(BTp¯+ νu¯)hh¯, uh − P1u¯〉h
und wir scha¨tzen die entstandenen Skalarprodukte getrennt voneinander ab. Zuna¨chst
benutzen wir die Cauchy-Schwarz-Ungleichung und erhalten
〈P1p¯− ph(P1u¯), B(uh − P1u¯)〉 ≤
√
T‖B‖ ‖P1p¯− ph(P1u¯)‖∞‖uh − P1u¯‖2
Weiterhin gilt
‖P1p¯− ph(P1u¯)‖∞ ≤ ‖P1p¯− ph(u¯)‖∞ + ‖ph(u¯)− ph(P1u¯)‖∞
(4.5)
≤ ‖P1p¯− ph(u¯)‖∞ + T 2‖zh(u¯)− zh(P1u¯)‖∞
(4.16)
≤ (‖P1p¯− ph(u¯)‖∞ + T 3‖B‖VT0 ˙¯u)h2
(4.12)
≤ (3c22.6c22.7 (‖T u¯‖∞ + ‖zd‖∞) + T 3‖B‖VT0 ˙¯u)h2.
Fu¨r den zweiten Ausdruck verwenden wir Lemma 4.2.5. Demnach sind die diskreten
Operatoren bezu¨glich des L2-Skalarprodukts adjungiert und wir schließen
〈ph(P1u¯)− ph(uh), B(uh − P1u¯)〉 = 〈zh(P1u¯)− zh(uh), zh(uh)− zh(P1u¯)〉
= −‖zh(P1u¯)− zh(uh)‖22 ≤ 0.
Beim letzten Summanden schließen wir nach Anwendung der Cauchy-Schwarz-Unglei-
chung mit Lemma 3.2.9 auf
h2‖(BTp(u¯) + νu¯)hh¯‖h ≤
(‖B‖ ‖p(u¯)hh¯‖h + ν‖(u¯)hh¯‖h)h2
≤ 2‖B‖ ‖p¨(u¯)‖2 h2 + 2ν (VT0 ˙¯u+ ‖ ˙¯u‖∞)h
3
2 .
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Wir erhalten schließlich durch Addition der positiven Terme und beidseitigem Ku¨r-
zen von ‖uh − P1u¯‖2 zu
‖uh − P1u¯‖2 ≤ +
√
T
‖B‖
ν
[1
3
‖p¨(u¯)‖∞ + 3c22.6c22.7 (‖T u¯‖∞ + ‖zd‖∞) + T 3‖B‖VT0 ˙¯u
]
h2
+
1
3
(VT0 ˙¯u+ ‖ ˙¯u‖∞)h
3
2
und es folgt fu¨r hinreichend kleine Schrittweite
‖uh − P1u¯‖2 ≤ 1
3
(VT0 ˙¯u+ ‖ ˙¯u‖∞)h
3
2 .

Damit ergeben sich automatisch weitere Ergebnisse.
Satz 4.5.12. Seien u¯ die Lo¨sung von (StP) mit ˙¯u ∈ BV [0, T,Rm] und uh ∈ Vh[0, T,Rm]
die Lo¨sung des diskreten Steuerungsproblems (StP)h. Dann gilt
‖u¯− uh‖2 ≤ 1
3
(4VT0 ˙¯u+ ‖ ˙¯u‖∞)h
3
2 .
Beweis: Die Aussage folgt mit der Dreiecks-Ungleichung aus dem letzten Satz und
der Ungleichung (3.13). 
Fu¨r eine Fehlerabscha¨tzung in der L∞-Norm definieren wir wieder die Funktion
u˜ = Π[a,b]
(− 1
ν
BTph(uh)
)
und gehen den schon bei stu¨ckweise konstanter Approximation
der Steuerung vorgestellten Weg.
Satz 4.5.13. Seien u¯ die Lo¨sung von (StP) mit ˙¯u ∈ BV [0, T,Rm] und uh ∈ Vh[0, T,Rm]
die Lo¨sung von (StP)h. Dann gilt mit der Funktion u˜ = Π[a,b]
(− 1
ν
BTph(uh)
)
fu¨r hin-
reichend kleine Schrittweite
‖u¯− u˜‖∞ ≤ ‖B‖
2
3ν
T 3
√
T (VT0 ˙¯u+ ‖ ˙¯u‖∞)h
3
2 .
Beweis: Es ist
‖ph(u¯)− ph(P1u¯)‖∞ ≤ T 2‖zh(u¯)− zh(P1u¯)‖∞
(4.16)
≤ T 3‖B‖VT0 ˙¯uh2
und
‖ph(P1u¯)− ph(uh)‖∞ ≤ T 2‖zh(P1u¯)− zh(uh)‖∞
≤ T 3
√
T‖B‖ ‖P1u¯− uh‖2
(4.17)
≤ T 3
√
T
‖B‖
3
(VT0 ˙¯u+ ‖ ˙¯u‖∞)h
3
2 .
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Weiterhin gilt laut Satz 4.3.4
‖p¯− ph(u¯)‖∞ ≤ 3c22.6c22.7 (‖T u¯‖∞ + ‖zd‖∞)h2.
Demnach erhalten wir auf Grund der Lipschitz-Stetigkeit des Operators Π[a,b]
‖u¯− u˜‖∞ ≤ ‖B‖
ν
‖p¯− ph(uh)‖∞ ≤ ‖B‖
ν
(
T 3‖B‖VT0 ˙¯u
+ 3c22.6c
2
2.7 (‖T u¯‖∞ + ‖zd‖∞)
)
h2 + T 3
√
T
‖B‖2
3ν
(VT0 ˙¯u+ ‖ ˙¯u‖∞)h
3
2 .
Fu¨r hinreichend kleine Schrittweite folgt dann
‖u¯− u˜‖∞ ≤ ‖B‖
2
3ν
T 3
√
T (VT0 ˙¯u+ ‖ ˙¯u‖∞)h
3
2 .

Damit gelingt es uns fu¨r stu¨ckweise lineare Approximation der Steuerung Konver-
genz der Ordnung 3
2
zu zeigen. Wie in Satz 4.5.12 bewiesen, erreichen wir diese Kon-
vergenzgeschwindigkeit auch bei Betrachtung des Abstands von exakter und diskreter
Lo¨sung, allerdings nur im quadratischen Mittel. Durch die Definition von u˜ erhalten
wir eine fu¨r das Ausgangsproblem zula¨ssige Steuerung mit der gleichen Konvergenzord-
nung bei punktweiser Betrachtung des Fehlers. Die numerischen Ergebnisse weisen auf
quadratische Konvergenzordnung hin, allerdings scheitert die oben durchgefu¨hrte Be-
weismethode (im Gegensatz zur stu¨ckweise konstanten Diskretisierung - vgl. Satz 4.5.7),
da die diskrete Optimalita¨tsbedingung nicht auf ein endlich-dimensionales Skalarpro-
dukt mit Diagonalmatrix zuru¨ckgefu¨hrt werden kann. Aus der punktweisen Gu¨ltigkeit
der Optimalita¨tsbedingung fu¨r das kontinuierliche Problem erhalten wir allerdings ei-
ne solche Diagonalmatrix und damit entsteht ein Fehlerterm, welcher schließlich die
niedrigere Konvergenzordnung nach sich zieht.
4.6 Numerische Durchfu¨hrung
4.6.1 Bestimmung der diskreten Operatoren
Nach den theoretischen Vorarbeiten mit dem Nachweis der quadratischen Konvergenz
steht nun die Beschreibung der praktischen Durchfu¨hrung im Mittelpunkt des Interes-
ses. Dazu bestimmen wir im ersten Schritt die genaue Gestalt der diskreten Operatoren
Sh und S∗h als Abbildungen zwischen den endlich-dimensionalen Funktionenra¨umen der
diskreten Steuerungen und der diskreten Zusta¨nde.
Das Ziel einer Darstellung der Funktion zh als Funktion von uh erreichen wir u¨ber
mittels Umweg u¨ber die a¨quivalenten Vektoren β und α (vgl. die Definition der dis-
kreten Ra¨ume in Abschnitt 3.1). Die diskrete Systemgleichung (4.1) muss fu¨r alle
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vh ∈ Vh,0[0, T,Rn] erfu¨llt sein, dazu reicht es auf Grund der Linearita¨t aus, die Gu¨ltig-
keit fu¨r alle Basiselemente von Vh,0[0, T,Rn] zu fordern. Wir erhalten durch folgenden
Ansatz∫ T
0
z˙h(t)v˙
(j)
h (t) + Azh(t)v
(j)
h (t) dt =
∫ T
0
(Buh(t) + e(t))v
(j)
h (t) dt, j = 1, . . . , N − 1
ein endlich-dimensionales Gleichungssystem. Die einzelnen Summanden bearbeiten wir
fu¨r eine bessere U¨bersicht getrennt. Fu¨r die Behandlung der Ableitungen der v
(j)
h erin-
nern wir zuna¨chst an ihre Definition
v
(j)
h (t) =

t− tj−1
h
, t ∈ Tj−1
tj+1 − t
h
, t ∈ Tj
0, sonst
, j = 1, . . . , N − 1.
Daraus folgern wir
v˙
(j)
h (t) =

1/h, t ∈ (tj−1, tj)
−1/h, t ∈ (tj, tj+1)
0, sonst
, j = 1, . . . , N − 1.
Die Berechnung eines Funktionswerts von zh =
∑N−1
j=1 βjv
(j)
h erfolgt fu¨r ein beliebiges
t ∈ Ti und i = 0, . . . , N − 1 durch
zh(t) = βiv
(i)
h (t) + βi+1v
(i+1)
h (t) =
βi+1 − βi
h
(t− ti) + βi.
Fu¨r die Ableitung gilt dann folgendes
z˙h(t) =
βi+1 − βi
h
, ∀t ∈ (ti, ti+1), i = 0, . . . , N − 1.
Dabei ist zu beachten, dass wir die Ableitungen von vh und zh punktweise verstehen,
d.h. ihre Definition schließt die Punkte ti nicht ein, da die Funktionen dort im klassi-
schen Sinn nicht differenzierbar sind. Bei der Integration u¨ber das Intervall [0, T ] ist
diese Tatsache nicht von Relevanz, da der Wert des Integrals durch Vera¨nderungen des
Integranden auf einer Nullmenge nicht beeinflusst wird. Die Funktionen v˙h und z˙h sind
also nur fu¨r fast alle t ∈ [0, T ] definiert, denn die Menge {t0, . . . , tN} bildet eine Null-
menge in [0, T ]. Falls wir dennoch einmal den Wert an einer solchen Teilintervallgrenze
beno¨tigen, so fassen wir v˙h(ti) als Grenzwert von der jeweils betrachteten Seite auf.
Bevor wir die verschiedenen Summanden untersuchen, verabreden wir noch eine
verku¨rzende Schreibweise. Auf Grund der Randwertbedingungen in der Definition von
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Vh,0[0, T,Rn] beno¨tigen wir keine Basisfunktionen v(0)h und v
(N)
h und demzufolge auch
keine Koeffizienten β0 und βN . Wir vereinbaren fu¨r sie im Folgenden den Wert 0n.
Schon in den Untersuchungen vor Lemma 4.3.3 betrachteten wir die Vera¨nderungen
der linken Seite der diskreten Systemgleichung beim Einsetzen der Basisfunktionen v
(j)
h .
Wir erhalten
−1
h
(βj+1 − 2βj + βj−1) + h
6
A(βj+1 + 4βj + βj−1), j = 1, . . . , N − 1,
was wir in Matrixschreibweise darstellen durch
1
h

2I −I
−I 2I −I
. . .
−I 2I −I
−I 2I
+
h
6
A˜

4I I
I 4I I
. . .
I 4I I
I 4I

︸ ︷︷ ︸
=:N−1

 β1...
βN−1

mit
A˜ =
A . . .
A
 .
Die Herleitung der rechten Seite unterscheiden wir nach stu¨ckweise konstanter und
stu¨ckweise linearer Approximation der Steuerung. Es ist zuna¨chst fu¨r uh ∈ Uh[0, T,Rm]
und j = 1, . . . , N − 1∫ T
0
(Buh(t))v
(j)
h (t) dt =
∫ T
0
N−1∑
l=0
αl u
(l)
h (t)v
(j)
h (t) dt =
h
2
B(αj−1 + αj).
In Matrixschreibweise zusammengefasst lautet die rechte Seite wie folgt
h
2
B˜

I I
I I
. . . . . .
I I
I I

︸ ︷︷ ︸
C0
 α0...
αN−1
 mit B˜ =
B . . .
B
 .
Im Fall uh ∈ Vh[0, T,Rm] erfolgt die Berechnung der rechten Seite a¨hnlich der linken,
und zwar ist fu¨r j = 1, . . . , N − 1∫ T
0
(Buh(t))v
(j)
h (t) dt =
∫ T
0
N−1∑
l=0
αl v
(l)
h (t)v
(j)
h (t) dt =
h
6
B(αj+1 + 4αj + αj−1).
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Auch hier dru¨cken wir die Gleichungen mit Hilfe von Matrizen aus
h
6
B˜

I 4I I
I 4I I
. . .
I 4I I
I 4I I

︸ ︷︷ ︸
=:C1
α0...
αN
 .
Nun kommen wir zum additiven Anteil e, den wir ebenfalls zu diskretisieren haben.
Definieren wir
ej :=
∫ T
0
e(t)v
(j)
h (t) dt, j = 1, . . . , N − 1
und setzen die Werte zusammen, so erhalten wir daraus den Vektor
eh = (e
T
1 , . . . , e
T
N−1)
T.
Die Integrale sind nur fu¨r eine kleine Klasse von Funktionen analytisch lo¨sbar. Bei
komplizierteren Ausdru¨cken wenden wir Verfahren der numerischen Integration an.
Jetzt sind wir in der Lage die Koeffizienten des Zustandes zh als Funktion der
Koeffizienten der diskreten Steuerung uh darzustellen, und zwar gilt mit j ∈ {1, 2}
(N−1)β = Cjα + eh ⇐⇒ β = N(Cjα + eh), (4.18)
wobei die Gestalt der Matrix A als Diskretisierung des Operators z 7→ −z¨ fu¨r un-
sere Problemstellung fest bleibt. Dagegen sind die Matrizen B, C0 und C1 von den
Problemparametern A und B abha¨ngig.
4.6.2 Ein Beispielproblem
Fu¨r ein Beispiel setzen wir die Parameter auf konkrete Werte. Seien A = B = In
und zd = d ∈ Rn, also konstant. Die Funktion e sei gegeben durch e(t) = −2 + t2 −
t − min{− t2−t
ν
, b} (vgl. Hinze [14] (2005)). Das kontinuierliche Problem lautet dann
folgender Maßen:
min
u
1
2
∫ T
0
|z(u)(t)− d|2 + ν|u|2 dt, u ∈ Uad
unter den Nebenbedingungen:
−z¨(t) + z(t) = u(t) + e(t) ∀′t ∈ [0, T ]
z(0) = z(T ) = 0.
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Die diskreten Optimierungsprobleme ergeben sich zu
min
uh
1
2
∫ T
0
|zh(uh)(t)− d|2 + ν|uh(t)|2 dt, uh ∈ Uadh
mit
Uadh = U
ad ∩ Uh[0, T,Rm] bzw. Uadh = Uad ∩ Vh[0, T,Rm]
und unter den Nebenbedingungen∫ T
0
z˙h(t)
Tv˙h(t) + zh(t)
Tvh(t) dt =
∫ T
0
(uh(t) + e(t))
Tvh(t) dt ∀vh ∈ Vh,0[0, T,Rn].
Die Systemgleichung in Vektorschreibweise mit den wie oben verwendeten Bezeichnun-
gen β und α u¨bernehmen wir aus (4.18)
β = N(Cjα + eh), j ∈ {1, 2},
wobei j durch die Approximationsart der Steuerung festgelegt wird. Wir leiten nun die
Zielfunktion in den Variablen α her und bearbeiten zuna¨chst den Term
‖zh(uh)− zd‖22 = ‖zh(uh)‖22 + ‖zd‖22 − 2〈zh(uh), zd〉.
Den ersten Teil u¨bernehmen wir aus Formel (3.2)
‖zh(uh)‖22 = βTL0β = (Cjα + eh)TNTL0N(Cjα + eh)
=
[
αT(NCj)
TL0NCjα + 2
(
(NCj)
TL0Neh
)T
α + eThNL0Neh
]
.
Das Skalarprodukt vereinfachen wir mit Hilfe des Vektors D = (dT, . . . , dT)T ∈ R(N−1)n
N−1∑
i=0
∫ ti+1
ti
zh(t)
Tzd(t) dt =
N−1∑
i=0
[
(βi)
T
h d
∫ ti+1
ti
(t− ti) dt+ hβTj d
]
= h
N−1∑
i=0
(βi+1 + βi)
T
2
d
β0 = βN = 0n = h
N−1∑
i=1
βTi d = hβ
TD
= h(Cjα + eh)
TNTD
= h(CTjN
TD)Tα + hDTNeh.
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Also ergibt sich fu¨r den ersten Term in der Zielfunktion
1
2
‖zh(uh)− zd‖22 =
1
2
‖zh(uh)‖22 −
∫ T
0
zh(t)
Tzd(t) dt+
1
2
‖zd‖22
=
1
2
βTL0β − hβTD + 1
2
‖zd‖22
=
1
2
αT(NCj)
TL0NCjα +
[
(NCj)
TL0Neh − h(NCj)TD
]︸ ︷︷ ︸
=:fj
T
α
+
1
2
eThNL0Neh − hDTNeh +
T
2
|d|2︸ ︷︷ ︸
=:cj
.
Der Term ν
2
‖uh‖22 wandelt sich bei stu¨ckweise konstanter Approximation der Steuerung
zu hν
2
αTα und bei stu¨ckweise linearer Approximation zu ν
2
αTLα. Die Eintra¨ge von α
gehen also quadratisch in J ein und sowohl f als auch c werden nicht vera¨ndert. So
erhalten wir fu¨r die Zielfunktion folgenden Ausdruck
Jh(α) =
1
2
αT
(
(NC0)
TL0NC0 + hνI(N+1)n
)︸ ︷︷ ︸
=:Hν
α + fT0 α + c0
bzw.
Jh(α) =
1
2
αT
(
(NC1)
TL0NC1 + νL
)︸ ︷︷ ︸
=:Hν
α + fT1 α + c1.
Die Hesse-Matrix Hν ist offensichtlich symmetrisch. Da der zweite Summand positiv
definit und der erste positiv semi-definit ist, folgt die positive Definitheit fu¨r die Sum-
me. Damit existiert fu¨r das diskrete Problem ein eindeutig bestimmtes Minimum.
Wa¨hlen wir im Fall n = 1 die Parameter ν = 0.1, T = 1, d = 2, a = −∞ und
b = 2.5(
√
2 − 1), so ist die optimale Steuerung fu¨r unsere Problemstellung gleich der
Funktion u¯(t) = min{− t2−t
ν
, b}. Es ergibt sich der optimale Zustand z(u¯)(t) = t−t2. Der
optimale adjungierte Zustand ist in diesem Beispiel identisch zu z(u¯). Beide Aussagen
pru¨fen wir leicht durch Einsetzen in die jeweilige Gleichung nach. Die Schnittpunkte
von u¯ und der oberen Schranke b sind an irrationalen Stellen, daher werden sie wegen
N ∈ N niemals zu Stu¨tzstellen.
In den Tabellen 4.1 und 4.2 sind im Fall stu¨ckweise konstanter Approximation
der Steuerung bezu¨glich verschiedener Schrittweiten die berechneten Werte fu¨r den
Zielfunktionswert, die Norm von uh sowie einige Fehlerterme. Zuna¨chst fu¨hren wir zum
Vergleich den maximalen Abstand der beiden Lo¨sungen an. Daru¨ber hinaus finden
wir den Fehler der neu definierten Steuerung u˜ = Π[a,b]
(− 1
ν
BTph(uh)
)
in der L2-Norm
und in der L∞-Norm, sowie letzteren dividiert durch das Quadrat der Schrittweite. An
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h Jh(uh) ‖uh‖2
1/3 2.6535 1.0355
1/4 2.5621 0.9881
1/6 2.4654 0.9360
1/10 2.4017 0.9478
1/20 2.3710 0.9543
1/50 2.3618 0.9537
1/100 2.3604 0.9541
Tabelle 4.1: Daten der diskreten Steuerungsprobleme bei stu¨ckweise konstanter Approximation.
h ‖u¯− uh‖∞ ‖u¯− u˜‖2 ‖u¯− u˜‖∞ ‖u¯− u˜‖∞/h2
1/3 1.0355 0.0904 0.2532 2.2787
1/4 0.9382 0.0565 0.1550 2.4797
1/6 0.6952 0.0266 0.0686 2.4712
1/10 0.4502 0.0082 0.0248 2.4843
1/20 0.2375 0.0021 0.0062 2.4953
1/50 0.0980 3.5331 ·10−4 9.9840 · 10−4 2.4960
1/100 0.0495 8.8269 ·10−5 2.4985 · 10−4 2.4985
Tabelle 4.2: Fehler der Steuerungen bei stu¨ckweise konstanter Approximation.
Hand der Konstanz der Werte in der letzten Spalte erhalten wir eine Besta¨tigung fu¨r
unsere theoretischen Resultate.
In den Abbildung 4.1 bzw. 4.2 sehen wir den L2- bzw. L∞-Fehler gegen die Schritt-
weite h abgetragen und erkennen jeweils deutlich die quadratische Abnahme mit sich
verringernder Schrittweite.
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Abbildung 4.1: L2-Fehler bei Finiten Elementen und stu¨ckweise konstanter Approximation
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Abbildung 4.2: L∞-Fehler bei Finiten Elementen und stu¨ckweise konstanter Approximation
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Auch fu¨r den Fall stu¨ckweise linearer Approximation geben wir die Ergebnisse
zuna¨chst in den Tabellen 4.3 und 4.4 wieder und tragen anschließend in den Abbil-
dungen 4.3 und 4.4 die Fehler gegen die Schrittweite ab. Wir erkennen in beiden Fa¨llen
deutlich die quadratische Abnahme mit sich verringernder Schrittweite.
h Jh(uh) ‖uh‖2
1/3 2.6514 0.7718
1/4 2.5592 0.8455
1/6 2.4632 0.9133
1/10 2.4011 0.9640
1/20 2.3709 0.9541
1/50 2.3618 0.9538
1/100 2.3604 0.9540
Tabelle 4.3: Daten der diskreten Steuerungsprobleme bei stu¨ckweise linearer Approximation.
h ‖u¯− uh‖∞ ‖u¯− u˜‖2 ‖u¯− u˜‖∞ ‖u¯− u˜‖∞/h2
1/3 0.5964 0.0896 0.2509 2.2581
1/4 0.4216 0.0561 0.1539 2.4624
1/6 0.2533 0.0267 0.0688 2.4768
1/10 0.1355 0.0083 0.0250 2.5000
1/20 0.0645 0.0021 0.0062 2.4800
1/50 0.0171 3.5530 · 10−4 9.9918 · 10−4 2.4979
1/100 0.0129 8.8435 · 10−5 2.4988 · 10−4 2.4988
Tabelle 4.4: Fehler der Steuerungen bei stu¨ckweise linearer Approximation.
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Abbildung 4.4: L∞-Fehler bei Finiten Elementen und stu¨ckweise linearer Approximation
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4.7 Vera¨nderte Diskretisierung
In den bisherigen Betrachtungen der Finite Elemente Methode verwendeten wir das
Ritz-Galerkin-Verfahren und diskretisierten die Systemgleichung (1.4) durch das Lo¨sen
der zugeho¨rigen Variationsgleichung in einem endlich-dimensionalem Unterraum des
W 12,0[0, T,Rn]. In der Bemerkung nach Satz 2.2.5 notierten wir kurz einen anderen
Beweis fu¨r die Eindeutigkeit der Lo¨sung fu¨r jede rechte Seite. Die dort vorgestellte
Idee greifen wir nun auf und untersuchen eine etwas vera¨nderte Diskretisierung. Wir
betrachten wieder das Funktional I(z) = a(z, z)− 〈y, z〉 und die Minimierungsaufgabe
min
z∈W 12,0
a(z, z)− 〈y, z〉 = min
z∈W 12,0
∫ T
0
z˙(t)Tz˙(t) +
(
Az(t)− y(t))Tz(t) dt.
Die Systemgleichung (1.4) ist bekanntlich die notwendige und hinreichende Optima-
lita¨tsbedingung fu¨r die Lo¨sung z ∈ W 12,0[0, T,Rn]. Nun approximieren wir das Integral
durch die Trapezregel auf dem Gitter {ti = ih, i = 0, . . . , N}, also
Ih(z) = h
N−1∑
i=1
z˙(ti)
Tz˙(ti) + z(ti)
TAz(ti)− y(ti)Tz(ti)
und die Minimierungsaufgabe durch min
z∈W 12,0
Ih(z). Jetzt gehen wir a¨hnlich dem Ritz-
Galerkin-Verfahren aus Abschnitt 4.2 vor und betrachten zuna¨chst die notwendige
Optimalita¨tsbedingung fu¨r die Lo¨sung z
h
N−1∑
i=1
z˙(ti)
Tv˙(ti) + z(ti)
TAv(ti)− y(ti)Tv(ti) = 0 ∀v ∈ W 12,0[0, T,Rn].
Die Vervollsta¨ndigung der Diskretisierung erfolgt, indem wir in der notwendigen Op-
timalita¨tsbedingung die Forderung
”
∀v ∈ W 12,0[0, T,Rn]“ durch ”∀vh ∈ Vh,0[0, T,R
n]“
ersetzen. Dabei ist zu beachten, dass die Ableitung einer Funktion aus dem Raum
Vh[0, T,Rn] an den Stu¨tzstellen nicht definiert ist. Daher verwenden wir fu¨r den ersten
Teil auf der linken Seite die Schreibweise z˙(t) = (z(ti))h fu¨r t ∈ Ti
h
N−1∑
i=0
(
zh(ti)
)T
h
(
vh(ti)
)
h
+ zh(ti)
TAvh(ti) =
N−1∑
i=1
y(ti)
Tvh(ti) ∀vh ∈ Vh,0[0, T,Rn].
Definieren wir in Anlehnung an a(·, ·) aus (2.2) die diskrete Bilinearform ah(·, ·) durch
ah(zh, vh) =
N−1∑
i=0
(
zh(ti)
)T
h
(
vh(ti)
)
h
+ zh(ti)
TAvh(ti), (4.19)
so erhalten wir eine andere Diskretisierung der Systemgleichung (1.4)
ah(zh, vh) = 〈Buh + e, vh〉h ∀vh ∈ Vh,0[0, T,Rn] (4.20)
4.7. VERA¨NDERTE DISKRETISIERUNG 97
und auch ein anderes diskretes Steuerungsproblem
(S˜tP)h min
zh,uh
J˜h(zh, uh) = min
zh,uh
1
2
‖zh − zd‖22 +
ν
2
‖uh‖22
unter den Nebenbedingungen
ah(zh, vh) = 〈Buh + e, vh〉h ∀vh ∈ Vh,0[0, T,Rn]
zh(0) = zh(T ) = 0
und den Kontrollrestriktionen
a ≤ uh(t) ≤ b ∀t ∈ [0, T ].
Die Minimierung soll dabei u¨ber einen geeignet gewa¨hlten endlich-dimensionalen Un-
terraum des L2[0, T,Rn] laufen, wir wa¨hlen dafu¨r den Vh[0, T,Rm], approximieren die
Steuerungen also stu¨ckweise linear.
Die in diesem Abschnitt vorgestellte Diskretisierungsmethode a¨hnelt den Finiten
Elementen. Durch den Wegfall der Integrale besitzt sie einen großen Vorteil bei der
spa¨teren numerischen Umsetzung, allerdings ist die Voraussetzung der Stetigkeit an
die rechte Seite der diskreten Systemgleichung unverzichtbar. Bei den spa¨ter folgenden
Fehlerabscha¨tzungen sind nur Eigenschaften der optimalen Steuerung von Bedeutung,
und von dieser wiesen wir die Stetigkeit bereits in Lemma 2.4.1 nach, so dass einer
Anwendung auf unser Problem nichts im Wege steht. Auch in diesem Fall verwenden
wir die Basisfunktionen aus Abschnitt 3.1 als Testfunktionen in der diskreten System-
gleichung. Setzen wir die v
(j)
h fu¨r j = 1, . . . , N − 1 nacheinander ein, so erhalten wir
das Gleichungssystem
−βi+1 − 2βi + βi−1
h2
+ Aβi = (Bu+ e)(ti), i = 1, . . . , N − 1
β0 = βN = 0n.
Wir verschieben die na¨here Untersuchung dieser Diskretisierungsmethode in das fol-
gende Kapitel, denn wir haben auf diesem Weg eine sehr anschauliche Motivation fu¨r
das Verfahren der Finiten Differenzen oder auch Differenzenverfahren gefunden.
Kapitel 5
Differenzenverfahren
5.1 Motivation
Wie schon im vergangenen Kapitel greifen wir auch mit dieser Diskretisierungsmetho-
de an der Systemgleichung (1.4) an. Wir ersetzen die Differentialgleichung durch ein
Differenzenschema bzw. wir approximieren die Differentialquotienten durch Differen-
zenquotienten. Ausgangspunkt ist die Taylor-Reihe
z(t+ h) = z(t) + hz˙(t) +
h2
2
z¨(t) +R(h),
wobei |R(h)|h−2 → 0 fu¨r h→ 0 gilt. Mit Hilfe der Schrittweite 0 < h = T/N unterteilen
wir das Intervall [0, T ] a¨quidistant durch die Stu¨tzstellen 0 = t0 < t1 < . . . < tN = T
mit ti = ih fu¨r i = 0, . . . , N . Bezeichnen wir die Werte an den Diskretisierungsstellen
mit zi = z(ti), so folgt
zi+1 = zi + hz˙(ti) +
h2
2
z¨(ti) +R+(h)
zi−1 = zi − hz˙(ti) + h
2
2
z¨(ti) +R−(h).
Durch Addition der beiden Gleichungen und Vernachla¨ssigung der Restterme, gelangen
wir zu
zi+1 − 2zi + zi−1
h2
≈ z¨(ti), i = 1, . . . , N − 1
als Approximation der zweiten Ableitung im Punkt z(ti) durch einen Differenzenquo-
tienten. Die Divisionen und Ableitungen sind dabei jeweils komponentenweise aufzu-
fassen. In den Fa¨llen i = 1 und i = N − 1 beachten wir zusa¨tzlich die vorgegebenen
Werte z0 = zN = 0n. Die Systemgleichung (1.4) wird demzufolge diskretisiert durch
das System von Differenzengleichungen
−zi+1 − 2zi + zi−1
h2
+ Azi = y(ti) = yi, i = 1, . . . , N − 1.
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5.2 Diskretisierung und Stabilita¨t
Im einleitenden Abschnitt gaben wir eine Motivationen fu¨r die Approximation der
Systemgleichung (1.4) durch das Differenzenschema
−βi+1 − 2βi + βi−1
h2
+ Aβi = yi, i = 1, . . . , N − 1
β0 = βN = 0n.
(5.1)
Wir ersetzen demnach die kontinuierliche Bedingung an die gesamte Funktion z durch
Bedingungen an den Stu¨tzstellen. Aus den Vektoren β = (βT0 , . . . , β
T
N)
T ∈ R(N+1)n
definieren wir anschließend die diskrete Lo¨sung als stu¨ckweise lineare Verbindung der
Punkte. Das bedeutet, die diskrete Lo¨sung zh ∈ Vh,0[0, T,Rn] erfu¨llt die Bedingungen
zh(ti) = βi, i = 0, . . . , N.
Nach diesen Vorbetrachtungen folgt nun ebenfalls eine Diskretisierung des Zielfunk-
tionals und wir stellen das endlich-dimensionale Steuerungsproblem auf mit
(S˜tP)h min
zh,uh
J˜h(zh, uh) = min
zh,uh
1
2
‖zh − zd‖2h +
ν
2
‖uh‖2h
unter den Nebenbedingungen
zh(t)
∣∣∣
Ti
= (t− ti)βi+1 − βi
h
+ βi, i = 0, . . . , N − 1
(Buh + e)(ti) = −βi+1 − 2βi + βi−1
h2
+ Aβi, i = 1, . . . , N − 1
β0 = βN = 0n
und den Kontrollrestriktionen
uh ∈ Uadh ⊂ Uad
mit einer nichtleeren, abgeschlossenen und konvexen Menge Uadh . Da das Differenzen-
schema (5.1) die Werte der rechten Seite an den Stu¨tzstellen beno¨tigt, greifen wir
zumeist auf stu¨ckweise lineare Approximation der Steuerung zuru¨ck, also
Uadh = Vh[0, T,Rm] ∩ Uad.
Bemerkung: Wie im kontinuierlichen Fall (vgl. Abschnitt 2.5) ist auch hier die Unter-
suchung von allgemeinen Randwertbedingungen β0 = z0 und βN = zT mit z0, zT ∈ Rn
mo¨glich. In diesem Fall wa¨re der erste Schritt eine a¨quivalente Umformulierung des
Differenzenschemas, indem wir die Vektoren vi =
i
N
(zT − z0) + z0 fu¨r i = 0, . . . , N
definieren. Angenommen β− v wa¨re Lo¨sung des Differenzenschemas (5.1) mit yi +Avi
als rechte Seite und den Randwerten (β − v)0 = 0n und (β − v)N = 0n, dann ist β
Lo¨sung von (5.1) mit den Randwerten β0 = z0 und βN = zT . Die Begru¨ndung liegt in
vi+1 − 2vi + vi−1 = 0n fu¨r i = 1, . . . , N − 1. Verbunden mit (β − v)0 = z0 ⇐⇒ β0 = 0n
bzw. (β − v)N = zT ⇐⇒ βN = 0n ergibt sich die Behauptung. ♦
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Es ist auch an dieser Stelle unser Ziel, das Ausgangsproblem (S˜tP)h in ein unre-
stringiertes Problem umzuwandeln. Wir beno¨tigen dazu Aussagen u¨ber den Zusam-
menhang zwischen dem diskreten Zustand zh und der diskreten Steuerung uh. Im kon-
tinuierlichen Fall zeigt Satz 2.2.5 die eindeutige Lo¨sbarkeit der Systemgleichung im
Raum W 22,0[0, T,Rn] fu¨r jedes y ∈ L2[0, T,Rn]. Ein a¨hnliches Resultat fu¨r (5.1) und
y ∈ C[0, T,Rn] abzuleiten, stellt unser erstes Ziel dar.
Dazu erinnern wir an Abschnitt 3.2 mit der Einfu¨hrung der diskreten Norm ‖ · ‖h
sowie an die Schreibweisen (·)h und (·)h¯ fu¨r die vorwa¨rts bzw. ru¨ckwa¨rts gerichtete
Euler-Approximation der ersten Ableitung auf dem Intervall rechts bzw. links von der
Stelle ti, d.h. (zi)h =
zi+1−zi
h
, (zi)h¯ =
zi−zi−1
h
sowie (·)h¯h = zi+1−2zi+zi−1h2 , fu¨r die jeweilig
sinnvollen Indizes. Wir gehen vom Differenzenschema (5.1) aus und bilden in jeder
Gleichung das Skalarprodukt mit dem jeweiligen βi, also
−βTi (βi)h¯h + βTi Aβi = yTi βi, i = 1, . . . , N − 1.
Durch Summation u¨ber alle i = 1, . . . , N − 1 ergibt sich
N−1∑
i=1
[−βTi (βi)h¯h + βTi Aβi] = N−1∑
i=1
yTi βi.
Fu¨r die linke Seite wenden wir das Prinzip der partiellen Summation an, d.h. fu¨r
beliebige φi, µi ∈ Rn, i = 0, . . . , N , mit φ0 = µ0 = φN = µN = 0n gilt
N−1∑
i=1
µTi (φi)hh¯ =
N−1∑
i=0
(µi)
T
h (φi)h =
N−1∑
i=1
φTi (µi)hh¯.
Daher schließen wir mit β0 = βN = 0n auf
−
N−1∑
i=1
βTi (βi)h¯h = −
N−1∑
i=0
1
h
βTi ((βi+1)h−βi)h) =
N−1∑
i=0
(βi+1 − βi)
h
T
(βi+1)h¯ =
N−1∑
i=0
(βi)
T
h (βi)h.
Es folgt weiter
N−1∑
i=0
|(βi)h|2 =
N−1∑
i=0
(βi)
T
h (βi)h ≤ −
N−1∑
i=1
βTi (βi)hh¯ + β
T
i Aβi︸ ︷︷ ︸
0≤
=
N−1∑
i=1
yTi βi.
Nach beidseitiger Multiplikation mit h > 0 und Anwendung der Cauchy-Schwarz-
Ungleichung erhalten wir
‖z˙h‖2h = h
N−1∑
i=0
|(βi)h|2 ≤ h
N−1∑
i=1
yTi βi = 〈y, zh〉h ≤ ‖y‖h‖zh‖h.
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Daraus folgt mit der diskreten Poincare´’schen Ungleichung (3.4)
‖zh‖2h ≤
T 2
2
‖z˙h‖2h ≤
T 2
2
‖y‖h‖zh‖h,
und somit
‖zh‖h ≤ T
2
2
‖y‖h.
Die eben hergeleitete Stabilita¨tsaussage bezu¨glich der Norm ‖ · ‖h halten wir in
einem Satz fest.
Satz 5.2.1. Seien y ∈ C[0, T,Rn] und yi = y(ti) ∈ Rn. Dann besitzt die diskrete
Systemgleichung
zh(t)
∣∣
Ti
= (t− ti)βi+1 − βi
h
+ βi, i = 0, . . . , N − 1
y(ti) = −βi+1 − 2βi + βi−1
h2
+ Aβi, i = 1, . . . , N − 1 (5.2)
β0 = βN = 0n
eine eindeutig bestimmte Lo¨sung zh ∈ Vh,0[0, T,Rn] und es gelten die Ungleichungen
‖zh‖h ≤ T
2
2
‖P1y‖h. (5.3a)
‖zh‖1,2 ≤ c2.6 ‖P1y‖h (5.3b)
‖zh‖∞ ≤
√
T
2
T‖P1y‖h. (5.3c)
Bemerkung: Da (P1y)(ti) = y(ti) fu¨r alle i = 0, . . . , N gilt und die Norm ‖ · ‖h
nur die Werte an den Stu¨tzstellen benutzt, folgt sofort ‖P1y‖h = ‖y‖h und somit auch
‖y‖h ≤
√
T‖y‖∞. Weiterhin ist fu¨r jedes y ∈ C[0, T,Rn] die Gleichung zh(y) = zh(P1y)
offensichtlich. ♦
Beweis: Fu¨r den Beweis der ersten Abscha¨tzung verweisen wir auf die Herleitung vor
dem Lemma. Weiterhin ist die Bilinearform
ah(·, ·) = h
N−1∑
i=0
(zh(ti))
T
h (vh(ti))h + zh(ti)
Tvh(ti)
aus (4.19) ein Skalarprodukt auf Vh,0[0, T,Rn] mit
ah(zh, zh) ≥ (c2.6)−2 ‖zh‖21,2, ∀zh ∈ Vh,0[0, T,Rn],
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d.h. sie ist gleichma¨ßig elliptisch. Der Beweis dieser Elliptizita¨tsaussage lehnt sich an
die Gedanken aus Lemma 2.2.4 an
ah(zh, zh) = h
N∑
i=0
(zh(ti))
T
h (zh(ti))h + zh(ti)
TAzh(ti)︸ ︷︷ ︸
≥0
≥ ‖zh‖2h
≥ ‖zh‖22
(3.4)
≥ 1
2
‖z˙h‖22 +
1
2
1
T 2
‖zh‖22 ≥
1
2
min{1, T−2} ‖zh‖21,2.
Mit den gleichen Argumenten wie in Satz 2.2.5 folgt die Existenz und Eindeutigkeit
der Lo¨sung und daru¨ber hinaus (5.3b).
Fu¨r die letzte Ungleichung erinnern wir an Lemma 3.2.3. Es ist wegen zh(t0) = 0n
‖zh‖∞
(3.5)
≤
√
T‖z˙h‖h ≤
√
T
2
T‖y‖h.

Korollar 5.2.2. Ersetzen wir in Satz 5.2.1 die Funktion zh durch ph und die Funktion
y durch z − zd, so erhalten die Aussagen auch fu¨r die diskrete adjungierte Gleichung
ph(t)
∣∣∣
Ti
= (t− ti)ζi+1 − ζi
h
+ ζi, i = 0, . . . , N − 1
(z − zd)(ti) = −ζi+1 − 2ζi + ζi−1
h2
+ Aζi, i = 1, . . . , N − 1 (5.4)
ζ0 = ζN = 0n
Gu¨ltigkeit, d.h.
‖ph‖h ≤ T
2
2
‖P1(z − zd)‖h,
‖ph‖1,2 ≤ c2.6 ‖P1(z − zd)‖h,
‖ph‖∞ ≤ T√
2
‖P1(z − zd)‖h.
Beweis: Analog zu Satz 5.2.1. 
Bemerkung: Wie wir in diesem Abschnitt zeigen konnten, gibt es fu¨r die mit Hilfe
des Differenzenschemas (5.1) diskretisierte Systemgleichung (1.4) eine eindeutig be-
stimmte Lo¨sung fu¨r jede stetige rechte Seite. Wir konstruieren ferner unter Einbe-
ziehung der Randwertvorgaben aus den Vektoren βi, i = 0, . . . , N , eine stu¨ckweise
lineare Funktion zh, die wir dann als Lo¨sung der diskreten Systemgleichung (5.2)
auffassen. Das bedeutet, wir sind in der Lage die Zuordnung y 7→ zh als Opera-
tor Sh : C[0, T,Rn] → Vh,0[0, T,Rn] bzw. die Zuordnung z − zd 7→ ph als Operator
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S∗h : C[0, T,Rn] → Vh,0[0, T,Rn] zu definieren. Die Operatoren sind auf Grund der
Form der diskreten Systemgleichung rein formal gleich, wir unterschieden sie dennoch
aus Versta¨ndnisgru¨nden. Die Linearita¨t der Gleichungen u¨bertra¨gt sich auch auf die
Abbildungen und wie Satz 5.2.1 und Korollar 5.2.2 zeigen, sind sie auch beschra¨nkt in
den Normen ‖ · ‖h und ‖ · ‖∞. ♦
Nach den Eindeutigkeitsaussagen aus Satz 5.2.1 und Korollar 5.2.2 sowie der damit
verbundenen Definition der diskreten Operatoren sind wir in der Lage, eine wichtige
Eigenschaft zu beweisen.
Lemma 5.2.3. Die durch Satz 5.2.1 und Korollar 5.2.2 definierten Operatoren Sh und
S∗h sind auf dem Raum Vh[0, T,Rn] bezu¨glich des Skalarprodukts 〈·, ·〉h adjungiert, d.h.
〈Shv, w〉h = 〈v,S∗hw〉h ∀v, w ∈ Vh[0, T,Rn].
Beweis: Schon in der voraus gehenden Bemerkung hielten wir fest, dass die Operato-
ren identisch sind und wir sie nur aus Versta¨ndnisgru¨nden unterscheiden. Daher reicht
es aus, die Selbstadjungiertheit von Sh zu zeigen. Ausgehend vom Gleichungssystem
((Shv)i)hh¯ + A(Shv)i = vi, i = 1, . . . , N − 1
multiplizieren wir die jeweilige Gleichung mit (Shw)i, also
(Shw)Ti ((Shv)i)hh¯ + (Shw)Ti A(Shv)i = (Shw)Ti vi, i = 1, . . . , N − 1.
Anschließende Multiplikation mit h > 0 und Summation u¨ber alle Indizes ergibt
〈Shw, (Shv)hh¯〉h + 〈Shw,A(Shv)〉h = 〈Shw, v〉h.
Fu¨r den ersten Term wenden wir zweimal das Verfahren der partiellen Summation an
und erhalten
〈(Shw)hh¯,Shv〉h + 〈Shw,A(Shv)〉h = 〈Shw, v〉h.
Analog multiplizieren wir in
((Shw)i)hh¯ + A(Shw)i = wi, i = 1, . . . , N − 1
jede Gleichung jeweils mit (Shv)i und h > 0, summieren u¨ber alle Indizes und erhalten
〈(Shw)hh¯,Shv〉h + 〈Shw,A(Shv)〉h = 〈w,Shv〉h.

Mit dem Wissen um die Beziehung zh = Sh(Buh + e) schreiben wir das Problem
(S˜tP)h um, denn uh bleibt als einzige freie Variable. So ist dann
(StP)h minuh
Jh(uh) = min
uh
1
2
‖ShT uh − zd‖2h +
ν
2
‖uh‖2h, uh ∈ Uadh .
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Die Existenz und Eindeutigkeit einer Lo¨sung von (StP)h folgt aus dem allgemeinen
Resultat in Lemma 3.4.1. Dort setzen wir 〈·, ·〉C = 〈·, ·〉h bzw. C = I(N+1)n und erhalten
die notwendige Optimalita¨tsbedingung
〈J ′h(uh), ζh − uh〉h = 〈BTS∗h(Sh(Buh + e)− zd), ζh − uh〉h ≥ 0 ∀ζh ∈ Uadh . (5.5)
Wir haben dabei die Adjungiertheit der diskreten Operatoren bezu¨glich des diskreten
Skalarprodukts ausgenutzt. Im Vergleich zur Diskretisierung mit Finiten Elementen
betrachten wir nun ein anderes Zielfunktional und erhalten daraus eine vera¨nderte Op-
timalita¨tsbedingung, die den Vorgaben durch die Definition der Operatoren angepasst
ist.
5.3 Konvergenz
Um Aussagen u¨ber den Fehler bei der Diskretisierung der Systemgleichung (1.4) durch
das Differenzenschema (5.1) zu treffen, betrachten wir die Differenz der beiden Lo¨sun-
gen. Die kontinuierliche Lo¨sung z ∈ W 22,0[0, T,Rn] reduzieren wir dabei zuna¨chst auf den
Vektor der Werte an den Stu¨tzstellen, betrachten also ihre Diskretisierung P1z im Raum
Vh,0[0, T,Rn]. Verwenden wir wieder die Bezeichnungen βi = zh(ti) fu¨r i = 0, . . . , N , so
ist die Differenz P1z − β =: γ = (γT0 , . . . , γTN)T ∈ R(N+1)n ist offensichtlich die Lo¨sung
des Differenzenschemas
−γi+1 − 2γi + γi−1
h2
+ Aγi = ψi, i = 1, . . . , N − 1
γ0 = γN = 0n,
(5.6)
mit
ψi = −(zi)h¯h + Azi − yi, i = 1, . . . , N − 1.
Betrachten wir die Systemgleichung (1.4), integriert zwischen den Grenzen Si−1 =
ti − h/2 und Si = ti + h/2 fu¨r i = 1, . . . , N − 1, d.h.∫ h
2
−h
2
−z¨(ti + t) + Az(ti + t) dt = z˙i− 1
2
− z˙i+ 1
2
+
∫ h
2
−h
2
Az(ti + t) dt =
∫ h
2
−h
2
y(ti + t) dt,
so folgt nach Division durch h
z˙i+ 1
2
− z˙i− 1
2
h︸ ︷︷ ︸
(z˙
i− 12
)h
−1
h
∫ h
2
−h
2
Az(ti + t) dt+
1
h
∫ h
2
−h
2
y(ti + t) dt = 0, i = 1, . . . , N − 1.
Diese
”
Null“ setzen wir in die Gleichung fu¨r ψi ein und erhalten fu¨r i = 1, . . . , N − 1
ψi =
(
z˙i− 1
2
− (zi)h¯
)
h
+ Azi − 1
h
∫ h
2
−h
2
Az(ti + t) dt− yi + 1
h
∫ h
2
−h
2
y(ti + t) dt. (5.7)
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Die Summe teilen wir durch ψi = (ψ
0
i )h + ψ
1
i auf und vergeben neue Bezeichnungen
ψ0i := z˙i− 1
2
− (zi)h¯ , i = 1, . . . , N,
ψ1i := Azi −
1
h
∫ h
2
−h
2
Az(ti + t) dt− yi + 1
h
∫ h
2
−h
2
y(ti + t) dt, i = 1, . . . , N − 1.
Bei der Definition von ψ0 ist Folgendes zu beachten. Der Vektor besteht im Gegensatz
zu ψ aus N Komponenten mit den Indizes i = 1, . . . , N .
Wir spalten also die rechte Seite des Differenzenschemas (5.6) in eine Summe von
Vektoren auf, wobei der erste Summand die Ableitung einer stu¨ckweise linearen Funk-
tion darstellt und der zweite Summand eine solche Funktion selbst. Diese Mo¨glichkeit
nimmt spa¨ter fu¨r Aussagen u¨ber die Konvergenzgeschwindigkeit eine wichtige Rolle
ein.
In Lemma 5.3.2 werden wir zeigen, dass es fu¨r die Betrachtung des Abstandes
zwischen exakter und diskreter Lo¨sung ausreicht, die Normen der Vektoren ψ0 und
ψ1 abzuscha¨tzen. Wir beginnen mit ψ0i = z˙i− 1
2
− (zi)h¯. Diese Gro¨ße ist nur von der
Lo¨sung der kontinuierlichen Systemgleichung z abha¨ngig und wir nutzen unser Wissen
um deren Differenzierbarkeitseigenschaften aus. Fu¨r i = 1, . . . , N ist dann
z˙i− 1
2
− zi − zi−1
h
= z˙i− 1
2
− 1
h
∫ h
2
−h
2
z˙(Si + t) dt
= −1
h
∫ h
2
0
z˙(Si−1 + t)− 2z˙(Si−1) + z˙(Si−1 − t) dt
= −1
h
∫ h
2
0
∫ t
0
z¨(Si−1 + s)− z¨(Si−1 − t+ s) ds dt.
Durch U¨bergang zum Betrag auf beiden Seiten gelangen wir zu
|ψ0i | =
1
h
∫ h
2
0
∫ h
2
0
|z¨(Si−1 + s)− z¨(Si−1 − t+ s)| ds dt ≤ h
4
VTi z¨.
Die Untersuchung von |ψ1i | zerlegen wir in zwei Teile und betrachten zuerst die
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Abscha¨tzung∣∣∣Azi − 1
h
∫ h
2
−h
2
Az(ti + t) dt
∣∣∣ = 1
h
∣∣∣ ∫ h2
−h
2
A(zi − z(ti + t)) dt
∣∣∣
≤ 1
h
‖A‖
∫ h
2
0
|z(ti + t)− 2zi + z(ti − t)| dt
=
1
h
‖A‖
∫ h
2
0
∣∣∣ ∫ t
0
z˙(ti + s)− z˙(ti − t+ s) ds
∣∣∣ dt
≤ 1
h
‖A‖
∫ h
2
0
∫ h
2
0
VSiSi−1 z˙ ds dt
=
h
4
‖A‖VSiSi−1 z˙
(3.7)
≤ ‖z¨‖L1(Si−1,Si).
Nun kommen wir zum zweiten Summanden und schließen analog∣∣∣yi − 1
h
∫ h
2
−h
2
y(ti + t) dt
∣∣∣ = 1
h
∣∣∣ ∫ h2
−h
2
yi − y(ti + t) dt
∣∣∣
≤ 1
h
∣∣∣ ∫ h2
0
∫ t
0
y˙(ti + s)− y˙(ti − t+ s) ds dt
∣∣∣
≤ h
4
VSiSi−1 y˙.
Abschließend fassen wir die hergeleiteten Abscha¨tzungen in einem Lemma zusammen.
Lemma 5.3.1. Sei ψ = (ψT1 , . . . , ψ
T
N−1)
T ∈ R(N−1)n der Vektor aus (5.7). Dann gibt
es eine Darstellung ψi = (ψ
0
i )h + ψ
1
i und es gelten fu¨r die beiden Summanden die
Abscha¨tzungen
|ψ0i | ≤
h
4
VTi z¨, i = 1, . . . , N
|ψ1i | ≤
h
4
(
‖A‖ ‖z¨‖L1(Si−1,Si) + VSiSi−1 y˙
)
, i = 1, . . . , N − 1.
Beweis: Ebenda. 
Diese Vorarbeit besaß ihren Grund, denn Samarskii [19] (1984) sowie Sendov/Po-
pov [20] (1988) beinhalten unter anderem ein Konvergenzresultat fu¨r die numerische
Lo¨sung von skalaren Randwertproblemen. Wir erweitern die Aussage auf Funktionen
mit mehrdimensionalem Wertebereich.
Lemma 5.3.2. Sei γ = (γT0 , . . . , γ
T
N)
T ∈ R(N+1)n die Lo¨sung des Differenzensche-
mas (5.6) und ψ sei zerlegbar in eine Summe der Form ψ = ψ0h + ψ
1. Dann gilt mit
µ1 = 0n und µi =
∑i−1
k=1 hψ
1
k fu¨r i = 2, . . . , N die Abscha¨tzung
‖γ‖∞ ≤ c5.8
(
N∑
i=1
h|ψ0i |+
N∑
i=2
h|µi|
)
(5.8)
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mit c5.8 = 1 +
T 2√
2
‖A‖.
Beweis: Zuna¨chst stellen wir µh = ψ
1 fest, so dass es ausreicht, das System
−(γi)h¯h + Aγi = (ψ0i )h, i = 1, . . . , N − 1
γ0 = γN = 0n
zu behandeln.
Betrachten wir die Gleichungen
−wh¯h = ψ0h, w0 = wN = 0n.
Daraus folgt −(wh¯ + ψ0)h = 0n und somit wh¯ + ψ0 = const =: q. Jetzt berechnen wir
die einzelnen Vektoren in w durch eine rekursive Formel, denn es ist
wk − wk−1
h
+ ψ0k = q ⇐⇒ wk = wk−1 − hψ0k + hq, k = 1, . . . , N.
Summieren wir diese Gleichungen u¨ber den Index k auf, so folgt
wi =
i∑
k=1
wk = w0 −
i∑
k=1
hψ0k + ihq.
Fu¨r i = N und unter Beachtung der Randwertbedingungen w0 = wN = 0n erhalten
wir
0n = −h
N∑
k=1
ψ0k +Nhq ⇐⇒ q =
1
N
N∑
k=1
ψ0k.
Setzen wir oben ein, so folgt
wi = −h
i∑
k=1
ψ0k +
ih
N
N∑
k=1
ψ0k = −
(
1− i
N
)
h
i∑
k=1
ψ0k +
ih
N
N∑
k=i+1
ψ0k.
Nach dem Bilden des Betrags auf beiden Seiten erhalten wir
|wi| ≤
(
1− i
N
)
h
i∑
k=1
|ψ0k|+
ih
N
N∑
k=i+1
|ψ0k| ≤ h
N∑
k=1
|ψ0k|, i = 1, . . . , N − 1.
Die rechte Seite ist unabha¨ngig vom Index i, so dass wir links zum Maximum u¨bergehen
und erhalten
‖w‖∞ ≤ h
N∑
k=1
|ψ0k|.
Aus der Definition von w folgen fu¨r den Vektor γ − w die Gleichungen
−((γ − w)i)h¯h + A(γ − w)i = −Awi, i = 1, . . . , N − 1
(γ − w)0 = (γ − w)N = 0n
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und mit Satz 5.2.1 schließen wir auf
‖γ − w‖∞
(5.3c)
≤ T
2
√
2
‖A‖ ‖w‖∞.
Davon ausgehend folgt als letzter Schritt
‖γ‖∞ ≤ ‖γ − w‖∞ + ‖w‖∞ ≤ (1 + T
2
√
2
‖A‖) ‖w‖∞ ≤ c5.8 h
N∑
k=1
|ψ0k|.

Bemerkung: Die Aussage des Lemmas bewiesen wir bereits fu¨r den kontinuierlichen
Fall in Lemma 2.2.7 und bei der Diskretisierung mittels Finiter Elemente in Lem-
ma 4.2.4. ♦
Lemma 5.3.3. Seien z ∈ W 22,0[0, T,Rn] die Lo¨sung der Systemgleichung (1.4) zur
Funktion y ∈ W 1∞[0, T,Rn] mit y˙ ∈ BV [0, T,Rn] und β = (βT0 , . . . , βTN)T ∈ R(N+1)n die
Lo¨sung des Differenzenschemas (5.1). Dann gilt fu¨r den Vektor (γT0 , . . . , γ
T
N)
T = γ =
P1z − β
(1) γ ist Lo¨sung des Systems (5.6) mit ψi = (zi)h¯h + Azi − yi
(2) Weiterhin gilt
‖γ‖∞ ≤ c5.9 (‖y‖1,∞ + VT0 y˙)h2. (5.9)
mit der Konstante c5.9 =
T
2
c5.8c
o
2.4c2.6c2.7.
Beweis: Teil (1) ist offensichtlich. Fu¨r die Abscha¨tzung in Teil (2) erinnern wir an
die Definitionen von ψ0i und ψ
1
i mit ψi = (ψ
0
i )h + ψ
1
i durch
ψ0i = z˙i− 1
2
− (zi)h¯, i = 1, . . . , N
ψ1i = Azi −
∫ h
2
−h
2
Az(ti + t) dt− yi +
∫ h
2
−h
2
y(ti + t) dt, i = 1, . . . , N − 1
und an die Ungleichungen aus Lemma 5.3.1
|ψ0i | ≤
h
4
VTi z¨
|ψ1i | ≤
h
4
(‖A‖ ‖z¨‖L1(Si−1,Si) + VSiSi−1 y˙).
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Es ist
N∑
i=1
h|ψ0i |+
N∑
i=2
h
i−1∑
k=1
h|ψ1k|
≤
N∑
i=1
h2
4
VTi z¨ +
N∑
i=2
h
[
i−1∑
k=1
h2
4
(
‖A‖ ‖z¨‖L1(Sk−1,Sk) + VSkSk−1 y˙
)]
≤ h
2
4
VT0 z¨ + T
h2
4
(‖A‖ ‖z¨‖1 + VT0 y˙)
≤ 1
4
(
VT0 z¨ + T
3
2‖A‖ ‖z¨‖2 + T VT0 y˙
)
h2.
Mit Lemma 5.3.2 schließen wir auf
‖γ‖∞ ≤ 1
4
c5.8
(
VT0 z¨ + T
3
2‖A‖ ‖z¨‖2 + T VT0 y˙
)
h2.
Aus der Systemgleichung (1.4) erhalten wir
VT0 z¨ ≤ ‖A‖VT0 z + VT0 y
(3.7)
≤ ‖A‖ ‖z˙‖1 + ‖y˙‖1 ≤ T 32‖A‖ ‖y‖2 +
√
T‖y˙‖2
und somit
VT0 z¨ + T
3
2‖A‖ ‖z¨‖2 + T VT0 y˙ ≤
√
T
[
T‖A‖ ‖y‖2 + ‖y˙‖2 + T‖A‖ c2.7 ‖y‖2
]
+ T VT0 y˙
≤ 2
√
T max{1, T} co2.4c2.7 (‖y‖2 + ‖y˙‖2) + T VT0 y˙
≤ 2
√
Tco2.4c2.6c2.7 ‖y‖1,2 + T VT0 y˙.
Abschließend ergibt sich
‖γ‖∞ ≤ T
2
c5.8c
o
2.4c2.6c2.7 (‖y‖1,∞ + VT0 y˙)h2.

Bemerkung: Diese Fehlerabscha¨tzung betrifft die Konvergenz im Raum der stu¨ck-
weise linearen Funktionen, daher sprechen wir dabei von diskreter Konvergenz mit
Ordnung 2. Nach Erweiterung auf kontinuierliche Funktionen nennen wir das Ergebnis
dann Konvergenz der Ordnung 2. Diesen Schritt vollziehen wir im folgenden Satz. ♦
Satz 5.3.4. Seien z ∈ W 22,0[0, T,Rn] die Lo¨sung der Systemgleichung (1.4) fu¨r y ∈
W 1∞[0, T,Rn] mit y˙ ∈ BV [0, T,Rn] und zh ∈ Vh,0[0, T,Rn] die Lo¨sung der diskreten
Systemgleichung (5.2) mit P1y als rechter Seite. Dann gilt
‖z − zh‖∞ ≤ max{c2.7, c5.9} (‖y‖1,∞ + VT0 y˙)h2. (5.10)
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Seien p ∈ W 22,0[0, T,Rn] die Lo¨sung der adjungierten Gleichung (2.10) und ph die
Lo¨sung der diskreten adjungierten Gleichung (5.4) mit P1(z − zd) als rechter Seite.
Dann gelten
‖P1p− ph‖∞ ≤ c22.6c5.9 (‖y‖1,∞ + VT0 y˙ + ‖zd‖2,∞)h2 (5.11)
‖p− ph‖∞ ≤ 2c22.6 max{c2.7, c5.9} (‖y‖1,∞ + VT0 y˙ + ‖zd‖2,∞)h2. (5.12)
Beweis: Teil I: Wir knu¨pfen direkt an Lemma 5.3.3 an und verwenden die Dreiecks-
Ungleichung und Lemma 3.3.4, na¨mlich
‖z − zh‖∞ ≤ ‖z − P1z‖∞ + ‖P1z − zh‖∞
≤ (‖z¨‖∞ + c5.9 (‖y‖1,∞ + VT0 y˙)h2
≤ (‖A‖ ‖z‖∞ + ‖y‖∞ + c5.9 (‖y‖1,∞ + VT0 y˙)h2
≤ (1 + T 2‖A‖) ‖y‖∞ + c5.9 (‖y‖1,∞ + VT0 y˙)h2
≤ max{c2.7, c5.9} (‖y‖1,∞ + VT0 y˙)h2.
Teil II: Der Beweis fu¨r die adjungierten Zusta¨nde verla¨uft a¨hnlich, aber mit einer
zusa¨tzlichen Bemerkung. Wir verwenden zuna¨chst die Dreiecks-Ungleichung mit der
Bezeichnung p∗h = S∗h(Sy − zd) fu¨r den diskreten adjungierten Zustand zur Funktion z
‖P1p− ph‖∞ ≤ ‖P1p− p∗h‖∞ + ‖p∗h − ph‖∞
und u¨bertragen die Erkenntnisse des ersten Teils auf die adjungierte Gleichung und
ihre Diskretisierung Dabei nutzen wir die sta¨rkeren Differenzierbarkeitseigenschaften
von z − zd aus und erhalten so
‖P1p− p∗h‖∞ ≤
1
4
c5.8
(
VT0 p¨+ T
3
2‖A‖ ‖p¨‖2 + T VT0 (z˙ + z˙d)
)
(3.7)
≤ 1
4
c5.8
(‖A‖ ‖p˙‖1 + ‖z˙ − z˙d‖1 + T 32‖A‖ ‖p¨‖2 + T‖z¨ − z¨d‖1)
≤
√
T
4
c5.8c
o
2.4
(‖p˙‖2 + ‖z˙ − z˙d‖2 + T‖p¨‖2 + T‖z¨ − z¨d‖2)
≤
√
2T
4
max{1, T} c5.8co2.4
(‖p‖2,2 + ‖z˙ − z˙d‖2 + ‖z¨ − z¨d‖2)
(2.14)
≤
√
T
4
c5.8c
o
2.4c2.6c2.7
(√
2‖z − zd‖2 + ‖z˙ − z˙d‖2 + ‖z¨ − z¨d‖2
)
(A.1)
≤
√
T
2
c5.8c
o
2.4c2.6c2.7 ‖z − zd‖2,2
≤
√
T
2
c5.8c
o
2.4c2.6c
2
2.7 (‖y‖2 + ‖zd‖2,2)
≤
√
2c5.9 (‖y‖∞ + ‖zd‖2,∞).
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Den zweiten Summanden bearbeiten wir mit Hilfe der Stabilita¨tsaussage aus Satz 5.2.1
und Lemma 5.3.3
‖p∗h − ph‖∞
(5.3c)
≤ T
2
2
‖P1z − zh‖∞ ≤ T
2
2
c5.9 (‖y‖1,∞ + VT0 y˙)h2.
Wir erhalten somit
‖P1p− ph‖∞ ≤ c22.6c5.9 (‖y‖1,∞ + VT0 y˙ + ‖zd‖2,∞)h2.
Abschließend folgt
‖p− ph‖∞ ≤ ‖p− P1p‖∞ + ‖P1p− ph‖∞
≤ ‖p¨‖∞ h2 + c22.6c5.9 (‖y‖1,∞ + VT0 y˙ + ‖zd‖2,∞)h2
≤ c22.6c2.7 (‖y‖∞ + ‖zd‖∞) + c22.6c5.9 (‖y‖1,∞ + VT0 y˙ + ‖zd‖2,∞)h2
≤ 2c22.6 max{c2.7, c5.9} (‖y‖1,∞ + VT0 y˙ + ‖zd‖2,∞)h2.

5.4 Zusammenfassung
In den beiden vorangegangenen Abschnitten untersuchten wir die Eigenschaften der
Finiten Differenzen. Wir geben an dieser Stelle eine Zusammenfassung der eruierten
Resultate.
In Satz 5.2.1 und Korollar 5.2.2 zeigten wir die eindeutige Lo¨sbarkeit der diskreti-
sierten Systemgleichung (5.2) und der diskretisierten adjungierten Gleichung (5.4) fu¨r
jede rechte Seite aus dem Raum C[0, T,Rn]. Die Forderung der Stetigkeit begru¨ndet
sich in der Nutzung von Werten an konkreten Stellen innerhalb des Intervalls. Das
gibt uns die Mo¨glichkeit beide Gleichungen mit Hilfe der linearen und beschra¨nkten
Operatoren Sh,S∗h : C[0, T,Rn]→ Vh,0[0, T,Rn] auch in der Form
zh(u) = ShT u, ph(u) = S∗h(ShT u− zd)
zu schreiben. Wir unterscheiden fu¨r den diskreten adjungierten Zustand zwei Funktio-
nen. Neben ph(u), bei dessen Berechnung wir beide Gleichungen diskretisieren, steht
p∗h(u) = S∗h(ST u− zd)
fu¨r den diskreten adjungierten Zustand, bei dessen Berechnung die Diskretisierung nur
in der adjungierten Gleichungen erfolgt. Die Schreibweise mit dem Argument u ver-
deutlicht die Abha¨ngigkeit von der Steuerung.
Lemma 5.2.3 zeigt die Selbstadjungiertheit von Sh bezu¨glich dem h-Skalarprodukt.
Die Operatoren Sh und S∗h sind daher per Definition gleich, wir unterscheiden sie den-
noch aus Versta¨ndnisgru¨nden. In Satz 5.2.1 wiesen wir ihre Beschra¨nktheit bezu¨glich
112 KAPITEL 5. DIFFERENZENVERFAHREN
diverser Normen nach. Die oberen Schranken T
2
2
bzw. T
2√
2
gelten fu¨r Sh in der h-Norm
bzw. in der L∞-Norm.
Neben der Beschra¨nktheit der diskreten Operatoren wissen wir bereits um die Kon-
vergenz der diskreten Lo¨sung gegen die exakte Lo¨sung fu¨r Systemgleichung und adjun-
gierte Gleichung. Wir erinnern an Satz 5.3.4 mit den Abscha¨tzungen
‖z(u)− zh(u)‖∞ ≤ max{c2.7, c5.9} (‖T u‖1,∞ + VT0 ( ˙T u))h2
‖p(u)− ph(u)‖∞ ≤ 2c22.6 max{c2.7, c5.9} (‖T u‖1,∞ + VT0 ( ˙T u) + ‖zd‖2,∞)h2.
Damit sind wir im Besitz aller notwendigen Informationen fu¨r die Betrachtung von
diskreten Steuerungsproblemen und ihrer Eigenschaften hinsichtlich der Approximation
der Lo¨sung von (StP).
5.5 Hauptergebnisse
In diesem Abschnitt sollen nun die Vorbetrachtungen zum Hauptresultat bezu¨glich der
Konvergenzgeschwindigkeit der Funktion u˜ = Π[a,b]
(− 1
ν
BTph(uh)
)
gegen die exakte op-
timale Steuerung zusammenfließen. Dabei verzichten wir im Gegensatz zu Kapitel 4 auf
eine Unterteilung nach der Approximationsart der Steuerung. Wie schon aus der Auf-
stellung des diskreten Problems (StP)h hervorgeht, diskretisieren wir die Steuerung
grundsa¨tzlich stu¨ckweise linear. Eine Vorgehensweise die nahe liegt, denn im Diffe-
renzenschema (5.1) beno¨tigen wir exakt die Werte an den Stu¨tzstellen. Alternative
Mo¨glichkeiten der Approximation der Steuerung untersuchen wir im Anschluss.
Zuna¨chst nutzen wir die Aussagen u¨ber die Stabilita¨t und die Konvergenz, um den
Abstand zwischen der Lo¨sung des diskreten Steuerungsproblems (StP)h und optimalen
Steuerung herzuleiten. Als Abstandsmaß verwenden wir die Norm ‖ · ‖h und zeigen
somit diskrete Konvergenz. Wir wenden uns also der Gro¨ße ‖uh − P1u¯‖h zu.
Satz 5.5.1. Seien u¯ die Lo¨sung von (StP) mit ˙¯u ∈ BV [0, T,Rm] und uh ∈ Vh[0, T,Rm]
die Lo¨sung des diskreten Steuerungsproblems (StP)h. Dann gilt mit der Norm ‖vh‖h =√
h
∑N
i=0 |vh(ti)|2
‖uh − P1u¯‖h ≤
√
T
‖B‖
ν
c22.6c5.9C
u¯
5.13 h
2, (5.13)
wobei die Abku¨rzung C u¯5.13 = ‖T u¯‖1,∞+ VT0 ( ˙T u¯) + ‖zd‖2,∞ zur Verringerung des Nota-
tionsaufwands an dieser Stelle definiert sei.
Beweis: Ausgangspunkt fu¨r den Beweis sind die notwendigen Optimalita¨tsbedingun-
gen fu¨r u¯ bzw. uh, die wir in Lemma 2.4.1 bzw. in diesem Kapitel herleiten. Es ist
〈BTp¯+ νu¯, u− u¯〉 ≥ 0 ∀u ∈ Uad (2.17)
〈BTph(uh) + νuh, ζh − uh〉h ≥ 0 ∀ζh ∈ Uadh . (5.5)
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Da die Ungleichung (2.17) fu¨r alle u ∈ Uad gilt, schließen wir mit Lemma 2.4.3 auf die
punktweise Gu¨ltigkeit, d.h.(
BTp¯(t) + νu¯(t)
)T(
u− u¯(t)) ≥ 0 ∀′t ∈ [0, T ], ∀u ∈ U
mit U = {u ∈ Rm : a ≤ u ≤ b}. Wir betrachten fu¨r i = 0, . . . , N die Spezialfa¨lle
u = uh(ti) und schließen unter Beachtung von (P1u¯)(ti) = u¯(ti), i = 0, . . . , N , fu¨r die
Stu¨tzstellen auf(
BTp¯(ti) + νu¯(ti)
)T(
uh(ti)− u¯(ti)
)
=
(
BTp¯(ti) + ν(P1u¯)(ti)
)T(
uh(ti)− (P1u¯)(ti)
) ≥ 0, i = 0, . . . , N
und addieren u¨ber alle Indizes zu
〈BTp¯+ νP1u¯, uh − P1u¯〉h ≥ 0.
Weiterhin betrachten wir in Gleichung (5.5) den Spezialfall ζh = P1u¯
〈BTph(uh) + νuh, P1u¯− uh〉h ≥ 0
und durch Addition der letzten beiden Ungleichungen erhalten wir
〈BT(p¯− ph(uh)) + ν(P1u¯− uh), uh − P1u¯〉h ≥ 0.
Das ist a¨quivalent zu
ν‖uh − P1u¯‖2h ≤ 〈p¯− ph(uh), B(uh − P1u¯)〉h
= 〈p¯− ph(P1u¯), B(uh − P1u¯)〉h + 〈ph(P1u¯)− ph(uh), B(uh − P1u¯)〉h.
Die entstandenen Skalarprodukte scha¨tzen wir nun getrennt voneinander ab.
Fu¨r den zweiten Summanden erinnern wir an die Darstellung der diskreten System-
gleichung (5.2) und der diskreten adjungierten Gleichung (5.4) mit Hilfe der Operatoren
Sh und S∗h, na¨mlich zh(u) = ShT u und ph(u) = S∗h(ShT u − zd). Weiterhin wissen wir
aus Lemma 5.2.3, dass die Operatoren Sh und S∗h bezu¨glich des Skalarprodukts 〈·, ·〉h
adjungiert sind. Daher folgt auf Grund der Linearita¨t der diskreten Operatoren
〈ph(P1u¯)− ph(uh), B(uh − P1u¯)〉h = 〈S∗hShB(P1u¯− uh), B(uh − P1u¯)〉h
= 〈ShB(P1u¯− uh),ShB(uh − P1u¯)〉h
= −‖ShB(P1u¯− uh)‖2h ≤ 0.
Somit fahren wir mit dem ersten Summanden fort und beachten ph(u¯) = ph(P1u¯), was
aus der Form des Differneznschemas (5.1) folgt. Demnach ist
〈p¯− ph(P1u¯), B(uh − P1u¯)〉h ≤ ‖P1p¯− ph(u¯)‖h‖B‖ ‖P1u¯− uh‖h
≤
√
T‖P1p¯− ph(u¯)‖∞‖B‖ ‖P1u¯− uh‖h
(5.11)
≤
√
T‖B‖ c22.6c5.9C u¯5.13 h2 ‖P1u¯− uh‖h.
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Damit folgt
‖uh − P1u¯‖2h ≤
√
T
‖B‖
ν
c22.6c5.9C
u¯
5.13 h
2 ‖P1u¯− uh‖h.
In dieser Ungleichung du¨rfen wir durch ‖P1u¯−uh‖h dividieren, da im Fall uh = u¯ nichts
zu zeigen wa¨re, also
‖P1u¯− uh‖h ≤
√
T
‖B‖
ν
c22.6c5.9C
u¯
5.13 h
2.

Die Aussage des letzten Satzes bedeutet, dass die Lo¨sungen der diskreten Probleme
an den Stu¨tzstellen bereits mit der Ordnung 2 gegen die exakte Lo¨sung konvergie-
ren. Daher sprechen wir von diskreter Konvergenz. Im Folgenden ist es das Ziel, diese
Konvergenzaussage auf das gesamte Intervall auszudehnen. Die Dreiecks-Ungleichung
liefert sofort
‖u¯− uh‖2 ≤ ‖u¯− P1u¯‖2 + ‖P1u¯− uh‖2
(3.13)
≤ VT0 ˙¯uh
3
2 + ‖P1u¯− uh‖h.
Fu¨r genu¨gend kleine Schrittweite dominiert der erste Term die Summe, daher erhalten
wir insgesamt die Konvergenzordnung 3
2
. Eine Erweiterung dieser Ergebnisse formulie-
ren wir in folgendem Satz.
Satz 5.5.2. Seien u¯ die Lo¨sung von (StP) mit ˙¯u ∈ BV [0, T,Rm] und uh ∈ Vh[0, T,Rm]
die Lo¨sung des diskreten Problems (StP)h. Dann gilt fu¨r u˜ = Π[a,b]
(− 1
ν
BTph(uh)
)
die
Abscha¨tzung
‖u¯− u˜‖∞ ≤ cΠc22.6 max{c2.7, c5.9}
(
2 +
T 4
2
‖B‖2
ν
)
C u¯5.13 h
2.
Die Abku¨rzung cΠ steht dabei fu¨r 1
ν
‖B‖.
Beweis: Es ist nach Satz 5.3.4
‖p(u¯)− ph(u¯)‖∞ ≤ 2c22.6 max{c2.7, c5.9}C u¯5.13 h2.
Weiterhin gilt
‖ph(u¯)− ph(uh)‖∞
(5.3c)
≤ T
2
√
2
‖zh(u¯)− zh(uh)‖∞ = T
2
√
2
‖zh(P1u¯)− zh(uh)‖∞
(5.3a)
≤ T
3
2
√
T‖B‖ ‖P1u¯− uh‖h
(5.13)
≤ T
4
2
‖B‖2
ν
c22.6c5.9C
u¯
5.13 h
2.
Der Operator Π[a,b] ist Lipschitz-stetig mit Konstante 1, daher folgt unter Verwen-
dung der Dreiecks-Ungleichung
‖u¯− u˜‖∞ ≤ cΠ‖p(u¯)− ph(uh)‖∞ ≤ cΠc22.6 max{c2.7, c5.9}
(
2 +
T 4
2
‖B‖2
ν
)
C u¯5.13 h
2.

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5.6 Numerische Durchfu¨hrung
5.6.1 Bestimmung der diskreten Operatoren und Probleme
Wie bereits bei den obigen theoretischen Untersuchung benutzt, fassen wir die Steue-
rung uh auch als Vektor α mit und den Zustand zh als Vektor β auf. Die Randwerte
sind mit β0 = βN = 0n vorgegeben. Fu¨r die Diskretisierung mittels des Differenzen-
schemas (5.1) zeigten wir in Satz 5.2.1 die eindeutige Lo¨sbarkeit der diskreten System-
gleichung (5.2). Das bedeutet, β = β(α) ist eine Funktion der diskreten Steuerung α.
Diese Abbildung leiten wir nun mit Hilfe der Vektoren her.
Dazu erinnern wir an das Differenzenschema (5.1) und stellen das Gleichungssystem
als Matrizengleichung dar. Es ist
1
h2

2I −I
−I 2I −I
. . .
−I 2I −I
−I 2I
+

A
A
. . .
A
A


︸ ︷︷ ︸
=:N−1

β1
β2
...
βN−2
βN−1

=

0 I 0
0 I 0
. . .
0 I 0
0 I 0

︸ ︷︷ ︸
C


α0
α1
...
αN−1
αN
+

e0
e1
...
eN−1
eN

 .
Wir beno¨tigen die Matrix C ∈ R(N−1)n×(N+1)n, da alle Komponenten von α spa¨ter in
den Optimierungsprozess einbezogen werden, aber fu¨r die Berechnung von β die Werte
an den Randstellen nicht von Bedeutung sind. Auf Grund der Randwertvorgaben lassen
wir β0 und βN sowohl in der Systemgleichung als auch bei der Zielfunktion außen vor.
So erhalten wir mit eh = (e(t0)
T, . . . , e(tN)
T)T eine andere Formulierung der diskreten
Systemgleichung, na¨mlich
β = NC(α + eh).
Mit Hilfe dieser vektoriellen Darstellung leiten wir nun aus dem Problem (StP)h eine
andere Formulierung her. Dazu berechnen wir die Terme in der Zielfunktion getrennt.
Es ist zuna¨chst
‖zh(uh)− zd‖2h =
N∑
i=0
βTi βi + |zd(ti)|2 − 2βTi zd(ti).
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Definieren wir D = (zd(t1)
T, . . . , zd(tN−1)T)T und H = (NC)TNC, so folgt sofort
‖zh(uh)− zd‖2h = βTβ − 2βTD + ‖zd‖2h
= (α + eh)
TH(α + eh)− 2(α + eh)TCTND + ‖zd‖2h
= αTHα + 2(Heh − CTND)Tα + (Heh − 2CTND)Teh + ‖zd‖2h.
Der Term ν
2
‖uh‖2h wandelt sich zu ν2αTα. Die Eintra¨ge von α gehen also quadratisch
in Jh ein und sowohl f als auch c werden nicht vera¨ndert. So erhalten wir fu¨r die
Zielfunktion folgenden Ausdruck
Jh(α) =
1
2
αT (H + νI(N+1)n)︸ ︷︷ ︸
=:Hν
α+(Heh − hCTND)︸ ︷︷ ︸
f
T
α+
[1
2
Heh − hCTND
]T
eh +
1
2
‖zd‖2h︸ ︷︷ ︸
c
.
Die Hesse-Matrix Hν ist offensichtlich symmetrisch und daru¨ber hinaus positiv definit,
denn der zweite Summand ist wegen ν > 0 positiv definit und der erste Summand posi-
tiv semi-definit. Damit besitzt das diskrete Problem eine eindeutig bestimmte Lo¨sung.
5.6.2 Ein Beispielproblem
Wa¨hlen wir nun im Fall n = 1 konkrete Werte fu¨r die Parameter. Seien A = B = 1,
ν = 0.1, T = 1, zd ≡ 2, a = −∞, b = 2.5(
√
2 − 1) ≈ 1.0355 und e(t) = −2 + t2 − t −
min{− t2−t
ν
, b} (vgl. Hinze [14] (2005)), so stellt sich uns das Problem
min
u
1
2
‖z(u)− 2‖2h +
ν
2
‖u‖2h, u ∈ Uad.
unter den Nebenbedingungen:
−z¨(t) + z(t) = u(t) + e(t), ∀′t ∈ [0, T ]
z(0) = z(T ) = 0.
Die diskreten Optimierungsprobleme lauten
min
uh
1
2
‖zh(uh)− d‖2h +
ν
2
‖uh‖2h, uh ∈ Uadh
oder
min
α
1
2
αTHνα + f
Tα + c, αi ≤ b, i = 0, . . . , N.
Die optimale Steuerung ist gleich der Funktion u¯(t) = min{− t2−t
ν
, b}. Es ergibt sich
der optimale Zustand z(u¯)(t) = t − t2 und der optimale adjungierte Zustand ist in
diesem Beispiel identisch zu z(u¯). Beide Aussagen pru¨fen wir leicht durch Einsetzen in
die jeweilige Gleichung nach. Die Schnittpunkte von u¯ und der oberen Schranke b sind
an irrationalen Stellen, daher werden sie wegen N ∈ N niemals zu Stu¨tzstellen.
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In den Tabellen 5.1 und 5.2 sind die Werte fu¨r den minimalen Zielfunktionswert,
die Norm der Lo¨sung des diskreten Optimierungsproblems, sowie der Abstand zwischen
exakter und per Diskretisierung berechneter optimaler Steuerung bezu¨glich verschiede-
ner Schrittweiten aufgelistet. Daneben finden wir den Abstand der exakten Steuerung
und der neu definierten Funktion u˜, sowie in der letzten Spalte den Quotient aus dem
Fehler und dem Quadrat der Schrittweite. An Hand der Konstanz dieses Wertes erhal-
ten wir auch die numerische Besta¨tigung unserer theoretischen Fehlerabscha¨tzungen.
h Jh(uh) ‖uh‖2
1/3 2.3399 0.7718
1/4 2.3607 0.8455
1/6 2.3767 0.9133
1/10 2.3835 0.9291
1/20 2.3858 0.9410
1/50 2.3866 0.9450
1/100 2.3867 0.9458
Tabelle 5.1: Daten der diskreten Steuerungsprobleme.
h ‖u¯− uh‖∞ ‖u¯− u˜‖2 ‖u¯− u˜‖∞ ‖u¯− u˜‖∞/h2
1/3 0.6696 0.0904 0.2531 2.7800
1/4 0.5485 0.0567 0.1556 2.4900
1/6 0.3062 0.0269 0.0694 2.5000
1/10 0.1709 0.0082 0.0249 2.4862
1/20 0.1348 0.0021 0.0062 2.4826
1/50 0.0843 3.125 ·10−4 9.818 ·10−4 2.4545
1/100 0.0840 5.591 ·10−5 2.415 ·10−4 2.4148
Tabelle 5.2: Fehler der diskreten optimalen Steuerungen bei verschiedenen Schrittweiten.
Zur Verdeutlichung des Inhalts von Tabelle 5.2 seien fu¨r beide Fehlermaße der
Verlauf des Fehlers in Abha¨ngigkeit von der Schrittweite in den Abbildungen 5.1 und
5.2 dargestellt. Wir erkennen in beiden Fa¨llen die quadratische Abnahme des Fehlers
bei sich verringernder Schrittweite.
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Abbildung 5.1: L2-Fehler fu¨r das Differenzenverfahren
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Abbildung 5.2: L∞-Fehler fu¨r das Differenzenverfahren
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5.7 Vera¨nderte Diskretisierung
Vergleichen wir die zu Beginn dieses Kapitels untersuchte Methode der Finiten Differen-
zen mit den Finiten Elementen aus Kapitel 4, so fa¨llt als erster Unterschied die scha¨rfe-
ren Voraussetzung fu¨r die Konvergenz bei der Lo¨sung der Systemgleichung auf. Anstelle
der Beschra¨nktheit (vgl. Lemma 4.3.2) fordern wir hier die beschra¨nkte Variation der
Ableitung der rechten Seite (vgl. Satz 5.3.4) um quadratische Konvergenzordnung zu
erhalten. Dieser Umstand stellt - bis auf die komplexen Abscha¨tzungskonstanten - kei-
ne Hu¨rde dar, denn die Forderung der beschra¨nkten Variation ist unverzichtbar. Wir
beno¨tigen sie spa¨ter bei den Betrachtungen zur Approximation der Steuerung. Dennoch
untersuchen wir eine Mo¨glichkeit der Diskretisierung, diese Einschra¨nkung (vorerst) zu
umgehen. Dazu definieren wir die rechte Seite der diskreten Systemgleichung bzw. des
Differenzenschemas (5.1) u¨ber einen Integralausdruck. So sei die Systemgleichung (1.4)
diskretisiert durch
zh(t)
∣∣∣
Ti
= (t− ti)βi+1 − βi
h
+ βi, i = 0, . . . , N − 1
−(βi)hh¯ + Aβi =
1
h
∫ h
2
−h
2
(T u)(ti + t) dt, i = 1, . . . , N − 1 (5.14)
β0 = βN = 0n
mit T u = Bu+ e und die adjungierte Gleichung (2.10) durch
ph(t)
∣∣∣
Ti
= (t− ti)ζi+1 − ζi
h
+ ζi, i = 0, . . . , N − 1
−(ζi)hh¯ + Aζi =
1
h
∫ h
2
−h
2
(zh − zd)(ti + t) dt, i = 1, . . . , N − 1 (5.15)
ζ0 = ζN = 0n.
Die Stabilita¨t zeigen wir wieder mit der Energiemethode aus Abschnitt 5.2. Weil A
positiv semi-definit ist, folgt
‖z˙h‖2h ≤ h
N−1∑
i=1
βTi
(
1
h
∫ h
2
−h
2
(T u)(ti + t) dt
)
≤ ‖zh‖∞‖T u‖1.
Mit (3.5) folgt dann fu¨r zh 6= 0
‖zh‖∞ ≤ T‖T u‖1 ≤ T 32‖T u‖2 ≤ T 2‖T u‖∞. (5.16)
Im Fall zh = 0 ist die Ungleichung trivialerweise erfu¨llt. Damit sichern wir die Eindeu-
tigkeit der Lo¨sungen von (5.14) bzw. (5.15) und somit auch die Darstellung durch die
linearen beschra¨nkten Operatoren
zh(u) = Sh(Bu+ e), ph(u) = S∗h(Sh(Bu+ e)− zd).
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Durch die vera¨nderte Diskretisierung gilt im Gegensatz zum obigen Differenzenver-
fahren im Allgemeinen nicht zh(u) = zh(P1u). Das bedeutet, wir beno¨tigen ein analoges
Resultat zu Lemma 4.5.10. Dazu nutzen wir die erste Ungleichung der eben hergelei-
teten Stabilita¨tsungleichung und schließen
‖zh(u¯)− zh(P1u¯)‖∞ ≤ T‖B‖ ‖u¯− P1u¯‖1
(3.13)
≤ T‖B‖VT0 ˙¯uh2.
Bei der Untersuchung der Konvergenz verwenden wir im Unterschied zur obigen Vor-
gehensweise die Abscha¨tzung
|ψ1i | =
∣∣∣Azi − 1
h
∫ h
2
−h
2
Az(ti + t) dt
∣∣∣ ≤ h
4
‖A‖ ‖z¨‖L1(Si−1,Si), i = 1, . . . , N − 1.
So erhalten wir auf Grund der Vereinfachung schon bei der Definition von ψ1i die
Abscha¨tzungen (vgl. Satz 5.3.4)
‖P1z(u)− zh(u)‖∞ ≤ c5.9 ‖T u‖1,∞ h2
‖P1p(u)− ph(u)‖∞ ≤ c22.6c5.9 (‖T u‖1,∞ + ‖zd‖1,∞)h2 (5.17)
‖p(u)− ph(u)‖∞ ≤ 2c22.6 max{c2.7, c5.9} (‖T u‖1,∞ + ‖zd‖1,∞)h2. (5.18)
Die Voraussetzung u˙ ∈ BV [0, T,Rm] brauchen wir an dieser Stelle (noch) nicht.
Betrachten wir eine stu¨ckweise lineare Approximation der Steuerung, also uh ∈
Vh[0, T,Rm], so erhalten wir auf Grund der Linearita¨t von uh auf den Teilintervallen
mit uh(ti) = αi fu¨r i = 0, . . . , N∫ h
2
0
uh(ti + t) dt =
h
8
(α1 + 3α0)∫ h
2
−h
2
uh(ti + t) dt =
h
8
(αi+1 + 6αi + αi−1), i = 1, . . . , N − 1∫ 0
−h
2
uh(ti + t) dt =
h
8
(3αN + αN−1)
Mit Kenntnis dieser Darstellung bilden wir auf dem Raum Vh[0, T,Rn] das Skalarpro-
dukt
〈vh, wh〉M =
vh(t0)...
vh(tN)

T
h
8

3 1
1 6 1
. . .
1 6 1
1 3

︸ ︷︷ ︸
=:M
wh(t0)...
wh(tN)
 ∀vh, wh ∈ Vh[0, T,Rn]
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und definieren die Norm ‖ · ‖M =
√〈·, ·〉M . Jetzt stellen wir ein diskretes Steuerungs-
problem auf, na¨mlich
(StP)Mh min
uh
1
2
‖ShT uh − zd‖2M +
ν
2
‖uh‖2M , uh ∈ Uadh ,
mit Uadh = Vh[0, T,Rm]∩Uad. Zur Begru¨ndung fu¨r die Wahl der Norm ‖·‖M betrachten
wir die diskreten Operatoren Sh und S∗h. Sie sind auf dem Raum Vh,0[0, T,Rn] bezu¨glich
des Skalarprodukts 〈·, ·〉M adjungiert, denn es gilt
〈zh(vh), wh〉M = 〈vh, zh(wh)〉M .
Das sehen wir leicht ein, denn die rechte Seite von (5.14) ist fu¨r stu¨ckweise lineare
Funktionen darstellbar als Multiplikation des a¨quivalenten Vektors mit der Matrix M .
Die notwendige Optimalita¨tsbedingung fu¨r die Lo¨sung uh von (StP)
M
h lautet (wieder
mit Alt [2] (2005), Satz 4.2.2) wie folgt
〈BTph(uh) + νuh, ζh − uh〉M ≥ 0 ∀ζh ∈ Uadh .
Nun bereiten wir unsere Hauptergebnisse vor und untersuchen Skalarprodukte zwei-
er Funktionen uh und ph aus dem Vh[0, T,Rn] und deren Darstellung mit Hilfe der
a¨quivalenten Vektoren α und ζ. Es ist
〈uh, ph〉M = αTMζ.
Erinnern wir an die Matrix H aus Satz 4.5.11 mit
〈uh, ph〉H = αTHζ = αTh
8

4I
8I
. . .
8I
4I
 ζ,
so folgt
〈uh, ph〉M − 〈uh, ph〉H = αTh
8

−I I
I −2I I
. . .
I −2I I
I −I
 ζ
=
h2
8
〈α, ζhh¯〉h ≤
h2
8
‖uh‖h‖(ph)hh¯‖h.
Diese Vorarbeiten werden wir beim Beweis des folgenden Satz beno¨tigen.
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Satz 5.7.1. Seien u¯ die Lo¨sung von (StP) mit ˙¯u ∈ BV [0, T,Rm] und uh ∈ Vh[0, T,Rn]
die Lo¨sung des diskreten Steuerungsproblems (StP)Mh . Dann gilt
‖uh − P1u¯‖2 ≤ 1
2
(‖ ˙¯u‖∞ + VT0 ˙¯u)h
3
2 . (5.19)
Beweis: Wir beginnen analog zu Satz 5.5.1 mit den Optimalita¨tsbedingungen des
kontinuierlichen Problems (StP). Dort setzen wir zuna¨chst u = uh(ti) fu¨r i = 0, . . . , N
und auf Grund ihrer punktweisen Gu¨ltigkeit (vgl. Lemma 2.4.3) folgern wir fu¨r die
Stu¨tzstellen ti und i = 0, . . . , N(
BTp¯(ti) + νu¯(ti)
)T(
uh(ti)− u¯(ti)
) ≥ 0.
Multiplizieren wir nun die Ungleichungen fu¨r i = 0 und i = N mit dem Faktor 1
2
und
addieren u¨ber alle Indizes, so erhalten wir unter Beachtung von u¯(ti) = (P1u¯)(ti) fu¨r
i = 0, . . . , N
0 ≤ 〈BTp¯+ νu¯, uh − u¯〉H = 〈BTp¯+ νu¯, uh − P1u¯〉H
= 〈BTp¯+ νu¯, uh − P1u¯〉M − h
2
8
〈(BTp¯− νu¯)hh¯, uh − P1u¯〉h.
Greifen wir an dieser Stelle die Optimalita¨tsbedingung fu¨r das Problem (StP)Mh mit
ζh = P1u¯ auf
〈BTph(uh) + νuh, P1u¯− uh〉M ≥ 0.
Addieren wir die beiden Ungleichungen, so folgt
ν‖uh − P1u¯‖M ≤ 〈P1p¯− ph(uh), B(uh − P1u¯)〉M + h
2
8
〈(BTp¯− νu¯)hh¯, P1u¯− uh〉h.
Der zweite Summand ist nach Lemma 3.2.9 nach oben beschra¨nkt, denn es gilt
h2〈(BTp¯− νu¯)hh¯, P1u¯− uh〉h ≤ ‖uh − P1u¯‖h‖(BTp¯− νu¯)hh¯‖h h2
≤ 2‖uh − P1u¯‖h
(
‖B‖ ‖p¨(u¯)‖2 h2 + ν(VT0 ˙¯u+ ‖ ˙¯u‖∞)h
3
2
)
.
Das vordere Skalarprodukt auf der rechten Seite spalten wir auf
〈P1p¯− ph(uh), B(uh − P1u¯)〉M = 〈ph(P1u¯)− ph(uh), B(uh − P1u¯)〉M
+ 〈ph(u¯)− ph(P1u¯), B(uh − P1u¯)〉M
+ 〈P1p¯− ph(u¯), B(uh − P1u¯)〉M
und scha¨tzen die entstandenen Terme getrennt voneinander ab.
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Fu¨r den letzten Summanden erinnern wir an die Darstellung der Lo¨sung des Dif-
ferenzenschemas (5.14) mit Hilfe der Operatoren Sh und S∗h. Diese sind bezu¨glich des
M -Skalarprodukts adjungiert und somit folgt
〈ph(P1u¯)− ph(uh), B(uh − P1u¯)〉M = 〈S∗hShB(P1u¯− uh), B(uh − P1u¯)〉M
= 〈ShB(P1u¯− uh),ShB(uh − P1u¯)〉M
= −‖ShB(P1u¯− uh)‖2M ≤ 0.
Somit fahren wir mit den anderen Summanden fort
〈ph(u¯)− ph(P1u¯), B(uh − P1u¯)〉M ≤ ‖ph(u¯)− ph(P1u¯)‖M‖B‖ ‖uh − P1u¯‖M
≤
√
T‖ph(u¯)− ph(P1u¯)‖∞‖B‖ ‖uh − P1u¯‖M
(5.16)
≤ T 3
√
T‖u¯− P1u¯‖1‖B‖ ‖uh − P1u¯‖M
(3.13)
≤ T 3
√
T‖B‖VT0 ˙¯u ‖uh − P1u¯‖M h2.
Außerdem gilt
〈P1p¯− ph(u¯), B(uh − P1u¯)〉M
≤ ‖P1p¯− ph(u¯)‖M‖B‖ ‖uh − P1u¯‖M
≤
√
T‖P1p¯− ph(u¯)‖∞‖B‖ ‖uh − P1u¯‖M
(5.17)
≤
√
T‖B‖ c22.6c5.9 (‖T u¯‖1,∞ + ‖zd‖1,∞)h2 ‖uh − P1u¯‖M .
Damit folgt
ν‖uh − P1u¯‖2M ≤
(
T 3
√
T‖B‖VT0 ˙¯uh2 +
√
T‖B‖ c22.6c5.9 (‖T u¯‖1,∞ + ‖zd‖1,∞)h2
+
‖B‖
4
‖p¨(u¯)‖2 h2 + ν
4
(‖ ˙¯u‖∞ + VT0 ˙¯u)h
3
2
)
‖uh − P1u¯‖M .
In dieser Ungleichung du¨rfen wir durch ‖uh − P1u¯‖M dividieren, da im Fall uh = P1u¯
nichts zu zeigen wa¨re. Demnach gilt fu¨r hinreichend kleine Schrittweite
‖uh − P1u¯‖M ≤ 1
4
(‖ ˙¯u‖∞ + VT0 ˙¯u)h
3
2 .
Die Eigenwerte der Matrix M liegen nach dem Satz von Gerschgorin (siehe Anhang,
Satz A.3.3) im Intervall [h
4
, h], daher folgt mit Lemma 3.2.1
‖uh − P1u¯‖2 ≤ ‖uh − P1u¯‖h ≤ 2‖uh − P1u¯‖M
und somit die Aussage. 
Auch bei dieser Diskretisierungsmethode zeigten wir zuna¨chst die diskrete Konver-
genz der beiden Lo¨sungen von (StP) und (StP)h. Davon ausgehend leiten wir sofort
eine Abscha¨tzung fu¨r den Abstand u¨ber dem gesamten Intervall her.
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Satz 5.7.2. Seien u¯ die Lo¨sung von (StP) mit ˙¯u ∈ BV [0, T,Rm] und uh ∈ Vh[0, T,Rm]
die Lo¨sung des diskreten Steuerungsproblems (StP)Mh . Dann gilt fu¨r hinreichend kleine
Schrittweite
‖u¯− uh‖2 ≤ (‖ ˙¯u‖∞ + VT0 ˙¯u)h
3
2 .
Beweis: Wir verwenden die Dreiecks-Ungleichung, das eben hergeleitete Resultat
sowie Ungleichung (3.13) und erhalten direkt die Aussage. 
Als letzten Schritt pru¨fen wir die Mo¨glichkeit einer Verbesserung der Approximation
durch Definition und Verwendung der Funktion u˜ = Π[a,b]
(− 1
ν
BTph(uh)
)
, wie bereits
in den obigen Fa¨llen erreicht.
Satz 5.7.3. Seien u¯ die Lo¨sung von (StP) mit ˙¯u ∈ BV [0, T,Rm] und uh ∈ Vh[0, T,Rm]
die Lo¨sung des diskreten Problems (StP)Mh . Dann gilt fu¨r u˜ = Π[a,b]
(− 1
ν
BTph(uh)
)
und
hinreichend kleine Schrittweite die Abscha¨tzung
‖u¯− u˜‖∞ ≤ T 3
√
T
2ν
‖B‖ (‖ ˙¯u‖∞ + VT0 ˙¯u)h
3
2 .
Beweis: Es ist
‖p¯− ph(u¯)‖∞
(5.18)
≤ 2c22.6 max{c2.7, c5.9} (‖T u¯‖1,∞ + ‖zd‖1,∞)h2.
Daru¨ber hinaus gilt
‖ph(u¯)− ph(P1u¯)‖∞
(5.16)
≤ T 3‖B‖ ‖u¯− P1u¯‖1 ≤ T 3‖B‖VT0 ˙¯uh2.
Weiterhin wissen wir fu¨r hinreichend kleine Schrittweite die Abscha¨tzung
‖ph(P1u¯)− ph(uh)‖∞ ≤ T 3
√
T‖P1u¯− uh‖2
(5.19)
≤ T 3
√
T
2
(‖ ˙¯u‖∞ + VT0 ˙¯u)h
3
2 .
Damit folgt unter Verwendung der Dreiecks-Ungleichung und der Lipschitz-Stetigkeit
des Operators Π[a,b] fu¨r hinreichend kleine Schrittweite
‖u¯− u˜‖∞ ≤ 1
ν
‖B‖ ‖p¯− ph(uh)‖∞ ≤ T 3
√
T
2ν
‖B‖ (‖ ˙¯u‖∞ + VT0 ˙¯u)h
3
2 .

Numerische Durchfu¨hrung
Wieder benutzen wir die Darstellung der Funktionen uh und zh durch die a¨quivalenten
Vektoren α = (αT0 , . . . , α
T
N)
T ∈ R(N+1)n mit αi = uh(ti) und β = (βT1 , . . . , βTN−1)T ∈
R(N+1)n mit βi = zh(ti). Wir erinnern an das Differenzenschema (5.14) und stellen
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das Gleichungssystem als Matrizengleichung dar. Es ist mit ei =
1
h
∫ h
2
−h
2
e(ti + t) dt fu¨r
i = 1, . . . , N − 1
1
h2

2I −I
−I 2I −I
. . .
−I 2I −I
−I 2I
+
A . . .
A


︸ ︷︷ ︸
=:N−1

β1
β2
...
βN−2
βN−1

=
1
8
I 6I I. . . . . . . . .
I 6I I

B . . .
B

︸ ︷︷ ︸
C

α0
α1
...
αN−1
αN
+
 e1...
eN−1
 .
Auf Grund der Randwertvorgaben lassen wir β0 und βN sowohl in der Systemgleichung
als auch bei der Zielfunktion außen vor und erhalten mit eh = (e
T
1 , . . . , e
T
N−1)
T eine
andere Formulierung der diskreten Systemgleichung, na¨mlich
β = N(Cα + eh).
Mit Hilfe dieser vektoriellen Darstellung leiten wir nun aus der Problemstellung
(StP)Mh eine andere Formulierung her. Dazu berechnen wir die Terme in der Zielfunk-
tion getrennt und definieren D = (zd(t1)
T, . . . , zd(tN−1)T)T. Dann folgt
‖zh(uh)− zd‖2M
= βTMβ − 2βTMD + ‖zd‖2M
= (Cα + eh)
TNMN(Cα + eh)− 2(Cα + eh)TNMD + ‖zd‖2M
= αT(NC)TMNCα + 2(CTNMNeh − CTNMD)Tα
+ (NMNeh − 2NMD)Teh + ‖zd‖2M .
Der Term ν
2
‖uh‖2M wandelt sich zu ν2αTMα. Die Eintra¨ge von α gehen also quadratisch
in Jh ein und sowohl f als auch c werden nicht vera¨ndert. So erhalten wir fu¨r die
Zielfunktion folgenden Ausdruck
Jh(α) =
1
2
αT
(
(NC)TMNC + νM
)
︸ ︷︷ ︸
=:Hν
α
+
(
CTNMNeh − CTND
)︸ ︷︷ ︸
f
T
α +
[
1
2
NMNeh −NMD
]T
eh +
1
2
‖zh‖2M︸ ︷︷ ︸
c
.
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Die Hesse-Matrix Hν ist offensichtlich symmetrisch und daru¨ber hinaus positiv definit,
denn der zweite Summand ist positiv definit und der erste Summand positiv semi-
definit. Damit besitzt das diskrete Problem wegen ν > 0 eine eindeutig bestimmte
Lo¨sung.
Beispielproblem
Auch hier untersuchen wir die theoretischen Ergebnisse an einem numerischen Beispiel.
Dazu erinnern wir an das Ausgangsproblem (StP) und dessen hier betrachtete Diskre-
tisierung (StP)Mh . Die Parameter setzen wir wieder auf n = 1, A = B = 1, ν = 0.1,
T = 1, d = 2, a = −∞, b = 2.5(√2−1) ≈ 1.0355 und e(t) = −2+t2−t−min{− t2−t
ν
, b}
(vgl. Hinze [14] (2005)). Die optimale Steuerung fu¨r unsere Problemstellung ist gleich
der Funktion u¯(t) = min{− t2−t
ν
, b}. Es ergibt sich der optimale Zustand z(u¯)(t) = t−t2
und der optimale adjungierte Zustand ist in diesem Beispiel identisch zu z(u¯). Beide
Aussagen pru¨fen wir leicht durch Einsetzen in die jeweilige Gleichung nach. Die Schnitt-
punkte von u¯ und der oberen Schranke b sind an irrationalen Stellen, daher werden sie
wegen N ∈ N niemals zu Stu¨tzstellen.
In den Tabellen 5.3 und 5.4 sind die Werte fu¨r den minimalen Zielfunktionswert,
die Norm der Lo¨sung des diskreten Optimierungsproblems, sowie der Abstand zwischen
exakter und der diskreten optimalen Steuerung bezu¨glich verschiedener Schrittweiten
aufgelistet. Daneben finden wir den Abstand der exakten Steuerung und der neu de-
finierten Funktion u˜, sowie in der letzten Spalte den Quotient des Fehlers und dem
Quadrat der Schrittweite. An Hand der Konstanz dieses Wertes erhalten wir auch die
numerische Besta¨tigung unserer theoretischen Fehlerabscha¨tzungen.
h Jh(uh) ‖uh‖2
1/3 2.5351 0.9281
1/4 2.4862 0.8941
1/6 2.4420 0.9169
1/10 2.4138 0.9606
1/20 2.4004 0.9566
1/50 2.3964 0.9543
1/100 2.3957 0.9541
Tabelle 5.3: Daten der diskreten Steuerungsprobleme.
Zur Verdeutlichung des Inhalts von Tabelle 5.4 seien fu¨r ‖u¯−uh‖∞ und ‖u¯−u˜‖∞ der
Verlauf des Fehlers in Abha¨ngigkeit von der Schrittweite in den Abbildungen 5.3 und
5.4 dargestellt. Wir erkennen in beiden Fa¨llen die quadratische Abnahme des Fehlers
bei sich verringernder Schrittweite, d.h. numerisch erhalten wir eine um die Ordnung
1
2
ho¨here Konvergenzgeschwindigkeit als bei den theoretischen Untersuchungen.
5.7. VERA¨NDERTE DISKRETISIERUNG 127
h ‖u¯− uh‖∞ ‖u¯− u˜‖2 ‖u¯− u˜‖∞ ‖u¯− u˜‖∞/h2
1/3 0.5579 0.0757 0.2122 1.9102
1/4 0.3073 0.0465 0.1240 1.9847
1/6 0.0530 0.0218 0.0567 2.0401
1/10 0.1355 0.0069 0.0218 2.1843
1/20 0.0683 0.0018 0.0058 2.3379
1/50 0.0279 2.925 ·10−4 9.719 ·10−4 2.4298
1/100 0.0140 7.331 ·10−5 2.465 ·10−4 2.4652
Tabelle 5.4: Fehler der diskreten optimalen Steuerungen bei verschiedenen Schrittweiten.
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Abbildung 5.3: ‖u¯− uh‖∞ fu¨r das alternative Differenzenverfahren
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Abbildung 5.4: ‖u¯− u˜‖∞ fu¨r das alternative Differenzenverfahren
Kapitel 6
Zusammenfassung
Nach der theoretischen Untersuchung des Steuerungsproblems (StP), sowie der Dis-
kretisierung durch zwei verschiedene Methoden fassen wir abschließend die erreichten
Ergebnisse zusammen. Die theoretischen Aussagen zur Stabilita¨t und Konvergenz im
Ausgangsproblem und bei den Diskretisierungen lassen wir an dieser Stelle außen vor
und beschra¨nken uns auf die Resultate bezu¨glich der Konvergenzgeschwindigkeit. In
Tabelle 6.1 sind die Voraussetzungen an die optimale Steuerung fu¨r die Konvergenz-
ordnung 2 bzw. 3
2
aufgefu¨hrt. Dabei seien zuna¨chst die Hilfsresultate auf dem Weg zur
Abscha¨tzung der Fehler ‖u¯− uh‖2 bzw. ‖u¯− u˜‖∞ wiedergegeben.
Resultat FEM con FEM lin Diff alt. Diff
S∗S − S∗hSh ‖u¯‖∞ <∞ ‖u¯‖∞ <∞ VT0 ˙¯u <∞ ‖u¯‖1,∞ <∞
ph(u¯)− ph(Pku¯) VT0 ˙¯u <∞ VT0 ˙¯u <∞ 0 VT0 ˙¯u <∞
Tabelle 6.1: Zusammenfassung der Voraussetzungen fu¨r die Konvergenz der Hilfsresultate.
Nun widmen wir uns der Approximation der optimalen Steuerung u¯. In den Tabel-
len 6.2 und 6.3 sind die Ergebnisse mit den jeweiligen Voraussetzungen fu¨r die beiden
Diskretisierungsmethoden getrennt zusammengefasst. Es wird deutlich, welchen Stel-
lenwert die Voraussetzung der beschra¨nkten Variation an die optimale Steuerung be-
sitzt. Bei der na¨herungsweisen Lo¨sung der Systemgleichung kann sie unter Umsta¨nden
außen vor gelassen werden, bei der Betrachtung von diskreten Steuerungen ist sie al-
lerdings unverzichtbar.
Resultat FEM konstant FEM linear
‖u¯− uh‖2 ‖u¯‖∞ <∞ h
‖u¯− u˜‖2 VT0 ˙¯u <∞ h2 VT0 ˙¯u <∞ h
3
2
‖u¯− u˜‖∞ VT0 ˙¯u <∞ h2
Tabelle 6.2: Zusammenfassung der Voraussetzungen fu¨r die Hauptergebnisse bei den Finite Ele-
menten.
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Resultat Differenzenverf. Alternatives Diff.
‖u¯− uh‖h VT0 ˙¯u <∞ h2
‖u¯− u˜‖2 VT0 ˙¯u <∞ h2 VT0 ˙¯u <∞ h
3
2
‖u¯− u˜‖∞ VT0 ˙¯u <∞ h2
Tabelle 6.3: Zusammenfassung der Voraussetzungen fu¨r die Hauptergebnisse bei den Finiten Dif-
ferenzen.
Bei den vorgestellten Methoden war es mo¨glich die Konvergenzgeschwindigkeit fu¨r
den Abstand von exakter und diskreter Lo¨sung zu bestimmen. Daru¨ber hinaus erhiel-
ten wir durch Definition einer neuen, fu¨r das Ausgangsproblem zula¨ssigen Steuerung
einerseits punktweise Abscha¨tzungen und andererseits unter Umsta¨nden eine Erho¨hung
der Konvergenzordnung. Bei den Finiten Elementen fa¨llt der Verlust der quadratischen
Konvergenzordnung mit Erho¨hung der Approximationsgu¨te von stu¨ckweise konstant zu
stu¨ckweise linear auf. Ebenso ist das Differenzenverfahren aus Abschnitt 5.2 mit der
Approximation der rechten Seite in der Systemgleichung durch die konkreten Werte an
den Stu¨tzstellen seiner Alternative aus Abschnitt 5.7 mit Verwendung eines Integral-
mittels u¨berlegen. Die Erkenntnisse u¨ber den Zusammenhang zwischen Diskretisierung
der Systemgleichung, dem Aufstellen des diskreten Steuerungsproblems und die Kon-
vergenzordnung fu¨r die Steuerungen, die wir aus den Diskretisierungsmethoden ableiten
konnten, verwenden wir nun fu¨r allgemeine Konvergenzresultate. Die konkrete Art und
Weise der Diskretisierung ujnd ihre Eigenschaften behandeln wir dabei nicht.
Ausgangspunkt ist die Systemgleichung (1.4) in der Form
Lz = `(T u),
mit dem auf W 12,0[0, T,Rn] linearen, symmetrischen und elliptischen Differentialopera-
tor Lz = −z¨ + Az und einem linearen stetigen Funktional ` ∈ L2[0, T,Rn]. Neben
einer eindeutig bestimmten Lo¨sung z erhalten wir zusammen mit einer Diskretisie-
rungsvorschrift auch eine diskrete Lo¨sung. Dabei ist zu beachten, dass wir auf beiden
Seiten durchaus verschiedene Diskretisierungsmethoden anwenden ko¨nnen. Setzen wir
eine stabile Diskretisierung voraus, so erhalten wir eine eindeutig bestimmte diskrete
Lo¨sung zh im endlich-dimensionalen Raum Vh, die wir mit dem Vektor β identifizieren.
Die Zuordnungen u 7→ z und u 7→ zh dru¨cken wir daher mit Hilfe der Operatoren S ◦T
und Sh ◦ T aus, wobei T u = Bu + e ist. Neben der Diskretisierung der Systemglei-
chung legen wir eine Approximation der rechten Seite y fest, die Funktionen mo¨gen
aus dem endlich dimensionalem Raum Uh stammen und wir charakterisieren sie durch
den Vektor ψ. Dann ist Sh
∣∣
Uh
ein finiter Operator und wir erhalten durch Anwendung
der Diskretisierungsvorschriften eine endliches Gleichungssystem
β = NCψ.
An dieser Stelle ist eine Fallunterscheidung notwendig, denn die Matrix C ha¨ngt wie
schon bemerkt von der Diskretisierung der rechten Seite ab. Aus der Definition der
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Diskretisierung der rechten Seite gewinnen wir ein Skalarprodukt, welches wir durch
eine symmetrische und positiv definite Matrix ausdru¨cken ko¨nnen. Wir bezeichnen diese
Matrix dann ebenfalls mit C. Definieren wir nun das Skalarprodukt und die zugeho¨rige
Norm
〈·, ·〉C = 〈C·, ·〉 = 〈·,C·〉, ‖ · ‖C =
√
〈·, ·〉C.
Setzen wir fu¨r die Diskretisierung die Erhaltung der Symmetrieeigenschaft von L vor-
aus, so ist die Matrix N symmetrisch. Daraus folgt die Selbstadjungiertheit bzw. Sym-
metrie der Abbildung Sh mit Shψ = β bezu¨glich des Skalarprodukts 〈·, ·〉C. Genauer
gilt
〈ψ1, β2〉C = 〈Cψ1,NCψ2〉 = 〈(NCψ1),Cψ2〉 = 〈β1, ψ2〉C.
Daher folgt Sh = S∗h, wobei S∗h der diskrete adjungierte Operator, also Diskretisierung
der adjungierten Gleichung (2.10) ist. Ferner erhalten wir eine Diskretisierung des
Problems (StP) durch
(StP)Ch min
uh
1
2
‖Sh(Buh + e)− zd‖2C +
ν
2
‖uh‖2C, uh ∈ Uadh = Uh ∩ Uad.
Wegen der Adjungiertheit von Sh und S∗h erhalten wir als notwendige Optimalita¨tsbe-
dingung fu¨r die Lo¨sung uh ∈ Uadh
〈BTS∗h(ShT uh − zd) + νuh, ξh − uh〉C ≥ 0 ∀ξh ∈ Uadh . (6.1)
Bei einer anderen Wahl der Norm im diskreten Problem (StP)Ch wa¨re eine Ausnutzung
dieser Beziehung zwischen den diskreten Operatoren und die damit verbundene Auf-
stellung der Optimalita¨tsbedingungen in dieser Form nicht mo¨glich. Daher besteht ein
wichtiger Zusammenhang zwischen der Diskretisierung der Systemgleichung und dem
daraus resultierenden diskreten Steuerungsproblem.
Beispiel: Bei den Finiten Elementen mit stu¨ckweise konstante Approximation der
Steuerung ist C die Einheitsmatrix und im Fall stu¨ckweise linearer Approximation be-
sitzt die Matrix C eine symmetrische tridiagonale Struktur mit den Vektoren h
6
(1, . . . , 1)
auf der Nebendiagonale und h
6
(2, 4, . . . , 4, 2) auf der Hauptdiagonale. Wir verwenden
in beiden Fa¨llen die Norm ‖ · ‖2 zur Definition des diskreten Steuerungsproblems.
Fu¨r die Methode der Finiten Differenzen ergibt sich wieder C = I(N+1)n und bei der
Betrachtung des alternativen Differenzenverfahrens definiert sich C als Tridiagonalma-
trix durch die Vektoren h
8
(1, . . . , 1) auf den Nebendiagonalen und h
8
(3, 6, . . . , 6, 3) auf
der Hauptdiagonale. ♦
Fu¨r die Untersuchung der Steuerungen beginnen wir mit dem Abstand zwischen der
Interpolation der exakten Lo¨sung im Raum Uh und der diskreten Lo¨sung uh. Wie in
Lemma 2.4.3 gezeigt, gilt die Optimalita¨tsbedingung fu¨r das kontinuierliche Problem
auch punktweise, d.h.(
BTp¯(t) + νu¯(t)
)T(
u− u¯(t)) ≥ 0 ∀′t ∈ [0, T ], ∀u ∈ U
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mit U = {u ∈ Rm : a ≤ u ≤ b}. Wir betrachten diese Ungleichung mit u = uh(tj) an
allen Stellen tj, an denen u¯ mit ihrer Interpolation Dhu¯ ∈ Uh u¨bereinstimmt. Ferner
versehen wir jede Ungleichung mit einem Faktor und addieren u¨ber alle Punkte. Daraus
folgt
(BTζ¯ + να¯)TD(α− α¯) ≥ 0,
mit einer Diagonalmatrix D und den Vektoren ζ¯, α¯ und α, die die jeweiligen Funk-
tionen darstellen durch ζ¯j = p¯(tj) fu¨r alle Indizes j sowie α¯ und α analog. Aus der
Optimalita¨tsbedingung fu¨r das diskrete Problem (6.1) erhalten wir mit ξh = Dhu¯ die
Ungleichung
(BTζ + να)TC(α¯− α) ≥ 0.
Addieren wir beide, so folgt
ν‖α− α¯‖2C ≤ (BT(ζ¯ − ζ))TC(α− α¯)− (BTζ¯ + να¯)T(D − C)(α− α¯).
Wir betrachten nun wieder die dahinter stehenden Funktionen und spalten den ersten
Summanden auf
ν‖uh −Dhu¯‖2C ≤ 〈(S∗S − S∗hSh)Bu¯,B(uh −Dhu¯)〉C
+ 〈S∗hShB(u¯−Dhu¯), B(uh −Dhu¯)〉C
+ 〈S∗hShB(Dhu¯− uh), B(uh −Dhu¯)〉C
− 〈(BTζ¯ + να¯)T(D − C),C−1(α− α¯)〉C.
Der dritte Term nimmt im weiteren Verlauf eine Sonderrolle ein. Wir nutzen die Ad-
jungiertheit der diskreten Operatoren bezu¨glich des Skalarprodukts aus und schließen
〈S∗hShB(Dhu¯− uh), B(uh −Dhu¯)〉C = 〈ShB(Dhu¯− uh),ShB(uh −Dhu¯)〉C ≤ 0.
Dann folgt mit der Cauchy-Schwarz-Ungleichung und Division durch ‖uh −Dhu¯‖C
ν‖uh −Dhu¯‖C ≤ ‖B‖ ‖(S∗S − S∗hSh)Bu¯‖C
+ ‖B‖ ‖S∗hShB(u¯−Dhu¯)‖C + ‖C−1‖ |(BTζ + να)T(D − C)|.
Somit erhalten wir mit der Konvergenzordnung Pk, d.h. ‖(S∗S −S∗hSh)y‖ ≤ c hPk , und
mit ‖u¯−Dhu¯‖C ≤ c hPi die Abscha¨tzung
ν‖uh −Dhu¯‖C ≤ c hPk + ‖S∗h‖ ‖Sh‖hPi + ‖C−1‖ |(BTζ¯ + να¯)T(D − C)|.
Fu¨r den Gesamtfehler bei der Diskretisierung folgt dann
‖u¯− uh‖C ≤ ‖u¯−Dhu¯‖C + ‖Dhu¯− uh‖C ≤ c hPi + c hPk + ‖C−1‖ |(BTζ¯ + να¯)T(D−C)|.
Demnach erhalten wir fu¨r jede auf Uh zu ‖ · ‖C a¨quivalenten Norm mit von h unabha¨n-
gigen Abscha¨tzungskonstanten die Fehlerschranke
‖u¯− uh‖ ≤ c hPi + c hPk + c |(BTζ¯ + να¯)T(D − C)|.
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In Abha¨ngigkeit von der konkreten Gestalt der Matrix D−C ist es mo¨glich, den letzten
Summanden in Abha¨ngigkeit der Schrittweite abzuscha¨tzen, also bleibt
‖u¯− uh‖ ≤ c hmin{Pi,Pk,PD−C}.
Beispiel: Bei den Finiten Elementen mit stu¨ckweise konstanter Approximation gilt
‖u¯−Dhu¯‖2 = ‖u¯− P0u¯‖2 ≤ c h und C bekanntlich die Einheitsmatrix, daher folgt
‖u¯− uh‖2 ≤ c h.
Erho¨hen wir auf stu¨ckweise lineare Approximation, so gilt ‖u¯−Dhu¯‖2 ≤ c h 32 . Weiterhin
ist C keine Diagonalmatrix, so dass der letzte Summand nicht verschwindet. Allerdings
ist es mo¨glich
|(BTζ¯ + να¯)T(D − C)| ≤ c h 32
zun zeigen. Insgesamt ergibt sich somit
‖u¯− uh‖2 ≤ c h 32 .
Bei den Finiten Differenzen ergibt sich auf die gleiche Weise wie eben
‖u¯− uh‖2 ≤ c h 32 .
Bei der alternativen Vorgehensweise ist C wiederum keine Diagonalmatrix. Allerdings
gelingt wie eben die Herleitung der Abscha¨tzung
|(BTζ¯ + να¯)T(D − C)| ≤ c h 32
und somit ebenfalls Konvergenz der Ordnung 3
2
. ♦
Wie im Verlauf der bisherigen Zusammenfassung deutlich wurde, erreichen wir die
Konvergenzordnung 3
2
im quadratischen Mittel. Fu¨r punktweise Abscha¨tzungen und
eine eventuelle Erho¨hung der Konvergenzordnung ist dieser Zugang nicht geeignet. Um
dennoch Resultate dieser Art abzuleiten, definieren wir zuna¨chst die fu¨r das Ausgangs-
problem zula¨ssige Steuerung
u˜ = Π[a,b]
(
−1
ν
BTS∗h(ShT uh − zd)
)
.
Betrachten wir nun den Abstand ‖u¯ − u˜‖ in einer beliebigen Norm, so nutzen wir im
ersten Schritt die Lipschitz-Stetigkeit des Projektionsoperators Π[a,b] aus und erhalten
wegen der Linearita¨t der Operatoren
‖u¯− u˜‖ ≤ ‖B‖
ν
‖S∗(ST u¯− zd)− S∗h(ShT uh − zd)‖ =
‖B‖
ν
‖S∗SBu¯− S∗hShBuh‖.
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Den letzten Ausdruck spalten wir wieder auf und verwenden die bisherigen Ergebnisse.
Es ist auf Grund der Konvergenz bei der Lo¨sung der Systemgleichung
‖(S∗S − S∗hSh)Bu¯‖∞ ≤ c hPk .
Weiter erhalten wir
‖S∗hShB(u¯−Dhu¯)‖∞ ≤ ‖S∗h‖ ‖Sh‖ ‖B‖hPi ,
sowie als letzten Schritt
‖S∗hShB(Dhu¯− uh)‖∞ ≤ ‖S∗h‖ ‖Sh‖ ‖B‖hmin{Pk,Pi,PD−C}.
Somit ergibt auch insgesamt die Abscha¨tzung
‖u¯− u˜‖∞ ≤ c hmin{Pk,Pi,PD−C}.
Beispiel: Als Beispiele betrachten wir wieder die Diskretisierung von (StP) mit Hilfe
der vorgestellten Methoden. Besondere Beachtung erha¨lt dabei die Tatsache, dass sich
bei der Untersuchung von ‖Sh(u¯ − Dhu¯)‖ die Konvergenzordnung im Vergleich zum
Abstand ‖u¯ − Dhu¯‖ erho¨ht. Wir erhalten in allen betrachteten Fa¨llen Pi = 2. Die
Konvergenz bei der Diskretisierung der Systemgleichung ist fu¨r jede Methode einzeln
herzuleiten. Wir zeigten jeweils Pk = 2 in der L∞-Norm, woraus auch alle anderen
Normen folgen. Schließlich bleibt die Bestimmung von PD−C. In unseren Fa¨llen ist es
mo¨glich die Matrix D so zu wa¨hlen, dass die Differenz D − C die
−1 1
1 −2 1
. . .
1 −2 1
1 −1

annimmt. An dieser Stelle verweisen wir auf Lemma 3.2.9 und halten fu¨r unsere Be-
trachtungen
|(BTζ¯ + να¯)T(D − C)| ≤ c h 32
fest. Im Fall der Finiten Elemente mit stu¨ckweise konstante Approximation der Steue-
rung bzw. der Finiten Differenzen ist sogar D−C = 0, so dass dieser Ausdruck wegfa¨llt.
Damit folgt
‖u¯− u˜‖∞ ≤ c h2.
Approximieren wir bei den Finiten Elementen die Steuerung stu¨ckweise linear, oder
vera¨ndern wir die Methode der Finiten Differenzen in der oben erwa¨hnten Weise, so
geht diese Struktur verloren und wir erhalten
‖u¯− u˜‖∞ ≤ c h 32 .
Eine Erho¨hung der Konvergenzgeschwindigkeit ist also nicht in jedem Fall mo¨glich,
allerdings erreichen wir mit Hilfe der Funktion u˜ auch punktweise Konvergenz der
Ordnung 3
2
. ♦
Kapitel 7
Anwendung
7.1 Problemstellung
Zum Abschluss spannen wir den Bogen zuru¨ck zum Ausgangsbespiel in Abschnitt 1.1.
Das dort vorgestellte Problem der stationa¨ren Wa¨rmeverteilung in einem Stab der
La¨nge T lo¨sen wir nun numerisch. Das Ziel ist eine Energie optimale Aufheizung ei-
nes Stabes, unter Beru¨cksichtigung eines zusa¨tzlichen Wa¨rmeaustrags und konstanter
Temperatur an beiden Enden. Zur Vereinfachung, aber ohne Einschra¨nkung der All-
gemeinheit, wa¨hlen wir T = 1. Die gewu¨nschte Temperaturverteilung ist eine symme-
trische Kurve in der Form einer Glocke und den a¨ußeren Einfluss modellieren wir mit
Hilfe der Sinus-Funktion
zd(t) = e
1
4 (e(t−t
2) − 1), e(t) = −1
4
sin(pit).
Eine graphische Darstellung der beiden Funktionen gaben wir bereits in Abschnitt 1.1.
Zusammen dem Operator S, der jeder Steuerung die Lo¨sung von
−z¨(t) = u(t) + e(t), z(0) = z(1) = 0
zuordnet und der zula¨ssigen Menge
Uad =
{
u ∈ L2[0, T,R] : −1 ≤ u(t) ≤ 1, ∀′t ∈ [0, 1]
}
,
stellt sich unser Steuerungsproblem in folgender Form dar
(StP) min
u
1
2
∫ 1
0
|(Su)(t)− zd(t)|2 + ν|u(t)|2 dt, u ∈ Uad.
7.2 Ergebnisse
Wir gehen bei der Pra¨sentation der Ergebnisse in der gleichen Reihenfolge wie im theo-
retischen Teil vor. Zuna¨chst betrachten wir die Finite Elemente Methode mit stu¨ckweise
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konstanter Approximation der Steuerung und der Wahl von 0.05 fu¨r die Schrittweite.
Abbildung 7.1 zeigt die diskrete Lo¨sung uh, sowie den zugeho¨rigen diskreten Zustand
und den diskreten adjungierten Zustand. In Abbildung 7.2 sind anschließend die Funk-
tionen − 1
ν
ph(uh) (unterbrochene Linie) und u˜ = Π[a,b]
(− 1
ν
ph(uh)
)
(durchgehende Linie)
eingezeichnet.
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Abbildung 7.1: Die Funktionen uh, zh(uh) sowie ph(uh) fu¨r die Finite Elemente mit stu¨ckweise
konstanter Approximation
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Abbildung 7.2: Die Funktionen − 1
ν
ph(uh) und u˜ fu¨r die Finite Elemente mit stu¨ckweise kon-
stanter Approximation
Verbessern wir die Approximation der Steuerung und betrachten die Ergebnisse fu¨r
0.1 als Schrittweite. Wieder zeigt Abbildung 7.3 zuna¨chst die diskrete Lo¨sung und die
zugeho¨rigen Zusta¨nde. In Abbildung 7.4 sehen wir anschließend die im letzten Schritt
entstehenden Funktionen.
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Abbildung 7.3: Die Funktionen uh, zh(uh) sowie ph(uh) fu¨r die Finite Elemente mit stu¨ckweise
linearer Approximation
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Abbildung 7.4: Die Funktionen − 1
ν
ph(uh) und u˜ fu¨r die Finite Elemente mit stu¨ckweise linearer
Approximation
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Beim Differenzenverfahren erhalten wir schließlich folgende Lo¨sungen fu¨r 0.1 als
Schrittweite. Wie eben entha¨lt Abbildung 7.5 diem Darstellung der diskreten Lo¨sung
sowie der zugeho¨rigen Zusta¨nde. Abbildung 7.6 zeigt im Anschluss die Transformation
des diskreten adjungierten Zustand und deren Projektion auf das zula¨ssige Intervall.
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Abbildung 7.5: Die Funktionen uh, zh(uh) sowie ph(uh) fu¨r die Finiten Differenzen
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Abbildung 7.6: Die Funktionen − 1
ν
ph(uh) und u˜ fu¨r die Finiten Differenzen
Zum Abschluss geben wir die Ergebnisse beim alternativen Differenzenverfahren
ebenfalls mit der Schrittweite 0.1 an.
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Abbildung 7.7: Die Funktionen uh, zh(uh) sowie ph(uh) fu¨r die Alternative der Finiten Diffe-
renzen
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Abbildung 7.8: Die Funktionen − 1
ν
ph(uh) und u˜ fu¨r die Alternative der Finiten Differenzen
AAnhang
A.1 Das formale Lagrange-Prinzip
In Abschnitt 2.3 fu¨hrten wir die adjungierte Gleichung zur Systemgleichung per Defi-
nition ein, da der Lo¨sungsoperator S selbstadjungiert ist. Eine weitere Mo¨glichkeit die
adjungierte Gleichung herzuleiten, ist der Weg u¨ber die Lagrange-Funktion. Ausgehend
von diesem Ansatz fa¨llt es uns nicht schwer, das bekannte Pontryagin’sche Maximum-
Prinzip aufzustellen. Dieses Vorgehen ist auch bei allgemeineren, nicht-linearen Dif-
ferentialoperatoren anwendbar und wird in der anwendungsorientierten Literatur sehr
ha¨ufig zitiert (vgl. z.B. Feichtinger/Hartl [12] (1986)), aber auch in theoretischen Ar-
beiten verwendet (vgl. Dontchev, Hager, Veliov [11] (2000)). Aus diesem Grund stellen
wir es an diesem Punkt vor.
Wir verwandeln zuna¨chst die Zustandsgleichung als Differentialgleichung 2. Ord-
nung in ein System von Gleichungen 1. Ordnung. Dazu seien z1, z2 ∈ W 12 [0, T,Rn] mit
z˙1 + Az2 = y und z˙2 = −z1. So ergibt sich mit zˆ = (zT1 , zT2 )T ∈ W 12 [0, T,R2n]:
˙ˆz +
(
0 A
I 0
)
zˆ =
(
y
0
)
⇐⇒ ˙ˆz + Aˆzˆ = yˆ
und
z2(0) = z2(T ) = 0.
Da das eine a¨quivalente Schreibweise zur Systemgleichung (1.4) ist, wissen wir schon um
die eindeutige Lo¨sbarkeit. Daraus folgern wir ein anderes zu minimierendes Funktional,
na¨mlich
min
zˆ,u
Jˆ(zˆ, u) =
1
2
‖z2(u)− zd‖22 +
ν
2
‖u‖22.
Fu¨r die Herleitung der adjungierten Gleichung definieren wir zuna¨chst die Ra¨ume
X = W 12 [0, T,R2n]× L2[0, T,Rm], Y = L2[0, T,R2n]× Rn × Rn
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sowie mit einem p∗ ∈ Y ′ die Lagrange-Funktion L : X × Y ′ → R durch
L(zˆ, u, p∗) = Jˆ(zˆ, u) + p∗
yˆ − Aˆzˆ − ˙ˆzz2(0)
z2(T )
.
Die Bezeichnung Y ′ fu¨r den Dualraum von Y fu¨hrten wir bereits in Abschnitt 1.2 ein.
Da Y ein Hilbert-Raum ist, besitzt jedes Funktional auf Y eine Darstellung als Skalar-
produkt mit einem eindeutig identifizierten Element aus Y , also gilt mit (p, µ, κ) ∈ Y
p∗(v, w, q) =
∫ T
0
p(t)Tv(t) dt+ µTw + κTq ∀(v, w, q) ∈ Y.
Demnach ist
L(zˆ, u, p∗) = Jˆ(zˆ, u) +
∫ T
0
p(t)T(yˆ(t)− Aˆzˆ(t)− ˙ˆz(t)) dt+ µTz2(0) + κTz2(T ).
Fu¨r ein beliebiges Element (zˆ0, u0) ∈ X berechnen wir die Fre´chet-Ableitung der
Lagrange-Funktion an dieser Stelle. Nach der Regel fu¨r die Differentation von Ab-
bildungen zwischen Banach-Ra¨umen ist
L′(zˆ0, u0, p∗)(zˆ, u) = Lzˆ(zˆ0, u0, p∗)(zˆ) + Lu(zˆ0, u0, p∗)(u),
wobei Lzˆ bzw. Lu die partielle Ableitung nach der jeweiligen Komponente bezeichnet.
Die beiden Summanden ergeben sich zu
Lzˆ(zˆ0, u0, p∗)(zˆ) = Jˆzˆ(zˆ0, u0)(zˆ) +
∫ T
0
p(t)T(−Aˆzˆ(t)− ˙ˆz(t)) dt+ µTz2(0) + κTz2(T )
und
Lu(zˆ0, u0, p∗)(u) = Jˆu(zˆ0, u0)(u) +
∫ T
0
p(t)T
(
Bu(t)
0
)
dt.
Damit ergibt sich fu¨r die Fre´chet-Ableitung der Lagrange-Funktion der Ausdruck
L′(zˆ0, u0, p∗)(zˆ, u) =
∫ T
0
(z02(t)− zd(t))Tz2(t)− p(t)T(Aˆzˆ(t) + ˙ˆz(t)) dt
+ µTz2(0) + κ
Tz2(T )
+ ν
∫ T
0
u0(t)Tu(t) + p(t)T
(
Bu(t)
0
)
dt ∀(zˆ, u) ∈ X.
Fu¨r die Optimalita¨t des Elements (zˆ0, u0) ∈ X bezu¨glich der Funktion L ist
L′(zˆ0, u0, p∗)(zˆ, u) = 0 ∀(zˆ, u) ∈ X
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notwendig. Da die vorherige Gleichung fu¨r alle (zˆ, u) ∈ X gilt, nehmen wir u(t) = 0
fu¨r fast alle t ∈ [0, T ] an und schließen auf∫ T
0
(z02(t)− zd(t))Tz2(t)− p(t)T(Aˆzˆ(t) + ˙ˆz(t)) dt+ µTz2(0) + κTz2(T ) = 0
∀zˆ ∈ W 12 [0, T,R2n].
Nun sind die Voraussetzungen des Variationslemmas 2.1.1 erfu¨llt, denn es gilt∫ T
0
(
0
z02(t)− zd(t)
)T
zˆ(t)− p(t)TAˆzˆ(t)− p(t)T ˙ˆz(t) dt = 0 ∀zˆ ∈ W 12,0[0, T,R2n].
Wir folgern daher p ∈ W 12 [0, T,R2n] und fu¨r fast alle t ∈ [0, T ]
−p˙(t) =
(
0
z02(t)− zd(t)
)
− AˆTp(t) =
(
0
z02(t)− zd(t)
)
−
(
0 I
AT 0
)
p(t)
sowie mit p = (pT1 , p
T
2 )
T
−p˙1 = −p2
−p˙2 = z02 − zd − pT1A.
Damit gelangen wir durch die vorausgesetzte Symmetrie von A zu
−p¨1(t) + Ap1(t) = z02(t)− zd(t) ∀′t ∈ [0, T ].
Die Randbedingungen leiten wir wieder mit Hilfe des Hauptsatzes der Differential-
und Integralrechnung her. Es gilt laut der Optimalita¨tsbedingung mit speziell u ≡ 0
0 =
∫ T
0
(zˆ02(t)− zd(t))Tzˆ2(t)− p(t)T( ˙ˆz(t) + Aˆzˆ(t)) dt
= −
∫ T
0
p(t)T ˙ˆz(t) dt+
∫ T
0
((
0
z02(t)− zd(t)
)
− AˆTp(t)
)T
zˆ(t) dt
= −
∫ T
0
p(t)T ˙ˆz(t) dt−
∫ T
0
p˙(t)Tzˆ(t) dt
= −p(t)Tzˆ(t)
∣∣∣T
0
= p(0)Tzˆ(0)− p(T )Tzˆ(T ) ∀zˆ ∈ W 12 [0, T,R2n].
Wir beziehen nun die Randbedingungen fu¨r zˆ (bzw. fu¨r z2) mit ein und erhalten so
0 = p1(0)
Tz1(0) + p1(T )
Tz1(T ) ∀z1 ∈W 12 [0, T,Rn].
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Da die Gleichung fu¨r alle z1 ∈ W 12 [0, T,Rn] gilt, ergeben sich die Forderungen p1(0) =
p1(T ) = 0n. Somit erhalten wir als adjungierte Gleichung
−p¨(t) + Ap(t) = z(t)− zd(t) ∀′t ∈ [0, T ]
p(0) = p(T ) = 0n.
(2.10)
Bemerkung: Mit Hilfe der Hamilton-Funktion H : Rn × Rm × Rn × [0, T ]→ R und
H(zˆ(t), u(t), p(t), t) = f(zˆ(t), u(t), t) + p(t)Th(zˆ(t), u(t), t)
schreiben wir die Lagrange-Funktion in der Form
L(zˆ, u, p∗) =
∫ T
0
H(zˆ(t), u(t), p(t), t)− p(t)T ˙ˆz(t) dt+ µTz2(0) + κTz2(T ).
Somit ergeben sich die Gleichungen
−p˙(t) = Hz(zˆ(u0), u0, p(t), t) ∀′t ∈ [0, T ]
und
J ′(u0)(u) =
∫ T
0
Hu(zˆ(u
0), u0, p(t), t)Tu(t) dt⇐⇒ J ′(u0) = Hu(zˆ(u0), u0, p).
♦
Nach der Herleitung der adjungierten Gleichung mit Hilfe des formalen Lagrange-
Prinzips zitieren wir eines der bekanntesten Resultate bei der Betrachtung von Proble-
men der optimalen Steuerung.
Lemma A.1.1 (Pontryagin’sches Maximum-Prinzip). Gegeben sei das Steue-
rungsproblem
J(u) =
∫ T
0
f(z(u)(t), u(t), t) dt = F (z(u), u), u ∈ L∞[0, T,Rm]
mit den als differenzierbar angenommenen Funktionalen
F : W 1∞[0, T,Rn]× L∞[0, T,Rm]→ R, f : Rn × Rm × [0, T ]→ R.
Die Abha¨ngigkeit der Funktion z ∈ W 12 [0, T,Rn] von u sei mit einem z0 ∈ Rn und einer
Funktion h : Rn × Rm × [0, T ]→ Rn gegeben durch
z˙(t) = h(z(t), u(t), t) ∀′t ∈ [0, T ]
z(0) = z0.
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Die Hamilton-Funktion sei definiert durch
H(z(t), u(t), p(t), t) = f(z(t), u(t), t) + p(t)Th(z(t), u(t), t), ∀t ∈ [0, T ].
Dann existiert fu¨r die optimale Steuerung u¯ ∈ L∞[0, T,Rm] genau ein p ∈ W 12 [0, T,Rn]
mit
−p˙(t)T = fz(z(u¯)(t), u¯(t), t) + p(t)Thz(z(u¯)(t), u¯(t), t) ∀′t ∈ [0, T ]
p(T ) = 0n
und es gilt
H(z(u¯)(t), u¯(t), p(t), t) = min
u∈Rm
H(z(u)(t), u, p(t), t) ∀′t ∈ [0, T ].
Beweis: Siehe Pontryagin et al. [18] (1962). 
A.2 Beweis von Lemma 4.5.4
Beweis: Wir erinnern zuna¨chst an die Definition der diskreten Operatoren Sh und
S∗h, d.h. zh(u) = Sh(Bu + e) und ph(u) = S∗h(Sh(Bu+ e)− zd). Damit gelten folgende
Umformungen fu¨r alle u ∈ L2[0, T,Rm], also insbesondere auch fu¨r u¯
‖zh(u¯)− zh(P0u¯)‖22 = 〈zh(u¯)− zh(P0u¯), zh(u¯)− zh(P0u¯)〉
= 〈ShB(u¯− P0u¯),ShB(u¯− P0u¯)〉
Lemma 4.2.5 = 〈S∗hShB(u¯− P0u¯), B(u¯− P0u¯)〉
=
∫ T
0
(
u¯(t)− (P0u¯)(t)
)T
BT
(
ph(u¯)(t)− ph(P0u¯)(t)
)
dt.
Das Integral auf der rechten Seite spalten wir in zwei Summanden auf, definiert durch
die Mengen K1 und K2 aus Voraussetzung (Vcon)
‖zh(u¯)− zh(P0u¯)‖22 =
∫
K1
(
ph(u¯)(t)− ph(P0u¯)(t)
)T
B
(
u¯(t)− (P0u¯)(t)
)
dt
+
∫
K2
(
ph(u¯)(t)− ph(P0u¯)(t)
)T
B
(
u¯(t)− (P0u¯)(t)
)
dt.
Fu¨r die Bearbeitung des Integrals u¨ber die Menge K1 beno¨tigen wir weitere Um-
formungen. Sei vh ∈ Vh,0[0, T,Rn] beliebig gewa¨hlt. Dann gilt auf Grund der Linearita¨t
von vh auf den Intervallen Ti, i = 0, . . . , N − 1, folgendes∫ ti+1
ti
vh(t)
TB(P0u¯)(t) dt =
∫ ti+1
ti
vh(t)
TBu¯(Si) dt =
∫ ti+1
ti
vh(Si)
TBu¯(Si) dt.
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Damit ist es mo¨glich fu¨r die Funktion (Bu¯)Tvh Lemma 3.3.2 anzuwenden, und zwar ist∣∣∣ ∫ T
0
vh(t)
TB(u¯(t)− (P0u¯)(t)) dt
∣∣∣ ≤ N−1∑
i=0
∣∣∣ ∫ ti+1
ti
vh(t)
TB
(
u¯(t)− u¯(Si)
)
dt
∣∣∣
(3.9)
≤
√
Th2
(
N−1∑
i=0
|(Bu¯)Tvh|2W 22 (Ti)
) 1
2
.
Wir teilen jedes der Intervalle Ti in einen aktiven Teil, dort wo die optimale Steuerung
konstant die Werte a oder b annimmt, und einen inaktiven Teil Ii ⊂ Ti, in dessen
Gebiet u¯ = − 1
ν
BTp¯ gilt. Daher scha¨tzen wir ab
|(Bu¯)Tvh|2W 22 (Ti) = |(Bu¯)
Tvh|2W 22 (Ii) =
|p¯TBBTvh|W 22 (Ii)
ν
≤ |p¯
TBBTvh|W 22 (Ti)
ν
.
Somit folgt
∣∣∣ ∫ T
0
(
u¯(t)− (P0u¯)(t)
)T
BTvh(t) dt
∣∣∣ ≤ √T
ν
(
N−1∑
i=0
|p(u¯)TBBTvh|2W 22 (Ti)
) 1
2
h2
=
√
T
ν
‖p(u¯)TBBTvh‖2,2 h2
≤
√
T
ν
‖BBT‖∞‖p(u¯)‖2,2‖vh‖1,2 h2.
Hierin verwenden wir fu¨r vh die spezielle Funktion ph(u¯)− ph(P0u¯) und erhalten∣∣∣ ∫ T
0
(
u¯(t)− (P0u¯)(t)
)T
BT
(
ph(u¯)(t)− ph(P0u¯)(t)
)
dt
∣∣∣
≤
√
T
ν
‖BBT‖∞‖p(u¯)‖2,2‖ph(u¯)− ph(P0u¯)‖1,2 h2
≤ c2.6
√
T
‖B‖2
ν
‖p(u¯)‖2,2‖zh(u¯)− zh(P0u¯)‖2 h2.
Weiterhin gilt wegen der Optimalita¨tsbedingung (2.16)
‖ ˙¯u‖∞ ≤ ‖B‖
ν
‖p˙(u¯)‖∞ ≤
√
T
‖B‖
ν
‖p(u¯)‖2,2.
Die zweite Abscha¨tzung ist gu¨ltig, denn p˙(u¯) besitzt auf Grund des Satzes von Rolle
eine Nullstelle in [0, T ] und wir verfahren wie im Beispiel nach Satz A.3.2. Somit folgt
wegen der Lipschitz-Stetigkeit von u¯ fu¨r t ∈ Ti ∈ K1 die Ungleichung
|u¯(t)− (P0u¯)(t)| = |u¯(t)− u¯(Si)| ≤ ‖ ˙¯u‖∞|t− Si| ≤
√
T
‖B‖
ν
‖p(u¯)‖2,2 h
2
.
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Daraus resultiert dann unter Beachtung von Voraussetzung (Vcon), d.h. |K2| ≤ K <∞∣∣∣ ∫
K2
(
ph(u¯)(t)− ph(P0u¯)(t)
)T
B
(
u¯(t)− (P0u¯)(t)
)
dt
∣∣∣
≤
∑
i∈K1
∫ ti+1
ti
|ph(u¯)(t)− ph(P0u¯)(t)|‖B‖ |u¯(t)− (P0u¯)(t)| dt
≤
∑
i∈K1
√
T
‖B‖2
ν
‖p(u¯)‖2,2h
2
‖ph(u¯)− ph(P0u¯)‖∞
∫ ti+1
ti
dt
≤
√
T
K
2
‖B‖2
ν
‖p(u¯)‖2,2‖ph(u¯)− ph(P0u¯)‖∞ h2
≤ T K
2
‖B‖2
ν
‖p(u¯)‖2,2‖ph(u¯)− ph(P0u¯)‖1,2 h2
≤ Tc2.6K
2
‖B‖2
ν
‖p(u¯)‖2,2‖zh(u¯)− zh(P0u¯)‖2 h2.
Zusammenfassend erhalten wir
‖zh(u¯)− zh(P0u¯)‖22 ≤ (T
K
2
+
√
T )
‖B‖2
ν
c2.6‖p(u¯)‖2,2‖zh(u¯)− zh(P0u¯)‖2 h2
und da wir ‖zh(u¯)− zh(P0u¯)‖2 = 0 ausschließen ko¨nnen auch
‖zh(u¯)− zh(P0u¯)‖2 ≤ (T K
2
+
√
T )
‖B‖2
ν
c2.6‖p(u¯)‖2,2 h2,
was die Aussage des Lemmas gewesen war. 
A.3 Hilfsresultate
A.3.1 Funktionalanalytische Ergebnisse
Lemma A.3.1 (Ho¨lder’sche Ungleichungen).
(1) Die Vektoren ξ = (ξT1 , . . . , ξ
T
n )
T und η = (ηT1 , . . . , η
T
n )
T seien gegeben mit ξk, ηk ∈
Rn. Dann gilt fu¨r 1 < p, q <∞ mit 1 = 1
p
+ 1
q
,∣∣∣∣∣
n∑
k=1
ξTk ηk
∣∣∣∣∣ ≤
(
n∑
k=1
|ξk|p
) 1
p
(
n∑
k=1
|ηk|q
) 1
q
. (A.1)
(2) Seien x ∈ Lp[a, b,Rn] und y ∈ Lq[a, b,Rn] fu¨r 1 < p, q <∞ mit 1 = 1p + 1q . Dann
ist xTy ∈ L1[a, b,R] und es gilt∣∣∣∣∫ b
a
x(t)Ty(t) dt
∣∣∣∣ ≤ (∫ b
a
|x(t)|p dt
) 1
p
(∫ b
a
|y(t)|q dt
) 1
q
. (A.2)
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Beweis: Fu¨r den Fall n = 1 verweisen wir auf Triebel [22] (1972, Kapitel 1). Der
U¨bergang zu beliebigem n ∈ N ist offensichtlich. 
Satz A.3.2 (Sobolew’scher Einbettungssatz). Sei 1 ≤ p <∞ und k, l ∈ N. Falls
k > l + 1
p
gilt, so ist der Einbettungsoperator Ek,p,l : W
k
p [0, T,Rn] → C l[0, T,Rn], mit
Ek,p,lf = f fu¨r f ∈ W kp [0, T,Rn], stetig und es gilt fu¨r j = 0, . . . , l die Ungleichung
‖D jf‖∞ ≤ ck,p,l ‖f‖Wkp
mit einer von f unabha¨ngigen Konstante ck,p,l > 0.
Das bedeutet, dass in jeder A¨quivalenzklasse von W kp [0, T,Rn] eine stetige Funktion
enthalten ist.
Beweis: Eine vollsta¨ndige Abhandlung verschiedener Einbettungsmo¨glichkeiten fin-
den wir in Adams [1] (1975, Kapitel V). 
Beispiel: An dieser Stelle beweisen wir exemplarisch einige Ungleichungen direkt
und bestimmen die Abscha¨tzungskonstanten exakt. Wir wa¨hlen dazu p = 2, k = 1,
l = 0 und z ∈ W 12 [0, T,Rn]. Dann ist auf Grund der absoluten Stetigkeit von z die
Anwendung des Mittelwertsatzes gerechtfertigt und wir wa¨hlen die Stelle t0 ∈ [0, T ] mit
|z(t0)| = min
t∈[0,T ]
|z(t)|. Das Minimum wird auf GRund der Stetigkeit auf dem kompakten
Intervall [0, T ] angenommen. Dann folgt
z(t) = z(t0) +
∫ t
t0
z˙(t) dt
und weiter
|z(t)| ≤ |z(t0)|+
∣∣∣ ∫ t
t0
z˙(t) dt
∣∣∣ ≤ 1
T
∫ T
0
|z(t)| dt+
∫ t
t0
|z˙(t)| dt
≤ 1
T
‖z‖1 + ‖z˙‖1 ≤ 1√
T
‖z‖2 +
√
T‖z˙‖2 ≤
√
2 max{ 1√
T
,
√
T} ‖z‖1,2.
Daraus folgt dann abschließend
‖z‖∞ ≤
√
2 max{ 1√
T
,
√
T} ‖z‖1,2. (A.3)
Besitzt z in [0, T ] eine Nullstelle t0, so vereinfacht sich die eben durchgefu¨hrte Schluss-
weise. Es ist dann
‖z‖∞ ≤
√
T‖z˙‖2 ≤
√
T‖z‖1,2. (A.4)
Sei nun z ∈ W 22,0[0, T,Rn] und die Gro¨ße ‖z˙‖∞ von Interesse. Da die beiden Rand-
punkte Nullstellen von z sind, existiert nach dem Satz von Rolle mindestens ein t0 ∈
[0, T ] mit z˙(t0) = 0n, so dass wir wie eben abscha¨tzen
‖z˙‖∞ ≤
√
T‖z˙‖1,2 ≤
√
T‖z‖2,2.
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Damit folgt sofort
‖z‖C1 = max{‖z‖∞, ‖z˙‖∞} ≤
√
T‖z‖2,2.
♦
Satz A.3.3 (Satz von Gerschgorin). Sei A eine reelle symmetrische n× n-Matrix
mit den Eintra¨gen Aik und 1 ≤ i, k ≤ n. Dann gilt fu¨r die Menge ihrer Eigenwerte
Λ = {λ1, . . . , λn}
Λ ⊂
n⋃
i=1
{
λ ∈ R : |λ− Aii| ≤
n∑
k=1
k 6=i
|Aik|
}
.
Beweis: Dazu verweisen wir auf Stoer/Bulirsch [21] (2000). 
Satz A.3.4 (Charakterisierung der Projektion). Sei Uad ⊂ U eine abgeschlosse-
ne, konvexe Teilmenge des Hilbert-Raumes [U, 〈·, ·〉] und u¯ ∈ U . Dann gilt
‖u− u¯‖ = inf
y∈Uad
‖y − u¯‖ ⇐⇒ 〈u− u¯, y − u¯〉 ≤ 0 ∀y ∈ Uad.
Beweis: [Werner [24] (2003)]
”
⇐“ Es ist fu¨r alle y ∈ Uad
‖u− y‖2 = ‖u− u¯+ u¯− y‖2 = ‖u− u¯‖2 + 2〈u− u¯, u¯− y〉+ ‖u¯− y‖2 ≥ ‖u− u¯‖2.
Damit folgt, da y ∈ Uad beliebig ist,
‖u− u¯‖ = inf
y∈Uad
‖u− y‖.
”
⇒“ Zu t > (0, 1) setze yt = (1− t)u¯+ ty mit y ∈ Uad. Dann ist fu¨r beliebiges y ∈ Uad
‖u− u¯‖2 ≤ ‖u− yt‖2 = 〈u− u¯+ t(u¯− y), u− u¯+ t(u¯− y)〉
= ‖u− u¯‖2 + 2〈u− u¯, t(u¯− y)〉+ t2‖u¯− y‖2
Daraus folgt auf Grund 0 < t < 1
〈u− u¯, y − u¯〉 ≤ t
2
‖u¯− y‖2
und fu¨r t→ 0 erhalten wir
〈u− u¯, y − u¯〉 ≤ 0 ∀y ∈ Uad.

Satz A.3.5 (Fre´chet-Riesz). Sei X ein Hilbert-Raum mit dem Skalarprodukt 〈·, ·〉
und dem Dualraum X ′. Dann wird fu¨r jedes feste z ∈ X durch `(x) = 〈z, x〉 ein steti-
ges lineares Funktional auf X definiert. Umgekehrt existiert zu jedem stetigen linearen
Funktional ` auf X genau ein Element z ∈ X, so dass `(x) = 〈z, x〉 fu¨r alle x ∈ X gilt.
Daru¨ber hinaus gilt ‖`‖X′ = ‖z‖X .
Beweis: Wir verweisen wieder auf Werner [24] (2003). 
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A.3.2 Resultate zur Methode der Finiten-Elemente
Lemma A.3.6 (Lax-Milgram-Lemma). Sei V ein Hilbert-Raum, a(·, ·) : V×V → R
eine stetige Bilinearform und ` : V → R ein stetiges lineares Funktional. Ist a(·, ·)
daru¨ber hinaus gleichma¨ßig elliptisch auf V , d.h. gilt mit einer von den Argumenten
unabha¨ngigen Konstante c > 0
a(z, z) ≥ c ‖z‖2V , ∀v ∈ V
so besitzt das Variationsproblem
a(z, v) = `(v) ∀v ∈ V
genau eine Lo¨sung z ∈ V .
Beweis: Einen knappen, aber dennoch leicht versta¨ndlichen Beweis finden wir in
Ciarlet [9] (1978). 
Bemerkung: Im Gegensatz zu Satz 2.2.5 wird hier nicht die Symmetrie der Biline-
arform a(·, ·) vorausgesetzt. ♦
Beispiel: Fu¨r ein Beispiel setzen wir H = L2[0, T,Rn], V = W 12,0[0, T,Rn] und Vh =
Vh,0[0, T,Rn]. Dann besitzt die Gleichung
a(z, v) =
∫ T
0
y(t)Tv(t) dt ∀v ∈ W 12,0[0, T,Rn].
genau eine Lo¨sung z ∈ W 12 [0, T,Rn] fu¨r alle y ∈ L2[0, T,Rn]. Die Gleichung
a(zh, vh) =
∫ T
0
y(t)Tvh(t) dt ∀vh ∈ Vh,0[0, T,Rn]
besitzt ebenfalls eine eindeutige Lo¨sung zh, in diesem Fall aus dem Raum Vh,0[0, T,Rn].
♦
Lemma A.3.7 (Aubin-Nitsche-Lemma). Sei H ein Hilbert-Raum ausgestattet mit
dem Skalarprodukt 〈·, ·〉 und der zugeho¨rigen Norm ‖ · ‖. Seien weiterhin V und Vh
zwei lineare Unterra¨ume von H, fu¨r die gelte Vh ⊂ V ⊂ H und dimVh < ∞. Der
Raum V werde mit der Norm ‖ · ‖V zum Hilbert-Raum und die Einbettung V ↪→ H sei
stetig. Betrachten wir fu¨r eine stetige und auf V gleichma¨ßig elliptische Bilinearform
a(·, ·) : V × V → R und eine Funktion u ∈ H die beiden Variationsgleichungen
a(z, v) = 〈u, v〉 ∀v ∈ V
a(z, vh) = 〈u, vh〉 ∀vh ∈ Vh,
mit den eindeutig bestimmten Lo¨sungen z und zh.
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Dann gilt
‖z − zh‖ ≤ c‖z − zh‖V sup
g∈H
{ 1
‖g‖ infvh∈Vh‖z(g)− vh‖V
}
,
wobei z(g) die eindeutig bestimmte Lo¨sung der Gleichung
a(z(g), v) = 〈g, v〉 ∀v ∈ V
zu g ∈ H ist.
Beweis: Dazu verweisen wir auf Braess [7] (1997, 7.6). 
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