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a b s t r a c t
Westudy approximation of functions thatmaydependon infinitely
many variables. We assume that such functions belong to a
separable weighted Hilbert space that is the direct sum of tensor
product Hilbert spaces of functions with finitely many variables.
The weight sequence γ = {γu} is used tomoderate the influence of
terms depending on finitely many variables from u. We consider
algorithms that use finitely many arbitrary linear functionals.
Each linear functional is an inner product whose cost depends
on the number of active variables of the inner product generator.
That is, if the generator has d active variables then the cost
is $(d) for a given non-decreasing function $. The error of an
algorithm is defined in the worst case setting in a norm given
by weighted L2 norms for terms depending on finitely many
variables. The ε-complexity is understood as the minimal cost
among all algorithms with errors at most ε. We are especially
interested in polynomial tractability, where the ε-complexity is
bounded by a polynomial in ε−1, and weak tractability, where
the ε-complexity is sub-exponential in ε−1. The results are as
follows.
• An algorithm whose cost is equal to the ε-complexity. It turns
out the algorithm does not depend on the cost function $.
• Necessary and sufficient conditions on polynomial tractability.
It turns out that we may have polynomial tractability even
when $(d) is exponential in d. This holds since the minimal
number of active variables that must be used to compute an
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ε-approximation may be surprisingly small, e.g., o(ln(ε−1)) or
even smaller.
• Necessary and sufficient conditions on weak tractability. It
turns out that we have two quite different cases depending on
whether the largest eigenvalue for the univariate case is simple
or not.Wemay haveweak tractability evenwhen $(d) is doubly
exponential in d.
• Specializing tractability conditions for product and finite-order
weights.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
There aremanypapers studyingmultivariate problems for d-variate functionswith arbitrarily large
but finite d. Many results were obtained on the minimal number comp(ε, d) of linear functionals
or function values needed to solve the d-variate problem with error not exceeding ε. Among key
questions addressed in these papers are when comp(ε, d) is polynomial in ε−1 and d, or when
comp(ε, d) is sub-exponential in ε−1 and d. This leads respectively to polynomial andweak tractability
of multivariate problemswhich has become a popular research subject nowadays. This has been done
under the assumption that the cost of one linear functional or one function value is fixed. The reader
is referred to [5,6] for the current state of the tractability study.
There is a host of practical problems that deal with functions of infinitely (countably) many
variables. The main example is probably path integration, see [2,10]. Such problems are usually
approximated by problems with d-variate functions with error going to zero as d goes to infinity.
In most applications, the cost of evaluating d-variate functions increases with d. We believe that the
choice of the specific value of d is very important and it should be an intrinsic part of an algorithm.
The choice of d should depend both on the error demand ε as well as on the cost of dealing with
d-variate functions. The search of optimal methods should include algorithms that use, in particular,
function values with varying d to minimize the cost of computing an ε-approximation. Indeed, as
already shown in [3], this leads to much more efficient algorithms for an integration problem.
This point of view has recently been adopted in papers [1,3,4], and we refer to it as ‘‘liberating the
dimension’’. The idea is that instead of analyzing a sequence of d-variate problems, we consider an
∞-variate problem, i.e., the problem for d = ∞. We then study which linear functionals should
be used so that the cost of their evaluations is minimal among all other choices that allow us to
approximate the original∞-variate problemwith error≤ ε. Thisminimal cost is called ε-complexity.
In this approach, we assume that the cost of one, say, function value depends on the number of
‘‘active’’ variables. To explain this point more clearly, let us assume that we want to compute f (x)
for an ∞-dimensional point x = [x1, x2, . . .]. As was proposed in [3], we may define the number
of ‘‘active’’ variables in x as the number k of all non-zero components xj, and measure the cost of
computing f (x) by $(k). Here $ is a given non-decreasing cost function, $ : [1,∞) → [1,∞). If
limd→∞ $(d) = ∞, then we may only compute function values with a finite number k of active
variables. The main question is then to study how the cost function $ affects the complexity comp(ε).
One of the goals of the research is to know which∞-variate problems are polynomially or weakly
tractable.
This new approach has been done so far only for integration and approximation of distributions,
and for algorithms that use only function values. In this paper, wewant to ‘‘liberate the dimension’’ for
function approximation and for algorithms that use arbitrary linear functionals. Our analysis is done
for the worst case setting and for polynomial and weak tractability.
We believe that liberating the dimension should be done for general∞-variate problems and for
algorithms that use arbitrary linear functionals or only function values, as well as for different settings
and other tractability notions. We regard the current paper as a first step in that direction. Research
on liberating the dimension will be continued in our future papers.
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We now explain the approach and the results of the current paper in a more technical detail. We
approximate functions from a separable weighted tensor product Hilbert space F that is the direct
sum of Hilbert spaces of finitely many-variate functions. More precisely, we assume that functions f
can be uniquely represented as
f =
−
u
fu,
where the sum is over finite subsets u of positive integers, and fu depends only on variables from u.
Each fu is from a separable Hilbert space Hu that is the |u|-fold tensor product of a separable Hilbert
space H of univariate functions with dim(H) ≥ 1.
We stress that we do not necessarily assume that H is a reproducing kernel Hilbert space and that
is why function values are not necessarily well defined for all points from the domain.
We control the contribution of fu by a set γ = {γu} of non-negative weights. More precisely, the
norm in F is defined as
‖f ‖F =
−
u
γ−1u ‖fu‖2Hu
1/2
<∞.
Here we adopt the convention that fu = 0 when γu = 0, and interpret 00 = 0.
We study general weights as well as product and finite-order weights. It turns out that function
approximation is well defined only if
sup
u
γu · λ|u|1 <∞,
where {λj} is the sequence of ordered eigenvalues of the univariate operator
W = S∗ ◦ S : H → H,
where S is the embedding of the space H into a weighted L2 space.
We must also assume that W is compact since otherwise function approximation would be
impossible to solve for small ε. As we shall see, the results depend on the behavior of the sequence
{λj} and, in particular, how fast they go to zero and whether the largest eigenvalue λ1 is simple. Of
course, dim(H) ≥ 1 implies that λ1 > 0.
We approximate f from the space F by algorithms that use finitely many arbitrary continuous
linear functionals. Obviously, each such functional is of the form ⟨f , h⟩F for some h =
∑
u hu ∈ F .
We define the cost of ⟨f , h⟩F by $(|Var(h)|), where Var(h) is the union of the sets u for which hu ≠ 0.
The set Var(h) is called the set of active variables in h, whereas the cardinality |Var(h)| is called the
number of active variables in h.
The error of an algorithm A is measured in the worst case setting over the unit ball of the space
F . The difference between f and A(f ) is measured in a norm that is defined by weighted L2 norms.
More specifically, we assume that the space H of univariate functions is continuously embedded in a
weighted L2 norm. Then all spaces Hu are also continuously embedded in the corresponding |u|-fold
tensor product of the weighted L2 space. Finally, the squared error ofA(f ) is defined as the sum of the
squares of the L2 errors of fu − (A(f ))u.
Let the ε-complexity comp(ε;F ) be the minimal cost among all algorithms with errors not
exceeding ε. The main purpose of the paper is to find comp(ε;F ) and check when function
approximation is polynomially or weakly tractable. The ε-complexity depends on the weights γ =
{γu}, the univariate eigenvalues {λj}, and the cost function $. Hence, we want to find necessary
and sufficient conditions for polynomial and weak tractability expressed in terms of the triplet
({γu}, {λj}, $).
In Section 3, we provide the linear algorithmAoptε (f )which is optimal. That is, its worst case error
is at most ε and its cost is equal to the ε-complexity of the problem, see Theorem 1. An important
feature of the algorithm Aoptε is that it is independent of the cost function $ but, obviously, its cost
depends on $.
The knowledge of the optimal algorithm allows us to find the explicit formula for the ε-complexity.
This formula depends on the eigenvalues of the corresponding operator that are larger than ε2 and
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on the cost function $. By d(ε) we denote the minimal number of active variables that must be used
to obtain an ε-approximation. One of the problems we study in this paper is to find out how fast d(ε)
goes to infinity as ε approaches zero. From the formula on the ε-complexity and the properties of d(ε),
we are able to find necessary and sufficient conditions on polynomial and weak tractability.
We first study polynomial tractability assuming that limε→0 $(d(ε)) < ∞, see Theorem 2, which
is equivalent either to the bonded cost function $, i.e., limd→∞ $(d) <∞, or to the bounded number
of active variables, i.e., limε→0 d(ε) <∞.
The case of the bounded cost function corresponds to the tractability study of sequences of
d-variate problems. It turns out that polynomial tractability holds if the eigenvalues λj decay
polynomially fast to zero and the series of some power of the weights γu is finite. We also find the
formula for the exponent of polynomial tractability that is for the smallest p∗ for which, roughly
speaking, we have comp(ε;F ) = O(ε−p∗).
The case of the bounded number of active variables corresponds to finite-order weights. This
means that each function f may be represented as a sum of functions each with uniformly bounded
number of active variables. Apparently this holds at least approximately for many applications, see
e.g., [5]. The polynomial tractability holds iff both the sequences of univariate eigenvalues andweights
decay polynomially to zero. If the jth largest univariate eigenvalue and the jth largest weight decay
respectively like j−α and j−β , then p∗ = 2max(1/α, 1/β).
We next study themore interesting case of unbounded cost functions $.Wenowhave two different
cases depending on whether the second largest univariate eigenvalue λ2 is positive or zero. For
positive λ2, we obtain polynomial tractability under the same assumptions on λj and γu as before plus
a mild assumption on the cost function $. This is because d(ε) increases very slowly with ε; indeed,
we have d(ε) = oln(ε−1). Therefore, polynomial tractability holds for exponential $, and weak
tractability holds for doubly exponential $, see Theorem 4. For λ2 = 0, the situation is different since
d(ε) can be much larger. We obtain polynomial tractability iff the number of all weights γu > ε2/λ
|u|
1
as well as $(d(ε)) are both polynomial in ε−1, see Theorem 5.
We also analyze weak tractability. We now have three cases:
0 < λ2 < λ1, 0 < λ2 = λ1 and 0 = λ2.
For λ2 > 0, we show that weak tractability is equivalent to four conditions. Three conditions do not
depend on whether λ2 < λ1 or λ2 = λ1; they require that λj = o
[ln(j)]−2 and that the number of
subsets uwhich are used to compute an ε-approximation as well as $(d(ε))must be non-exponential
in ε−1. The remaining condition pertains to d(ε). Namely, for λ2 < λ1, d(ε) = exp(o(1/ε)) is a
necessary condition, whereas d(ε) = exp(o(ε−1/ ln(ε−1))) is sufficient. Hence, they differ by ln(ε−1).
It would be of interest to close this (small) gap. However, for λ2 = λ1, d(ε) = o(1/ε) is both
necessary and sufficient. Hence, the number of active variables must be significantly smaller if the
largest eigenvalue is not simple. In the final case of λ2 = 0, we have weak tractability iff only two of
the four conditions discussed above hold.
In the final part of the paper, we illustrate the results for product and finite-order weights for
different types of decay of λj and γu.
2. Function approximation
In this section, we provide basic concepts for function approximation. We begin with a definition
of tensor product Hilbert spaces of functions depending on infinitely many variables that we call
∞-variate functions. These spaces are built from a Hilbert space of univariate functions. Next we
define algorithms, their worst case errors and cost, as well as the worst case complexity and two
notions of tractability.
2.1. Weighted tensor product spaces
Let H be a separable Hilbert space of univariate real or complex valued functions defined (possibly
almost everywhere) on a Lebesgue-measurable subset D ⊆ R. To omit the trivial problem, we assume
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that dim(H) ≥ 1. The inner product and norm of H are denoted by ⟨·, ·⟩H and ‖ · ‖H . We assume that
f ≡ 1 ∉ H . For a finite subset u of N+ := {1, 2, . . .}, let Hu denote the |u|-fold tensor product of H of
real of complex valued functions defined (possibly almost everywhere) onD∞ with active variables
in u. Here, D∞ denotes the set of vectors x = [x1, x2, . . .] with xi ∈ D. That is, for f ∈ Hu, we have
f (x) = f (y) if xj = yj for all j ∈ u. Let
γ = {γu}u:|u|<∞
be a given set of non-negative weights γu. We assume that at least one γu is positive for a non-empty
u. The weight γu will be used to moderate the influence of variables listed in u. Let
Uγ = {u ⊂ N+ : |u| <∞ and γu > 0}
be the set of finite subsets corresponding to positive weights. The set Uγ is non-empty.
We are ready to define the space F as the completion of span

Hu : u ∈ Uγ

with respect to the
following norm:
‖f ‖2F =
−
u∈Uγ
γ−1u · ‖fu‖2Hu <∞, where f =
−
u∈Uγ
fu with fu ∈ Hu. (1)
Here H∅ = span(1) so that f∅ is a constant function. We choose the norm of H∅ such that ‖1‖H∅ = 1.
It is easy to verify that 1 ∉ H implies Hu∩Hv = {0} for u ≠ v. That is why the direct sumu∈Uγ Hu
is uniquely defined and the decomposition of f ∈ F as the sum of fu is also unique.
Clearly, F is a separable Hilbert space with the inner product
⟨f , g⟩F =
−
u∈Uγ
γ−1u · ⟨fu, gu⟩Hu and ⟨f , f ⟩F = ‖f ‖2F . (2)
The space F contains functions depending on infinitely many variables if for all positive integers
j, there is at least one non-zero weight γu with |u| ≥ j, or if weights γu are positive for all u with
|u| ≡ k ≥ 1.
For f ∈ F , we have ‖fu‖Hu ≤ γ 1/2u ‖f ‖F . This means that the weight γu monitors the importance
of the contribution of fu for f . For small γu, this contribution is small.
The subspaces Hu and Hv with u ≠ v are orthogonal with respect to the inner product of F . We
stress that for f ∈ F given by (1), the function values
f (x) =
−
u∈Uγ
fu(x) (3)
are not necessarily well defined for all x ∈ D∞, even though all fu(x) are well defined almost every-
where. The reason is that the convergence in (2) does not necessarily imply point-wise convergence
for every x.
2.2. Function approximation
We assume that the space H is continuously embedded in the ρ-weighted L2(D, ρ) space. That is,
H is a subspace of L2(D, ρ) and
Cemb := sup
‖f ‖H≤1
‖f ‖L2(D,ρ) = sup‖f ‖H≤1
∫
D
(f (x))2 · ρ(x) dx
1/2
<∞.
Here ρ is a probability density function which, without loss of generality, is positive for almost all
x ∈ D. Then Hu is also continuously embedded in the space L2(D|u|, ρu), where
ρu(x) :=
∏
j∈u
ρ(xj) for all x ∈ D∞.
We have
sup
‖f ‖Hu≤1
‖f ‖L2(D|u|,ρu) = C |u|emb.
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Assume that
C = sup
u∈Uγ
γ 1/2u · C |u|emb <∞, (4)
and define the (pre-Hilbert) space G as
G := { f ∈ F : ‖f ‖G <∞},
where ‖f ‖G = ⟨f , f ⟩1/2G with the inner product given as follows. For f =
∑
u∈Uγ fu and g =
∑
u∈Uγ gu
from F , let
⟨f , g⟩G :=
−
u∈Uγ
⟨fu, gu⟩L2(D|u|,ρu) .
For γ∅ > 0, the term corresponding to u = ∅ is f∅ · g∅.
Clearly, this inner product is well defined and
‖f ‖G ≤ C · ‖f ‖F for all f ∈ F .
The space G is algebraically the same as the space F but equipped with a different inner product
(and norm) and usually is not complete. The spaces Hu are also mutually orthogonal with respect to
the inner product of G.
Suppose for a moment that η0 = 1 is orthogonal to the space H in the L2(D, ρ) sense, i.e.,
D h(x)ρ(x) dx = 0 for all h ∈ H . Then it is easy to verify that
‖f ‖G = ‖f ‖L2(D∞,ρ∞) for all f ∈ F ,
where
‖f ‖2L2(D∞,ρ∞) =
∫
D∞
f 2(x) ρ∞(x) dx :=
−
u,v∈Uγ
∫
D|u∪v|
fu(x) fv(x)
∏
i∈u∪v
ρ(xi) dxi
=
−
u∈Uγ
∫
D|u|
f 2u (x)
∏
i∈u
ρ(xi) dxi.
The last series is convergent due to (4).
On the other hand, if η0 is not orthogonal to H , the norm ‖f ‖L2(D∞,ρ∞) does not have to be well
defined, and even if it is, it is different than the norm ‖f ‖G for some f ∈ F .
We are interested in approximating functions f fromF with the errormeasured in the norm of the
spaceG. By the function approximation problem (APP for short)wemean approximating the embedding
operator S : F → G given by
S(f ) = f for all f ∈ F .
Clearly, S is continuous and it is easy to check that
‖S‖ = sup
‖f ‖F ≤1
‖f ‖G = C = sup
u∈Uγ
γ 1/2u · C |u|emb <∞.
Hence, the assumption (4) is necessary for the approximation problem to be well defined.
To get positive results for APP, we must make an additional assumption, see, e.g., [8]. Let S : H →
L2(D, ρ) be the embedding operator,
S(f ) = f for all f ∈ H.
The additional assumption is that the linear operator
W := S∗ ◦ S : H → H is compact.
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2.3. Algorithms
We want to approximate f ∈ F by algorithms that use finitely many inner products ⟨f , hi⟩H for
some non-zero hi ∈ F . Without loss of generality,2 we may consider only linear algorithms of the
form
An(f ) =
n−
i=1
ai · ⟨f , hi⟩F for some ai ∈ F . (5)
The worst case error ofAn for function approximation is defined by
e(An;F ) := sup
‖f ‖F ≤1
‖f −An(f )‖G.
Note that forAn = 0, we have
e(0;F ) = sup
‖f ‖F ≤1
‖f ‖G = ‖S‖ <∞.
We now discuss the cost of the algorithm An. As in [1,3,4], it seems reasonable to define the cost
of computing ⟨f , h⟩F to be a function of the number of active variables in h. More precisely, for
h =
−
u∈Uγ
hu with hu ∈ Hu,
let
Var(h) =

u∈Uγ , hu≠0
u.
That is, Var(h) is the union of sets u for which γu > 0 and hu ≠ 0. The Var(h) is called the set of active
variables in h. Then the cost of computing ⟨f , h⟩F , denoted by cost(h), is given by
cost(h) := $(|Var(h)|).
Here
$ : N0 := {0, 1, . . .} → [1,∞)
is a given function, called a cost function. We assume that it is non-decreasing, i.e.,
$(d) ≤ $(d+ 1) for d ∈ N0.
Examples of such a cost function include
$(d) = (d+ 1)k1 , $(d) = ed k2 , and $(d) = eed k3
for some non-negative parameters k1, k2, k3.
The (information) cost of the algorithmAn in (5) is equal to
cost(An) =
n−
i=1
cost(hi).
In particular, if all hi are non-zero and belong to Hui for some ui, then Var(hi) = ui and
cost(An) =
n−
i=1
$(|ui|).
When there are no restrictions (other than the finite cost) on the selection of the information
functionals inAn, then we refer to such information as the linear information.
2 Since our problem is linear and the error of an algorithm is defined on a convex and balanced set, it is known that nonlinear
algorithms and adaption do not help, see, e.g., [8].
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2.4. Complexity and tractability
In this section, we define complexity and tractability concepts. The reader may consult [5] for
motivation and history of tractability studies.
Let ε > 0 be the error demand. The worst case ε-information complexity, shortly ε-complexity, of
function approximation is defined as the minimal cost among all algorithms with worst case errors
not exceeding ε,
comp(ε;F ) := inf {cost(An) : An such that e(An;F ) ≤ ε} .
It is well known that for the complexity to be finite for all ε > 0, we have to assume that the operator
W defined in Section 2.2 is compact.
We say that function approximation (APP) is weakly tractable iff
lim
ε→0 ε · ln (comp(ε;F )) = 0.
Thismeans that comp(ε;F ) = exp(o(ε−1)) is not an exponential function of ε−1. If APP is not weakly
tractable then we say that it is intractable.
We say that APP is polynomially tractable iff there are non-negative numbers C and p such that
comp(ε;F ) ≤ C · ε−p for all ε > 0. (6)
The polynomial tractability exponent p∗ is defined as the infimum of p satisfying (6).
3. Main results
We first define specific algorithms and prove their optimality. Then we find necessary and suffi-
cient conditions on polynomial and weak tractability.
We assumed that the operatorW = S∗ ◦ S : H → H is compact. Clearly,W is also self-adjoint and
positive definite. The operatorW has eigenpairs (λj, ηj),
W (ηj) = λj · ηj for all j ∈ N+,H := {1, 2, . . . , dim(H)},
where all λj are positive and the eigenfunctions ηj are orthonormal,
ηi, ηj

H = δi,j for all i, j ∈ N+,H ,
and they form a complete orthonormal system ofH . If dim(H) = ∞, then compactness ofW is equiv-
alent to the condition that limj→∞ λj = 0.
Due to the tensor product construction of the spaces Hu, the eigenpairs of the operator Wu :=
S∗u ◦ Su : Hu → Hu are of the product form. Here, the embedding Su : Hu → L2(D|u|, ρu) is given by
Su(f ) = f for all f ∈ Hu. More precisely, for u = {u1, u2, . . . , uk}with k = |u|, define
λj,u =
|u|∏
i=1
λji and ηj,u(x) =
|u|∏
i=1
ηji(xui) for all j = [j1, j2, . . . , j|u|] ∈ N|u|+,H .
Then
Wu(ηj,u) = λj,uηj,u for all j ∈ N|u|+,H .
Furthermore, the eigenfunctions ηj,u are orthonormal
ηi,u, ηj,u

Hu
= δi,j for all i, j ∈ N|u|+,H ,
and they form a complete orthonormal system of Hu. They are also orthogonal in the space G, namely,
for
η¯j,u := 1
λj,u
· ηj,u for all j ∈ N|u|+,H ,
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we have
ηi,u, ηj,v

G
= λj,u · δi,j · δu,v and

η¯i,u, η¯j,v

G
= δi,j · δu,v.
The last propertymeans that the spacesHu andHv are orthogonal also in the normof L2(D|u∪v|, ρu∪v)
for non-empty u ≠ v. That is, for fu ∈ Hu and fv ∈ Hv, we have
⟨fu, fv⟩L2(D|u∪v|,ρu∪v) :=
∫
D|u∪v|
fu(x) · fv(x) ·
∏
i∈u∪v
ρ(xi) dxi = 0.
Similarly as for the spaces Hu, we consider the operator
W = S∗ ◦ S : F → F .
It is straightforward to verify that
W(f ) =
−
u∈Uγ
γu ·Wu(fu) for all f =
−
u∈Uγ
fu ∈ F .
From (4) we conclude thatW is a self-adjoint, positive definite and compact operator, as well as that
its eigenpairs with positive eigenvalues are
γu · λj,u, ηj,u

u∈Uγ , j∈N|u|+,H
.
For u = ∅with γ∅ > 0, we have only one eigenpair (γ∅, η0) = (γ∅, 1).
Let ε > 0. We define the first element of our algorithm which is given by the set
M(ε) :=

(j, u) : u ∈ Uγ , j ∈ N|u|+,H , and γu ·
|u|∏
k=1
λjk > ε
2

of all eigenpairs ofW whose eigenvalues are larger than ε2. For u = ∅, we have the only pair (0,∅)
which belongs toM(ε) iff γ∅ > ε2. The setM(ε) is finite sinceW is compact. Furthermore, the set is
non-empty iff there exists u such that γu · λ|u|1 > ε2. Let
d(ε) := sup{|u| : γu · λ|u|1 > ε2}
be the largest cardinality of u for which there exists the eigenvalue ofW larger than ε2. Clearly, d(·) is
a non-increasing function. If d(ε) <∞, then for all u such that |u| > d(ε) we have γu · λ|u|1 ≤ ε2 and
therefore
(j, u) ∉ M(ε) for all j ∈ N|u|+,H .
We are ready to define the algorithmAoptε as
Aoptε (f ) :=
−
(j,u)∈M(ε)

f , ηj,u

F
· ηj,u. (7)
Clearly,Aoptε uses the linear information. We now show thatA
opt
ε is optimal.
Theorem 1. Let (4) hold, i.e., supu∈Uγ γu · λ|u|1 <∞, and let Aoptε be given by (7).
(i) The worst case error of Aoptε is at most ε.
(ii) The cost of Aoptε is given by
cost(Aoptε ) =
−
(j,u)∈M(ε)
$(|u|) =
d(ε)−
d=0
$(d)
−
u:|u|=d
|N(ε; u)|, (8)
where
N(ε; u) :=

j ∈ N|u|+,H :
|u|∏
k=1
λjk > ε
2/γu

.
In particular, |N(ε,∅)| = 1 if γ∅ > ε2, and |N(ε,∅)| = 0 otherwise. Furthermore, N(ε, u) = ∅ for
almost all u.
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(iii) The algorithmAoptε minimizes the cost among all algorithms whose worst case error is at most ε. That
is, for any algorithmAn with e(An;F ) ≤ ε, we have
comp(ε;F ) = cost(Aoptε ) ≤ cost(An).
Proof. We first estimate the error ofAoptε . Clearly
‖f −Aoptε (f )‖2G =
−
u∈Uγ
‖fu − (Aoptε (f ))u‖2L2(D|u|,ρu),
where (Aoptε (f ))u is the projection ofA
opt
ε (f ) onto Hu,
(Aoptε (f ))u =
−
j∈N|u|+,H : (j,u)∈M(ε)

fu, ηj,u

F
· ηj,u = Aoptε (fu) ∈ Hu.
Since fu =∑j∈N|u|+,H fu, ηj,uHu · ηj,u, we have
fu −Aoptε (fu) =
−
j∈N|u|+,H : λj,u≤ε2/γu

fu, ηj,u

Hu
· ηj,u.
Then
‖fu −Aoptε (fu)‖2G =

Wu(fu −Aoptε (fu)), fu −Aoptε (fu)

Hu
=
−
j∈N|u|+,H : λj,u≤ε2/γu
λj,u ·

fu, ηj,u
2
Hu
≤ ε2 · γ−1u · ‖fu‖2Hu .
Therefore
‖f −Aoptε (f )‖2G ≤ ε2 ·
−
u∈Uγ
γ−1u · ‖fu‖2Hu = ε2 · ‖f ‖2F .
This means that the worst case error ofAoptε is at most ε, as claimed.
We turn to the cost ofAoptε . Clearly, the cost of computing

f , ηj,u

F
is $(|u|) since γu > 0. The rest
is straightforward.
We now prove that the cost ofAoptε is minimal. Take an arbitrary algorithmAn that uses ⟨f , hi⟩F ,
for hi ∈ F and i = 1, 2, . . . , n, with theworst case error atmost ε. It is known that for linear problems
we have, see e.g., [9],
e(An,F ) ≥ sup
‖f ‖F ≤1,⟨f ,hi⟩F =0, i=1,...,n
‖f ‖G = sup
‖f ‖F ≤1,⟨f ,hi⟩F =0, i=1,...,n
⟨W(f ), f ⟩1/2F .
To simplify the notation, let us order the eigenvalues of the operatorW ,
W(ξi) = βi · ξi for all i = 1, 2, . . . ,
where βi ≥ βi+1 for all i ∈ N+, and

ξi, ξj

F
= δi,j. Obviously, the sets of all βi and all ξi coincide
respectively with the sets of all γu · λj,u and all ηj,u. The algorithmAoptε can be rewritten as
Aoptε (f ) =
m(ε)−
i=1
⟨f , ξi⟩F · ξi,
where m(ε) = |M(ε)|. Since we are summing over with respect to all eigenvalues larger than ε2, we
have βm(ε) > ε2. Furthermore,
cost(Aoptε ) =
m(ε)−
i=1
cost(ξi).
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Note thatAoptε (f ) is the projection of f on Fm(ε) := span(ξ1, ξ2, . . . , ξm(ε)). Obviously,
cost(h) ≥ cost(Aoptε (h)) for all h ∈ F .
Moreover, for all f ∈ Fm(ε) we have Aoptε (f ) = f and ⟨f , hi⟩F =

Aoptε (f ), hi

F
= ⟨f , gi⟩F for gi :=
Aoptε (hi) ∈ Fm(ε). Therefore
e(An,F ) ≥ sup
f∈Fm(ε), ‖f ‖F ≤1,
⟨f ,gi⟩F =0, i=1,...,n
⟨W(f ), f ⟩1/2F .
Let
k := dim (span(g1, g2, . . . , gn)) ,
and, without loss of generality, assume that the first k elements g1, g2, . . . , gk are linearly indepen-
dent. Obviously, k ≤ m(ε).
Assume for a moment that k < m(ε). Define
f =
k+1−
j=1
αj · ξj
where αj are chosen such that ⟨f , gi⟩F = 0 for i = 1, 2, . . . , k. Since we have k + 1 unknowns
and k homogeneous linear equations, there exist non-zero αj’s and we can normalize them so that∑k+1
j=1 α
2
j = 1. Then ‖f ‖F = 1. Furthermore, f is also orthogonal to gk+1, gk+2, . . . , gn since gk+j are
linear combinations of g1, g2, . . . , gk. We also have
⟨W(f ), f ⟩F =
k+1−
j=1
βj · α2j ≥ βk+1 ≥ βm(ε) > ε2.
This contradicts the assumption that e(An;F ) ≤ ε. Hence this case cannot happen, and we have
k = m(ε) as well as n ≥ m(ε).
That is, span(g1, g2, . . . , gk) = span(ξ1, ξ2, . . . , ξk). Denoting y = [g1, g2, . . . , gk]T and x =
[ξ1, ξ2, . . . , ξm(ε)]T as column vectors, we have
y = B x with B = (bi,j)i,j=1,2,...,k, where bi,j =

gi, ηj

F
.
Obviously, the matrix B is non-singular. We claim that there exists a permutation (j1, j2, . . . , jk) of
(1, 2, . . . , k) such that
gi, ξji

F
≠ 0 for all i = 1, 2, . . . , k.
Indeed, the non-zero determinant of B is the sum of k! terms of the properly signed∏ki=1 gi, ξji F for
all permutations (j1, j2, . . . , jk) of (1, 2, . . . , k). At least one of these terms must be non-zero, since
otherwise the determinant of B is zero.
Therefore, cost(gi) ≥ cost(ξji) for i = 1, 2, . . . ,m(ε). This proves that
cost(An) =
n−
i=1
cost(hi) ≥
n−
i=1
cost(gi) ≥
m(ε)−
i=1
cost(gi)
≥
m(ε)−
i=1
cost(ξji) =
m(ε)−
i=1
cost(ξi) = cost(Aoptε ),
and completes the proof. 
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From Theorem 1we conclude that d(ε) is theminimal number of active variables that wemust use
for computing an ε-approximation, and
comp(ε;F ) ≥ $(d(ε)). (9)
Here, if d(ε) = ∞, then by $(∞) we mean limd→∞ $(d). Note that the last limit exists since $ is a
non-decreasing function. Obviously, we also have
comp(ε;F ) ≤ $(d(ε)) · |M(ε)|,
so that $(d(ε)) effects both lower and upper bounds on comp(ε;F ).
The lower bound (9) motivates our interest in studying how fast d(ε) goes to infinity as ε
approaches zero. This will be, in particular, the subject of the next section.
3.1. General weights
We will establish necessary and sufficient conditions on polynomial and weak tractability for
general weights γ = {γu}u: |u|<∞. As always, we assume that at least one γu is positive for a non-
empty u. For simplicity, we first study the case when limε→0 $(d(ε)) < ∞, and then the case when
limε→0 $(d(ε)) = ∞. Observe that
lim
ε→0 $(d(ε)) <∞ iff limd→∞ $(d) <∞ or limε→0 d(ε) <∞.
3.1.1. Polynomial tractability
It turns out that for polynomial tractability a necessary condition is a polynomial decay of the
univariate eigenvalues λj of the operator W . Here j = 1, 2, . . . , dim(H). If dim(H) < ∞, then we
formally set λj = 0 for all j ≥ dim(H). Let
decayλ := sup

p ≥ 0 : lim
j→∞ λj · j
p = 0.
The decayλ is well defined. Indeed, if dim(H) < ∞, then decayλ = ∞, and if dim(H) = ∞ then
compactness of W implies that λj goes to zero and the set above is non-empty at least for p = 0. If
decayλ > 0, then λj = O(j−p) for all p ∈ (0, decayλ). On the other hand, if decayλ = 0, then the
eigenvalues λj go to zero slower than any power of j−1.
As we shall see, polynomial tractability will also require some polynomial decay of the weights γu.
More precisely, for τ ∈ (0,∞)we need to consider the function
C(τ ) :=
−
u∈Uγ
γ τu
 ∞−
j=1
λτj
|u|
. (10)
Note that C(τ ) < ∞ implies that∑∞i=1 λτi < ∞ since γu is positive for some non-empty u. The
eigenvalues λi’s are ordered, and we have
j · λτj ≤
∞−
i=1
λτi <∞.
Therefore λj = O(j−1/τ ). Hence, decayλ ≥ 1/τ > 0 and τ ≥ 1/decayλ.
We now show that for all τ ∈ (0, 1/decayλ), we have C(τ ) = ∞. Indeed, take p = 1/τ > decayλ.
Then there exist a positive number c and a sequence of positive integers {jk}k=1,2,... such that jk ≥
2 · jk−1 and λjk · j pk ≥ c . Let j0 = 0. Then
∞−
k=1
λτk =
∞−
k=1
jk−
j=jk−1+1
λτj ≥
∞−
k=2
(jk − jk−1) · λτjk ≥ 2−1 ·
∞−
k=2
jk · λτjk = ∞,
as claimed.
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On the other hand, from Jensen’s inequality, we have
C(τ ) ≤ [C(τ · κ)]1/κ for all κ ∈ (0, 1].
Hence, C(τ ) <∞ implies that C(τ1) <∞ for all τ1 ≥ τ .
Let
τ ∗(γ , λ) := inf{ τ > 0 : C(τ ) <∞} (11)
with the convention that the infimum of the empty set is infinite. From the analysis above, we have
τ ∗(γ , λ) ≥ 1/decayλ.
We are ready to study polynomial tractability of APP.
Theorem 2. Let (4) hold, i.e., supu∈Uγ γu · λ|u|1 <∞.
(i) If APP is polynomially tractable, then
τ ∗(γ , λ) <∞
and the exponent of polynomial tractability satisfies.
p∗ ≥ 2 · τ ∗(γ , λ).
(ii) Let limε→0 $(d(ε)) <∞. Then APP is polynomially tractable iff τ ∗(γ , λ) <∞, and the exponent of
polynomial tractability exponent is
p∗ = 2 · τ ∗(γ , λ).
Furthermore, for all τ with C(τ ) <∞, we have
comp(ε;F ) ≤
[
lim
ε→0 $(d(ε))
]
· C(τ ) · ε−2τ for all ε > 0.
Proof. From the proof of Theorem 1, we know that
comp(ε;F ) = cost(Aoptε ) ≥ $(0) ·m(ε) ≥ m(ε),
wherem(ε) = |M(ε)|. Furthermore, if limε→0 $(d(ε)) <∞, then
comp(ε;F ) = cost(Aoptε ) ≤
[
lim
ε→0 $(d(ε))
]
·m(ε).
Hence, modulo a factor, the complexity comp(ε;F ) behaves likem(ε).
Following the proof of Theorem 5.1 of [5], we now show that
m(ε) ≤ C · ε−p for all ε > 0,
for some non-negative C and p iff τ ∗(γ , λ) < ∞. Indeed, note that for the eigenvalues βi of the
operatorW and τ > 0, we have
∞−
i=1
β τi =
−
u∈Uγ
−
j∈N|u|+,H
γ τu · λτj,u =
−
u∈Uγ
γ τu ·
 ∞−
i=1
λτi
|u|
= C(τ ).
Assume first that τ ∗(γ , λ) < ∞. Then for τ > τ ∗(γ , λ) we have C(τ ) < ∞. Then, using the fact
that βi are ordered, we have
j · βτj ≤
∞−
i=1
βτi = C(τ ).
Hence, βj ≤ (C(τ ))1/τ · j−1/τ . This implies that βj ≤ ε2 for all j ≥ C(τ ) · ε−2τ . Remembering that
m(ε) = |{j : βj > ε2}|,
we conclude thatm(ε) ≤ C · ε−p with C = C(τ ) and p = 2τ , as claimed.
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Assume now thatm(ε) ≤ C · ε−p. Then alsom(ε) ≤ ⌊C · ε−p⌋ and
β⌊C ·ε−p⌋+1 ≤ ε−2 for ε <

β1.
By varying ε from (0,
√
β1), and substituting n = ⌊C · ε−p⌋ + 1, this is equivalent to
βn ≤ C2/p · (n− 1)−2/p for all n ≥ n∗ :=

C
β
p/2
1

+ 2.
Taking now τ > p/2, we conclude that
∞−
i=1
βτi ≤
n∗−1−
i=1
βτi + C2·τ/p ·
∞−
j=n∗−1
j−2·τ/p <∞
since 2τ/p > 1. Hence, C(τ ) <∞, and τ ∗(γ , λ) ≤ p/2 <∞, as claimed.
The rest is easy. If APP is polynomially tractable, then m(ε) ≤ C · ε−p. For all τ > p/2, we then
have C(τ ) < ∞ and therefore τ ∗(γ , λ) ≤ p/2. Since p can be arbitrarily close to p∗, this shows that
p∗ ≥ 2 · τ ∗(γ , λ), as claimed.
To prove the secondpart of the theorem, it is enough to consider τ > τ ∗(γ , λ) such thatC(τ ) <∞.
Then
comp(ε;F ) ≤
[
lim
ε→0 $(d(ε))
]
·m(ε) ≤
[
lim
ε→0 $(d(ε))
]
· C(τ ) · ε−2τ for all ε ∈ (0, 1),
which proves the bound on the complexity. This also means that APP is polynomially tractable and
p∗ ≤ 2τ which also implies that
p∗ ≤ 2 · τ ∗(γ , λ).
This completes the proof. 
Theorem 2 states that polynomial tractability of APP may hold only if we have polynomial decay
of the univariate eigenvalues as well as summability of some powers of weights expressed by the
condition τ ∗(γ , λ) <∞. The last condition is equivalent to C(τ ) <∞ for some positive τ . This holds
independently of what is the cost function $(·) and what is the function d(·) describing the number
of active variables. Furthermore, these two conditions are also sufficient if limε→0 $(d(ε)) < ∞. As
already remarked, the last limit is finite if the cost function is bounded, i.e., when limd→∞ $(d) <∞
or if the number of active variables is bounded, i.e., when limε→0 d(ε) <∞.
We now show that
ω = lim
ε→0 d(ε) <∞ iff γ = {γu} is a set of finite-order weights of order ω. (12)
That is, when γu = 0 for all |u| > ω.
Indeed, assume that ω = limε→0 d(ε) <∞. Then d(ε) ≤ ω for all positive ε. This implies that for
all uwith |u| > ω, we have γuλ|u|1 ≤ ε2. Letting ε to zero, we conclude that γu = 0. This means that γ
is a set of finite-order weights with ω. The other implication is obvious.
For finite-order weights of order ω, it is easy to simplify the formula for τ ∗(γ , λ). To do this, we
need to define the decay of the weights {γu}. For unbounded {γu}, we set decayγ = 0. For bounded{γu}, we proceed as follows. Since we always have a countable number of weights γu, we can order
them such that {γu} = {γuj} with γuj ≥ γuj+1 for all j = 1, 2, . . . . Then we apply the definition of the
decay presented before for {γuj} and obtain decayγ . We have
τ ∗(γ , λ) = max1/decayγ , 1/decayλ.
Indeed, we have
C(τ ) = a
−
u∈Uγ
γ τu with a ∈
[
min

1,
[ ∞−
j=1
λτj
]ω
,max

1,
[ ∞−
j=1
λτj
]ω]
.
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Hence, C(τ ) < ∞ iff∑u∈Uγ γ τu < ∞ and∑j=1 λτj < ∞. This, in turn, holds iff τ > 1/decayγ and
τ > 1/decayλ, as claimed.
For finite-order weights of order ω, it is also easy to see that
sup
u∈Uγ
γu · λ|u|1 <∞ iff sup
u∈Uγ
γu <∞.
This simply follows from that fact that for all u for which γu > 0, we now have
λ
|u|
1 ∈

min(1, λω),max(1, λω1 )

.
We summarize the conditions on polynomial tractability for finite-order weights in the following
corollary.
Corollary 3. Let γ = {γu} be a set of finite-order weights of order ω such that
sup
u∈Uγ
γu <∞.
Then
(i) APP is polynomially tractable iff decayγ > 0 and decayλ > 0.
If this holds then the exponent of polynomial tractability is
p∗ = 2max 1/decayγ , 1/decayλ .
(ii) For all τ > max

1/decayγ , 1/decayλ

, we have
comp(ε;F ) ≤ $(ω) ·max

1,
∞−
j=1
λτj

·
−
u∈Uγ
γ τu · ε−2τ for all ε > 0.
We now consider the case when limε→0 $(d(ε)) = ∞. Then it is easy to see that the condition
τ ∗(γ , λ) < ∞ is not enough, in general, to obtain polynomial tractability of APP. Indeed, take H =
span(η1) with, say, η1(x) = x for x ∈ D := [0, 1]. We equip H with the inner product of L2([0, 1], ρ)
for ρ ≡ 1. Then 1 ∉ H , with dim(H) = 1. Clearly,W = I is the identity operator andW (η1) = η1, so
that λ1 = 1. We now thus have
λ1 = 1 and λj = 0 for all j = 2, 3, . . . .
Define the weights by γ∅ = 0 and for nonempty u,
γu =

0 if u ∉
∞
d=1
{1, 2, . . . , d},
|u|−2 if u ∈
∞
d=1
{1, 2, . . . , d}.
Then
C(τ ) =
∞−
d=1
d−2τ <∞ iff τ > 1
2
.
This implies that τ ∗(γ , λ) = 1/2 and d(ε) = ⌈ε−1⌉ − 1. We now have
comp(ε;F ) =
⌈ε−1⌉−1−
d=1
$(d).
Since in this case limε→0 d(ε) = ∞, the only case forwhich limε→0 $(d(ε)) <∞ iswhen limd→∞ $(d)
< ∞. Then Theorem 2 states that we have polynomial tractability with the polynomial tractability
exponent
p∗ = 1.
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Take now $(d) = (d + 1)s with s > 0 so that limd→∞ $(d) = ∞ and limε→0 $(d(ε)) = ∞. We still
have polynomial tractability since
comp(ε;F ) = Θ ε−(s+1) .
However, the exponent of polynomial tractability is now s + 1 which is larger than before. In this
case, the formula for p∗ in Theorem 2 does not hold since the assumption limε→0 $(d(ε)) <∞ is not
satisfied.
Finally, take $(d) = 2α·d with α > 0. This yields
comp(ε;F ) = Θ

2α·ε
−1
.
Hence, we now have intractability. However, despite polynomial decay of the univariate eigenval-
ues and C(τ ) < ∞ for all τ > 12 , we do not have polynomial tractability since the assumption
limε→0 $(d(ε)) <∞ does not hold.
We now analyze APPwithout assuming that limε→0 $(d(ε)) <∞, so that (ii) of Theorem 2may be
not applicable. Aswe shall see, there are two cases depending onwhether dim(H) ≥ 2 or dim(H) = 1.
We start with the case dim(H) ≥ 2which ismore natural. Note that dim(H) ≥ 2 iff the second largest
eigenvalue λ2 is positive. We are ready to present the following result.
Theorem 4. Let (4) hold, i.e., supu∈Uγ γu · λ|u|1 <∞, and let
λ2 > 0.
If there exists a positive τ such that C(τ ) <∞, then
lim
ε→0
d(ε)
ln(ε−1)
= 0 and comp(ε;F ) = cost(Aoptε ) ≤ C(τ ) · ε−2τ · $ (d(ε)) .
(i) Let
sup
d
ln($(d))
d
<∞.
Then APP is polynomially tractable iff τ ∗(γ , λ) <∞, and the exponent of polynomial tractability is
p∗ = 2 · τ ∗(γ , λ).
(ii) If τ ∗(γ , λ) <∞, then APP is weakly tractable for all $ satisfying
$(d) = O (exp (exp(α · d)))
for non-negative α.
Proof. We first prove that d(ε) = o(ln(ε−1)). We need the following simple fact about a convergent
series
∑∞
j=1 αj <∞ of nonnegative and ordered numbers αj, i.e., αj ≥ αj+1. Then
αn = o(n−1).
Indeed, for any positive δ, there exists n(δ) < ∞ such that∑∞j=n(δ) αj ≤ δ. Then for all n ≥ n(δ), we
have
(n− n(δ)+ 1) · αn ≤
∞−
j=n(δ)
αj ≤ ε.
Hence,
n · αn ≤ nn− n(δ)+ 1 · δ,
and for n ≥ 2 · n(δ)− 2, we obtain
n · αn ≤ 2 · δ.
Since δ can be arbitrarily small, this proves that limn→∞ n · αn = 0, as claimed.
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We now proceed to show that d(ε) = o(ln(ε−1)). We know that
C(τ ) =
−
u∈Uγ
γ τu
 ∞−
j=1
λτj
|u|
<∞.
We order the sequence

γ τu ·
∑∞
j=1 λ
τ
j
|u| as {αn}with
αn := γ τun ·
 ∞−
j=1
λτj
|un|
=

γun · λ|un|1
τ  ∞−
j=1

λj
λ1
τ|un|
.
Since
∑∞
j=1 αj = C(τ ) <∞, then αn = o(n−1) and
γun · λ|un|1 =
o(n−1/τ )
∞∑
j=1

λj
λ1
τ|un|/τ .
This means that d(ε) satisfies the inequality
ε2 < γud(ε) · λd(ε)1 =
o(d(ε)−1/τ )
∞∑
j=1

λj
λ1
τd(ε)/τ ,
or equivalently that
1+
∞−
j=2

λj
λ1
τd(ε)/τ
d(ε)1/τ = o(ε−2).
Taking logarithms, we conclude
d(ε)
τ
· ln

1+ λ2
λ1
+
∞−
j=3

λj
λ1
τ
+ 1
τ
· ln(d(ε)) = o(ln ε−1). (13)
Since λ2 > 0, the argument of the logarithm is larger than 1, and therefore
d(ε) = o(ln(ε−1)),
as claimed.
We turn to estimate comp(ε;F ). From the first part of (8), we have
comp(ε;F ) ≤ $(d(ε)) ·m(ε),
where, as in the last theorem, m(ε) = |M(ε)| and where we showed that m(ε) ≤ C(τ ) · ε−2τ . This
proves this point of the theorem.
The rest is easy. For (i), we have $(d) = exp(O(d)) and therefore
$(d(ε)) = exp o ln(ε−1) = ε−o(1).
Due to Theorem 2, it is enough to assume that τ ∗(γ , λ) < ∞. Then C(τ ) < ∞ for all τ > τ ∗(γ , λ).
The last bound on comp(ε;F ) yields polynomial tractability with the exponent p∗ ≤ 2 · τ . Since τ
can be arbitrarily close to τ ∗(γ , λ), this yields p∗ ≤ 2 · τ ∗(γ , λ). The opposite inequality was shown
in Theorem 2, and therefore p∗ = 2 · τ ∗(γ , λ), as claimed.
For (ii), we know that
ln ($(d(ε))) = exp o(ln(ε−1)) = ε−o(1).
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Using this and the estimate on comp(ε;F ), we get
lim
ε→0 ε · ln(comp(ε;F )) = limε→0 ε ·

ε−o(1) + ln(C(τ ))+ 2 · τ · ln(ε−1) = 0,
proving weak tractability. This completes the proof. 
In Theorem 4 we assumed that λ2 is positive. Let us now check what happens when λ2 = 0,
i.e., when dim(H) = 1. Note that in this case the proof of Theorem 4 breaks down since we cannot
claim that d(ε) = o(ln(ε−1)). In fact, up to (13) everything is fine but now the argument of the
logarithm is 1 and we can only claim that d(ε) = o(ε−2·τ ).
For λ2 = 0, we have |N(ε, u)| = 1 for all u such that γu · λ|u|1 > ε2, and |N(ε, u)| = 0 otherwise.
Let
U(ε) = {u : γu · λ|u|1 > ε2}
be the set of all subsets u which must be used to compute an ε-approximation. It is easy to see that
|U(ε)| = |M(ε)|. Hencem(ε) is also the cardinality of U(ε). Clearly,
d(ε) = sup{|u| : u ∈ Uε}.
We now have
comp(ε;F ) =
−
u∈U(ε)
$(|u|).
This formula allows us to prove easily the following result.
Theorem 5. Let (4) hold, i.e., supu∈Uγ γu · λ|u|1 <∞, and let
λ2 = 0.
APP is polynomially tractable iff
p1 := lim sup
ε→0
ln (m(ε))
ln(ε−1)
<∞ and p2 := lim sup
ε→0
ln($(d(ε)))
ln(ε−1)
<∞.
If this holds, then the polynomial tractability exponent p∗ satisfies
max(p1, p2) ≤ p∗ ≤ p1 + p2.
Proof. Clearly,
max

$(d(ε)),m(ε)
 ≤ comp(ε;F ) ≤ $(d(ε)) ·m(ε).
Polynomial tractability of APP implies that both $(d(ε)) andm(ε) depend polynomially on ε−1, and
this yields that p1 and p2 are finite. On the other hand, if p1 and p2 are finite, then $(d(ε)) and m(ε)
behave polynomially in ε−1 and we have polynomial tractability of APP. This proves the equivalence.
For finite pi, we havem(ε) = O(ε−τ1) and $(d(ε)) = O(ε−τ2)with τi > pi. Then
comp(ε;F ) = O ε−τ1−τ2 .
Hence, polynomial tractability holdswith the exponent atmost τ1+τ2. Since τi can be arbitrarily close
to pi, we have p∗ ≤ p1 + p2. Clearly, we cannot take a smaller exponent than max(p1, p2) and that is
why p∗ ≥ max(p1, p2), as claimed. 
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3.1.2. Weak tractability
Wenow turn to weak tractability for general weights. There are three cases depending onwhether
0 < λ2 < λ1, λ2 = λ1, or λ2 = 0. As we shall see, the two first cases are quite different from the third
one.
Theorem 6. Let (4) hold, i.e., supu∈Uγ γuλ
|u|
1 <∞, and let
λ2 > 0.
APP is weakly tractable iff (modulo ln(ε−1) in (iia))
(i)
lim
n→∞ λn · ln
2(n) = 0,
(iia)
lim
ε→0 ε · [ln(ε
−1)]α · ln(d(ε)) = 0 if λ2 < λ1,
where α = 0 for necessity and α = 1 for sufficiency, or
(iib)
lim
ε→0 ε · d(ε) = 0 if λ2 = λ1,
(iii)
lim
ε→0 ε · ln(|U(ε)|) = 0,
(iv)
lim
ε→0 ε · ln($(d(ε))) = 0.
Proof. Let αj = λj/λ1 be the sequence of the normalized eigenvalues, α1 = 1 and αj ∈ [0, 1]. For
λ2 < λ1, we have αj ∈ [0, 1) for all j ≥ 2. Note that
M(ε) =
−
u∈U(ε)
m

ε
(γu · λ|u|1 )1/2
, |u|

,
where
m(ε, d) =


j ∈ Nd+,H :
d∏
k=1
αjk > ε
2
 for all ε > 0, d ∈ N+.
Clearly,m(ε, d) is a non-decreasing function of ε−1 and dwithm(ε, d) = 0 for ε ≥ 1.
From Theorem 1 we have
comp(ε;F ) =
−
u∈U(ε)
$(|u|) ·m

ε
(γu · λ|u|1 )1/2
, |u|

.
Assume first that APP is weakly tractable.
(i) Since at least one γu is non-zero, say γu∗ , and $(d) ≥ 1, we have
comp(ε;F ) ≥ m

ε
(γu∗ · λ|u∗|1 )1/2
, |u∗|

≥ m

ε
(γu∗ · λ|u∗|1 )1/2
, 1

.
Let a = (γu∗ · λ|u∗|1 )1/2. Hence, limε→0 ε · ln (comp(ε;F )) = 0 implies that
lim
ε→0 ε · ln (m(ε/a, 1)) = limε→0 ε · ln (m(ε, 1)) = 0.
It is known that the last limit is zero iff limn→∞ λn · ln2(n) = 0, see the proof of Theorem 5.5
in [5], so that (i) holds.
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(ii) Suppose that d(ε) = ∞. Then |U(ε)| = ∞ as well as comp(ε;F ) = ∞, which contradicts weak
tractability. Hence, d(ε) <∞. Let uε be chosen such that |uε| = d(ε).
Assume first that λ2 < λ1, so that α2 ∈ (0, 1). Let aε = (γuε · λ|uε |1 )1/2. Since γuε · λ|uε1 > ε2,
then ε/aε < 1. Note that
m(α2 · ε/aε, d(ε)) ≥ d(ε). (14)
Indeed, take d(ε)− 1 indices jk = 1 and one index jk = 2, and then
d(ε)∏
k=1
αjk = α2 > α2 · ε/aε.
Since we can do this on d(ε) different ways, (14) holds. Then
comp(α2 · ε;F ) ≥ m(α2 · ε/aε, d(ε)) ≥ d(ε).
As before, we conclude that weak tractability implies (iia) with α = 0.
Assume now that λ2 = λ1 so that α2 = 1. In this case, for all u ∈ Uε , we have
m

ε/(γu · λ|u|1 )1/2, |u|

≥ 2|u|
since for all indices jk ∈ {1, 2} the eigenvalues∏|u|k=1 αjk = 1. Hence,
comp(ε;F ) ≥ 2 d(ε),
and weak tractability implies (iib).
(iii) Since comp(ε;F ) ≥ |U(ε)|, weak tractability implies (iii).
(iv) Since comp(ε;F ) ≥ $(d(ε)), weak tractability implies (iv).
Assume now that (i)–(iv) hold. Note that there exists a positive C such that γu · λ|u|1 ≤ C for all
u ∈ Uγ . Therefore ε/(γu · λ|u|1 )1/2 ≥ ε/C1/2 and
m

ε
(γu · λ|u|1 )1/2
, |u|

≤ m
 ε
C1/2
, |u|

for all u ∈ U(ε).
This implies that
comp(ε;F ) ≤
−
u∈U(ε)
$(|u|) ·m ε/C1/2, |u| ≤ $(d(ε)) · m ε/C1/2, d(ε) · |U(ε)|.
Due to (iii) and (iv), we have
lim
ε→0 ε · ln(comp(ε;F )) = 0 iff limε→0 ε · ln(m(ε/C
1/2, d(ε))) = 0.
Assume that λ2 < λ1 so that α2 ∈ (0, 1). It has been proved in [7] that
m(ε, d) ≤

d
ad(ε)

· [m(ε1/2, 1)]ad(ε)−1 ·m(ε, 1) · d,
where
ad(ε) = min

d,

2 ln ε−1
ln α−12

− 1

.
Due to (i), we havem(ε/C1/2, 1) = exp(o(ε−1)) and therefore
lim
ε→0 ε · ln(m(ε/C
1/2, 1)) = 0.
Furthermore,
ln
[m((ε/C1/2)1/2, 1)]ad(ε)(ε)−1 = ln(ε−1) · o(ε−1/2) = o ε−1 ,
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and
lim
ε→0 ε · ln
[m((ε/C1/2)1/2, 1)]ad(ε)(ε)−1 = 0.
Due to (ii), even with α = 0, we have limε→0 ε · ln(d(ε)) = 0, and therefore
lim
ε→0 ε · ln(comp(ε;F )) = 0 iff limε→0 ε · ln

d(ε)
ad(ε)(ε)

= 0.
Clearly,

d(ε)
ad(ε)(ε)

≤ d(ε)ad(ε)(ε) and therefore
ln

d(ε)
ad(ε)(ε)

≤ ad(ε)(ε) · ln(d(ε)) = O

ln(ε−1) · ln(d(ε)) .
Due to (iia) with α = 1, we have
lim
ε→0 ε · ln(ε
−1) · ln(d(ε)) = 0,
and this implies weak tractability, as claimed.
Assume now that λ2 = λ1 so that α2 = 1. Let p be the multiplicity of the largest eigenvalue λ1.
Obviously, p is finite since λj goes to zero and p ≥ 2. Consider the sequence
α′1 = 1, α′2 = αp+1, . . . , α′j = αj+p−1, . . .
for which the largest eigenvalue is simple. Let
m′(ε, d) =


j ∈ Nd+,H :
d∏
k=1
α′jk > ε
2
 for all d ∈ N+.
We prove that
m(ε, d) ≤ pd ·m′(ε, d).
We use induction on d. For d = 1 and ε ∈ (0, 1), we have
m(ε, 1) = p− 1+m′(ε, 1) ≤ p ·m′(ε, 1),
as needed. Then
m(ε, d+ 1) =
∞−
j=1
m(ε/(αj)1/2, d) = (p− 1) ·m(ε, d)+
∞−
j=1
m(ε/(α′j)
1/2, d)
≤ (p− 1) · pd ·m′(ε, d)+ pd ·
∞−
j=1
m′(ε/(α′j)
1/2, d)
= pd+1 ·m′(ε, d)+ pd ·
∞−
j=2
m′(ε/(α′j)
1/2, d)
≤ pd+1 ·
∞−
j=1
m′(ε/(α′j)
1/2, d) = pd+1 ·m′(ε, d+ 1),
as claimed. We now have
comp(ε;F ) ≤
−
u∈U(ε)
$(|u|) ·m ε/C1/2, |u| ≤ $(d(ε)) · m ε/C1/2, d(ε) · |U(ε)|
≤ $(d(ε)) · pd(ε) ·m′ ε/C1/2, d(ε) · |U(ε)|.
The rest is easy. The condition (iib) implies that
lim
ε→0 ε · ln(p
d(ε)) = 0.
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For m′(ε/C1/2, d(ε)), we can use the estimates established before for m(ε/C1/2, d(ε)) in the case of
the simple largest eigenvalue, and conclude that
lim
ε→0 ε · ln(m
′(ε/C1/2, d(ε))) = lim
ε→0 ε · ln(ε
−1) · ln(d(ε)) = 0.
This completes the proof. 
In Theorem 6, we assumed that λ2 is positive. As we know for λ2 = 0, we have
comp(ε;F ) =
−
u∈U(ε)
$(|u|) ∈ max($(d(ε)), |U(ε)|), $(d(ε)) · |U(ε)|.
From this, we obtain
max

ln($(d(ε))), ln(|U(ε)|) ≤ lncomp(ε;F ) ≤ ln($(d(ε)))+ ln(|U(ε)|).
This implies the following corollary.
Corollary 7. Let (4) hold, and let
λ2 = 0.
APP is weakly tractable iff (iii) and (iv) of Theorem 6 hold.
For finite-order weights Theorem 6 simplifies since (iia), (iib) and (iv) trivially hold. Hence, the
problem with finite-order weights is weakly tractable iff (i) and (iii) are satisfied.
3.2. Product weights
We illustrate the results of the previous sections for product weights, i.e.,
γu =
∏
j∈u
γj for all u ⊂ N+,
for some non-negative numbers γj with j ∈ N+, and at least one positive γj. Recall that APP is well
defined if (4) holds, i.e., if supu∈Uγ γu · λ|u|1 <∞. This condition is now equivalent to
sup
u∈Uγ
∏
j∈u

γj · λ1

<∞.
In particular, this holds if limj→∞ γj = 0 independently of the value of λ1.
As before, d(ε) is the largest cardinality among all uwhose corresponding eigenvalue γuλ
|u|
1 exceeds
ε2. From the proof of Theorem 4 we know that C(τ ) <∞ and λ2 > 0 imply that
d(ε) = o(ln(ε−1)) and comp(ε;F ) ≤ C(τ ) · ε−2τ · $(d(ε)),
where now C(τ ) takes the following simplified form:
C(τ ) =
−
u∈Uγ
γ τu ·
 ∞−
j=1
λτj
|u|
=
∞∏
k=1

1+ γ τk
∞−
j=1
λτj

.
For any sequence of nonnegative numbers η = {ηj} and a positive τ , define
L(τ , η) :=
∞−
j=1
ητj .
It is easy to check that
C(τ ) ≤ expL(τ ,λ) · L(τ , γ).
As already shown, C(τ ) <∞ is necessary for polynomial tractability.
In what follows, we will consider four special cases with the univariate eigenvalues λn and the
weights γj decaying either polynomially or exponentially fast and verify when the last bound on C(τ )
is finite.
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3.2.1. Case 1
Consider
λn ≤ Cλ · n−β and γj ≤ Cγ · j−α
for some positive α and β . Then decayλ ≥ β and decayγ ≥ α. Furthermore, the decays are equal to β
and/or α if the bounds on λn and γj are sharp, respectively.
Actually, since the largest γu with |u| = d is atmost Cdγ (d!)−α , it is possible to show that there exists
a positive c such that
d(ε) ≤ c · ln(1/ε)
ln(ln(1/ε))
for all ε ∈ (0, 1/e). (15)
Here, c depends on Cλ, Cγ and α, but is independent of ε.
For τ > (min(α, β))−1, we have
L(τ ,λ) · L(τ , γ) ≤ Cτλ · Cτγ
∞−
n=1
n−β·τ ·
∞−
j=1
j−α·τ
and
C(τ ) ≤ exp

Cτλ · Cτγ ·
∞−
n=1
n−β·τ ·
∞−
j=1
j−α·τ

.
Note that the two last series are finite since βτ and ατ are greater than 1. Hence, τ ∗(γ , λ) ≤
1/min(α, β).
The estimates above imply tractability of the function approximation problem for a number of the
cost functions $. Namely, for
$(d) ≤ exp(c1 · d c2) for any c1 ≥ 0 and c2 ∈ [0, 1)
we have polynomial tractabilitywith the exponent
p∗ ≤ 2/min(α, β).
Furthermore, we have p∗ = 2/min(α, β) if the bound on λn is sharp when α ≤ β or if the bound on
γj is sharp when β ≤ α.
For
$(d) ≤ exp (exp(c1 · d)) for any c1 ≥ 0
we have weak tractability.
3.2.2. Case 2
Consider
λn ≤ Cλ · qn and γj ≤ Cγ · j−α
for some q ∈ (0, 1) and α > 0. Then
L(τ ,λ, ) ≤ Cτλ ·
∞−
n=1
qn·τ = Cτλ ·
qτ
1− qτ
and, for τ > α−1, we have
C(τ ) ≤ exp

Cτλ · Cτγ ·
qτ
1− qτ ·
∞−
j=1
j−α·τ

.
We have the same upper bound (15) on d(ε) as in the previous subsection. Hence, polynomial and
weak tractabilities hold for the same cost functions $ as before. The only difference is that now we
may have a better bound on the exponent of polynomial tractability, p∗ ≤ 2/α instead of p∗ ≤
2/min(α, β). Furthermore, p∗ = 2/α if the bound on γj is sharp.
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3.2.3. Case 3
Consider
λn ≤ Cλ · n−β and γj ≤ Cγ · r j
for r ∈ (0, 1) and β > 0. Then for τ > β−1, we have
C(τ ) ≤ exp

Cτλ · Cτγ ·
rτ
1− rτ ·
∞−
n=1
n−β·τ

<∞,
as in the previous subsection.
We now have a better upper bound on d(ε). Indeed, consider u ∈ U(ε)with |u| = d(ε). Then
γu ≤ C d(ε)γ · r d(ε)·(d(ε)+1)/2 and ε2 < γu · λ|u|1 ≤ C d(ε)λ · C d(ε)γ · r d(ε)·(d(ε)+1)/2.
This implies
d(ε) ≤ c ·ln(1/ε)
for a factor c that depends on r, Cλ and Cγ but is independent of ε−1. For
$(d) ≤ exp c1 · d c2 for any non-negative c1 and c2 < 2,
we have polynomial tractabilitywith the tractability exponent
p∗ ≤ 2/β.
Again, p∗ = 2/β if the bound on λn is sharp. For c2 = 2, we still have polynomial tractability but with
the bound on the exponent p∗ given by c1 + 2/β . For
$(d) ≤ exp exp(c1 · d c2) for any non-negative c1 and c2 < 2 or c1 < 1 and c2 = 1,
we have weak tractability.
3.2.4. Case 4
Consider
λn ≤ Cλ · qn and γj ≤ Cγ · r j
for some q, r ∈ (0, 1). Then we can take any positive τ , and
C(τ ) ≤ exp

Cτλ · Cτγ ·
(q · r)τ
(1− qτ ) · (1− rτ )

<∞.
As in the previous subsection,
d(ε) ≤ c ·ln(1/ε).
We have polynomial and weak tractabilities for the same cost functions as before. However, for
$(d) ≤ exp(c1 · d c2) for c2 < 2 the exponent of polynomial tractability is now p∗ = 0, and for
c2 = 2 it is p∗ ≤ c1 since we can choose τ arbitrarily close to zero.
3.3. Finite-order weights
In this section, we briefly consider finite-order weights,
γu = 0 if |u| > ω
for a given number ω. The case ω = 0 is trivial and therefore we assume that ω ≥ 1. Let us assume
that ω is the largest number with this property, i.e, there exists γu > 0 for some u such that |u| = ω.
As we know from (12), we now have
lim
ε→0 d(ε) = ω.
This means that we never use more than ω active variables, and the cost function $ does not really
play any role for tractability studies.
From Corollary 3, we may assume that there exists a non-negative number s such that
L(s, γ) =
−
u∈Uγ
γ su <∞.
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3.3.1. Case 1
Consider
λn ≤ Cλ · n−β
for β > 0. For simplicity, we assume that Cλ ≥ 1 since the complexity of the problem increases with
Cλ. As before, for τ > 1/β , we have L(τ ,λ) ≤ Cτλ ·
∑∞
n=1 n−β·τ . For τ > max(1/β, s), we conclude
that
C(τ ) ≤ Cτ ·ωλ ·
 ∞−
n=1
n−β·τ
ω
· L(τ , γ) <∞.
Then
cost(Aoptε ) ≤ C(τ ) · ε−2τ · $(ω).
This means, in particular, that we have polynomial tractability with the tractability exponent
p∗ ≤ 2 ·max(1/β, s).
3.3.2. Case 2
Consider
λn ≤ Cλ · qn
for q ∈ (0, 1) and Cλ ≥ 1. Then L(τ ,λ) ≤ Cλ · qτ1−qτ is well defined for every τ . For τ > s, we have
C(τ ) ≤ Cωλ ·

qτ
1− qτ
ω
· L(τ , γ) <∞,
Then, as before,
cost(Aoptε ) ≤ C(τ ) · ε−2τ · $(ω).
This means, in particular, that we have polynomial tractability with the exponent p∗ at most 2/s.
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