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Une combinaison de signaux émis par plusieurs sources est reçue sur un
réseau de capteurs . Dans cette situation qui se rencontre dans de
nombreux domaines d'application, on cherche à séparer les sources en
construisant une transformation des signaux reçus dont chaque compo-
sante est liée de manière exclusive à chacune des sources . Cette
séparation des sources ne peut être réalisée sans hypothèse supplémen-
taire en se limitant à l'utilisation de la matrice spectrale . Nous montrons
A combination of signais emitted by several sources is received on an array
ofsensors. In this situation frequently realized in application, we want to
separate the sources in obtaining a transformation of the observed signais
giving components related for each of them uniquely to a specific source
.
This separation cannot be successfull using the spectral matrix and then
people use a priori information
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ici que cette séparation peut être menée à bien en utilisant les statistiques
d'ordre supérieur et nous établissons la forme de l'estimateur du
maximum de vraisemblance du modèle de sources conduisant à la
séparation .
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donc using Higher Order Statistics of the observed signais and we give the
maximum likelihood estimator of the source models that defines the
separation .
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Avertissement au lecteur : convention d'écriture
Pour effectuer les calculs, nous avons utilisé la convention
de sommation décrite dans ce paragraphe . Toutefois, pour
faciliter la lecture et l'interprétation, chaque fois que cela





ri ri = r i r i sommation sur i
i
Mr = Mit r, = M il rj sommation suri
i
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1 . Introduction
Les méthodes, maintenant classiques, de caractérisation et
de filtrage linéaire des signaux sont basées sur l'utilisation
de critères quadratiques liés à l'énergie ou à l'énergie
d'interaction . Pour la caractérisation, les propriétés d'un
signal à une dimension sont données par la Densité
Spectrale de Puissance (DSP) . Pour un signal à plusieurs
composantes on utilise la matrice interspectrale [1] . L'utili-
sation de critères quadratiques est adaptée aux signaux
gaussiens .
Le problème essentiel que nous traiterons est celui de la
séparation de sources . Avant de l'aborder, définissons
cette opération et montrons son importance pratique .
Le problème de séparation de sources est issu de l'astrono-
mie, de l'astrophysique et de l'acoustique sous-marine .
Dans ces divers domaines, on s'intéresse à un objet
(étoile, bâtiment. . .) qui émet des signaux (optiques,
électromagnétiques, acoustiques) . Ces signaux sont trans-
mis dans un milieu de propagation et reçus sur un réseau
de capteurs. A partir des signaux reçus (ou du signal
multidimensionnel reçu), on veut caractériser les émet-
teurs que l'on appelle sources. Ce problème est très
général et l'on fait un certain nombre d'hypothèses que
nous adopterons par la suite .
Le milieu de propagation est linéaire et déterministe : les
signaux reçus sont donc une combinaison linéaire des
signaux émis par les sources . La combinaison la plus
générale est une convolution en temps ou un produit
rk rl sommation sur k et 1.
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matriciel en fréquence . L'approche que nous présentons
est adaptée à la séparation de sources combinées par un
produit matriciel . Cependant, pour nous placer en fré-
quence, nous devrions considérer des signaux à valeurs
complexes. Nous nous limiterons ici à des signaux à
valeurs réelles (nous pensons pouvoir lever cette limitation
dans une future étude) .
L'étude limitée à des signaux à valeurs réelles permet de
traiter le problème de la séparation de sources temporelles
combinées linéairement sans retard. Le signal multidimen-
sionnel reçu sur les capteurs s'écrit alors
R(n) (k) _ Ai (k) s i + B(k)(1)
avec
n : nombre de capteurs
p : nombre de sources
B (k) : est un vecteur parasite ou bruit, à
L3 (k) est un signal aléatoire .
Ai : représente l'amplitude de la source i . A i (k) est un
signal aléatoire .
S i
est un vecteur à N composantes, la composante
si
,
de s i décrit la propagation entre la source
i et le capteur j . Le milieu de propagation étant
déterministe s i est un vecteur certain .
Revenons sur la notion de source et sur la séparation de
sources . La formule (1) nous montre que les signaux reçus
contiennent un mélange des sources (A i ) . Séparer les
sources consiste, à partir des signaux reçus, à retrouver les
sources A i . Il apparaît ici une limitation insurmontable qui
va nous obliger à modifier notre définition de la séparation
de sources . Le terme A i s i sépare d'une manière arbitraire
le milieu de propagation s i et la source A i . On pourrait
écrire de manière équivalente (A i a) (s ilo) . Nous voyons
donc que nous pouvons seulement espérer obtenir un
signal proportionnel aux sources . De même, l'indice
i associé à une certaine source est également arbitraire, et
ne sous-entend pas d'ordre entre les sources . Celles-ci
seront donc connues à une permutation près. Notons
cependant que la technique de séparation mise en oeuvre
permet de retrouver le signal émis par chacune des sources
et reçu par l'un quelconque des capteurs du réseau .
Finalement, nous appellerons « séparation de sources »,
l'opération qui, à partir des signaux reçus, nous permet
d'obtenir un ensemble de signaux proportionnels aux
signaux émis par chacune des sources .
Pour pouvoir espérer séparer les sources, nous devrons
savoir les distinguer par un caractère spécifique . Dans les
études menées sur ce sujet (et nous adopterons ce point de
vue), on distingue les sources en supposant que les signaux
aléatoires qu'elles émettent, sont décorrélés . Comme l'on
suppose que les sources émettent des signaux centrés, la
décorrélation entraîne que l'intercorrélation de deux sour-
ces est nulle
E[A i Agi ] = P i S il avec S il = 0 si i # j
P i = E [ A i 2 ] est la puissance de la source i .
n composantes,
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Cette hypothèse est vraisemblable dans les exemples cités
plus haut, où l'on peut admettre que deux étoiles différen-
tes émettent des signaux optiques ou électromagnétiques
décorrélés ou que les deux machines de deux bâtiments ne
sont pas synchronisées . . .
On connaît des situations qui mettent cette hypothèse en
défaut : c'est le cas des trajets multiples où le signal émis
par une source atteint les capteurs par deux trajets
différents. Ces situations ont donné lieu à des études
spécifiques conduisant, par exemple, aux techniques de
moyennage spatial [20] ou fréquentiel [19] . Nous admet-
trons ici que l'hypothèse de décorrélation des sources est
vérifiée .
La condition de décorrélation exprimée sur les signaux
fréquentiels est la base des méthodes de séparation
introduites par H . Mermoz, utilisant la matrice spectrale
[18]. Elles ont conduit à la floraison de multiples algo-
rithmes de traitement d'antennes [21] . Cette méthode
introduite « heuristiquement » par H . Mermoz, a été
justifiée par le principe du maximum de vraisemblance [6]
[12] . Cependant, comme l'avait montré H . Mermoz et
comme le justifie l'estimateur du maximum de vraisem-
blance, la matrice spectrale ne permet pas de séparer les
sources et l'on doit faire appel à des hypothèses supplémen-
taires . Heureusement, pour ces méthodes, une hypothèse
supplémentaire suffisante et vraisemblable existe : c'est
l'hypothèse d'onde plane . Si l'on suppose le milieu de
propagation homogène (au voisinage des capteurs) et les
sources à l'infini (à grande distance) et si, pour faciliter la
résolution, on admet que l'antenne est rectiligne et à
capteurs équidistants, alors on peut séparer les sources et
les localiser (angulairement). Il ne faut pas être trop
effrayé par cet ensemble d'hypothèses nouvelles qui sont
généralement vérifiées . Notre étude va montrer comment
on peut séparer les sources, sans hypothèse supplémen-
taire. L'idée de base consiste à élargir la notion de
décorrélation des sources en admettant que les signaux
émis par les sources sont des
Signaux Aléatoires Statistiquement Indépendants .
Cette indépendance statistique des sources est souvent
invoquée par les auteurs présentant des méthodes basées
sur la matrice spectrale mais comme ils se limitent aux
moments d'ordre 2, ils n'exploitent que (très) partielle-
ment l'indépendance statistique . A la décharge des auteurs
cités, il faut noter que si les signaux émis par les sources
sont décorrélés et gaussiens (donc indépendants), alors
l'étude faisant appel à la matrice spectrale est complète et
donc, dans le cas de signaux gaussiens, on ne peut séparer
les sources sans hypothèse (s) supplémentaire (s) .
Nous supposerons donc que les signaux émis par les
sources sont statistiquement indépendants et qu'un signal
source au plus est gaussien. Nous montrerons alors que
l'on peut séparer les sources en utilisant des moments
d'ordre supérieur (quatre en pratique) . Nous présenterons
une justification théorique de ce résultat (c'est là l'apport
original de cette étude) basée sur le principe du maximum
de vraisemblance. Avant d'introduire notre étude, reve-
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nons sur le caractère gaussien (ou non) des signaux et sur
la littérature déjà existante sur ce sujet .
Malgré le théorème de la limite centrale, la nature ne
produit que très rarement des signaux gaussiens et l'on
peut penser que les signaux non gaussiens sont plutôt la
règle commune. Peut-on dire que les signaux gaussiens
sont fréquemment invoqués par suite, essentiellement, des
facilités de calcul qu'ils introduisent ?
Ainsi une machine tournante émet des fréquences pures
ou quasi pures, un émetteur envoie des signaux modulés
en FM, PSK etc . . . Tous ces signaux sont non gaussiens et
même déterministes . Nous renvoyons les lecteurs à [1] où
ils verront comment on peut utiliser la matrice spectrale
avec des signaux certains .
Même les signaux dits aléatoires sont rarement gaussiens
et l'on a étudié (en acoustique sous-marine) des modèles
dits de « Mixture » pour mieux approcher la réalité [2],
[3] .
Nous nous trouvons alors devant un nouveau problème
comment définir et caractériser les signaux non gaussiens ?
Si nous attribuons aux signaux une loi bien définie, nous
traiterons un problème très particulier . Nous cherchons à
préciser la description statistique des signaux tout en
préservant le caractère général de notre étude .
Les propriétés statistiques des signaux sont décrites soit
par leur loi de probabilité soit de manière équivalente par
la densité de probabilité d'amplitude, la première ou la
seconde fonction caractéristique [4] . C'est à travers la
seconde fonction caractéristique que nous trouverons la
solution à notre problème . La loi gaussienne conduit à une
fonction caractéristique dont le développement est limité à
l'ordre 2 . Le développement de toute autre loi peut être
limité à l'ordre 2 ce qui revient à l'approcher par une loi
gaussienne. Nous proposons de préciser la caractérisation
des propriétés statistiques en poussant le développement à
l'ordre 4 . Cette technique d'approximation des densités de
probabilités est bien connue : c'est le développement de
Gram-Charlier (annexe 3) .
Pour décrire le caractère non gaussien des signaux nous
utiliserons donc un développement de Gram-Charlier de
leur loi de probabilité, qui introduit de manière naturelle
les cumulants d'ordre 4 . Nous montrons alors que le
logarithme de la fonction de vraisemblance se décompose
en la somme de deux termes . Le premier est identique au
cas gaussien : sa maximisation permet d'obtenir le sous-
espace source, mais les sources restent indéterminées .
Nous montrons que l'indétermination sur les sources peut
être ramenée à une matrice unitaire décrite par une
matrice II. La maximisation de ce second terme donne une
forme implicite de l'estimateur de la matrice II et donc des
sources et des cumulants des sources .
D'autres approches de l'identification de sources ont été
développées. Elles abordent le problème de manière
- Heuristique : [14]
- Analytique : [16]
- Tensorielle : [17] .
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2. Le modèle
Notre étude concerne la séparation d'un mélange linéaire
de sources non gaussiennes, polluées par un bruit gaussien
additif.
Les hypothèses introduites pour décrire un tel modèle
sont
- les signaux émis par les sources sont non gaussiens,
indépendants jusqu'à l'ordre quatre ;
- les signaux sont additionnés à un bruit blanc gaussien,
isotrope indépendant des signaux .
Les sources traversent le milieu par différents trajets et
subissent un filtrage linéaire dépendant de la source et du
capteur. Des capteurs enregistrent donc une combinaison
linéaire des signaux émis par les sources .
Nous supposerons, dans notre étude, l'ensemble des
signaux et vecteurs à valeurs réelles. Une telle hypothèse
nous place dans le cas d'un filtrage sans retard .
Le nombre p de sources indépendantes est supposé connu .
On dispose de n capteurs .
En se plaçant à un k fixé et p sources indépendantes, le
signal observé (1) s'écrit
(2)
P
Ai s i + B
i-~
avec
R (n) : vecteur des observations de dimension n (n nombre
de capteurs) .
Ai : amplitude aléatoire de la source i : cette variable
aléatoire a pour densité de probabilité : PA.(a i ) .
Soit A le vecteur colonne des amplitudes aléatoires
Ai , et P la matrice définie par
P = E [AA T ]
« vecteur source » décrivant la loi de propagation
entre les capteurs, pour la source i . Ces vecteurs
sont à composantes déterministes . La matrice
S(n) est constituée par les vecteurs colonnes s i .
B vecteur bruit : vecteur aléatoire gaussien centré à
composantes indé1pendantes, et isotrope avec
E (B) = 0 ; E (B B ) = PB I où PB est la puissance
de bruit .
La matrice S ( „ ) est définie comme la matrice obtenue en
rangeant en colonnes les vecteurs sources . Une écriture
matricielle du modèle (2) est :
R(„)
= 5(„)A + B .
Chaque composante du signal observé R(„) est une combi-
naison des signaux émis par les sources et du bruit . Nous
cherchons une transformation de R
(n)
permettant d'obtenir
p combinaisons des composantes de
R(n)
dépendant cha-
cune uniquement d'une source et du bruit . Nous aurons
ainsi séparé les sources .
2 .1. LIMITES DE L'ANALYSE
Nous avons montré qu'il est vain de rechercher l'ampli-
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0 0 X pp
ri =VT U .
On supposera donc les amplitudes des sources normées
• I .
Cette hypothèse, nous permet d'avoir une égalité entre les
cumulants et les kurtosis des sources [4], [22] .
Les signaux des sources sont par ailleurs, supposés cen-
trés : E [A i ] = 0 .
Les vecteurs sources auront donc pour amplitude le gain
de la transformation linéaire subie par les sources normées .
2.2 . PARAMÉTRISATION DE LA TRANSFORMATION
INCONNUE
Une étude au deuxième ordre, en utilisant la matrice
spectrale, permet de déterminer l'espace à p dimensions
contenant les sources . En projetant
R(„)
sur cet espace, on
obtient : (soit R cette projection)
R=SA+B
où S est une matrice p x p non singulière car, par
hypothèse, les sources sont supposées linéairement indé-
pendantes . Le problème de la séparation de sources se
ramène à la détermination de la matrice S .
La matrice S des vecteurs sources, possède une « décompo-
sition polaire à droite unique » [11], de la forme
S=HU
où H est une matrice hermitienne ; dans notre cas H est
une matrice symétrique ;
U est une matrice unitaire .
Remarque : Cette décomposition nous permet de mettre
en évidence le caractère partiel d'une étude à l'ordre
deux ; en effet, si l'on forme le terme quadratique
SST = HUUT HT = HHT
il apparaît que la matrice unitaire U n'est pas mesurable
par un tel terme .
• admet une «décomposition spectrale »
H = Và
i2 VT
où V est une matrice unitaire . Cette matrice est formée
des vecteurs propres de la matrice H_ .
• est une matrice diagonale réelle
AII 0 0
Cette matrice est formée des valeurs propres de la matrice
H.
La matrice S prend alors la forme
S=VO1 /Z VT U .
Cette matrice Il est une matrice unitaire, d'où
S=V0 1 /2 ri .
Le problème de la détermination des sources se ramène à
la détermination de
la matrice diagonale 0 ;
- des deux matrices unitaires V et II .
Cette paramétrisation permettra de mener a bien le calcul
de la fonction de vraisemblance .
2.3. LES DEGRÉS DE LIBERTÉ DE LA PARAMÉTRI-
SATION
Il nous faut identifier les p 2 éléments inconnus de la
matrice S .
La matrice 0 possède p degrés de liberté car elle est
diagonale .
La matrice V est une matrice unitaire de dimension
(p x p ) . Ses vecteurs colonnes sont normés, ce qui impose
p relations . Ils sont également orthogonaux deux à deux,
ils vérifient p (p - 1 )/2 relations .
La matrice V apporte p (p - 1 )/2 degrés de liberté .
Les transformations II et U, unitaires, possèdent égale-
ment p (p - 1 )/2 degrés de liberté .
L'estimation des transformations II ou U, nous permettra
de déterminer S, sans hypothèse supplémentaire .
Nous allons montrer qu'une étude à l'ordre quatre permet
de déterminer, dans la plupart des cas pratiques, la
matrice II .
3. Fonction de vraisemblance pour une observation
Nous avons mené une démarche identique à [6], [12], afin
de calculer les caractéristiques du sous-espace source au
sens du maximum de vraisemblance . Nous présentons ici
les principales étapes de calcul de ces estimateur (le calcul
est développé en annexe 1) .
3.1. DESCRIPTION STATISTIQUE DES SOURCES
La fonction de vraisemblance représente la probabilité de
l'observation conditionnellement aux paramètres du sys-
tème .
Rappelons que ces paramètres sont
p
	
: dimension de l'espace source (supposée
connue) .
PB : puissance du bruit .
II, 4, V_ : décrivent la matrice source S .
cum : les cumulants d'ordre 4 des sources .
On note : {p, P B , II, 4, Y,
cum } = e ; e représente
l'ensemble des paramètres inconnus .
La fonction de vraisemblance associée à une observation
s'écrit
PR/P' PB, II, A, V,
cum =
PR/e .
On dispose de M réalisations statistiquement indépendan-
tes. La fonction de vraisemblance globale sera donnée par
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le produit des fonctions de vraisemblance (identiques)
associées à une observation. Les estimateurs du maximum
de vraisemblance des paramètres inconnus maximisent
cette fonction .
3 .2. FORME GÉNÉRALE DE LA FONCTION DE VRAI-
SEMBLANCE
Exprimons PRIE conditionnellement à A (amplitude des
sources). Le modèle choisi (1) induit la séparation de la
fonction de vraisemblance, en deux termes
- un premier relatif aux signaux ;
- un second relatif au bruit obtenu en retranchant les
signaux à l'observation .
(3)
On définit :
(4) R(u, r) = TF.(Psr „it(r - Sa))
(TF : Transformée de Fourier) .
Le calcul de R (u, r)
est possible, car nous avons supposé le
bruit gaussien . On définit
(5) 'PA(u) = TFa(PA/e(a))
'PA
(u) est la première fonction caractéristique de PA/E .
En appliquant le théorème de Parseval à l'expression (3),





PPA (u) R * (u, r) du .
Pour calculer la fonctionnelle de vraisemblance, nous
devons exprimer la première fonction caractéristique des
sources q>A(u) .
3.3. DÉVELOPPEMENT DE LA FONCTION CARAC-





(u, r) et de l'intégrale (6) est
développé dans l'annexe 1 . Rappelons que la forme de
[3(u, r) est connue puisque l'on a supposé le bruit gaussien,
alors que celle de (PA(u) est inconnue .
Pour calculer la fonction caractéristique CPA (u) des varia-
bles aléatoires A, il est nécessaire de connaître la loi de A .
En général, cette loi est inconnue . Lorsque A est gaus-
sienne, cpA (u) est totalement définie par sa moyenne et sa
variance. Lorsque A est inconnue, on peut l'approcher au
deuxième ordre par une loi gaussienne, de même moyenne
et de même variance .
Comme nous l'avons indiqué dans l'introduction, nous
étendrons cette démarche en supposant connus les cumu-
lants de A jusqu'à l'ordre 4. Dans ce cas, on peut
approcher la loi de A par un développement de Gram-
Charlier (annexe 3) [7] .
Nous supposerons nuls les moments d'ordre impair (un et
trois) : cette situation correspond à de nombreux cas





- Sa) da .
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(8) (pA(u) = exp - X








: matrice d'intercorrélation des amplitudes aléatoi-
res des sources .
Ayant exprimé 'PA (u), nous pouvons calculer la fonction
de vraisemblance à partir de l'expression (6) . Le calcul est
développé en annexe 1 .
Vérifions tout d'abord les résultats obtenus dans le cas
gaussien .
3.4. APPLICATION AU CAS GAUSSIEN
L'expression de la fonction de vraisemblance, obtenue en
annexe 1, est indépendante de la transformation II : celle-
ci est non observable par une analyse au deuxième ordre .
Cette propriété explique la nécessité d'hypothèses supplé-
mentaires dans le cas gaussien, pour déterminer les
vecteurs signaux.
Les paramètres V, A, PB sont observables . Il sera possible
d'écrire les estimateurs du maximum de vraisemblance de
ces grandeurs. Ces estimateurs sont identiques aux expres-
sions classiques des paramètres d'un tel système (la
démonstration est donnée en annexe 1) [6], [12] .
4. La Log-vraisemblance d'ordre 4
On dispose en fait de M réalisations qui nous permettent
de moyenner la fonction de vraisemblance .
Afin de calculer le maximum de la fonction de vraisem-
blance, il est courant de considérer le logarithme de cette
fonction (LMV) .
En intégrant (6), il vient alors (cf. : annexe 1)
(9)
LMV = log (facteur) - n	
2p
log (Pu ) -
- 1 log (det (t)) _
K(r) - Tr (MP)
2 2 2 PB
+ 1 \/XüJXjj\I)4k X11
X
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avec
facteur : terme regroupant toutes les constantes
d'intégration
n : nombre de capteurs supérieur ou égal
aux nombres de sources
p : nombre de sources
PB : puissance du bruit
r = 0 + PB I : T est une matrice diagonale dont les
termes non nuls sont notés
1'
0 : 4 est une matrice diagonale dont les
termes non nuls sont notés
Xii
K(r) = r
T V I'-1 VT r
= ST s
M = I - S -1 ST : projecteur sur l'espace bruit
_ rrT : estimation de la matrice de corrélation
des signaux reçus
II : H est une matrice unitaire
cumQ : sont les termes non nuls du tenseur
des cumulants d'ordre 4 des sources .
Les sources étant indépendantes ce
tenseur est «diagonal » . Nous rappe-
lons également que les sources cher-
chées sont supposées de puissance
unité et donc les cumulants de tels
signaux sont égaux aux Kurtosis de ces
signaux
estimation des éléments du tenseur
des kurtosis [4] des signaux reçus (cf.
annexe 2) .
On observe que la log vraisemblance peut se décompo-
ser en deux parties
Une première partie I 1 identique à celle obtenue
dans le cas gaussien .
- Une seconde partie 12 contenant les informations
supplémentaires fournies par le quatrième ordre (nulle
dans le cas gaussien) .
Ayant obtenu la fonction de vraisemblance, nous en
déduisons les estimateurs du maximum de vraisemblance
des paramètres .
5. Les estimateurs
Nous avons vu que la matrice S peut se décomposer de la
manière suivante
S = V A 1f2 II .
Il nous faut donc déterminer les estimateurs des matrices
V, O et H .
La morphologie de l'expression de la fonction de log-
vraisemblance nous permet de distinguer deux cas
5.1. Cas d'un fort rapport signal sur bruit
En l'absence de bruit, ou dans le cas d'un fort rapport
signal sur bruit PB << Â ri ), on peut considérer que l'on a
égalité entre les puissances des sources
Xii
et la puissance
des signaux reçus décorrélés, données par les valeurs
propres F ii .
kurtosisijkl
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On a alors
LMV = log (facteur) - 2 log (det (I')) - K2r) +
1







Le terme relatif au quatrième ordre ne contient plus
d'éléments des matrices V et 4.
On peut alors envisager une étude en deux étapes
1 . Une étude, au deuxième ordre, qui permet de détermi-
ner les estimateurs des matrices V et 0 .
L'analyse au second ordre, prenant seulement en compte
le terme I l de la fonction de vraisemblance, permet de
déterminer les estimateurs du maximum de vraisemblance
1) ;
V^ ij de V ij
f B




Cette étude nous donne également : Pi i ii + PB estima-
teur de r ii .
2. Une étude purement au quatrième ordre qui permet de
déterminer l'estimateur de la matrice H .
Une telle démarche, nous ramènera à l'étude de signaux
sources normés, ayant subi une transformation unitaire
II. Dans ce cas, le tenseur cumulant d'ordre 4 des signaux
sources (normalisées) s'exprime en fonction du tenseur
Kurtosis des signaux reçus et de la transformation
II. Dans une première approche, nous avons imposé la
même forme à l'estimateur des cumulants des sources
n ç~
cum




Le terme d'ordre quatre qu'il nous fait maximiser est donc
égal à une somme de carrés des cuma .
La fonction à maximiser devient donc






+ i ( 11ia 11ja II ka 11 1a KurtosiSijkl
2
)
Cela revient à chercher une matrice 11 qui diagonalise le
tenseur Kurtosis des signaux reçus. La matrice II peut être
vue comme une « matrice propre » du tenseur Kurtosis .
La recherche de matrice propre de tenseur d'ordre 4 est
notamment abordée dans [17] .
5.2. CAS D'UN RAPPORT SIGNAL SUR BRUIT QUEL-
CONQUE
Un deuxième cas de figure peut se présenter : celui d'un
rapport signal sur bruit quelconque .
Dans ce cas, le terme d'ordre 4 intervient dans la
détermination de l'estimateur du maximum de vraisem-
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blance de la matrice 0 . Une résolution possible du
problème est, à l'instar du cas précédent, d'effectuer une
étude en deux temps
1 . Une extraction des informations contenues dans le
second ordre, permet de se ramener à une base orthonor-
mée de signaux : V et tà, et de déterminer les estimateurs
des paramètres V, 0, PB (voir § 5.1) . Puis l'on effectue une
normalisation en puissance.
2. Une étude exclusive des cumulants d'ordre 4 permet de
déterminer les degrés de liberté du problème . Cette étude
tient compte de la puissance relative des sources par
rapport aux signaux reçus . On pourrait alors envisager une
étude itérative afin d'affiner l'estimation de la puissance
des sources. Mais la convergence d'une telle méthode
reste à démontrer .
Illustrons les résultats obtenus par une simulation .
6 . Simulation
Cette simulation est réalisée dans le cas où l'on dispose
d'un fort rapport signal sur bruit. On a donc à réaliser une
étude en deux temps (voir § 5.1) . La première partie de
l'étude est classique [6], [12]
. Nous nous sommes attachés
à simuler la seconde partie . Le but de la simulation est de
séparer deux sources mélangées par une transformation
unitaire II. Dans ce cas bidimensionnel, la matrice
II peut s'écrire en fonction d'un seul paramètre 9
11 11 =cos0 Il
12 =sin0
1121
= - sin 0 11 22 =cos0
A partir de deux signaux gaussiens indépendants de
puissance unité u et v, on peut construire deux signaux non
gaussiens, de puissance unité, indépendants a et b .
On construit les signaux a et b de la manière suivante
- Pour tous les points a(n) : a (n) = arctangente
(coefficient 1 * u (n) )
- Pour tous les points b (n) : b (n) = sinus hyperbolique
(coefficient 2 * v (n) ) .
Puis les signaux a et b sont normés en puissance .
Les paramètres coefficient, et coefficient 2 , nous permet-
tent de générer des signaux « plus ou moins éloignés d'une
distribution gaussienne » .
On peut alors construire deux signaux x l , x2 combinaison
linéaire des signaux a et b .
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(cos (0 0) - sin (60
) ) (a)
sin (60 ) cos (60)
b
Les signaux xl et x2 sont alors non gaussiens et dépendants .
Ils sont également les seules données dont on dispose .
On trouve alors l'allure de la fonctionnelle de vraisem-
blance. Le maximum de cette fonction nous permet
d'estimer un angle 0 . On calcule alors les signaux « indé-
pendants » a' et b'
cos (- 0) -sin (- 0)
	
(X2)
sin (- 0) cos (- 0)
Nous présentons ici les résultats de deux simulations
dont les signaux sont déformés de deux manières différen-
tes. Pour une réalisation effectuée sur 100 points,, pour un
angle de mélange O o égal à 35 degrés, on obtient
o
-1
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signal a : coefficient, = 2
o -
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Une première approche des performances statistiques de
ces estimateurs peut également être donnée
Pour 50 réalisations de 100 points on a
A titre indicatif, il est intéressant d'évaluer quantitative-
ment l'écart quadratique entre les signaux sources et leurs
estimées, avec les réserves qui s'imposent s'agissant de
signaux non gaussiens .
o
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I
1 I
0 20 40 60 80
A
8
On donne ici l'écart quadratique entre les signaux
a et a' pour toutes les valeurs possibles de e, avec
coefficient, = 2 et coefficient 2 = 1,5 .
Cette erreur quadratique nous montre que l'estimation de
0 peut être entachée d'erreur sans que la reconstitution des
signaux ne soit significativement remise en cause .
Dans le cas général, on pourra mettre en ceuvre la
technique d'itération des matrices de rotation de Givens .
On peut également envisager d'autres approches de ce
problème d'optimisation non linéaire, par exemple par des
réseaux neuromimétiques [13], ou une méthode tenso-
rielle [17] .
8. Conclusion
Dans le problème de la séparation de sources non gaussien-











développement de Gram-Charlier de la loi de probabilité
des sources, mettant en jeu les moments d'ordre supérieur .
Nous avons paramétrisé l'espace source (par les vecteurs
V), la puissance des sources (par 0) et finalement les
sources (par II) .
Nous avons montré que l'indétermination, lorsque l'on se
limite aux moments d'ordre 2, est due à la non-observabi-
lité de la matrice II à cet ordre .
Nous avons construit l'estimateur des caractéristiques des
sources et du bruit en deux étapes
lie étape : Utilisation des moments d'ordre 2 pour estimer
l'espace source par V, la puissance des sources par
0 et la puissance du bruit par P B .
2e étape : En fixant pour V, PB et 0, les valeurs obtenues à
la première étape, nous utilisons les moments jusqu'à
l'ordre 4 pour estimer les sources par la matrice i et les
cumulants des sources .
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Annexe 1
CALCUL DE L'ESTIMATEUR DU MAXIMUM
DE VRAISEMBLANCE
1 . Le modèle
L'étude menée précédemment a montré que la fonction du maximum de vraisemblance pouvait se résumer, après
l'application du théorème de Parseval, à l'intégrale
(6)
	
PR/e= JA(u)*(u,r)du .<f R
Nous allons ici présenter les étapes du calcul de cette intégrale . Ce calcul se fera en trois étapes
- le calcul de (3 (u, r )
le calcul de co(u)




R(u, r) = TFa(PBruit(r -
Sa)) .
Le bruit étant supposé blanc gaussien, la loi de probabilité est
1 lai s i ) ' (r-Ea,s,)
PBrnit






avec : PB la puissance du bruit .
On pose : x = ( r - 1 ai i )
T
(r - lai s, )
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Ce travail confirme les résultats obtenus en [14] et [17]
pour la séparation de sources . Il devra se poursuivre par
une analyse détaillée des propriétés de l'estimateur de
II. Ce problème est en effet assez complexe d'un point de
vue analytique et la solution proposée ici doit être
considérée comme une première approche .
Cette étude a été menée pour des signaux à valeurs réelles .
Ce modèle décrit la séparation d'un mélange de sources
soumises à des transformations instantanées . Dans le cas
général, il faudrait se placer dans le domaine des fréquen-
ces et envisager des signaux à valeurs complexes . Des
études ont été entreprises pour étendre la procédure à des
signaux à valeurs complexes ; nous nous proposons d'éten-
dre à ce cas les résultats obtenus ici .
Travail réalisé avec le concours de la direction des
Constructions Navales, dans le cadre de la convention
DCN.CEPHAG .
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la matrice de dimension (n x p) dite « Longue » et formée des composantes des p vecteurs de bases normés
sur les n capteurs
Se n ) _ (S1, . . ., Sp) .
Dans notre modèle, on a imposé la norme des vecteurs de base .





est une matrice constituée des produits scalaires des vecteurs sources .
Y. est une matrice symétrique, sa diagonale est égale à la norme des vecteurs de base . Une telle structure implique que
Y. est une matrice définie non négative .
S peut se mettre sous la forme
on a alors
on définit E 1 /2 tel que
on a alors
Y 112 est donc la matrice de passage entre S_ et V_ .
• Soit p le vecteur formé par
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P (u, r) =	 1	
exp
r r








+m T al da .
	 1		( I(u, r)
(2 .pB )n-pl 2
(det I )' /2 eXp
2 PB
avec : j(u,r)=rT Mr+PBuT I- 'u+2iP B rT SI- 'u
M = I - S E -1 ST ; M est le projecteur sur l'espace bruit .
3 . Calcul de cOA (U)
Afin de pouvoir poursuivre les calculs, on réalise un développement de Gram-Charlier, de la première fonction
caractéristique (annexe 3) [7] .
Supposant les signaux de distributions symétriques et centrés, nous nous sommes limités à l'ordre 4 . Sous de telles
hypothèses les moments d'ordre impair sont tous nuls .
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ST
n ) r
On peut alors approximer la fonction caractéristique par (annexe 3)
E




(u) , exp - °2	 11+ 4i Cum,jki U i uj u k u l
lkl
Cum ijkl : tenseur des cumulants d'ordre 4 des sources
Pij : matrice d'intercorrélation des sources, de dimension (p x p ) .
Le terme exponentiel permettra de calculer l'intégrale de la fonction de vraisemblance, en utilisant les propriétés de la
transformée de Fourier .
Dans le cas de signaux indépendants, la matrice e est diagonale et les éléments du tenseur Cum sont tous nuls, à
l'exception des termes du type Cum iiii (autocumulant) . Nous les noterons Cumi .
On réalise ici une troncature d'un développement limité, il faudra s'assurer de la validité de cette hypothèse .
Remarque : Dans ce développement, on voit apparaître, d'une manière naturelle, les cumulants d'un signal stationnaire
centré .
4 . Calcul de la fonction de vraisemblance
4.1. LA FONCTION DE VRAISEMBLANCE POUR UNE RÉALISATION

























Effectuons le changement de variable
u =
11/2T












































11/2 y 1/2 11/2 112
= coeff : Coeff est un tenseur d'ordre 4 avec :
112 =
JA • II






exp ( 1 ( (D ij + PB) w i wj - 2 i ri Sij
y- 1 2
w i
) ( 1 + 11 coeff ijkl w i wj wk w l l det (I. 1 / 2) dw
tjl 4 . ijki
la fonction de vraisemblance peut se décomposer en deux parties
PRIE = JI + J
2 .
Afin de calculer J I , on pose : mT = rT SI-
1/2

















1/2i - 1/2 ST r
avec
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Appliquons le lemme II
J2 -
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K(r) =rTVr-1
VT
r=m T E-l m
L'intégrale J
2























L'expression à dériver est l'exponentielle d'une forme quadratique . Les dérivées successives de telles fonctions
conduisent à des polynômes d'Hermite (annexe 2) [7] .
La fonction de vraisemblance peut alors se factoriser sous la forme
PRIE = J 1 + J
2
= J 1 poly
(Y,
0, PB, cum, H/r) .
Les dérivées successives permettant le calcul du polynôme poly (V, a, PB, cum, II/r) sont présentées en annexe 2 .
4.2. LA FONCTION DE LOG-VRAISEMBLANCE POUR « M » RÉALISATIONS
Les fonctions de vraisemblance ont été écrites pour une réalisation . On dispose en fait de M réalisations indépendantes .
La fonction de vraisemblance est alors le produit des probabilités élémentaires. Afin de calculer le maximum de la
fonction de vraisemblance, il est courant de considérer la moyenne du logarithme de cette fonction (LMV)
~
LMV = log (facteur) - n	
2p
log (P B) -
12 2
















facteur : terme regroupant toutes les constantes d'intégration
n : nombre de capteurs supérieur ou égal aux nombres de sources
p : nombre de sources
P r, puissance du bruit.
r=0+P B 1
P = E [AA T I
K(r) = r
T
Vr-1 V T r
M = I - S
-1
ST :
projecteur sur l'espace bruit
i = M rrT : estimée de la matrice r
poly (V, 0, P
B , cum, II/r) polynôme de degré 4 provenant de la réduction d'un tenseur d'ordre 4 constitué de
cumulants et de polynômes d'Hermite .
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On observe que la log-vraisemblance peut se décomposer en deux parties
I I : une première partie identique à celle obtenue dans le cas gaussien
12
:
une seconde partie contenant les informations supplémentaires fournies par le quatrième ordre .























k 1 et Kurtosis~'~ 1 , issus des dérivations successives de K(r), sont détaillées en annexe 2 .
S'agissant d'un développement limité, nous allons faire l'hypothèse suivante
4 11
coeffijkl





kH ka XIIH la H jk1 .
Le terme 12 devient alors




1 1 \/X ii /Xjj Ikkk /X II





M . . _4!
~/r ~/r ~/r
Eqkla
ü jj kk ll
12	 -~Xkk \/X11




. ,/rii hkk \/rll
avec Kurtosisijkl, la moyenne des Kurtosis( ') des signaux reçus .
La moyenne du logarithme de la fonction de vraisemblance s'écrit
LMV = log (facteur) - n	-p 109 (PB) - 1 log (det (r)) - K(r)
-
Tr (MP) +
2 2 2 2 PB
1 J)kk kll ç~
+ ~,	
Hia 'lia Hka Hla
cuma kurtoslsijkl
(9)
. ijkia 1,lrii 1,1rjj \/rkk 1,I
r
ll
5 . DÉTERMINATION DES ESTIMATEURS DU MAXIMUM DE VRAISEMBLANCE
On cherche des solutions de la forme : S = V 0 1 / 2 H.
La morphologie de l'expression de la fonction de log-vraisemblance nous permet de distinguer deux cas dépendants du
rapport signal sur bruit . L'étude pourra alors être menée en deux étapes, dont la première sera la détermination des
estimateurs des paramètres V,
0, P
B . Cela revient à se placer dans le cas de signaux gaussiens .
Nous rappelons ici les expressions de ces estimateurs .






(PB) - 1 log (H(X - PB)) -
K(r) - Tr (Mik l kj)
2 2 2 2 PB
Cette fonction permet de déterminer les estimateurs des paramètres V, 0 et PB .
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5.1. DÉTERMINATION DE L'ESTIMATEUR DES V .
On va maximiser la log-vraisemblance sous la contrainte 1 Vi l = 1
8v .
(LMV - (3v i vT) = 0 =>
t
Les V sont donc les vecteurs propres de i'
V1 . . . V
v
	
: vecteurs propres dominants, associés aux valeurs propres maximales, estimés de P ;
Vp + 1 . . . V
n
: autres vecteurs propres estimés de f .
5.2. DÉTERMINATION DES ESTIMATEURS DE X. . ET DE PB










(log (kii + Pn)) -






LEMME I : Au
donnant






(LMV) = 0 =




















k i + PB
-Rvi=0
rB =
cours du calcul, il est nécessaire d'intégrer des expressions de la forme
2
u









où m et u sont des vecteurs de dimension p, u est à valeurs réelles et F une matrice de rang plein
p x p .
-
L, Fil u i ui
J =
J
( Cumijki u i u
j











8mi 8mT 8mk 8m1
2
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Annexe 2
CALCUL DE DÉRIVÉES ET DÉFINITION DES KURTOSIS
Calcul des dérivées successives nécessaires à l'intégration du développement de la fonction de vraisemblance, dans le cas






m i m, l
i
avec m = VT . r
f (m) = «F




m i m i + 3 F- 2
) f(m) =
am i am i ami ami
avec Kurtosis iiii = (Fil. 2 m4- 6 r-.1 m2+ 3)
a 4
f(m) _ (rii' m
.)
(- 3 r ü 2 mi + rii
1
mi rli 2 mi mi) f(m) = Hüij f (m) _
am i am i am i am 1
il
1
)f(m) = Hiijj f(m) _








I'~j 1 Kurtosisiijj f (m)
f
(M) =
















f (M ) = (F -il ' ml) (f kkl mk) (rjj
1





rkk /2 rill 1/2 Kurtosisljkl
f (m)
avec Kurtosisljkl =
(rii 2 mi) (r j 1/2 m1) (rkk/2 mk) (f 111/2
Ml)
-
Les polynômes Hijkl sont définis grâce aux dérivées successives de la fonction de Gauss multidimensionnelles . On
retrouve une extension des polynômes d'Hermite monodimensionnels [7] .
Il est alors possible de définir les Kurtosis multidimensionnels pour une réalisation
(Kurtosisljkl)
.
En moyennant pour M
réalisations, on obtient un estimateur du tenseur des kurtosis des signaux reçus. Nous proposons cette extension de la
définition des kurtosis, qui correspond à une normalisation des cumulants multidimensionnels . Cette définition
correspond dans le cas unidimensionnel à celle proposée dans [4] .
Annexe 3
DÉVELOPPEMENT DE GRAM CHARLIER
Soit une variable aléatoire X, à n dimensions, de densité de probabilité Px(x) et de seconde fonction caractéristique
q,x (u )-
Les moments d'ordre 1 et 3 de X sont supposés nuls . Soient
P li : la covariance de X
Cijkl : le tenseur des cumulants d'ordre 4 de X .
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On l'approche par
qjX(u) ^ IY(u) + 4 Cijkl Ui Uj Uk Ul
ijkl
Y est une variable aléatoire gaussienne de même moyenne
et de même variance que X .
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