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a b s t r a c t
In this paper, we establish some results for the increasing convex comparisons of
generalized order statistics. First, we prove that if the minimum of two sets of generalized
order statistics are ordered in the increasing convex order, then the remaining generalized
order statistics are also ordered in the increasing convex order. This result is extended to
the increasing directionally convex comparisons of random vectors of generalized order
statistics. For establishing this general result,we first prove a new result in that two random
vectors with a common conditionally increasing copula are ordered in the increasing
directionally convex order if themarginals are ordered in the increasing convex order. This
latter result is, of course, of interest in its own right.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The basic aim of this paper is to compare random vectors of generalized order statistics. For this purpose, we consider the
increasing directional convex ordering of two vectors of generalized order statistics. The paper by Müller and Scarsini [36]
comparing two random vectors with the same copula gives us a key result in this direction. In their paper, Müller and
Scarsini [36] present several results in which, for two random vectors with the same copula and under some dependence
assumptions about the copula, the stochastic comparison of marginals is enough for the multivariate comparison of the
corresponding random vectors. Since two random vectors of generalized order statistics with the same set of parameters
have the same copula, we consider here their comparison in the increasing directionally convex order of random vectors
with the same copula. Müller and Scarsini [36] provide a result for the directional convex order, and we extend their result
in this paper to the increasing directionally convex order.
Hence, the purpose of this paper is two-fold. In the first part, we provide a new result for the increasing directionally
convex order comparison of two random vectors having the same copula, (see [7] for an early application of the increasing
directionally convex order to queuing systems). Then, in the second part, we provide conditions for the increasing
directionally convex ordering of two random vectors of generalized order statistics.
The stochastic comparison of ordered data has received considerable attention during the last twodecades. The stochastic
comparisons of the usual order statistics are especially of great interest since order statistics appear in many applied
problems including reliability theory. Details of results on these stochastic orderings associated with order statistics can be
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found in Boland et al. [16,15]. Some additional results concerning the multivariate comparison of vectors of order statistics
can be found in Belzunce et al. [12], and more recently in Belzunce et al. [9]. A review of analogous results for record
values can be found in Belzunce et al. [10]. As a natural generalization, one could develop similar results under the more
general setting of generalized order statistics; see, for example, Franco et al. [18], Belzunce et al. [11], Khaledi [25], Hu and
Zhuang [20,21], Khaledi and Kochar [28], Guoxin and Jinshan [19], Qiu and Wu [40], Xie and Hu [47], and Balakrishnan
et al. [4]. In particular, Belzunce et al. [11] have established several results for the comparison of random vectors of
generalized order statistics, and additional results in this direction can be found in Fang et al. [17], Belzunce et al. [13],
Zhuang and Hu [51,52], and Xie and Hu [48]. In the recent work of Balakrishnan et al. [4], the univariate and multivariate
likelihood ratio orderings of the generalized order statistics and someassociated conditional variables have been established.
In this paper, we develop some new results for the increasing convex order comparison of generalized order statistics and
their extension to the multivariate increasing directionally convex order comparison.
The rest of this paper is organized as follows. In Section 2,weprovide themain definitions and results pertaining to convex
orders that are essential for subsequent developments, and especially the main result about the increasing directionally
convex order. In Section 3, we use this result to establish a general result about increasing directionally convex ordering of
random vectors of generalized order statistics. Finally, in Section 4, we present some concluding remarks.
In this paper, for any random variable X and an event A, we use {X |A} to denote the random variable whose distribution
is the conditional distribution of X given A. Expected values are assumed to exist whenever they are mentioned. We use
=st to denote equality in law. Given two random variables X and Y , we will say that X ≤st Y if E(φ(X)) ≤ E(φ(Y )) for all
increasing functions φ for which the involved expectations exist. Given a random variable X with distribution function F , we
define the quantile function as F−1X (p) = inf{x : FX (x) ≥ p}, for all real values p ∈ (0, 1), and we shall denote by F ≡ 1− F
the corresponding survival function.
2. Results about increasing convex orders
When comparing the variability of two random variables, one could consider several different criteria. Two of the most
important ones in this regard are the convex and increasing convex orders, which are defined as follows.
Definition 2.1. Given two random variables X and Y , we say that X is less than Y in the convex [increasing convex] order,
denoted by X ≤cx[icx] Y , if
E[φ(X)] ≤ E[φ(Y )],
for all convex [increasing convex] functions φ, for which the involved expectations exist.
The convex order implies the equality of means, i.e., if X ≤cx Y , then E[X] = E[Y ], and so by taking φ(x) = x2, we obtain
that if X ≤cx Y , then Var[X] ≤ Var[Y ]. Also, in case E[X] = E[Y ], then X ≤cx Y ⇔ X ≤icx Y . The following result about the
increasing convex order will be used in our subsequent developments (see Lemma 2.1 of Sordo and Ramos [45]).
Lemma 2.2. Let X and Y be two random variables with distribution functions F and G, respectively. Then, 1
p
F−1(t)dt ≤
 1
p
G−1(t)dt for all p ∈ (0, 1) .
An additional result, which will be used later on, is as follows.
Lemma 2.3. Let X and Y be two continuous random variables with interval supports and with distribution functions F and G,
respectively. Let h = F−1G. Then, X ≤icx Y implies
E [φ (h(Y )) | Y > x] ≤ E [φ (Y ) | Y > x] (2.1)
for all x ∈ R and for any increasing convex function φ.
Proof. Suppose X ≤icx Y and φ is an increasing convex function. Then, it is well known that φ (X)≤icx φ (Y ). By Lemma 2.2,
this is equivalent to saying 1
p
F−1φ (t)dt ≤
 1
p
G−1φ (t)dt for all p ∈ (0, 1) and for all φ increasing and convex, (2.2)
where F−1φ (t) = φ

F−1(t)

and G−1φ (t) = φ

G−1(t)

are the quantile functions of φ (X) and φ (Y ), respectively. Evidently,
(2.2) is equivalent to 1
G(x)
F−1φ (t)dt ≤
 1
G(x)
G−1φ (t)dt for all x ∈ R and for all increasing convex φ. (2.3)
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Since  1
p F
−1(t)dt
1− p = E

X | X > F−1(p) ,
(2.3) is equivalent to
E

φ (X) | φ (X) > F−1φ (G(x))
 ≤ E φ (Y ) | φ (Y ) > G−1φ (G(x))
for all x ∈ R and for all increasing convex φ. (2.4)
Due to the fact that X ≡st h (Y ), where h = F−1G, (2.4) can be readily rewritten as (2.1), which completes the proof of the
lemma. 
In the multivariate situation, there are several possible ways of extending this concept, depending on the kind of
convexity that we consider.
Given two random vectors X and Y , we say that X is less than Y in the multivariate convex [increasing convex] order,
denoted by X ≤cx[icx] Y , if
E[φ(X)] ≤ E[φ(Y )], (2.5)
for all convex [increasing convex] functions φ : Rn → R, for which the involved expectations exist.
Some other suitable classes of functions defined onRn can also be considered to extend convex orders to themultivariate
case bymeans of a difference operator. To be specific, let∆ϵi be the ith difference operator defined for a function φ : Rn → R
as
∆ϵi φ(x) = φ(x+ ϵei)− φ(x),
where ei = (0, . . . , 0,
i
1 , 0, . . . , 0). A function φ is said to be directionally convex if∆ϵi∆
δ
j φ(x) ≥ 0 for all 1 ≤ i ≤ j ≤ n
and ϵ, δ ≥ 0. We observe that directionally convex functions are also known as ultramodular functions; see, for example,
Marinacci and Montrucchio [34]. A function φ is said to be supermodular if ∆ϵi∆
δ
j φ(x) ≥ 0 for all 1 ≤ i < j ≤ n and
ϵ, δ ≥ 0. If φ is twice differentiable, then it is directionally convex if ∂2φ/∂xi∂xj ≥ 0 for every 1 ≤ i ≤ j ≤ n, and it is
supermodular if ∂2φ/∂xi∂xj ≥ 0 for every 1 ≤ i < j ≤ n. Clearly, a function φ is directionally convex if it is supermodular
and it is componentwise convex.
When we consider directionally convex [increasing directionally convex] functions in (2.5), then we say that X is less
than Y in the directionally convex [increasing directionally convex] order, denoted by X ≤dir−cx[idir−cx] Y . The directionally
convex orders not only compare the dependence structures of two random vectors, but also the variability of the
marginals.
The main result of this section is regarding the increasing directional convex order for random vectors with the same
copula. A copula C is a cumulative distribution function with uniform marginals on [0, 1]. Furthermore, it has been shown
that if H is a n-dimensional distribution function with marginal distribution functions F1, . . . , Fn, then there exists a n-
copula C such that, for all (x1, . . . , xn) ∈ Rn, we have H(x1, . . . , xn) = C(F1(x1), . . . , Fn(xn)). Moreover, if F1, . . . , Fn
are continuous, then C is unique; for elaborate details on various properties of copulas, interested readers may refer to
Nelsen [39]. The copula contains information about the dependence of the random vector separated from the behavior of
the marginal distributions.
Some copulas with a specific dependence structure will be considered here; in particular, we will focus on CI copulas. In
general, given a random vector (X1, . . . , Xn), we say that (X1, . . . , Xn) is conditionally increasing in sequence (CIS) if (see [8])
Xi↑st(X1, . . . , Xi−1), i = 2, . . . , n, i.e., if
[Xi|X1 = x1, . . . , Xi−1 = xi−1] ≤st [Xi|X1 = x′1, . . . , Xi−1 = x′i−1] whenever xj ≤ x′j, j = 1, 2, . . . , i− 1.
We say that the random vector (X1, . . . , Xn) is conditionally increasing (CI) if and only if the random vector Xπ :=
(Xπ(1), . . . , Xπ(n)) is CIS for all permutations π of {1, 2, . . . , n}.
We shall now present the main result of this section.
Theorem 2.4. Let X and Y be random vectors with a common CI copula C and assume that Xi≤icx Yi for all i = 1, . . . , n. Then,
X≤idir−cx Y.
Proof. Let X and Y be two univariate random variables. It is well known that X ≤icx Y holds if and only if there exists a
random variable Z such that X ≤cx Z ≤st Y ; see [38], Theorem 1.5.14. Therefore, by the assumption made, we can consider a
random vector Zwith the same CI copula C , such that Xi≤cx Zi≤st Yi, for i = 1, . . . , n. Now using Theorem 4.5 in Müller and
Scarsini [36] for a CI copula, we obtain that the≤cx order of themarginal distributions implies≤dir−cx for the vectors. Hence,
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X≤dir−cx Z. In addition, for two randomvectors sharing a common copula, the≤st order of themarginal distributions implies
the≤st order for the vectors, Z≤st Y, (see [38]). Hence, E[φ(Z)] ≤ E[φ(Y )] for all increasing real functions φ : Rn → R, for
which the involved expectations exist. Then, the required result follows easily by transitivity. 
Remark 2.5. We would like to mention here that the first proof we presented for Theorem 2.4 replicated all details
of Theorem 4.5 in Müller and Scarsini [36]. We started by introducing the concept of local spread due to Müller and
Scarsini [36] which is stronger than the one introduced earlier by Rothschild and Stiglitz [41]. For a univariate discrete
distribution F , on the finite set of points x1 < x2 < · · · < xn, basically a local spread removes the probability from
a point xi ∈ R and spreads it to the preceding and posterior points in the support (see [37] for a recent work on
this topic). We defined that a local spread is mean increasing if the new discrete distribution that differs from F by a
local spread has a larger mean. Based on the previous definition, we then proved parallel results to those of Müller and
Scarsini [36] and Muller and Stoyan [38] for both ≤icx and ≤idir−cx orderings. The first proof was rather technical and
long, and for this reason one of the referees suggested simply to delete it. This referee also inspired the actual proof
provided here. Moreover, this shorter proof would allow the reader to focus more on the main results of this paper that
deal with the increasing convex comparisons of generalized order statistics. It is also worth noting that comparisons
similar to those in Theorem 2.4 can be found in Rüschendorf [42], who uses some other interesting techniques for his
proof.
Although the main application of this result here is in the comparison of the random vectors of GOS’s, the result can be
useful in some other situations as well. As a consequence of Theorem 2.4, we have the following result.
Theorem 2.6. Let X = (X1, . . . , Xn) and Y = (Y1, . . . , Yn) be two n-dimensional random vectors with a common CI copula. If
Xi≤icx Yi for all i = 1, . . . , n, then
n
i=1
φi(Xi)≤icx
n
i=1
φi(Yi),
where φi is increasing convex for i = 1, 2, . . . , n.
Proof. If we consider the randomvectors (X1, . . . , Xn) and (Y1, . . . , Yn)with the same CI copula, we have, fromTheorem2.4,
that (X1, . . . , Xn)≤idcx(Y1, . . . , Yn). Hence, E[φ(X)] ≤ E[φ(Y)] for any increasing directional convex function φ :
Rn → R for which the involved expectations exist. It is well known that if ψ : R → R is increasing convex and
φ : Rn → R is increasing directionally convex, then the composition ψ(φ) is increasing directionally convex, and
therefore φ(X)≤icx φ(Y). In particular, the function φ(x1, x2, . . . , xn) = ni=1 φi(xi), where φi is increasing convex for
i = 1, 2, . . . , n, is increasing directionally convex (see Proposition 4.4 in Marinacci and Montrucchio [34]). Consequently,
we have
n
i=1 φi(Xi)≤icx
n
i=1 φi(Yi). 
A special case of the result when φi(x) = x, for all i = 1, . . . , n, readily yields the following corollary for convolutions.
Corollary 2.7. Let X = (X1, . . . , Xn) and Y = (Y1, . . . , Yn) be two n-dimensional random vectors with a common CI copula. If
Xi≤icx Yi for all i = 1, . . . , n, then
n
i=1
Xi≤icx
n
i=1
Yi.
From Corollary 2.7, we can compare expected utilities for increasing convex utility functions of convolutions of random
variables not necessarily independent. For example, we consider a particular case of the previous results.
Let us consider two gamma distributed random variables X and Y with density functions f (x) = xα−1λα exp(−λx)/Γ (α)
and g(x) = xβ−1µβ exp(−µx)/Γ (β) for x > 0, respectively (denoted by X ∼ Γ (α, λ) and Y ∼ Γ (β, µ)), with
α, λ, β, γ > 0. In this case, from Taylor [46], it is known that if α ≥ β and α/λ ≤ β/µ, then X ≤icx Y . Now, let (X1, . . . , Xn)
and (Y1, . . . , Yn) be two n-dimensional random vectors with a common CI copula. If Xi ∼ Γ (αi, λi) and Yi ∼ Γ (β, µ), and
they satisfy the previous condition for the parameters for all i = 1, . . . , n, thenni=1 Xi≤icxni=1 Yi.
It is worth noting that convolutions appear naturally in several problems in risk theory, reliability and statistics. For
example, consider an insurance company with individual risks X1, . . . , Xn, in which case the company bears the aggregate
risk S = ni=1 Xi. In reliability theory, convolutions appear when a failed unit is replaced by a new one and the total life
is obtained by the addition of the two life lengths. Furthermore, several statistics of interest are linear combinations of
random variables. In the literature, one can find several results concerning comparisons of variability of convolutions or
linear combinations. Most of these results are given for some parametric models (such as uniform, gamma and Rayleigh
distributions) of independent random variables; see, for example, Kochar and Ma [29,30], Korwar [32], Khaledi and
Kochar [26,27] Manesh and Khaledi [33], Zhao and Balakrishnan [50], Kochar and Xu [31], Amiri et al. [1], and Xu and
Balakrishnan [49]. For dependent components, a general but elegant result is provided by Müller [35], which proves that
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the convolution of the components of two random vectors, ordered in the supermodular order, are ordered in the increasing
convex order.
3. Increasing convex comparisons of generalized order statistics
Order statistics and record values have found important applications in several fields of science and engineering. An
extensive review of theoretical results and applications can be found in the volumes of Balakrishnan and Rao [5,6]. Due to
close similarity between some distributional, structural and dependence properties of order statistics and record values,
Kamps [23,24] introduced the model of generalized order statistics which includes, as special cases, random vectors of
order statistics and record values, and in addition some other models of interest such as sequential order statistics and
progressively Type-II censored order statistics.
We now present the definition of generalized order statistics, due to Kamps [23,24].
Definition 3.8. Let n ∈ N, k ≥ 1, m1, . . . ,mn−1 ∈ R, Mr = n−1j=r mj, 1 ≤ r ≤ n − 1, be parameters such that
γr = k+ n− r +Mr ≥ 1 for all r ∈ {1, . . . , n− 1}, and letm = (m1, . . . ,mn−1) if n ≥ 2 (m˜ ∈ R arbitrary, if n = 1). Then,
the random vector (U(1,n,m˜,k), . . . ,U(n,n,m˜,k))with joint density function
h(u1, . . . , un) = k

n−1
j=1
γj

n−1
j=1
(1− uj)mj

(1− un)k−1,
defined over the cone 0 ≤ u1 ≤ · · · ≤ un ≤ 1, is called the uniform generalized order statistics. Now, for a given distribution
function F , the random vector
(X(1,n,m˜,k), . . . , X(n,n,m˜,k)) ≡

F−1(U(1,n,m˜,k)), . . . , F−1(U(n,n,m˜,k))

is then called the generalized order statistics (GOS’s) from the distribution F .
Stochastic comparisons of GOS’s have been discussed rather extensively during the past 10 years. Interested readers may
refer to Franco et al. [18], Belzunce et al. [11,13], Khaledi [25], Hu and Zhuang [20,21,52], Khaledi and Kochar [28], Fang
et al. [17], Guoxin and Jinshan [19], Qiu and Wu [40], Xie and Hu [47,48], and Balakrishnan et al. [4]. In this section, we
establish results for increasing convex and increasing directionally convex orders, and we first need to state some existing
results that are necessary for proving our results.
First, we have the following lemma from Barlow and Proschan ([8], p. 120).
Lemma 3.9. Let W be a measure on the interval (a, b), not necessarily nonnegative. Let h be a nonnegative function defined on
(a, b). If
 b
x dW (t) ≥ 0 for all x ∈ (a, b) and if h is increasing, then
 b
a h(t)dW (t) ≥ 0.
We then have the following result concerning the minima from two vectors of generalized order statistics.
Lemma 3.10. Let X and Y be two continuous random variables with distribution functions F and G, respectively. Let
X = X(1,n,m,k), . . . , X(n,n,m,k) and Y = Y(1,n,m,k), . . . , Y(n,n,m,k)
be two random vectors of generalized order statistics from F to G, respectively, with parameter γ1 = k+ n− 1+M1. Similarly,
let
X′ =

X(1,n′,m′,k), . . . , X(n′,n′,m′,k)

and Y′ =

Y(1,n′,m′,k), . . . , Y(n′,n′,m′,k)

be two random vectors of generalized order statistics from F to G, respectively, with parameter γ ′1 = k+n−1+M ′1. Let γ ′1 ≤ γ1.
If X(1,n,m,k)≤icx Y(1,n,m,k), then X(1,n′,m′,k)≤icx Y(1,n′,m′,k).
Proof. From Lemma 2.2, the condition
X(1,n,m,k)≤icx Y(1,n,m,k)
is equivalent to 1
p
F−1(1,n,m,k)(t)dt ≤
 1
p
G−1(1,n,m,k)(t)dt for all p ∈ (0, 1) . (3.6)
Since
F−1(1,n,m,k)(t) = F−1 1− (1− t)1/γ1 ,
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a condition equivalent to (3.6) is 1
p
F−1(t)d (1− (1− t)γ1) ≤
 1
p
G−1(t)d (1− (1− t)γ1) for all p ∈ (0, 1) ,
which holds if and only if
γ1
 1
p

G−1 (t)− F−1 (t) (1− t)γ1−1 dt ≥ 0 for all p ∈ (0, 1) .
Let us now consider the non-negative increasing function h(t) = γ ′1
γ1
(1− t)γ ′1−γ1 for t ∈ [p, 1) and h(t) = 0 for p ∈ (0, p).
From Lemma 3.9, we have
γ ′1
 1
p

G−1 (t)− F−1 (t) (1− t)γ ′1−1 dt ≥ 0 for all p ∈ (0, 1) ,
or, equivalently, 1
p
F−1(t)d

1− (1− t)γ ′1

≤
 1
p
G−1(t)d

1− (1− t)γ ′1

for all p ∈ (0, 1) .
Now, by using some of the previous arguments, we find X(1,n′,m′,k)≤icx Y(1,n′,m′,k). 
We shall now establish the main results of this section.
Theorem 3.11. Let X and Y be two continuous random variables with distribution functions F and G, respectively. Let
X = X(1,n,m,k), . . . , X(n,n,m,k) and Y = Y(1,n,m,k), . . . , Y(n,n,m,k)
be two random vectors of generalized order statistics from F to G, respectively, with mi ≥ −1 for all i. If X(1,n,m,k)≤icx Y(1,n,m,k),
then
X(r,n,m,k)≤icx Y(r,n,m,k) for r = 2, . . . , n.
Proof. Let us consider an increasing convex function φ, and prove that
E

φ

X(r,n,m,k) ≤ E φ Y(r,n,m,k) for r = 2, . . . , n.
For establishing this, let us consider the function h = F−1(r,n,m,k)G(r,n,m,k) = F−1G for r = 1, . . . , n, so that
φ

X(r,n,m,k)≡st φ h Y(r,n,m,k) , r = 1, 2, . . . , n.
For r = 2, . . . , n, we have
E

φ

X(r,n,m,k) = E φ h Y(r,n,m,k)
=

E

φ

h

Y(r,n,m,k) | Y(r−1,n,m,k) = t · g(r−1,n,m,k) (t) dt, (3.7)
where g(r−1,n,m,k)(t) is the density function of Y(r−1,n,m,k). Now, we claim that
Y(r,n,m,k) | Y(r−1,n,m,k) = t d=Y(1,n−r+1,m′,k) | Y(1,n−r+1,m′,k) > t, (3.8)
wherem′ = m′1, . . . ,m′n−r (recall thatm = (m1, . . . ,mn−1)) is such that
m′j = mn−j for j = 1, . . . , n− r. (3.9)
In order to prove this claim, recall from (2.2) in Belzunce et al. [11] that
P

Y(r,n,m,k) > x | Y(r−1,n,m,k) > t = F(x)
F(t)
γr
for x > t. (3.10)
Since F(1,n−r+1,m′,k)(x) = F(x)γ ′1 , we have
P

Y(1,n−r+1,m′,k) > x | Y(1,n−r+1,m′,k) > t

=

F(x)
F(t)
γ ′1
for x > t. (3.11)
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From (3.9), it follows that
γ ′1 = k+ n− r +M ′1 = k+ n− r +Mr = γr (3.12)
and then (3.10)–(3.12) together prove the claim. On the other hand, from the assumption that mi ≥ −1 for all i, it follows
that
m1 + · · · +mr−1 ≥ 1− r,
i.e.,
M1 −Mr ≥ 1− r
which implies that
γ ′1 = k+ n− r +Mr ≤ k+ n− 1+M1 = γ1.
We can then use Lemma 3.10 to obtain that the assumption X(1,n,m,k)≤icx Y(1,n,m,k) implies
X(1,n−r+1,m′,k)≤icx Y(1,n−r+1,m′,k)
which in turn implies, by Lemma 2.3, that
E

φ

h

Y(1,n−r+1,m′,k)

| Y(1,n−r+1,m′,k) > t

≤ E

φ

Y(1,n−r+1,m′,k)

| Y(1,n−r+1,m′,k) > t

, (3.13)
where h = F−1
(1,n−r+1,m′,k)G(1,n−r+1,m′,k) = F−1G.
Now, taking into account that φh is increasing, it follows from (3.8) to (3.13) that (3.7) is equivalent to 
E

φ

h

Y(1,n−r+1,m′,k)

| Y(1,n−r+1,m′,k) > t

· g(r−1,n,m,k) (t)dt
≤
 
E

φ

Y(1,n−r+1,m′,k)

| Y(1,n−r+1,m′,k) > t

· g(r−1,n,m,k) (t) dt. (3.14)
By repeating the argument, we see that the RHS of (3.14) is equal to
E

φ

h

Y(r,n,m,k) | Y(r−1,n,m,k) = t · g(r−1,n,m,k) (t) dt = E φ Y(r,n,m,k) ,
which completes the proof of the theorem. 
The preceding theorem can be extended to the comparison of two random vectors of GOS’s in the increasing directionally
order as follows.
Theorem 3.12. Let X and Y be two continuous random variables with distribution functions F and G, respectively. Let
X = X(1,n,m,k), . . . , X(n,n,m,k) and Y = Y(1,n,m,k), . . . , Y(n,n,m,k)
be two random vectors of generalized order statistics from F and G, respectively, with mi ≥ −1 for all i. If X(1,n,m,k)≤icx Y(1,n,m,k),
then
X = X(1,n,m,k), . . . , X(n,n,m,k)≤idir−cx Y = Y(1,n,m,k), . . . , Y(n,n,m,k) .
Proof. First, we observe that two random vectors of GOS’s with the same set of parameters and possibly based on different
distributions have the same copula; see [9]. Moreover, any random vector of GOS’s is MTP2, and is therefore CI; see [22] for
details. Hence, the required result follows from the preceding theorem and Theorem 2.4. 
Therefore, if X(1,n,m,k)≤icx Y(1,n,m,k), then E[φ(X)] ≤ E[φ(Y)] for any increasing directional convex function φ : Rn → R
for which the involved expectations exist. Again, using Theorem 2.6, if we consider the function φ(x1, x2, . . . , xn) =n
i=1 φi(xi), where φi is increasing convex for i = 1, . . . , n, then
n
i=1 φi(X(i,n,m,k))≤icxni=1 φi(Y(i,n,m,k)).
4. Applications and examples
In this section, we describe some special cases of GOS’s through an appropriate selection of the parameters, where the
results established in the preceding sections can be applied. For a detailed description of these special cases, interested
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readers may refer to Kamps [23,24], Balakrishnan and Aggarwala [3], Belzunce et al. [11], and Balakrishnan [2]. Finally, we
also provide a parametric example.
4.1. Order statistics, progressively Type-II censored order statistics, and order statistics under multivariate imperfect repair
Order statistics arising from several situations are particular cases of GOS’s. The simplest case is the case of usual order
statistics from a sample of independent and identically distributed random variables with common distribution F , and they
are a particular case of GOS’s based on F when k = 1 andmi = 0 for all i = 1, . . . , n−1. Another case of interest arises when
conducting a life-testing experiment which consists on N independent and identically distributed random variables with
common distribution F , placed simultaneously in the test and at the time of them-th failure, Ri surviving units are randomly
censored from the test. The progressively Type-II censored order statistics arising from such a reliability experiment can be
obtained from the model of GOS’s based on F by setting n = m, mi = Ri and k = Rm + 1. Another model contained in the
model of generalized order statistics is that of order statistics under multivariate imperfect repair; see [43]. Suppose n items
start to function at the same time 0. Upon failure, an item undergoes a repair. If i items (i = 0, 1, . . . , n − 1) have already
been scrapped, then, with probability pi+1, the repair is unsuccessful and the item is scrapped, and with probability 1− pi+1
the repair is successful and minimal.
Let us now consider n items with i.i.d. random lifetimes X1, . . . , Xn, with the same distribution F and density function f .
Let (X(1:n), . . . , X(n:n)) be the ordered random lifetimes resulting from X1, . . . , Xn under such a minimal repair policy. Then,
the joint density function of (X(1:n), . . . , X(n:n)) is given by
f (t1, . . . , tn) = n!
n
j=1
pjf (tj)(F(tj))(n−j+1)pj−(n−j)pj+1−1 for 0 ≤ t1 ≤ · · · ≤ tn.
It is evident that this is a particular case of the joint density function of generalized order statistics based on F for the choice
of parameters k = pn andmj = (n− j+ 1)pj − (n− j)pj+1 − 1.
In all three cases, Theorem 3.12 states that given two random vectors of order statistics (progressively Type-II censored
order statistics or order statistics undermultivariate imperfect repair), if theminimums from the randomvectors are ordered
in the increasing convex order, then the randomvectors themselves are ordered in the increasing directionally convex order.
Specifically, we have the following result.
Theorem 4.13. Let X and Y be two continuous random variables with distribution functions F and G, respectively. Let
X(1:n), . . . , X(n:n)

and

Y(1:n), . . . , Y(n:n)

be two random vectors of order statistics (progressively Type-II censored order statistics
or order statistics under multivariate imperfect repair) based on F and G, respectively. If X(1:n)≤icx Y(1:n), then
X(1,n,m,k), . . . , X(n,n,m,k)≤idir−cx Y = Y(1,n,m,k), . . . , Y(n,n,m,k) .
4.2. Record values and k-record values
Setting k = 1 and mi = −1 for all i = 1, . . . , n − 1 in the generalized order statistics model, we obtain the random
vector of the first n record values or the first n epoch times of a non-homogeneous Poisson process. Given a sequence of
i.i.d. random variables with common distribution F , the record times are defined by
L(1) = 1,
L(n) = min{j > L(n− 1)|Xj > XL(n−1)}, n = 2, 3, . . . .
The sequence of record values is then defined as X(n) ≡ XL(n), n = 1, 2, . . . .
A generalization of record values is the case in which k ∈ N, resulting in the so-called k-records.
Theorem 3.12 states that it is possible to compare two random vectors (or components) of these models when the first
components in the two random vectors are ordered in the increasing convex order. Of particular interest is the case of record
values. In this case, the first component is equally distributed as the distribution from which the record values are arising
from. Consequently, the increasing convex order of the distributions on which the two random vectors are based on is a
sufficient condition for the comparison of the vectors and in particular for the increasing convex order of record values from
the two populations. This result strengthens Theorem 3.3 of Belzunce and Shaked [14] wherein the increasing convex order
of two record values is presented under stronger conditions. In particular, the result is stated under the mean residual life
order (which is stronger than the increasing convex order) of the distributions from which the records are arising from and
the convexity of the mean residual life function of one of the two distributions. To be more specific, we have the following
result.
Theorem 4.14. Let X and Y be two continuous random variables with distribution functions F and G, respectively. Let
X(1), X(2), . . . and Y(1), Y(2), . . . be the sequences of record values arising from F and G, respectively. If X ≤icx Y , then
X(1), . . . , X(n)
≤idir−cx Y(1), . . . , Y(n) for all n = 1, 2, . . . .
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4.3. A Parametric example
Here, we provide an example from parametric families to which the results established in the preceding sections can be
applied. First, we state the following sufficient condition for X(1,n,m,k) and Y(1,n,m,k) to be ordered in the increasing convex
order. Let S (h(x)) denote the number of sign changes of a function h(x).
Lemma 4.15. Let X and Y be two absolutely continuous random variables with distribution functions F and G, respectively. If
S (F(x)− G(x)) ≤ 1, with sequence (−,+) when equality holds, and
E

X(1,n,m,k) ≤ E Y(1,n,m,k) ,
then
X(1,n,m,k)≤icx Y(1,n,m,k).
Proof. Let F(1,n,m,k) and G(1,n,m,k) be the distribution functions of X(1,n,m,k) and Y(1,n,m,k), respectively. Since
S (F(x)− G(x)) = S G−1F(x)− x = S G−1(1,n,m,k)F(1,n,m,k) (x)− x
= S F(1,n,m,k)(x)− G(1,n,m,k)(x) ,
the result follows by applying Theorem 4.A.22(b) of Shaked and Shanthikumar [44] to the random variables X(1,n,m,k) and
Y(1,n,m,k). 
From a practical point of view, Lemma 4.15 can be useful in order to do inference.
Example 4.16. Let X and Y be two Weibull random variables, X ∼ W (α, λ) and Y ∼ W (β, µ), with respective survival
functions F and G, given by F (t) = e−λtα , t ≥ 0 and G(t) = e−µtβ , t ≥ 0, respectively. It is easy to see that if α ≥ β , then
S (F − G) = 1 with sequence (−,+).Now, let X(1,n,m,k) and Y(1,n,m,k) be the first GOS’s based, respectively, on F and G. Then,
X(1,n,m,k) and Y(1,n,m,k) are also Weibull random variables given by
X(1,n,m,k) ∼ W (α, λγ1) , Y(1,n,m,k) ∼ W (β, µγ1) .
Taking into account that
E

X(1,n,m,k) = γ−1/α1 E [X]
and
E

Y(1,n,m,k) = γ−1/β1 E [Y ] ,
it follows from Lemma 4.15 that
X ∼ W (α, λ) , Y ∼ W (β, µ)
α ≥ β
E [X] ≤ E [Y ]

H⇒ X(1,n,m,k)≤icx Y(1,n,m,k).
5. Concluding remarks
In this paper, we have established some results about the increasing directionally convex order. We have then utilized
these results to prove a general result about increasing directionally convex ordering of random vectors of generalized
order statistics. This is a very general and interesting approach since the corresponding results for marginal distributions
of generalized order statistics readily follow. It will, of course, be of great interest to see whether the orderings considered
here can be extended from the random vector case to the matrix-variate case. It can be envisioned that in the latter case the
orderings (such as CIS) could be defined in different ways, but a study of their properties and their implications would be
interesting.
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