In this section, we present the time complexity of the methods we developed throughout this paper. We will assume that all the necessary network alignments are precomputed and stored such that we can retrieve them in linear time. For simplicity, we represent the number of nodes networks q and d with |q| and |d| respectively.
Complexity of lower bound calculation
We calculate the complexity of lower bound calculation for each phase separately. In Phase I, we go over all the nodes in q, to find the composite relation δ. So, the time complexity of Phase I is O(|q|). In Phase II, we traverse all nodes in q to complete the alignment. The complexity of this phase is O(|q|). Finally, we calculate the scores by adding all the individual scores accumulated by each node in q, which is O(|q|). So, the overall time complexity of lower bound calculation is O(|q|).
Complexity of approximate upper bound
Complexity of upper bound computation can be calculated in two phases. In the first phase, the algorithm finds the indirect mappings through each of the k references. The complexity of this phase is O(k|q|). In the second phase, we perform MWBM between the nodes of q and d. Using Hungarian algorithm, we can execute this matching in O(|d| 2 |q|) time. In total, the time complexity of calculating U B(q, d) is O(k|q| + |d| 2 |q|).
Complexity of candidate reference creation
To create the candidate reference set, we iterate the following two steps:
Step I. Create a seed using random walk
Step II. Align current seed with the rest of the candidate reference networks
We analyze each of the two steps next.
Step I. We perform random walk simply by listing our possible choices of nodes and then choosing a new node randomly from this list. We choose T nodes in order to create our seed. Updating the set of possible choices after each node selection takes O(|d|) time. Thus, the total time to generate a seed with T nodes is O(T |d|).
Step II. After creating a seed, we align this seed with all the existing m candidate references in C. Recall that the number of nodes in each network in C is T . In other words, the number of nodes in the seed and the candidate networks are the same. This property of the two networks enable us to align them optimally using dynamic programming in a single iteration. Thus, the complexity of a single seed to candidate reference alignment is O(2 2T T ). There are at most m networks in C. Hence, m alignments take O(m2 2T T ).
From the complexities derived above, we conclude that a single iteration takes O(m2 2T T + T |d|) time. We repeat this until the iterations fail a predefined number of times consecutively. Let's denote this number with f . In the worst case, we have to try f − 1 times to create the next reference. To create m reference networks, we need to try 1 + (m − 2)(f − 1) + f times, which is O(mf ). So, the overall complexity of candidate reference creation can be expressed as O(mf (m2 2T T + T |d|)). In our experiments, we were able to create C in approximately 10 minutes, where m = 100, f = 100, and T = 7.
Complexity of reference selection
We consider the complexity of Algorithm 1 in two separate parts.
and (c, d) pairs. Let t denote the number of training queries. The complexity of the alignment method we use defines the time complexity of these tn + tm + mn alignments. We are using QNet algorithm to align networks. so, the complexity of the preprocessing phase is O(tn(2 |q||d| |d|)ρ 1 + tm(2 |q||c| |c|)ρ 2 + mn(2 |c||d| |d|)ρ 3 ) where ρ i is the number of iterations per alignment. Number of iterations depends on the number of nodes in the smaller network and the predefined confidence value for the result.
Part II. (POSTPROCESSING) Once we compute all the pairwise alignments described above, we are ready to select references. Our algorithm iterates until it finds the reference set with largest accuracy value. During these iterations, first we calculate the accuracy of the index for using each R − {r i } as the reference set.
To do this, we compute the upper bound for each (q, d) pair. In total, there are tnk such upper bound calculations, resulting in O(tnk(k|q|+|d| 2 |q|)) time. We also compute the accuracy using each R ∪ {c i }. This step takes O(tmk(k|q| + |d| 2 |q|)) time. In the worst scenario, this iteration repeats until all the networks in C are used. So, the overall complexity of the postprocessing is O(((tnk(k|q| + |d| 2 |q|)) + (tmk(k|q| + |d| 2 |q|))) * m).
In our experiments, we used QNet algorithm with 99% confidence to align two biological networks. Using this alignment method, we aligned 50 training queries, 100 candidate references and 297 database networks with each other. These alignments took around 25 days for seven node query and reference networks on a single cpu. However, the iterations of the algorithm completed within a few hours after completing the alignments.
APPENDIX II. DETAILS OF THE SAMPLE DATASET
We downloaded our sample database from KEGG (Ogata et al., 1999) . We downloaded all the gene regulatory networks that are larger than 15 nodes. In total, our database consists of 297 gene regulatory networks. In this database, we had 21 different type of networks from 46 different organisms. Table 3 shows the different organisms and the number of networks which belong to that organism.
Homo sapiens, Mus musculus and Rattus norvegicus have the largest number of networks among all the organisms in our database. Table 4 displays the different types of networks in our database. The most frequent pathway is the Phosphatidylinositol signaling system which appears in 45 different organisms. Note that the same network of different organisms can differ in terms of the genes as well as the interactions that govern them. Figure 8 presents the distribution of the number of genes and the number of interactions of each network in our database. Half of the networks in our database has 30 or more genes. Also, half of the networks in our database has more than 40 interactions. About 6 % of these have more than 100 nodes and interactions. Figure 9 plots the density of the networks in the database in terms of the number of interactions as compared to the number of genes. The number of interactions are usually slightly more than the number of genes, indicating that the networks are often sparse. 
