Necessary and sufficient conditions for a given automaton to be of left identity type, of identity type, of right group type, of group,:type, quasi state independent, and state independent are presented. The time required to'decide whether or not each condition holds for a given automaton is also estimated under the uniform cost criterion. In addition, it is shown that there exists a one-input automaton whose transformation semigroup has its order greater than any polynomial function of the number of states and that the index and the period of the transformation semigroup of a one-input automaton can be determined in time proportional to the number of states. A one-input automaton with the minimum number of states such that its transformation semigroup is isomorphic to a given cyclic one is also discussed.
*INTRODUCTION
The concept of transformation semigroups (or equivalently, characteristic semigroups [8] ) has played an important role in the theory of finite automata (finite automata are simply referred to as automata in the following) [ 15, 161. An automaton is called left identity type iff its transformation semigroup has a left identity. By introducing the concept of amalgamation of automata, one of the authors discussed in [8] the representation of left identity type automata in the sense that for an arbitrary left identity type automaton we can define an isomorphic one in terms of its transformation semigroup.
In this paper we first give necessary and sufficient conditions for a given automaton to be of (1) left identity type, (2) identity type, (3) right group type, and (4) group type. Automata of types (2~(4) are also characterized in [S] . It is shown that the computation time required to decide whether or not each condition holds for a given automaton with n states and r input symbols is at most O(m*) under the uniform cost criterion (the same assumption is made in the following case). In addition, it is mentioned that the time for permutation automata and perfect ones are O(m') and O(l'), respectively.
Second, a necessary and sufficient condition for a given automaton to be (quasi) state independent is presented. The concept of state independency of automata is introduced in (91, and that of quasi state independency in [lo] . It is shown in [8] that the class of state independent automata is properly contained in that of right 107 group type ones which is a proper subclass of that of left identity type ones; some related results were also described. It is shown that the computation time spent to decide, by means of the results obtained above and of well-known graph algorithms, whether or not a given automaton is (quasi) state independent is at most O(MAX(m', n")) or O(MAX(m*, r*n, n4)) (and O(MAX(m3, n')) for the quasi case). Finally, some results on the transformation semigroups of automata with only one input symbol (hereafter referred to as one-input automata) are given: The relationship between the transition structures and their transformation semigroups is made clear. We note that the transformation semigroups are cyclic, in these cases. It is proved that an upper bound for the order of the transformation semigroups of one-input automata with n states is e"le and that there exists a one-input automaton with n states in which the order of the transformation semigroup is O@Z'~~~), where unless otherwise stated all logarithms in the following are to the base 2. Besides these results it is also demonstrated that given a one-input automaton with n states, the index and the period of its transformation semigroup can be determined in at most O(n) time and that an automaton with the minimum number of states such that its transformation semigroup is isomorphic to that of the original one can be obtained in at most O(n) time.
PRELIMINARIES DEFINITION 1. An automaton is a triple A = (Q, Z, M)
, where Q is a nonempty finite set of states, Z is an input semigroup, and M is a mapping of Q X Z into Q (denoted also as M: Q x Z -+ Q), which is defined by M(q, xy) = M(M(q, x), y) for any element q of Q and any elements x and y of I.
In this paper a void set is denoted by 0, and Z is a free semigroup I;+ generated by ,?Y, the finite set of input symbols. when we have Q = {q, ,..., qn }. We shall also denote f, by 2.
Let us put FA = (f, : x in I}, and i(A) = Z/p (the quotient semigroup of Z by p). Then FA is isomorphic to i(A) under the correspondence off, of FA to [x] of Z(A), the p-congruence coset containing x of I. Here F,., and $I) are referred to as the transformation semigroup and the characteristic one of A, respectively.
Forfof FA, q of Q, and an integer d > 1, we say that q is a d-starting state off iff:
(i) there exists q' of Q -{q,f(q),...,fdel(q)} such thatfd(q) =f(q'), and
(ii) when d' < d, we have fd'(q) #f'(q") for any element q" of Q -{q,f(q),..., fd'-'(q) } and any integer i > 1. Put F, = {f: f is a mapping of Q into Q} and for each element f of F, let Ran0 = V(q): q in Q I and R = u Ran(J).
finFA
We note that we have FA c FQ. It is easy to show that we have R = U,-," =Ran(fi),
where E= {Coisinz}. For any elements f and g of F, their product is denoted asfg(q) = gdf(q)) for any element q of Q. Hence h is a left (right) identity of F, iff Zzf = f (Jr = f) for every element f of F,.
Several types of automata can be defined. Let A = (Q, Z, M) be an automaton. Then A is of left identity type (of identity type) iff FA has a left identity (an identity). Automaton A is of right group type (of group type) iff FA is a right group (a group). The definition of right groups will be given later. Automaton A is a permutation iff every element of FA is a permutation on Q. We say A is perfect iff it is a strongly connected automaton whose transformation semigroup is commutative. We note that A is strongly connected iff there exists f of FA such that f (q) = q' for any elements q and q' of Q.
The notation "0" is used for both the direct sum of sets and that of automata as follows:
For any integer m > 2 let S, ,..., S, be sets, where S, n Sj = 0 when i # j for any elements i and j in {l,..., m}. Their direct sum @y="=, S, is equal to their disjoint union (J y! , S,. Let Ai = (Qi, Z, M,) be an automaton such that when i # j we have Qi n Qj = 0 for any elements i and j in {l,..., m}. Then their direct sum is denoted as @y! 1 Ai, in which we have a state set Q = @y! 1 Q, and transition function M defined for any element q of Q and any element x of Z as M(q, x) = Mi(q, x) where q is in Qi for some element i of {l,..., m}.
It is clear that any automaton A can be represented by the direct sum of some weakly connected automata (the definition of weak connectivity can be found in [8] ).
NECESSARY AND SUFFICIENT CONDITIONS FOR THE FOUR TYPES OF AUTOMATA
We present here for every type of automaton defined in Section 2 a necessary and sufficient condition that a given automaton is of that type.
In the following we denote the set of all d-starting states off in FA as Qd(f ), and Put Qd= fI,in,, Qdf)*
Left Identity Type Automata
For any element f of FA and any element q of Q, let us denote KAIf> = k' in Q: f(q) = fW)l. Proof: We first note that h, is in FA iff (3) holds. Let h, be a left identity of FA, and assume that there exist q of Q -R and f of F,., such that q is a d-starting state of I; where d > 2. Then for this f we must have h, f (q) = f (h,(q)) = f (q). Since d > 2, if there exists q, in Q such that f(qJ = f(q), th en we must have q1 = q. Hence we have h,(q) = q. This implies that we have q in R, contradicting our assumption on q. Thus we have Q -R c Q,. It is obvious that we have Q, c Q -R, so that (1) holds. It is clear that h, f = f for any element f of F,., iff h, 5 = d for any element d in 2 and that h, satisfies Lemma 2. Hence we have h,(q) in S(q) for any element q of Q. Since hL(q) is in R, hL(q) must be in S(q) n R for each element q of Q. Therefore we have N,, f 0 for every element q of Q, and (2) follows. Conversely, it is clear that when all of (l)-(3) hold we have hLf(q) = f(q) for any element f of FA and any element q of Q.
Q.E.D. Then the transformation a' of 2 on l?U Q, can be defined by d of E as follows: 
ProoJ
Let h, of FA be a left identity of FA. Then (1) and (2) hold by Lemma 4. We show that (3) must be satisfied. We note that by Remark 2 we have h-,(N,) = N9 for any element N, of R. Let us now assume that we have no d in E such that 5 1 R" is a permutation on R". Then we have, for any element d in E, Ran(o'IR) which is properly included in J?. This is clearly equivalent to saying that we have, for any element f of FA , Ran(SJ 8) which is properly included in R, so that we have no?] R which is a permutation on R. Hence h, cannot exist at all by Remark 2. This leads to the contradiction. Thus we have (3) .
Conversely, let 8 be an element of 2 such that 6 1 R' is a permutation on R. Then there exists an integer i > 1 such that (a?' 1 I? is an identity permutation on R", where (6)i=fY((c?)-1). L t e us denote h = (8))'. Then it is easy to see that & = @= (07'. It is obvious that h belongs to F,., and that for any element q of R we habe N, # 0 and h(q) in N4. By condition (2) we have N, # 0 for any element q of Q, . Hence for each element q of Q, there exists an element q' of Ng such that we have h(q) = h(q'), which is in N,. Thus we can conclude for any element q of Q that we have N, = 0 and h(q) in N, since Q = Q, @R by condition (1) . It follows by Lemma 4 that h is a left identity of FA.
The latter part of the theorem is obvious by the discussion so far. 
Right Group Type Automata
There are many equivalent definitions of a right group. Let S be a semigroup. Then S is a right group iff (i) for any elements a and b of.S there exists one and only one element c in S such that ac = b,
(ii) semigroup S is isomorphic to the direct product of a group G and a right zero semigroup R,, or (iii) semigroup S has a left identity and for any element a of S and any left identity h of S there exists an element c of S such that ac = h.
A semigroup S is a right zero semigroup iff:
(i) ab = b for any elements a and b of S, or
(ii) every element of S is a left identity of S. Proof Let us suppose that FA is a right group. By definition (iii) of a right group, FA has a left identity, so that by Theorem 1 we have (l), (2) , and (3') there exists an element 8 in z such that 6 1 R' is a permutation on R.
Now we have
Let d be an element of z satisfying (37, and let i be an integer greater than 1 such that (6) in N4 such that we havefg,(q') = q1 and h(q') = q2, we have fg/h(q') = q2 = h(q'). Hence for every element f of FA we have g, of FA such that (fgf h) ( R = h ) R. Next, 1 e q" be any element of Q, . By Lemma 4 we have q3 in N,,, t such that h(q") = q3. We note here that since h is a left identity of FA we have h(q,) = q3 and that for every elementfof FA we havef(q") =f(q3). Since q3 belongs to R we have fgf h(q") = fg,-h(q,) = h(q,) = q3 = h(q"). Put g = g, h, and we can conclude that for any left identity h of _FA and any element f of FA we have an element g of FA such that fg = h. This is equivalent to saying that FA is a right group.
Q.E.D.
Group Type Automata
Each of a group and a right zero semigroup is a special case of the right group by its definition (ii).
We obtain Corollaries 2 and 3 from Theorems l-3. Proof: When FA is a group, FA is a right group and has the identity. Hence we have (l)- (3) by Theorems 2 and 3. Conversely, when we have (l)-(3), FA is a right group with the identity, which is a group.
Q.E.D. Proof: By the definition, fg = g for any elements f and g of FA iff 53' = 6' for any elements B and 6' of 2. We note that FA is a right zero semigroup iff every element of FA is a left identity of FA . This is equivalent to (2) by Theorem 1. Q.E.D.
THE COMPUTATION TIME REQUIRED TO DECIDE THE TYPES OF AUTOMATA
We show under the uniform cost criterion (in the sense of [ 11) that the computation time required to decide by means of the results obtained so far whether or not a given automaton with n states and r input symbols is of left identity type is at most O(rn'). And it is also demonstrated that the time for every other case defined in Section 2 is of the same order except that the time for the perfect case is at most O(r*n).
An automaton A = (Q, I, M) with n states and r input symbols is given by the transition table T which is stored in a two-dimensional (n + 1) x (r + 1) array of the form I ..4&,crj)... .
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We assume hereafter that M(qj, oj) can be accessed in a unit time when qi and uj are specified and that any function f is stored in a two-dimensional 2 x IDom(f)l array so that we can access f(a) in a unit time when an element u of Dam(f) is specified, where Dom(f) denotes the domain off: We note that T can be considered as the representation of the set of all d's in 2. Let V, be the characteristic vector of S c Q: Q.E.D.
LEMMA 7. We can obtain I?= {N,: q is in Q} in at most O(rn') time. And we can also decide in time of the same order whether or not for every element q of Q we have nonvoid N,.
Proof: We note that we have N4 c R for each element q of Q and that for any elements qi and qj of R we have N4, = N,. iff we have ek(qi) = rTk(qj) for every element 8k of z We may assume here that AVAfL list in the sense of [6] (or free list of [ 11) has been ready for use, for it can be constructed in O(n) time. Let us make a copy of VR in VA (in O(n) time). For each element q of Q which has VA[q] = 1, we find every element q' of R such that #(q') = CT(q) for any element d in E Each time we find such an element q' we add it into a linearly linked list Y[q] in which q is stored at the head, and then set VA[q'] = 0. These processes are repeated from q, through q,. At the termination it is clear that we have elements of R' in those lists. We note that for one pair q and q' we can decide in O(r) time whether or not we have q' in N,, so that we can obtain one element N, of R" in O(m) time. Therefore the time required in the former is O(rn'). For the latter we have only to decide whether or not we have N, # 0 for every element q of Q -R. This can be done in at most O(m') time since, for each element q of Q -R, we can decide in at most O(m) time whether or not we have N, # 0. Thus the lemma follows.
Q.E.D. Q.E.D. Q.E.D. The transition diagram of an automaton can be considered as a directed graph whose strongly connected components can be found in O(MAX(n, n')) time by means of the well-known algorithm proposed by Tarjan [ 1, p. 1931, where n and n' are the number of vertices (states) and of edges, respectively. We note that we have n' < rn for an automaton with n states and r input symbols. We can obtain the set of adjacency lists of A in O(r*n) time by deleting for each element i in {l,..., n} the multiplicity in the collection M(qi, Us),..., M(q,, 0,). Thus the next proposition follows. PROPOSITION 3. We can decide in O(r'n) time whether or not A is strongly connected.
LEMMA 13. We can decide in at most O(r*n) time whether or not FA is commutative.
Proof: Clearly, F,_, is commutative iff 56' = b'a for any elements d and 6' of z. For each pair 6 and 6' we can decide in O(n) time whether or not we have 68' = 6'6. Since there are r(r -1)/2 pairs, the lemma follows.
By Proposition 3 and Lemma 13 we obtain
PROPOSITION 4. Given an automaton with n states and r input symbols, we can decide in at most O(r'n) time whether or not it is perfect.

A NECESSARY AND SUFFICIENT CONDITION FOR (QUASI) STATE INDEPENDENCY OF AUTOMATA
We here show a necessary and suffkient condition for a given automaton to be (quasi) state independent. State independency of automata is introduced by Trauth [9] and the characterizations in terms of the transformation semigroups are given in 181. The concept of quasi state independency of automata is defined and discussed in [lOI*
Quasi State Independent Automata
By the results in [IO] there exists a quasi state independent automaton A for any given finite semigroup S such that FA is isomorphic to S. Hence the intersection of the classes of automata mentioned previously and that of quasi state independent ones is nonempty. By the definition we have p = pqO, so that FA is isomorphic to f(A) = I/pqO. Put QA = {qO in Q: we have p,, c p4 for any element q of Q}.
We note that A is quasi state independent iff QA is nonempty.
For any element q of Q we call
the reachable set of q. Let us choose arbitrarily one and only one word wi of Z for each element qi of C(q) such that M(q, wi) = qi, and put
We note that W(q) is dependent upon the choice of each element wi of I. Let us put
Then Propositions can be established easily.
PROPOSITION 5.
We have m(q) = F* ~fl both of the following are satisfied: This theorem claims that an automaton which is represented as the direct sum of some weakly connected automata Ai, is state independent iff each Ai is isomorphic to the automaton _dVi generated by the inflation of S with respect to ri and (oi (the notations can be identified in [8] ).
State Independent Automata
Without using the transformation semigroup we shall show a necessary and sufficient condition for the state independency.
We have the following lemma by Theorems 3 and 5 and the fact that the automaton generated by a right group is strongly connected: Let A be state independent and R"' be arbitrarily chosen and fixed. Since FA is a right group, we can choose an element d in z such that 0'1 z is a permutation on R by Theorem 3. There exists an integer i > 1 such that (C)' (R is an identity permutation on #. Let us denote g, = 6'. Then g, is a left identity of F,, by Theorem 1, so that there exists an element q"' in R"' such that g,(q"') = q"' by Proposition 2. Let this q(i) be fixed and let R"' = {qj",..., qi"}, where t = IR"'I. Since AZ' is strongly connected, we can choose elements g, ,..., g, of FA such that qy) = g (q(i)) 1 (in this case we have qti' = qCi), but q(j) is not always identical to qy) for any element j # i), and for each element j in {2,..., t}. Let us fix these gi)s. We note that by Remark 5 gj(q) # gk(q) for any element q of Q, since for any elements j and k in {l,..., t} we have q!" # q"' when j # k. Then we obtain LEMMA 15. (ii) gi gj belongs to (g, ,..., g, } for any elements i and j in {l,..., t}.
Mapping wj is an isomorphism of Ai' onto
Proof of Theorem 6. Let A be state independent. Then it is clear by the discussion so far that we have conditions (l)- (4) . We show that we have (5) . It is obvious that we have g, + g,, when L #L' for any elements L and L' in {l,..., t} and that we have {g, ,..., g, } c FA. Let f be any element of FA. We note that A is completely specified and that we have f(q"') in R (i). Hence there exists an element 42) in R"' such that f (4"') = q:', or there exists an element g, in { gi,..., g,) such that f (9"') = g,(q"'). B ecause of the state independency of A, this implies that we have f = g,. Therefore we have f in FA, or we have FA c {g, ,..., g,}. Thus F_, = {g, ,..., g,).
Conversely, when we have (l)-(3), F,, is a right group by Theorem 3. We note that by the definition we have g, 1 R # g,, 1 R when L #L' for any elements L and L' in {l,..., t}. We also note that by (4) we have R(j) = {q(:'),..., qj"} with lR"'I = IR"'] for any elements i and j in (l,..., m}. In order to prove that A is state independent we have only to show for any elements g, and g,, of FA that when L #L' we have g,(q) f gL,(q) for every element q of R, or equivalently, that if there exists an element q,, of R such that gL(qO) = gLJ(q,,), then g, 1 R = g,, I R. When this statement holds, by (3) we have for any element q of Q, that there exists q' in N, c R such that we have both g,(q) = g,(q') and g,(q) = g,(q'). Since g, I R = g,, ( R we have g,(q) = g,(q), so that we have g, = g,, . Thus we have that if there exists a element q in Q such that g,(q) = g,,(q), then we have g, = g,, . This is equivalent to saying that A is state independent. Since FA is a right group, for any elements g, and g, of F,,, there exists one and only one element g, in F,,, such that g, g, = g,. Since g, g,(q"') = g,(q"'), or g,(q$ = q:', we have that for any elements qlf' and 42' of R"' there exists one and only one element g, in FA such that g,(qy') = 41". This is equivalent to saying that for any element qp' of R"' we have { g,(qf'),..., g,(qt')} = R"'. Therefore, for any element q r' of R"', we have g,(qy') # g,,(qf') when s # s' for any elements s and s' in (l,..., t}. Let R (j) be any strongly connected component of A such that j # i.
By (4), the mapping u/i of R"' onto R(j) is an isomorphism, or qt vj = vj g, for any element g, of F,_, . Therefore it is clear that we have g,(q$") = q1j" # qy? = g,,(qy')
when L #L' for any elements L and L' in {l,..., t}. Similarly to the case of R"), it can be established that for any element qk (j) of R(j) we have g,(qf') # gs,(qf') when s f s' for any elements s and s' in (l,..., t}. Thus for any element q of R we have g,(q) # gL,(q) when L # L' for any elements g, and g,, of FA .
Remark 8. We can show that when A is state independent 71 Z? is a semiregular permutation on R for any element f of FA. The details are omitted here.
THE COMPUTATION TIME REQUIRED TO DECIDE (QUASI) STATE INDEPENDENCY OF AUTOMATA
We show under the uniform cost criterion that the computation time required to decide whether or not a given automaton with n states and r input symbols is (quasi) state independent is, respectively, at most O(MAX(m3, n')) for the quasi state independency and at most O(MAX(m3, n5)) or O(MAX(m', r*n, n4)) for the state independency, based on the analogous assumption to Section 4 with an additional assumption that an m, x m2 matrix is stored in a two-dimensional m, X m, array in which the (i, j) element can be accessed in a unit time when the ith row and the jth column are both specified. Two well-known algorithms for directed graphs are used: For the former, the algorithm which computes the connectivity matrix by means of the adjacency matrix, and for the latter, the other which finds all the strongly connected components. The idea is that, by means of these algorithms, for any element q of Q we can obtain W(q) in which the length of each element is less than n.
The Decision of Quasi State Independency
Let D be the n x n matrix, whose elements are either 0 or 1, constructed by the transition table T Given D*, for each element qi of Q we can obtain V,,,i, in O(n) time. We note that we have ) C(qi)l < n for any element i in {l,..., n). In terms of VccqiJ, we can obtain p(qi) in at most O(n') time, since each element W. of W(qi) can be determined in at most O(n') time. PROPOSITION 7. Given T, for each element q of Q we can decide in at most O (MAX(rn', n4) ) time whether or not both of the following are satisfied:
Given T, we can compute D* and can find one word Wij of I of length less than n such that M(qi,
(1) we have cc q(q), and (2) for any elements Wi and 6jj of w(q) we have tit@, in p(q).
Proof
We note that w(q) can be obtained in at most O(n') time and that we have 1 fi(q)l < n. For one element ci of w(q) and one element dj of E we can decide in O(n) time whether or not we have Wi = I?~. Hence when we have w(q), O(rn*) time is spent for (1) . The product ciGj is determined in O(n) time for any elements ki and Gj of R(q). Since there are ( W(q)l' products of the form ai Sj, all these products are determined by means of w(q) in at most O(n') time. The similar discussion to the case for (1) will tell us that when we have all the products, at most O(n4) time is spent for (2) . The total time is therefore at most O(MAX(rn*, n4)).
By the discussion so far and Proposition 5 we obtain THEOREM 7. Given T of an automaton A with n states and r input symbols, for each eement q of Q we can decide whether or not q belongs to QA in at most O(MAX(rn', n4)) time. Therefore whether or not A is quasi state independent can be decided in at most O(MAX(rn3, n')) time.
By Theorem 7 we can also decide whether or not we have QA = Q in time of the same order, so that we have COROLLARY 4. Given an automaton with n states and r input symbols, whether or not it is state independent can be decided in at most O(MAX(rn3, n")) time. DEFINITION 5. An automaton is quasi perfect iff it is strongly connected, state independent, and of group type.
By Proposition 3, Corollary 4, and Theorem 4 we obtain COROLLARY 5. Given an automaton with n states and r input symbols, whether or not it is quasi perfect can be decided in at most O(MAX(rn3, nS)) time.
The Decision of State Independency
We use here the well-known algorithm proposed by Tarjan [ 1, p. 1891 that finds all the strongly connected components of a directed graph in O(MAX(n, n')) time, where n and n' are the number of vertices and of edges, respectively.
In the following let A = (Q, Z, M) be an automaton with n states and r input symbols.
LEMMA 17. Given T of A, all the strongly connected components of A can be found in 0(&z) time.
Proof. We can obtain R = UzinrRan (d) in O(m) time by Lemma 6. As has already been described in Section 4, for each element q of Q we can make in O(r*) time the adjacency list L[q] with the multiplicity in the collection M(q, u,) (M(q, ui), ai) . Hence all the adjacency lists can be obtained in 0(&r) time. Given the adjacency lists, all the strongly connected components R"' of A can be found by Tarjan's algorithm [ 1, p. 1921 in O(m) time since we have n' < rn. Thus the total time is O(r*n).
We may assume that Tarjan's algorithm here is slightly modified as follows: Each strongly connected component R w of A is obtained in a one-dimensional array R [i] of length t = jR"'I only when for any element i in {2,..., m} we have IR"'( = IR"-')I, where m > 1 is the number of the components. When there exists an integer i in ]2,..., m} such that IR"') # IR(i-')l, the algorithm prints out "NOT S.I." and then terminates. Thus at the termination without output "NOT S.I." we have I R"' 1 = t for any element i in { l,..., m}. We note that the root q"' of R"' is stored at the head
m}. The jth element of R [i] is denoted as R [i, j] in which qji)
is stored for each element j in {l,..., t).
LEMMA 18. Given R(l), we can obtain W(qi") in which the length of each element is less than t in O(n') time, where qy' is the root of R(l).
Remark 9. The root of R"' is q"' for each element i in {l,..., m}. We shall, however, choose w, such that we have q\l' = M(q"', w,) = q"' in R(l). M(q, a) 
Proof of Lemma
We note that L [q, M(q, a)] can be accessed in at most O(t) time when q and M(q, a) are both spcified. Let X be a one dimensional array of length t in which for any element i in {l,..., t} we have X[qj"] = 1 iff qi" of R(l) is marked "old" in algorithm 1. Therefore, in terms of X we can decide in a unit time whether 41" is "new" or "old." We spend O(t') time at line 2 of algorithm 1 and O(t) time at line 3. Each call to procedure SEARCH requires O(t) time at line 4 of the procedure, O(t) time at lines 6-9 and O(t) time at line 10. Therefore the time spent in SEARCH(ql") is O(t') since SEARCH(u) is called only once for each element u of R"'. Thus the total time is at most O(n') since we have t < n.
Q.E.D. Procedure SEARCH(n):
SEARCH(u') 14 end LEMMA 
When W(q',") is obtained, we can determine all the elements of Y = {W, )...) Wl) in at most O(n") time.
Proof: We can access M(q, wL) in at most O(t) time by means of T since the length of w, is less than t. Therefore each element flL of Y is determined in at most O(tn) time, so that we obtain Yin at most O(n') time since we have t < n.
LEMMA 20.
Given Y, in at most O(MAX(m, n')) time, we can determine all mappings vvI ,..., w,, where IJI~ is a mapping of R'" into R'j' for each element j in m) and can decide whether or not each mapping wj is an isomorphism of A:" E;;k$.
ProoJ When Y is obtained, qf'= M(q"', w,) can be found in a unit time, so that all of qij),..., qy) are found in O(t) time. We can also store them in R [j] order within this time. Hence all the re-storage can be done in O(tm) time, so that we spend at most O(n) time since we have tm < n. We note for any elementj in {2,..., m} that a pair R [ 1 ] and re-stored R [j] represents a mapping vi which is bijective iff R [j] is not a multiset. Since the detection of the multiplicity in R [j] can be done in O(t') time, whether or not every mapping vj is bijective can be decided in O(t*m) time, which is at most O(n') time. Let w ,,..., w,,, be bijective. We note for any state q and any input symbol o that we can decide in 0( 1) time whether or not we have yj (M(q, a)) = M(ylj(q), a) . Hence we can decide in O(t) time whether or not we have vj'ja = "vj, so that in O(rtm) time we can decide whether or not every mapping vj is the isomorphism. Thus the total time is at most O(MAX(m, n*)).
Q.E.D We note that when Y is obtained, whether or not condition (5) of Theorem 6 is satisfied can be decided in at most O(MAX(rn*, n4)) time by a discussion similar to Propositions 5 and 7. Note also that whether or not all of conditions of (l)-(3) of Theorem 6 are satisfied can be decided in at most O(rn*) time by Theorem 4.
The discussion so far establishes , n") ).
COROLLARY 6.
Given an automaton with n states and r input symbols, we can decide in O(MAX(rn*, r*n, n4)) time whether or not it is quasi perfect.
Remark 11. An automaton is perfect iff it is quasi perfect with its transformation semigroup commutative. Though we have Corollary 6 as well as Proposition 4, the time required to decide whether or not it is perfect is still O(r'n) since we have MIN(r*n, MAX(rn*, r*n, n4)) = r*n.
TRANSFORMATION SEMIGROUPS OF ONE-INPUT AUTOMATA
Let A be an automaton with n states and only one input symbol u. Clearly, FA is a cyclic semigroup generated by c?. We shall make clear in 7.1 the relationship between the transition structure of A and both the index and the period of FA. Next, it is shown that an upper bound for ]FA 1 is enle and that we can defined the transition function of A such that IFA 1 is O(n'Og") (by [2, p. 1171 we know that there exists an automaton with n states and three input symbols such that IF, ) = nn, or its transformation semigroup consists of all transformations on its state set). Hence in the worst case more than O(n I""") time would be required in order to know its index and its period if we try to make all the elements of F,,, . In 7.2, however, it is shown that we can know them in at most O(n) time. It is also demonstrated that this result enables us to obtain in at most O(n) time a one-input automaton with the minimum number of states whose transformation semigroup is isomorphic to that of a given one-input automaton with n states.
In the following, ]x] (floor or integer part of x) denotes the greatest integer equal to or less than x. Fig. 1) . We call ci = I Ci I the period of Ai.
One-Input Automata and Their Transformation Semigroups
Let Gi = {ti,,..., ti,,,,} c Ti be the set of all starting states in Ti. Let t be any element of Ti. Let h, be a nonnegative integer such that @l(t) is in Ci without fid(t) in Ci for any positive integer d < h,. We call h, the height of Remark 12. Let S= {a,a2 ,..., ano-', a"o, a"~",. .., u~~+~o-~} be a cyclic semigroup generated by a, where a"~+~o = a+. Then the index of a (or of S) is n, and the period is r0 [4, 171 . When a cyclic semigroup is given, its index and its period are uniquely determined; conversely, given a pair of positive integers (n,, rJ the cyclic semigroup whose index and period are n, and r,,, respectively, is uniquely determined up to isomorphism. y) is a maximum at y = n/e, so that we have f (y) < enle.
Q.E.D. 
Proof
Let h be the height of A and c = LCM(c 1 ,..., c,) for some integer m > 1. 
ProoJ
Given n, let us choose m and primes p, ,..., pm as above. We note that each pi > 2. Let Q' = Or!, Qi be a subset of Q partitioned into m sets Q, ,..., Q, such that Qi = {qil ,..., qigi} with I Qil = pi for each element i in {l,..., m). We note that we have 1 Q' I < n. Let us define M as follows: Then we have 1 FA I > ((n t 2)/4) [r"g("+ *)-*U* by the discussion above since I FA I = P = LCM(P, ,..., P,>.
Q.E.D.
For the automaton defined in Proposition 11, we have aP+' = d and dd # 6 for any positive integer d < p. Thus the Corollary 7 follows. COROLLARY 7. There exists an automaton in which the d@rence between the length of x and that of y is O(n'og" ) for some words x and y of I such that xpy.
The Determination of the Index and the Period of the Transformation Semigroup of a One-Input Automaton
We demonstrate here that given a one-input automaton A with n states, the index and the period of FA can be determined in at most O(n) time under the uniform cost criterion. It is also shown that this result makes it possible for us to obtain in O(n) time a one-input automaton with the minimum number of states whose transformation semigroup is isomorphic to FA. Let t be any element of G (iff V,[t] = 0). In O(h,) time we can find the height h, of t by means of T and of Vc. Thus all the heights of elements in G can be obtained in at most O(n) time since we have 2, in G h, < n. PROPOSITION 13 . Given V, and V,, the height h of A can be determined in at most O(n) time.
Proof: When the height of every elements of G is obtained, the height h of A can be determined in O(l G I) time. Since ] G ( < n, the total time is at most O(n).
In the following we shall estimate the time required to determine c = LCM(c 1 ,..., c,). For this purpose some further results are needed. The next theorem was proved (1896) by Hadamard and de la Valee-Poussin, independently. It is now called the "prime number theorem." The proof of the following proposition can be found in [7, p. 3391: PROPOSITION 14 [7] .
Let n = [n/pJ p + n mod p for an integer n > 0 and a prime p. Zf we have [n/pJ ,< p and n mod p # 0, then n is a prime. Remark 14. An integer n is a prime iff we have n mod p # 0 for every prime p less than or equal to fi, For each element i in (l,..., m}, let ci = pyli . pq2i . . . . . pisf (aI, 2 0 for each element j in {l,..., s}) be the representation of Ci as the product of primes pj such that p, = 2 < pz < .-a < pS, where pS is the largest prime less than or equal to n. We note that s is O(n/ln n) by Remark 13. Let bj= MAXiGi,, aji for each element j in (l,..., s}. Then we have c = LCM(c, ,,.., c,) = p;~ . p;z . --a . p$.
We proceed as follows: Given an integer n, we first find all primes less than or equal to n based on the sieve of Eratosthenes' method. Second, we represent each ci as the product of these primes. Finally, c = LCM(c , ,..., c,) is given by means of these representation.
Procedure SIEVE (Appendix I) is taken from [ 13, p. 2301 with a slight modification. Clearly, it correctly marks S[i] with 1 in a one-dimensional array S of length N iff i is a prime, and stores these primes in a one-dimensional array P in increasing order: P[i] is the ith prime less than or equal to N.
Procedure FACTOR (Appendix II) is taken from [7, The time required is stated as follows: (1) Given N, procedure SIEVE(N) finds all primes less than or equal to N in O(N) time (by Appendix I). Let A be a one-input automaton shown in Fig. 1 with h(A) = h and  LCM(c, ,. .., c,,,) = c. Then the index and the period of FA are h and c, respectively, by Proposition 15. Let c = pt1pt2 . . . pfs be the representation of c as before. Let t be any starting state of 6 with height h and let Tt be the set of transient states with respect to t. Let A,, = (Q,, I, M,,) be a one-input automaton with Q, = (Of= 1 QOi) 0 T,, where Q, is th e set of periodic states with period 1 Qojl = pjbj for any element j in {l,..., s) (Fig. 2) . We note that r, can arbitrarily be associated with one of the Q,;s. It is clear that FA, is isomorphic to F,., by Proposition 8 and Remark 12, and that if even one state is removed from Q,, then we can no longer define the transition function so that the index and the period of the transformation semigroup of the resulting automaton may be h and c, respectively.
Let A' = @T! 1 Al be any one-input automaton with FA, isomorphic to FA. For any element i in (l,..., m'}, let be the representation of period cl of Ai by means of such primes as before. We note here that we have h = h(A'), c = LCM(c',,..., CL) and bj = MAXl,i,,,a;i for any element j in { l,..., s}. It is easy to see that pf'pp >pp' + pp for i andj in { l,..., s} (i #j).
Thus we obtain Clearly, the transition table of A, can be obtained in at most O(n) time when h and the representation of c as the product of the primes are given since h + Cf=, pfi < n. 
