This paper describes the path selection function in Networking BroadBand Services (NBBS), which is
This paper describes the path selection function in Networking BroadBand Services (NBBS), which is IBMs architecture for high-speed, multimedia networks. The distinguishing feature of a multimedia network is its ability to integrate different applications with different traffic characteristics and service requirements in the network, such as voice, video, and data. In order to meet their service requirements, it is necessary for the network to provide unique quality-of-service (QOS) guarantees to each application. QOS guarantees, specified as multiple end-to-end performance objectives, translate into path and link constraints in the shortest path routing problem. For a general cost function, shortest path routing subject to path constraints is known to be a nonpolynomial-(NP-) complete problem. The NBBS path selection algorithm, a heuristic solution based on the Bellman-Ford algorithm, has a polynomial order of complexity. The algorithm finds a minimum hop path satisfying an end-to-end delay (or delay variation) constraint, that in most cases also optimizes a load balancing function. To reduce the number of path constraints, other QOS requirements such as packet loss ratio are implemented as a link constraint. The notion of primary and secondary links is used to minimize the long-term overall call blocking probability by dynamically limiting the hop count of a given path. The path selection algorithm developed for point-to-point connections is described first, followed by its extension to the case of point-tomultipoint connections.
P ath selection function is at the core of every routing protocol. In a packet-switching network, path selection determines the path each packet takes from the originating end station to its destination. Paths are selected to satisfy a constraint and to optimize some criteria. A routing protocol is designed around a path selection algorithm in which the type of information exchanged, how often it is exchanged, and how it is used depend on the path selection objectives. A survey of routing protocols used in communication networks is given in Reference 1; unconstrained path selection algorithms used in these routing protocols are discussed in Reference 2.
All shortest path algorithms reported in the literature are variants of Dijk~tra,~ Bellman-F~rd,~ and Floyd-Warshall.' These algorithms have a polynomial time complexity and find a path in the network that optimizes a single criterion, such as cost or delay, or a scalar function of a number of criteria.
Shortest path algorithms either can be implemented in a centralized location or may be distributed in the network. In the centralized version, all connections in the network are known at a single location. This might result in better overall optimization of network resources. Its main disadvantages are the single point of failure and scaleability problems. Distributed versions solve these reliability problems but because path selection decisions are made in different locations and because distributing information among them takes time (at least on the order of propagation delays), Path selection algorithms are required to find paths as the connection requests arrive at the network.
the overall network throughput may no longer be as good as it is in the centralized decision making.
The main objective of the path selection algorithms in traditional packet-switching networks is to optimize the overall network utilization. A solution to this problem can be achieved in theory if all the connection requests are known ahead of time. However, it is not possible in practice to predict when and what type of connections arrive in the network. Assuming for a moment that they are known, the optimization problem may be formulated as a multicommodity flow model.'j The significance of this model is that it can be used to show how to minimize the average delay. For example, for a given static traffic demand matrix, a nonzero proportion of traffic for each origin-destination pair follows a path if and only if the path minimizes the sum of the first derivatives of the delay function.
Based on this result, shortest path algorithms are developed for choosing paths that minimize the increase in the total cost, in which the cost function for each link is the packet delay (which in turn is a function of the current utilization levels). Computing paths serially as connections are set up is an approximation to computing all the paths simultaneously as called for by the original result of the multicommodity flow analysis.
Service requirements of multimedia applications may include a set of quality-of-service (Qos) metrics including maximum end-to-end delay, maximum delay variation ('jitter), and packet loss ratio. in the network providing link-level QOS guarantees. Link metrics for each link are advertised in the network and are updated as traffic dynamics in the network change. Using this information, the path selection function at the origin nodes (in which connections originate) computes a path that satisfies the given end-to-end QOS requirements. To guarantee the link-level QOS, each link performs connection admission control (CAC) by reserving bandwidth to each network connection multiplexed onto the link and rejecting requests for new connections if requested bandwidth is not available. Given this framework, the total network throughput increases as the number of links used by each connection decreases (to the extent it is feasible).
Reserving bandwidth along each path guarantees meeting the end-to-end loss ratio requirements of applications. The maximum end-to-end delay requirement is incorporated into the path selection function. Hence, the NBBS path selection function minimizes the total number of links used for endto-end connections using links that are likely to have the requested bandwidth available subject to maximum end-to-end delay along the path being less than or equal to the application requirement.
Furthermore, future connection requests are also taken into consideration toward achieving high (long-term) network throughput. Toward this objective, the NBBS path selection algorithm uses a load balancing function to choose one among the paths with similar characteristics (i.e., minimum hop, maximum end-to-end delay, and bandwidth availability).
Jaffe' and Lee et aL9 proposed approximate solutions to the shortest path problems with multiple constraints. The basic idea behind their proposals is to transform the constrained optimization problem to an unconstrained problem or to a tractable constrained problem that has similar properties. In the case of NBBS, the constrained optimization problem of minimizing the number of hops along the end-to-end path is subject to an additive constraint (i.e., delay or delayvariation). Although the original problem is NP complete, due to the special nature of the objective function, this algorithm finds the optimal path with a polynomial time complexity.
In addition to applications that require end-to-end QOS guarantees, NBBS also integrates best-effort applications, Le., those that do not require explicit QOS guarantees. Path selection for these applications is similar to that used in traditional data networks (e.g., References 1 and 7).
One important characteristic of multimedia applications is that they tend to take place within a group of more than two users. To support group communications, NBBS supports multicast through point-to-multipoint as well as multipoint-tomultipoint connections. lo Path selection for pointto-multipoint and multipoint-to-multipoint connections (hereafter called unidirectional or bidirectional trees) has been referred to in the literature as Steiner tree problems" and is known to be NPcomplete. Heuristic solutions to Steiner tree problems have been proposed in the literature.''-14 These heuristics were developed on undirected graphs (unlike our problem, which requires directional connections) as unconstrained optimization problems. These heuristics are extended in References 15 and 16 to take into account the end-toend delay constraints of applications. The NBBS point-to-multipoint path selection algorithm is a direct extension of the NBBS point-to-point path selection algorithm that extends the basic concepts of the heuristic approach proposed in Reference 15 to handle the path constraint.
NBBS path selection, both for point-to-point and point-to-multipoint, has a polynomial order of complexity. This is crucial since the wide ranges of traffic characteristics and QOS requirements of applications make path computation expensive in terms of processing and memory requirement. Yet, these algorithms have real-time or near-real-time requirements to support on-demand connections (i.e., find paths as the connection requests arrive at the network).
Other components of NBBS related to the path selection function such as the topology distribution, control point spanning tree, bandwidth management, congestion control, and network connection management functions are presented in other papers in this issue. 10~17318 The remainder of this paper is organized as follows. Bandwidth management framework related to connection admission control at the links is reviewed next. This computation is needed to prune the network graph by deleting links that do not have available bandwidth to support the new connection. The use of delay and connection priorities and their interaction with the available bandwidth in the network is also discussed in this section. Point-to-point and point-to-IBM SYSTEMS JOURNAL, VOL 34, NO 4, 1995 multipoint path selection algorithms are discussed in the subsequent two sections. Finally, we conclude with a summary of the unique features of the NBBS path selection framework and further research.
Bandwidth computation
In this section, we focus on NBBS bandwidth management aspects that are relevant to path selection; the interested reader is referred to Reference 18 for the details on NBBS bandwidth management. Bandwidth computations are performed during path selection to determine if a link can accommodate the requested connection based on the traffic characteristics of the connection and the current reservation levels in the network.
An NBBS link supports four delay priorities: lo realtime-1 (RTI), real-time-2 (RT2), nonreal time (NRT) and best effort (BE). These four delay priorities are implemented as four queues of descending service priorities in the order they are listed above. Delay priority RT1 is intended for real-time applications with constant bit rate and stringent delay/jitter requirements such asvoice circuit emulation and the asynchronous transfer mode (ATM) constant bit rate (CBR) service. Delay priority RT2 is intended for real-time applications in which the amount of traffic submitted to the network varies over time (variable bit rate sources). These applications also have less stringent delay/jitter requirements than those that use the RT1 queue. NRT delay priority is intended for nonreal-time applications that are less sensitive to end-to-end delay. Finally, BE delay priority is intended for applications that do not require explicit QOS guarantees such as the ATM Forum's unspecified bit rate (UBR) and available bit rate (ABR) services. Each delay priority queue is served in a first-in first-out (FIFO) manner while scheduling among the delay queues is head-of-line (HOL). Accordingly, the higher priority connections affect the services of lower priority connections at the transmission link while lower priority connections are transparent to higher priority connections.
There is a link manager at each switch, one for each link, that keeps track of two aggregate bandwidth reservation levels: one for RT1 + RT2 and another for NRT. Each of these aggregates is represented by avector called link metric. Link metrics are distributed throughout the network using the control point (CP) spanning tree. This allows every node to know the current reservation levels at each link. In particular, given a new connection request, each node updates the link metrics based on the characteristics of the new connection and determines if the link can admit the connection request or not. If a link is determined to have sufficient bandwidth to admit the new connection, that link is included in the network graph used during path selection; otherwise, it is excluded, i.e., the network is pruned.
As a means to provide different levels of network availability to different applications, NBBS allows the network operator to assign holding and preemption priorities to each connection. l1 The holding priority of a connection determines the ability of that connection to hold onto network resources it has reserved, whereas the preemption priority determines the ability of the connection to take away resources from other connections when the network is congested. The NBBS path selection function first attempts to find a path without preempting connections already established in the network. However, if no path is available, it starts searching for links carrying connections that can be preempted, i.e., connections with lower holding priorities. Throughout the rest of this paper, we assume that the network graph has been pruned based on bandwidth requirements and connection preemption priorities.
Point-to-point path selection
Load balancing in the network avoids early link saturation, which may result in a greater number of connections routed over longer, and therefore costlier, alternate paths. '9,20 Another advantage of load balancing is that it tends to minimize the endto-end delay in packet-switched networks.
The NBBS path selection algorithm finds the minimum hop path that is capable of supporting the service requirements of the connection (i.e., loss ratio and either end-to-end delay or delay variation) while attempting to balance the load among paths with similar characteristics and to control when and how calls can be routed over costlier (longer) paths.
The motivation for favoring minimum hop paths is to minimize the amount of network resources allocated to a connection, allowing more connections to be supported, and therefore improving the total network throughput. This is inspired from heuristics used in circuit-switched networks where direct paths are favored. It is noted, however, that even in circuit-switched networks, doing so does not always yield optimal routes. This simple rule has, however, generally been observed to generate "reasonable" network throughput and it is used NBBS path selection finds the minimum hop path that supports the service required.
in NBBS. It is also noted that favoring minimum number of hops often conflicts with the load balancing criterion (a heavily loaded two-hop path is selected over a lightly loaded three-hop one). Next we present the NBBS path selection framework in a more precise way.
Denote a directed graph representing the network (after being pruned as described in the previous section) by G = (V, E), where V and E are the set ofvertices and the set of edges, respectively. Vertices represent NBBS nodes and edges represent unidirectional links. Given the source and destination vertices, the point-to-point path selection algorithm computes two unidirectional paths-ne for each direction-separately. 
Among the links belonging to L and terminating at rn (II), one that has the smallest load balancing weight can be determined. The process is repeated until the origin vertex is reached.
The pseudocode for the algorithm is given below:
Stop/*No feasible path is found*/
Further comments about the path selection are:
1. The pruning of the network graph described in the previous section does not have to be done separately from the path selection algorithm itself. In particular, it can be performed as the algorithm progresses by introducing conditions at appropriate places. 2. A predetermined hop count h max can be used to limit the number of hops along the end-to-end connection. 3. Note that the algorithm described above guarantees that the delay requirement is satisfied if a path is found. Among all paths that satisfy the delay constraint, this path is the one with the minimum hop count. The load balancingweight is minimized at each hop moving from the destination to the origin vertex.
In cases where the reduced graph formed by those links that are part of a minimum hop path satisfy the delay constraint is sparse, the end-to-end load balancing weight is more likely to be minimized.
Primary and secondary links
The path selection function performs a preliminary connection admission control by rejecting a connection request if no path that meets both the endto-end delay and bandwidth requirements can be found. Certain feasible paths (paths meeting both the QOS and CAC criteria) may still be rejected if NBBS best-effort traffic is supported by a rate-based mechanism and path selection.
some of the constituent links are likely to be better used by future connections. In particular, resources assigned to a connection along a path may later be put to a better use and allow the network to carry more connections that would otherwise have been rejected. If that is the case, it is preferable to block the first connection despite the fact that it could have been accepted. Several approaches have been proposed, mostly in the context of circuit-switched networks, to deal with this problem. For example, the shadow cost21,22 or state d e~e n d e n t~~,~~ approaches attempt to forecast the impact on the network revenue of accepting a new connection on a given path. Connections are accepted only if they are expected to have a positive impact on the network revenue.
In addition to the network throughput aspect, there are also fairness reasons that may lead to the rejection of some connections even when a feasible path has been identified. For example, in the simple case of three nodes A, B, C in tandem, traffic from B and destined to C should not be allowed to shut off all the traffic from A to C despite the fact that it requires fewer resources (one versus two links). In packet-switched networks, this problem is known as starvation of some nodes and special attention must be given to avoid this problem.
The NBBS routing algorithm addresses these issues by introducing a concept similar to that of trunk reservation in circuit-switched networks 19320,25 to avoid both the potential instability and unfairness TEDIJANTO ET AL.
problems as the network load increases. Accordingly, the use of longer alternate paths is prevented when link loads exceed certain thresholds. This attempts to ensure that excess traffic is carried only when there are enough idle resources. The approach relies on the use of primary and secondary paths associated with each origin and destination pair (OD pair) in the network.
For a given OD pair, primary paths are the minimum hop paths. Links that belong to the primary paths of an OD pair are identified as primary links for that pair, while all other are deemed secondary links. Note that not all links on a secondary path are necessarily secondary links, as some links may also belong to primary paths for the same OD pair. Associated with each link are the primary and secondary load thresholds (reservable capacities, R), which are used to determine if the path can support the connection. A primary path is acceptable if the loads on all its (primary) links are below the levels corresponding to primary load thresholds, and the load levels on all its secondary links (there must be at least one, otherwise the path would not be secondary) are below the secondary load thresholds. Primary and secondary load thresholds are typically set at 100 percent and 95 percent respectively of the maximum reservable link capacity, and have been found effective in maintaining throughput while preserving fairness at high network loads. 26 For a given OD pair, primary links can be identified using an algorithm very similar to the NBBS path selection algorithm. Note that whether a path connecting a given OD pair is primary or not depends on the QOS and bandwidth requirements of the connection request. For example, consider an OD pair connected by one slow link with a 10 megabits per second (Mbps) total capacity. The same pair is also connected by two faster links, each with 50 Mbps total capacity. The single slow link is primary for a connection requiring, for example, 5 Mbps bandwidth, while the two faster links are secondary links. For a connection requiring more than 10 Mbps, however, the two faster links are primary since the single slow link cannot be used.
The steps used to find all primary links given an OD pair ( p , q ) and a connection with given delay and bandwidth requirements are summarized as follows:
Prune the network graph as described in the previous section assuming that the connection is the only one in the network. Find h* as described in
Step 1 of the path selection algorithm. Find all the primary links as those that are part of an h * -hop path satisfying the delay constraint as follows: Let us denote the set of such links by L , and let a ( h , n ) be the minimum delay from an immediate vertex n to the destination vertex q in exactly h -hops using links belonging to L,. In general, a link 1 with end points m and n , is in L , and is h * -h hops away from q if
Starting from the destination vertex q , links terminating at q that are in L can be identified. D(1, n ) can then be computed for every intermediate vertex n one hop away from q. Links belonging to L that are one hop away from q can be identified andD(2, n ) can be computed using the Bellman-Ford equation. These steps are repeated until the origin vertex is reached.
A pseudocode of the algorithm to find all primary links is given below:
The complexity of the algorithm
The computational Complexity of both the path selection algorithm and the algorithm to find the pri- 
Path selection for best-effort connections
Best-effort connections do not require any explicit QOS from the network. Local area network (LAN) data traffic is a typical example of this service class. Implicitly, however, it is required to reduce the loss ratio this traffic will see in the network as much as possible.
Best effort service in NBBS uses nonreserved delay priority (Le., the lowest delay priority). A consequence of this is that the nonreserved queue is served only when there is no other packet waiting in the other queues for transmission.
NBBS uses two mechanisms to support best-effort traffic in the network: an end-to-end rate-based mechanism that regulates the rate at which traffic is submitted to the network, and path selection. Rate regulation allows the source to increase or decrease its submission rate to the network based on the measured delay along the path of the traffic. Hence, if the path is not heavily utilized by the higher priority traffic, then a best-effort source is allowed to increase its traffic submission rate. If the path is highly utilized, then these sources are forced to reduce their rates.
Rate-based control of best-effort traffic regulation achieves the objective of reducing the loss ratio of the connection at the expense of possibly delaying the traffic at the source. In order to reduce this delay, the path selection function attempts to find a path in the network that reduces the possibility of long delays. This is achieved by allocating the best-effort connections along the paths that are utilized lightly.
Linkutilization that defines the percentage of time the link is busy transmitting traffic is a link metric advertised by each link and distributed to every node in the network. The metrics are updated every time the link utilization at a link changes significantly. Source nodes use this information to find the least utilized path in the network at the time the best effort connection request arrives. The path selection function in this case is an application of the Bellman-Ford shortest path algorithm that uses link utilization as the link metric and attempts to find the lightly utilized path that is likely to be able to support the best-effort traffic.
Point-to-multipoint path selection
The term multimedia is used to refer to concurrent presentation of two or more applications such as voice, data, video, and image. Examples of multimedia applications include teleconferencing, entertainment video, medical imaging, advertising, and education.
Multimedia applications are distinguished in various ways: 27 First, there are requirements for "synchronization" among various information types, which can range from a coarse synchronization such as sequencing the transmission of various objects (e.g., image followed by voice followed by image and so on) to a more precise synchronization such as synchronization ofvoice to the speaker's lip motion. Second, there are performance restrictions on the end-to-end delay value, referred to as latency, as well as instantaneous variations in latency, referred to as jitter. Furthermore, multimedia applications typically take place between a group involving more than two users. The communication within the group is usually symmetric, that is, any group member may send information to any other group member. Accordingly, the network should provide efficient multicast transmission capabilities to support multimedia applications.
In general, there are three methods that can be used to establish connections among a group of users:
Establish point-to-point connections from each node that generates traffic to all other group members.
TEDIJANTO ET AL.
Construct a single tree with full duplex links that provides a path from each group member to all the other group members. Construct as many trees with half duplex links as there are group members that generate traffic that provides a point-to-multipoint path from the root (i.e., one of the members) of the tree to all the other group members.
The first method requires as many as N 2 connections to be established with N being the number of group members. This approach imposes a significant processing burden to the network, particularly as the number of group members increases. Each individual connection in this approach is managed separately, increasing the complexity of the management functions. In addition, the amount of network resources used for a single application-connection identifiers, table entries used at the intermediate nodes, as well as the total bandwidth used by the point-to-multipoint connectionincreases artificially, limiting the effective utilization in the network.
The second method minimizes the network resources used to establish multipoint connections, and routing in the network becomes much simpler when, potentially, a single identifier is used for routing at the intermediate nodes. However, constructing such a tree is a nonpolynomial-(NP-) complete problem," when the bandwidth requirements of each connection are taken into consideration. Another problem with this approach is that when a new node is to be added to the group, the existing tree may no longer be capable of supporting the additional traffic generated by the new group member. This may require a new tree to be established every time a new node joins the group.
The third method provides a point-to-multipoint communication capability on a single tree, thereby requiring the establishment of N trees. Point-tomultipoint connections arise naturally in various multimedia applications as well, in which the communication is not symmetric, e.g., video distribution. Using these trees reduces the complexity of multipoint connections compared with the first method and eliminates the problems associated with new members joining the group in the second method. Hereafter, point-to-multipoint trees are referred to as multicast trees.
A multicast tree is a collection of half duplex transmission links spanning the nodes on which the group members reside. Messages entering the tree from one group member, referred to as the root, are routed and copied as necessary by the intermediate nodes to be delivered to all group members. In the simplest case, it is possible to construct a multicast tree with a given root, if one exists, by forming a spanning tree on a directed graph that originates at the root. The multicast tree can then be constructed by trimming the tree to eliminate all leaf nodes that are not group members. However, it is necessary to meet the service requirements of applications along the links on this tree. In addition, the network provider's objective is to maximize the effective utilization of its network resources, thereby minimizing the amount of resources used for connections. When an optimization criterion is introduced to the construction of a multicast tree, then the problem, known as the Steiner tree problem, becomes NP-hard if the number of group members is less than the total number of nodes in the network.
Next, we present an algorithm that constructs a point-to-multipoint tree, which attempts to minimize the total number of links used to construct the tree and satisfy end-to-end delay requirements of applications. This algorithm can be used in two ways: tree creation and tree extension. In creating a tree, the algorithm starts at the origin node and constructs a multicast tree spanning all group members. In the case of extending the tree, the algorithm starts with the existing tree and extends it to new nodes joining the group.
The input to the algorithm is the maximum endto-end delay required by the application, the network topology, and the (initial) set of group members that the communication will involve. The output of the algorithm is the multicast tree, prov i m a point-to-multipoint connection from the root to all the other group members.
Multicast tree algorithm
The algorithm is based on the following procedure: Start with an initial tree and extend it out to one of the other group members to form a larger tree, so that the number of links used to extend the tree are minimized while satisfying the delay constraint. This step is repeated until either all the group members are included in the multicast tree or it is found out that some group members cannot be reached. In reaching out to a destination node, the procedure finds the first group member with a minimum IBM SYSTEMS JOURNAL, VOL 34, NO 4, 1995 hop count away from the current tree that satisfies the maximum end-to-end delay constraint from the root. As a result, the final multicast tree approximately minimizes the total number of links used to provide a point-to-multipoint connection, while guaranteeing the maximum end-to-end delay constraint of the application. Furthermore, if there exists a feasible tree (i.e., that satisfies the delay requirement), the algorithm is guaranteed to find it. The steps of the algorithm can be summarized as follows:
Step 0. Initially, only the root node belongs to the tree.
Step 1. Initialize the length of the root to every node, where the length of a path to node i is defined as the total delay of going from the root to node i over tree links. A node that belongs to the tree is considered to be a zero hop away from the tree. The lengths of the nodes that do not belong to the current tree are initialized to infinity for all hop counts.
Step 2. Find a group memberj that is a minimum hop away from the current tree and satisfies the end-to-end delay constraint.
Step 3. Trace the path from the root to nodej and determine if there is a loop in the current tree. Loop, in this context, refers to a cycle in the tree obtained without considering the directions of links.
Step 4. If there is a loop, then eliminate the loop by applying the minimum spanning tree algorithm to the current tree (in fact the current graph is no longer a tree) and eliminate all leaf nodes that are not group members.
Step 5. If there is any group member that does not belong to the current tree, go to Step 1. Else, STOP.
Conclusions
Path selection function in broadband networks is a complex service necessary to provide service guarantees to different applications with different QOS requirements. In NBBS, providing service guarantees is a comprehensive solution that includes the bandwidth management and the path selection functions.
Finding an optimum path subject to one or more constraints is, in general, an NP-COmpkte problem. That is, there is no known algorithm that can solve the problem in polynomial time. Accordingly, the problem needs to be addressed heuristically. In NBBS, the loss requirements of connections is determined by the bandwidth management function that produces the amount of bandwidth needed to support the connection on a particular link. This value is checked in the path selection function to prune the network graph by eliminating links that cannot support the connection (i.e., cannot provide the required loss ratio guarantee). The current NBBS algorithm is then used to find a minimum hop path that satisfies one additive constraint (Le., delay or jitter, but not both simultaneously). In addition, the path selection algorithm attempts to balance the load over equally desirable paths (Le., with the same number of hops while satisfying the delay constraints) to achieve high network throughput. Other features of the algorithm include connection and preemption priorities and the use of primaly and secondary paths.
The path selection framework also includes a heuristic developed to construct a multicast tree. The algorithm produces a unidirectional tree that provides a point-to-multipoint connection from a node to a group of nodes with end-to-end delay constraints with a polynomial time complexity. Various properties of the multicast algorithm include the guarantee of the construction of a multicast tree on a graph with directional links (if there exists one), minimizing (approximately) the number of links used to construct the tree, and the guarantee of the maximum end-to-end delay requirements of applications.
Emerging multimedia applications require the solution to multiconstraint optimization problems that would include delay, jitter, and administrative weight as the constraints. Satisfying all these QOS requirements simultaneously appears to be much more difficult than the single constraint optimization problem. As these are all NP-complete problems, the proposed solutions would be necessarily heuristics. The current NBBS path selection framework is being extended to address these requirements with an algorithm that works fairlywell in most cases with a polynomial worst-case time complexity.
