The improvement problem for available lower and upper trace bounds for the solution of the continuous-time Lyapunov equation (LE) is investigated. It is shown how an arbitrary positive (semi)-definite lower matrix solution bound can be used to get always tighter trace estimates.
1. Introduction. The estimation problem for the solution of the LE attracts the attention for more than half a century. The current interest is motivated both by theoretical and practical reasons. Upper and lower, scalar and matrix bounds provide some essential information about the dependence of the solution size on the equation parameters, i.e., the coefficient matrix and the right-hand side positive (semi)-definite matrix. The LE plays an essential role in contemporary control theory. Sometimes, it is either impossible, or even not necessary to compute the exact solution [ 3 ] . In these cases, it is desirable to get some bounds for it. The solution estimation problem has two main aspects -bounds validity restrictions and, of coarse, bounds tightness. This paper investigates the possibility to improve available in the literature valid trace bounds for the solution of LE. The main result consists in the proposed new lower and upper bounds.
2. Preliminaries. The following notations will be used: if X and Y are symmetric matrices, X ≥ Y means that X − Y is a positive semi-definite matrix; λ 1 (X), λ n (X) denote the maximal and the minimal eigenvalue of an n × n symmetric matrix X, respectively; for a square matrix X, X s = 0.5(X T + X) and I is the identity matrix of a respective dimension. The inverse of a nonsingular matrix and the square root of a positive (semi)-definite matrix are denoted by X −1 , and X 1/2 , respectively. Recall also some of the basic properties of the trace (sum of eigenvalues = sum of diagonal entries) operator. For arbitrary square matrices X and Y and a symmetric matrix Z of the same dimension, one has tr(X) = tr(X T ), tr(X + Y ) = tr(X) + tr(Y ), tr(XY ) = tr(Y X),
3. The trace bounds problem. It is well known that a matrix A is a positive stable one if and only if the LE (1)
has a unique positive (semi)-definite solution matrix P for any given positive (semi)-definite matrix Q. The improvement of some well known trace bounds for the solution of (1) is studied in this research. While various, always valid lower bounds can be easily derived, the existing upper bounds validity depends on the satisfaction of some rather restrictive assumptions concerning the coefficient matrix A. Consider the following trace bounds [ 7 ] :
. , provided that F = U V T is a Hurwitz matrix, which is equivalent to F s < 0, since F is unitary. It was also proved that A s < 0 and always implies F s < 0. This simple fact helps the extension of the set of Hurwitz matrices (3)
Validity of the lower and upper bound is guaranteed if
for which valid bounds for the solution of (1) can be obtained. The next lower and upper trace bounds have been proved in
.
The lower bound in (4) is always valid since tr(A) = tr(A s ) = tr(F s R 1 ) = tr(F s R 2 ) < 0 and therefore (2) is not. Thus, the usage of the s.v.d. of the coefficient matrix A contributes to the extension of the set of Hurwitz matrices for which valid upper trace solution bounds exist. Unfortunately, it is not possible to compare the bounds (2) and (4), in the sense of tightness, in the general case. After these preliminary words concerning the imposed on matrix A bounds validity restrictions, the problem of their improvement will be considered next.
4. New tighter trace bounds. Suppose that there exists some positive (semi)-definite lower matrix bound for the solution P in (1). It will be shown how it can be used to improve the tightness of both the lower and upper trace bounds in (2) and (4).
Lemma 4.1. For any matrix P L , 0 ≤ P L ≤ P , the solution trace can be estimated as follows:
Proof. Consider the modified LE
Since P − P L ≥ 0, by assumption, and having in mind the trace bounds (2) and (4), the trace of the positive (semi)-definite difference solution matrix in (6) can be bounded as follows:
Having in mind the inequalities in (7), the trace bounds t L 3 , t U 3 are easily obtained. Consider the s.v.d. of A in (3). The traces in (8) and (9) can be rewritten as follows:
The bounds t L 4 , t U 4 , t L 5 , t U 5 are obtained by making use of these trace equalities and the respective inequalities in (8) and (9), which proves the lower and upper trace estimates in (5). The next result proves that the new bounds are always tighter than the respective ones in (2) and (4).
Corollary 4.1. For any given matrix
In addition, if P L is a strictly positive definite lower matrix bound for P , then any equality in (10) is possible if and only if b L 2 = b U 2 = tr(P ).
Proof. The bounds defined in (5) can be rewritten as follows:
since for any given n × n symmetric matrix X, one has
This proves the inequalities in (10). Let P L > 0 and suppose that b
. This is possible in some of the following three cases:
Consider the LE (1) multiplied by R 1 from the right, i.e.
= 2λ 1 (R 1 F s R 1 ) tr(P ) = −2 tr(QR 1 ).
It follows that tr(P ) = t L 4 = t L 1 = t U 4 = t U 1 , in this special case. Therefore, tr(P ) = t L 5 = t L 2 = t U 5 = t U 2 , in this case. If b U 2 = min(b U 0 , b U 1 ), the above statement can be proved in a similar way. This completes the proof of the lemma.
