Theˆ -algorithm is a general extrapolation procedure for accelerating the convergence of sequences. Acceleration theorems for two classes of sequences of real numbers are proved. Theoretical results are illustrated by numerical examples.
Introduction
Theˆ -algorithm [7] [8] [9] is a general extrapolation process which contains, as particular cases: the -algorithm [1, 2, 13] , the iterated 2 [10] , the iterated 2 [1, 2, 6, 10, 12] , the T-algorithm [4] , the iterated ÿrst step U 1 of Levin's transformation [11] , Matos's transformation [12] and other transformations obtained by Brezinski [5] .
Some results of convergence acceleration for theˆ -algorithm are obtained in [7, 8] where the convergence of the sequence (s n ) to be accelerated is logarithmic (respectively linear) and the error s n − s (respectively (s n+1 − s)=(s n − s)) (s is the limit of (s n )) has an asymptotic expansion of the form In the previous works [7] [8] [9] , theˆ -algorithm is applied for computing integrals, for summing slowly convergent series, for solving nonlinear equations and for computing the derivatives of a function.
In many situations, it is easy to prove that s n+1 − s n (respectively (s n+2 − s n+1 )=(s n+1 − s n )) has an asymptotic expansion but it is di cult to prove this for s n − s (respectively (s n+1 − s)=(s n − s)). For these reasons, in this paper, we consider two wide classes of convergent sequences of real numbers. The ÿrst class is the set of sequences (s n ) such that s n+1 − s n has an asymptotic expansion of the form
where Log 0 (n) = n; Log i+1 (n) = Log(Log i (n)) for i = 0; 1; : : : ; p; 0 = 0; (1; : : : ; 1) ≺ (Â 0 ; : : : ; Â p ) and (0; : : : ; 0) ≺ (Â 0;1 ; : : : ; Â p;1 ) ≺ · · · ≺ (Â 0; i ; : : : ; Â p; i ) ≺ (Â 0; i+1 ; : : : ; Â p; i+1 ) ≺ · · · . This class of sequences contains all convergent sequences (s n ) such that The second class is the set of linear convergent sequences (s n ) such that (s n+2 − s n+1 )=(s n+1 − s n ) has an asymptotic expansion of the form The results obtained generalize those given in [7, 8] . Numerical examples are given for illustrating the theoretical results.
Preliminary results
Let us begin by the following notations: N: The set of nonnegative integers, N * = N − {0}, R: The set of real numbers, R + = {x ∈ R; x¿0}; R * + = {x ∈ R; x ¿ 0}, u n = o(v n ) means that u n =v n → n 0:
Let p ∈ N (p is ÿxed in the sequel). The used asymptotic sequences are formed by sequences (u n ) with
where ∈ R * + ; Â i ∈ R; i = 0; : : : ; p. Let r = ( ; Â 0 ; : : : ; Â p ). In the sequel (u n (r)) denotes the sequence The following Property is the basis of many results given in this work.
Property. Let Â ∈ R. For each q ∈ N,
where ( Proof. By induction on q.
With the help of the previous Property, one can easily prove the Theorem 1. Let (t n ) be a sequence of real numbers. If
with Â i0 0 = 0; I 1 ⊂ A. Then
with I 2 ⊂ A.
In Section 3 (respectively Section 4), we shall establish some results of convergence acceleration of logarithmic (respectively linear) convergence sequences satisfying (1) (respectively (2)).
The logarithmic case
We ÿrst present the rules of theˆ -algorithm. When applied to a sequence (s n ), the algorithm has the following rules:
(n) 0 = s n ; n¿0;
; n¿0; k¿1:
Here and in the sequel, the operator operates on the upper index n
is called the auxiliary sequence of theˆ -algorithm.
Theˆ -algorithm includes the following extrapolation processes: x (n) k = 1: the iterated 2 process [1,2,6,10,3]; x (n) k = a n : the iterated modiÿed 2 process with (a n ) as auxiliary sequence [5] ;
Matos's transformation with (a n ) as auxiliary sequence [12] ;
2k−1 ): the -algorithm, where (n) 2k−1 ; k¿1; n¿0, are given by the columns of odd index of the -algorithm [1, 2, 6] ;
k ) as auxiliary sequences [7, 8] ;
k−1; k are computed by the auxiliary rule of the E-algorithm [3, 4, 6] ).
Before giving convergence acceleration results for one step of theˆ -algorithm, we present the Lemma 2. Let (s n ); (t n ) be two sequences converging both to s. If the following conditions are satisÿed:
Proof. It follows from [6, Theorem 1.22, p. 49]. 
; where i k is the smallest index such that Â ik ¿ 1;
where 0 = 0; (Â 0 ; : : : ; Â p ) ≺ (c 0 ; : : : ; c p );
From assumptions (ii) and (iii) we obtain
From (4) and Theorem 1 we deduce that
with J 2 ⊂ A.
From (4) and (5) we get
with J 3 ⊂ A.
We have
where
k . From (6) and (7) we get
with J 5 ⊂ A. From relations (3) and (7) and from assumption (i) we deduce that
From (8) and Theorem 1 we get
where J 6 ⊂ A. Relations (7), (10) and (11) give either ˆ (n) k = 0 when n is large enough. Then, from (9) we deduce that
where (Â 0 ; : : : ; Â p ) ≺ (c 0 ; : : : ; c p ); 0 = 0 and I 2 ⊂ A.
From (7), (11) and (13) we deduce that
The result (a) is then proved. From the relations (9) and (14) and Lemma 2 we get the assertion (b).
In practice, the index i k (see assumption (iv)) is unknown. An alternative is given by Proof. It follows immediately from Theorem 3.
A fundamental convergence acceleration result is given by Corollary 5. Let k ∈ N * . Let (s n ) be a sequence converging to s such that 
Thenˆ
(n) k = s when n is large enough orˆ
Proof. It follows from Theorem 3.
Deÿnition. Let (s n ) be a sequence converging to s. We say that theˆ -algorithm is e ective on (s n ) if for each index k¿1, either ∃n 0 ; ∀n¿n 0 ;ˆ Log j (n))) as auxiliary sequence is e ective on (s n ). Other e ectiveˆ -algorithms on (s n ) are given by Theorem 6. Let (s n ) be a sequence converging to s such that
where 0 = 0; (1; : : : ; 1) ≺ (Â 0 ; : : : ; Â p ) and I 1 ⊂ A. Let i 0 be the smallest index such that Â i0 ¿ 1.
(i) Let (a n ) be a sequence such that
The iterated modiÿed 2 and Matos's transformation with the auxiliary sequence (a n ) both are e ective on (s n ).
(
k ) be two double sequence such that; ∀k¿1; k ) as auxiliary sequences is e ective on (s n ).
The modiÿed iterated 2 with (a
k ) as auxiliary sequences is e ective on (s n ). (iv) Let (x n ) be a sequence such that The T-algorithm associated to Richardson extrapolation process with (x n ) as auxiliary sequence (i.e. theˆ -algorithm with x (n) k = x n+k =(x n+k − x n ) as auxiliary sequence) is e ective on (s n ). (v) If Â 0 ¿ 1 (i.e. i 0 = 0); theˆ -algorithm and the iterated 2 are e ective on (s n ).
Proof. It follows from Theorem 3 and Corollary 5.
In the case where i 0 is not known, the next Corollary gives some e ectiveˆ -algorithms on (s n ).
Corollary 7. Assume that (s n ) satisÿes (16).
Log j (n) ÿ 0 + r∈I ÿ r u n (r) ;
k ) be two double sequence such that; ∀k¿1;
with k = 0 and J k ⊂ A.
k ) as auxiliary sequences is e ective on (s n ).
Proof. It follows immediately from Theorem 6.
The linear case
From [6, Theorem 1:19, p. 48] we deduce the Lemma 8. Let (s n ); (t n ) be two sequences of real numbers converging both to s. If
Theorem 9. Let k ∈ N * . If the following conditions are satisÿed:
ÿ r u n (r); with I 2 ⊂ B:
; n = 0; 1; : : : :
From conditions (ii) and (iii) we get
with I 4 ⊂ B.
We havê
Then, from condition (i) and from relations (17) and (18) we get
Write
From condition (ii) and from relations (17) and (21) we deduce that either n = 0 when n is large, then, from (19) - (21) we get that, ∃n 0 ; ∀n¿n 0 ,
where 0 ¡ 61; ( ; Â 0 ; : : : ; Â p ) ≺ (1; 0; 0; : : : ; 0); = 0 and I 5 ⊂ B.
From (20) and (22) we obtain
Condition (ii) and the relations (20) and (22) give 
The following Theorem gives some e ectiveˆ -algorithms on the sequences which satisfy (25).
Theorem 11. Let (s n ) be a convergent sequence satisfying (25).
(i) The -algorithm; the iterated 2 and the iterated 2 are e ective on (s n ). (ii) Let (a n ) be a sequence such that a n+1 a n ≈ 1 + r∈I1 r u n (r) with I 1 ⊂ B:
The iterated modiÿed 2 and Matos's transformation with (a n ) as auxiliary sequence both are e ective on (s n ). The T -algorithm associated to Richardson extrapolation process with (x n ) as auxiliary sequence is e ective on (s n ).
Proof. It follows from the results of Theorem 9 and Corollary 10.
In the next section we present an important application of the previous theoretical results. 
Summation of series
Let n a n be a series of real numbers such that The sequence (s n ) satisÿes (16) with i 0 = 0 and Â 0 = 3:5. Thus T i ; i = 1; : : : ; 4 are e ective on (s n ) (see Theorem 6) . The numerical results are presented in Table 1 . Table 2 for numerical results. In the two examples, the results obtained by the -algorithm and the iterated 2 are better than those given by the other algorithms.
