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Summary  Business  to  customer  (B2C)  marketing  for  the  retail  organisations  is  the  most  rapid
adoption made  by  the  developed  countries,  while  it  has  the  pitfalls  in  the  developing  nations.
B2C companies  have  been  continually  putting  some  or  the  other  lucrative  offers  and  schemes
on their  manufactured  products.  There  happens  to  be  no  logical  demand  of  clubbing  the  sale
of two  products.  The  only  need  of  such  clubbing  is  the  ﬁnancial  crisis  which  the  company  wants
to overcome.  Information  technology  can  renew  and  make  the  competitive  advantage  for  B2C
companies.  In  this  paper,  a  novel  way  for  ﬁnding  the  itemset  clubs  is  proposed,  hence  extending
Apriori algorithm.  The  proposed  methodology  aims  at  ﬁnding  the  combinations  of  the  products
which can  be  sold  together  with  the  high  levels  of  utility.  This  allows  for  making  good  proﬁts
for the  company.  Unlike  contemporary  way  of  items  bearing  positive  values,  negative  item
values have  been  looked  into.  The  MHUIS-2wPS  algorithm  utilises  the  transactional  experiences
of the  retail  stores  and  outputs  the  size-2  clubs.  The  MHUI-NIV  algorithm  caters  for  the  items
with negative  item  values.  The  dissertation  applies  various  pruning  strategies  for  the  discovery
of high  utility  itemsets.  These  prunings  will  help  remove  the  unnecessary  formation  of  the  low
utility extensions.  Later,  various  datasets  have  been  used  to  show  the  essence  of  the  algorithms.
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of  EUCS  and  PUCS  (Fig.  2).Mining  of  high  utility  itemsets  of  size-2  with  pruning  strateg
absorbent  for  delivering  the  services,  because  of  growing
competition  amongst  the  companies  making  customers  fall
in  the  dilemma  to  choose  from.  Their  psychology  imparts
ways  for  making  the  companies  lure  the  customers  and  put
schemes,  sales,  or  offers  on  the  product  items  by  the  brands
and  companies.  The  customer’s  behaviour  and  the  transac-
tion  logs  have  an  overlapping  characteristics  (Homsud  and
Chaveesuk,  2014).  All  the  previous  researches  done  have
support-conﬁdence  framework  which  uses  frequency.  But,
the  frequency  may  not  prove  to  be  a  sufﬁcient  signiﬁcant
parameter  since  frequency  is  reﬂection  of  the  number  of
transactions  in  the  dataset  containing  a  particular  itemset,
and  does  not  imply  its  Utilit. The  utility  can  be  cost,  proﬁt,
revenue  or  other  preferred  expression.  Also,  it  might  hap-
pen  that  frequent  itemsets  contribute  only  to  a  meagre  part
of  the  entire  beneﬁt,  while  infrequent  itemsets  contribute
to  the  bigger  pie  of  the  proﬁt.  Some  speculative  steps  have
been  taken  in  Sahoo  et  al.  (2015).  An  itemset  in  retail  busi-
ness  may  bear  negative  item  values.  Hence,  prominence
arises  for  discovery  of  high  utility  itemsets  with  negative
item  values  (Chu  et  al.,  2009).  Many  supermarkets  promote
items  to  lure  customers.  The  customers  buy  particular  items
and  then  get  free  goods  which  make  up  negative  value,
and  ultimately  supermarkets  earn  higher  proﬁts  (Lee  et  al.,
2013).  In  this  paper,  we  propose  the  modiﬁcations  to  Apriori
Algorithm  called  MHUIS-2wPS  algorithm  and  MHUI-NIV  algo-
rithm.  They  work  upon  the  Utility  parameter  to  ﬁnd  the  clubs
of  two  item  products  which  can  be  sold  on  schemes,  using
the  pruning  strategies  for  improving  the  performance.
High utility itemsets mining
An  itemset  X  is  a  High  Utility  Itemset,  if  the  utility  of
it  meets  the  minimum  threshold.  Otherwise,  it  is  a  Low
Utility  Itemset.  It  is  not  efﬁcient  to  apply  directly  the
Apriori  property  for  pruning  the  search  space  for  can-
didate  itemsets  because  of  neither  non-monotonicity  nor
monotonicity  of  the  utility  constraint.  For  reduction  of  the
search  space  and  enhancement  of  the  performance,  the
Transaction-Weighted  Utility  (TWU)  concept  is  used  satis-
fying  the  downward  closure  property.  TWU  of  an  itemset  X
is  given  by
∑
Tq ∈ D,X ∈ Tq tu(Tq).
A  vertical  mining  approach  which  generates  high  utility
itemsets  in  a  single  phase  of  the  algorithm  by  the  use  of
database’s  vertical  representation  is  used.  It  deploys  the
data  structure  named  as  Utility  List  for  an  itemset.  For  an
itemset  X  of  a  transaction  Tq,  the  set  of  items  after  X  in  Tq
is  represented  by  Tq/X.  For  an  itemset  X,  the  utility  list  of
X  contains  the  tuples  (Tq,  iutil,  rutil)  for  each  transaction
Tq having  X.  The  utility  of  X  in  Tq,  coined  by  iutil,  is  the
sum  of  the  utilities  of  all  items  in  Tq/X.  rutil  is  calculated  as∑
i ∈ Tq/Xu(i,  Tq).  For  a  given  itemset  X  with  its  utility  list,  if
the  sum  of  iutil  is  less  than  minimum  utility,  then  X  is  not  a
high-utility  itemset.
Pruning strategiesEstimated  utility  co-occurrence  pruning  (EUCP)  strategy  is
used  to  eliminate  a  low  utility  extension  and  also,  all
its  transitive  extensions.  It  encompasses  the  TWU  pruningFigure  1  MHUIS-2wPS  algorithm.
trategy  to  prune  a  bigger  itemset  of  length  more  than  two
y  incorporating  the  TWU  values  of  all  its  subsets  of  length
ne.  The  utility  value  given  to  the  estimated  utility  co-
ccurrence  values  by  i  has  no  effect  after  the  subproblem
f  i is  completed.  This  idea  gives  rise  to  provide  a  promising
tility  co-occurrence  structure  (PUCS)  for  every  promising
tem  for  further  reduction  of  the  candidate  itemsets.
roposed algorithms
he  proposed  MHUIS-2wPS  algorithm  (Fig.  1)  follows  the
equential  approach  for  ﬁnding  the  high  utility  itemsets.
sing  the  utility  list,  the  high  utility  itemsets  will  be  found.
hen  applying  the  pruning  concepts  of  EUCS  and  PUCS,  the
temsets  will  be  made  minimal  resulting  in  the  formation
f  high  utility  itemsets.  It  builds  the  necessary  data  struc-
ures  and  parameters  for  carrying  out  the  processing.  It  also
nitiates  the  ﬁnding  of  the  clubs  of  items.  Later,  it  checks
he  other  extra  areas  i.e.  the  itemset  clubs  which  can  be
earched  here  itself  for  calling  as  high  utility  or  not.  Lastly
he  validation  of  the  formed  clubs  is  done  using  the  decisionsFigure  2  MHUI-NIV  algorithm.
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Figure  3  Number  of  size-2  clubs  formed.
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esults and discussions
n  applying  the  algorithm  on  the  synthetic  dataset  bearing
 transactions,  following  graphs  have  been  plotted.  Fig.  3
escribes  the  number  of  size-2  itemsets  formed  having  high
tility.  As  the  iterations  proceed,  the  item  combinations  are
rocessed.  The  itemsets  formed  are  checked  for  their  util-
ty  value.  Different  minimum  utility  thresholds  were  taken
nd  the  graph  has  been  plotted  against  the  number  of  size-
 itemsets  found.  Fig.  4  depicts  the  way  the  items  attain
heir  utility  gradually  while  executing  the  program.  As  and
hen  the  algorithm  ﬂows,  the  utility  of  the  items  keeps  on
hanging.  This  utility  as  discussed  is  the  importance  value
f  each  item.  It  may  happen  that  the  utility  for  an  item  may
ake  many  steps  as  is  in  the  case  of  the  item  ‘D’  while  may
emain  stagnant  like  for  ‘H’.  This  happens  because  of  the
uying  nature  of  the  customers.
We  have  taken  in  account  real  data,  BMS-POS  which  con-
ains  sales  data  of  many  years  of  electronics  retailer.  Each
tem  represents  a  category,  instead  of  an  individual  prod-
ct.  Fig.  5  shows  the  performance  upgradation  for  negative
SFigure  5  Results  with  BMS-POS.
temsets  dataset  in  terms  of  the  execution  times.  It  is  noted
hat  with  the  increment  of  the  minimum  threshold,  the  exe-
ution  time  decreases  since  the  number  of  pruned  items  gets
ncreased.
onclusion
o  provide  a pragmatic  relationship  between  itemsets,  we
ave  enforced  the  utility  framework  to  mine  itemsets  having
igh  utility.  The  algorithm,  on  comparison  to  Apriori,  works
aster  and  also  give  semantic  relationship  within  the  items
n  the  basis  of  utility,  even  for  negative  itemsets.  It  is  found
ore  sustainable  for  making  a dataset  with  negative  values
rovide  a  better  performance  metrics.
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