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FRACTAL TRAPS AND FRACTIONAL DYNAMICS
PIERRE INIZAN
Abstrat. Anomalous diusion may arise in typial haoti Hamiltonian systems. Aord-
ing to G.M. Zaslavsky's analysis, a desription an be done by means of frational kinetis
equations. However, the dynamial origin of those frational derivatives is still unlear. In
this talk we study a general Hamiltonian dynamis restrited to a subset of the phase spae.
Starting from R. Hilfer's work, an expression for the average innitesimal evolution of tra-
jetories sets is given by using Poinaré reurrene times. The fratal traps within the phase
spae whih are desribed by G.M. Zaslavsky are then taken into aount, and it is shown
that in this ase, the derivative assoiated to this evolution may beome frational, with
order equal to the transport exponent of the diusion proess.
1. Introdution
Frational alulus [26, 21, 22℄ is eiently used in several elds of physis [12, 24℄. For
example, it may be used to take into aount memory eets and anomalous transport. Several
equations of physis have hene been generalized to non-integer orders so as to provide new
models. Among them, one nd the Euler-Lagrange equation [23, 1, 2, 5, 7℄ and the diusion
equation [20, 4, 9, 18, 27, 29, 6℄.
However, reasons for emergene of suh operators are still unlear and the use this formalism
often remains heuristi. R. Hilfer [10, 14, 11℄ and G.M. Zaslavsky [31, 34, 25, 33℄ have tried
through dierent ways to understand the physial origin of frational derivatives. Both of
their models rely on the reurrene time notion.
The rst of those authors studies the evolution operator of a subsystem and shows that
after a temporal renormalization, the assoiated innitesimal generator is a frational deriva-
tive. However, the interpretation of this operator may seem diult and the renormalization
proedure is ambivalent.
Zaslavsky is interested in haoti hamiltonian systems. He makes frational derivatives
appear in the diusion equation related to the kineti (i.e. probabilisti) desription of the
system. Without a true justiation for the introdution of those derivatives, he nevertheless
onnets the transport exponent µ with the frational orders of derivation and the oeients
of the self-similar strutures whih appear in the phase spae around resonane areas.
In the present artile, we study the dynamis of an Hamiltonian system, presented in setion
2. With ideas taken from Hilfer, we fous in setion 3 on the evolution of a phase spae
subset under the hamiltonian ow. More preisely, the assoiated innitesimal generator is
onsidered. In several examples we show that it is proportional to the usual derivative d/dt.
Then we preise our model by taking into aount the phase spae struture desribed by
Zaslavsky and sumed up in setion 4. In that ase, we prove in setion 5 that the innitesimal
generator may turn into a frational derivative of order µ. We disuss the relevane of this
exponent in setion 6, before onluding in setion 7.
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2. Studied system
Let H be an Hamiltonian dened on a ompat manifold M . The indued ow is denoted
φt. Let m be a measure dened on M . Let G be a measurable subset of M and m′ a measure
adapted to G (suh that m′(G) > 0). Two ases may happen: if m(G) > 0, then we an
hoose m′ = m. Conversely if m(G) = 0 (important ase in this artile), m annot measure
subsets of G, so m′ must dier from m.
Let us suppose that we only have aess to G. Thus we are interested in the dynamis
restrited to G, and we onsider the measurable spae (G,T ′,m′), where T ′ is a σ-algebra of
G over whih m′ is dened. We introdue Ginv, the attrative subset of G:
Ginv =
{
x ∈ G | ∃t0 > 0, ∀ t > t0, φ
tx ∈ G
}
.
If x ∈ Ginv, after some time it beomes possible to ompletely follow the trajetory starting
from x. The assumption that we only have aess to G is thus invisible onerning the
dynamis on Ginv. Conversely, trajetories starting from G\Ginv leave G and then annot
be traked. Fortunately, from Poinaré reurrene theorem, if m(G) > 0, then almost all
trajetories ome bak into G. More preisely, we may dene the Poinaré reurrene time as
∀x ∈ G\Ginv , τG(x) = inf
{
t > 0 |φtx ∈ G, ∃t0 ∈ (0, t), φ
t0x /∈ G
}
.
We remark that if τG(x) < ∞, then φ
τG(x)x ∈ ∂G ∩ (G\Ginv), where ∂G is the boundary of
G. Let Gext be the set of the starting points of trajetories whih never ome bak into G,
i.e. points x suh that τG(x) =∞:
Gext =
{
x ∈ G | ∃t0 > 0, ∀ t > t0, φ
tx /∈ G
}
.
Theorem 1 (Poinaré reurrene theorem). The set Gext is negligible: m(Gext) = 0.
In that ase, G is said m-reurrent. Until the end, if m(G) = 0, we suppose that G is m′-
reurrent. We note Grec the set of trajetories whih alternatively wander inside and outside
G:
Grec = G\ (Ginv ∪Gext) .
We may remark that if x ∈ Grec, then φ
τG(x)x ∈ Grec. Although it is impossible to have
a ontinuous desription of the dynamis within Grec, we may then trak by intermittene
the trajetories stemming from this set, thanks to reurrene times. Following Hilfer [11℄, we
introdue the mapping
S : Grec −→ Grec
x 7−→ φτG(x)x.
(2.1)
Iterations of S permit to follow the temporal evolution of a point of Grec. Let us remark that
for all k ≥ 1, Skx ∈ ∂G. Sine m′(G) = m′(Ginv) + m
′(Grec), it is now possible to trak
almost all trajetories starting from G, at least by intermittene.
The following harateristi times will also be useful:
∀x ∈ Grec, τr(x) = inf
{
t > 0 |φtx /∈ G
}
, τe(x) = inf
{
t > 0 |φτr(x)+tx ∈ G
}
.
The time τr(x) is the time that the trajetory starting from x stays in G before leaving, while
τe(x) is the time this trajetory then spends outside G (see gure 1). Those times verify
τG(x) = τr(x) + τe(x).
We may also note that by ontinuity of the Hamiltonian ow, if τr(x) = 0, then x ∈ ∂G.
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Figure 1. Charateristi times
In order to obtain global informations on the dynamis inside G, sets of trajetories - i.e.
evolution of subsets of G - should be studied, for instane through the evolution of their
measures.
This problem is studied in details in [11, 10℄. The operator S is redened at preision ∆t
on the set of measures on G and appears as a onvolution produt. For a measure ρ on G and
a subset A ⊂ G, Hilfer obtains
S(∆t)ρ(A)(t) = p∆t ∗ ρ(A)(t).
Then he fouses on the indued dynamis after a renormalization in time sale (ontinuous
time-limit in [11℄ and ultra-long time limit in [10℄) and obtains a new operator assoiated
to a new time step, S˜(∆˜t). In that ase, he shows that the harateristi derivative of this
operator, more preisely the innitesimal generator [8, p.356℄ G assoiated to the semi-group(
S˜(∆˜t)
)
f∆t≥0
, dened by
Gρ(A)(t) = lim
f∆t→0
S˜(∆˜t)ρ(A)(t) − ρ(A)(t)
∆˜t
,
may be equal (up to the sign) to the Marhaud frational derivative of order α [26, p.109℄,
with α ∈ (0, 1). Atually, this approah is part of a deeper questioning on time struture and
irreversibility [14, 13℄.
However some points may still seem unlear, suh as the signiation of S(∆t) and the
renormalization proedures. Furthermore, the exponent α remains unspeied.
While keeping a similar approah, we propose here a simple dynamial model for whih
we study the innitesimal generator. In several examples, it is proportional to the ordinary
derivative. Then we use Zaslavsky analysis on Hamiltonian haoti systems: it that ase, the
generator may beome a frational derivative.
3. Constrution of a simple model
Let us reall our objetive: we would like to desribe the dynamis of our system restrited
to G, in a global way, i.e. by onsidering sets of trajetories.
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To do so, we introdue the mapping N given by
N : T ′ −→ F(R,R)
A 7−→ NA,
where NA is a real-valued funtion dened by
NA : R −→ R
+
t 7−→ m′((φtA) ∩G).
Let A ∈ T ′ and t0 ∈ R. We want to know the innitesimal evolution of NA(t0). Several
suessive steps will lead us to a general formula.
3.1. Model with one trap. Let ∆t > 0. We onsider the following binary dynamis: all of
the trajetories whih leave G are trapped within P ⊂ Γ, with P ∩G = ∅. Then they ome
bak after 2∆t, and stay in G during a multiple of ∆t, until possibly leaving again.
We may then split G with the two following sets:
G0(∆t) = {x ∈ G | τr(x) ≥ ∆t} , (3.1)
G1(∆t) = {x ∈ G | τr(x) < ∆t, τe(x) = 2∆t} . (3.2)
We remark that G1(∆t) may also be written as
G1(∆t) = {x ∈ G | τr(x) = 0, τe(x) = 2∆t} ,
= {x ∈ G | τr(x) < ∆t} ,
= {x ∈ G | τr(x) = 0} .
This set is diretly linked to trap P .
Hene we have G0(∆t) ∩G1(∆t) = ∅ and G = G0(∆t) ∪G1(∆t).
As in [10℄, we dene the numbers
pk(∆t) =
m′(Gk(∆t))
m′(G)
, k ∈ {0, 1}.
Those two quantities provide a probability density assoiated to reurrene times (p0(∆t)+
p1(∆t) = 1).
We suppose that these sets are well mixed:
∀B ∈ T ′, m′(B ∩G0(∆t)) = p0(∆t)m
′(B), m′(B ∩G1(∆t)) = p1(∆t)m
′(B).
Starting from NA(t0) = m
′(A), we determine the following states. The shifts will our
every ∆t, so we may just onsider NA(t0 + n∆t), with n ∈ N. Those suessive instants are
now detailed.
(1) At t+0 , trajetories starting from A are splitting: some of them stay in G while the
others leave G during 2∆t. We note A0 the set of initial onditions of the rst ones
and A1 the set of the seond ones. Consequently, m
′(A0) = p0m
′(A) and m′(A1) =
p1m
′(A) (we omit the dependane of p0 and p1 in ∆t).
(2) At t0 +∆t, only A0 is in G:
NA(t0 +∆t) = m
′(A0) = p0NA(t0).
Within the trap, A1 beomes A11.
At t+0 +∆t, it is now A0 whih splits similarly to A, and gives birth to A00 and A01:
m′(A00) = p0m
′(A0) and m
′(A01) = p1m
′(A0).
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(3) Trajetories whih esaped from G at t+0 ome bak at t
+
0 + 2∆t. Consequently, at
t0 + 2∆t, only A00 is present in G:
NA(t0 + 2∆t) = m
′(A00) = p0NA(t0 +∆t).
At t+0 + 2∆t, A00 splits into A000 and A001, A11 omes bak (it turns into A110),
and A01 stays outside G while beoming A011.
(4) At t0 + 3∆t, G ontains A000 and A110. Hene we have
NA(t0 + 3∆t) = m
′(A000) +m
′(A110),
= p0m
′(A00) +m
′(A1),
= p0NA(t0 + 2∆t) + p1NA(t0).
At t+0 +3∆t, A000 splits into A0000 and A0001, A110 into A1100 and A1101, A011 omes
bak and beomes A0110. Conerning A001, it stays outside G and turns into A0011.
(5) At t0 + 4∆t, we nd in G the sets A0000, A1100 and A0110:
NA(t0 + 4∆t) = m
′(A0000) +m
′(A1100) +m
′(A0110),
= p0
(
m′(A000) +m
′(A110)
)
+m′(A01),
= p0NA(t0 + 3∆t) + p1NA(t0 +∆t).
A sketh of the dynamis is given in gure 2.
An immediate generalization leads to
∀n ∈ Z, NA(t0 + n∆t) = p0NA(t0 + (n− 1)∆t) + p1NA(t0 + (n − 3)∆t).
In partiular,
NA(t0 +∆t) = p0NA(t0) + p1NA(t0 − 2∆t). (3.3)
Keeping in mind denition (2.1), we note S(∆t) the operator of innitesimal temporal
evolution, whih leads roughly speaking to the next temporal step. In this example, time is
disete and takes its values in t0 +∆tZ + 2∆tZ = t0 +∆tZ.
So we have
S(∆t)NA(t0) = NA(t0 +∆t). (3.4)
Given that lim
∆t→0+
p0NA(t0) + p1NA(t0 − 2∆t) = NA(t0), S(∆t) veries
S(0) = id. (3.5)
Moreover, from (3.4) S(∆t) also veries
∀∆t1, ∆t2 > 0, S(∆t1)S(∆t2) = S(∆t1 +∆t2). (3.6)
Let us remark that (3.3) may not used to hek this property. By verifying (3.5) and (3.6),
(S(∆t))∆t≥0 denes a one-parameter semi-group. If NA possesses a left derivative at t0, the
assoiated innitesimal generator G is given by
GNA(t0) = lim
∆t→0+
S(∆t)NA(t0)−NA(t0)
∆t
, (3.7)
= lim
∆t→0+
p1(∆t) (NA(t0 − 2∆t)−NA(t0))
∆t
, (3.8)
= −2p1(0
+)
d
dt−
NA(t0), (3.9)
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Figure 2. Model with one trap
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where
d
dt−
NA(t0) is the left derivative of NA at t0 and p1(0
+) is the right limit of p1 at 0.
Remark 1. In this example, the funtion NA annot be dierentiable at t0, unless N
′
A(t0) = 0.
Indeed, S(∆t)NA(t0) = NA(t0 +∆t) in that ase, so we also have GNA(t0) =
d
dt+
NA(t0).
3.2. Model with two traps. We generalize the previous example by supposing that there
are now two sets P1 et P2 outside G, whih trap trajetories during 2∆t and 3∆t respetively.
Trapped trajetories then stay in G during a multiple of ∆t.
As previously, we introdue the following sets:
G0(∆t) = {x ∈ G | τr(x) ≥ ∆t} ,
G1(∆t) = {x ∈ G | τr(x) < ∆t, τe(x) = 2∆t} ,
G2(∆t) = {x ∈ G | τr(x) < ∆t, τe(x) = 3∆t} .
One again, those sets form a partition of G. For k ∈ {0, 2}, we note pk(∆t) =
m′(Gk(∆t))
m′(G)
.
We still have p0(∆t) + p1(∆t) + p2(∆t) = 1.
By proeeding similaraly to the previous model, we nd:
NA(t0 +∆t) = p0NA(t0) + p1NA(t0 − 2∆t) + p2NA(t0 − 3∆t).
Time evolves here in t0 + ∆tZ + 2∆tZ + 3∆tZ = t0 + ∆tZ. The innitesimal evolution
operator S(∆t) one again veries
S(∆t)NA(t0) = NA(t0 +∆t),
thus semi-group properties (3.5) and (3.6) are still fullled.
Conerning the innitesimal generator, we have
GNA(t0) = lim
∆t→0+
p1 (NA(t0 − 2∆t)−NA(t0))
∆t
+
p2 (NA(t0 − 3∆t)−NA(t0))
∆t
,
= −(2p1(0
+) + 3p2(0
+))
d
dt−
NA(t0).
3.3. Generalizations. Let {Pk}k∈N∗ be a set of traps with respetive trapping times nk∆t,
nk ∈ N
∗
. We assume that eah time a trajetory leaves G, it is trapped by exatly one trap.
Hene, if we note
G0(∆t) = {x ∈ G | τr(x) ≥ ∆t}
and for all k ∈ N∗,
Gk(∆t) = {x ∈ G | τr(x) < ∆t, τe(x) = nk∆t} ,
we still obtain a partition of G.
For all k ∈ N, if we set
pk(∆t) =
m′(Gk(∆t))
m′(G)
, (3.10)
the evolution of NA veries
NA(t0 +∆t) =
∑
k≥0
pk(∆t)NA(t0 − nk∆t). (3.11)
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One again, the suessive instants belong to t0+∆tZ. Then S(∆t)NA(t0) = NA(t0+∆t),
and
S(∆t)NA(t0) =
∑
k≥0
pk(∆t)NA(t0 − nk∆t). (3.12)
Now we onsider any trapping times, denoted Tk(∆t) with k ∈ N
∗
, and we suppose they
are well-ordered:
0 < T1(∆t) < · · · < Tk(∆t) < · · · .
In that ase, the group
∑
k≥1 Tk(∆t)Z annot anymore be written as τ0Z but is dense in R.
In partiular, a minimal time step annot anymore be dened. But the group
∑
k≥1 Tk(∆t)Z
remains ountable, so it is still possible to move to the next step: the operator S(∆t) still
makes sense, but is no longer equal to NA(t0+∆t). Consequently, a generalization annot be
done with (3.11), but with (3.12):
S(∆t)NA(t0) =
∑
k≥0
pk(∆t)NA(t0 − Tk(∆t)), (3.13)
where pk(∆t) is given by (3.10), with
G0(∆t) = {x ∈ G | τr(x) ≥ T1(∆t)} , (3.14)
and, for all k ∈ N∗,
Gk(∆t) = {x ∈ G | τr(x) < T1(∆t), τe(x) = Tk(∆t)} . (3.15)
This formula is to be linked with expression (8) in [10℄.
We assume by now that ∆t 7→ p0(∆t) has a right limit at 0, denoted p0(0
+). Now we
speify values of pk(∆t) and Tk(∆t) in the ase of haoti Hamiltonian systems.
4. Dynamial traps and anomalous diffusion
Zaslavsky studies in [33℄ the general shape of haoti Hamiltonian phase spaes. In hapter
12, he introdues the notion of dynamial trap so as to desribe the behavior of trajetories
near KAM tori. This area possesses a self-similar struture: it is omposed of imbriated
subsets Pk whih verify
m(Pk+1) = λM m(Pk), with λM < 1.
Moreover, the trapping times Tk assoiated also have a self-similar property:
Tk+1 = λT Tk, with λT > 1.
Trapping times are hene all the longer as traps are small. This analysis an also be found
in [32, 34℄.
The kind of struture has marosopi onsequenes: when one studies diusion of par-
tiules through a probabilisti desritpion of the system, the moment of order 2 is ruled by
the following law:
〈x2〉 ∝ tµ.
The lassial ase (normal diusion) orresponds to µ = 1. The terms subdiusion and
superdiusion are respetively used for µ < 1 and µ > 1. See [33, part.3℄ and [28℄ for more
details.
Those anomalous diusion phenomena an be desribed with the introdution of frational
derivatives into some spei partial derivatives equations [20, 31, 25℄, [33, hap. 16℄.
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One of the equations proposed by Zaslavsky [33, p.249℄, a simplied frational Fokker-
Plank-Kolmogorov equation, is given by
∂β
∂tβ
P (x, t) =
∂α
∂xα
(A(x)P (x, t)) , 0 < β ≤ 1, 0 < α ≤ 2, (4.1)
where P (x, t) is the probability to nd the partiule at position x at time t.
If we assume A onstant, this equation leads to the following transport equation [33, p.251℄:
〈xα〉 ∝ tβ.
The lassial ase orresponds to β = 1 and α = 2. The transport exponent [33, p.192℄ is
dened by
µ =
2β
α
. (4.2)
Aording to Zaslavsky [33, p.251, p.263℄, the inuene of the dynamial traps appears
through the following relation:
µ =
| ln(λM )|
ln(λT )
. (4.3)
Equality between (4.2) and (4.3) provides a onnetion between the fratal struture of
the phase spae and the frational derivatives of (4.1). However, the justiation for the
introdution of those derivatives in equations (16.3) and (16.4) of [33℄ is not lear. An approah
based on Continuous Time Random Walks (CTRW) [18, 20, 30℄ leads to suh derivatives, but
those probabilisti models do not rely on the mirosopi dynamis of the trajetories.
We propose here to link the emergene of frational operators with the self-similar struture
of the phase spae desribed above.
Coeients λM and λT a priori depend on ∆t. Beause of the dynamial denition of traps
Pk, the subsets Gk(∆t) also verify, for k ≥ 1,
m′(Gk+1(∆t)) = λM (∆t)m
′(Gk(∆t)).
Conerning the harateristi times, we have, for all k ≥ 1,
Tk(∆t) = T1(∆t)λT (∆t)
k−1.
We would like that the struture of the traps beomes thiner when ∆t→ 0, while remaining
self-similar. This leads us to assume
λM (∆t) = (λM )
∆t
and λT (∆t) = (λT )
∆t, (4.4)
where by sake of lisibility, λM and λT are now two real numbers suh that 0 < λM < 1 and
λT > 1.
Remark 2. The transport exponent remains unhanged with denition (4.4):
∀∆t > 0, µ =
| ln(λM (∆t))|
ln(λT (∆t))
=
| ln(λM )|
ln(λT )
.
Consequently, for all k ≥ 1,
m′(Gk(∆t)) = (λM )
(k−1)∆tm′(G1(∆t)),
and
Tk(∆t) = T1(∆t)λ
(k−1)∆t
T . (4.5)
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In order to obtain smaller harateristi times when ∆t→ 0, we suppose that
lim
∆t→0+
T1(∆t) = 0. (4.6)
Using relation
∑
k≥0
pk(∆t) = 1, we nd that for all k ≥ 1,
pk(∆t) = (1− p0(∆t))(1− λ
∆t
M )λ
(k−1)∆t
M . (4.7)
The innitesimal evolution (3.13) of the system thus beomes
S(∆t)NA(t0) = p0(∆t)NA(t0)+(1− p0(∆t)) (1−λ
∆t
M )
∑
k≥0
λk∆tM NA
(
t0 − T1(∆t)λ
k∆t
T
)
. (4.8)
The innitesimal generators related to (4.8) an now be determined.
5. Frational infinitesimal generator
Hölder onditions on NA appear in this part, so we need the following denitions. Let
Ω ⊂ R, f : Ω→ R and α ∈ (0, 1].
Denition 1. Let x ∈ Ω. The funtion f satises the Hölder ondition of order α at x if
∃c > 0, ∃η > 0, ∀ y ∈ Ω, |x− y| ≤ η ⇒ |f(x)− f(y)| ≤ c|x− y|α.
Denition 2. The funtion f loally satises the Hölder ondition of order α if for all x ∈ Ω,
f satises the Hölder ondition of order α at x.
Denition 3. The funtion f satises the Hölder ondition of order α if
∃c > 0, ∀x, y ∈ Ω, |f(x)− f(y)| ≤ c|x− y|α.
If α = 1, f is alled Lipshitz ontinuous.
Now we go bak to our problem and we begin to show that S(∆t) still fullls (3.5).
Lemma 1. If NA satises the Hölder ondition of order β, with β < µ, then
lim
∆t→0+
S(∆t)NA(t0) = NA(t0).
Proof. The dierene S(∆t)NA(t0)−NA(t0) veries
S(∆t)NA(t0)−NA(t0) = (1− p0(∆t)) (1− λ
∆t
M )
∑
k≥0
λk∆tM
[
NA
(
t0 − T1(∆t)λ
k∆t
T
)
−NA(t0)
]
.
We remark that λMλ
β
T < 1 if and only if β < µ. Given that NA satises the Hölder
ondition of order β, we obtain
|S(∆t)NA(t0)−NA(t0)| ≤ (1− p0(∆t)) (1− λ
∆t
M )
∑
k≥0
λk∆tM
(
T1(∆t)λ
k∆t
T
)β
≤ (1− p0(∆t))T1(∆t)
β 1− λ
∆t
M
1−
(
λMλ
β
T
)∆t
On the one hand,
lim
∆t→0+
(1− p0(∆t))
1− λ∆tM
1−
(
λMλ
β
T
)∆t = (1− p0(0+)) ln(λM )ln(λMλβT ) ,
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and on the other hand, lim
∆t→0+
T1(∆t) = 0 from assumption (4.6).
Consequently, lim
∆t→0+
(S(∆t)NA(t0)−NA(t0)) = 0.

As it has already be seen, denition (3.3) annot be used to hek property (3.6). So we
just assume that (3.6) is fullled.
We reall that the innitesimal generator G assoiated to this semi-group veries
GNA(t0) = lim
∆t→0+
S(∆t)NA(t0)−NA(t0)
∆t
.
In [14, 10, 13, 11℄, Hilfer shows that frational derivatives may appear as innitesimal
generators of renormalized evolution operators. A similar result will now be obtained, but
without using any renormalization.
For all ∆t > 0, we note
G(∆t)NA(t0) =
S(∆t)NA(t0)−NA(t0)
∆t
.
We also introdue the funtion f dened by
f : R+ × R+ −→ R
(∆t, y) 7−→ λyM
[
NA
(
t0 − T1(∆t)λ
y
T
)
−NA(t0)
]
.
Consequently,
G(∆t)NA(t0) = (1− p0(∆t))
1− λ∆tM
∆t
∑
k≥0
f(∆t, k∆t).
For all k ∈ N, we note
Ik(∆t) = f(∆t, k∆t) =
∫ k+1
k
f(∆t, k∆t) dx,
Jk(∆t) =
∫ k+1
k
f(∆t, x∆t) dx.
Hene G(∆t)NA(t0) an be written as
G(∆t)NA(t0) = (1− p0(∆t))
1− λ∆tM
∆t
∑
k≥0
Ik(∆t).
5.1. Case µ > 1. In that ase, λMλT < 1.
Theorem 2. If NA is dierentiable and Lipshitz ontinuous on R, and if T1 is dierentiable
at 0, then
GNA(t0) = −γ
d
dt
NA(t0),
where γ = (1− p0(0
+))
µ
µ− 1
T ′1(0).
Proof. First we prove that lim
∆t→0+
∑
k≥0
(Ik(∆t)− Jk(∆t)) = 0.
The funtion NA is dierentiable, so is y 7→ f(∆t, y) for all ∆t ≥ 0, and
∂2f(∆t, y) = ln(λM )f(∆t, y)− T1(∆t) (λMλT )
yN ′A(t0 − T1(∆t)λ
y
T ).
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If we note c the Lipshitz onstant, we have
|∂2f(∆t, y)| ≤ ln(λM )cT1(∆t) (λMλT )
y + cT1(∆t) (λMλT )
y .
By setting c′ = c(1 + ln(λT )), we obtain
|∂2f(∆t, y)| ≤ c
′T1(∆t) (λMλT )
y .
Let k ∈ N. Then
|Ik(∆t)− Jk(∆t)| ≤
∫ k+1
k
|f(∆t, x∆t)− f(∆t, k∆t)| dx,
≤ ∆t sup
[k,k+1]
|∂2f(∆t, x∆t)|,
≤ c′∆tT1(∆t) (λMλT )
k∆t .
Given that lim
∆t→0+
∆t
∑
k≥0
(λMλT )
k∆t =
1
| ln(λMλT )|
and lim
∆t→0+
T1(∆t) = 0, we infer that
lim
∆t→0+
∑
k≥0
(Ik(∆t)− Jk(∆t)) = 0.
Consequently,
G(∆t)NA(t0) ∼
∆t→0+
−
(
1− p0(0
+)
)
ln(λM )
∑
k≥0
Jk(∆t). (5.1)
Now we an evaluate lim
∆t→0+
∑
k≥0
Jk(∆t). Firstly,
∑
k≥0
Jk(∆t) =
∫ ∞
0
λx∆tM
[
NA
(
t0 − T1(∆t)λ
x∆t
T
)
−NA(t0)
]
dx.
With substitution t = λx∆tT , we obtain∑
k≥0
Jk(∆t) =
1
∆t ln(λT )
∫ ∞
1
t−(1+µ) [NA(t0 − tT1(∆t))−NA(t0)] dt, (5.2)
=
1
ln(λT )
T1(∆t)
∆t
∫ ∞
1
t−µ
NA(t0 − tT1(∆t))−NA(t0)
tT1(∆t)
dt.
For all t ≥ 1,
∣∣t−µNA(t0 − tT1(∆t))−NA(t0)
tT1(∆t)
∣∣ ≤ ct−µ, and t 7→ ct−µ is integrable on
[1,+∞). Moreover,
lim
∆t→0+
NA(t0 − tT1(∆t))−NA(t0)
tT1(∆t)
= −N ′A(t0).
By dominated onvergene,
lim
∆t→0+
∑
k≥0
Jk(∆t) =
1
ln(λT )
T ′1(0)(−N
′
A(t0))
∫ ∞
1
t−µ dt,
=
1
(1− µ) ln(λT )
T ′1(0)N
′
A(t0).
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Finally, from (5.1),
lim
∆t→0+
G(∆t)NA(t0) = −
(
1− p0(0
+)
) ln(λM )
(1− µ) ln(λT )
T ′1(0)N
′
A(t0),
= −
(
1− p0(0
+)
) µ
µ− 1
T ′1(0)N
′
A(t0).

Remark 3. If NA veries assumptions of theorem 2, then NA satises the Hölder ondition
of order 1 and onsequently fullls onditions of lemma 1.
5.2. Case µ < 1. We an try to estimate lim∆t→0+
∑
k≥0 Jk(∆t), assuming that NA is smooth
enough and rapidly dereasing in −∞, in order that all the following quantities are well-
dened. We integrate by parts (5.2):∑
k≥0
Jk(∆t) =
−T1(∆t)
µ∆t ln(λT )
∫ ∞
1
t−µN ′A(t0 − tT1(∆t)) dt +
NA(t0 − T1(∆t))−NA(t0)
µ∆t ln(λT )
dt.
Substitution u = T1(∆t)t leads to∑
k≥0
Jk(∆t) =
−T1(∆t)
µ
µ∆t ln(λT )
∫ ∞
T1(∆t)
u−µN ′A(t0 − u) du+
NA(t0 − T1(∆t))−NA(t0)
µ∆t ln(λT )
du.
The integral is not problemati:
lim
∆t→0+
∫ ∞
T1(∆t)
u−µN ′A(t0 − u) du =
∫ ∞
0
u−µN ′A(t0 − u) du.
If T1 is dierentiable at 0, then
lim
∆t→0+
NA(t0 − T1(∆t))−NA(t0)
µ∆t ln(λT )
= −
T ′1(0)
µ ln(λT )
N ′A(t0).
Conversely, lim∆t→0+
T1(∆t)
µ
∆t
= +∞. So we annot nd any innitesimal generator. The
assumption on the dierentiability of T1 at 0 should hene be replaed.
In order that
T1(∆t)
µ
∆t
has a nite limit, we suppose that there exists b > 0 suh that
T1(∆t) ∼
∆t→0+
b (∆t)1/µ.
From a physial point of view, T1(∆t) and ∆t are homogeneous to time, so we introdue a
onstant of time τ suh that b = τ1−1/µ:
T1(∆t) ∼
∆t→0+
τ1−1/µ(∆t)1/µ. (5.3)
Under this assumption on T1, a frational derivative dened as follows will appear.
Denition 4. Let f : R → R and α ∈ (0, 1). The Marhaud frational derivative of order α
is dened as
Dα+ f(t) =
α
Γ(1− α)
∫ ∞
0
u−(1+α) [f(t)− f(t− u)] du,
where Γ is the Gamma funtion.
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This derivative is well-dened if f is bounded and loally satises the Hölder ondition of
order δ, with δ > α. See [26, p.109℄ for more details.
Now we an enuniate the main result of the artile.
Theorem 3. If NA satises the Hölder ondition of order β and loally satises the Hölder
ondition of order ν, with β < µ < ν, then
GNA(t0) = −γ˜ τ
µ−1Dµ+NA(t0), (5.4)
where γ˜ = Γ(1− µ)(1− p0(0
+)).
Proof. As previously, we rstly prove that lim
∆t→0+
∑
k≥0
(Ik(∆t)− Jk(∆t)) = 0.
Let k ∈ N. For all x ∈ [k, k + 1],
f(∆t, x∆t)− f(∆t, k∆t) = λx∆tM
[(
NA(t0 − T1(∆t)λ
x∆t
T )−NA(t0)
)
−
(
NA(t0 − T1(∆t)λ
k∆t
T )−NA(t0)
)]
+
[
λx∆tM − λ
k∆t
M
] (
NA(t0 − T1(∆t)λ
k∆t
T )−NA(t0)
)
,
= λxM
(
NA(t0 − T1(∆t)λ
x∆t
T )−NA(t0 − T1(∆t)λ
k∆t
T )
)
+
[
λx∆tM − λ
k∆t
M
] (
NA(t0 − T1(∆t)λ
k∆t
T )−NA(t0)
)
.
Conerning the rst right-hand member, we obtain the following inequality:∣∣∫ k+1
k
λx∆tM
(
NA(t0 − T1(∆t)λ
x∆t
T )−NA(t0 − T1(∆t)λ
k∆t
T )
)
dx
∣∣
≤ λk∆tM
∫ k+1
k
∣∣NA(t0 − T1(∆t)λx∆tT )−NA(t0 − T1(∆t)λk∆tT )∣∣ dx,
≤ λk∆tM
∫ k+1
k
∣∣T1(∆t)(λx∆tT − λk∆tT )∣∣β dx,
≤ λk∆tM T1(∆t)
β
(
λ
(k+1)∆t
T − λ
k∆t
T
)β
,
≤ T1(∆t)
β
(
λ∆tT − 1
) (
λMλ
β
T
)k∆t
.
For the seond one, we have∣∣∫ k+1
k
[
λx∆tM − λ
k∆t
M
] (
NA(t0 − T1(∆t)λ
k∆t
T )−NA(t0)
)
dx
∣∣
≤ T1(∆t)
βλkβ∆tT
∫ k+1
k
∣∣λx∆tM − λk∆tM ∣∣ dx,
≤ T1(∆t)
βλkβ∆tT
(
λ
(k+1)∆t
M − λ
k∆t
M
)
,
≤ T1(∆t)
β
(
λ∆tM − 1
) (
λMλ
β
T
)k∆t
.
Consequently,
|Ik(∆t)− Jk(∆t)| ≤ T1(∆t)
β
(
λ∆tT − 1 + λ
∆t
M − 1
) (
λMλ
β
T
)k∆t
.
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Sine β < µ, λMλ
β
T < 1. Thus,∑
k≥0
|Ik(∆t)− Jk(∆t)| ≤ T1(∆t)
β λ
∆t
T − 1 + λ
∆t
M − 1
1− λMλ
β
T
.
Given that lim
∆t→0+
λ∆tT − 1 + λ
∆t
M − 1
1− λMλ
β
T
= −
ln(λT ) + ln(λM )
ln
(
λMλ
β
T
)
and lim
∆t→0+
T1(∆t)
β = 0, we infer
that
lim
∆t→0+
∑
k≥0
(Ik(∆t)− Jk(∆t)) = 0.
Relation (5.1) is hene still valid here. Furthermore, (5.2) holds for µ < 1. Substitution
u = tT1(∆t) leads to∑
k≥0
Jk(∆t) =
T1(∆t)
µ
∆t ln(λT )
∫ ∞
T1(∆t)
u−(1+µ) [NA(t0 − u)−NA(t0)] du.
By denition, 0 ≤ NA(t) ≤ m
′(G) for all t ∈ R. Sine we have also assumed that NA loally
satises the Hölder ondition of order ν > µ, its Marhaud frational derivative of order µ is
well-dened.
As a onsequene,
lim
∆t→0+
∫ ∞
T1(∆t)
u−(1+µ) [NA(t0 − u)−NA(t0)] du = −
Γ(1− µ)
µ
Dµ+NA(t0).
With relation (5.3), we obtain
lim
∆t→0+
∑
k≥0
Jk(∆t) = −
τµ−1
ln(λT )
Γ(1− µ)
µ
Dµ+NA(t0).
Finally,
GNA(t0) = (1− p0(0
+))
τµ−1
ln(λT )
ln(λM )Γ(1− µ)
µ
Dµ+NA(t0)
= −(1− p0(0
+))τµ−1Γ(1− µ)Dµ+NA(t0).

We have deliberately let the onstant τ appear in (5.4) for reasons of dimensional homo-
geneity [16℄: the relevant derivative is not Dµ+ , but τ
µ−1Dµ+ , in order to be homogeneous to
the inverse of a time.
Remark 4. So as to respet dimensional homogeneity, a onstant of time τ ′ should have been
introdued for the traps onstants:
λT (∆t) = (λT )
∆t/τ ′ , λM (∆t) = (λM )
∆t/τ ′ .
However, from remark 2, the transport exponent should have eventually been unhanged.
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6. Disussion
6.1. Charaterization of µ. From distribution (pk(∆t))k≥0 and harateristi times
(Tk(∆t))k≥0 (with T0(∆t) = 0), we an evaluate moments 〈T
α〉∆t with α > 0, dened by
〈Tα〉∆t =
∑
k≥0
pk(∆t)Tk(∆t)
α.
In the ase of dynamial traps desribed by (4.5) and (4.7), we obtain:
〈Tα〉∆t =


(1− p0(∆t))
1− λ∆tM
1−
(
λMλ
α
T
)∆tT1(∆t)α if α < µ,
+∞ if α ≥ µ.
Consequently, if we note 〈Tα〉 = lim
∆t→0+
〈Tα〉∆t, parameter µ appears as a ritial point:
〈Tα〉 =
{
0 if α < µ,
+∞ if α ≥ µ.
However, if m(G) > 0 and µ ≤ 1, 〈T 〉 =∞, whih does not respet the Ka lemma [17, 19℄.
Then we should assume m(G) = 0. This remark is losely akin to the approah of Hilfer [11℄,
where the frational innitesimal generator only appears for sets of measure 0.
Remark 5. If G is a setion transverse to the Hamiltonian ow (a Poinaré setion for
instane) then m(G) = 0, and sine all the trajetories ross G, τr(x) = 0 for all x ∈ G.
Consequently, G0(∆t) = ∅ and p0(∆t) = 0, for all ∆t > 0. Hene p0(0
+) = 0.
6.2. Frational kineti equation. The model presented here do not explain the emergene
of frational derivatives in equations suh as (4.1). However, the frational exponent we have
obtained is exatly the transport oeient (4.3). This result is ompatible with relation (4.2)
whih involves the frational exponents of Zaslavsky.
Indeed, let us assume that S(∆t) ould be applied to P (x, t) in order to desribe a gener-
alized shift of P (x, t) along t by ∆t [33, p.246℄. Then the temporal derivative assoiated to
the temporal evolution of P (x, t) is the innitesimal generator G. In the ase of anomalous
diusion, exponents α and β in (4.1) beome ompletely determined.
• If µ > 1 (superdiusion), then the temporal derivative is lassi: β = 1. Superdiusion
is exlusively taken into aount by the spatial derivative of order α = 2µ . Equation
(4.1) thus beome
∂P (x, t)
∂t
=
∂2/µ
∂x2/µ
(A(x)P (x, t)) .
• If µ < 1 (subdiusion), β = µ so α = 2: the temporal derivative is the only one to be
frational. Consequently, (4.1) turns into
∂µ
∂tµ
P (x, t) =
∂2
∂x2
(A(x)P (x, t)) .
In partiular, if our model applies to P (x, t), frational derivatives in spae and time annot
oexist.
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7. Conlusion
The model whih has been desribed in this artile attempts to explain, from a dynam-
ial view point, the emergene of frational derivatives in haoti Hamiltonian systems. It
seems simplier than the formalism of Hilfer, in partiular beause no renormalization appears.
Moreover, it strongly relies on fratal properties of the phase spae. Our approah is obvi-
ously perfetible on several aspets. It does not explain why T1(∆t) should fulll (5.3), and
ondition m(G) = 0 imposed by the Ka lemma should be laried. So as to test the validity
of the model, other systems should also be onsidered, in partiular strongly haoti systems,
where the distribution of reurrene times is similar to an exponential law [3, 15℄. Finally, we
believe that there are still enough freedom degrees in our model for allowing us to enhane it
in forthoming studies.
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