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Abstract
Climate change is a huge environmental issue that our society currently faces.
This thesis develops and tests two bias correction methods for regional climate
simulations of precipitation and runoﬀ. Biases in the soil water physics are cor-
rected by including new physics in the soil moisture parameterisation and the
regional model inputs are corrected statistically. Case studies are performed
on the Olifants River basin in the Limpopo region of South Africa using the
Weather Research and Forecasting (WRF) regional climate model. Accurate
knowledge of water availability in this water-stressed region is of great impor-
tance for adaptation and future water policy development.
The concept of tightly bound water, in which a reservoir of soil water is held
stationary within small soil pores but is still available for evapotranspiration,
is parameterised for the ﬁrst time within the land surface scheme of a regional
atmosphere-land surface model. Results of a WRF simulation forced by re-
analysis show that the standard NOAH land surface scheme over-estimates
mean annual runoﬀ by 120% with respect to observations, despite rainfall and
atmospheric conditions similar to observed. Use of the tightly bound water
scheme within the NOAH model reduces this bias to 22%. Simulations with
the WRF model forced with 1980s and 2040s CCSM3.0 general circulation
model data show that the tightly bound water scheme signiﬁcantly reduces
runoﬀ in diﬀerent climates. The new scheme projects a 10% decrease in runoﬀ
by the 2040s compared to a 4% decrease projected by the standard model.
A new quantile-mapping bias-correction of inputs to regional climate models is
proposed. Linear correction and quantile-mapping methods are implemented
to correct CCSM3.0 data using re-analysis. Simulation results show a signiﬁ-
cant diﬀerence between the correction methods. The results indicate that the
quantile-mapping correction method could be developed to help produce more
accurate regional climate predictions for impact studies.
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1 Introduction and Theoretical Background
Anthropogenic climate change is now an accepted reality (Hegerl et al., 2007) which
is already aﬀecting the lives of some through the intensiﬁcation of rainfall and ﬂood
events (Pall et al., 2011; Min et al., 2011). It is almost certain that global temper-
atures will rise to at least 2◦C greater than pre-industrial levels due to increasing
CO2 levels in the atmosphere (Oﬃce of the Chief Economist, 2011). For countries
to adapt to climate change, particularly less economically developed countries with
less money readily available for swift adaptation, it is necessary to have estimates of
the range of likely climatic responses for a given period in the future. An idea of the
most likely response is also useful. This thesis aims to investigate the modelling of
regional precipitation and runoﬀ using a dynamical model, with a view to providing
improved methods to help increase the accuracy of predictions.
1.1 Modelling Climate Change
The discovery of the eﬀect that the Earth's atmosphere has on surface tempera-
tures is generally credited to Joseph Fourier (1768-1830) (Archer and Pierrehumbert,
2010). Equating incoming solar radiation to the emission of terrestrial radiation, as-
suming that the Earth radiates as a black body, produces an eﬀective temperature
for the Earth's surface of 255K (Lacis et al., 2010). The Earth's surface is natu-
rally around 33K hotter than this due to the constituent gases in the atmosphere.
Some atmospheric gases, commonly known as greenhouse gases, absorb infra-red
radiation much more strongly than they absorb radiation in the ultraviolet or visi-
ble wavelengths. Consequently, whilst incoming solar radiation reaches the surface
by passing through these gases largely unabsorbed (although some is reﬂected by
clouds and the Earth's surface), the terrestrial radiation emitted by the surface
is almost entirely absorbed within the atmosphere by greenhouse gas molecules.
These molecules re-radiate the absorbed energy approximately symmetrically and
thus half the energy is re-emitted back towards the Earth's surface. Subsequent
absorption of this longwave radiation increases the temperature of the surface and
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lower atmosphere. This eﬀect has been veriﬁed experimentally (Tyndall, 1863).
Water vapour and CO2 are two of the most important greenhouse gases within our
atmosphere (Le Treut et al., 2007) and observations of atmospheric CO2 show a rise
over the last century (Forster et al., 2007). This rise has been attributed to the
burning of fossil fuels (Keeling and Shertz, 1992), and has increased the strength of
the Earth's natural greenhouse eﬀect. This increase has resulted in an observable
increase in global mean surface temperatures since 1860 (Brohan et al., 2006; Smith
and Reynolds, 2005). Water vapour concentrations in the atmosphere are expected
to increase with increasing atmospheric temperature, as will be discussed in sec-
tion 1.1.2. Methane, CH4, is another highly important greenhouse gas. Over 70% of
the global emissions of methane are biogenic, though this includes anthropogenically
increased emissions from farmed livestock, landﬁlls and rice agriculture as well as
natural emissions from wetlands, forests and oceans (Denman et al., 2007). There
is evidence that releases of methane from peatlands will increase with rising surface
temperatures due to the melting of permafrost (Wickland et al., 2006; Christensen
et al., 2004). This permafrost melt usually results in wetter soils and thus enhanced
emission of methane from anaerobic decomposition (Christensen et al., 2004).
General circulation models (GCMs) are mathematical models designed to simulate
the global dynamical response of the atmosphere to solar forcing and changes to
atmospheric gas levels. The atmospheric gas concentrations may change due to
natural (e.g. volcanic) or anthropogenic factors. There are still large uncertainties
in future anthropogenic emissions and so these models are run multiple times with
greenhouse gas concentrations corresponding to diﬀerent economical and social sce-
narios. The standard scenarios used are those deﬁned in the IPCC Special Report
on Emissions Scenarios (SRES; Nakicenovic et al. (2000)) which provides 40 diﬀer-
ent scenarios separated into four `families': A1, A2, B1 and B2. The `A' scenarios
describe futures with rapid and strong economic development compared to worlds
with a high level of environmental and social consciousness in the `B' scenarios. The
`1' scenarios are worlds in which international cooperation is high and global coher-
ence strong, whilst `2' scenarios have a strong trend towards local self-reliance and
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regional communities. The A1 family is split into diﬀerent categories dependent on
the type of energy technologies used: coal, oil and gas, or non-fossil energy sources.
The most commonly used scenario from the A1 family is the A1B, where technology
is balanced across all 3 sources. Four marker scenarios (commonly referred to simply
as A1B, A2, B1 and B2) have been selected to be characteristic of each of the four
families, and it is the global anthropogenic greenhouse gas levels from these that are
currently often used to force GCMs (Nakicenovic et al., 2000). Table 1 shows the
diﬀerences between the CO2 levels of the scenarios. The atmospheric concentration
of CO2 varies very little between the A1B and A2 scenarios prior to 2060.
Scenario Peak emissions, 2100 emissions, 2050 CO2, 2100 CO2,
PgC/yr (decade) PgC/yr ppm ppm
A1B 16.4 (2050s) 13.5 532 717
A2 >29.1 (>2100) 29.1 532 856
B1 11.7 (2040s) 4.2 488 549
B2 >13.3 (>2100) 13.3 478 621
Table 1: Summary of the diﬀerences in CO2 emissions and abundances in the four most
common SRES scenarios. Peak emissions and 2100 emissions refer to total anthropogenic
CO2 emissions including deforestation and land use eﬀects. The ﬁrst column gives the
peak emissions in PgC yr−1, followed by the year in which this peak occurs. The 2050 and
2100 CO2 columns refer to atmospheric abundances of CO2 in ppm in the respective year
as calculated by the reference ISAM model for the IPCC Third Assessment Report (TAR;
IPCC, 2001). The ISAM is a simpliﬁed model used to assess the relationship between the
CO2 emissions prescribed by the scenarios and the corresponding atmospheric concentra-
tions. The reference case is deﬁned with climate sensitivity of 2.5◦C, ocean CO2 uptake
corresponding to the mean of ocean carbon cycle model results presented in the TAR, and
terrestrial uptake corresponding to the average of the three middle-range models (IPCC,
2001).
Most of the simplest GCMs simulate the dynamics of the Earth's atmosphere and
the interactions within the atmosphere itself (e.g. through cloud feedbacks) along
with a single layer land surface with a prescribed sea surface temperature (SST).
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Over the last few decades GCMs have been developed to simulate not only the
basic interactions of the atmosphere but also to describe the physical interactions
between diﬀerent aspects of the Earth's climate system. There are many compli-
cated feedbacks within the larger climate system, and attempting to describe these
mathematically is a complex task. Some models therefore concentrate on particular
interactions in order to better understand the underlying physical mechanisms, or
they focus on the feedbacks and interactions estimated to have the most signiﬁcant
impact on climate. The interaction between the atmosphere and the ocean and re-
lated sea ice is studied by including a fully coupled ocean model (e.g. Farneti and
Vallis, 2011), or even interacting icebergs (Martin and Adcroft, 2010). The eﬀect of
the stratosphere on tropospheric circulation, or vice versa, has been studied using a
simpliﬁed general circulation model (Simpson et al., 2010). Other models look at the
eﬀect of atmospheric interactions with the global carbon cycle (e.g. Sokolov et al.,
2008), or an interacting vegetation cycle (e.g. Cruciﬁx et al., 2005). Despite these
diﬀerences, all the models use the same physical theory to describe the dynamics of
the atmosphere.
1.1.1 Theory of Dynamical Models
Whether they are global or regional, for climate simulations or short-term forecasts,
all dynamical models of the atmosphere use the same primitive equations, often
referred to as Euler equations. These equations appear in diﬀerent forms depending
on the coordinate system used, whether the hydrostatic assumption is taken and
other model-dependent details. They describe the motion and behaviour of an ideal
ﬂuid with zero viscosity, and are derived from the principles of the conservation of
momentum, energy, mass and water vapour (Andrews, 2010; Tyson and Preston-
Whyte, 2000; Kasahara, 1974).
The conservation of horizontal momentum, or Newton's 2nd Law of Motion, pro-
duces equations 1 and 2 for a ﬂuid with zero viscosity.
Du
Dt
=
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
+ w
∂u
∂z
= −1
ρ
∂p
∂x
+ fv + Fx (1)
22
Dv
Dt
=
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
+ w
∂v
∂z
= −1
ρ
∂p
∂y
− fu+ Fy (2)
In the above equations, D/Dt = ∂/∂t+u·∇ is the material or Lagrangian derivative,
representing the rate of change with respect to time following the motion of the ﬂuid.
This is in contrast to the standard Eulerian derivative, ∂/∂t, which represents the
rate of change with respect to time at a ﬁxed point in space. u = (u, v, w) is
the velocity vector, ρ the air density and p pressure. Fx and Fy denote the forces
per unit mass in the x and y directions resulting from friction and turbulence,
and f = 2Ωsinϕ is the coriolis parameter describing the forces due to the Earth's
rotation, with Ω the angular velocity of the Earth's rotation and ϕ geographical
latitude.
The conservation of vertical momentum gives a similar equation for the vertical
velocity, w, shown in equation 3.
Dw
Dt
=
∂w
∂t
+ u
∂w
∂x
+ v
∂w
∂y
+ w
∂w
∂z
= −1
ρ
∂p
∂z
− g + Fz (3)
where g is the Earth's gravitational acceleration. Under hydrostatic equilibrium,
where there is no vertical friction (Fz) and zero vertical acceleration, so thatDw/Dt =
0;Fz = 0, equation 3 leads to the hydrostatic equation: ∂p/∂z = −ρg. This assump-
tion is valid when the ratio of vertical to horizontal scale is suﬃciently small (Daley,
1988), and the earliest general circulation and forecast models used this hydrostatic
estimate in place of the full vertical momentum equation. With the increasing spa-
tial resolution of models, successful attempts were made to relax this hydrostatic
assumption within the governing equations (e.g. Tapp and White, 1976), and all
recent models are non-hydrostatic.
Within atmospheric physics the ﬁrst law of thermodynamics, describing the conser-
vation of energy, is often written as in equation 4, in which T is the temperature, Q
the diabatic heating rate and cp the speciﬁc heat capacity of air at constant pressure.
DT
Dt
=
Q
cp
+
1
cpρ
Dp
Dt
(4)
Conservation of mass gives the standard continuity equation (5) whilst the conser-
vation of water vapour is given in equation 6.
Dρ
Dt
= −ρ∇ · u (5)
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Dq
Dt
= C (6)
C is deﬁned as both sources (evaporation) and sinks (condensation) of water vapour,
whilst q is the speciﬁc humidity. The behaviour of liquid and solid water within the
atmosphere is dealt with within the microphysical and convection packages. Within
these modules water vapour condenses or freezes (and liquid/solid water evaporates)
depending on the local temperature, number of cloud condensation nuclei, density
of pre-existing liquid or solid water droplets, and the updraft or downdraft speeds.
These modules calculate the value of C in equation 6. Further details on the treat-
ment of liquid and solid water are provided in section 2.1.3. Equations 1-6, along
with the ideal gas equation, p = ρRT (R is the universal gas constant for a unit mass
of air), provide 7 equations, with 7 unknowns (u = (u, v, w), T, q, ρ, p). Provided
adequate boundary conditions are applied, it is possible to solve for the unknown
variables, providing the basis of numerical weather forecasting. These equations
were originally used in limited area forecasting models, and later for general circu-
lation models covering the whole globe. Most models also include equations to de-
scribe incoming and outgoing shortwave and longwave radiation, some atmospheric
chemistry, cloud microphysical processes, frictional eﬀects within the atmospheric
boundary layer close to the surface and small scale drag due to gravity waves. When
these processes take place on length scales much smaller than the model grid size
they can not be explicitly resolved within the model and must be parameterised.
Many such parameterisations include empirical formulae, with tuneable constants
that are not well constrained. These parameterisations often vary largely between
models and provide a signiﬁcant source of uncertainty in predictions.
1.1.2 Uncertainty in General Circulation Models
In the International Panel on Climate Change Fourth Assessment Report (IPCC
AR4) 23 general circulation models from institutions around the world were in-
cluded for projection purposes. Some of these were diﬀerent versions or set-ups of
the same model and not all models covered all time periods with all SRES scenar-
ios. The models vary in atmospheric spatial resolution (from ≈1.1◦ - 5◦), ocean
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spatial resolution (from ≈0.3◦ - 5◦), model top height (from 0.05hPa - 25hPa), the
representation of sea-ice and the land surface, the parameterisation of sub-gridscale
processes, and the feedbacks within our climate system. Table 2 illustrates some of
the diﬀerences between the models discussed or used in this thesis.
GCM Sponsering Organisation Atmosphere No. Atmospheric Ocean
Resolution Levels Resolution
CCSM3 National Center for T85 (1.4◦ x 1.4◦) 26 0.3◦-1.0◦ x 1.0◦
Atmospheric Research, USA
ECHAM5 Max Planck Institute T63 (1.9◦ x 1.9◦) 31 1.5◦ x 1.5◦
for Meteorology, Germany
HadGEM1 UK Met Oﬃce 1.24◦ x 1.88◦ 38 0.3◦-1.0◦ x 1.0◦
Hadley Centre, UK
HadAM3H UK Met Oﬃce 1.24◦ x 1.88◦ 19 no ocean
Hadley Centre, UK
Table 2: Summary of the diﬀerences between the GCMs discussed or used within this work.
Additional diﬀerences are present in the parameterisation packages within each model and
representation of various processes, such as land-surface-atmosphere interactions.
Much uncertainty in model projections stems from the uncertainty in the strength
of feedbacks within the Earth's climate system, of which there are many. A water
vapour feedback exists under the assumption of constant relative humidity (Soden
et al., 2002) as an increase in temperature leads to increased atmospheric water
vapour. The absorption of longwave radiation by water vapour is stronger than that
of solar shortwave radiation, making water vapour a greenhouse gas. An increase in
water vapour therefore further increases the temperature of the lower atmosphere
and surface. This feedback mechanism is believed to be well understood and repre-
sented accurately within models (Randall et al., 2007).
There remains more uncertainty in the processes involved in cloud and cryospheric
feedbacks. Clouds can aﬀect the temperature by an increased reﬂection of incom-
ing solar radiation, thus reducing surface temperatures, as well as an increase in
absorbed outgoing longwave radiation, resulting in an increase atmospheric temper-
atures. The net result of clouds depends on the balance between these two eﬀects,
which is dependent on many factors, including the cloud height, thickness, water
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droplet size, cloud water and ice content, and the geographical location of the cloud
in terms of latitude and albedo of the underlying surface (Stephens, 2005). Thin
high clouds tend to have a net warming eﬀect on the atmospheric column, whilst for
thick or low clouds the albedo eﬀect dominates the eﬀect on long-wave radiation,
leading to a net warming eﬀect (Stephens, 2005; Hartmann et al., 1992). Under the
current climate the global mean cloud radiative forcing is negative; in total clouds
have a cooling eﬀect on our atmosphere (Randall et al., 2007). It is currently un-
certain whether climate change will enhance or weaken this cloud negative forcing
as this is highly sensitive to changes in cloud height and thickness (Randall et al.,
2007; Bony et al., 2006).
Surface-ice and sea-ice contribute another feedback mechanism, which is partially
understood. It is well understood that, as polar ice retreats due to warming surface
temperatures, the lower albedo of the underlying surface relative to ice will lead to
enhanced absorption of solar radiation, further increasing the surface temperature.
However, the exact quantiﬁcation of this eﬀect, as well as other related feedbacks
such as the relationship between sea-ice and the meridional overturning circulation,
are less well understood (Randall et al., 2007).
The beneﬁt of using multi-model ensembles, encompassing diﬀerent parameterisa-
tions, is that they provide a quantitative estimate of the eﬀects of the discussed
uncertainties on our ability to represent the Earth system processes (Meehl et al.,
2007). It is still possible, however, that some signiﬁcant processes or feedbacks
are missing from all models. Multi-run ensembles using the same model can also
provide us with useful information, provided the model can simulate the observed
climate variability. Estimates of the uncertainty in climate projections due to inter-
nal variability within the climate system can then be obtained by running a model
multiple times with diﬀerent initial conditions. The analysis of these ensemble re-
sults can provide estimates of the robustness of particular aspects of the projections.
The ability of GCMs to simulate the present-day climate varies greatly with diﬀerent
variables. The models used within the IPCC AR4 generally have a high ability to
reproduce observed surface temperatures. The bias between gridded observations
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and ensemble mean values of surface temperature is rarely greater than 2◦C, except
in the polar regions or similarly data-sparse areas. Individual model biases tend to
be higher, though still generally less than 3◦C outside of the high-latitude polar re-
gions (Randall et al., 2007). The observations used for comparison are the HadISST
climatology for sea surface temperatures and the CRU surface air temperature over
land. However, the current generation of GCMs have much less skill in simulating
present-day precipitation patterns. The models capture the general pattern of global
precipitation, with greater rainfall in the tropics than at higher latitudes. The mod-
els also tend to simulate the observed local minima in precipitation over the equator
due to the placement of the Inter-Tropical Convergence Zone (ITCZ) away from
the equator (Randall et al., 2007). The ITCZ is a band of pronounced convec-
tive activity associated with uplift in the region between the northern and southern
Hadley cells and is discussed further in section 1.3. However, there is a tendency for
GCMs, including the CCSM3 model used within this work, to inaccurately simu-
late a symmetric double-ITCZ structure over the Paciﬁc ocean (Zhang et al., 2007).
This leads to regional precipitation biases in the southern tropical Paciﬁc. The AR4
multi-model mean precipitation ﬁeld reproduces observations on a regional scale in
many areas of the world, as shown in ﬁgure 1. This ﬁgure compares the IPCC AR4
ensemble mean ﬁeld to the gridded CPC Merged Analysis of Precipitation (CMAP)
observations, provided by NOAA (Xie and Arkin, 1997). There are still signiﬁcant
biases in some regions, particularly in the southern tropical Paciﬁc, relating to the
ITCZ structures, but also in the tropical Atlantic and the Indian Ocean. There
are also some errors from biases in monsoon precipitation. Unlike for surface tem-
perature however, individual models often have signiﬁcantly larger biases than the
ensemble mean (Randall et al., 2007). An example is shown in ﬁgure 2, comparing
the Hadley Centre HadGEM1 GCM to CMAP gridded observations (Alan Gadian,
personal communication). It is clear that, whilst the global mean bias is low, at
0.44mm day−1, there are regional biases of up to +/-10mm day−1 in some areas.
Comparison to the observed values in ﬁgure 2 (with adjustment for diﬀering units)
shows that the biases displayed by the HadGEM1 model are of a similar magni-
tude to the climatological mean annual precipitation in some regions, particularly
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over the tropics. This is not uncommon among GCMs as Randall et al. (2007) re-
port. These large biases in simulating present-day precipitation must be taken into
account when considering the changes that GCMs project. Unless the simulated
biases are stationary in time, which is not always a valid assumption (Haerter et al.,
2011), then any projected change of similar or smaller magnitude to the current bias
must be interpreted with care.
Figure 1: Annual mean precipitation (cm), observed (a) and simulated (b), based on
the multi-model mean. The Climate Prediction Center Merged Analysis of Precipitation
(CMAP; Xie and Arkin, 1997) observation-based climatology for 1980 to 1999 is shown,
and the model results are for the same period in the 20th-century simulations in the MMD
(Multi-Model Dataset) at PCMDI (Program for Climate Model Diagnosis and Intercom-
parison). In (a), observations were not available for the grey regions. Figure and caption
taken from the IPCC AR4 (chapter 8, Figure 8.5, Randall et al. (2007)).
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 Figure 2: The diﬀerence between precipitation rate in the Hadley Centre HadGEM1 model
and the CMAP dataset. The values represent biases in annual rainfall in mm day−1.
The current global average global precipitation for the control run for current conditions
minus the observations (CMAP) is +0.44 mm day−1. Figure from Alan Gadian, personal
communication.
The GCMs included in the IPCC AR4 all tend to agree on the response of sur-
face air temperature to increases in greenhouse gases in most areas of the world,
though with some disagreement on magnitude. This makes any predictions regard-
ing surface temperature changes fairly robust for a given SRES scenario. Due to
the many non-linear eﬀects contributing to the precipitation response to greenhouse
gases, predictions of changes to precipitation are much less robust. Diﬀerences in
the resolution of topography, the parameterisation of convective precipitation, the
representation of cloud microphysics, and the details of the model dynamical core
all aﬀect the precipitation response. Figure 3 shows the IPCC AR4 ensemble model
mean simulated temperature, precipitation and sea-level pressure changes between
1980-1999 and 2080-2099. The stippled areas show regions where the model mean
change exceeds the inter-model standard deviation. This gives an indication of the
regions where the general circulation models agree strongly on the direction and size
of the changes. It is clear that there is signiﬁcantly more inter-model agreement of
surface temperature changes than either precipitation or sea level pressure. There is
still a lot of progress to be made with the simulation of precipitation and associated
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climatic changes within general circulation models.
Figure 3: Multi-model mean changes in surface air temperature (◦C, left) and precipitation
(mm day−1, right) for boreal winter (DJF, top) and summer (JJA, bottom). Changes are
given for the SRES A1B scenario, for the period 2080 to 2099 relative to 1980 to 1999.
Stippling denotes areas where the magnitude of the multi-model ensemble mean exceeds
the inter-model standard deviation. Figure and caption taken from the IPCC AR4 (chapter
10, ﬁgure 10.9, Meehl et al. (2007)).
GCMs can be used for predicting future global mean climatic changes and for de-
termining changes in synoptic-scale atmospheric circulation. However, these models
are run with a horizontal resolution of the order of 200-300km. In order to ad-
dress climate change impacts and develop adaptation policies for particular regions,
information on much smaller spatial scales is required. There are two main meth-
ods of obtaining this information from GCMs: empirical or dynamical downscaling.
Empirical downscaling uses present-day statistical relationships between large-scale
patterns and local-scale climate to convert the GCM data onto a higher-resolution
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grid. The advantage of this method is that it is not computationally intensive,
however disadvantages include the questionable validity of using present-day statis-
tical relationships under future climate conditions (Vrac et al., 2007). Dynamical
downscaling is the use of GCM outputs to provide the initial conditions and lateral
boundary forcing of a limited area, or regional climate model (RCM). RCMs, like
GCMs, are comprehensive physical models which represent the important dynami-
cal components of the atmospheric system, however they have much higher spatial
and temporal resolution than GCMs and cover only a limited area of the world.
1.2 Dynamical Downscaling
Regional climate models are limited-area models used to dynamically downscale
lower resolution data. These data can be from either GCMs or re-analysis, and
govern the initial conditions and all subsequent lateral boundary conditions of the
RCM. The concept of a limited area climate model forced by output from a GCM
was ﬁrst proposed by Dickinson et al. (1989) and Giorgi (1990), and much devel-
opment and progress has been made since (Feser et al., 2011; Foley, 2010). RCMs
are now frequently used to dynamically downscale results from GCMs to produce
information on a scale necessary to assess and plan for climate change impacts on
a regional basis. There are caveats to dynamical downscaling (Laprise et al., 2008),
but downscaled simulations can include the eﬀects of regional topography and land
surface impacts at a resolution that is not computationally feasible with a GCM (e.g.
Salathe et al., 2010; Caldwell et al., 2009). The main sources of error in RCM sim-
ulations are biases in the lateral boundary conditions, the parameterisations within
the RCM itself, and possible de-coupling from the large-scale circulation.
RCMs have very similar dynamical cores to the larger scale GCMs and use the same
physical equations given in equations 1-6. As RCMs use a much higher spatial res-
olution, more of the dynamical processes can be explicitly resolved by the model,
reducing the number of parameterisations that are required. This reduces potential
errors related to parameterisations, as discussed in section 1.1.2. For example, with
gridboxes ≤5km it is expected that models can resolve convective rainfall without
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the need for a cumulus parameterisation (Skamarock et al., 2008; Smedsmo et al.,
2005).
In order to reach higher resolutions of around 10km, when the forcing data are at
100km resolution or greater, the use of nests within the RCM is necessary. Nests are
additional domains with ﬁner resolution that sit within the original domain. Inner
nests are forced at the lateral boundaries using data from their parent domain in
the same manner as the lateral forcing of the outer domain by the low-resolution
forcing data. It is possible for an inner nest to feedback and aﬀect the results of
their parent domain, known as two-way nesting. This allows processes occurring at
smaller scales to impact on larger-scale circulation.
The ﬁrst regional climate models (e.g. Dickinson et al., 1989) were run with a hor-
izontal spatial resolution of around 60km. Whilst this is a signiﬁcant improvement
on the 200-300km of the GCMs, there is still a considerable amount of topograph-
ical detail and subsequent orographical forcing missed. In recent years there has
been signiﬁcant advancement in producing simulations at much higher resolutions
(1-25km). This is demonstrated by the recent UKCP09 project with simulations
over the UK at 25km resolution (Murphy et al., 2009), and other studies using re-
gional climate models with high resolutions, such as Caldwell et al. (2009) at 4km
and Lowrey and Yang (2008) at 12km. Smiatek et al. (2009) use four RCMs at res-
olutions between 10 and 20km, focusing on precipitation and temperature statistics
over the European Alps. They show that the models with the highest resolutions
perform better in the small investigation areas studied.
Other advantages of RCMs, beyond the ability to resolve the eﬀects of high-resolution
topography, include higher temporal resolution and better representation of other
land surface forcings such as land-water contrasts and other surface heterogeneities.
RCMs can also be used as tools to study mechanisms of regional climate variability
and change. By varying the lateral inputs one at a time, or in particular combina-
tions, it is possible to attribute certain changes in the predicted outcomes to speciﬁc
larger scale changes, such as changes in temperature or synoptic-scale atmospheric
circulation (Kendon et al., 2010).
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There is much discussion in the literature about the relative superiority of output
from high resolution models compared to the forcing data. The common term for
this is `added value' (Feser et al., 2011). An idealized way of testing this was devel-
oped by Denis et al. (2002) and named the Big-Brother Experiment. This involves
running a global high-resolution model to produce a reference climate and then pass-
ing this reference output through a low-pass ﬁlter. The ﬁltered data are then used
to force the boundaries of a regional model at the same resolution as the original
global model. If the regional model can add value then it should be able to recreate
the small scales that existed in the initial output prior to the ﬁltering. Denis et al.
(2002) conclude that the RCM used within their study reproduces the small scale
features well, particularly at low levels. Both the spatial and temporal variations in
precipitation were successfully reproduced, although there was disagreement in the
locations of precipitation in regions of high convective activity. This experiment was
run over only one month and Denis et al. (2002) state that these disagreements are
expected to average out over longer time-periods. The disadvantage to this method
is that it is computationally expensive to run the high resolution `big brother' do-
main. In other work, Leung et al. (2006) state that high resolution modelling may
improve the ﬁdelity of climate simulations, as well as providing the information
needed for resource management and impact assessment. However, they highlight
the need to ﬁrst assess the skill of models at these high resolutions. A recent review
concluded that RCMs do add value as well as detail with respect to the forcing
data for a number of applications, variables, and regions (Feser et al., 2011). In
agreement with this review, Di Luca et al. (2007) show that the potential added
value provided by RCMs for precipitation simulation is dependent on the statistic
studied as well as the geographic region. They ﬁnd that the potential of RCMs to
add value is greater for short temporal scale variables (e.g. 3-hourly precipitation)
than for longer time-scales (e.g. 16-day mean). This is because the precipitation
patterns average out over longer-term scales, providing a spatial pattern more easily
reproduced with lower resolutions. For areas of complex topography however, the
potential value added by RCMs is high for all temporal scales.
The non-linearity of the equations governing RCMs causes these models to have
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internal variability, which can be deﬁned as the capacity of a given RCM to pro-
duce diﬀerent solutions when driven by the same set of lateral boundary condi-
tions (Alexandru et al., 2009). This internal variability can be a function of season,
domain size, and geographical location (Seth and Giorgi, 1998). There is some de-
bate (e.g. Alexandru et al., 2009; Laprise et al., 2008) as to whether this internal
variability is an undesirable feature of nested simulations which should be reduced
as much as possible, or whether nested model freedom is necessary to obtain the best
results. Model freedom can allow regional models to generate their own large-scale
circulation which can diﬀer signiﬁcantly from that prescribed at the boundaries. It
has not yet been fully established whether these deviations are desirable, producing
circulation more consistent with the higher resolution topography, or simply the
RCM ﬁelds decorrelating from the driving ﬁelds due to a lack of forcing (Laprise
et al., 2008). Miguez-Macho et al. (2005) show that signiﬁcant errors in monthly
precipitation patterns can occur due to a systematic distortion of the synoptic-scale
ﬂow interacting with the lateral boundaries. One way to mitigate this deviation from
the large-scale data is to force the RCM within the domain in addition to at the
lateral boundaries. This is done by adding nudging terms to the model equations,
and can be done either in phase space (spectral nudging) or in real space (3D nudg-
ing). Alexandru et al. (2009) discuss in detail the advantages of spectral nudging on
a regional climate simulation at 45km horizontal resolution. They conclude that the
use of weak spectral nudging is a reasonable compromise between the risk of decou-
pling the RCM internal solution from the lateral boundary forcing and an excessive
control of the large scales. A diﬀerent option, introduced by Pan et al. (1999), is to
divide a long climate run into a set of shorter ones, re-initialising the whole domain
at regular intervals. This also allows several segments of a long simulation to be
run in parallel, reducing the computational time needed (e.g. Caldwell et al., 2009).
The beneﬁts of frequent reinitialisation compared to both 3D nudging and a long
continuous simulation with no nudging have been investigated by Lo et al. (2008).
They ﬁnd that 3D nudging shows the highest skill, with least skill shown by the
simulation with no nudging.
34
1.3 Modelling Precipitation and Runoﬀ
As discussed above in section 1.1.2, the estimates of future precipitation changes
vary signiﬁcantly between diﬀerent GCMs. Similarly, the simulation of present-day
precipitation also varies between models (Randall et al., 2007). The simulation of
observed precipitation requires the accurate representation of all atmospheric water
ﬂuxes, from ocean or land to atmosphere and then within the atmosphere itself;
representation of the orographic forcing of convection; simulation of large-scale cir-
culation patterns, such as the Hadley and Walker circulations; and simulation of
teleconnections such as the El Nino Southern Oscillation, the Southern Annular
Mode and the Arctic Oscillation. Most of these require accurate representation of
SSTs. The Inter-Tropical Convergence Zone has a strong inﬂuence on rainfall in the
equatorial and tropical regions. In boreal summer (JJA) the ITCZ is in the North-
ern hemisphere, migrating to the southern hemisphere over Africa, the Indian Ocean
and western Paciﬁc regions by winter (DJF). Monsoon systems exert a strong inﬂu-
ence on annual rainfall patterns in the tropical regions of south-east Asia, Africa,
South America and northern Australia, largely due to diﬀerential heating between
land and ocean.
Dynamical models must be able to reproduce the discussed inﬂuences on precipita-
tion in order to accurately simulate global rainfall patterns. On a more local scale,
the representation of cloud microphysics and the parameterisation of sub-gridscale
convective activity are also of high importance. Perkins et al. (2007) show that daily
precipitation over most parts of Australia is simulated well by most IPCC AR4 mod-
els, based on the precipitation probability density functions. However, they show
there is a bias of excessive drizzle apparent in almost all models and only 3 of 14
models captured more than 80% of the observed probability density functions for
precipitation (compared to 10 models for the daily maximum temperature). Randall
et al. (2007) show that between the years 2000 and 2005 there was a reduction in the
root mean square error bias for precipitation in GCMs compared to observations,
so improvements are being made. The GCMs are capable of reproducing global
precipitation patterns, however regional values and patterns often have signiﬁcant
biases as discussed in section 1.1.2.
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The ability of higher resolution regional climate models to reproduce observed rain-
fall patterns can be assessed by forcing the lateral boundaries with re-analysis data
(discussed in section 2.2). Druyan et al. (2010) test the ability of four RCMs to
reproduce observations of the West African Monsoon climate. They ﬁnd that the
RCMs, like GCMs, ranged in skill, however this skill is dependent on geographical
region as well as on the particular model used. The models all over-estimate rainfall
compared to observations, and three of the four models simulate the monsoon onset
2-5 weeks earlier than observed. In a study of the southeastern United States, Lim
et al. (2011) ﬁnd that a 20km resolution RCM is able to improve monthly precip-
itation values with respect to observations, compared to the re-analysis data used
to force the model. The RCM is able to produce ﬁne scale detail corresponding
with observations, and reduce wet biases within the forcing data. Frei et al. (2003)
evaluate the ability of ﬁve RCMs to reproduce daily precipitation statistics over
the complex topography of the European Alps when forced with re-analysis data
and observed SSTs. They ﬁnd that the mean climatology is simulated well both
quantitatively and spatially, but that there are signiﬁcant biases in other statistics.
For example, some models under-estimate rainfall intensity during summer, as well
as the frequency of heavy events, leading to an under-estimation of summer rainfall
by 25%. Frei et al. (2003) also ﬁnd that models with the same dynamical cores and
diﬀerent parameterisations showed more similarity than those models with diﬀerent
dynamical cores but similar parameterisation packages. This suggests that the rep-
resentation of precipitation is dependent on both the fundamental dynamics as well
as the physical parameterisations. These studies show that RCMs are capable of re-
producing the spatial distribution of rainfall and the mean climatological statistics.
The evidence shows that signiﬁcant simulation biases still exist for daily precipita-
tion values and extreme rainfall statistics, varying in magnitude with geographical
region.
There are robust responses of precipitation to global warming that can be estab-
lished without the use of dynamical models. Using the Clausius-Clapeyron rela-
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tionship, the atmosphere's capacity for water vapour will increase at approximately
7%K−1 (Trenberth et al., 2003). Under the assumption that relative humidity will
stay approximately constant, the actual atmospheric water vapour content, or spe-
ciﬁc humidity, should increase at a similar rate. This assumption has been validated
somewhat by models and limited observations (e.g. Soden et al., 2002). On large
scales, this estimation of speciﬁc humidity increase is in agreement with observa-
tions, although on more regional scales changes to speciﬁc humidity depend strongly
on water availability (Willett et al., 2010). It is suggested that the intensity of ex-
treme rainfall events should also scale approximately at 7%K−1 due to the expected
increase in speciﬁc humidity (e.g. Pall et al., 2007). Observations show evidence
that support this increase in extremes, and suggest that the increase could in fact
be greater (Allan et al., 2010; Lenderink and Van Meijgaard, 2008). There is evi-
dence that the world is already experiencing increases in precipitation extremes due
to warming temperatures (Min et al., 2011).
Stepping away from extremes, Allen and Ingram (2002) note that the global mean
precipitation cycle is constrained not only by moisture availability but also by en-
ergy. Speciﬁcally, it is constrained by the ability of the troposphere to radiate away
the latent heat released by the formation of rain droplets from water vapour. From
energy balance calculations, mean precipitation is predicted to increase by around
3%K−1 (Lambert and Webb, 2008; Allen and Ingram, 2002). Through simple bal-
ance calculations, if extreme precipitation is increasing at 7%K−1 this means that
light to medium rainfall must either decrease, or increase by much less than 3%K−1
to obtain this value for mean precipitation. On more regional scales there are other
signiﬁcant eﬀects, such as circulation changes or moisture availability for evapora-
tion, and it is more diﬃcult to establish robust trends. On local scales we therefore
currently need to rely on the results of dynamical models, and assume that ensemble
methods produce an accurate estimate of the range of likely changes.
Runoﬀ, or stream-ﬂow, is often modelled uncoupled to a GCM or RCM, using
a hydrological model forced with precipitation and sometimes other atmospheric
data (e.g. Dadson et al., 2011; Teutschbein et al., 2011). RCMs and GCMs do,
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however, usually produce their own runoﬀ ﬁelds. It has been found that GCMs have
the ability to model observed stream-ﬂow measurements with good qualitative, but
not quantitative skill (Randall et al., 2007). In an assessment of the skill of river ﬂows
produced within two GCMs, Falloon et al. (2011) ﬁnd that there is still substantial
work to be done to enable GCMs to simulate monthly stream-ﬂow consistently
well for the majority of basins worldwide. For hydrological models, Dadson et al.
(2011) show that the most signiﬁcant source of biases is the RCM rainfall used to
force the model. Fekete et al. (2004) demonstrate that, particularly in semi-arid and
arid areas, slight changes in precipitation can result in dramatic changes in runoﬀ
response. They note the need for accurate precipitation inputs for water balance
calculations, in agreement with Dadson et al. (2011).
1.3.1 Modelling Precipitation and Runoﬀ Extremes
It is often changes to the intensity and frequency of extremes that societies and
ecosystems are vulnerable to, rather than changes to mean variables. For example,
whilst a slight increase in daily temperature may not even be noticeable on a typical
day, the same increase on an extremely hot day would likely lead to increased loss
of life. Increases in the frequency, intensity or duration of heat waves, droughts or
ﬂood events could have a devastating impact on human life, the environment, and
agriculture. As a point of interest, Meehl et al. (2000) note that in a few cases
extreme events can in fact be beneﬁcial for some systems. Changes to extreme
events can occur due to a shift in either the mean of the underlying distribution, the
variance, or both. It is therefore important to be able to model not just changes to
distribution means, but also any changes to the tails of the distribution.
Extreme events can be studied either dynamically, by looking at the physical impact
of increased temperatures or circulation changes on individual extreme events, or
statistically, through the ﬁtting of simulated data to statistical distributions. For
the statistical study of the distribution of relatively short-lived events Generalized
extreme value (GEV) theory is often used. The theory predicts that the largest
observation in a large sample (e.g. the annual maximum of temperature or daily
precipitation amount) will tend to one of only three extreme value distributions.
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These distributions diﬀer based on the value of the shape parameter ξ in the following
equation, which describes the cumulative distribution function for GEV theory (Ghil
et al., 2011).
G(x;µ, σ, ξ) = exp
(
−
{
1 + ξ
x− µ
σ
}−1/ξ)
(7)
The parameters µ and σ are the GEV location and scale parameters respectively. µ
controls the location of the peak in probability, or the steepest slope in the cumu-
lative distribution function, while σ varies the width of the distribution. For ξ → 0
equation 7 tends to the Gumbel, or Type I distribution:
G(x) = exp
(
−exp
[
−
{
x− µ
σ
}])
(8)
The other extreme value distributions can be found by setting ξ > 0 and ξ < 0. The
Gumbel distribution is not symmetrical about µ, and thus µ is equal to the mode,
but not the mean, of the distibution. Increasing µ shifts the distribution towards
positive x, whilst increasing σ increases the width of the distribution. The cumula-
tive distribution function shown in equation 8 is used to model the distribution of
maximum values within a block period (e.g. maximum daily precipitation within a
year, or season) and is positively skewed. The Gumbel can also be used to model
the distribution of minimum values (e.g. minimum river ﬂow in a year) by negating
the x values, resulting in a negatively skewed probability density function. As the
use of GEV theory involves modelling the distribution of the minimum or maximum
values within block periods it can be considered statistically wasteful as a lot of data
on large events are simply not considered when there is a more extreme event in the
same year (Ghil et al., 2011). Other methods involve modelling exceedances over a
particular pre-chosen threshold. A disadvantage to this method is that the results
can be dependent on the particular threshold value. The Gumbel distribution is a
well-established method of modelling the extremes of rainfall (e.g. de Quadros et al.,
2011; Park et al., 2011; Sansigolo, 2008; Beersma and Buishand, 2007) and has also
been used for modelling stream-ﬂow extremes (Loukas, 2002). Extreme value theory
can be used to calculate the expected intensity of events with large return periods
such as 100 or 200 years, even when only 20 years of data are available.
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Whilst intense short-lived rainfall or ﬂood events can be studied using extreme value
theory, extremes such as droughts happen over time-periods of months to years. It
is therefore necessary to ﬁt variables such as total annual rainfall or runoﬀ to sta-
tistical distributions in order to extrapolate the probabilities of reaching certain
thresholds. Whilst there is some debate about the exact shape of the tail for ex-
tremes, which may vary with geographical region (McMahon et al., 2007), most
statistical models for extreme annual total precipitation or runoﬀ are based on dis-
tributions such as log-normal or gamma (Bordi et al., 2007; Haylock et al., 2006;
Katz et al., 2002). McMahon et al. (2007) test both gamma and log-normal distribu-
tions on annual stream-ﬂows for a dataset from 1221 rivers across the globe. They
conclude that the gamma distribution appears to ﬁt total global stream-ﬂow data
better than log-normal, however this may not be the case for individual river basins.
1.4 South Africa
Throughout this thesis I concentrate on a particular river catchment area in South
Africa. South Africa lies between the latitudes of 20◦ and 35◦ south. Due to this sub-
tropical location, the weather and climate are aﬀected by circulation systems prevail-
ing in both the tropics to the north and the temperate latitudes to the south (Tyson
and Preston-Whyte, 2000). The area is also dominated by the semi-permanent, sub-
tropical high-pressure cells which are elements of the discontinuous high-pressure
belt circling the southern hemisphere at around 30◦ south: the South Indian Anti-
cyclone, the continental high, and the South Atlantic Anti-cyclone. The positions
of these anti-cyclones vary signiﬁcantly with the seasons, both longitudinally and
zonally. The movement of the ITCZ throughout the year, discussed in section 1.3,
is largely responsible for the strong inter-seasonal variations in precipitation seen in
the region. There is also relatively strong inter-annual variability in southern Africa,
which has been attributed to the El Nino Southern Oscillation (ENSO) (Usman and
Reason, 2004), the Southern Annular Mode (SAM) (Gillett et al., 2006) and SSTs
in neighbouring oceans (Hansingo and Reason, 2009). Dry spell frequencies have
been shown to be highest during El Nino events, whilst an increase in precipita-
tion is seen during the positive phase of the SAM. The largest correlation to the
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SAM is seen along the eastern coast. Gillett et al. (2006) attribute this response to
anomalous easterly winds advecting more moisture from the ocean, suggesting that
precipitation in eastern South Africa can be strongly aﬀected by the amount of mois-
ture advected in from the Indian Ocean. In agreement with this study, Hansingo
and Reason (2009) show that the strong interannual and interdecadal variability of
southern African rainfall can be correlated with SST variations in both the tropical
southeast Atlantic and southwest Indian Oceans.
South Africa has been identiﬁed in previous studies as a country facing signiﬁcant
environmental and social challenges as a result of global climate change and predicted
population growth (Collier et al., 2008; Meadows, 2006; Tadross et al., 2005). In
particular there is concern over potential changes to regional water availability due to
changes in precipitation and evaporation (de Wit and Stankiewicz, 2006). Meadows
(2006) notes that most ecological and economical processes in southern Africa are
limited by water availability to some extent. Accurate estimates of any changes to
water availability are therefore of great importance in this country for both social
and economical reasons.
1.4.1 The Olifants Basin and its Climate
The Limpopo region, located in the north-east of South Africa, has a semi-arid
climate characteristic of the country, with strong inter-annual and inter-seasonal
variability in rainfall. Within this region lies the Olifants River catchment with an
area of 54,000km2, the location of which is shown in ﬁgure 4. It is this river basin
that is the focus of this research. Water availability is of extreme concern within the
Olifants basin, which under present-day conditions is already categorised as water-
stressed by the Department of Water Aﬀairs (DWA, previously the Department of
Water Aﬀairs and Forestry, DWAF) in South Africa (McCartney et al., 2004). Wa-
ter demand in the area is predicted to increase due to growth of the mining economy
and increased domestic and agricultural water use due largely to population growth.
It is thus important to have predictions of the potential changes in water availability
in this region due to climatic changes. Due to non-linear eﬀects between rainfall and
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runoﬀ (Jones et al., 2006; Fekete et al., 2004) it is important to predict not only
changes in rainfall but also the subsequent changes in runoﬀ.
Figure 4: The location of the Olifants basin within southern Africa, catchment area shown
in light blue
The climatological mean annual 2m temperature in the Limpopo region is 19.3◦C,
varying between a monthly mean of 23.4◦C in January, the hottest month, down to
13.6◦C in July. The inter-annual variability in mean monthly temperature is low,
with a standard deviation of approximately 3% in summer (CRU TS3.1 data sup-
plied by the KNMI website, http://climexp.knmi.nl). The atmospheric circulation
over southern Africa is anti-cyclonic throughout the year, except near the surface.
During the winter months, this anticyclone intensiﬁes and moves northwards result-
ing in stronger westerly upper-level ﬂow over much of southern Africa. Near the
surface, a weak low pressure system develops over the continent during the summer,
associated with strong warming of the land and the resulting uplift of air. Subse-
quent low level inﬂow from the Indian Ocean to the east occurs over the Limpopo
region. This inﬂux of maritime air is moist and rises over land due to the solar
heating, resulting in signiﬁcant summer rainfall in this region. In March to April
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relative cooling of the land causes the development of a continental high pressure
system which persists for the winter season. The associated descending and outﬂow-
ing air results in the winter dry season in the Limpopo region (McCartney et al.,
2004; Tyson and Preston-Whyte, 2000).
The monthly climatological precipitation is shown in ﬁgure 5. These data are taken
from the CRU TS3.0 dataset, averaged over 1905-2005, and demonstrate the strong
inter-seasonal variability. The majority of annual precipitation falls between Oc-
tober and April, that is, austral spring and summer and the winter months are
relatively dry for the reasons described above. The 2.5% and 97.5% percentiles in
ﬁgure 5 demonstrate the large inter-annual variability in the area. The mean annual
precipitation is approximately 630mm (McCartney et al., 2004), however there is
considerable spatial variation across the catchment area. The topography of the
region is shown in ﬁgure 6(a) along with the spatial distribution of mean annual
rainfall in ﬁgure 6(b). These ﬁgures show a correlation between topography and
rainfall. The southern part of the basin extends into the Drakensburg escarpment
and is thus at a much higher elevation than the northernmost part. There is also
very steep topography around the northeastern reaches of the escarpment. This
steep terrain has a large eﬀect on the uplift of air masses in the area and hence on
precipitation. Annual precipitation values are maximum over the thin mountainous
band stretching from the northwest to the southeast of the central region, reaching
up to 2000mm, with the minimum as low as 440mm in some parts of the ﬂatter
northwestern areas (De Lange et al., 2003).
Potential evaporation in the basin region exceeds precipitation at all points during
the year, with a mean annual Penman-Monteith evapotranspiration of 1453mm (Mc-
Cartney et al., 2004), compared to the mean annual rainfall of 630mm. Potential
evaporation is deﬁned as evaporation not constrained by any moisture deﬁcit and the
Penman-Monteith equation calculates this value for various vegetation surfaces. Mc-
Cartney et al. (2004) follow the Food and Agricultural Organization (FAO) method
for a green grass surface, discussed further in section 2.4. High potential evaporation
indicates that evaporation plays a signiﬁcant role in the water cycle in the region,
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Figure 5: Mean monthly precipitation in mm day−1 for the area -27 to -23N, 28 to 32.5E,
from CRU TS 3.0 on KNMI website, http://climexp.knmi.nl. The red line gives the mean
precipitation, whilst the green lines show the 2.5, 17, 83 and 97.5% percentiles.
and thus future changes to evaporation may also be important. For example, a small
increase in precipitation may be oﬀset by an increase in evaporation from higher sur-
face temperatures, leading to no change or even a decrease in available water. Even
without an increase in potential evapotranspiration, any increase in precipitation
would lead to enhanced evaporation due to increased moisture availability, and thus
the absolute increase in stream-ﬂow would be lower than that expected solely from
the increase in precipitation.
The mean annual runoﬀ is calculated from river ﬂow to be 2040Mm3 (McCartney
et al., 2004), equating to 37.6mm yr−1 averaged over the basin area. Total demand
in the region is estimated to be 1446Mm3yr−1. Whilst demand is currently lower
than the mean annual runoﬀ value, the strong inter-annual variability results in
years when total runoﬀ does not meet demand and so water shortages occur. Water
management is thus very important, explaining why there are more than 200 dams
located in the Olifants catchment, with a cumulative storage of 1262Mm3 (McCart-
ney et al., 2004). Comparing mean annual runoﬀ to precipitation gives an average
coeﬃcient of runoﬀ of 6%; only 6% of the water falling as precipitation makes it into
the rivers. The remainder is mostly evaporated back into the atmosphere, though
a small amount, approximately 75Mm3 per annum, replaces water abstracted from
groundwater reserves.
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(a)
(b)
Figure 6: (a) Topography of the area around the Olifants basin in m above sea level,
with the catchment area outlined in red, ﬁgure from the International Water Management
Institute (IWMI; http://www.iwmi.cgiar.org) (b) The spatial distribution of mean annual
precipitation (1920-89) in mm yr−1 with the basin catchment area outlined in black, ﬁgure
taken from McCartney et al. (2004).
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Groundwater is an important aspect of water availability in this region. Peak
monthly runoﬀ lags behind peak precipitation by approximately one month, and,
during the winter months of June, July and August (JJA), there is more runoﬀ
than precipitation. Both these observations can be explained by groundwater ﬂow.
During precipitation events some water travels quickly to the river system via the
surface, or slightly slower through the soil close to the surface (through-ﬂow). The
remainder inﬁltrates deep into the soil to the water table, moving much more grad-
ually under gravity and water pressure. Eventually this groundwater will return to
the surface at a river (or spring), however the timescales involved are of the order
of months, compared to hours for surface ﬂow. Groundwater resources therefore
recharge during the summer wet season, providing much needed base water ﬂow to
the river systems during the dry winter. A rough calculation using the numbers
given by McCartney et al. (2004) produces an estimate of groundwater ﬂow as be-
tween 30-40% of the total runoﬀ. This agrees with Dzhamalov et al. (2008) who
calculate the percentage of base ﬂow resources in total river runoﬀ as 28% for the
whole of Africa and with Xu and Beekman (2003) who suggest a value of 29% for the
Olifants basin based on observations. Groundwater is therefore an important water
source for river ﬂow. Within the Olifants basin a model will need to treat subsurface
ﬂow with a reasonable degree of accuracy in order to simulate stream-ﬂow well.
The Olifants catchment area has been categorised by the DWA as having no sur-
plus water available for allocation and as being under severe water stress (Planning,
2006). Mining is the largest economic sector in the area (based on gross geographical
product, 1997 values) with manufacturing and electricity generation the second and
third largest respectively (Basson and Rossouw, 2003). Agriculture contributed to
only 7% of gross geographical product in 1997, however the water use for irrigation
was approximately 57% of the total water demand (Basson and Rossouw, 2003). Ar-
ranz and McCartney (2007) suggest that this is an over-estimate and that the actual
value is around 47%, however this still makes agriculture the sector with the largest
use of water in the region. The Olifants River ﬂows through South Africa and into
Mozambique. Whilst there is currently no quantitative agreement on a minimum
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ﬂow requirement across this boundary, this is an important consideration for any
policy concerning future water usage within the Olifants basin. Arranz and McCart-
ney (2007) suggest that 5% of the base ﬂow is a reasonable estimate for a future
agreement of minimum ﬂow into Mozambique.
For the Olifants River an ecological reserve of 460Mm3 or 8.6mm per year has been
assigned by the South African Department of Water Aﬀairs (McCartney et al., 2004;
Basson and Rossouw, 2003). This reserve was developed under the 1995 National
Water Act in South Africa and is designed to quantify the minimum annual water
requirement to meet basic human needs and ensure sustainability of the river ecol-
ogy (Arranz and McCartney, 2007). The probability of any individual year having
a total runoﬀ value of less than this ecological reserve is small and such an event
should therefore be modelled as an extreme. Any change in the likelihood of annual
runoﬀ below this value would be of high importance to those involved in water re-
source planning and management in the area (e.g. USAid, 2008). In areas such as
the Olifants basin estimates of subsurface runoﬀ, and related groundwater recharge,
are of extreme importance as many rural communities depend on the abstraction
of groundwater as their principle water source. During low ﬂow and drought events
subsurface ﬂow largely determines total river ﬂow and its ﬂuctuations (Lehner et al.,
2006).
Water demand is predicted to increase due to a growing population combined with
increased water provision to rural areas, the development of the mining industry in
the area, the construction of new power generation plants, the implementation of
environmental ﬂows and the need to meet international ﬂow requirements (Arranz
and McCartney, 2007). Accurate quantitative estimates of future water availability
will help ensure that appropriate adaptation procedures are implemented to pro-
vide suﬃcient water for agriculture and the mining activity important for economic
growth in the area. Water use for agriculture can be reduced in the future by the
implementation of more eﬃcient methods, and water shortages and unmet demands
can be reduced by careful water management and the construction of additional wa-
ter storage infrastructure. These interventions are, however, unlikely to be suﬃcient
to oﬀset the demand growth (Arranz and McCartney, 2007).
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1.4.2 Projections of Changes to South African Climate
Whilst not able to resolve the localised dynamical eﬀects of climate change over
the Olifants River basin and surrounding area, GCMs can provide esimates of the
changes expected due to global radiative forcing eﬀects and any resulting synoptic-
scale circulation changes. In general the IPCC AR4 models show drying within most
of southern Africa, particularly in the south-west (Christensen et al., 2007). The
changes are strongest in winter, due to a large-scale pole-ward shift in the circula-
tion across the South Indian and Atlantic oceans. This may be due to a decreasing
temperature gradient between the equator and the southern pole. As much of the
region experiences a summer rainy season, this winter change does not contribute
signiﬁcantly to mean annual rainfall change in most places. Over eastern Africa a
robust increase in rainfall is projected by the GCMs. The Olifants basin, situated
between the large-scale drying over the south-west of Africa, and the increase in
precipitation over the east, shows a slight reduction in annual mean precipitation
based on the GCM results.
Table 3 shows statistics calculated from the 23 GCMs in the IPCC AR4, all for the
A1B scenario for a point near the centre of the Olifants basin (Reifen, C., personal
communication). All models agree on at least a 1◦C rise in annual mean temperature
(described in section 1.4.1). The precipitation signal is less robust, as is common
with GCMs. The model mean annual change is a decrease of 5% of present-day
rainfall, with a 28% chance that the decrease will be greater than 10%. Boko et al.
(2007) attribute some of the discrepancy between individual GCM predictions of
precipitation changes over Africa to the model limitations in simulating the various
teleconnections and feedback mechanisms responsible for a signiﬁcant proportion of
the rainfall variability there. Another factor that may increase inter-model vari-
ability, particularly in southern Africa, is the dependence on precipitation to SST
anomalies (Reason, 2002). Given the biases in GCM simulated present-day precip-
itation, discussed in section 1.1.2, which are in many regions much greater than
5-10% even for the multi-model mean, this projected precipitation change must be
interpreted with caution. Unless the biases in GCMs are stationary in time, the
projected changes could be caused by shifts in the model bias strength in this region
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and may therefore not be a strong indication of expected future changes. Using a
multi-model mean improves the robustness of the projection, but the results must
still be used with care considering the large biases present. Given the current issues
concerning water demand and availability in the region any decrease in precipita-
tion will lead to further water stress in the area and thus future water supply is an
important subject to address.
Statistic Mean(◦C) P>1◦C P>2◦C P>3◦C Max change(◦C)
Annual Mean T 2.11 100% 60% 2% 2.95
DJF Mean T 1.94 98% 45% 1% 2.74
JJA Mean T 2.11 99% 59% 4% 3.21
Statistic Mean(mm) P(D>10%) P(D>20%) P(I>10%) P(I>20%)
Annual Total Rainfall -5% 28% 2% 1% 0%
4yr Accum. Rainfall -14% 61% 34% 5% 1%
Table 3: Summary of statistics of 2040-2059 mean values relative to 1980-1999 at a point
near the centre of the Olifants basin (-24.43N, 30E). Based on the 23 GCMs in the IPCC
AR4. For temperature (T) the mean change, probabilities of a change greater than 1◦C,
2◦C, and 3◦C and the maximum change from the ensemble of models are shown. These are
given for the annual mean, summer mean (DJF), and winter mean (JJA). For precipitation
the mean change and probabilities of an increase or decrease of greater than 10 and 20%
are shown for the annual mean and the accumulated rainfall over a 4-year period.
Studies have been performed to downscale the global simulations for the region of
South Africa. Hewitson and Crane (2006) ﬁnd that, whilst the GCM projections
of precipitation vary widely between the three models studied for the A2 scenario,
the results of empirical downscaling show inter-model similarity. For the Olifants
region their results show that two of the GCMs predict a drying, whilst one predicts
increased precipitation. The downscaled results all show increased precipitation
during the main wet season (December-February, DJF). It is unclear whether these
results would stand if more than three climate models were used, or with alternative
downscaling techniques. Hewitson and Crane (2006) also present results suggesting
that the frequency of heavy rain days (days with >20mm rainfall) is projected to in-
crease during DJF. This supports the theoretical idea that extreme events are likely
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to increase in frequency and intensity under warming conditions. There is some
evidence that an increase in extreme rainfall events has already occurred over 70%
of South Africa between 1931-1960 and 1961-1990 (Mason et al., 1999). However
the Olifants basin region does not show a clear trend in this study. From dynamical
downscaling there is also evidence that the Olifants area will experience an increase
in precipitation in the future under the A2 scenario (Tadross et al., 2005). Their
results suggest that the use of RCM downscaling may reduce some of the uncertainty
present in the ensemble of GCMs. Hudson and Jones (2002a,b) study changes over
the whole of South Africa with both the HadAM3H GCM and the HadRM3H RCM
forced with HadAM3H data. The HadAM3H is an atmosphere only global model
at approximately 150km resolution developed by the UK Met Oﬃce Hadley Centre
(see table 2), whilst the HadRM3H is a limited area model with a spatial resolution
of 50km in the experiments discussed here. Both of the models have 19 vertical
levels. Over the Olifants basin the GCM simulated a slight decrease in DJF pre-
cipitation by 2071-2100 compared to 1961-1990 for the A2 scenario, however this
decrease was not signiﬁcant at the 1% level. Very little change was seen for the B2
scenario for the same period. The HadRM3H RCM, which has a stronger baseline
hydrological cycle than the forcing GCM, predicts no change in precipitation for
the same period. The onset of the wet season is also an important consideration
for communities highly dependent on subsistence agriculture such as in many parts
of South Africa (Meadows, 2006). Kniveton et al. (2009) show that the wet season
has started progressively later over Africa as a whole between 1978 and 2002. This
result stands when considering just the Olifants region.
Whilst large-scale GCM results project a slight decrease in annual mean precip-
itation over the Olifants basin, downscaled results tend to predict an increase in
precipitation over the convective region of the eastern plateau and Drakensberg
Mountains (Boko et al., 2007). These conﬂicting predictions demonstrate the need
for the downscaling of low-resolution results, particularly in regions where the orog-
raphy plays an important role in triggering convective precipitation.
Expected decreases in long-term drainage for a given change in precipitation have
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been calculated by de Wit and Stankiewicz (2006). These decreases are computed for
several cities within Africa, and for Johannesburg, the closest result to the Olifants
basin, a 10% drop in rainfall leads to a 22% drop in drainage. Stratus Consulting
Inc. (2006) suggest an even higher sensitivity for the Limpopo region, with a 10%
decrease in precipitation leading to a 50% reduction in runoﬀ. For the Olifants
region any reduction in precipitation thus leads to a higher relative reduction in
stream-ﬂow, however there is some uncertainty about the quantitative sensitivity of
this runoﬀ to changes in rainfall.
1.5 Thesis Layout
This study aims to use the Weather Research and Forecasting limited area model
to study water availability and potential ﬂood or drought risk under future climate
change conditions, using a case study of the Olifants basin in South Africa. In
particular, the work concentrates on two new methods to correct for biases in the
simulation of precipitation and runoﬀ by the WRF model. The ﬁrst bias correction
method is the implementation of new soil water physics and the second a statistical
correction of the regional model inputs. Chapter 2 provides background details of
the WRF model, along with information about the re-analysis, GCM and observa-
tional datasets used within the study. Following this is a short chapter giving the
basic set-up of the WRF model for the case study region, selected from preliminary
tests. A comparison of these results to observations is included. Chapter 4 looks at
the implementation of new soil physics within a land surface scheme in the WRF
model. This implementation impacts on the inﬁltration and subsequent abstraction
of water from the model soil. This chapter details the background and theory of
the new soil-water physics, the method of implementation within the land surface
scheme along with the assumptions made, as well as the eﬀects of the new scheme on
the model results. Chapter 5 continues the study of this scheme with climate change
experiments to determine the impact of the new physics on projections of changes to
water availability. The ﬁnal results chapter, Chapter 6, looks at a diﬀerent method
of bias correction, by the use of a correction to the regional model inputs. The chap-
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ter includes an introduction to model bias correction and a review of currently used
techniques. Two bias correction techniques are implemented and the results of these
compared to observations. Each results chapter includes an individual conclusions
and discussion section, while Chapter 7 presents conclusions and discussion of the
thesis work as a whole.
52
2 The Weather Research and Forecasting Model,
CCSM3.0 GCM, Re-analysis and Observational
Datasets
2.1 The Weather Research and Forecasting Model
2.1.1 Introduction to the Weather Research and Forecasting Model
This study uses the Weather Research and Forecasting (WRF) regional model, de-
signed speciﬁcally for high-resolution applications (Done et al., 2004). The WRF
model was developed collaboratively by the National Center for Atmospheric Re-
search (NCAR), the National Oceanic and Atmospheric Administration (the Na-
tional Centers for Environmental Prediction (NCEP) and the Forecast Systems
Laboratory (FSL)), the Air Force Weather Agency (AFWA), the Naval Research
Laboratory, the University of Oklahoma, and the Federal Aviation Administration
(FAA). The version used in this study is the Advanced Research WRF (ARW)
model, version 3.2.1. It uses the ARW dynamical core and has been designed for
both research and operational applications.
The ARW solver contains fully compressible, non-hydrostatic Euler equations, con-
servative for scalar quantities. The equations are calculated on hybrid vertical coor-
dinates, merging a terrain-following coordinate at the bottom surface with a pressure
level coordinate at the top. The WRF model contains multiple options for the rep-
resentation of microphysics, cumulus parameterisations, surface physics, planetary
boundary layer physics and atmospheric radiation physics. These can be changed
easily using input namelist parameters, allowing the model to be tuned to a partic-
ular climate or region. As well as options for running as a regional climate model
the WRF model can also be used to run idealised experiments, for example to study
ﬂow over a Gaussian hill (e.g. Chen and Lin, 2005a,b).
The WRF model has been used extensively to simulate precipitation on a regional
scale, both for present-day conditions and for projected conditions under climate
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change. Lowrey and Yang (2008) use the WRF model at 4km resolution to simulate
extreme precipitation patterns and ﬂooding in central Texas, and test the sensitivity
of the model to diﬀerent physics options, initialisation dates, and domain conﬁgu-
rations. They ﬁnd that the simulation accuracy is most dependent on the cumulus
parameterisation and almost entirely unaﬀected by the choice of radiation schemes.
This may apply only for that particular region and climate. Contrary to literature
suggesting that at resolutions higher than 5km the cumulus parameterisation can
be switched oﬀ and the model relied upon to resolve all convection (e.g. Skamarock
et al., 2008; Smedsmo et al., 2005), the most accurate simulations had convective
parameterisation included. For a 24-hour period Lowrey and Yang (2008) ﬁnd that
their best set-up has an error in mean precipitation of 9% compared to observations.
The U.S. warm-season precipitation has been studied using seasonal length simu-
lations of 4-month duration at 30km horizontal resolution (Bukovsky and Karoly,
2009). The WRF model is shown to provide improvement of this precipitation com-
pared to observations with respect to the NCEP-NCAR re-analysis data used to
force the simulation. Similarly, Heikkila et al. (2011) show that the WRF model
is able to add signiﬁcant detail to the representation of precipitation over Europe,
and the geographical distribution and extreme precipitation values are highly im-
proved compared to the ERA-40 re-analysis forcing the model. Done et al. (2004)
ran 6-month simulations over the Western United States, also at a 30km horizontal
resolution. Whilst the majority of the simulations using the WRF model focus on
regions in the USA, the model has also been used to simulate climate in Africa (e.g.
Pohl et al., 2011; Vigaud et al., 2011), Europe (e.g. Heikkila et al., 2011), Asia (e.g.
Hayashi et al., 2008) and even the polar regions (e.g. Tastula and Vihma, 2011).
Recently there has been increased use of the WRF model to dynamically downscale
GCM results to spatial resolutions of around 10-40km (e.g. Lo et al., 2008). Caldwell
et al. (2009) produce 40-year simulations over California at a horizontal grid-spacing
of 12km, forcing the WRF model with the Community Climate System Model GCM
version 3.0 (CCSM3) with monthly re-initialisation. The WRF model is able to re-
produce the spatial distribution of present-day precipitation well, however both the
CCSM3 and WRF model output demonstrate overly-dry soil moisture. Processes
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within the WRF model itself seemed also to contribute to an over-estimation of pre-
cipitation on windward slopes that was not present in the driving data. Salathe et al.
(2010) produce two 100-year regional climate simulations for the State of Washing-
ton, with lateral forcings provided by the CCSM3 GCM and the global model from
the Max Plank Institute, Hamburg (ECHAM5). They ﬁnd substantial changes in
the projected temperature and precipitation trends with respect to the forcing mod-
els, due to changes in circulation patterns associated with interactions between the
large-scale climate and regional eﬀects such as high resolution topography and land-
water contrasts. The WRF model has also been utilised to study predicted trends
in West Africa (Vigaud et al., 2011). The model was found to reduce the bias with
respect to observational precipitation for the present-day compared to the forcing
GCM data.
2.1.2 Physics of the Weather Research and Forecasting Model
The Advanced Research WRF (ARW) dynamical solver integrates non-hydrostatic
fully-compressible Euler equations, corresponding to the Navier-Stokes equations
with zero viscosity and heat conduction terms, along with equations for conservation
of mass, energy and moisture. The derivation of these equations is discussed in
section 1.1 and here the particular form these equations take within the WRF model
is considered. The hybrid vertical coordinate system used, proposed by Laprise
(1992), is described mathematically as
η = (ph − pht)/µ where µ = phs − pht. (9)
In this equation phs is the air pressure at the point considered, pht the air pressure at
the top boundary, and µ represents the total mass of air in the column. The Euler
equations are solved on surfaces of constant η. This vertical coordinate system is
shown graphically in ﬁgure 7. Terrain-following coordinates are also called sigma
coordinates and so the merging of terrain-following levels with pressure surfaces is
called a hybrid sigma-pressure coordinate. In the WRF model, this coordinate sys-
tem is deﬁned with respect to the dry-air mass, and so η = (phd − phtd)/µd where
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phd is the hydrostatic pressure of the dry atmosphere and phtd the hydrostatic pres-
sure at the top of the dry atmosphere. µd is thus the total mass of dry air in the
column. The use of this coordinate system reduces the complications in implement-
ing the lower boundary condition over the terrain (Wu and Arakawa, 2011; Laprise,
1992). There are, however, disadvantages in regions of steep terrain where the use of
terrain-following coordinates is a large source of error in calculating the horizontal
pressure gradient (Janjic, 1989). These errors can lead to the generation of spurious
precipitation. New methods have recently been developed to reduce the erroneous
circulation caused by such pressure gradient biases, such as the smoothing of to-
pography in terrain-following coordinates or methods of implementing topographic
boundary conditions in height coordinates (Klemp, 2011; Wu and Arakawa, 2011).
Figure 7: The ARW model terrain-following hydrostatic-pressure vertical coordinate,
η, (Skamarock et al., 2008).
Within the WRF model the primitive equations have a diﬀerent form from sec-
tion 1.1.1, due to their expression on the vertical coordinate system described above,
the inclusion of moisture, transformation due to the map projection chosen, and the
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use of a perturbation form. These equations are described in full by Skamarock
et al. (2008). The WRF model makes use of perturbation variables to reduce trun-
cation errors in the horizontal pressure gradient calculations and machine rounding
errors in the vertical pressure gradient and buoyancy calculations. This use of per-
turbations requires the deﬁnition of a reference state. Within the WRF model this
reference state is hydrostatically balanced and strictly a function of height only.
Variables such as pressure can then be expressed as a sum of the reference state
value, p(z) and a perturbation term, p′. Pressure p, geopotential φ, inverse density
α, dry air mass µd and potential temperature θ are all expressed as reference plus
perturbation states. As an example, equation 10 shows the WRF ﬂux equation for
horizontal wind, for comparison with equation 1.
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In this equation U = µdu/my, V = µdv/mx and Ω = µdη˙/my, where u, v are the co-
variant velocities in the two horizontal directions and η˙ is the contravariant `vertical'
velocity. µd is the column dry air mass as described above and all other variables
with the subscript d are the corresponding dry air equivalents of the original vari-
ables. The variables mx and my are map scale factors, deﬁned as the ratio of the
distance in computational space to the corresponding distance on the Earth's sur-
face. As previously described, p and p′ are reference and perturbation terms for
pressure, with φ and φ′ the equivalent for geopotential. FU represents the forcing
per unit mass in the x direction from model physics, turbulent mixing, spherical pro-
jections and the Earth's rotation. The appearance of µd in the variable deﬁnitions
and the use of φ within the equations comes from the change of vertical coordinate
system (Laprise, 1992). The use of variables with the subscript d is a result of the
inclusion of moisture in the Euler equations, and the factors mx and my are due to
the projection of the equations onto the particular map grid used in the simulation.
The reference and perturbation terms arise from recasting the equations using per-
turbation variables.
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The WRF model currently supports four diﬀerent map projections, however in this
study only the Mercator projection is used. In this particular map projection the
Earth is modelled to be cylindrical. This is not suitable for use near the poles due to
discontinuities, however for the South African domain studied it is an appropriate
and easy to visualise map projection.
The time integration method employed by the ARW solver is a time-split scheme
whereby high-frequency modes are integrated over a smaller timestep than modes
of lower frequency. This use of time-splitting reduces the computational time that
would be required if all modes were integrated at the smaller timestep, whilst main-
taining numerical stability. The ARW model also has the capability for an adaptive
timestep to be implemented. This chooses a timestep for the low-frequency in-
tegrations based on the temporally-evolving wind ﬁelds, using a target maximum
Courant number, Crtarget. The Courant number is given by Cr = (u · ∆t)/∆x for
each of the wind components (u, v, w). A Courant number of 1.0 means that all
atmospheric particles in one gridbox, size ∆x, will travel to a neighbouring gridbox
in timestep ∆t. The timestep is altered for each integration in order to obtain a
Courant number as close to, whilst still less than, the speciﬁed Crtarget. Typically
1.1 ≤ Crtarget ≤ 1.2. The spatial discretisation in the ARW uses an Arakawa C grid
staggering, so that normal variables (u,v,w) are staggered one half grid-length away
from the thermodynamic variables, which are located in the centre of each gridbox.
The WRF model supports both one-way and two-way nesting. Nesting allows for
higher resolution simulations to run over a speciﬁc region of interest by introducing
additional higher-resolution grids within the larger domain. The lateral boundary
conditions for ﬁner-resolution grids are interpolated from the coarse grid (parent
domain) forecast. In a one-way nested simulation this is the only exchange of infor-
mation between the two grids. In two-way nesting the ﬁne-grid solution, upscaled
to the coarse-grid resolution, replaces the parent domain solution for the grid-points
within the inner nest region.
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2.1.3 Options within the Weather Research and Forecasting Model
The WRF model has diﬀerent physics options that can be selected. This allows the
model to be tuned to the meteorological conditions in a speciﬁc study area. There
are several categories of choices: microphysics, cumulus parameterisations, land
surface schemes, surface schemes, planetary boundary layer schemes, and radiation
schemes. The physics and interactions contained within each of these categories are
brieﬂy described below, with emphasis on those schemes used in this work. Further
details on all schemes are available from Skamarock et al. (2008).
The microphysics modules explicitly resolve water vapour, cloud and precipitation
processes. The main diﬀerence between the schemes is the number of hydrometeors.
All schemes include water vapour, cloud water and rain, with more sophisticated
schemes additionally including some or all solid water phases: cloud ice, snow,
graupel and hail. Mixed phase processes result from the interaction of solid and
liquid water, such as the accretion of super-cooled water onto snow particles to form
graupel. Figure 8 shows the diﬀerence in the number of hydrometeor interactions
between a scheme with only warm phase interactions and those with mixed-phase
processes. For simulations with a horizontal resolution of greater than 10km, in
which updrafts can be resolved, and also in areas where deep convection is common,
it is recommended to use a scheme that includes mixed-phase processes (Skamarock
et al., 2008). The other signiﬁcant diﬀerence is between single and double-moment
schemes. Double-moment schemes explicitly calculate number concentrations in ad-
dition to the mixing ratios calculated by traditional single-moment schemes. Use of
such a scheme tends to decrease the excessive light rain often produced by model
microphysics (Lim and Hong, 2010). Two such double moment schemes within the
WRF model options are the WRF Double-Moment 6-class scheme and the Morrison
2-moment scheme. Both of these schemes include all mixed-phase processes and
thus have six hydrometeors. The WRF Double-Moment 6-class scheme computes
two moments (i.e. number concentration and mixing ratio) for cloud water vapour,
rain, and cloud condensation nuclei, whilst the Morrison double-moment scheme
computes two moments for cloud rain, cloud ice, snow and graupel. This suggests
that the WRF Double-Moment 6-class scheme may perform better for warm pro-
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cesses involving mostly cloud water and rain. The Morrison scheme may produce
better results for colder processes that involve larger amounts of ice, snow and grau-
pel for which it calculates two moments.
(a) (b)
Figure 8: Schematic depicting the diﬀerent interactions between a microphysics scheme
with (a) only warm cloud processes and (b) mixed cloud processes. Qr is rain water, Qc
cloud water, Qv water vapour, Qg graupel, Qi cloud ice and Qs snow.
Various cumulus parameterisations are available for the simulation of the sub-gridscale
eﬀects of convective activity and shallow clouds. The parameterisations represent
the unresolved updrafts and downdrafts along with the compensating motion outside
the clouds and subsequent vertical ﬂuxes. They are designed for resolutions lower
than 10km when the assumption of convective eddies being entirely sub-gridscale is
valid. They have also been shown to be helpful in triggering convection at higher
resolutions (Lowrey and Yang, 2008). The available schemes vary in complexity and
design. The Betts-Miller-Janjic scheme has been modiﬁed for use in higher reso-
lutions and has been optimised over years of operational applications (Skamarock
et al., 2008).
Within the WRF model precipitation produced by systems explicitly resolved by
the model is classiﬁed as gridscale rainfall, and precipitative activity at length scales
smaller than this (calculated within the convective parameterisation) is classiﬁed as
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cumulus rainfall. Care must be taken in the interpretation of this separation, as it
changes with the spatial resolution of the model and does not represent a distinct
physical diﬀerence in how the precipitation is formed. Convective cells are often
associated with intense short-lived precipitation (Thomas et al., 2010) and thus the
cumulus rainfall is often assumed to represent precipitative activity that is heavier
and shorter-lived than the gridscale rainfall.
Land surface models (LSMs) use atmospheric variables together with information
on the land's state variables (e.g. soil moisture and temperature) and land sur-
face properties (land-use, vegetation and soil type) to calculate surface moisture
and heat ﬂuxes over land points. The atmospheric inputs to such models are sur-
face velocities and heat and moisture exchange coeﬃcients calculated in the surface
layer scheme, radiative forcing from the radiation schemes and precipitation from
the microphysics and convective schemes. The moisture and heat ﬂuxes calculated
provide lower boundary conditions for the vertical transport calculated in the plan-
etary boundary layer scheme and produce model outputs of surface and subsurface
runoﬀ. Various schemes treat vegetation, root zones and canopy eﬀects diﬀerently,
and have varying levels of sophistication in modelling thermal and moisture ﬂuxes in
multiple soil layers. The Noah LSM (Chen and Dudhia, 2001a) has four levels of soil
temperature and moisture, with canopy moisture and snow cover prediction. The
topmost layer is 10cm thick, with subsequent layers of 30, 60, and 100cm, covering
a total of 2m of soil. This LSM includes root zone depths dependent on vegetation
type, evapotranspiration, soil drainage and runoﬀ, and includes the eﬀects of vege-
tation categories (based on the MODIS land-cover classiﬁcation of the International
Geosphere-Biosphere Programme), monthly vegetation fraction and soil type. The
Rapid Update Cycle (RUC) model has a default of six soil levels, which can be set
to a higher number. For cold climates this is a more sophisticated scheme to the
Noah scheme as it has a multi-level snow model. Computationally it is much more
expensive as it requires a smaller timestep to maintain numerical stability. There is
no lateral interaction between grid-points in any of the LSMs currently available in
the WRF model. A lateral router has been developed for the Noah model (Gochis
and Chen, 2003), however this is computationally expensive.
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The surface layer schemes are designed to represent the interaction between land
surface and the atmospheric surface layer - the ﬁrst 50-100m of atmosphere. The
surface schemes calculate the velocity shear caused by surface friction, which is de-
pendent on the roughness of the land surface. Heat, moisture and momentum ﬂuxes
in the layer are also calculated. Currently each surface scheme is tied to a particular
planetary boundary layer scheme, and thus these must be chosen together.
The planetary boundary layer (PBL) schemes are responsible for determining the
ﬂux proﬁles of moisture, heat and horizontal momentum within the well-mixed plan-
etary boundary layer, as well as sub-gridscale vertical ﬂuxes due to turbulent eddies
within the whole atmospheric column. The boundary layer has been deﬁned as the
atmospheric layer directly inﬂuenced by the Earth's surface which responds to sur-
face forcings of friction, heating and cooling on timescales of less than a day, and
within which signiﬁcant ﬂuxes of momentum, heat or mass are transported by small-
scale turbulent motion (Garrat, 1992). The height of this layer varies both spatially
and temporally and is dependent on surface heating and cooling and the presence of
clouds (Garrat, 1992). It can vary from around 50-100m to a few kilometres. How
this height should be deﬁned within a model is uncertain and the diﬀerent planetary
boundary schemes within the WRF model have varying deﬁnitions for the boundary
layer top. All the schemes are one-dimensional and based on the assumption that
there is a clear scale separation between resolved and sub-gridscale eddies. This is
valid for grid sizes above a few hundred metres.
The eﬀects of atmospheric radiation are calculated by separate schemes for the
incoming solar shortwave and for the longwave radiation emitted from gases and
surfaces. The schemes calculate atmospheric heating proﬁles due to radiative ab-
sorption and also provide surface downward ﬂuxes for the ground heat budget. Re-
ﬂection, absorption and scattering are all included within the calculations and the
radiation responds to model-simulated cloud and water vapour distributions as well
as speciﬁed carbon dioxide and ozone. All the radiation models are one-dimensional
column schemes, so the ﬂuxes correspond to those in an inﬁnite horizontal plane.
This assumption is valid provided the horizontal grid-spacing is far larger than that
in the vertical. To maintain validity of this assumption the vertical resolution must
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be increased when horizontal resolution is increased signiﬁcantly. The Rapid Ra-
diative Transfer model represents longwave processes due to water vapour, ozone,
carbon dioxide and trace gases, as well as accounting for cloud optical depth. It uses
pre-set tables to calculate the radiative forcing in 16 spectral bands. The Dudhia
scheme calculates shortwave radiation and accounts for clear-air scattering, water
vapour absorption, and reﬂection and absorption by clouds. There are options to
account for terrain slope and shadowing eﬀects on the surface solar ﬂux.
Diﬀerent options can be selected to produce the best results for the variables of
interest in a particular region and climate. However, there are many permutations
of option choices and the computational time to test all of these is extremely large.
Some regions and variables will be more sensitive to particular options. For exam-
ple, Lowrey and Yang (2008) show that the simulation of an extreme precipitation
event in central Texas is most sensitive to the cumulus scheme, slightly sensitive
to the microphysics and almost unaﬀected by the radiation schemes. In tuning a
model to a particular region care can be taken to test only those options that the
variables of interest are likely to be most sensitive to.
2.1.4 Forcing of the Weather Research and Forecasting Model
As with all limited area models the WRF model requires the speciﬁcation of ini-
tial conditions throughout the whole domain and lateral boundary conditions at
regular intervals (3-12 hourly) for the length of the simulation. These initial and
lateral boundary conditions are user-deﬁned for idealised simulations and interpo-
lated from lower-resolution forcing data for real cases. The three-dimensional ﬁelds
required by the WRF model are temperature, relative humidity, geopotential height
and horizontal wind ﬁelds. Time-dependent two-dimensional required ﬁelds are sur-
face and mean sea-level pressure, skin temperature, surface temperature, surface
relative humidity and surface winds. Sea surface temperature can be provided as
either a static or time-dependent ﬁeld. If the Noah LSM is used then layers of soil
temperature and moisture are also required. Snow depth and a sea ice ﬂag may be
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included if relevant. The model also requires some 2D static ﬁelds such as albedo,
terrain elevation, vegetation type, soil texture, and map factors such as coriolis pa-
rameters and latitude/longitude. These data are all horizontally interpolated onto
the projected domain. Further pre-processing within the WRF model partitions
some of the meteorological data into the reference and perturbation ﬁelds discussed
in section 2.1.2, and vertically interpolates the ﬁelds onto the WRF model vertical
coordinate system. For vertical extrapolation near the surface, required if the WRF
high resolution topography is lower than that of the forcing data, horizontal winds
and relative humidity are assumed to have zero vertical gradient and temperature
has a default lapse rate of -6.5K/km.
For the lateral boundaries the WRF model provides a choice between periodic,
open, symmetric or speciﬁed conditions. Periodic, open and symmetric conditions
are generally used for idealised simulations. Real-data simulations require speciﬁed
conditions using data from forecasts (including GCMs) or gridded observations (in-
cluding re-analysis, described in section 2.2). This boundary condition consists of
both speciﬁed and relaxation zones and is referred to as a nudging or relaxation
boundary condition (Skamarock et al., 2008). Within the speciﬁed zone at the edge
of the domain the meteorological variables are entirely speciﬁed by the forcing data.
This zone is typically only one gridbox wide, but this width can be increased to
strengthen the inﬂuence of the forcing data. The weighting of the nudging then
decreases to zero throughout the relaxation zone towards the inside of the domain.
The default relaxation zone width is 4 gridboxes, though again there is an option
to change this to increase or decrease the large-scale inﬂuence. All nested domains
use speciﬁed lateral boundaries. The speciﬁed boundary conditions apply to the
horizontal wind components, potential temperature, geopotential, pressure and wa-
ter vapour. The vertical velocity has a zero gradient boundary condition applied
in the speciﬁed zone. Excluding water vapour, which is speciﬁed, all microphysical
variables and scalars have ﬂow-dependent boundary conditions within the speciﬁed
zone. These conditions are zero for inﬂow and zero-gradient for outﬂow. One other
option for real-data simulations is the tropical belt conﬁguration, where the domain
wraps completely around the equator. In this case the lateral boundaries are a com-
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bination of speciﬁed in the y direction (north-south) and periodic in the x direction.
This conﬁguration is useful for the study of waves travelling in the east-west direc-
tion (e.g. Tulich et al., 2011).
2.2 Re-analysis Data
Re-analysis is the name given to the product of observational data assimilation sys-
tems used on past atmospheric observations, originally proposed by Bengtsson and
Shukla (1988); Trenberth and Olson (1988). Such systems comprise a series of anal-
ysis steps in which forecast model information for a short period, typically around
6 hours, is combined with observations for that period to provide an estimate of the
state of the whole atmosphere. As observations of all standard atmospheric ﬁelds
at 6-hourly resolution at all points of the globe do not exist, the model forecast
state provides a ﬁrst approximation for those ﬁelds missing from observations at
each gridbox. This approximation may be improved by extrapolation of near-by
observations. Included are land surface observations, data from various atmospheric
proﬁlers such as radiosondes and dropsondes, ﬂight-level data from aircraft, surface
data from buoys and many forms of satellite data. The forecast model is a regional
or global climate model in which the evolution of the atmosphere is governed by the
physical equations described in section 1.1.1. The incorporation of observational
data is intended to force the model towards the actual meteorological state of the
atmosphere for each time period. Re-analysis data are designed to be the closest
available estimate for a complete gridded observational dataset.
Diﬀerent re-analyses have been developed by various institutions and improvement
of both the background forecast model and the assimilation techniques has occurred
over time. The ﬁrst re-analysis projects were produced around 1995 (Uppala et al.,
2005): the ERA-15 from the European Centre for Medium-Range Weather Forecast
(ECMWF), a combined project between the National Centres for Environmental
Prediction (NCEP) and the National Centre for Atmospheric Research (NCAR), and
a re-analysis produced by the Data Assimilations Oﬃce of the NASA. Later prod-
ucts include the ERA-40 and ERA-interim re-analyses from the ECMWF, whilst the
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NCEP/NCAR product has been updated with an R2 analysis (Kanamitsu et al.,
2002). Due to diﬀerences in the forecast models and assimilation techniques, dif-
ferent re-analysis products can have signiﬁcant variations in some ﬁelds (Marques
et al., 2010; Grotjahn, 2008). This emphasises the fact that re-analyses are not per-
fect observational datasets and should not be treated as such. Additional datasets
and the calibration of new satellites can all introduce variations in the re-analysis.
Data assimilation methods are not designed to conserve global atmospheric mass,
energy or angular momentum, though the use of a model does at least enforce physi-
cal coherence between variables. Re-analysis can, if used with care, be an extremely
useful tool in atmospheric physics, particularly for use as forcing data for limited
area models such as the WRF model. Within this study both the ERA-40 and ERA-
interim re-analysis products are used and these are now described in more detail.
ERA-40 data are used in Chapters 4 and 5, whilst the ERA-interim data are only
used in the ﬁnal results chapter on the statistical bias correction of inputs, Chapter 6.
2.2.1 ERA-40
The ERA-40 re-analysis dataset (Uppala et al., 2005) was produced by the ECMWF
and distributed by the British Atmospheric Data Centre (BADC). The ERA-40 data
were chosen over the NCEP/NCAR re-analysis data since, for the domain studied,
the ERA-40 precipitation ﬁelds correlated better with CRU TS3.0 observational pre-
cipitation (see section 2.4.1). Wang and Yang (2008) show that diﬀerent re-analyses
can result in very diﬀerent outputs from the WRF model, primarily caused by dif-
ferences in the ﬂux of water vapour across the lateral boundaries. Since the ERA-40
data produce precipitation ﬁelds closer to the observations than NCEP re-analysis,
it is assumed that the water vapour ﬁelds are also more realistic. At the onset of this
study, the newer ERA-interim data were not available. The ERA-40 data are used
in all of the work on the new soil physics in chapters 4 and 5, whilst ERA-interim
data are only used in the ﬁnal results chapter on lateral boundary bias correction.
The ERA-40 re-analysis system does not impose overall hydrological balance. Known
problems with the ERA-40 data include excessive precipitation over tropical oceans
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and unrealistically high values of global average precipitation compared to evapora-
tion (Uppala et al., 2005). These have been attributed to issues with the assimila-
tion of relative humidity observations. In addition, the Brewer-Dobson circulation
(describing tropic to pole transport within the middle atmosphere) in the ERA-40
product is considerably too strong, related to the assimilation of stratospheric radi-
ances. Due to biases within the forecast model large increments occurred within the
stratosphere when the infrequent observations were assimilated, resulting in spu-
rious oscillatory features propagating downwards, particularly in the winter polar
regions.
The ERA-40 re-analysis spans from September 1957 to August 2002 and was de-
signed to improve upon the previous ERA-15 re-analysis and include numerous ad-
ditional observational datasets. The model has 60 vertical levels and uses a spectral
resolution of T159, corresponding to a spatial resolution of approximately 125km.
Variables are available at 6-hourly intervals. Two re-gridded sets of data with diﬀer-
ent resolutions are used in this study. The ﬁrst set, obtained from the BADC, are
regular gridded 1◦ 6-hourly data used as input for the WRF model in Chapters 4
and 5. The second set are monthly mean data used for estimating basin average
temperature and precipitation observational timeseries and are obtained from the
ECMWF public data-server on a 2.5◦ regular grid. The lower resolution data are
used as they are available in a better format for transforming into a timeseries of
monthly basin average values.
2.2.2 ERA-interim
Also used within this study is the ERA-interim re-analysis dataset (Dee et al., 2011)
provided by the ECMWF data-server. This dataset runs from 1 January 1979 and
continues to be extended in near-real time. The ERA-interim re-analysis provides
improvements on the previous ERA-40 dataset, including improvements to the fore-
cast model which signiﬁcantly reduce the stratospheric biases between model and
observations that caused errors in ERA-40. The forecast model has a higher hor-
izontal spatial resolution of T255 (approximately 79km) and has been modiﬁed to
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improve the representation of the hydrological cycle. Several data assimilation issues
were addressed in this version, particularly regarding satellite data. There still exist
known biases within this re-analysis, including unphysical changes in global mean
precipitation and some inconsistencies between the global budgets of heat, water
and momentum. This ERA-interim dataset was used for the bias correction work
in Chapter 6.
2.3 CCSM3.0 General Circulation Model
In Chapter 5 the WRF model is forced by GCM data. As discussed in section 1.1
there are 23 models used in the IPCC AR4 report, but given computational and
time constraints only one of these is used here. The NCAR Community Climate
System Model version 3 (CCSM3) model (Collins et al., 2006) is chosen for this
study. Both CCSM3 and WRF have been developed by NCAR and there are many
examples in the literature of these two models being used or considered together (e.g.
Zhang et al., 2012; Caldwell et al., 2009; Leung et al., 2006). The post-processed
CCSM3 output data are disseminated via the Earth System Grid. The particular
CCSM3 simulations used in this study are the b30.030e simulation for the present
and b30.040e for the A1B future scenario. The data are available at 6-hourly in-
tervals on a T85 horizontal Gaussian grid (approximately 150km x 150km at the
equator) with hybrid sigma-pressure levels in the vertical. The 6-hourly output
is converted to WRF input format using code provided by Peter Caldwell at the
Lawrence Livermore National Lab, CA, and modiﬁed in this work for use with the
current format of CCSM output from the Earth System Grid.
The CCSM3 model is considered to reproduce the global hydrological cycle well
on seasonal or longer timescales (Hack et al., 2006), however on shorter timescales
the variance of precipitation is under-estimated (Rasch et al., 2006). Known bi-
ases include a tendency to produce symmetric double ITCZ-like structures in the
deep tropics as in other GCMs (discussed in section 1.1.2), and to over-estimate the
strength of precipitation pole-ward of the extratropical storm tracks (Hack et al.,
2006). The model over-estimates the strength of the diurnal cycle of precipitation
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over land and there are also precipitation biases attributed to errors in upper-ocean
salinity and temperature (Large and Danabasoglu, 2006).
GCMs are often compared using a climate sensitivity metric. Climate sensitivity
is deﬁned as the equilibrium global mean surface temperature change in response
to a doubling of atmospheric CO2 concentrations (Randall et al., 2007). The equi-
librium climate sensitivity of CCSM3 is 2.7◦C (Kiehl et al., 2006), which is lower
than the IPCC AR4 ensemble mean (using 18 models) of 3.2 ±0.69 ◦C, but within
the 1 standard deviation range (Randall et al., 2007). Diﬀerences in climate sensi-
tivity between GCMs are largely due to variations in feedback strengths. Globally
the CCSM3 model shows a warming trend above the model ensemble average for
the 2050s compared to 1980-1999 for the A1B scenario, however it is not the most
extreme model. For precipitation the CCSM3 projects one of the highest global
precipitation increases for the 2050s period (Meehl et al., 2007).
For the Olifants basin region, the CCSM3 model (ensemble average of 7 simulations)
shows a mean atmospheric surface temperature increase of 2.1◦C with respect to a
reference period of 1980-1999. This is slightly higher than the average of the AR4
models, 1.9◦C. Over the Olifants basin the AR4 ensemble mean projects a decrease
in annual total precipitation of around -4.5%, whilst the CCSM3 (ensemble average)
predicts an increase of 0.5%. These values are all taken from the KNMI Climate Ex-
plorer website. As the CCSM3 values are ensemble averages the predictions are not
directly comparable to the particular ensemble member used in Chapters 4 and 5,
however all ensemble members show very similar trends. Compared to the ensemble
mean of the AR4 GCMs the CCSM3 model therefore predicts higher increases in
rainfall and surface temperatures. This is true both globally and for the Olifants
region.
2.4 Observational Datasets
In order to establish how accurately the WRF model reproduces the current climate
in the Olifants region observational datasets are required for comparison. Within
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this study two sources of observations are used: the CRU TS datasets, and obser-
vations from the DWA in South Africa. The ERA-40 values of precipitation and
surface temperature are also used as a proxy for another observational dataset.
2.4.1 CRU TS Datasets
The CRU TS3.1 database has been developed by the Climatic Research Unit (CRU)
at the University of East Anglia and is provided by the BADC (BADC, 2008). The
data extend over the global land surface for the years 1901-2009 and are based on a
global network of meteorological observing stations. There are 10 climatic variables,
including the precipitation and daily mean temperature datasets used in this study.
Potential evapotranspiration is also used for validation and uncertainty estimation
for the DWA observations. The gridded ﬁelds are provided at high spatial resolution
(0.5◦ x 0.5◦) as monthly values. Precipitation and mean temperature values were
extrapolated from direct station measurements. The potential evapotranspiration
timeseries is not based on direct measurements and is instead calculated using the
FAO grass reference evapotranspiration equation (Ekstrom et al., 2007). This is a
variant of the Penman-Monteith method using gridded mean temperature, minimum
and maximum temperature, vapour pressure and cloud cover from the other CRU
TS3.1 variables. The Penman-Monteith method gives the combined evaporation
and transpiration expected from a well-watered grass covered surface. This diﬀers
from the simpler Penman method which generally calculates evaporation from an
open water source. The Penman-Monteith equation also requires surface wind speed
and the FAO method provides details of how this can be estimated when it is not
available (Allen et al., 1998). Wind speed has a greater eﬀect on evapotranspiration
when the atmosphere is dry, as is the case in the Olifants basin. This potential
evapotranspiration dataset may therefore not be highly accurate for the Olifants.
The paper describing the TS3.1 dataset is currently in preparation, however details
of the general method used for the previous TS2.1 dataset can be found in Mitchell
and Jones (2005). The TS3.0 dataset is a preliminary dataset released prior to the
TS3.1 data. There are no signiﬁcant diﬀerences between the two for dates prior to
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June 2006.
The CRU TS3.1 database does not include observations from satellites for two rea-
sons. Firstly, satellite data are only available after 1970 and discontinuities would
appear in the dataset whenever new satellite data were included. The assimilation
of satellite data into a re-analysis product requires signiﬁcant work for this reason.
The second reason is that satellites measure the conditions at the surface through
the depth of the atmosphere, and thus may be less stable than direct surface mea-
surements. There are also precautions that must be taken with surface station data.
These include checks to ensure locations of stations are correct or at least plausible,
that all units are equal, that diﬀerent sources provide consistent records and that
all station records present a homogeneous record in which the monthly variations
are only caused by climate variations and not changes to equipment or measuring
techniques. Most of the data were corrected for inhomogeneities by an automated
process that compares values to a reference series from neighbouring stations (chosen
based on a correlation method, not necessarily shortest distance). One of the most
important aspects of creating a gridded database is the interpolation of data where
there are missing values in a station record or to regions with no stations. The CRU
database was created using the anomaly method, whereby the station timeseries are
expressed as anomalies relative to a baseline period of 1961-90. These anomalies
are then interpolated onto the grid and combined with a grid of baseline values
created with the method described by New et al. (1999). This anomaly method
allows for more accurate interpolation of missing values. Whilst the baseline values
may vary on small scales due to surface heterogeneities, the year to year variations
occur on much larger scales. As an example, whilst the absolute values measured
at a valley-based station are unlikely to be easily transferable to a nearby mountain
station, the monthly anomaly is much more likely to be similar for both stations. A
weakness of this particular method, discussed in Mitchell and Jones (2005), is that
it excludes stations that have insuﬃcient non-missing values during the baseline pe-
riod to create a baseline normal (deﬁned as a minimum of 75% non-missing). The
CRU construction method therefore modiﬁed the standard method by estimating
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normals from neighbouring stations for those stations with insuﬃcient data to create
a normal. This also allowed the construction of reference normals for stations that
were not operating during the baseline period.
2.4.2 Observations from the Department of Water Aﬀairs, South Africa
The second source of observations in this study is the DWA in South Africa. Monthly
values of precipitation, runoﬀ and potential evapotranspiration averaged over the hy-
drological years 1920-1989 are provided by McCartney et al. (2004). The DWA uses
hydrological years (HYs) running from 1 October to 30 September. The notation
used throughout this study follows that of the DWA, such that HY1920 is the hy-
drological year beginning on 1 October 1920.
Precipitation measurements have been extrapolated to a 1-minute (≈1.8km) regu-
lar grid before the basin average is calculated by the DWA. The precipitation data
are median precipitation instead of mean. To my knowledge, these are the only
DWA rainfall data freely available as a monthly climatology, and attempts to source
the original data from the DWA were unsuccessful. Comparison of the sum of the
monthly median values (536mm) to the mean annual precipitation of 630mm (Mc-
Cartney et al., 2004) shows that the median under-estimates mean climatological
rainfall. This DWA annual mean value matches the CRU value of 610mm well. As
the monthly evolution of the climatology is required to estimate the accuracy of the
WRF model these median values are used. For simplicity in the rest of this work
these will be referred to simply as `mean' and taken to be a proxy for the mean cli-
matology. For consistency, the DWA `mean' annual rainfall will be taken as 536mm.
The fact that these values provide an under-estimate of around 12% will be taken
into consideration. As the ratio between median and mean rainfall may not be equal
for all months, a simple scaling of the median monthly values is not valid.
Potential evaporation data are measured from A-pan observational instruments and
extrapolated to the same 1-minute grid as the precipitation. A-pan instruments mea-
sure the evaporation from a ﬂat, unlimited and open water supply (in this case, a
Class A Pan). Also available from the DWA is a climatology of FAO based Penman-
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Monteith potential evapotranspiration calculated for a grass surface as for the CRU
data. As observational values of all variables required for the FAO equation were
not available at every station, whilst the A-pan potential evaporation measurements
had previously been extrapolated to the 1-minute grid, monthly ratios were used to
transform the gridded A-pan data to Penman-Monteith values.
Runoﬀ is calculated by the DWA WR90 study which uses river ﬂow data and in-
formation about water releases from all the dams and reservoirs in the system to
synthesise natural ﬂow conditions (McCartney et al., 2004). These are the closest
to observational runoﬀ data that are available and give the 'naturalised ﬂow', or the
runoﬀ that would be expected if there were no dams or human abstractions from the
system. Also used in this study is a timeseries of annual naturalised runoﬀ values
available from 1920-1989 (McCartney et al., 2004).
2.4.3 Comparison of Observational Datasets
As there is more than one source for some observational variables used in this study
it is possible to compare the datasets to provide an estimate of the observational
uncertainty. This is possible for both the climatological precipitation and Penman-
Monteith potential evapotranspiration, which will be taken as a proxy for the uncer-
tainty in the DWA A-pan potential evaporation. Graphs showing these comparisons
are given in ﬁgures 9(a) and 9(b) with the corresponding root mean square error
(RMSE) values. The DWA monthly values for rainfall are lower than those of both
the CRU and ERA-40 datasets as expected due to the use of median values rather
than mean. The DWA annual median rainfall is lower than DWA annual mean
rainfall, as discussed above. However, the ERA-40 data have a higher RMSE with
respect to the CRU data than the DWA values, and so it seems the DWA median
data are still within the expected uncertainty range for observations. In terms of an-
nual values, the DWA mean value (630mm) over-estimates the CRU total (610mm)
by 3.3%, whilst the ERA-40 value (641mm) over-estimates by 5%. This comparison
suggests that the uncertainty on the observational values of mean annual rainfall is
approximately 5%, whilst the expected RMSE on monthly climatological values due
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to observational uncertainty is approximately 10mm month−1. Figure 9(b) shows
that the CRU and DWA data for potential evaporation from a grass surface are in
good agreement, with a RMSE uncertainty of 13mm month−1. The annual mean
totals of 1355mm (CRU) and 1453mm (DWA) diﬀer by 7%.
Figure 9(c) demonstrates the diﬀerence between taking CRU data for HYs1920-89 to
calculate the climatological mean and using just the last 10 years, HYs1979-89. As
the DWA data are only available as a climatological series averaged over HYs1920-
89, it is not possible to select the particular time period required. Figure 9(c) shows
that the error introduced by comparing climatologies from diﬀerent periods is less
than the estimated error on the observational data themselves, as judged by the
RMSE between two observational sets in ﬁgure 9(a). The diﬀerence in mean annual
total precipitation is 3.5%. The HYs1920-89 DWA runoﬀ dataset is therefore suit-
able for comparison with shorter simulated periods within this time.
Due to discussed biases in the DWA median precipitation data the CRU TS3.1
database will be used as the default rainfall observations in this work. For runoﬀ and
potential evaporation from open water there are only the DWA datasets available.
The close match between CRU mean annual precipitation (610mm) and the DWA
mean value (630mm) means that the CRU data very likely provide a good estimate
of the DWA mean values used to calculate the naturalised runoﬀ. It is therefore
unlikely that biases will be introduced by comparison to two diﬀerent datasets. The
Global Runoﬀ Data Centre dataset (GRDC; Fekete et al., 1999) for gridded runoﬀ
was also considered. On inspection, however, it was determined to be inaccurate for
this region. Firstly, no river gauges within the Olifants River itself were used within
the study, and secondly, in the basin averaged climatology there are signiﬁcant
biases compared to the DWA data. The GRDC runoﬀ data show unrealistically low
values during the beginning of the rainy season (October-December). The expected
uncertainty on annual values from the datasets used is around 5-7%.
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Figure 9: The comparison of observational datasets for (a) precipitation in mm month−1
and (b) potential evapotranspiration in mm month−1. (c) compares the climatological
rainfall in mm month−1 from the CRU dataset for HYs1920-89 and HYs1979-89
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3 The Basic Set-up for the Olifants Basin
This chapter describes the basic WRF model set-up used throughout this study. For
simulations forced by ERA-40 data the eﬀects of changing domain size, horizontal
resolution, vertical resolution, nest options and the physical options described in
section 2.1.3 are studied. The optimum set-up is chosen from preliminary tests to
simulate precipitation over the Olifants region as accurately as possible compared
to the CRU TS3.1 climatology. Resolution is selected with consideration for com-
putational costs. For example, an increase in either vertical or horizontal resolution
would have to provide a substantial improvement on the simulation results. This is
to compensate for the increase in computational time associated with the increased
number of gridboxes and the related decrease in timestep required for horizontal
resolution increases.
The set-up chosen has a high-resolution inner domain of 88 x 85 gridboxes covering
the Olifants catchment area at 12km spatial resolution. This is nested using one-way
nesting inside a 36km resolution domain of 56 x 64 gridboxes. The position of each
domain, topography of the area and outline of the Olifants basin are shown in ﬁgure
10. Seth and Giorgi (1998) show the importance of the choice of domain size and lo-
cation of lateral boundaries. Smaller domains allow for more accurate simulation of
precipitation amounts when the lateral forcings are accurate, but can be overly sen-
sitive to internal model processes. The locations of the lateral boundaries are chosen
to avoid steep topography under the boundaries themselves wherever possible. This
helps avoid large gradients and accelerations at the boundaries which are not neces-
sarily treated accurately by the lateral boundary conditions. Such gradients at the
boundaries can result in inertia gravity waves which can propagate through to the
domain interior (Warner et al., 1997). The set-up uses 28 levels in the vertical and
the default nudging at the boundaries is used (see section 2.1.4). The sea surface
temperature is updated at 6-hourly intervals. Contrary to Lo et al. (2008), who ﬁnd
that implementation of 3D nudging (FDDA) within the WRF model produces the
highest precipitation skill, over this domain 3D nudging produces an over-simulation
of rainfall and is therefore switched oﬀ. This over-production of precipitation may
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be attributable to the diﬀerence in topographic gradients between the forcing data
(≈125km) and the inner domain (12km). Horizontal winds which ﬂow over rela-
tively smooth topography in the large-scale model encounter steeper topographical
gradients in the higher resolution model which could lead to an over-simulation of
convective rainfall.
Figure 10: The lateral boundary extent of the two domains of the WRF model set-up,
with the topography in shaded contours in m above sea level. The Olifants River basin
outline is shown within the inner nest.
The microphysics option selected is the WRF double-moment 6-class scheme. Con-
vective processes are parameterised by the Betts-Miller-Janjic scheme and longwave
and shortwave radiation are modelled using the Rapid Radiative Transfer model
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and Dudhia schemes respectively. The planetary boundary layer is modelled by
the Mellor-Yamada Nakanishi and Niino (MYNN) Level 2.5 scheme and the surface
layer by the corresponding MYNN surface layer scheme. The land surface is mod-
elled using the Noah land surface model.
3.1 Preliminary Results
This section presents the simulation results of the set-up described above for a
10-year simulation forced by ERA-40 data. This simulation will be referred to as
WRF_STD. One month spin-up is allowed for the soil moisture ﬁelds to relax from
the initial conditions. The simulation then runs over hydrological years 1979-1989.
Monthly rainfall is obtained for the Olifants catchment area using the basin outline
shown in ﬁgure 10 and a mean climatology constructed from the ten simulation years.
This climatology is shown in ﬁgure 11 compared to climatologies from the CRU
TS3.1 observations and the ERA-40 forcing data for the same period. Precipitation
over the region is very well simulated compared to the observations, though with
an under-estimation of February rainfall of 31%. This is unlikely to be due to
the forcing data, as ﬁgure 11 shows that there is no similar under-estimation in
the ERA-40 data. It is possible that during February precipitation is produced
by microphysical or convective processes slightly diﬀerent to those in other months
and that are less well represented in this set-up. For example, as discussed in
section 2.1.3, the WRF double-momement 6-class scheme chosen here only computes
two moments for cloud water, rain and cloud condensation nuclei. If the large-scale
processes producing precipitation in the Olifants region involve interactions higher
in the troposphere during February than in other months, then cold hydrometeors
such as cloud ice, snow and graupel may become relatively more important. As
the chosen microphysical scheme computes only mixing ratios for these variables,
the Morrison two-moment scheme, which calculates both mixing ratios and number
concentrations for cloud rain, cloud ice, snow and graupel may be more accurate.
Alternatively, a diﬀerent choice of cumulus parameterisation may be able to simulate
the February precipitation amount more accurately. However, the set-up shown
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here gives the smallest overall error of those tested. Mean annual rainfall is under-
estimated by this set-up by 7.4%. The RMSE values shown in the ﬁgure show that
the WRF_STD simulation of climatological rainfall is as close to observations as
ERA-40. Considering the individual monthly rainfall timeseries for the WRF_STD
simulation and CRU and ERA-40 datasets, the RMSEs with respect to CRU are
22.0mm month−1 for ERA-40 and 22.4mm month−1 for the WRF_STD simulation.
There is therefore no overall improvement gained over the forcing data, however the
forcing data already show good agreement with observations. The under-estimation
of February rainfall in the WRF_STD model is largely responsible for this lack of
improvement.
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Figure 11: Basin precipitation monthly climatology in mm month−1 for HYs1979-89 for
the basic set-up (WRF_STD), ERA-40 and CRU observations. Root mean square error
(RMSE) values are given with respect to the CRU data.
Maps showing the spatial distribution of annual mean rainfall for the WRF simula-
tion and observations are shown in ﬁgure 12. The WRF_STD simulation produces
the same spatial pattern of precipitation as observations, with high values over the
Drakensberg mountains to the south and lower values across the ﬂatter areas in the
north of the domain with an increase in the north-west. The model does not simu-
late the high rainfall band over the escarpment that runs approximately northwest-
southeast across the basin. This is not unexpected, as even with a resolution of 12km
the model domain will be unable to produce all of the steep topographical gradients
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present over this region. The maximum precipitation values are also lower in the
model results, but again this is expected due to resolution diﬀerences. The CRU
observational results are similar to both the DWA and model results, although, as
with the WRF_STD simulation the maximum values are lower than in the higher
resolution dataset. There is an over-estimation of precipitation by approximately
12% in the south-west of the domain in the WRF_STD run with respect to the DWA
observational dataset, and the CRU and ERA-40 datasets under-estimate rainfall in
this area compared to the DWA. The ERA-40 data follow a similar pattern to the
observations, though precipitation values are generally lower and much detail is lost
due to the low resolution. The WRF_STD simulation results have generally good
spatial agreement and since the basin average values are also in good agreement
with observations there is no reason to increase the resolution.
This set-up has been designed to simulate precipitation over the Olifants basin
as accurately as possible. Near-surface temperature and potential evaporation are
now compared to observations to determine if they are simulated with similar ac-
curacy. Table 4 shows annual averages for total basin precipitation, total basin
potential evaporation and mean basin 2m temperature for the WRF_STD simula-
tion. These values are compared to DWA, CRU and ERA-40 values where possible.
Within the WRF model the potential evaporation is calculated using a Penman-
based method (Penman, 1948) for evaporation from an open water source with a
stability-dependent aerodynamic resistance developed by Mahrt and Ek (1984). The
reduction in potential evaporation due to stomatal resistance from vegetation is in-
cluded within the calculation of the actual surface water ﬂuxes, which utilises the
potential evaporation value. The comparison here is therefore taken with the A-pan
DWA observations rather than the Penman-Monteith values which give potential
evaporation from a uniform vegetated surface.
There is good agreement for the mean annual total precipitation between the WRF
simulation and the observational datasets, with an error of -7% compared to the
CRU value. This is equal in magnitude to the error between CRU and ERA-40
precipitation and is therefore within the expected observational uncertainty. The
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(a) (b)
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Figure 12: Maps of mean annual precipitation in mm yr−1 for (a) the WRF_STD setup
for HYs1979-89, (b) DWA for HYs1920-89 (c) CRU TS3.1 for HYs1979-89 and (d) ERA-
40 for HYs1979-89. For the DWA these data are mean values, not median as with the
climatologies.
WRF model therefore simulates mean annual precipitation well, but no more ac-
curately than the ERA-40 forcing data. This is in agreement with the monthly
climatology RMSE results. Table 4 also shows that there is good agreement for
the basin average 2m temperature. As this temperature is signiﬁcantly aﬀected by
topographical height above sea level, the good agreement seen between observations
and the WRF_STD simulation is expected. The table also shows a 10% diﬀerence
between the DWA measured potential evaporation and that calculated by the WRF
model. This is only slightly higher than the expected observational uncertainty of
around 5-7%. Since the Olifants area has potential evapotranspiration well above
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DWA CRU ERA-40 WRF_STD
Rainfall (mm yr−1) 535.6 609.9 641.0 564.7
Potential Evaporation (mm yr−1) 2069 * * 2307
Temperature (K) * 292.0 291.7 291.8
Table 4: Summary of climatological annual values for HYs1979-89 (CRU, ERA-40 and
WRF_STD) or HYs1920-89 (DWA) for basin total rainfall, total potential evaporation
and average surface air temperature. DWA temperature and CRU and ERA-40 open-
water potential evaporation are not available.
rainfall for all months of the year (McCartney et al., 2004), actual evaporation will
be largely controlled by moisture supply.
Results from this WRF_STD simulation agree well with observational surface tem-
perature, precipitation and potential evaporation. Whilst there is no improvement
with respect to the ERA-40 forcing data for basin totals, the higher resolution pro-
vides signiﬁcant extra detail that matches observations. It has been noted that the
surface temperature is highly dependent on the height above sea level, whilst there
is also a topographical inﬂuence on precipitation. Other variables, such as runoﬀ
and evaporation, are also highly dependent on soil or vegetation type. Figure 13
shows the domain topography and dominant soil and vegetation categories for each
gridbox, for reference for the reader in future chapters. The corresponding soil
categories are given in table 5 along with the most prominent vegetation types.
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Figure 13: Maps showing (a) the topography of the Olifants basin in m above sea level, (b)
the dominant soil type in each gridbox and (c) the dominant land use or vegetation type
in each gridbox. The black outline is the Olifants catchment area. For soil and vegetation
types in ﬁgures (b) and (c) see table 5.
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Value Soil Category Value Vegetation Category
3 Sandy Loam 2 Evergreen Broadleaf Forest
5 Silt 4 Deciduous Broadleaf Forest
6 Loam 7 Open Shrublands
7 Sandy Clay Loam 9 Savannas
9 Clay Loam 10 Grasslands
12 Clay 12 Croplands
14 Water 13 Urban and Built-up
14 Cropland/Natural Vegetation mosaic
Table 5: Soil and vegetation descriptions for the dominant categories shown in ﬁgure 13.
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4 Modelling Present Day Runoﬀ - Eﬀect of a Tightly
Bound Water Scheme
The work in this chapter studies the Noah land surface model within the WRF
model. An improvement to the land surface physics is implemented, based on re-
cently published observations. The eﬀects of this implementation are tested against
observations. This work has been accepted for publication in the Journal of Hydrol-
ogy (White and Toumi, 2012a).
4.1 Introduction to Runoﬀ Simulation
Land-atmosphere interactions are an important component of all climate models,
both global and regional. Land surface models are designed to parameterise the be-
haviour of water and heat within the soil, and their interaction with the atmosphere
either directly or through vegetation. In order to accurately simulate and predict
river ﬂow a correct parameterisation of soil water is vital.
Figure 14 provides a schematic of the water path between precipitation and stream-
ﬂow. The water table is the horizontal plane between the upper unsaturated soil
and the saturated aquifer below. The height of the water table varies both spatially
and temporally - after heavy rain the water table in an area will be higher than
after a period of drought. Once water has reached the aquifer it travels slowly to-
wards lower-lying areas, eventually reaching the stream system, or being discharged
through a spring. In regions of high topographical slope subsurface water can also
reach the stream by throughﬂow or interﬂow, lateral movement above the water
table (Hughes, 2004). The length of time between water reaching the aquifer and
being discharged into a stream is dependent on the lateral distance to the nearest
stream and the permeability of the aquifer material. This travel time creates a
lag between precipitation and runoﬀ in areas with a high proportion of stream-ﬂow
from underground water. Most land surface parameterisations within atmospheric
models concentrate on the behaviour of water above the water table and assume a
ﬁxed water table height both spatially and temporally.
Changes to soil moisture or temperature, vegetation cover, and land-use can all
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Figure 14: Simple schematic of water ﬂow from precipitation to stream
feedback into the atmosphere. These feedbacks are complicated, non-linear and
have been identiﬁed as a key source of uncertainty in climate models (Seneviratne
et al., 2010; Pitman et al., 2009). Land-atmosphere feedbacks have been found to
have signiﬁcant spatial variations with some regions of the world showing particu-
larly strong positive soil-moisture-precipitation coupling compared to others (Koster
et al., 2004). Initial research on soil-moisture-precipitation coupling focused on the
idea of moisture recycling: increased evaporation due to enhanced soil moisture re-
sults in increased column water vapour and subsequently increased precipitation.
Due to advection this precipitation could occur some distance from the location of
increased evaporation. This is a positive coupling between soil moisture and precip-
itation. More recent studies on this feedback mechanism have also investigated the
eﬀects of indirect interactions (Hohenegger et al., 2009; Alﬁeri et al., 2008). Indirect
eﬀects include the impact of a change in evaporation on boundary-layer stability
and precipitation formation. Both positive and negative soil-moisture-precipitation
feedbacks have been simulated. In southern Africa a negative feedback has been
modelled (Cook et al., 2006; New et al., 2003). This is attributed to the decrease
in surface temperatures caused by a shift from sensible to latent heating. This de-
crease in surface temperature increases atmospheric stability, suppressing convective
activity. On individual event timescales, Taylor and Ellis (2006) show that patches
of wet soil from 37-200 km wide can have signiﬁcant inﬂuence on the subsequent
development of convective clouds in the area. All but the spatially smallest soil
moisture anomalies resulted in a suppression of the convection. Soil moisture can
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also aﬀect vegetation dynamics by altering leaf area index or, in extreme cases, the
types of vegetation present. These changes feedback into the atmospheric dynam-
ics through albedo and transpiration (Baudena et al., 2008) and also aﬀect how
much water is subsequently removed from the soil by the vegetation. Williams and
Albertson (2005) suggest that vegetation dynamics have only a minor inﬂuence on
annual transpiration in water-limited ecosystems, with the evolution of soil moisture
playing a more dominant role. These complicated relationships highlight the need
for high resolution models in order to accurately simulate regional water availability.
Many advances to land surface models have been made in recent years, often con-
centrating on the simulation of surface energy and water ﬂuxes and their response
to atmospheric conditions (e.g. Ek et al., 2003). Chen et al. (2010) show improved
simulation of surface temperature and sensible heat ﬂuxes in arid areas by parame-
terising the thermal roughness length. Other works have investigated the sensitivity
of land surface models to changes in parameters. For example, Rosero et al. (2010)
ﬁnd that signiﬁcant parameter interaction occurs within land surface models and
suggest that the assignment of parameters should consider the climatic conditions
of study locations and not solely the soil and vegetation types. Hogue et al. (2006)
investigate parameter behaviour for diﬀerent levels of model complexity, demon-
strating that additional physical representation within a model does not necessarily
lead to improved model performance. Many studies have looked at the addition
of groundwater or phenology modules (Maxwell et al., 2011; Rosero et al., 2009;
Jiang et al., 2009; York et al., 2002) and improvements in the parameterisation of
surface runoﬀ (Decharme, 2007). Rosero et al. (2010) conclude that inclusion of a
groundwater module, modelling the behaviour of water below the water table, tends
to improve model results with respect to observations at wet study sites. This is
an example where increased model complexity does improve model performance.
However, this groundwater module decreases model robustness with respect to pa-
rameters (Rosero et al., 2009). Current studies compare atmosphere-land surface
model results to observations such as sensible heat ﬂux, latent heat ﬂux, ground
heat ﬂux and ground temperature (e.g. Ek et al., 2003), but few studies compare
87
simulation results to runoﬀ or river ﬂow. There are many geographical areas where
regional climate models have been shown to simulate latent heat ﬂuxes poorly com-
pared to observations (Godfrey and Stensrud, 2010; Feng and Houser, 2008; Hogue
et al., 2005), demonstrating that the representation of land surface ﬂuxes is still
incomplete in most models.
The aspect of atmosphere-soil-moisture interaction that is the focus of this study
is the storage of water within the soil, in particular the concept of tightly bound
water (TBW) versus mobile water. This is the concept of some water becoming
trapped within small pores in the soil after which it does not move under standard
hydraulic conduction or diﬀusion. Water stored within larger pores is mobile, free
to move vertically and horizontally within the soil. This is a well-known idea within
soil modelling communities (Gazis and Feng, 2004; Larsson et al., 1999). It is ob-
servable in the diﬀerence in stable-isotopic compositions of soil water collected from
wick samplers (mobile water), suction lysimeters (mobile and some tightly bound
water) and cores (all soil water) (Brooks et al., 2010; Landon et al., 1999). The
concept of this tightly bound reservoir of water held within small soil pores and
subsequent faster ﬂow through larger pores is well established and the diﬀerential
ﬂow speeds and paths are considered important for modelling the transport of pol-
lutants through the soil matrix (Kutilek et al., 2009). This theory does not include
much faster ﬂow that is thought to exist through preferential ﬂow paths such as
those provided by cracks in dry soil, decayed plant roots and earthworm and other
animal burrows (e.g. Gazis and Feng, 2004). In particular, the potential of dry soil
to crack to produce such preferential ﬂow paths is not considered.
Schemes coupling the heat and moisture transport within the soil to the atmosphere
and boundary layer were ﬁrst developed by Zdunkowski et al. (1975) and Sievers
et al. (1983). The physics of tightly bound water is partially represented in land
surface models by an increase in conductivity as the saturation ratio increases. This
parameterisation is based on the assumption that the smaller pores are the ﬁrst
to ﬁll up and the last to empty, and thus there is decreased water mobility at low
saturation rates. Many models follow, for example, Cosby et al. (1984), where soil
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diﬀusivity and conductivity are computed using saturation values and soil moisture
content, combined with curve-ﬁtting parameters. The saturation and curve-ﬁtting
parameters are dependent on soil type. As described by Yang et al. (1998), deter-
mining the retention and hydraulic conductivity values for a given soil moisture via
analytical methods requires vast quantities of ﬁeld data for application within a re-
gional scale model. Parameterisation of how these variables vary with soil moisture
is therefore necessary.
A recent study (Brooks et al., 2010, hereafter Brooks10) has highlighted evidence
that, whilst tightly bound water cannot travel through the soil to contribute to
stream-ﬂow, it can be removed from the soil by transpiration. Brooks10 demonstrate
this by presenting evidence that the water taken up by vegetation is isotopically dif-
ferent to that of the bulk soil and that in the local streams. This is supported by
earlier work by Dawson and Ehleringer (1991) who show that even streamside trees
take up water that is isotopically diﬀerent to the stream water. Brooks10 show that
water from rainfall events at the beginning of the wet season is retained in the small
soil pores with low matric potential. This water is used by vegetation but does
not participate in ﬂow within the soil, mix with mobile water, or enter the stream.
They suggest that subsequent rainfall does not displace this tightly bound water,
travelling instead through larger pores to reach the groundwater and eventually the
stream. This scheme is depicted in ﬁgure 15. The removal of tightly bound water
by evapotranspiration is currently not modelled in regional atmosphere-land surface
models and has the potential to change the soil-moisture-precipitation feedbacks
and impact on modelled stream-ﬂow with respect to standard models of soil water
transport. Brooks10 also show that during precipitation events at the beginning of
the wet season, when the tightly bound water reservoir is being reﬁlled, runoﬀ and
stream-ﬂow are signiﬁcantly reduced. Only later in the season does the stream-ﬂow
respond with increasing sensitivity to the precipitation. Brooks10 suggest that this
is when the tightly bound water reservoir is full, implying that inﬁltration, which is
inversely correlated to the fractional saturation of the soil, only starts to decrease
signiﬁcantly when the mobile-water pores are ﬁlling up. The inﬁlitration rate is
therefore aﬀected little by the fractional saturation of the tightly binding reservoir.
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Up until now no-one has modelled the eﬀect of this reservoir of water on inﬁltration,
transpiration ﬂuxes and stream-ﬂow. The work presented in this thesis translates
the concepts and ideas introduced by Brooks10 into the physical equations within a
land-surface model and analyses the eﬀect of this implementation on the streamﬂow.
This provides a test of the ideas presented by Brooks10.
(a) (b)
Figure 15: Schematic showing the transport of water within the tightly bound water
scheme. (a) shows the water transport into the soil layers, and (b) the water transport out
of the soil.
Within the Mediterranean climate of the Brooks10 study site, the transpiration
climatology is out of phase with precipitation. The water from initial winter rains
is locked into small pores and not released until signiﬁcant transpiration occurs the
following summer. The concept is based on the physical characteristics of the soil
and the behaviour of water within the soil and should therefore remain valid for all
climates and be dependent only on soil type. It is hypothesised in this work that,
in regions where transpiration is in phase with precipitation, this mechanism may
have a signiﬁcant impact on water ﬂuxes and simulated stream-ﬂow throughout the
year instead of just at the beginning of the wet season as observed by Brooks10.
The small pores holding tightly bound water will provide a reservoir that can be
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continuously emptied by transpiration and subsequently reﬁlled throughout the wet
season. This removes this water from that which may eventually enter the streams.
This work presents the ﬁrst implementation of a tightly bound water (TBW) scheme
within a regional atmosphere-land surface model. The physics of the soil hydrology
is simpliﬁed to an appropriate level to be applicable within a regional climate model
with a spatial resolution of the order of 10km.
4.2 Implementation of a Tightly Bound Water Scheme
The WRF regional climate model provides a choice of diﬀerent land surface schemes
as discussed in section 3. Here the TBW scheme is implemented in one of these
schemes, the Noah land surface model. The Noah land surface model has been
coupled to atmospheric models such as the WRF model, but can also be run as a
stand-alone model. This implementation of the TBW scheme can therefore be used
outside of the WRF model if desired.
4.2.1 The Standard Noah Land Surface Scheme
The standard Noah land surface model (Ek et al., 2003; Chen and Dudhia, 2001a,b)
is a medium complexity land surface scheme used in operational weather and climate
forecasting. The model computes soil temperature and soil moisture for each of four
layers, with boundaries 0.1, 0.4, 1.0 and 2.0m below the surface respectively. The
water table height is thus assumed to be ﬁxed at 2m below the surface. The model
also computes single-layer canopy moisture and snow cover. Prognostic variables
include turbulent heat ﬂuxes, and both moisture and momentum ﬂuxes. The model
includes the root zone, direct soil evaporation, transpiration from vegetation, soil
drainage and runoﬀ. It takes into account soil textures, vegetation categories and
climatologically derived monthly vegetation fraction and albedo.
Within the Noah model vertical movement of water within the soil conserves mass
and is described by a diﬀusive form of the Richard's equation, shown in equation 11.
∂Θ
∂t
=
∂
∂z
(
D
∂Θ
∂z
)
+
∂K
∂z
+ FΘ (11)
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In this equation both soil water hydraulic conductivity K and diﬀusivity D are
functions of the volumetric soil moisture content Θ. Inﬁltration, evaporation, tran-
spiration and runoﬀ are collectively described by the sources/sinks term FΘ. Soil
water diﬀusivity D is given by D = K(Θ)/(∂Ψ/∂Θ) where Ψ(Θ) is the soil water
tension function. The Noah model follows Cosby et al. (1984) to compute K and
Ψ by K(Θ) = KS(Θ/ΘS)2b+3 and Ψ(Θ) = ΨS/(Θ/ΘS)b, where b is a curve-ﬁtting
parameter dependent on soil type. KS and ΨS are respective values at saturation
and also depend on soil type.
The inﬁltration from precipitation is represented by a conceptual parameterisation
for sub-grid treatment of precipitation and soil moisture, and is related to the total
unsaturated soil water capacity within the 2m of soil (maximum soil water capacity
- current soil water). Equation 12 gives the maximum inﬁltration (Imax) in a given
timestep. Any precipitation in excess of this amount is surface runoﬀ.
Imax = Pd
Dx [1− exp (−kdtδi)]
Pd +Dx [1− exp (−kdtδi)] (12)
Dx =
∑4
i=1 ∆Zi(Θs −Θi), where Zi and Θi are the thickness and soil moisture con-
tent of soil layer i and Θs is soil water content at saturation. Pd is the precipita-
tion not intercepted by the canopy, δi is the model timestep in units of days, and
kdt = refkdt Ks
Kref
, where refkdt and Kref are parameters prescribed by look-up ta-
bles within the code. Chen and Dudhia (2001a) note that the standard values for
these parameters are based on experiments in one particular geographical area and
may need to be altered for areas with other climates.
The drainage from the bottom soil layer is controlled solely by gravity. Direct
evaporation occurs from both the uppermost soil layer and the canopy layer, and
transpiration is dependent on the stomatal resistance of the vegetation type. Vege-
tation and soil properties, such as minimum canopy resistance, leaf area index, root
depth, soil porosity, and hydraulic and diﬀusive conductivity are static for a given
soil or vegetation type and given in lookup tables. Vegetation or land-use maps are
provided by the MODIS land-cover classiﬁcation of the International Geosphere-
Biosphere Programme, modiﬁed for use for the Noah land surface model. The
spatial distribution of soil types is provided by the United States Geological Survey.
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The Noah land surface model provides a simpliﬁcation of the real-world behaviour
of water below the Earth's surface. It assumes a temporally and spatially constant
water table height of 2m below surface level. It also utilises the same soil category
for all layers at each grid-point, which may introduce biases in areas where the soil
type alters signiﬁcantly within the top two metres. Without detailed knowledge of
the soil structure in a given area these assumptions are necessary.
4.2.2 The Tightly Bound Water Noah Scheme
To parameterise the tightly bound water scheme within the Noah land surface model
the soil is split into two distinct reservoirs: the standard mobile-water soil (large
pores) and a tightly binding soil (small pores). This requires two additional global
variables, SMOIS_TBW, denoting the fractional moisture content of the tightly
binding soil at each soil level, and SICE_TBW, giving the fractional frozen water
content. Whilst SICE_TBW is unlikely to be relevant for the climate of the case
study location, its inclusion allows the use of the scheme to be easily extended to
other regions. The original variables, SMOIS and SICE, now represent the liquid
and frozen water content of the mobile-water soil. An additional tuneable param-
eter, TBWfrac, gives the fraction of the soil that constitutes the tightly binding
reservoir and is assumed to be independent of soil type. The moisture content of
each soil reservoir is stored as a saturation fraction, as in the standard model, and
input/output ﬂuxes are adjusted with TBWfrac to take account of the reduced vol-
ume of each soil type.
The properties of the mobile-water soil are considered to be those given by the
standard look-up tables for the Noah model. Those of the tightly binding soil are
identical to mobile-water soil properties with the exceptions that the saturated soil
water hydraulic conductivity Dksat(= KS) = 0.0ms−1, and the saturated diﬀusiv-
ity Dwsat(∝ ΨS) = 0.0. As the soil conductivity K and diﬀusivity D are calculated
from the saturated values, setting these to zero eﬀectively removes the conduction
and diﬀusion terms from the equations. There is therefore no movement of water
within the tightly binding soil, including zero drainage from the lowest soil level.
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The changes to the water balance equations for the tightly binding soil are shown
for each of the four soil levels in equations 13 to 20. Equations 13 to 16 show the
original formulations and 17 to 20 the equivalent equations for the tightly binding
soil.
dz1
∂Θ1
∂t
= −D
(
∂Θ
∂z
)
z1
−Kz1 + P −R− Edir − Et1 (13)
dz2
∂Θ2
∂t
= D
(
∂Θ
∂z
)
z1
−D
(
∂Θ
∂z
)
z2
+Kz1 −Kz2 − Et2 (14)
dz3
∂Θ3
∂t
= D
(
∂Θ
∂z
)
z2
−D
(
∂Θ
∂z
)
z3
+Kz2 −Kz3 − Et3 (15)
dz4
∂Θ4
∂t
= D
(
∂Θ
∂z
)
z3
+Kz3 −Kz4 − Et4 (16)
dz1
∂Θ1tbw
∂t
= P −R− Edir_tbw − Et1_tbw (17)
dz2
∂Θ2tbw
∂t
= P2 − Et2_tbw (18)
dz3
∂Θ3tbw
∂t
= P3 − Et3_tbw (19)
dz4
∂Θ4tbw
∂t
= P4 − Pmob − Et4_tbw (20)
In the above equations dzi is the thickness of soil level i, Θi the fractional water
content of soil level i, Kzi the hydraulic conductivity downwards out of level i,
P the precipitation, R the surface runoﬀ, Edir the direct evaporation and Eti the
transpiration out of soil level i. Pi is the remainder of the inﬁltration for which
there is no remaining capacity in the above (i-1) layers of tightly binding soil, and
Pmob the inﬁltration for which there is no remaining capacity in the whole tightly
binding reservoir. Variables subscripted with tbw are for the tightly binding soil
reservoir. The equation for the top level of the mobile-water soil has also changed
with respect to equation 13, with the P − R term replaced by the Pmob term, and
evapotranspiration calculated for mobile soil:
dz1
∂Θ1
∂t
= −D
(
∂Θ
∂z
)
z1
−Kz1 + Pmob − Edirmob − Et1mob (21)
The soil moisture fractions of the tightly binding soil are updated ﬁrst in order to
calculate Pmob before updating the moisture fractions of the mobile-water soil. The
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inﬁltration function is calculated using the unsaturated capacity of the mobile-water
soil only, on the assumption that it is within this matrix that the water will initially
travel before percolating into smaller pores if capacity allows. This models the ef-
fect on stream-ﬂow seen in Brooks10 whereby inﬁltration begins to decrease and
stream-ﬂow starts to respond to precipitation at some time after the start of the
wet season, interpreted to be once the tightly binding reservoir is saturated. During
the ﬁrst storm stream ﬂow is only 4% of precipitation, whilst during the middle of
the wet season the average is around 55%.
Both direct evaporation and transpiration are calculated based on the total soil
moisture content of the whole soil. As ﬁeld measurements of the evapotranspiration
from tightly binding soil relative to mobile-water soil are not available, the physics
is simpliﬁed and the number of tuneable variables reduced by assuming that evap-
oration and transpiration do not happen preferentially from either reservoir. The
evaporative ﬂuxes are attributed to each soil reservoir based on the form of the
evaporative equations themselves. For example, the direct evaporation is calculated
as:
Edir = β(1.0− SHDFAC) ∗ ETP (22)
where β =
(
(Θ1−Θdry)
(Θs−Θdry)
)Fxexp
The variable SHDFAC gives the fraction of the gridbox that is shaded by veg-
etation. Fxexp = 2.0, the standard value for this parameter (Ek et al., 2003).
Θdry is the fractional saturation value of the soil below which no direct evapora-
tion occurs, and ΘS is the saturated soil water capacity. It is assumed that direct
evaporation occurs only from the unshaded fraction of each gridbox. The potential
evapotranspiration ETP is calculated by a Penman-based energy balance approach.
Within the TBW scheme Θi is replaced by (TBWfrac ∗Θi_tbw + (1−TBWfrac) ∗
Θi_mob). Equation 23 shows how the direct evaporation from the tightly binding soil
is thus calculated. There is an equivalent equation for mobile-water direct evapora-
tion.
Edir_tbw = Edir ∗
(
βtbw
(βtbw + βmob)
)
(23)
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where βtbw =
(
TBWfrac ∗ (Θ1_tbw −Θdry)
)Fxexp
and βmob =
(
(1.0− TBWfrac) ∗ (Θ1_mob −Θdry)
)Fxexp
The distribution of the total transpiration ﬂux, given in equation 24 for soil layer i,
is calculated in a similar manner based on the original transpiration calculation.
ETtbw(i) = ET (i) ∗
(
γtbw(i)
γtbw(i) + γmob(i)
)
(24)
where γtbw(i) = (TBWfrac ∗ (Θi_tbw −Θwlt)
and γmob(i) = (1.0− TBWfrac) ∗ (Θi_mob −Θwlt)
Θwlt is the wilting point, deﬁned as the moisture content of the soil below which no
transpiration occurs.
The soil temperature is calculated as an overall temperature under the assumption
that the two moisture reservoirs are in thermal equilibrium. An average of the two
soil moisture fractions is used for the temperature calculations. Frozen soil water
content is calculated separately for each reservoir, based on the individual moisture
fractions. Surface runoﬀ is calculated as before, as the diﬀerence between rainfall
and inﬁltration and underground runoﬀ is the drainage from the lowest level of the
mobile-water soil. Oine tests show that the TBW Noah model conserves water to
the same accuracy as the original model, with an anomaly of less than 0.0001% of
the total column soil water at each timestep.
This implementation of a TBW scheme is very simpliﬁed, and assumes that a lin-
earization of the soil pore distribution into two distinct categories is valid. In addi-
tion it is assumed that within each timestep the inﬁltrated water is able to percolate
completely into the small pores, even in the lowest level. To improve the validity of
both this assumption and the standard Noah assumption that the amount of inﬁl-
tration at each timestep is dependent on the soil capacity of the whole 2m of soil, the
soil water ﬂuxes within the TBW scheme, including inﬁltration, are updated every
60 minutes instead of every model timestep (approximately 1 minute in this study).
All heat ﬂuxes and the water ﬂuxes to the atmosphere continue to be calculated
every model timestep so the atmosphere response time is unchanged. The value of
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one hour was chosen, as timesteps of this order are generally used when hydrological
land surface models such as Noah are forced with observational data (e.g. Elshamy
and Wheater, 2009; Sahoo et al., 2008; Wood et al., 1998). The sensitivity of the
TBW scheme to the soil water timestep is investigated in section 4.4. A more real-
istic model would also allow only a certain fraction of the inﬁltrate at each timestep
to travel into the tightly binding pores, particularly for the lower soil levels. This,
however, would introduce another parameter for which there are currently no ﬁeld
data available to provide an estimation. It is assumed that the simpliﬁed parame-
terisation presented here is adequate for investigating the eﬀects of this new physics
on the simulation results.
The following sections present a case study of the implementation of this TBW
scheme. Section 4.3 introduces the case study experiments and presents the re-
sults, investigating long-term climatology, the rainfall-runoﬀ relationship and ex-
treme events. This is followed by section 4.4 on parameter sensitivity, detailing
experiments to determine whether the results seen with the TBW scheme could
have been achieved by tuning existing parameters within the Noah model. The pa-
rameter sensitivity of the new TBW scheme to TBWfrac, refkdt, and the timestep of
the water ﬂuxes within the TBW scheme are also studied. This chapter is concluded
and discussed in section 4.5.
4.3 Eﬀect of the Tightly Bound Water Scheme
The eﬀects of the implementation of this TBW parameterisation within the Noah
land surface scheme in the WRF model are investigated in a case study over the
Olifants Basin, South Africa. The background climatology, along with reasons for
studying this particular region, including the importance of accurate simulations
of future water availability, are discussed in section 1.4. Since the climate of the
Olifants area has rainfall and evaporation climatologies in phase, an impact on
runoﬀ throughout the year is expected from the tightly bound water scheme.
For this case study two 10-year simulations are produced using the set-up de-
scribed in section 3. The ﬁrst simulation uses the standard WRF-Noah model
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(WRF_STD) and the second includes the new TBW parameterisation described
above (WRF_TBW). The parameters for the TBW set-up were selected to tune
the TBW scheme to observational runoﬀ: TBWfrac = 0.5 and a tuneable parame-
ter, refkdt, is altered from its default value of 3.0 to 5.0. The eﬀect of the scheme on
precipitation, surface and subsurface runoﬀ, evapotranspiration, the rainfall-runoﬀ
relationship and extreme events are presented and discussed.
4.3.1 Climatological Results
Maps of climatological mean annual rainfall over the basin for the WRF_STD model
and the diﬀerence between WRF_STD and WRF_TBW are shown in ﬁgure 16.
The basin average mean annual diﬀerence is small (-1%), however there are local
variations of up to +/-12%. There is a slight increase over the escarpment region
(discussed in section 3.1), but not suﬃcient to produce signiﬁcant bias correction.
Increases seem to be located adjacent to decreases, suggesting that the TBW scheme
shifts the precipitation events rather than causing any systematic large scale changes.
Slight diﬀerences exist in both gridscale and cumulus rainfall. These changes may
simply reﬂect the internal variability of the model.
Figure 17(a) presents the basin rainfall climatology for the ten simulated years,
showing that the TBW scheme has little eﬀect on the climatological simulation of
rainfall over the basin. The largest absolute monthly change is -4.4mm in February,
corresponding to a 6.5% decrease. Figure 17(b) shows the mean diﬀerence between
the TBW and STD precipitation for each month, along with error bars showing +/-
one standard deviation of these diﬀerences, assuming a normal distribution of the
diﬀerences. This indicates that none of the diﬀerences seen are statistically signiﬁ-
cant. Paired Student's T-tests performed for each month separately agree with this,
showing that the STD and TBW precipitation distributions do not have a diﬀer-
ent mean (2-tailed) at a 0.90 conﬁdence level for any month, including February.
The diﬀerences seen in ﬁgure 17 are therefore not statistically signiﬁcant. Table 6
presents the total annual values of precipitation, runoﬀ, and potential and actual
evaporation from both STD and TBW simulations and for observations. This table
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shows that the TBW scheme has decreased total mean annual precipitation by only
1%. There are also no robust changes in the spatial distribution of the coeﬃcient of
variation (variance/mean) of precipitation.
(a) (b)
Figure 16: (a) Climatological annual precipitation in mm yr−1 over the Olifants basin
with WRF_STD and (b) the diﬀerence in mean annual precipitation (WRF_TBW -
WRF_STD) in mm yr−1.
OBS WRF_STD WRF_TBW Diﬀ
Rainfall (mm) 609.9 564.0 557.5 -7.2
Runoﬀ (mm) 37.55 82.8 45.9 -36.9
Subsurface runoﬀ as % of total 30-40% 36% 43% +7%
Evapotranspiration (mm) N/A 477.5 501.3 23.7
Potential evaporation (mm) N/A 2306.5 2283.6 -22.8
Table 6: Average annual values of rainfall, runoﬀ, evapotranspiration and potential evap-
oration, given in mm yr−1. WRF_TBW - WRF_STD is shown in the `Diﬀ' column. All
WRF model results are for HYs1979-1989. Observations are from the DWA (HYs1920-89)
for all variables except rainfall, which is from CRU TS3.1 data (HYs1979-89).
Table 6 also shows that the runoﬀ in the STD model is heavily over-estimated, with
a bias of 120% with respect to the DWA observations. Even taking into account
potential inaccuracies in the naturalised runoﬀ (expected to be ≈10%), and possible
discrepancies due to the diﬀerent number of years used (discussed in section 2.4.1),
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Figure 17: (a) Monthly climatological precipitation in mm month−1 for HYs1979-89 for
STD and TBW simulations, compared to CRU observations. RMSE values are with respect
to the CRU data. (b) Monthly mean diﬀerences over the 10 simulation years between the
TBW and STD precipitation, with error bars showing +/- one standard deviation for these
diﬀerences.
given the close correlation between model and observational rainfall it is clear that
the original Noah land surface model is not reproducing the correct physics to simu-
late runoﬀ in the Olifants area. Implementation of the tightly bound water scheme
produces results in much better agreement with the naturalised ﬂow results. The
table data show that the discrepancy in average annual runoﬀ between observations
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and WRF_TBW is 8.4mm, or 22%, giving a signiﬁcant improvement on the bias of
the standard model.
The separation of surface and underground runoﬀ is an important aspect of sim-
ulating runoﬀ. Surface runoﬀ occurs instantaneously with precipitation whereas
underground runoﬀ lags behind precipitation due to transport time within the soil.
Observationally-based estimates of this separation for the Olifants region give an
approximate value of between 30-40% for the proportion of total runoﬀ from base
ﬂow (McCartney et al., 2004; Xu and Beekman, 2003). Base ﬂow does not include
lateral ﬂow within the soil above the water table. As the WRF model does not allow
this lateral movement to occur, the simulated subsurface runoﬀ consists of both base
ﬂow and interﬂow water. The WRF model is therefore expected to over-estimate
subsurface runoﬀ with respect to these base ﬂow estimates. Table 6 shows that
the underground runoﬀ as a percentage of the total runoﬀ increases in the TBW
model. The TBW implementation thus reduces the surface runoﬀ proportionally
more than the underground runoﬀ. The surface runoﬀ is dependent on the inﬁltra-
tion rate, whilst the underground runoﬀ is aﬀected by both the inﬁltration rate and
the abstraction of water from the soil by evapotranspiration. The current set-up of
the TBW scheme therefore does not produce a suﬃcient increase in evaporation to
counter the increase in inﬁltration, resulting in an increase in the subsurface ﬂow
proportion. Both models produce values of subsurface ﬂow proportion in agreement
with the observational estimates, given the anticipated over-estimation within the
WRF model due to the inclusion of lateral ﬂow in the simulation of base ﬂow.
Figure 18 shows the average runoﬀ climatologies for the STD and TBW models and
the average monthly diﬀerence between the two schemes. The signiﬁcant improve-
ment due to the TBW scheme is evident in ﬁgure 18(b). Paired Student's T-tests for
each month conﬁrm this signiﬁcance, showing that the climatological mean TBW
runoﬀ for each month is less than (1-tailed) the STD runoﬀ with 0.99 conﬁdence.
Also noticeable in the ﬁgure is that the simulated runoﬀ peaks in January, a month
earlier than the observed peak. Comparison with ﬁgure 17 shows that the simulated
rainfall also peaks one month earlier than observed, explaining this discrepancy in
the peak runoﬀ. The peak in rainfall in both simulated and observed data occurs
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a month earlier than the respective peak in runoﬀ. As discussed in section 4.1 sub-
surface ﬂow within the soil and lateral aquifer ﬂow is likely to cause a lag between
rainfall and runoﬀ in areas with a high proportion of subsurface runoﬀ. As the
Noah model does not simulate any travel time for the water to reach the stream
system after it has entered the aquifer the model is expected to under-estimate this
lag. A simple experiment shows that adding a lag of one or two months to the
subsurface contribution to stream-ﬂow reduces the RMSE between simulated and
observed total runoﬀ. These results are shown in ﬁgure 19. The lag due to vertical
ﬂow within the soil above the water table is simulated by the model and so this
can be estimated from the oﬀset between peak precipitation and peak underground
runoﬀ, which is two months. The lag experiments shown in ﬁgure 19 suggest an
additional groundwater lag of one to two months from lateral aquifer ﬂow, giving a
total groundwater lag of three to four months.
The diﬀerence in climatological monthly evapotranspiration between theWRF_STD
and WRF_TBW models is presented in ﬁgure 20(a) along with error bars show-
ing +/- one standard deviation of these diﬀerences. There are no observational
datasets for actual evaporation or transpiration, however potential evaporation for
the WRF_STD simulation compares well with observational measurements collected
by the DWA (section 3.1). The TBW scheme produces higher evaporation than
the STD scheme throughout the year, with the highest absolute increase of 4.3mm
month−1 (5.1%) in December and the highest percentage increase of 10.1% in July.
The error bars suggest that the diﬀerences are signiﬁcant between December and
May, assuming the diﬀerences are normally distributed. This is in agreement with
paired Student's T-tests, the results of which show that from December to May, and
also in August, evaporation is higher (one-tailed) in the TBW simulations than in
the STD simulations with 0.99 conﬁdence. At the 0.95 conﬁdence level, the diﬀer-
ences are signiﬁcant in all months except October. Potential evaporation decreases
by 1% in the TBW run, therefore the increased actual evaporation can be wholly
attributed to the increase in soil water available for evapotranspiration in the TBW
scheme. This decrease slightly improves the WRF simulation results compared to
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Figure 18: (a) Monthly climatological runoﬀ in mm month−1 for HYs1979-89 for STD
and TBW simulations compared to DWA observational naturalised runoﬀ climatology
for HYs1920-89. RMSE values are with respect to the DWA data. (b) Monthly mean
diﬀerence over the 10 simulation years between the TBW and STD precipitation, with
error bars showing +/- one standard deviation for this diﬀerence.
DWA observations.
The average annual increase in evaporation of 23.7mm explains most of the runoﬀ
decrease of 36.9mm seen. The remainder of the runoﬀ decrease is attributed to a
combination of the decreased rainfall (7.2mm) and a slight increase in the amount
of water stored in the soil over the simulation period. The reduction due to the
increased storage will be dependent on the initial conditions and will decrease with
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Figure 19: Monthly climatological runoﬀ for TBW simulations with an artiﬁcial subsurface
lag to imitate ﬂow within the aquifer. Results shown for lags of 0, 1 and 2 months. Also
shown is the DWA observational naturalised runoﬀ climatology for HYs1920-1989.
time as the soil cannot continue to hold increasing amounts of water. The increased
evapotranspiration is temporally sustainable.
Although there is an increase in basin average evapotranspiration which increases
the total column water vapour, there is no increase in annual average precipitation as
expected from the standard water-recycling model of the soil-moisture-precipitation
feedback. The increase in atmospheric water may be oﬀset by increases in atmo-
spheric stability due to the shift in the ratio of sensible to latent heating at the
surface and subsequent decrease in surface temperature, as suggested by Cook et al.
(2006). This is supported by results showing a decrease in the climatological 2m
temperature for the WRF_TBW experiment compared to WRF_STD, with a cli-
matological spatial pattern anti-correlated to the increase in evapotranspiration.
This is shown in ﬁgures 20(b) and 20(c). This temperature decrease explains the
reduction in potential evaporation seen in the TBW simulation.
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Figure 20: Diﬀerences between WRF_TBW and WRF_STD (TBW-STD): (a) Monthly
changes in climatological evapotranspiration in mm month−1 with +/- one standard devi-
ation error bars, (b) map of annual mean change in 2m temperature in ◦C, and (c) map
of mean annual change in evapotranspiration in mm yr−1.
4.3.2 Runoﬀ Coeﬃcient and Uncertainty
The runoﬀ coeﬃcient is deﬁned as the fraction of rainfall converted to runoﬀ. This
coeﬃcient varies with location, climate, soil and vegetation type, and the intensity
of precipitation. Heavy rainfall of short duration will produce more runoﬀ than an
equivalent amount of light rainfall over a longer period during which evaporation
can occur to help sustain inﬁltration and decrease surface runoﬀ. The runoﬀ co-
eﬃcient is also dependent on the amount of rainfall in previous months through
the moisture content of the soil, which aﬀects both the inﬁltration of current rain-
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fall and the underground runoﬀ. Observationally-based estimates for the coeﬃcient
of runoﬀ for this region are around 0.06 (McCartney et al., 2004), however this
varies signiﬁcantly for the Olifants basin interseasonally. The WRF_STD simula-
tion gives a value of 0.15, whilst the WRF_TBW value of 0.08 is much closer to
the observationally-based value. This coeﬃcient is a single value, constant over the
range of precipitation values possible. This assumes that the relationship between
rainfall and runoﬀ can be considered linear, and this assumption is investigated here.
By considering annual totals instead of monthly values the eﬀect of the time lag
between inﬁltration and underground runoﬀ is reduced, particularly with hydro-
logical years. Table 7 shows the R2 values for linear, power and exponential ﬁts
between annual total rainfall and runoﬀ for both WRF_STD and WRF_TBW. In
the following analysis the relationship is approximated as linear; table 7 shows little
diﬀerence between the diﬀerent ﬁts, implying that a linear relationship is as valid
as the others suggested here. The R2 values show that approximately 15-30% of
the variance in the runoﬀ values is not correlated directly to the rainfall amount,
however this reduces to 6-7% when considering only surface runoﬀ. Most of the vari-
ance in the relationship not related to precipitation variance therefore comes from
the behaviour of the soil water between inﬁltration and reaching the water table.
This depends signiﬁcantly on evapotranspiration rates. The total runoﬀ R2 values
are consistently higher for the STD values than the TBW, regardless of the shape
of the ﬁt, whilst the surface runoﬀ ones are equal for TBW and STD simulations.
The additional variance in the rainfall-runoﬀ relationship in the TBW scheme can
therefore be attributed to the increased evapotranspiration.
Figure 21 shows the rainfall-runoﬀ data and also presents linear equations of best ﬁt.
A steeper gradient exists for WRF_STD compared toWRF_TBW. TheWRF_TBW
scheme therefore dampens the runoﬀ response to annual rainfall variations over the
range of rainfall values seen. Regression analysis shows that the diﬀerence between
the gradients of the two relationships is statistically signiﬁcant at the 0.90 conﬁdence
level.
There is an intrinsic uncertainty in predicting runoﬀ from rainfall, and the fact
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Total Runoﬀ Surface Runoﬀ
Linear Power-law Exp. Linear Power-law Exp.
WRF_STD 0.85 0.86 0.85 0.94 0.94 0.93
WRF_TBW 0.70 0.74 0.73 0.94 0.93 0.93
Table 7: Summary of the R2 values for linear, power-law and exponential (Exp.) re-
lationships for both WRF_STD and WRF_TBW, for total and surface runoﬀ against
precipitation.
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Figure 21: Annual runoﬀ plotted against annual rainfall for WRF_STD and WRF_TBW.
Linear best ﬁt relationships are shown, with the equations and R2 values.
that the rainfall itself is only known with a ﬁnite accuracy adds additional runoﬀ
uncertainty. For the WRF_STD model the standard error in mean annual runoﬀ
from the linear relationship shown in ﬁgure 21 is 12.9mm, corresponding to 16% of
the mean runoﬀ value. Separately, the uncertainty in the STD runoﬀ calculation
from a known percentage error in the rainfall is found for the mean rainfall value,
neglecting the uncertainty in the rainfall-runoﬀ relationship: an x% uncertainty in
rainfall translates to a 2x% uncertainty in runoﬀ. This is calculated by estimating
the runoﬀ change from a change in precipitation equalling x%. This result is in
agreement with de Wit and Stankiewicz (2006) who show that a 10% change in
precipitation would lead to a 22% change in perennial drainage in the Johannesburg
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region (the closest location given to the Olifants basin). It follows that if the uncer-
tainty in annual rainfall is greater than 8% then this produces a larger uncertainty
in the predicted runoﬀ than the variability in the rainfall-runoﬀ relationship itself
(16%).
This analysis is repeated for the WRF_TBW model. The standard error increases
to 28%, while the translation of a rainfall uncertainty into the runoﬀ calculation
remains the same. Therefore an annual rainfall uncertainty of greater than 14%
translates to a greater uncertainty than is produced by the standard error in the
rainfall-runoﬀ relationship. The implementation of the TBW scheme increases the
variability in the rainfall-runoﬀ relationship and thus the uncertainty in the rainfall-
runoﬀ relationship. This is in agreement with the analysis of the R2 values.
4.3.3 Extremes
Two possibilities exist for studying the impact of the TBW scheme on extreme
events. The ﬁrst is the study of the mechanical impact on the dynamics of in-
dividual extreme events, and the second to analyse the impact on the statistical
probabilities of such events. In this work the latter is presented, using a Gumbel
distribution to model daily extreme values of precipitation and surface runoﬀ.
The 100-year daily precipitation return value (the maximum daily rainfall amount
that is expected to occur on average once every 100 years) is calculated for each
gridbox. The maximum daily rainfall for every gridbox is found for each of the
ten simulation years and a Gumbel distribution ﬁtted to these values to determine
the distribution of extreme values. The Gumbel distribution (Gumbel, 1958), dis-
cussed in section 1.3.1, is commonly used for ﬁnding extreme precipitation return
periods (e.g. van den Brink and Konnen, 2011; Nadarajah and Choi, 2007; Casas
et al., 2007). The spatial distributions of 100-year precipitation return values for
the Olifants basin region are shown in ﬁgures 22(a) and 22(b) for WRF_STD and
WRF_TBW respectively. In the following analysis, statistical signiﬁcance is de-
ﬁned by the 0.90 conﬁdence level and tested by the Student's T-test. There is a
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statistically signiﬁcant increase of 2.44mm (2.1%) in the area averaged return value
with the TBW scheme. For a given value of extreme daily precipitation the TBW
scheme therefore increases the liklihood of this precipitation occuring. Figures 22(a)
and 22(b) show that the location of the highest maximum daily rainfall has been
shifted by the TBW scheme and the absolute value of this maximum has increased.
The scheme has a stronger eﬀect on extreme precipitation on an individual gridbox
level than on a spatially averaged mean, as for the annual mean precipitation in
section 3.2.
This analysis is repeated for the daily surface runoﬀ 100-year return value. Surface
runoﬀ was chosen over total runoﬀ as it is generally the surface component that is
responsible for localised ﬂooding. These results are shown in ﬁgures 22(c) and 22(d).
Spatial changes in the return values reﬂect the changes to the precipitation. There
is a 31% decrease (8.4mm) in the area averaged surface runoﬀ 100-year return value
with the TBW scheme, from 27.6mm to 19.2mm, despite the increase in the basin
averaged 100-year return value of precipitation. This change is statistically signif-
icant. The TBW scheme therefore reduces the liklihood of extreme surface runoﬀ
events. The surface runoﬀ is highly sensitive to land use, and is particularly high
over urban or built-up areas, the locations of which are shown in ﬁgure 13. Fur-
ther analysis of these surface runoﬀ results would require careful consideration of
land-use eﬀects.
4.4 Model Sensitivity
Land surface models can be tuned to most accurately reproduce observations by
changing parameter values. The Noah model uses look-up tables for parameter
values based on dominant soil and vegetation types for each gridbox. These param-
eters are not necessarily transferable solely based on vegetation type and some can
be more sensitive to the local climatic forcing than the speciﬁc land cover classiﬁca-
tion (Rosero et al., 2010). In this section the eﬀect of changing some standard model
parameters is investigated to test whether the results of the TBW implementation
can be reproduced by simply modifying existing parameters. Also studied is the
sensitivity of the TBW model to changes to the new parameter TBWfrac and to the
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Figure 22: 100-year daily return values calculated using Gumbel extreme value theory
for (a) WRF_STD precipitation, (b) WRF_TBW precipitation, (c) WRF_STD surface
runoﬀ and (d) WRF_TBW surface runoﬀ. All ﬁgures show mm/day.
inﬁltration parameter refkdt. This determines how tuneable this new scheme could
be to other regions. Lastly, the eﬀect of changing the water ﬂux timestep, Noahdt,
is studied.
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4.4.1 Parameter Sensitivity of the STD scheme
The ﬁrst sensitivity test is a simulation run with multiple parameter changes in-
tended to reproduce the eﬀects of the TBW implementation as much as possible
(WRF_STD_2). Changes are implemented in order to increase inﬁltration to re-
duce the surface runoﬀ, and to increase evapotranspiration to remove water from the
soil matrix to reduce underground runoﬀ and permit more subsequent inﬁltration.
All parameters are kept within the ranges speciﬁed either by the Noah documenta-
tion (Mitchell et al., 2005) or as documented in Hogue et al. (2006). The parameters
changed are described below, along with the eﬀect they should have on the simula-
tion based on the physical equations in which they are included. These parameters
were all changed in one simulation.
• Refkdt, a tuneable parameter controlling the proportion of rainfall inﬁltrated
into the soil.
 Increased from 3.0 to 6.0.
 Eﬀect: to increase inﬁltration, thus decreasing surface runoﬀ.
• Dksat(m/s), a parameter specifying saturated soil hydraulic conductivity and
thus controlling the soil hydraulic conductivity K for all soil moisture content
values.
 Default values decreased by 20% for each soil type (minimum value of
5.00E-7).
 Eﬀect: to decrease downwards motion of water through the soil allowing
more time for evapotranspiration, though signiﬁcant decrease in Dksat
would decrease inﬁltration.
• RSmin and RSmax(s/m), minimum and maximum stomatal resistance.
 RSmin default values decreased by 50% for each vegetation type (mini-
mum value of 40.0).
 RSmax decreased from 5000 to 3000.
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 Eﬀect: to decrease vegetation stomatal resistance, increasing transpira-
tion.
Figure 23(a) shows the resulting runoﬀ climatology for WRF_STD_2 compared to
WRF_STD, WRF_TBW and the DWA observations. The parameter changes have
the intended eﬀect and decrease the total annual runoﬀ despite a 2.0mm increase
in annual rainfall. The runoﬀ decreases by only 10.2mm yr−1 compared to a de-
crease of 36.8mm yr−1 with the WRF_TBW run. The underground component of
runoﬀ in WRF_STD_2 constitutes 44% of the total runoﬀ, which is similar to the
WRF_TBW simulation. The total annual evapotranspiration in WRF_STD_2
increases by 15.4mm yr−1 compared to WRF_STD, however this is still 11.3mm
yr−1 less than WRF_TBW. An additional parameter not tuned in WRF_STD_2
is Fxexp. This is currently physically justiﬁed as Fxexp = 2 in Ek et al. (2003)
but the WRF model is noted to produce values closer to observed evaporation for a
semi-arid environment when Fxexp = 1 (Peters-Lidard et al., 2008). A single year
experiment shows that this change does have a noticeable eﬀect on runoﬀ reducing
the annual total by a further 4.2mm. However this is still not suﬃcient to reproduce
the eﬀect of the TBW simulation. Tuning of this parameter could also improve the
TBW simulation compared to observations.
4.4.2 Artiﬁcially Increased Inﬁltration
In addition to the sensitivity experiment WRF_STD_2, single-year experiments in
which inﬁltration is increased signiﬁcantly show that it is possible to produce total
runoﬀ results of similar magnitude to the WRF_TBW simulation with the STD
model. The inﬁltration is increased either artiﬁcially (by doubling the maximum
inﬁltration given by equation 12) or by increasing parameters including soil water
capacity. In these simulations the underground component of total runoﬀ increases
to over 80%, which is unrealistic compared to the observations. The majority of the
decrease in runoﬀ can be attributed to increased soil water storage. This is depen-
dent on the initialisation values and cannot be sustained once a reservoir has built
up over a number of years. In order to increase the evapotranspiration suﬃciently to
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remove this water from the soil it is necessary to either decrease the RSmin parame-
ters by signiﬁcantly more than 50%, make changes within the code to the equations
which determine the relationship between potential and actual evapotranspiration,
or use a TBW scheme as introduced in this study.
4.4.3 Parameter Sensitivity of the TBW scheme
The runoﬀ climatologies for three TBW simulations with diﬀerent values of TBWfrac
and refkdt are shown in ﬁgure 23(b). The default simulation is WRF_TBW for
comparison with two sensitivity simulations, WRF_TBW_2 and WRF_TBW_3.
WRF_TBW, has TBWfrac = 0.5, refkdt = 5.0; WRF_TBW_2 has TBWfrac=0.5,
refkdt = 3.0; and WRF_TBW_3 has TBWfrac = 0.4, refkdt = 4.0. The results
show that the TBW scheme has the tunability to be adapted to areas with diﬀerent
climates and/or soil compositions. The sensitivity of the model total runoﬀ to the
range of the two parameters chosen (maximum variability of 11.0mm yr−1) is much
less than the sensitivity to adding the TBW scheme to the STD model (36.2mm
yr−1). The reduction of either TBWfrac or refkdt increases the amount of runoﬀ
simulated.
4.4.4 Sensitivity of the TBW Scheme to the Timestep
The results of simulations of four months during the wet season (Oct - Jan) are
shown in table 8, for water-ﬂux timestep (Noahdt) of 60, 600, 1800 and 3600 sec-
onds. Due to the non-linearity of the precipitation response to atmospheric variables,
slight changes in evaporation caused by changes in soil moisture result in changes to
atmospheric stability and column water vapour, and therefore to precipitation. This
makes an absolute comparison of the eﬀect on the runoﬀ diﬃcult. However, it is clear
that increasing the timestep length decreases the runoﬀ response, or coeﬃcient of
runoﬀ, via increased inﬁltration (deduced from simple water balance calculations on
the table data). The runoﬀ diﬀerence between running the TBW with the standard
timestep and with 3600 second timestep is much lower than the diﬀerence between
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Figure 23: Runoﬀ climatologies for HYs1979-89 for (a) WRF_STD_2, designed to im-
itate the eﬀect of the TBW scheme using existing parameters within the STD model,
compared to WRF_STD, WRF_TBW and DWA observations, and (b) WRF_TBW_2
and _3 showing the sensitivity of the TBW scheme to the TBWfrac and refkdt param-
eters, compared to WRF_TBW and DWA. WRF_TBW has TBWfrac = 0.5, refkdt =
5.0; WRF_TBW_2 has TBWfrac=0.5, refkdt = 3.0; and WRF_TBW_3 has TBWfrac
= 0.4, refkdt = 4.0. All RMSE values shown are with respect to the DWA climatology.
the STD and TBW simulations. Increasing the timestep decreases the runoﬀ bias
of the TBW scheme with respect to observations. There is no systematic eﬀect on
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rainfall or evaporation, suggesting that the small changes in these variables seen in
table 8 can be attributed to the internal variability within the model.
Experiment Rainfall (mm) Runoﬀ (mm) Runoﬀ Coeﬃcient Evap. (mm)
Noahdt=60 416.8 26.8 0.064 278.0
Noahdt=600 407.5 24.2 0.060 274.9
Noahdt=1800 419.4 22.0 0.053 281.5
Noahdt=3600 417.2 20.8 0.051 279.1
Table 8: Summary of total rainfall, runoﬀ and evaporation (Evap.) for 4 months of TBW
simulation, showing the runoﬀ response with diﬀerent timesteps for the water ﬂux equations
of the Noah scheme (Noahdt).
4.5 Conclusions and Discussion
Water is thought to exist in a tightly bound form within small soil pores where it is
still available for evapotranspiration. In this chapter this concept is simpliﬁed and
parameterised for the ﬁrst time within a regional land-atmosphere model and tested
in the Olifants basin in the Limpopo region of South Africa.
The results show that the standard land surface scheme is unable to reproduce the
observed runoﬀ despite being forced with rainfall and atmospheric conditions simi-
lar to those observed. There is an over-estimation of 120% on the naturalised mean
annual runoﬀ. The tightly bound water scheme shows a signiﬁcant improvement,
reducing this error to 22%. Both the TBW and STD schemes show a one month lag
in climatological peak runoﬀ compared to peak rainfall, in agreement with observa-
tions. Experiments suggest that the time taken for water to travel laterally through
the aquifer before reaching the stream is approximately one to two months, with an
additional lag of approximately two months between precipitation and water reach-
ing the aquifer. Conﬁrmation would require the inclusion of a groundwater model
and detailed knowledge of the shape of the aquifer in the region, however this esti-
mate is in approximate agreement with the value of 2.5 months used by Middleton
and Bailey (2005) for the Olifants basin.
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The TBW scheme has no robust impact on mean annual rainfall in the region
despite an increase in average annual evapotranspiration and thus column water
vapour. Analysis of 2m air temperatures shows a cooling with the use of the TBW
scheme indicating that this result is consistent with increased atmospheric stability
suggested by Cook et al. (2006). Other explanations include the advection of the
additional water vapour out of the basin area before it is precipitated, or the inter-
nal variability of the precipitation response of the RCM: the increase in evaporation
of 23.7mm is the equivalent of only 4% of the mean annual precipitation over the
basin.
The TBW scheme also impacts on the simulation of extreme rainfall and run-oﬀ
events. A signiﬁcant increase in the spatially averaged 100-year precipitation return
value is seen with the TBW scheme compared to the STD scheme. This increase
in extreme precipitation agrees in principle with current theories suggesting that
extreme events are dominated by moisture supply (e.g. Trenberth, 2011). The lit-
erature suggests that daily extreme values should increase under increased evapo-
transpiration, whether from global warming or increased moisture supply (Allen
and Ingram, 2002; Lenderink and Van Meijgaard, 2008). The TBW scheme shows
a signiﬁcant decrease in the 100-year return value of daily surface runoﬀ. This is
expected from mean runoﬀ results and suggests that ﬂood predictions would be less
severe using the TBW scheme. If these eﬀects on extremes are robust they will have
important consequences for predicting ﬂoods in the region. However with only ten
years of data further study is required to conﬁrm these eﬀects.
Additional de-coupling between precipitation and subsurface runoﬀ is produced by
the TBW scheme, increasing the variability in the rainfall-runoﬀ relationship and
decreasing the linearity. The best ﬁt linear relationship for the STD results has a
signiﬁcantly higher gradient than that for the TBW results. The standard error in
calculating runoﬀ from this equation is increased by the TBW scheme from 16% to
28% representing the increased variability of the runoﬀ with respect to rainfall. R2
values for surface runoﬀ show that this increased variability is introduced in the sub-
surface runoﬀ. The subsurface runoﬀ in the TBW scheme is therefore more sensitive
to inter-annual changes in the surface temperature, winds or humidity, all of which
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aﬀect evapotranspiration. This is physically consistent with the changes introduced
with the TBW scheme as the runoﬀ, particularly subsurface, is inﬂuenced by in-
creased evaporation. With the linear relations it is found that an x% uncertainty in
precipitation leads to a 2x% uncertainty in runoﬀ, showing that accurate simulation
of precipitation is important in order to predict runoﬀ correctly.
The strengths of the TBW scheme are that it is based on the physical principles
shown experimentally in Brooks10 and that it can signiﬁcantly improve model pre-
dictions compared to observations. Due to the complex interactions between rainfall
and runoﬀ there are a number of factors that have the potential to aﬀect the model
results in a similar manner. The main points are addressed below.
• Incorrect parameters. Section 3.5 shows that the Noah model does not have
suﬃcient sensitivity to the commonly tuned parameters to reproduce the re-
sults obtained with the TBW scheme.
• Incorrect basic model concepts, such as a free-draining lower boundary and
a stationary water table at 2m depth. York et al. (2002) study the eﬀect of
coupling an interactive aquifer to a single-column model including atmosphere
and land surface physics. The inclusion of the aquifer produced slightly more
runoﬀ. Rosero et al. (2010) conclude that at wet sites the inclusion of a ground-
water module may improve model results compared to observations. These
studies show that such additions could not have suﬃcient impact on the stan-
dard Noah model runoﬀ to produce signiﬁcant improvement in the Olifants
region.
• Incorrect atmospheric climate and hence inaccurately calculated evaporation.
A comparison of model climatological basin potential evaporation with mea-
surements from the DWA shows that the WRF model correctly predicts po-
tential evaporation over this region. In addition, with potential evaporation
so much higher than actual evaporation, the evaporation in this region should
be driven almost entirely by moisture availability. Any biases that do exist in
potential evaporation should therefore have little impact on the evaporation
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climatology.
• Missing physical concepts within the model. This includes the concept of the
storage of tightly bound water in small soil pores as implemented in this study.
There is thus a strong argument that the inclusion of the TBW scheme is not only
physically justiﬁable but that the improvement obtained could not be easily pro-
duced by other means. Results presented in this chapter show that the new physics
introduced by the TBW scheme has signiﬁcant impact on simulating runoﬀ in the
Olifants basin region. The signiﬁcant improvement in mean runoﬀ with respect to
observations suggests that the underlying physics has been improved and thus im-
provement is expected in the simulation of all variables.
Further simulations and analysis would be interesting to quantify the robustness
of some of the results seen. Analysis of individual extreme events and new sim-
ulations to study internal variability would be required to determine whether the
TBW scheme robustly increases rainfall extremes or whether this is an artefact of
the internal variability aﬀecting only a few major storms in the area. If this result
is robust then there are important implications for the prediction of extreme storms
and ﬂooding. Increased understanding of the underlying physics of the impact of
tightly bound water on individual extreme events is therefore vital.
The tightly bound water scheme has introduced a new parameter, TBWfrac, govern-
ing the fraction of the soil which consists of small pores. This is currently determined
by tuning the model to observations and therefore it would be of signiﬁcant value to
perform ﬁeld study work to obtain a physical basis for these estimates. Investigation
into the comparative eﬀect of parameterising the tightly bound water concept with
a more realistic continuous soil pore distribution instead of the discrete 2-mode dis-
tribution modelled in this study would also be worthwhile. This ﬁrst approach has
simpliﬁed a number of aspects of the tightly bound water scheme, and a more thor-
ough model may produce slightly diﬀerent results. There is currently no maximum
inﬁltration rate into the tightly bound soil or a splitting of total inﬁltrated water
between the two soil reservoirs. A number of studies have looked at the impact of
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including groundwater modules within land surface models and it would be valu-
able to determine the interaction between such modules and this parameterisation
of tightly bound soil water.
The results presented here suggest that simulations of runoﬀ in other semi-arid re-
gions may beneﬁt from the inclusion of this TBW scheme, particularly in areas
where evapotranspiration is an important component of the water cycle and the
evaporation is constrained by moisture rather than energy. For example, Hogue
et al. (2005) ﬁnd that the Noah land surface model consistently under-estimates the
latent heat ﬂuxes in a semi-arid area in southern Arizona, whilst Feng and Houser
(2008) also ﬁnd that the Noah model under-estimates evaporation and consequently
over-estimates runoﬀ in the Mississippi river basin. The new parameterisation should
bring most beneﬁt to areas with a strong seasonal cycle and high potential evap-
oration during the wet season. There may also be beneﬁt to precipitation simula-
tion in regions with a Mediterranean climate if the region has strong soil-moisture-
precipitation coupling. Water from the winter wet season may be stored in the
tightly binding soil for evaporation in the following summer which may impact on
summer rainfall simulation. The scheme could also be used in idealised simulations
to study the feedback mechanisms between soil moisture and precipitation which
are currently of signiﬁcant interest in the land surface research community.
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5 Modelling Future Runoﬀ - Eﬀect of a Tightly Bound
Water Scheme
The previous chapter detailed the implementation of a tightly bound water param-
eterisation into the NOAH land surface scheme. The eﬀect of this parameterisation
on the simulation of present-day climate with the WRF regional climate model was
studied using a case study of the Olifants basin, South Africa. In this section this
work is extended by simulating both present-day and future climates in the same
area using external forcings from the CCSM3 general circulation model. The cli-
matic changes projected by this set-up are investigated and the eﬀect of the TBW
scheme on these changes established. If the TBW scheme has a linear eﬀect on
runoﬀ then there will be no diﬀerence in the projected relative changes. This work
is included in the publication White and Toumi (2012a).
5.1 Introduction to Climate Projections
Simulations of future climate provide us with estimates of the possible changes to
present climatic conditions under global warming. These are useful in providing
information to policy makers for mitigation purposes, but also aid in the assessment
of the regional impacts of climate change for adaptation (e.g. Moors et al., 2011;
Teutschbein et al., 2011; Meehl et al., 2007). In areas such as the Limpopo region,
where under present-day conditions water is an important resource and its use care-
fully monitored and controlled (Cullis et al., 2011), prior knowledge of any potential
change in water availability is extremely valuable. Changes to water availability can
occur through precipitation changes or through changes in evaporation due to al-
tered surface variables such as temperature, wind and humidity. Land use changes,
caused either anthropogenically or as a response to natural or anthropogenic cli-
mate change can also impact on water availability (Crespo et al., 2011; Hope et al.,
2009). Regional climate models, with the advantages discussed in section 1.2, are a
powerful tool for attempting to simulate and predict localised climatic changes.
In semi-arid areas such as the Olifants basin simulation of future water supply is
strongly connected to the simulation of dry-spells or droughts. These can have se-
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vere social and economical impacts (Reason et al., 2005; Usman and Reason, 2004;
Rouault and Richard, 2003). As discussed in section 1.4, dry spells in southern Africa
are not only inﬂuenced by local circulation patterns such as the location of frequent
tropical-temperate rain-bands aligned north-west to south-east over southern Africa
and the southern Indian Ocean (Tyson and Preston-Whyte, 2000; Washington and
Todd, 1999), but also by global teleconnections such as the El Nino Southern Oscil-
lation (Alemaw and Chaoka, 2006; Mulenga et al., 2003), or the Southern Annular
Mode (Gillett et al., 2006). To obtain conﬁdence in the simulation of any changes
in dry spell frequency we must already be conﬁdent that the driving GCM can re-
produce changes in the variability of such global large scale phenomena and the
interactions between them (Cai et al., 2011).
Our conﬁdence in projections of potential ENSO activity change is low and current
results do not rule out possibilities of an increase, decrease or no change in ENSO
activity (Vecchi and Wittenberg, 2010). Climatic changes to the SAM may be driven
by both stratospheric ozone recovery and increasing greenhouse gases. The strength
of the SAM climatic response has also been shown to be aﬀected by climate sensi-
tivity (Arblaster et al., 2011), which itself is still uncertain (Randall et al., 2007).
There is even uncertainty between models on the expected direction of any change in
the SAM. Paeth and Pollinger (2010) show a continuing strengthening of the SAM
until the end of the 21st century from a multi-model ensemble, while Arblaster et al.
(2011) present two models which project that the eﬀect of ozone recovery will over-
come the inﬂuence from greenhouse gases, resulting in a decrease in SAM strength.
Multi-model ensembles are considered a more accurate method of predicting a mean
`likely' change, as well as providing an estimate of uncertainty (e.g. Collins et al.,
2011), however the computational requirements of a multi-model ensemble rendered
it unrealistic for this particular study. Given the limitations of both GCMs and
their use within this study, the results presented must be interpreted as one possible
scenario of future change in the Olifants basin, and not an estimate of a most likely
response.
The experiments in this chapter provide an assessment of the impact of the TBW
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scheme on the projection of future changes and also test the scheme in diﬀerent
climates. Intrinsic non-linearities in the equations of atmospheric and land surface
models can cause them to display diﬀerent characteristic behaviours in diﬀering
climates. Running simulations of present-day and future climates as described by
a GCM allows the TBW scheme to be tested under diﬀerent climatic conditions.
This is not as thorough as testing the scheme in a new geographical region with a
signiﬁcantly diﬀerent climate to the Olifants Basin, but does oﬀer evidence on the
sensitivity of the TBW scheme to the background climate.
5.2 Experiments and Results
In order to simulate climatic change the WRF model is forced at the lateral and lower
boundaries with CCSM3 data (see section 2.3). The remaining set-up is identical to
that described in section 3. Simulations are produced for the present for HYs1979-99
(C1980s) and the A1B future for HYs2039-59 (C2040s) with both the STD and TBW
models. For the future simulation the CO2 within the radiation scheme is changed
to 525ppmv in line with the A1B scenario for 2040-2060 (see table 1). The sea-
surface temperature is updated every 6 hours with CCSM3 values. The results are
compared to those from WRF_STD and WRF_TBW (collectively ERA_WRF).
5.2.1 Present-day Results, C1980s
The rainfall and runoﬀ climatologies of the C1980s experiments are shown in ﬁg-
ure 24 compared to observations. The C1980s simulations under-estimate the length
of the rainy season in this area and over-estimate the strength of the peak monthly
rainfall. Mean annual totals are summarised in table 9. The bias in annual total
rainfall for C1980s_STD is 23.5%, signiﬁcantly larger than that for WRF_STD
(7.4%). The RMSE value of 28.3mm month−1, shown in ﬁgure 24, shows that the
shape of the C1980s climatology has a large bias compared to the RMSE of the
WRF_STD simulation of 10.4mm month−1. The precipitation from the CCSM3
model itself has a RMSE of 26.2mm month−1 with respect to observations. The
bias in precipitation climatology is therefore introduced by the forcing data, how-
ever the WRF model is unable to reduce this bias, in contrast to results in other
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studies (e.g. Lim et al., 2011; Bukovsky and Karoly, 2009). This suggests that the
bias in the forcing model is produced by a bias in water vapour ﬂuxes or atmospheric
circulation, and not in the cloud microphysics, parameterisation of cumulus rainfall
or from topographical resolution. The C1980s biases in mean annual runoﬀ, calcu-
lated from the data in table 9, are similar to those for WRF_STD and WRF_TBW
respectively. The RMSEs show that, despite similar biases in mean annual values,
the ﬁt of the C1980s simulations to the observed climatological runoﬀ is not as close.
For the TBW simulations the WRF_TBW RMSE is 2.0mm month−1, compared to
4.1mm month−1 for C1980s_TBW.
The C1980s_STD annual mean 2m temperature is very similar to the WRF_STD
simulation in both climatology, with a RMSE of less than 1K month−1, and spatial
distribution. The spatial distribution of the 2m temperature is highly dependent
on altitude as discussed previously in section 3.1, explaining the close correlation
between the two simulations.
An estimation of future change is calculated from the relative diﬀerence between fu-
ture and present-day simulations forced with the GCM. This is the standard method
for projections of future climate, and takes into account the biases within the climate
models. Provided the biases between simulated and real climate are all temporally
constant these biases will not aﬀect the relative change.
OBS WRF_STD WRF_TBW WRF df C_STD C_TBW C df
Rainfall(mm) 609.9 564.7 557.5 -7.2 466.9 469.3 +2.4
Runoﬀ(mm) 37.6 82.8 45.9 -36.9 71.4 46.8 -24.6
Sub Runoﬀ(%) 30-40% 36% 43% +7% 37% 50% +13%
Evap(mm) N/A 477.5 501.3 +23.7 386.2 410.4 +24.2
P Evap(mm) 2069 2307 2284 -22.8 2434 2409 -24.6
Table 9: Average annual basin rainfall, runoﬀ, subsurface runoﬀ percentage (Sub
Runoﬀ), evapotranspiration (Evap) and potential evaporation (P Evap) for WRF_STD,
WRF_TBW, C1980s_STD (C_STD) and C1980s_TBW (C_TBW). Absolute diﬀerences
(TBW-STD) are shown in the WRF df and C df columns. Observations are from the DWA
(HYs1920-89) for all variables except rainfall, which is from CRU TS3.1 data (HYs1979-89).
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Figure 24: Monthly climatologies for (a) precipitation and (b) runoﬀ, for the STD and
TBW C1980s simulations. Also shown are observational climatologies. RMSE values are
with respect to the observations shown in each ﬁgure.
5.2.2 Eﬀect of the TBW scheme on C1980s and C2040s
As shown in table 9 the TBW scheme has little eﬀect (+0.5%) on the annual mean
precipitation of the C1980s simulations, as for the ERA_WRF experiments (-1%).
Compared to a decrease in mean annual runoﬀ of 45% in the ERA_WRF simula-
tions the TBW scheme has a slightly weaker eﬀect on the C1980s simulations, giving
a decrease of 34%. As in the ERA_WRF simulations the TBW scheme decreases
the C1980s surface runoﬀ to a greater degree than the subsurface, resulting in an
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increase in the ratio of subsurface to surface runoﬀ.
The total evapotranspiration is increased by 6% in the C1980s experiments, very
similar to the 5% increase in the ERA_WRF experiment. Both ERA_WRF and
C1980s experiments show a similar decrease in potential evaporation with use of the
TBW scheme, as a result of the decreased surface temperature caused by the in-
creased evapotranspiration (see section 4.3.1 for a discussion of this eﬀect). Figure 25
shows the eﬀect of the TBW scheme on 2m temperature, potential evaporation, and
evapotranspiration in the C1980s simulations. The evaporation changes are anti-
correlated to the 2m temperature changes as would be expected if the temperature
change is caused by the altered evaporation and not vice versa. The error bars in
ﬁgure 25 showing +/- one standard deviation suggest that most of the diﬀerence
seen, particularly during late summer and autumn, January to May, are statistically
signiﬁcant. One-tailed paired student's T-tests for unequal means conﬁrm that the
changes in temperature are statistically signiﬁcant at the 0.99 conﬁdence level for
all months. For potential evaporation the diﬀerences are signiﬁcant at this level for
all months excluding August and September, which are signiﬁcant at the 0.90 con-
ﬁdence level. Similarly, the diﬀerences for actual evaporation are signiﬁcant at the
0.99 conﬁdence level for all months except August and December which are again
signiﬁcant at the 0.9 level.
Table 10 shows the eﬀect of the TBW scheme on each of the climates of ERA_WRF,
C1980s and C2040s. There is no robust eﬀect on precipitation, however all other
changes are robust and largely consistent across the three experiments. The de-
creases in runoﬀ normalised to STD precipitation are -43%, -36% and -39% for
ERA_WRF, C1980s and C2040s respectively. Runoﬀ is therefore decreased most
by the TBW scheme within the ERA_WRF experiments. The percentage of total
runoﬀ from subsurface is increased in all simulations, but by signiﬁcantly more in
C1980s and C2040s than in ERA_WRF. The increases in evaporation and slight
decrease in potential evaporation are consistent in magnitude in all three climates.
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C2040s_STD C2040s_TBW C2040s df C1980s df WRF df
Rainfall(mm) 455.6 451.5 -0.9% +0.5% -1.2%
Runoﬀ(mm) 68.3 40.9 -40% -34% -45%
Sub Runoﬀ(%) 31% 43% +37% +35% +19%
Evap(mm) 379.5 399.6 +5.3% +6.3% +5.0%
P Evap(mm) 2568 2548 -0.8% -1.0% -1.0%
Table 10: Average annual totals of rainfall, runoﬀ, subsurface runoﬀ percentage (Sub
Runoﬀ), evapotranspiration (Evap) and potential evaporation (P Evap) for C2040s STD
and TBW. Percentage change of (C2040s_TBW - C2040s_STD)/C2040s_STD) shown in
the `C2040s df' column. Equivalent percentage changes are shown for C1980s (C1980s df)
and ERA_WRF (WRF df) for comparison.
5.2.3 Projected Climatological Changes
Table 11 summaries the mean annual changes in surface variables for C2040s -
C1980s for both TBW and STD simulations. The ﬁrst line shows that both mod-
els predict an increase in 2m temperature of 2.2K by the future period. This is in
agreement with the forcing CCSM3 model, which predicts an increase of 2.0K over
the domain between the simulated periods. The maps in ﬁgure 26 show that the
temperature changes in the WRF simulation (26(a)) are inﬂuenced signiﬁcantly by
those in the forcing CCSM3 GCM (26(b)). The main factor aﬀecting the spatial
distribution of changes is proximity to the coast, with inland areas warming more.
The WRF simulation provides changes at signiﬁcantly higher spatial resolution, and
also shows a larger range in temperature changes over the region.
Figure 27 shows the climatological changes for various surface variables for the STD
and TBW simulations. Figures 27(a) and 27(b) show the projected changes in cli-
matological rainfall for the basin area and the changes in the percentage of this
total rainfall from gridscale. Precipitation decreases over most months of the year
with the exceptions of the late wet season from January to April. This accumulates
to the 2.4% (STD) and 3.8% (TBW) decreases in annual total rainfall shown in
table 11. The diﬀerence between the projected precipitation changes in the STD
and TBW simulations is not signiﬁcant. Figure 27(b) shows a consistent decrease
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Figure 25: Monthly climatological diﬀerences (TBW - STD) for C1980s: (a) 2m tem-
perature (K), (b) potential evaporation (mm month−1) and (c) evapotranspiration (mm
month−1). Error bars show +/- one standard deviation.
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STD(mm) or (K) STD(%) TBW(mm) or (K) TBW(%)
Temp +2.2 +0.7% +2.2 +0.7%
Rainfall -11.3 -2.4% -18.0 -3.8%
Runoﬀ -3.1 -4.4% -5.9 -12.6%
Sur Runoﬀ +1.8 +4.1% +0.1 +0.2%
Sub Runoﬀ -5.0 -18.9% -5.9 -25.3%
P Evap +135 +5.5% +139 +5.8%
Evap -6.7 -1.7% -10.7 -2.6%
Table 11: Projected climatological changes between C2040s and C1980s in annual mean
2m temperature (Temp) and in annual accumulated rainfall, total runoﬀ, surface runoﬀ
(Sur Runoﬀ), subsurface runoﬀ (Sub Runoﬀ), potential evaporation (P Evap) and evapo-
transpiration in mm yr−1, K, or %, for both STD and TBW experiments.
(a) (b)
Figure 26: Maps of simulated 2m temperature changes from C1980s to C2040s: (a) WRF
simulation and (b) CCSM3 GCM output. Range of temperatue changes shown is from
1.75 to 2.3K.
in the percentage of gridscale rainfall over the year, with the exceptions of March
and April. There is an annual total decrease in gridscale percentage of 5% and the
TBW scheme has no signiﬁcant impact on this change.
Figures 27(c) and 27(d) show the climatological changes for runoﬀ and the percent-
age of subsurface runoﬀ. The changes in total runoﬀ qualitatively follow the rainfall
changes in ﬁgure 27(a). The data in table 11 show that the TBW simulation predicts
a greater decrease in annual runoﬀ (-13%) than the STD simulation (-4%). Part of
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this eﬀect is caused by the TBW scheme producing a slightly greater relative rainfall
decrease than the STD simulation. Whilst this precipitation diﬀerence is not signiﬁ-
cant for constructing conclusions on the eﬀect of the TBW scheme on precipitation,
it must be taken into account when considering runoﬀ changes. Using a power-law
relationship between annual rainfall and runoﬀ for the 2040s TBW climate, derived
later in section 5.2.4, it can be calculated that the extra precipitation decrease of
6.7mm (see table 11) shown in the TBW simulation should result in an additional
decrease of approximately 1.4mm, or 3%, in the runoﬀ. The remaining TBW runoﬀ
decrease of 10% is still over twice as high as the 4% decrease projected by the original
scheme. The TBW scheme therefore predicts a greater decrease in available water
in the future than the STD simulation. Figure 27(d) shows that both simulations
predict a future decrease in the percentage of total runoﬀ from subsurface runoﬀ.
This is consistent with the values in table 11 showing a slight increase in surface
runoﬀ and a substantial decrease in subsurface runoﬀ. Increases in future surface
runoﬀ are simulated by both models, occurring in October and January-April when
increases are also seen in the rainfall. The total increase in surface runoﬀ during
periods of increased rainfall is greater than the combined decrease in surface runoﬀ
in the months of less rainfall. This results in an overall increase in surface runoﬀ
despite a decrease in precipitation. Figure 27(e) shows the climatological change
in surface runoﬀ, in phase with the rainfall change in ﬁgure 27(a). The change in
subsurface runoﬀ in ﬁgure 27(f) appears to lag behind the precipitation changes by
one to two months, indicating the time taken for water to percolate through the 2m
of soil in the model. This is in agreement with conclusions in section 4.3.1. Both
models predict a decrease in subsurface water, with the TBW scheme predicting a
larger change.
The simulated changes to annual potential and actual evaporation are shown in ta-
ble 11. As would be expected given the similar increase in temperature, the potential
evaporation increases by a similar magnitude in both simulations. The climatologi-
cal changes in temperature and potential evaporation (ﬁgures 27(g) and 27(h)) are
in phase, demonstrating that the potential evaporation changes can be largely at-
tributed to the increase in surface temperature. Changes in other variables such
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as surface wind speed, surface humidity, and net radiation at the surface also have
some impact on potential evaporation. Despite this increase in potential evaporation
the actual evapotranspiration decreases in the future. This decrease is attributed to
the simulated decrease in precipitation, as the climatology of the evapotranspiration
changes in ﬁgure 27(i) closely follows the shape of the rainfall changes in ﬁgure 27(a).
This validates the earlier assumption that evaporation in the region is driven by
available water and not available energy. In an energy-controlled regime the evap-
oration is limited by available energy and any increase in temperature results in a
positively correlated increase in evaporation. Conversely, in a moisture-controlled
regime, evaporation is limited by soil moisture and any increase in evaporation cools
the surface through latent heat removal.
The coeﬃcient of runoﬀ is a common way of describing the climate of an area and
can be used to estimate the expected runoﬀ for a given value of annual precipitation.
Table 12 summarises the coeﬃcients of total runoﬀ, surface runoﬀ and subsurface
runoﬀ for the C1980s experiments, along with the diﬀerences between future and
present climate. Compared to the STD simulation the TBW scheme gives a co-
eﬃcient of total runoﬀ for C1980s that is signiﬁcantly closer to the observational
estimate of 0.06. The STD scheme reduces the runoﬀ coeﬃcient by 1.4% in C2040s
with respect to C1980s whilst the TBW scheme reduces it by 8.6%. This is in agree-
ment with the previous results: the TBW produces a better ﬁt with present-day
observations and predicts a greater reduction in available water in the future. This
analysis removes the dependence of this result on any diﬀerences in precipitation
between the STD and TBW simulations.
5.2.4 Rainfall-Runoﬀ Relationships
The coeﬃcient of runoﬀ calculated in the previous section can be used to estimate
the expected runoﬀ for a certain value of rainfall. This method assumes a linear
relationship between precipitation and runoﬀ and the validity of this assumption,
conﬁrmed for the ERA_WRF results in section 4.3.2, is examined further. A sim-
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Total Runoﬀ Surface Runoﬀ Subsurface Runoﬀ
C1980s_STD 0.147 0.095 0.052
C1980s_TBW 0.093 0.048 0.045
Cdf_STD -1.4% +6.3% -17%
Cdf_TBW -8.6% +4.2% -22%
Table 12: Summary of the coeﬃcients of runoﬀ for C1980s STD and TBW, and the percent-
age changes between C2040s and C1980s for the STD and TBW simulations (Cdf_STD,
Cdf_TBW).
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Figure 27: Monthly climatological changes in (a) precipitation, (b) % of precipitation from
gridscale, (c) total runoﬀ, (d) % of runoﬀ from subsurface, (e) surface runoﬀ, (f) subsurface
runoﬀ, (g) 2m temperature, (h) potential evaporation and (i) evapotranspiration, in mm
month−1, K, or %.
ilar analysis to that conducted on the ERA_WRF simulations in section 4.3.2 is
performed on the C1980s and C2040s data.
Regression coeﬃcients are calculated for the C1980s and C2040s values of annual
precipitation against total annual runoﬀ. Table 13 presents a summary of the R2
values showing that power-law or exponential relationships produce a better ﬁt than
a linear relationship. There is no signiﬁcant diﬀerence between the ﬁt of the power-
law or exponential relationships, however the exponential curves will cross the y axis
at a value of y > 0.0, which is physically unrealistic. Power-law relationships are
therefore used in the remaining analysis. The power-law relationships are shown in
ﬁgure 28 for C1980s, C2040s, and all the data from the two simulations taken to-
gether, CAll. This last ﬁgure, 28(c), assumes that the rainfall-runoﬀ relationship is
temporally stationary, however a comparison of the equations shown in ﬁgures 28(a)
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and 28(b) conﬁrms that as an approximation this assumption is valid.
Total Runoﬀ Surface Runoﬀ
Linear Power-law Exponential Linear Power-law Exponential
C1980s_STD 0.70 0.78 0.80 0.84 0.86 0.86
C1980s_TBW 0.61 0.73 0.74 0.73 0.80 0.81
C2040s_STD 0.84 0.90 0.89 0.91 0.93 0.91
C2040s_TBW 0.66 0.75 0.75 0.82 0.85 0.86
CAll_STD 0.75 0.83 0.84 0.86 0.88 0.87
CAll_TBW 0.63 0.73 0.75 0.76 0.81 0.81
WRF_STD 0.85 0.86 0.85 0.94 0.94 0.93
WRF_TBW 0.70 0.74 0.73 0.94 0.93 0.93
Table 13: Summary of R2 values for linear, power-law and exponential relationships for
both STD and TBW simulations, for C1980s, C2040s and CAll (conglomeration of C1980s
and C2040s). Values for the ERA_WRF experiments shown for comparison.
Statistical regression analysis shows that the exponents in the power-law relation-
ships are not signiﬁcantly diﬀerent between the STD and TBW simulations due to
the uncertainty in these relationships. The uncertainty is caused by factors such
as temperature, wind and humidity (all aﬀecting evaporation) and the temporal
distribution of rainfall, concerning both rainfall intensity and seasonal distribution.
Using the C1980s and C2040s data together to decrease uncertainty by increasing
the number of data-points, the exponents in the power-law equations are statisti-
cally diﬀerent to one standard deviation.
The power-law rainfall-runoﬀ relationships determined here can be used to calcu-
late the expected future decrease in runoﬀ due solely to the simulated changes in
precipitation. The equations used in this analysis are those for the C1980s and
C2040s data together. For the STD simulation the 11.3mm precipitation decrease
should result in approximately 3.2mm decrease in runoﬀ, approximately equal to
the 3.1mm simulated decrease (see table 11). The -18.0mm precipitation change
in the TBW simulation should result in a runoﬀ decrease of approximately 3.6mm,
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Figure 28: Annual runoﬀ plotted against annual rainfall for STD and TBW simulations
for a. C1980s, b. C2040s and c. CAll(conglomeration of C1980s and C2040s). Lines of
best ﬁt for power-law relationships, with the equations and R2 values are displayed.
only 60% of the 5.9mm simulated decrease. This suggests that the TBW scheme is
more sensitive to other climatic changes such as the increase in surface temperature
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which will increase potential evapotranspiration, or to the temporal distribution of
precipitation. This is in agreement with the earlier results showing a larger uncer-
tainty in the rainfall-runoﬀ relationships for the TBW simulations compared to the
STD, seen in the R2 values in table 13.
5.2.5 Extremes
The ecological reserve for the Olifants basin has been deﬁned in section 1.4.1. This
section investigates whether the probability of the annual runoﬀ of any one year
being below this reserve threshold changes in the future. In particular the eﬀect of
the TBW scheme on any changes is studied. Milly et al. (2002) caution that at least
30 years of data are often required for extremes analysis. Since the intention here is
not to provide an absolute prediction of any changes but to establish whether the
implementation of the TBW scheme aﬀects projections, the 20 years of data used
in this work should be suﬃcient.
Both log-normal and gamma distributions are ﬁtted to 70 years of DWA annual nat-
uralised runoﬀ data. The log-normal ﬁt describes the probability of annual runoﬀ
below the ecological reserve of 8.6mm as 0.92%, or a 1 in 110 year event. The
gamma distribution models the probability as 2.7%, a 1 in 40 year event. Since this
event does not occur in the 70 years of data available the log-normal distribution is
assumed to describe the tail end of this runoﬀ distribution better. The percentile
value of 0.92% is applied to the log-normal distributions of C1980s data to ﬁnd the
C1980s equivalents of the ecological reserve value. These are found to be 20.4mm
for the STD model and 7.9mm for the TBW version. This normalises the analysis
to the DWA runoﬀ values, negating the bias between C1980s and observations. The
probability of future annual runoﬀ below this normalised ecological reserve is then
found by ﬁtting the C2040s data to a log-normal distribution. The results for both
STD and TBW results show a slight decrease in the probability of annual runoﬀ
below this threshold, despite an overall decrease in average annual runoﬀ. The STD
simulation predicts a future probability of 0.71% and the TBW scheme gives a prob-
ability of 0.49%.
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Jackknife resampling analysis (e.g. Li et al., 2008) was performed on both the C1980s
and C2040s data to obtain an estimate of the standard error on the simulated
probabilities. Jackknife resampling is a form of Monte Carlo analysis where mul-
tiple datasets are created by the alternate deletion of each value from the original
dataset. Resampling is often used as a ﬁrst step towards the deﬁnition of uncer-
tainty bands (Prudhomme and Davies, 2009; Prudhomme et al., 2003) and has been
used to analyse the statistical signiﬁcance of trends in climatological timeseries (e.g.
Gluhovsky, 2011; Burn and Elnur, 2002). The decrease in probability shown by the
STD model is not statistically signiﬁcant, however the decrease shown by the TBW
model is signiﬁcant to the 0.90 conﬁdence level. The diﬀerence between the two
models is not statistically signiﬁcant.
The Gumbel analysis produced in section 3.4 is repeated for the CCSM3 WRF sim-
ulations to study precipitation and surface runoﬀ 100-year return values. Again,
stated signiﬁcance is at the 0.90 conﬁdence level. For both the C1980s and C2040s
there is no signiﬁcant change in precipitation between the STD and TBW simula-
tions. The TBW scheme produces a signiﬁcant decrease in runoﬀ return value in
both climates, of 6.0mm in the C1980s and 8.3mm in the C2040s. The STD simu-
lation predicts a future decrease in area mean precipitation return value of 6.0mm
(5.4%) whilst the TBW predicts a decrease of 3.2mm (3.0%). Both of these changes
are statistically signiﬁcant, as is the diﬀerence in projected changes between the
TBW and STD simulations. The STD scheme predicts no signiﬁcant future de-
crease in surface runoﬀ whilst the TBW scheme predicts a signiﬁcant decrease of
2.5mm (12.0%). Again, the diﬀerence between the projected changes of the STD
and TBW models is signiﬁcant.
5.3 Conclusions and Discussion
The new TBW scheme introduced in the previous chapter is tested in the Olifants
basin under diﬀerent climates by forcing the WRF model with CCSM3 general
circulation model output. The eﬀect of the TBW scheme on the climate change
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predictions is also studied. The C1980s simulations show a signiﬁcant precipitation
bias compared to observations, resulting in a similar bias in runoﬀ. These biases
are assumed to be constant over time and so relative increases in present-day rain-
fall or runoﬀ can still be projected. The validity of this assumption of stationarity
is widely discussed in the literature and is considered further in the following chapter.
The eﬀect of the TBW scheme is compared for three separate climates: ERA_WRF,
C1980s and C2040s. The climate of the C2040s has approximately 3% less annual
mean precipitation compared to the C1980s climate, with a higher proportion of
rainfall classiﬁed as cumulus. The shape of the monthly precipitation climatologies
is similar in the two CCSM3 climates. The average annual temperature is 2.2K
higher in C2040s. The ERA_WRF climate has a longer and less intense wet season
than both C1980s and C2040s, with approximately 20% higher annual average pre-
cipitation. The climate of ERA_WRF has a similar temperature to C1980s.
The TBW scheme has no robust eﬀect on rainfall across the three climates. The
precipitation changes seen are due to the internal variability of the model as a re-
sponse to diﬀerent surface conditions in the TBW simulation. The relative decrease
in runoﬀ is least in the C1980s climate and greatest in the ERA_WRF simulation.
The existence of a reservoir of tightly bound water therefore has greater impact on
runoﬀ in climates with longer and less intense rainy seasons (ERA_WRF vs C1980s)
and in warmer climates (C2040s vs C1980s). These conclusions are physically con-
sistent with the expected response of the TBW scheme, however it should be noted
that the TBW scheme is tuned to the ERA_WRF climate. Increasing either the du-
ration of the rainy season or the surface temperature is likely to increase evaporation
from the tightly bound reservoir during the rainy season. This is when the largest
eﬀect on runoﬀ is seen. The diﬀerence in rainfall temporal distribution between the
C1980s and C2040s climates, indicated by the change in cumulus fraction, may also
aﬀect the TBW model response. The current study is unable to separate this eﬀect
from the eﬀect of the temperature change.
Both schemes predict a basin average temperature increase of 2.2K between C1980s
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and C2040s, 10% higher than the increase of 2.0K projected by the CCSM3 model
itself. Mean annual precipitation is projected to decrease by approximately 3%,
with no signiﬁcant diﬀerence between the two schemes. The TBW scheme predicts
a greater relative decrease in total runoﬀ (-10%) than the STD simulation (-4%).
Based on these results a standard RCM will under-estimate the magnitude of runoﬀ
changes by over 100%. This may only apply in regions with similar climates to the
Olifants basin, however this eﬀect is likely to be similar in all regions where the sea-
sonal evaporation cycle is in phase with rainfall and potential evaporation is high.
The TBW scheme predicts a larger decrease (-25%) in subsurface runoﬀ than the
STD model (-18%), suggesting the TBW scheme couples the subsurface runoﬀ more
strongly to the temperature via the increased evapotranspiration.
No signiﬁcant changes are seen in the area averaged 100-year precipitation return
value between STD and TBW simulations for either C1980s or C2040s, in contrast
to the ERA_WRF experiments. Both schemes predict a signiﬁcant decrease in the
precipitation return value for the C2040s compared to the C1980s, with a signif-
icantly smaller decrease shown by the TBW model. Signiﬁcance is tested at the
0.90 conﬁdence level. This decrease is in contrast to discussed theoretical relation-
ships between temperature and rainfall extremes (Lenderink and Van Meijgaard,
2008; Allen and Ingram, 2002). These theoretical relationships apply when there is
a plentiful supply of moisture for evaporation (e.g. over oceans). Increases in mois-
ture supply to the Olifants region due to increased evaporation from oceans may be
matched by decreases in land evaporation. The reduction in evaporative ﬂuxes seen
in the C2040s compared to C1980s is in agreement with this suggestion, however
analysis of atmospheric moisture ﬂuxes and convergence would be required to study
this further. The TBW scheme predicts a decrease in future extreme runoﬀ, whilst
the STD scheme predicts no change. The diﬀerence between the runoﬀ projections
is statistically signiﬁcant at the 0.90 conﬁdence level, but may be strongly aﬀected
by land-use eﬀects.
The TBW scheme may also impact on projected changes to the probability of an-
nual runoﬀ below the ecological reserve value. A jackknife resampling test shows
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that the TBW scheme predicts a signiﬁcant decrease in the probability of annual
runoﬀ below this threshold. The new scheme predicts a greater decrease in proba-
bility than the STD scheme, however this diﬀerence is not statistically signiﬁcant.
As discussed by Li et al. (2008) jackknife methods can under-estimate the variance
of a variable in some cases and so whilst this analysis oﬀers an estimate of signiﬁ-
cance, further simulations are required to fully establish whether this result is robust.
Analysis of the CCSM3 20-year simulations shows that the rainfall-runoﬀ relation-
ship is not linear, and is modelled better by a power-law or exponential equation.
These results have implications for rainfall-runoﬀ models which utilise a static runoﬀ
coeﬃcient, such as the Urban Runoﬀ and Basin Systems used by Bullard et al.
(2007). The ERA_WRF data have an equally good ﬁt to linear, exponential and
power-law equations, in contrast to the results seen in this chapter. It is likely this
is inﬂuenced by the smaller range of rainfall values in the ERA_WRF output, due
either to climate variability or simulation length, as exponential or power-law re-
lationships can be approximated by a linear line for a small enough range. This
demonstrates a need for timeseries of much longer than ten years to fully establish
climatological relationships between variables.
Projected changes in monthly evapotranspiration follow the changes in rainfall and
not those in potential evaporation, proving that this region has a moisture-controlled
evaporation regime (as deﬁned in Seneviratne et al., 2006). This is consistent with
the negative correlations found between the monthly changes to temperature and
evaporation with the use of the TBW scheme for all three climates now studied.
Despite signiﬁcant increases in evaporation in the TBW simulations there are no
signiﬁcant increases in precipitation. This is consistent with an increase in atmo-
spheric stability due to the lower surface temperature resulting from the increased
upwards latent heat ﬂux. This topic of soil-moisture-precipitation coupling has been
recently discussed greatly in the literature and many questions remain (for a review
see Seneviratne et al., 2010). The TBW scheme presented here could easily be used
to investigate this coupling by changing TBWfrac to alter the local evaporation.
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Further comparison simulations of the TBW scheme in other geographical regions
would be of great use both to conﬁrm the conclusions on prediction impact found
in this work and to further study the response of the TBW scheme to diﬀerent cli-
mates. An established record of where this scheme is required for the simulation
of observational runoﬀ would be important for impact studies. For the work on
extreme events ensemble studies could establish an estimate of the uncertainty due
to model internal variability and conﬁrm whether the changes seen with the TBW
scheme are statistically signiﬁcant. Longer simulations of greater than 30 years, as
recommended for extreme analysis by Milly et al. (2002), would also be beneﬁcial.
The TBW scheme signiﬁcantly impacts on projections of future changes in runoﬀ
and subsurface runoﬀ proportion. Estimates of these changes are of extreme im-
portance in the Olifants basin region. Given the improvement in runoﬀ simulation
compared to observations shown in the previous chapter it is assumed that use of the
TBW scheme will also improve the accuracy of projections to future changes. Use of
the scheme may also have signiﬁcant impact on prediction of extreme events, both
daily intense rainfall and annual low runoﬀ. Inclusion of this tightly binding physics
is therefore strongly recommended for all runoﬀ impact studies for semi-arid regions
with moisture controlled evaporation and signiﬁcant evapotranspiration during the
rainy season.
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6 Bias Correction of Inputs
As found in the previous chapter many GCMs have intrinsic biases which can sub-
sequently cause biases in regional climate simulations (see ﬁgure 24). The standard
practice for the bias correction of regional climate models is to apply the model
simulated relative changes to the observed present-day climate. This method is
heavily reliant on the assumption that the model bias is stationary in time, which
may not always be valid (Haerter et al., 2011). In this chapter a new quantile
method of improving RCM simulations by bias correcting the lateral boundary forc-
ings is developed, coded and tested. This work is being prepared for submission to
Atmospheric Science Letters (White and Toumi, 2012b).
6.1 Introduction to Bias Correction
As previously discussed, estimates of the regional impacts of climate change are of
increasing importance for adaptation and policy development. However, the spatial
resolution of current GCMs is insuﬃcient to resolve many processes on the regional
scale or to provide the spatial detail required for impact studies (Meehl et al., 2007).
Dynamical downscaling by forcing RCMs with GCM output is an often-implemented
solution to this issue. It is widely known that individual GCMs have diﬀerent biases
in various geographical regions and the correction of these biases is necessary prior
to the use or analysis of the outputs (Christensen et al., 2008). These biases can also
carry through to the RCM simulations. This is in addition to each RCM potentially
introducing new biases. RCMs can reduce biases in forcing data (e.g. Lim et al.,
2011; Bukovsky and Karoly, 2009), however results from the previous chapter show
that this is not always possible.
Numerous methods exist for bias-correcting meteorological data from GCMs and
RCMs. These were developed for seasonal forecasts (e.g. Feudale and Tompkins,
2011), for interpretation of regional climate predictions (e.g. Haerter et al., 2011;
Vidal and Wade, 2008) and for correcting the meteorological inputs of hydrological
models (e.g. Leimer et al., 2011; Segui et al., 2010). Holland et al. (2010) have re-
cently demonstrated signiﬁcant improvement in the simulated vertical wind shear
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and frequency of tropical cyclone development using a bias-correction of GCM out-
put ﬁelds for the initial and lateral boundary inputs to a dynamical regional climate
model. Existing bias correction methods include the simple linear, or anomaly
method (e.g. Leimer et al., 2011; Holland et al., 2010) in which the climatological
means of present-day model variables are replaced with the means from an obser-
vational dataset. Another method uses empirical orthogonal functions (e.g. Feudale
and Tompkins, 2011) to map simulated spatial patterns to observed weather. Meth-
ods based on quantile-mapping are widely used to correct RCM outputs for hydro-
logical models or regional predictions (e.g. Leimer et al., 2011; Vidal and Wade,
2008). These methods ﬁnd the quantiles of model variables and substitute the sim-
ulated values with those of the identical quantile from an observational dataset.
This study extends the work of Holland et al. (2010) to investigate the eﬀect of
the linear correction of RCM inputs on precipitation simulation. It also applies a
quantile bias-correction method developed within the hydrological community to
the correction of RCM inputs for the ﬁrst time and compares the two methods. The
techniques are tested over the Olifants River catchment.
6.2 Bias Correction Methods
One of the simplest methods for removing bias from meteorological data is the lin-
ear bias-correction (LC) method as used by Holland et al. (2010). Twenty years
of present-day (1980-1999) 6-hourly CCSM3 data are broken down into an aver-
age term plus a perturbation term, for each month and for each 6-hourly period:
CCSMy,m,d,h = CCSMm,h+CCSM
′
y,m,d,h where y denotes year, m month, d day and
h the 6-hourly period. The ERA-interim re-analysis data are interpolated onto the
CCSM grid. The interpolated ERA-interim data are separated in a similar manner
for the years 1990-2009: ERA_Iy,m,d,h = ERA_Im,h + ERA_I ′y,m,d,h. The cor-
rected CCSM3 data are then constructed using the climatological means from the
re-analysis data with the daily variations from the GCM: COR_CCSMy,m,d,h =
ERA_Im,h + CCSM ′y,m,d,h. Within this methodology checks were implemented to
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ensure that the speciﬁc humidity always exceeds zero. Relative humidities above
100% are permitted since super-saturation can occur and the WRF model will pro-
vide physically coherent results inside of the boundary relaxation zone.
The second bias-correction method proposed here is the quantile-quantile mapping
(QQC) technique (e.g. Leimer et al., 2011; Wood et al., 2004). The frequency dis-
tribution of each CCSM3 variable is mapped onto the distribution of ERA-interim.
As in the LC method the correction is separated by month and 6-hourly period. To
illustrate the procedure ﬁgure 29 shows cumulative probability curves for CCSM3
and ERA-interim data for one such correction, for the surface temperature at the
location (29.5E,-21.7N) for January at 00Z hours. The blue curve shows the cumu-
lative distribution of CCSM3 surface temperature values for this location for all 00Z
hours in the 20 Januarys within the time period used. The red curve gives the same
for the ERA-interim data. The corrected values for a given date are produced by
ﬁnding the quantile of each value within the CCSM3 20 years and then selecting the
value of the equivalent quantile from the 20 years of ERA-interim data as depicted
by the arrows on the graph. Whilst the LC method ensures that the mean of each
variable is equal to that of the re-analysis it does nothing to correct the shape of
the distribution. By quantile-mapping the QQC technique ensures the whole dis-
tribution of the corrected values is identical to that of the re-analysis. The QQC
method should therefore provide an improvement over the LC method if the CCSM3
variables require correction to the range, standard deviation, or skew, or if the bias
is not constant over the whole distribution.
Both bias correction methods are applied to all the meteorological variables used
as input to the WRF model for each CCSM3 gridbox within the domain area.
Bias-corrected variables are 3D relative humidity, temperature, geopotential height,
meridional- and zonal-winds, along with 2D surface variables of 2m temperature, 2m
relative humidity, 10m meridional- and zonal-winds, surface pressure, mean sea level
pressure, sea surface temperature and four levels of soil temperature and moisture.
This correction is applied independently for each pressure level. The conclusions
drawn from this work are based on the assumption that a control simulation us-
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Figure 29: The cumulative probabilities of CCSM3 and ERA-interim skin temperature
(TSK) for January at 00Z hours. Example of the quantile-mapping correction of one
data-point is shown: a. CCSM3 uncorrected value of 293K; b. value of 293K ranked as
44th quantile in CCSM3 data; c. identical (44th) quantile of ERA-interim data found; d.
ERA-interim 44th quantile gives corrected value of 296.8K.
ing ERA-interim re-analysis data would produce similar results to the control using
ERA-40 re-analysis that is presented in Chapter 3. A more in-depth study should
test this assumption.
6.3 Experiments and Results
To test the two bias-correction methods described at the beginning of this chapter
10-year simulations are run with CCSM3 data for 1979-1989. A control simulation
is run with no correction to the CCSM3 data (CTL), and two further simulations
test the impact of the linear (LC) and quantile-quantile (QQC) correction methods
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respectively. A spin-up of one month is provided to allow any inconsistencies in
the original input to relax. The bias correction methods will be assessed on their
ability to improve the simulation of annual mean rainfall, the shape of the monthly
precipitation climatology and the range between the wettest and driest of 10 years.
Annual rainfall results for the experiments are summarised in table 14, with CRU
and ERA-interim values for HYs1989-99 for comparison. All WRF simulations
under-estimate annual mean rainfall compared to observations. Compared to the
CTL simulation the LC method shows a decrease in performance with respect to
observations, increasing the biases. The QQC method reduces the bias in annual
mean precipitation compared to CRU from -39% to -17% and also reduces the bias
in maximum range from -50% to -32%.
CTL LC QQC CRU ERA-int
Annual Mean (mm yr−1) 421 337 570 687 652
Range (mm yr−1) 300 290 408 597 583
Table 14: Annual mean rainfall totals for control (CTL), linear correction (LC) and
quantile-quantile correction (QQC) simulations compared to CRU and ERA-interim val-
ues for HYs1989-99. The range shows the diﬀerence between the wettest and driest years
within this 10-year period.
The impact of the correction methods on the precipitation monthly climatology of
the region is demonstrated in ﬁgure 30. The LC method produces a signiﬁcantly
diﬀerent climatology to the CTL, but provides no improvement on overall ﬁt based
on the RMSE. In contrast, the QQC method produces a more similar climatology
to the CTL, and also provides a signiﬁcant improvement on the ﬁt compared to
the CRU data, reducing the RMSE by 19% from 28.7 to 23.2mm month−1. For
comparison, the RMSE between the ERA-interim and CRU datasets, and thus the
estimated uncertainty in the observations and forcing data, is 13.0mm month−1.
The graphical results show that the QQC method is incapable of improving the sim-
ulation of rainfall in September and October with respect to the observations. By
145
scaling to the distribution and not simply to the mean the QQC method produces
a better correction when the bias itself is a function of the scale. Since the method
is non-parametric it makes no prior assumption of the shape of a bias probability
function. However, neither method would be able to improve on temporal biases in,
for example, weather patterns such as the growth rate of cyclones or persistence of
blocking. Such temporal biases may be present in the CCSM3 data during Septem-
ber and October, explaining the inability of the QQC correction method to reduce
the precipitation biases during these months.
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Figure 30: Monthly precipitation climatology for HYs1979-89 for the diﬀerent correction
methods against the CTL simulation and CRU observations for the same period: (a) LC
and (b) QQC. RMSE values are calculated with respect to the CRU climatology.
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6.4 Conclusions and Discussion
This chapter has demonstrated the use of two bias-correction methods applied to
the inputs of regional climate simulations. The linear correction method was im-
plemented by Holland et al. (2010) to improve the simulation of tropical cyclones.
The eﬀect of this method on the regional simulation of precipitation has been stud-
ied here. A quantile-quantile correction method, previously used to correct forecast
simulation results and the inputs for hydrological models, has been used for the ﬁrst
time to correct boundary conditions for a regional climate model.
The simulations show that the two correction methods produce very diﬀerent re-
sults. For all diagnostics the LC method increases the bias on the simulation. The
QQC method gives a decrease in the mean annual precipitation bias from -39% to
-17% and reduces the RMSE from 28.7 to 23.2 mm month−1 compared to the CRU
data. These results are in contrast to Leimer et al. (2011) who ﬁnd that a hydro-
logical model produced similar stream ﬂow response when forced with either linear
or quantile mapping corrected precipitation data and Holland et al. (2010) who
ﬁnd that the LC method led to a simulation of tropical cyclones that more closely
matched observational data. It is not surprising that the methods produce diﬀerent
results within this work, given the complexity and non-linearity of the precipitation
response within a regional climate model. The intrinsic internal variability of such
models will also contribute to diﬀerences between the correction methods. For the
study of tropical storms by Holland et al. (2010) the success of the correction method
was in reproducing observed vertical wind shear and thus correcting the suppres-
sion of tropical cyclones. A bias in vertical wind shear should be easily corrected
through the direct correction of the lateral boundary wind forcings. This work shows
that precipitation is a much more diﬃcult variable to correct. As precipitation is a
complex function of many variables such as humidity, pressure and wind speed, the
increased diﬃculty of bias correction is understandable. This work suggests that
the linear correction method would be unable to help the model used by Holland
et al. (2010) to accurately reproduce rainfall amounts within the simulated tropi-
cal cyclones, if suﬃcient observations existed for comparison. The range of annual
total precipitation between the wettest and driest years, under-estimated by the
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CTL simulations, is improved from a bias of -50% to -32% by the QQC correction
method, but is reduced further by the LC method, increasing the bias.
The quantile-quantile method is expected to perform better compared to the linear
method when the bias in variables is not constant over the whole distribution. The
LC method corrects the tails of the distribution with the same correction as for the
mean. If a CCSM3 variable has a similar mean value to the ERA-interim data, very
little correction will be made by the linear method and biases may persist in the tail
values. If the CCSM3 distribution has a standard deviation signiﬁcantly diﬀerent
to that of the ERA-interim data, the QQC method will correct for this, whilst the
LC method is unable to. Thus the quantile-mapping technique ensures the whole
distribution of the corrected values is identical to that of the re-analysis. The two
methods would therefore be expected to produce similar results when the forcing
variables are close to the mean of the distribution, but potentially diﬀerent results
when the forcing variables are closer to the tails. It would be interesting to inves-
tigate whether the linear method provides signiﬁcantly better correction for years
with total rainfall close to the climatological average than it does for more extreme
years. This work assumes that this set-up of the WRF model would reproduce ob-
served rainfall as accurately with the ERA-interim data as it does with the ERA40
data as shown in chapter 3.
Methods of bias-correction are usually not physically consistent in a strict sense.
When corrected separately there is no forced physical coherence between the cor-
rected variables. Attempts to correct these variables coherently would, however, re-
quire further assumptions and may introduce new problems (Segui et al., 2010). Leimer
et al. (2011) suggest that the beneﬁts of the bias-correction out-weigh the potential
introduction of errors due to slight violations of physical relationships such as the
geothermal wind equations. Since the interior (area inside the boundary zone) of
any regional climate model is physically consistent by deﬁnition of the equations
governing the system, it is suggested here that any errors introduced by the bias-
correction process will be dissipated within the relaxation boundary zone. This is
a similar assumption to that used in producing re-analysis data in which a forecast
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model is used to extrapolate information from localised observed parameters in a
physically consistent manner (Dee et al., 2011). Use of a nested model and discard-
ing the outer nest further separates the results from any possible inconsistencies. It
is however possible that errors in consistency may cause spurious waves to develop
within the relaxation zone. These can then propagate into the domain interior. Fur-
ther study is required before the methods demonstrated in this work can be used
with conﬁdence to bias correct RCM simulations.
This study establishes that the QQC correction method has signiﬁcant potential for
correcting GCM inputs to regional climate models. It is possible that the diﬀerences
between the methods are dependent on geographical region, climatology and domain
size. The ability of a simulation to deviate from the forcing data is a function of
domain size, with smaller domains producing results more tightly constrained by
the lateral boundary forcings (Seth and Giorgi, 1998). Deeper analysis of how the
diﬀerent input ﬁelds are altered and how this translates to improved simulation is im-
portant to fully understand the methods and their limitations. This bias-correction
of inputs provides a new conceptual way of using RCMs to produce projections
of the regional changes to climate in future periods. It may even be possible to
use the quantile-quantile method to produce boundary conditions from an ensemble
of climate models, by averaging the change in each quantile over multiple models.
This may be able to provide an alternative to running regional climate models mul-
tiple times with diﬀerent forcing GCMs, which requires signiﬁcant computational
resources. The method of QQC relies on underlying assumptions, particularly re-
garding the importance of physical consistency within the input boundary data, and
there may be new uncertainty introduced with the choice of the baseline period from
which the re-analysis data for the corrections are taken. It would therefore be of
value to use this bias-correction method in hindcast simulations of historical changes
already observed in our climate system to determine whether such bias-correction
of RCM inputs can improve the prediction of future changes.
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7 Conclusions and Discussion
This thesis has studied the simulation of precipitation and runoﬀ using the Weather
Research and Forecasting regional climate model. With global warming precipita-
tion changes are expected in most parts of the world, however general circulation
models often disagree about the magnitude, and in some regions the direction, of
projected changes. Accurate projections of changes to precipitation and runoﬀ are
important for mitigation and adaptation policies. The focus of impact studies varies
with region, depending on the impact of diﬀerent events. In some countries, par-
ticularly those with densely populated urban areas such as the UK, projections of
changes in the probability of ﬂash ﬂood events are extremely important (Xia et al.,
2011). In regions that are strongly dependent on monsoons for water supply, changes
to monsoon regimes can result in ﬂooding or droughts, severely aﬀecting agricultural
irrigation (Carvalho et al., 2011). In many semi-arid areas the security of water sup-
ply is already a concern and any decrease in water supply in the future is of great
importance (Sivakumar, 2011). For all these studies accurate simulations of precip-
itation changes are required, as is the accurate simulation of the response of runoﬀ
to such changes in rainfall. This thesis concentrates on two methods to improve the
regional simulation of these two variables. The methods developed are tested in case
studies of the Olifants River basin in South Africa. Accurate knowledge of water
availability in this largely rural and water-stressed region is of great importance for
adaptation and future water policy.
In Chapters 4 and 5 the simulation of runoﬀ is improved by the implementation of
a parameterisation of tightly bound soil water physics into the Noah land surface
model within the WRF model. Two eﬀects highlighted in the recent study by Brooks
et al. (2010) are focused on. The ﬁrst is that small soil pores holding tightly bound
water ﬁll up ﬁrst and whilst this soil water reservoir is unsaturated inﬁltration of
precipitation remains high, substantially reducing stream-ﬂow. Once the tightly
binding reservoir is saturated and larger pores begin to ﬁll up, inﬁltration gradually
decreases as in standard land surface models and the stream-ﬂow responds with
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increasing strength to precipitation. The second eﬀect is that, whilst the water held
within the tightly binding pores cannot move within the soil, it can be abstracted by
evaporation or transpiration. These eﬀects have been implemented by the inclusion
of an additional separate reservoir of water within the soil. The original reservoir,
now denoted mobile-water, is kept unchanged from the original model and the new
reservoir, in which no movement of water exists, represents the tightly bound water.
The inﬁltration depends only on the saturation of the soil containing mobile-water
and evaporation and transpiration occur from both reservoirs.
Results of WRF simulations forced with ERA-40 re-analysis show a signiﬁcant im-
provement on the simulation of runoﬀ in the Olifants basin with respect to obser-
vations, with a reduction of 45% in total runoﬀ. The bias in mean annual runoﬀ
is reduced from 120% to 22%, and the root mean square error reduced from 5.2
to 2.0 mm month−1. The scheme has no signiﬁcant impact on mean annual rain-
fall, despite increasing evapotranspiration. Any possible increase in rainfall due to
increased atmospheric water vapour is most likely compensated for by an increase
in atmospheric stability, suggested by an increase in 2m temperature. The TBW
scheme simulates an increase in daily precipitation 100-year return value, signiﬁcant
at the 0.90 conﬁdence level, compared to the STD scheme. Despite this increase the
100-year surface runoﬀ return value is decreased by the TBW model.
It is shown that the eﬀects of the TBW scheme can not be reproduced by changing
existing parameters within the model, and that the TBW scheme itself can be tuned
through available parameters, making it suitable for application in other geograph-
ical regions.
Once the beneﬁts of the TBW scheme had been established for the present climate
the eﬀect of the scheme on projections of relative future climate changes is tested.
This additionally tests the eﬀect of the TBW scheme in diﬀerent climates. The
WRF model is forced by the CCSM3 GCM for the periods 1979-1999 and 2039-
2059. The TBW scheme simulates a signiﬁcant decrease in runoﬀ in all climates,
with evidence that it has most impact in warmer climates and those with longer and
less intense rainy seasons. For the future climate the TBW scheme projects a greater
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proportional decrease in runoﬀ, from a decrease of 4% with the STD model to 10%
(adjusted for diﬀerences in rainfall) and a larger decrease in subsurface runoﬀ pro-
portion. With 20 years of simulation rather than the ten years in the ERA_WRF
experiments, and thus a larger range of annual rainfall, the annual rainfall-runoﬀ
relationship is shown to be non-linear, and is modelled better by a power-law or
exponential equation. There is no signiﬁcant change in 100-year daily precipitation
return value in either climate, in contrast to the ERA_WRF simulations. There
is evidence that the TBW scheme has signiﬁcant impact on predicting the changes
in extreme events, both in intense daily precipitation and annual low stream-ﬂow,
however further work is required to fully establish signiﬁcance.
In both the ERA_WRF and CCSM_WRF simulations the rainfall-runoﬀ relation-
ship is studied. In predicting runoﬀ there are two main sources of error. The
ﬁrst is the uncertainty in the relationship itself, and the second the error in the
precipitation. In all climates the TBW scheme increases the uncertainty on the
precipitation-runoﬀ relationship. However for both STD and TBW schemes an x%
uncertainty in precipitation leads to a 2x% uncertainty in runoﬀ prediction. This
highlights the need for accurate simulation of precipitation for the study of runoﬀ.
However, the CCSM model shows a signiﬁcant bias in the seasonal timing and an-
nual total of precipitation that the WRF model is unable to correct.
The ﬁnal results chapter in this thesis looks at a new way of correcting the biases in
regional climate models. All GCMs have biases in some variables in some regions,
which must be corrected for before the results are used for impact studies. This also
applies to the dynamically downscaled results. A new method of bias-correcting the
forcing atmospheric ﬁelds prior to the regional climate simulation is investigated.
Both linear and quantile-quantile mapping methods are tested and signiﬁcant dif-
ferences are found in the simulation of precipitation for the two diﬀerent methods.
Compared to a control run the quantile-quantile method decreases the annual mean
bias relative to observations, and decreases the RMSE by 19%. In contrast, the
linear correction method increases both the bias and RMSE with respect to the
control run. This suggests that the quantile-quantile mapping correction method
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could be developed into a useful tool for improving the accuracy of regional climate
models. Input bias-correction methods need to be fully tested before use as they do
not necessarily provide improvement.
This thesis has produced improvements to the simulation of both runoﬀ and rainfall
in the Olifants region using the WRF regional climate model. Runoﬀ is improved
by the inclusion of a tightly bound water scheme, and it is shown that the imple-
mentation of this scheme has an eﬀect on simulated projections of climate change.
This scheme is likely to lead to an improvement in the simulation of future changes
to water availability in the area. Whilst the impact on the annual total runoﬀ sim-
ulation is clear, further study is required to clarify the eﬀect on precipitation and
both precipitation and runoﬀ extremes. Extension of this scheme to other regions
is important as it is expected to improve the simulation of runoﬀ in many semi-
arid areas where climatological precipitation is in phase with evaporation. There is
plenty of scope for improving and developing this ﬁrst implementation, however this
may not provide much added beneﬁt given the relative size of other biases within
regional climate models. A new method for bias-correcting the inputs of regional
climate models is shown to signiﬁcantly improve the simulation of present-day pre-
cipitation when the WRF model is forced with general circulation model output.
Much further work is required to fully analyse the beneﬁts and limitations of this
input bias-correction but the potential of the method has been demonstrated here.
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