Abstract. We study the Laplace-Beltrami eigenvalue equation H = on the n-sphere, with an added vector potential term motivated by the di erential equations for the polynomial Lauricella functions F A . The operator H is self-adjoint with respect to the natural inner product induced on the sphere and, in certain special coordinates, it admits a spectral decomposition with eigenspaces composed entirely of polynomials. The eigenvalues are degenerate but the degeneracy can be broken through use of the possible separable coordinate systems on the n-sphere. Then a basis for each eigenspace can be selected in terms of the simultaneous eigenfunctions of a family of commuting second order di erential operators that also commute with H. The results provide a multiplicity of n-variable orthogonal and biorthogonal families of polynomials that generalize classical results for one and two variable families of Jacobi polynomials on intervals, disks, and paraboloids.
1. Introduction. Orthogonal polynomials in one variable which also satisfy second order ordinary di erential or di erence equations have proven extraordinarily useful in the development of special function theory and in the practical approximation of functions, e.g. R. Askey 1975] . Orthogonal and biorthogonal families of polynomials in several variables which satisfy second order partial di erential or di erence equations are similarly very useful but there is as yet no general theory and more examples are needed. In this paper we will study such families which are related to the Laplace-Beltrami eigenvalue equation on the n-sphere. Our procedure provides a uniform setting within which to classify several known examples related to the n-sphere and to generate many new examples. Our approach falls within the theory of Dunkl's di erential-di erence operators C. Dunkl 1988 Dunkl , 1989 ; the main contribution of our paper is to point out the power of separation of variable methods in this theory. (Note: There is also a considerable literature on discrete analogs of the Laplace-Beltrami eigenvalue equation on the sphere in which the symmetry groups are nite, e.g., D. Stanton 1984] .)
It was shown by Lam and Tratnik 1985] that the Lauricella functions Thus if 1 = = n+1 = 1=2 then H n , but in general H di ers from n by the rst order di erential operator n .
To identify the Riemannian space we introduce Cartesian coordinates z 0 ; z 1 ; ; z n in n+1 dimensional Euclidean space and restrict these coordinates by the conditions Thus the space corresponds to a portion of the n-sphere S n . We can consider the coordinates fx i g for 0 x i and x 1 as covering the portion of the n-sphere given by 0 z i , P n k=1 z 2 k = 1.
One can transfer the Schr odinger equation (1.4) with vector potential n to one with a scalar potential V n through the use of a multiplier transformation . Setting (x) = (x) (x) for a nonzero scalar function we nd and it is well-known Eisenhart 1949 Eisenhart , 1961 ] that the Lie algebra of real symmetry operators of n is so(n + 1), with dimension n(n + 1)=2 and a basis of the form fL`kg where 0 `< k n, and L`k = ?L k`. Explicitly, 
We conjecture, but have not proven, that linear combinations of the S ij and S 0i are the only second order operators commuting with H.
If S is a second order symmetry operator for H then S 0 = ?1 S is a second order symmetry for H 0 = n + V n and, necessarily, S 0 = + f where is a second order symmetry for n and f is a real-valued function. Thus S 0 is a formally self-adjoint operator with respect to the inner product < ; > and S is formally self-adjoint with respect to ( ; ).
2. Orthogonal bases of separable solutions. In the paper ] and in the book Kalnins 1986 ] all separable coordinates for the equation n = are constructed, where n is the Laplace-Beltrami operator on S n . It is shown that all separable coordinates are orthogonal and that for each separable coordinate system the corresponding separated solutions are characterized as simultaneous eigenfunctions of a set of n second order commuting symmetry operators for n . These operators are real linear combinations of the symmetries L 2 ij , 1 i < j n + 1, where L ij is a rotational generator in so(n + 1). For n = 2 there are two separable systems (ellipsoidal and spherical coordinates), while for n = 3 there are 6 systems. The number of separable systems grows rapidly with n, but all systems can be constructed through a simple graphical procedure. These results can now easily be extended to results for solutions of (2.2) ( n + n ) = through the mappings
Thus all separable solutions map to R-separable solutions of (2.2), Miller 1977] . The R-separable coordinates and solutions are determined by commuting symmetry operators S of n + n which are obtained from expressions in or Kalnins 1986 ] where each occurrence of L 2 ij is replaced by S ij . The de ning symmetry operators are all formally self-adjoint with respect to the inner product ( ; ). Finally, since each S ij maps polynomials of maximum order m k in x k to polynomials of the same type, it follows that a basis of separated solutions can be expressed as polynomials in the x i . Since the symmetry operators are selfadjoint, the basis of simultaneous eigenfunctions can be chosen to be orthogonal.
We conclude from this argument that every separable coordinate system for the Laplace-Beltrami eigenvalue equation on the n-sphere yields an orthogonal basis of polynomial solutions of equation (1.4), hence an orthogonal basis for all n-variable polynomials with inner product (1.18).
As an example we work out the separation equations for spherical coordinates fu i g on S n : In the special case n = 2 we have the result where we set S hh = 0.
3. Orthogonal bases for another space of polynomials. Now we make the change of coordinates x i = y 2 i , 1 i n, and look for solutions of (1.4) that are polynomials in the y i . In general, H doesn't map polynomials in the y i to polynomials, but in the special case 1 = 2 = = n = 1=2, G = n+1 + n=2 = s=2 + (n + 1)=2, we have and H does map polynomials to polynomials of at most the same degree. Moreover, the di erential operators (3.2)
L ij = ?L ji = y i @ yj ? y j @ yi ; 1 i < j n;
commute with H and form a basis for the symmetry algebra so(n). The special second order symmetries take the form S ij = L 2 ij , 1 i < j n, and ?`n; 2(`1 + +`n ?1 ) +`n + (n ? 1)=2 + s=2 2(`1 + +`n ?1 ) + n=2 ; u n ;
where 2`i = 0; 1; 2; : : : for 1 i n ? 1,`n = 0; 1; 2; : : :, and the C k (x) are Gegenbauer polynomials The operators H and S mk are formally self-adjoint on the space of polynomials in x i , y a with respect to the inner product although they do map polynomials to polynomials. It is still true that each symmetry operator S maps a polynomial eigenspace of H into itself. It follows that all separable coordinate systems for the n-sphere yield bases of orthogonal polynomials in the mixed case, (indeed multiple sets of such bases, depending on the ordering of the variables x i , y a ). 
c k = ?(`1+ +`k)(`1 + +`k + 1 + + k+1 ?1); k = n 1 +1; : : : ; n 1 +n 2 ?1; n (u n ) = u`1 + +`n?1 n 2 F 1 ?`n; 2(`1 + +`n ?1 ) +`n + G ? 1 2(`1 + +`n ?1 ) + G ? s=2 ? 1=2 ; u n :
Here`1; : : : ;`n 1 ,`n and 2`n 1+1 ; : : : ; 2`n 1+n2?1 are nonnegative integers. (Recall that n1+1 = n1+2 = = n1+n2 = 1=2.) 5 . Biorthogonal families of polynomials on S n . We begin this section with a simpli ed proof of the biorthogonality of the polynomials (1.1) and (1.2) with respect to the inner product ( ; ) , see (1.18), (1.19) . Let S be the space of all polynomials in x 1 ; ; x n with respect to this inner product and let H ;M be the subspace of S consisting of solutions to the eigenvalue equation The normalization of the biorthogonal basis can be obtained from this result and (5.10). Now we extend the biorthogonality relations to the full n-sphere. We make the change of variables x k = y In the special case 1 = = n = 1=2 these are exactly the U Note thatH always maps polynomials in the y i to polynomials and thatHp Hp for polynomials p which are even in each of the variables y j andH H if j = 1 2 for all j. Furthermore, since the operators I j which map p(y) to p(y 1 ; ; ?y j ; ; y n ) for j = 1; ; n, commute withH, we can assume, without loss of generality, that each eigenfunction is either even or odd in every one of its variables y j . We have the following generalization of Lemma 3. Similar comments apply to the \mixed" case in x6. 6 . The \mixed" biorthogonal case. Using the techniques introduced in x5 it is now easy to determine a biorthogonal basis of polynomials in the mixed case with coordinates (4.1). We set n 1 + n 2 = n; x The weight function is In general, the biorthogonal polynomials listed in Theorem 3 are not eigenfunctions of H. However, in the case s 1 = = s n2 = 1=2 it follows from Lemma 3 that each of the polynomials satis es the eigenvalue equation H = ?(M +M)(M +M + G ? 1) where G = P n1 k=1 k + (n 2 + 1)=2 + s. Similarly, the above procedure when applied to any one of the orthogonal bases discussed in x2 leads to an orthogonal polynomial basis with respect to the inner product < ; > ;s . Restriction to the case s 1 = = s n2 = 1=2 yields eigenfunctions of H and coincides with the results of x4.
