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Abstract
This paper investigates some possible actions ”a` la John-
son” on the set with 2g+1 elements, denoted by E , of Spin-
structures which are interpreted as special Z2-coverings of
a trivial S1−fibration over a non-orientable surface Ng+1.
The group acting is first a group of orthogonal isomor-
phisms of (H1(Ng+1;Z2), ·). A second approach is to con-
sider the subspace of E (with 2g elements) coming from
special Z2-coverings of S
1 × Fg, where Fg −→ Ng+1 is the
orientation covering. The group acting now is a subgroup
of the symplectic group of isomorphisms of the symplectic
space (H1(Fg+;Z2), ·). In both situations, we obtain re-
sults on the number of orbits and the number of elements
in each orbit. Except in one case, these results do not
depend on any necessary choices. We also compare both
previous classifications to a third one : weak-equivalence
of coverings
When a surface Ng+1 is not orientable, the only S
1− principal fibration
over Ng+1 admitting a Spin-structure is the trivial one. We denote it by Pn.
Like in [BGHM], we interpret a Spin-structure as a special Z2-covering of the
fibration Pn. “Special” means that the fibre of Pn is Z2-covered. The set of
these Spin-structures, denoted by E , is an affine space. It has 2g+1 elements.
The purpose of this paper is to investigate the action on E of a group of home-
omorphisms of the surface Ng+1. We know, for instance from [L], [G], [ZVC],
that homeomorphisms of Ng+1 map onto automorphisms of (H1(Ng+1;Z2), ·),
the Z2-vector space H1(Ng+1;Z2) endowed with the (non-degenerate) intersec-
tion form ·. The affine structure of E compels to fix basis in Z2-vector spaces.
We obtain results on the number of orbits and the number of elements in each
orbit. Except in one case, see theorem (24), these results neither depend on this
choice of basis nor on the additional choices in the definition of the action.
The group acting on E may be identified with the orthogonal group O(Z2, g).
Let us remark that this identification depends on the choice of an orthogonal
basis of (H1(Ng+1;Z2), ·). The action is an action ”a` la Johnson”, i.e. ob-
tained after fixing a section H1(Ng+1;Z2) −→ H1(Pn;Z2), so as to choose a
particular way to lift any orthogonal automorphism of (H1(Ng+1;Z2), ·) to an
automorphism of H1(Pn;Z2).
A different approach to the classification of special Z2-coverings of Pn = S
1×
Ng+1 is to consider the orientation covering Fg −→ Ng+1 and the classification,
in [BGHM], of special Z2-coverings of Po = S
1 × Fg (Fg is a closed orientable
surface). Instead of classifying the 2g+1 elements of E , we are thus led to classify
only 2g of them, namely those coming from special Z2-coverings of Po. This also
constrains to restrict the symplectic group which acts. Surprisingly, although
the action we will consider is a restriction (both of the group and of the space on
which it acts), it is classified by the same invariant deduced from the classical
2
Arf invariant.
In the third part of this paper, we study the relationship between the group
O(Z2, g) and the symplectic group. This allows us to compare both previous
classifications to a third one : weak-equivalence of coverings. A main point is
the characterization, among automorphisms of H1(Pn;Z2), of those which are
realizable as automorphisms of Pn.
We reformulated most classical results on automorphisms of orientable and
non-orientable surfaces [GP], [K2], [LI], [ZVC] and on the relationship between
π1Fg and π1Ng+1 [BC] in a convenient way for our purpose.
1 Special Z2−coverings
We denote by Ng+1 a non-orientable closed surface and consider S
1 →֒ Pn
pn
−→
Ng+1 a SO(2)−principal fibration over Ng+1 g > 0. The exact sequence of the
fundamental groups is :
0 −→ Z −→ π1Pn
(pn)♯
−→ π1Ng+1 −→ 0.
Let us choose a presentation of π1Ng+1 :
π1Ng+1 = 〈x0, · · · , xg | Πx
2
i 〉, (1)
a presentation of π1Pn given by:
π1Pn = 〈u0, · · · , ug, h | [ui, h], 0 ≤ i ≤ g; Πui
2hq〉. (2)
where the elements ui ∈ π1Pn verify (pn)♯(ui) = xi and h denotes the image of
the generator of π1S
1.
The elements ofH1(Ng+1;Z2), which is equal to Z2, classifie the SO(2)−principal
fibrations over Ng+1. Hence there exist only two such SO(2)−principal fibra-
tions depending on the parity of their Chern class : the trivial one and another
one.
Definition 1 The Z2−covering Eψ of Pn determined by the exact sequence
1 −→ π1Eψ −→ π1Pn
ψ
−→ Z2 −→ 0
is called a special Z2−covering when the homomorphism ψ verifies :
ψ(h) = 1 ∈ Z2 ∼ {0, 1},
where h is the image in π1Pn of the generator of π1S
1 = Z.
Let us denote by E(Pn) the space of special Z2−coverings Eψ .
As we know (for examples [A], [BGHM]), the affine space of Spin−structures
associated to S1 →֒ Pn
pn
−→ Ng+1 coincides with the space E(Pn) of special
Z2−coverings which may be empty. The condition ψ(h) = 1 implies that E(Pn)
is not empty if and only if q is even which we assume henceforth. That means
that the fibration S1 →֒ Pn
pn
−→ Ng+1, we will work on, is trivial.
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1.1 A presentation of pi1Eψ = kerψ, ψ ∈ E(Pn)
Reidemeister-Schreier’s method [ ZVC] gives a presentation of kerψ. In the
particular case where S1 →֒ Pn
pn
−→ Ng+1 is trivial, i.e. π1Pn = 〈u0, · · · , ug, h |
[ui, h], 0 ≤ i ≤ g; Πui
2〉, we give a shorter proof.
Theorem 2 A presentation of a special Z2−covering Eψ of Pn is given by
π1Eψ = 〈w0, . . . , wg, k | [wj , k], 0 ≤ j ≤ g,
g∏
j=0
w2j · k
Σi=gi=0ψ(ui)〉,
ui are the generators of the presentation (2) of π1Pn.
Proof. For each i ∈ {0, · · · , g}, we choose any ni ∈ Z in the class modulo 2 of
ψ(ui). We get new generators wi = uih
−ni and a presentation of π1Pn:
π1Pn = 〈w0, · · · , wg, h | [wi, h], 0 ≤ i ≤ g; Πwi
2h2Σni〉.
Let G = F (x0, · · · , xg)×F (y) be the direct product of the free group generated
by {x0, · · · , xg} and the free group F (y) generated by one element y and denote
by H the normal subgroup of G generated by z = (Πx2i )y
2Σni . It is clear that
π1Pn = G/H .
We denote byG′ the direct product of the free group generated by {x0, · · · , xg}
by the free group F (y2) generated by the element y2, and H ′ the normal sub-
group of G′ generated by z = (Πx2i )y
2Σni . It is clear that kerψ = G′/(H ∩G′),
and also that H = H ′ because the set of conjugates of z by elements of G is
equal to the set of conjugates of z by elements of G′ which is equal to the set
of conjugates of z by elements of F (x0, · · · , xg).
The conclusion is:
kerψ = G′/H ′.

Remark 3 • Contrary to the situation where the surface is orientable (see
for example [BGHM]), the fundamental group of the total spaces Eψ of the
special Z2−coverings associated to the trivial bundle over a non-orientable
surface Ng+1 are not all isomorphic. See the theorems (2) and (29).
• The monomorphism π1Eψ −→ π1Pn is defined by k 7→ h
2 and wi 7→ uih
ǫi
with ǫi = 0 when ψ(ui) = 0 and ǫi = 1 when ψ(ui) = 1. Hence there are
2g+1 non-conjugate special Z2− coverings.
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2 Specific actions of O(Zg+12 ) on E(Pn).
This action is an adaptation of Johnson’action [J2]. The intersection product de-
fined on H1(Ng+1;Z2) is now an inner product. We are interested in the group
of orthogonal automorphisms of H1(Ng+1;Z2) because they are realizable by
homeomorphims of Ng+1 (see for example [GP], [MCP]). We will fix an orthog-
onal basis in H1(Ng+1;Z2) and identify the group of orthogonal automorphisms
with the orthogonal group O(Zg+12 ).
2.1 Choice of a lifting of (pn)⋆ : H1(Pn;Z2) −→ H1(Ng+1;Z2)
Let us denote by hM the composition π1M −→ H1(M ;Z) −→ H1(M ;Z2) where
the first morphism is the Hurewicz epimorphism and the second one is the
change of coefficients. A homomorphism ψ : π1Pn −→ Z2 determines a unique
ψ˜ : H1(Pn;Z2) −→ Z2 such that ψ = ψ˜ ◦ hPn . This remark allows us to work at
the level of homology with coefficients in Z2. By abuse of notation, we omit the
symbol ”tilde” over ψ, at least when no confusion is possible.
π1Pn
hPn

(pn)♯ // π1Ng+1
hNg+1

H1(Pn;Z2)
(pn)⋆ // H1(Ng+1;Z2)
(3)
We chose {xi} a family of generators of π1Ng+1 (1). The family {vi, 0 ≤ i ≤
g}, vi := hNg+1(xi) is an orthogonal basis of H1(Ng+1;Z2), where the intersec-
tion product on H1(Ng+1;Z2) is
H1(Ng+1;Z2)×H1(Ng+1;Z2) −→ Z2; (vi, vj) 7→< vi, vj >= δij . (4)
Notation 4 The fibration S1 →֒ Pn
pn
−→ Ng+1 is trivial hence (pn)⋆ admits lin-
ear sections. We choose arbitrarily one of them, it means that we choose an em-
bedding of π1Ng+1 →֒ π1Pn, and this choice will induce one for H1(Ng+1;Z2) →֒
H1(Pn;Z2);x 7→ x.
Since (by definition) vi = hNg+1(xi), we get vi = hPn(ui), hence {vi, h} is a
basis of H1(Pn;Z2). A linear section σ of (pn)⋆ is determined by its value on the
basis {vi} of H1(Ng+1;Z2) by σ(vi) = vi + ρih, with ρi ∈ Z2, arbitrarily fixed.
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Notation 5 Let F : H1(Ng+1;Z2) −→ H1(Ng+1;Z2) be an automorphism, a
lifting
Fσ : H1(Pn;Z2) −→ H1(Pn;Z2)
is defined by the relations:
Fσ(σ(vi)) = σ(F (vi)), 0 ≤ i ≤ g; Fσ(h) = h,
and extended by linearity.
If A = (aij) is the matrix of F in the basis {vi} then the matrix of Fσ in the
basis {vi, h} is
(
A 0
d 1
)
where d is a line with dj = Σρiaij + ρj .
Proposition 6 The map Jn : O(Z
g+1
2 ) −→ SL(Z
g+2
2 ) defined as above by Jn(A) =(
A 0
d 1
)
is a monomorphism.

Definition 7 A right action Aσ1 of O(Z
g+1
2 ) on E(Pn) is defined by :
(Eψ , F ) 7→ Eψ◦Fσ .
2.2 Classification of linear forms on Z
g+1
2 under the action
of O(Zg+12 )
The family {σ(vi), 0 ≤ i ≤ g, h} is a basis of H1(Pn;Z2). Hence there is a
bijection between the special Z2−coverings Eψ and the linear forms θ = ψ ◦ σ
on Zg+12 and the action A
σ
1 is determined by the action by right composition of
O(Zg+12 ) on the linear forms θ on Z
g+1
2 .
We consider the right action by composition of O(Zg+12 ) on Z
g+1
2 . If θ and
θ′, two linear forms on Zg+12 , are in the same orbit, we will write θ ∼ θ
′.
Let us denote by v = Σi=gi=0vi. Any T ∈ O(Z
g+1
2 ) lets invariant v
⊥ = {x ∈
Z
g+1
2 | 0 =< x, x >= Σxi =< v, x >} then also v
⊥⊥ = Z2v i.e. T (v) = v. This
is the proof of the following lemma which will be useful in this paper.
Lemma 8 Any T ∈ O(Zg+12 ) lets fixed v = Σ
i=g
i=0vi.

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Proposition 9 Under the action by right composition by elements of O(Zg+12 ),
a) the following two linear forms are fixed : θ0 : x 7→ 0 and θ1 : x = Σ
i=g
i=0xivi 7→
Σi=gi=0xi;
Apart from these two linear forms,
b) when g = 1, the two linear forms x0v0 + x1v1 7→ x0 and x0v0 + x1v1 7→ x1
are equivalent;
c) when g ≥ 2, θ ∼ θ′ if and only if Σi=gi=0θ(vi) = Σ
i=g
i=0θ
′(vi).
Proof.
Let us denote by mi = θ(vi) and m
′
i = θ
′(vi).
1) First we want to show that if θ ∼ θ′ then Σmi = Σm
′
i. If θ ∼ θ
′ there
exists T such that θ′ = θ ◦ T , we get Σm′i = θ
′(v) = θ ◦ T (v) = θ(v) = Σmi.
because T (v) = v.
2) Choose any a = Σaivi with Σai = 0, and define, for x ∈ Z
g+1
2 , Ta(x) =
x+ < a, x > a. Here we have the equality < a, a >= Σa2i = Σai = 0, so
< Ta(x), Ta(y) >=< x, y > and Ta ∈ O(Z
g+1
2 ).
Let θ be a linear form such that there exists at least one pair i, j such
that mi 6= mj . Notice that the order of the terms 0 and 1 is not important
because the permutations are elements of O(Zg+12 ) so we can work with m =
(0, 1,m2, · · · ,mg). Let a = (1, 1 + λ,m2, · · · ,mg) with λ = Σi≥2mi, we have
Σai = 0 and Σaimi = 1 hence m
′
i = θ ◦ Ta(vi) = θ(vi + aia) = mi + ai and
m′ = (1, λ, 0, · · · , 0).

By definition, Σi=gi=0θ(vi)ψ ◦ σ(vi) = Σ
g
0ψ(vi) + Σ
g
0ρi, hence we have the
following lemma (for the notation vi see (4) :
Lemma 10 Let us distinguish ψ0 ◦ σ : x 7→ 0 and ψ1 ◦ σ : x = Σxivi 7→ Σxi,
(with ψi(h) = 1).
• Σg0ψ0(v¯i) = Σ
g
0ρi;
• Σg0ψ1(v¯i) = g + 1 + Σ
g
0ρi.
A direct consequence of the above classification is the following theorem :
Theorem 11 Let us distinguish two special Z2−coverings Eψ0 and Eψ1 , char-
acterized by the property : ψ0 ◦ σ : x 7→ 0 and ψ1 ◦ σ : x = Σxivi 7→ Σxi.
1) If g = 1, under the action Aσ1 on the space E of special Z2−coverings,
there are two fixed points Eψ0 and Eψ1 . The two other elements are in the same
class.
2) If g ≥ 2, there are also two fixed points Eψ0 and Eψ1 and two other classes
• if g is even, {Eψ | Σ
g
0(ψ(vi) + ρi) = 1, ψ 6= ψ1}, {Eψ | Σ
g
0(ψ(vi) + ρi) =
0, ψ 6= ψ0};
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• if g is odd, {Eψ | Σ
g
0(ψ(vi) + ρi) = 1}, {Eψ | Σ
g
0(ψ(vi) + ρi) = 0, ψ 6=
ψ0, ψ1};

2.3 Isotropy subgroups of O(Zg+12 )
From the proposition (9), we know that, when g > 1, the set of linear form on
Z
g+1
2 is the union of four orbits under the action of O(Z
g+1
2 ), two of them are
reduced to an element {θ0}, {θ1} and the two others are orb0 = {θ 6= θ0, θ1 |
Σg0θ(vi) = 0} and orb1 = {θ 6= θ0, θ1 | Σ
g
0θ(vi) = 1}. Moreover any F ∈ O(Z
g+1
2 )
allways fixes θ0 and θ1 but possibly no other linear form (for example: F with
matrix
(
0 1
1 0
)
in the basis (v0, v1)).
Theorem 12 1) The isotropy subgroups Isoθ0 of θ0, and Isoθ1 of θ1, are the
whole O(Zg+12 ).
2) Let us chose a representative αi ∈ orbi, (i = 0, 1), for example such that
α0(v0) = 1;α0(v1) = 1;α0(vj) = 0 for j 6= 0; 1 and α1(v0) = 1, α1(vj) = 0
for j 6= 0. For every θ ∈ orbi the isotropy subgroup Isoθ is conjugate to
the isotropic subgroup Isoαi and
Isoα1 = {F ∈ O(Z
g+1
2 ) | F (v0) = v0} ≃ O(Z
g
2);
Isoα0 = {F ∈ O(Z
g+1
2 ) | F (v0 + v1) = v0 + v1}.
3) The elements of Isoα1 are products of
• permutations of the elements vi, 1 ≤ i ≤ g and
• if g ≥ 4, the transvection Tv1+v2+v3+v4 : x 7→ x+ < x, v1+v2+v3+v4 >
(v1 + v2 + v3 + v4).
4) Here g ≥ 1. Every element of Isoα0 is a product of
• elements of O(Z22)×O(Z
g−1
2 ), and
• if g ≥ 3, the transvection Tv0+v1+v2+v3 : x 7→ x+ < x, v0+v1+v2+v3 >
(v0 + v1 + v2 + v3).
To prove this theorem, we first establish the following lemma :
Lemma 13 Let us denote by H = {x ∈ V | x 6= 0, x 6= e} where V =
⊕i=gi=1Z2vi, e = v1 + · · · + vg. The action of O(Z
g
2) on the subset H0 = {x ∈
H |< x, e >= 0} and on H1 = {x ∈ H |< x, e >= 1}, is transitive.
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Proof of the lemma.
First we remark that O(Zg2) contains all the permutations of the elements
vi, 1 ≤ i ≤ g and all the transvections Tu(x) = x+ < x, u > u such that
< u, e >= 0. These transvections verify T−1u = Tu.
i) When x is an element of H0, it is possible to suppose (up to permutations)
that < x, v1 >= 1 and < x, v2 >= 0. For u = x+ v1 + v2, we have < u, e >= 0
and Tu(v1 + v2) = x.
ii) When x is an element of H1, it is possible to suppose (up to permutations)
that < x, v1 >= 0. For u = x+ v1, we have < u, e >= 0 and Tu(v1) = x.

Proof of the part 3) of the theorem :
Let V = ⊕1≤i≤gZ2vi, then Isoα1 is naturally isomorphic to O(V ) (by re-
striction). If g = 0 or g = 1 then O(V ) = {idV } and the result is obvious.
Assume henceforth that g ≥ 2 and that the result is true for g − 1. The
elements of Isoα1 fixing v1 are called of “type R”. By induction hypothesis
they are products of the described generators.
Let γ ∈ O(V ) and e = v1 + . . .+ vg. By lemma (8), γ(e) = e. Since g ≥ 2,
we have v1 6= e, hence γ(v1) 6= γ(e) = e, which means that γ(v1) has at least
one coordinate equal to 0. Therefore (up to permutations) we may assume
γ(v1) ∈ V
′ := ⊕2≤i≤gZ2vi.
First case: if γ(v1) 6= v2+ . . .+vg or if γ(v1) = v2, the lemma (13) applied to
V ′ says that there exists F of type R such that F−1(γ(v1)) = v2, hence F
−1 ◦ γ
is the product of a permutation and of a type R.
Second case: if γ(v1) = v2 + . . . + vg and g > 2 (which implies that g is
even and > 2, hence g ≥ 4), then T−1v1+v2+v3+v4(γ(v1)) = v1 + v5 + . . . + vg 6=
v2 + . . .+ vg, hence T
−1
v1+v2+v3+v4 ◦ γ belongs to the first case above.
Proof of the part 4) of the theorem:
For g = 1 it is evident.
Let us suppose that g > 1. For γ ∈ Isoα0 i.e. γ(v0 + v1) = v0 + v1, we write
γ(v0) = x + y where x ∈ V (v0; v1), the space generated by {v0, v1}, and y ∈
V (v2; · · · ; vg) the space generated by {v2, · · · , vg}. The following computations
show that < y, y >= 0 and that x = v0 or x = v1 hence < x, x >= 1 :
1 = < γ(v0), γ(v0 >=< x+ y, x+ y >=< x, x > + < y, y >;
0 = < γ(v0), γ(v1) >=< γ(v0), γ(v0) + v0 + v1 >
= < γ(v0), γ(v0) > + < x+ y, v0 + v1 >= 1+ < x, v0 + v1 > .
First case: if y = 0. then γ ∈ O(Z22)×O(Z
g−1
2 ).
Second case: if y 6= 0 (which implies that g ≥ 3) but y 6= v2 + · · ·+ vg, the
lemma (13) shows that there exists F ∈ idZ2 × O(Z
g−1
2 ) such that F
−1(y) =
v2 + v3 then
T−1v0+···+v3(F
−1(γ(v0))) = Tv0+···+v3(x+ v2 + v3) = v0 + v1 + x,
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so
T−1v0+···+v3(F
−1(γ(v0))) =
{
v0 if x = v1
v1 if x = v0,
}
,
i.e. we are now in the situation of the first case above.
Third case : if y 6= 0 (which implies that g ≥ 3) but y = v2 + · · ·+ vg, then
T−1v0+···+v3(γ(v0)) = Tv0+···+v3(x+v2+· · ·+vg) = (v0+v1+x)+(v4+· · ·+vg) = x
′+y′.
If g = 3, then y′ = 0 and we are in the first case. If g ≥ 4, (y′ 6= 0 but
y′ 6= v2 + · · ·+ vg) we are in the second case.

3 Quadratic action
In this section, we will take advantage of the existence of an oriented double
covering Fg
π
−→ Ng+1 ofNg+1 and the fact that π1Fg is characteristic in π1Ng+1.
Then it is possible to use the classification obtained for special Z2−coverings
associated to a SO(2)−principal bundle over Fg [BGHM].
3.1 Oriented double covering
Let S1 →֒ Po
po
−→ Fg be the pull-back by π : Fg −→ Ng+1 of the fibration
S1 →֒ Pn
pn
−→ Ng+1 studied in the first part of the article. We get the following
commutative diagram:
S1

// Po
eπ

po // Fg
π

S1 // Pn
pn // Ng+1
(5)
Moreover, since S1 →֒ Pn
pn
−→ Ng+1 was trivial S
1 →֒ Po
po
−→ Fg is also trivial.
More precisely, any trivialisation of the former induces a trivialisation of the
latter, compatible with the maps π and π˜. Thus, if we still denote by y 7→
y;H1(Fg ;Z2) −→ H1(Po;Z2), the linear section of (po)⋆ induced by the section
x 7→ x;H1(Ng+1;Z2) −→ H1(Pn;Z2) of (pn)⋆ chosen in (4), we get π˜⋆(y) =
π⋆(y).
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Reidmeister-Schreier’s method (for example as in [ZVC]) furnishes a sym-
plectic basis (ci)1≤i≤2g of (H1(Fg;Z2), )˙ (i.e. all the intersection products are
0 except (c2i−1, c2i) = 1, 1 ≤ i ≤ g) such that π⋆(c2i) = π⋆(c2i−1) = v0 + vi.
In particular, the sections defined in the above paragraph verify π˜(c2i−1) =
π˜(c2i) = v0 + vi.
π1Fg
hFg

π♯ // π1Ng+1
hNg+1

H1(Fg;Z2) π⋆
// H1(Ng+1;Z2)
H1(Po;Z2)
(po)⋆
OO
eπ⋆
//
ψ
$$J
JJ
JJ
JJ
JJ
J
H1(Pn;Z2)
(pn)⋆
OO
ϕ
yyrrr
rr
rr
rr
rr
Z2
(6)
In this diagram and in the following, the map hM is (like in subsection 2.1)
the composition π1M −→ H1(M ;Z) −→ H1(M ;Z2) where the first morphism
is the Hurewicz epimorphism.
Notation 14 E(Po) is the notation for the set of special Z2−coverings associ-
ated to the principal bundle Po over Fg.
The elements of Eπ are the special Z2−coverings Eϕ such that there exists
ψ : H1(Pn;Z2) −→ Z2 with ϕ = ψ ◦ π˜⋆.
Proposition 15 The number of elements of Eπ is equal to 2
g.
Proof. Let us suppose that ψ1 ◦ π˜⋆ = ψ2 ◦ π˜⋆ then, depending of the values of
ψ(v0) and ψ
′(v0), there are two possibilities

∀i ∈ 0 · · · g, ψ1(vi) = ψ2(vi)
or
∀i ∈ 0 · · · g, ψ1(vi) = ψ2(vi) + 1
In the second situation, we will write ψ1 = ψ2 + 1. 
We recall the classification obtained for special Z2−coverings associated to
a SO(2)−principal bundle over Fg [BGHM].
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3.2 Choice of a quadratic section of (po)⋆ : H1(Po;Z2) −→
H1(Fg;Z2)
Proposition 16 [BGHM] For any family {di, 1 ≤ i ≤ 2g} of H1(Po;Z2) such
that (po)⋆(di) = ci (which may always be written di = ci + rih),
• {di, 1 ≤ i ≤ 2g} ∪ {h} is a basis of H1(Po;Z2);
• there exists an unique map s : H1(Fg;Z2) −→ H1(Po;Z2)such that s(ci) =
di, and
s(a+ b) = s(a) + s(b) + (a.b)h, (7)
where a.b is the intersection product of any elements a, b of H1(Fg;Z2);
• such a map, called therefore a quadratic section, satisfies (po)⋆ ◦ s = id.

Definition 17 Let L be the sympletic matrix (aij)i,j≤2g writen in the basis {ci},
of a symplectic automorphism f : H1(Fg;Z2) −→ H1(Fg ;Z2). We define
fs : H1(Po;Z2) −→ H1(Po;Z2) by linearity from
fs(s(ci)) := s(f(ci)), fs(h) := h.
The quadratic section s is choosen like in Proposition (16). The matrix of
fs in the basis {ci, h} is:
(
L 0
∆ 1
)
where ∆ is a line with 2g terms bj =
Σaijri + Sj + rj , Sj = Σa2i,ja2i−1,j .
A basis is chosen in H1(Fg;Z2) endowed with the product intersection which
is symplectic, so it is possible to identify the group of symplectic automorphisms
of H1(Fg ;Z2) with the symplectic group Sp(Z2, 2g).
As in [BGHM], the action of Sp(Z2, 2g) on E(Po) is defined by (ϕ, f) 7→ ϕ◦fs.
In order to apply this action to the subset Eπ (14), we need to restrict to a
subgroup of Sp(Z2, 2g) leaving Eπ stable.
Let us consider the subgroup Gs = {f ∈ Sp(Z2, 2g) | ∀ϕ ∈ Eπ, ϕ ◦ fs ∈ Eπ}.
Proposition 18 Gs = {f ∈ Sp(Z2, 2g) | ∀ϕ ∈ Eπ, ϕ ◦ fs ∈ Eπ} =
{f ∈ Sp(Z2, 2g) | fs(ker(π˜∗)) ⊂ ker(π˜∗)}
Proof. Using the following equivalences where u, v, w are linear maps :
u(ker v) ⊂ kerw ⇔ wu(ker v) = 0⇔ ker v ⊂ ker(wu),
and the following lemma, we get the proposition.

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Lemma 19
Eπ = {ϕ ∈ E(Po) | ϕ(ker π) = 0},
and
∩ϕ∈Eπ kerϕ = ker π˜.
3.3 Classification of the elements of Eπ
Notation 20 Let ei = c2i−1, e
′
i = c2i−1 + c2i, and t =
∑
1≤i≤g βiei with βi =
r2i−1 + r2i + 1 (see Proposition (16)). Note that (e = (ei)1≤i≤g, e
′ = (e′i)1≤i≤g)
is a symplectic basis and e′ is a basis of kerπ∗ (hence (kerπ∗)
⊥ = kerπ∗).
Note that (e = (ei)1≤i≤g, e
′ = (e′i)1≤i≤g , h) is a basis of H1(Po;Z2) and e
′ is
a basis of ker π˜∗ (see Notations (4)).
In the following diagram, the homology groups are with coefficient in Z2.
H1(Po)
eπ⋆

(po)⋆ // H1(Fg)
π⋆

f // H1(Fg)
π⋆

H1(Po)
eπ⋆

(po)⋆oo
H1(Pn)
(pn)⋆ // H1(Ng+1)
F // H1(Ng+1) H1(Pn)
(pn)⋆oo
(8)
In H1(Fg ,Z2), we will work with the new symplectic basis {ei, e
′
i 1 ≤ i ≤ g},
with ei = c2i−1; e
′
i = c2i−1 + c2i, and in H1(Ng+1;Z2) with the basis (v0, v0 +
v1, . . . , v0 + vg).
The morphism π⋆ : H1(Fg ,Z2) −→ H1(Ng+1,Z2), ei 7→ v0 + vi, e
′
i 7→ 0, has
a kernel kerπ⋆ = ⊕
g
i=1Z2e
′
i and Im(π⋆) = ⊕
g
i=1Z2(v0 + vi).
The study of the action of Gs (18) on Eπ will naturally lead us to consider the
following subgroup Kt, t =
∑
1≤i≤g βiei (see notations 20) of Sp(Z2, 2g), which
contains the particular transvections occurring in the proof of the theorem (24)
below. In the proposition (23) we shall prove that Kt is in fact the smallest
subgroup containing these transvections.
Notation 21 Kt = {f ∈ Sp(Z2, 2g) | Im(f − id) ⊥ kerπ∗ ⊕ Z2t}.
Remark 22 Kt ⊂ K0, and K0 = {f ∈ Sp(Z2, 2g) | π∗ ◦ f = π∗} (since
kerπ⊥∗ = kerπ∗).
13
The next proposition is a generalization of the well-known case V = {0}.
When applied to V = kerπ∗ ⊕ Z2t, it shows that the transvections TY : x 7→
TY (x) = x+ < x, Y > Y such that Y ∈ kerπ∗ and Y.t = 0 are generators of Kt.
Proposition 23 Let V be any linear subspace of Z2g2 . Then the subgroup
GV := {f ∈ Sp(Z2, 2g) | Im(f − id) ⊥ V }
is generated by its transvections.
Proof.
We shall prove that any f ∈ GV is a product of transvections TY ∈ GV , by
induction on the dimension of Wf := Im(f − id) (for this we shall use twice that
for all Y ∈Wf , we have TY ∈ GV and WTY f ⊂Wf ). When Wf = {0}, there is
nothing to prove. Assume now that f 6= id and that the property holds for all
h ∈ GV such that dim(Wh) < dim(Wf ).
First case. If there exists some z ∈ Z2g2 such that f(z).z = 1, let Y = f(z)−z
and h = TY ◦ f . Then TY ∈ GV and Wh ⊂ Wf , and Wh 6= Wf (since Y ∈ Wf
but for all x ∈ Zg2, (h(x)− x).z = 0 6= 1 = Y.z). By induction hypothesis, h is a
product of transvections belonging to GV , hence so is f .
Second case. If for all z ∈ Z2g2 , f(z).z = 0, note that for all u, v ∈ Z
2g
2 , u.f(v) =
f(u).v (for this, compute f(u + v).(u + v)). Choose any u ∈ Z2g2 such that
e := f(u)−u 6= 0 and let k = Te◦f . Then Te ∈ GV andWk ⊂Wf . Moreover, for
any v ∈ Z2g2 such that e.v = 1, we have k(v).v = e.f(v) = f(u).f(v)− u.f(v) =
u.v − f(u).v = e.v = 1. By the first case, k is a product of transvections
belonging to GV , hence so is f . 
In [BGHM], for any SO(2)−principal bundle over the orientable Fg, once
a quadratic section s is chosen like in the proposition (16), the autors defined
an action of Sp(Z2, 2g) on the set of special Z2−coverings. They also proved
that two special Z2−coverings determined by ϕ and ϕ
′ are in the same orbit
under this action il and only if the quadratic forms ϕ◦s and ϕ′ ◦s have the same
Arf-invariants denoted here by α(ϕ◦s) =
∑
1≤i≤g ϕ◦s(ei)ϕ◦s(e
′
i). Surprisingly,
although the action we consider here is a restriction (both of the group and of
the space on which it acts), it is classified by the same invariant.
Theorem 24 i) Kt ⊂ Gs
ii) For any ϕ ∈ Eπ, α(ϕ ◦ s) = r + ϕ(t), where r =
∑
1≤i≤g r2i−1r2i.
iii) The actions of Gs and Kt on Eπ have the same orbits, which are classified
by the Arf invariant α(ϕ ◦ s).
iv) In general there are two orbits, each with 2g−1 elements. One exception
arises with a particular choice of the quadratic section (proposition (16)):
when r2i−1 + r2i = 1 for all indices i. In this case, all the elements of Eπ
are in the same orbit.
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Proof.
• iv) is a straightforward consequence of ii) and iii).
• ii) is mere calculus :
α(ϕ ◦ s) =
∑
1≤i≤g ϕ ◦ s(ei)ϕ ◦ s(e
′
i)
=
∑
1≤i≤g ϕ(ei + r2i−1h)ϕ(e
′
i + βih)
=
∑
1≤i≤g(ϕ(ei) + r2i−1)βi
=
∑
1≤i≤g r2i−1βi +
∑
1≤i≤g βiϕ(ei)
= r + ϕ(t).
• Let us prove i) simply for t = 0 (since K0 contains all Kt’s). By the
propositions (18) and (23), it suffices to prove that for any Y ∈ kerπ∗,
we have (TY )s(ker π˜∗) ⊂ ker π˜∗. This fact follows from the equality
(kerπ∗)
⊥ = kerπ∗ which induces that , for all i, (TY )s(ei) = ei.
• In order to deduce ii) from i), we just have to notice that when ϕ, ϕ′ are
in the same Gs-orbit, they necessarily have the same Arf-invariant, and to
prove that when ϕ, ϕ′ ∈ Eπ have the same Arf-invariant, they are in the
same Kt-orbit.
Assume that ϕ, ϕ′ ∈ Eπ and that α(ϕ
′◦s) = α(ϕ◦s), i.e. by ii) (ϕ′−ϕ)(t) =
0. The difference between two quadratic forms is a linear fom, hence there
exists a vector W defined by
∀x ∈ Z2g2 , (ϕ
′ − ϕ)(x) = (ϕ′ − ϕ)(s(x)) = W.x
hence ϕ′ ◦ s = ϕ ◦ s ◦ TW i.e. ϕ
′ = ϕ ◦ (TW )s (see proof of the proposition
16 in [BGHM]). By definition of W , we have W.t = (ϕ′ − ϕ)(t) = 0 and
for all x ∈ ker(π∗),W.x = (ϕ
′ − ϕ)(x) = 0, hence TW ∈ Kt.

Corollary 25 Let ψ and ψ′, be two elements of E(Pn). There exists f ∈ Gs
such that ψ ◦ π˜∗ ◦ fs = ψ
′ ◦ π˜∗ if and only if
∑g
0 βj(δ0 + δj) = 0.
It is possible to choose f to be a transvection TV ∈ Kt with V =
∑g
0(δ0 +
δj)e
′
j , (hence π∗ ◦ f = π∗).
3.4 Comparaison with the weak equivalence of coverings
Notation 26 Let F˜ be an automorphism of H1(Pn;Z2). We will say that F˜ is
realizable if there exists Γ an automorphism of π1Pn inducing F˜ in homology.
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Theorem 27 Let F˜ be an automorphism of H1(Pn;Z2), F the endomorphism
of H1(Ng+1;Z2) and δ the linear form on H1(Ng+1;Z2) defined by
∀x ∈ H1(Ng+1;Z2), F˜ (x) = F (x) + δ(x)h,
(for the notation x, see Notation (4)). F˜ is realizable if and only if F˜ (h) = h,
F is orthogonal, and δ(
∑g
i=0 vi) = 0.
Proof. 1) Let us prove that if F is orthogonal, F˜ (h) = h and δ(
∑g
i=0 vi) = 0,
then F˜ is realizable. Because F is orthogonal, there exists ([GP]) an automor-
phism γ of π1(Ng+1) such that γ∗ = F . Let us choose integers dj ∈ δj such that∑
dj = 0 ∈ Z and define Γ1(ui) = uih
di and Γ1(h) = h (see the presentation
(2)). Now let Γ2 be defined by Γ2 = γ∗ × idZ and Γ = Γ2 ◦ Γ1. We obtain an
automorphism Γ of π1Pn which gives F˜ in homology.
2) Let us suppose now that F˜ is realizable and Γ is an automorphism of
π1(Pn) such that Γ∗ = F˜ .
On order to prove the equality F˜ (h) = h, we use the fact that Γ lets invariant
the center Z(π1(Pn)) of π1(Pn). We have Z(π1(Pn)) = Z(π1(Ng+1)) × Z, and
Z(π1(Ng+1)) is easily computed after decomposing π1(Ng+1) as Fg ⋆Z Z :
if g > 1, Z(π1(Ng+1)) is trivial, hence Z(π1(Pn)) is the sub-group generated
by h,
and if g = 1, Z(π1(Ng+1)) is the sub-group, isomorphic to Z, generated by
x20 = x
−2
1 . Hence Z(π1(Pn)) is the sub-group, isomorphic to Z
2, generated by
u20 = u
−2
1 and h.
When g > 1, it follows that Γ(h) = h or h−1, hence F˜ (h) = h.
When g = 1, we only have Γ(h) = u2u0 h
v (with u, v ∈ Z), but moreover h is
not a square in π1(Pn), nor is Γ(h), so v is odd, and again F˜ (h) = h.
Now we want to show that δ(
∑g
i=0 vi) = 0. For all ψ ∈ E(Pn), we have
(because F˜ (h) = h) that ψ ◦ F˜ ∈ E(Pn), then by the easy part of theorem (29)
below, ψ◦(F˜−id)(
∑g
i=0 vi) = 0. From this follows that 0 = (F˜−id)(
∑g
i=0 vi) =
(F − id)(
∑g
i=0 vi) + δ(
∑g
i=0 vi)h = 0, in particular δ(
∑g
i=0 vi) = 0. (An other
proof is just to remark that if we denote Γ(xi) = yih
di with yi ∈ π1(Ng+1), then
we get 2
∑
di = 0).
It remains to prove that F is orthogonal. We have F = γ∗, where γ is
the endomorphism of π1(Ng+1) deduced from Γ after composition on each side
by the natural projection and inclusion using that π1(Pn) = π1(Ng+1) × Z.
When g > 1, Γ(h) has no component on π1(Ng+1) (see above). Let us denote
by γ′ the endomorphism of π1(Ng+1) deduced from Γ
−1, we find the equality
γ ◦ γ′ = γ′ ◦ γ = id, so γ is an automorphism, hence F = γ∗ is orthogonal. In
the particular case when g = 1, since F is injective and (F − id)(v0 + v1) = 0
(see above), F is orthogonal.
We recall the classical definition of weak equivalence between two coverings.
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Definition 28 Two coverings E1
p1
−→ P and E2
p2
−→ P are weakly equivalent
if there exist an automorphism Γ of π1P and an isomorphism γ between π1E1
and π1E2 such that p2 ◦ γ = Γ ◦ p1.
In our particular case where the two Z2−coverings are special, they corre-
spond to morphisms ψ and ψ′ : π1Pn −→ Z2. They are wealyk equivalent if and
only if there exists an automorphism Γ of π1Pn such that ψ ◦ Γ = ψ
′. Using
the same letter ψ and ψ′ for the corresponding morphisms H1(Pn;Z2) −→ Z2,
the two special Z2−coverings are weakly equivalent if and only there exists a
realizable automorphism G of H1(Pn;Z2) such that ψ ◦G = ψ
′.
Theorem 29 The following four properties are equivalent :
1) Two special Z2−coverings Eψ and Eψ′ are weakly equivalent;
2) Two special Z2−coverings Eψ and Eψ′ are π1−isomorphic;
3) Σg0ψ(vi) = Σ
g
0ψ
′(vi);
4) There exist choices of the linear lifting σ(ψ, ψ′) for which Eψ and Eψ′ are
in the same class under the action A
σ(ψ,ψ′)
1 , (see Definition (7).
Proof.
1)⇒ 2) is evident and 2)⇔ 3) follows from the theorem (2).
We will show that 3) ⇒ 1). Let ψ and ψ′ be two elements of E(Pn) and
δj = (ψ
′−ψ)(vj). We consider the automorphism F˜ of H1(Pn;Z2) with matrix(
Id 0
δ 1
)
in the basis (v0, . . . , vg, h) then the theorem (27) shows that F˜ is
realizable.
3)⇔ 4) follows from the theorem (11). More precisely, 4)⇒ 3) is straight-
forward, and to prove the converse, we just have to show that if 3) holds and if
ψ′ 6= ψ, there exists a σ for which the associated ψ0, ψ1 differ from ψ and ψ
′.
By assumption, there exist at least two indices i such that ψ′(vi) 6= ψ(vi), for
instance i = 0 and i = 1. Choose ρ0 = ψ(v0), ρ1 = ψ
′(v1), ρ2, . . . , ρg arbitrary,
and take the corresponding σ (see Notation (4)).

3.5 Relation between Sp(Z2, 2g) and O(Z
g+1
2 )
Definition 30 When an endomorphism f : H1(Fg;Z2) −→ H1(Fg;Z2) and an
endomorphism F : H1(Ng+1;Z2) −→ H1(Ng+1;Z2) are related by F ◦π⋆ = π⋆◦f ,
we will say that f is a lifting of F or that F is a projection of f
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Theorem 31 The basis (ei, e
′
i) of H1(Fg ;Z2) and (v0, v0+ vi) of H1(Ng+1;Z2)
are chosen as above.
1) An endomorphism f : H1(Fg;Z2) −→ H1(Fg;Z2) and an endomorphism
F : H1(Ng+1;Z2) −→ H1(Ng+1;Z2) are related as in the above defini-
tion if and only if, their matrices are respectively Mf =
(
A 0
C D
)
and
MF =
(
b 0
B A
)
with the same g × g matrix A with coefficients in Z2.
2) Let f be an endomorphism of H1(Fg;Z2) with matrix, Mf =
(
A 0
C D
)
,
and A invertible. f admits an orthogonal projection F if and only if
AtSA = S, where the matrix S is obtained by restricting to Im(π⋆) the
scalar product defined on H1(Ng+1;Z2).
2)bis There exists F ∈ O(Zg+12 ), extending the automorphism Fˆ of Im(π⋆) =
H, found in the part 2) of the theorem (31), unique if g is even and double
if g is odd
3) Let F be an endomorphism of H1(Ng+1;Z2). F admits a symplectic lifting
f if and only if F (Im(π⋆)) = Im(π⋆).
Remark 32 • If f is a symplectic automorphism of H1(Fg;Z2), then its
matrix Mf =
(
A 0
C D
)
, verifies M tf .K.Mf = K where K is the matrix
of the symplectic product of H1(Fg;Z2). The translation on A, 0, C,D of
this condition is : Dt.A = I and Ct.A = At.C. There exists such C,D if
and only if A is invertible.
• If F is an orthogonal automorphism of H1(Ng+1;Z2) then F is bijective
and fixes the element v0+ · · ·+vg (see 9) i.e. lets stable (v0+ · · ·+vg)
⊥ =
Im(π⋆).
• Let C be a g × g symetric matrix, all the symplectic automorphims of
H1(Fg ;Z2) with matrix Mf =
(
Id 0
C Id
)
, are liftings of the identity of
H1(Ng+1;Z2).
Proof of theorem (31).
1) f(kerπ⋆) ⊂ kerπ⋆ and F (Imπ⋆) ⊂ Imπ⋆ if and only if the matrices of f and
F are respectively of the formMf =
(
A 0
C D
)
andMF =
(
b 0
B A′
)
.
We have π⋆f(e
′
j) = 0 = Fπ⋆(e
′
j), π⋆f(ej) = π⋆(
∑
iAi,jei + Ci,je
′
i) =∑
iAi,j(v0 + vi) and Fπ⋆(ej) = F (v0 + vj) =
∑
iA
′
i,j(v0 + vi) hence
π⋆f = Fπ⋆ if and only if A
′ = A.
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2) i) Let us suppose that there exists an orthogonal automorphism ofH1(Ng+1;Z2)
such that Fπ⋆ = π⋆f. In the basis v0 + vi = π⋆(ei) of Im(π⋆), the ma-
trix S, obtained by restricting the scalar product to Im(π⋆), has entries
Sij = (v0 + vi)(v0 + vj) = 1 + δij . The automorphism F , restricted to
Im(π⋆) respects the scalar product and F|Im(π⋆) = A so A
tSA = S.
ii) Let us suppose that A ∈ Gl(Zg2) and A
tSA = S. This matrix A can be
considered as the matrix of an automorphism Fˆ of Im(π⋆), respecting the
scalar product. The following general lemma (33) will prove that Fˆ can
be extended as an orthogonal automorphism F such that F ◦ π⋆ = π⋆ ◦ f .
3) With a g×g matrix A invertible, now we know how to construct a symplectic
automorphism f such that Fπ⋆ = π⋆f . The matrices
(
b 0
B A
)
, with A
invertible are exactly the matrices of the F such that F (Imπ∗) = Imπ∗.

The orthogonal of Im(π⋆) is Im(π⋆)
⊥ = Z2E, with E = Σ
g
i=0vi = (g +
1)v0+π⋆(e) for e = Σ
g
i=1ei. Let us remark here that the generator E of Im(π⋆)
⊥
belongs to Im(π⋆) if and only if the genus g is odd.
Lemma 33 In Zg+12 equiped with a scalar product x.y = Σxiyi, let H = E
⊥ be
any hyperplane and Fˆ ∈ O(H). For any v /∈ H, the following is true:
i) ∃v′ ∈ Zg+12 , ∀x ∈ H, v
′.Fˆ (x) = v.x;
ii) there are two solutions v′ differing by E. If E /∈ H, only one of them
verifies v′ /∈ H. If E ∈ H then both verify v′ /∈ H.
iii) Moreover, in the particular case where E = (1, · · · , 1) one (or the two)
preceeding solutions verify v′.v′ = v.v.
Proof.
i) If E /∈ H, v′ := Fˆ (v − E) is a solution. If E ∈ H let K = H ∩ v⊥, then
H = K⊕Z2E. We have Fˆ (E) /∈ Fˆ (K) then Fˆ (K)
⊥ 6⊂ Fˆ (E)⊥ hence there
exists v′ ∈ Fˆ (K)⊥, v′ /∈ Fˆ (E)⊥ i.e. ∃v′, ∀x ∈ K ∪ {E}, v′.Fˆ (x) = v.x.
ii) If v′0 is a solution, then v
′ is also a solution if and only if v′ − v′0 ∈
Im(Fˆ )⊥ = H⊥ = Z2E, it means v
′ = v′0 or v
′ = v′0 + E. When E /∈
H, (v′ +E).E = (v′.E) + 1 then only one of them verifies v′.E = 1. When
E ∈ H , we have Fˆ (E) = E then both of them verify v′.E = v′.Fˆ (E) =
v.E = 1.
iii) When E = (1, · · · , 1), ∀x ∈ Zg+12 , x.x = x.E this implies that ∀v, v
′ /∈
H, v′.v′ = v′.E = 1 = v.E = v.v.
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This lemma proves that there exists F ∈ O(Zg+12 ), extending the automor-
phism Fˆ of Im(π⋆) = H , found in the part 2) of the theorem (31), unique if g
is even and double if g is odd and completes the proof of theorem (31).
What follows may be applied to the endomorphism f˜ = fs of H1(Po;Z2),
with symplectic f , but whithout any simplification.
Proposition 34 a) An endomorphism f˜ of H1(Po;Z2) verifies f˜(ker(π˜∗)) ⊂
ker(π˜∗) if and only if there exists an endomorphism F˜ of H1(Pn;Z2) such
that π˜∗ ◦ f˜ = F˜ ◦ π˜∗.
b) Such f˜ which moreover fixes h has its matrix in the basis (ei1≤i≤g, e
′
i1≤i≤g, h)
of the following form

 A 0 0C D 0
k 0 1

 . In the basis (v0, v0 + vi1≤i≤g, h),
the matrices of the associated F˜ , are

 b 0 0B A 0
λ k 1

 , with arbitrary b, B, λ.
Proof. a) is evident and the proof of b) is the same as the proof of the item 1)
of theorem (31). 
Theorem 35 Let f˜ be like in the a) and b) of the above proposition. The
conditons to get that one of its associated F˜ is realizable are : the invertibility
of the matrix A with At.S.A = S, where S is the restriction to Im(π⋆) of the
intersection matrix on H1(Ng+1;Z2), like in the theorem (31), and if g is odd,∑g
i=1 ki = 0. The number of realizable F˜ is 1 if g is even and 4 if g is odd.
Proof.
Given f˜ (in particular A and k), let us denote by F the endomorphism
(depending of the choice of b, B) of H1(Ng+1;Z2) with matrix
(
b 0
B A
)
, in
the basis (v0, (v0+vi)1≤i≤g) and δ (depending of the choice of λ) the linear form
on H1(Ng+1;Z2) defined by δ(v0) = λ, δ(v0 + vi) = ki. From theorem (27) F˜
is realizable if and only if F is orthogonal (which is a constraint on A and on
the choice of b, B) and 0 = δ(
∑g
i=0 vi) = (1− g)λ+
∑g
i=1 ki (a constraint in the
choice of λ).
From the item 2)bis of theorem (31), the number of solutions (b, B) is
• 0 if the condition “A invertible and At.S.A = S” is not true,
• 1 if this condition is true and g is even,
• 2 if this condition is true and g odd.
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The number of solutions λ ∈ {0, 1} is 1 if g is even, 0 if g is odd and∑g
i=1 ki = 1, 2 if g is odd and
∑g
i=1 ki = 0.

Application of the above study to the weak-equivalence of special
Z2−coverings.
Theorem 36 • If g is even, for each ψ ∈ E(Pn), the two ψ
′ such that
ψ ◦ π˜∗ ◦ f˜ = ψ
′ ◦ π˜ (see proposition (15)) are not in the same weak-
equivalence classes, hence ψ is weak-equivalent to exactly one of them,
and (provided that A is invertible and At.S.A = S), this weak-equivalence
can be explicited from f˜ .
• If g is odd, the weak-equivalence class of ψ depends only on ψ ◦ π˜ hence
for each ψ, the two ψ′ such that ψ ◦ π˜∗ ◦ f˜ = ψ
′ ◦ π˜∗ are either together
in the same weak-equivalence class of ψ, or together in the other one. In
the first case, for each of them, it is possible (provided that A is invertible
and At.S.A = S) to build from f˜ two equivalences between ψ and ψ′.
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