We introduce two additive invariants of output quantum channels. If the value of one these invariants is less than 1 then the logarithm of the inverse of its value is a positive lower bound for the regularized minimum entropy of an output quantum channel. We give a few examples in which one of these invariants is less than 1. We also study the special cases where the above both invariants are equal to 1.
Introduction
Denote by S n (C) the Hilbert space of n × n hermitian matrices, where X, Y = tr XY . Denote by S n,+,1 (C) ⊂ S n,+ (C) ⊂ S n (C) the convex set of positive hermitian matrices of trace one, and the cone of positive hermitian matrices respectively. A quantum channel is a completely positive linear transformation τ : S n (C) → S m (C):
A i XA * i , A 1 , . . . , A l ∈ C m×n , X ∈ S n (C), (1.1) which is trace preserving:
2)
The minimum entropy output of a quantum channel τ is defined
H(τ ) = min
X∈S n,+,1 (C)
− tr τ (X) log τ (X).
(1.3)
If η : S n ′ (C) → S m ′ (C) is another quantum channel, then it is well known τ ⊗ η is a quantum channel, and H(τ ⊗ η) ≤ H(τ ) + H(η). (1.4) Hence the sequence H(⊗ p τ ), p = 1, . . . , is subadditive. Thus the following limit exists: 5) and is called the regularized minimum entropy of quantum channel. Clearly, H r (τ ) ≤ H(τ ).
One of the major open problem of quantum information theory is the additivity conjecture, which claims that equality holds in (1.4) . This additivity conjecture has several equivalent forms [10] . If the additivity conjecture holds then H r (τ ) = H(τ ), and the computation of H r (τ ) is relatively simple. There are known cases where the additivity conjecture is known, see references in [8] . It is also known that the p analog of the additivity conjecture is wrong [8] . It was shown in [2] that the additivity of the entanglement of subspaces fails over the real numbers. It was recently shown by Hastings [6] that the additivity conjecture is false. Hence the computation of H r (τ ) is hard. This is the standard situation in computing the entropy of Potts models in statistical physics, e.g. [4] .
The first major result of this paper gives a nontrivial lower bound on H r (τ ) for certain quantum channels. This is done by introducing two additive invariants on quantum channels. Let
A i A * i ∈ S m,+ (C).
(1.6) Then log λ 1 (A(τ )) = log A(τ ) , where λ 1 (A) is the maximal eigenvalue of A(τ ), is the first additive invariant of quantum channels, with respect to tensor products. Let σ 1 (τ ) = τ ≥ σ 2 (τ ) ≥ . . . ≥ 0 be the first and the second singular value of the linear transformation given by τ . Then log σ 1 (τ ) is the second additive invariant. (These two invariants are incomparable in general, see §5.) The main result of this paper is the inequality
This inequality is nontrivial only if min(λ 1 (A(τ )), σ 1 (τ )) < 1. In §5 section we give examples where min(
It is easy to show that
Hence, for m ≤ n we must have λ 1 (A(τ )), σ 1 (τ ) ≥ 1. Perhaps, the most interesting case is the case where m = n. Furthermore, very interesting quantum channels τ are unitary quantum channels, which are of the form (1.1), where
In that case λ 1 (A(τ )) = σ 1 (τ ) = 1. Note the counter example to the additivity conjecture in [6] is of this form. A quantum channel τ : S n (C) → S m (C) is called a bi -quantum channel if m = n and τ * : S n (C) → S n (C) is also a quantum channel.
That is A(τ ) = I n and it follows that σ 1 (τ ) = 1. Note that a unitary quantum channel is a bi-quantum channel. The second major result of this paper is the lower bound
for a bi-quantum channel. Note that this lower is nontrivial if σ 2 (τ ) < 1. We show that the condition σ 2 (τ ) < 1 holds for a generic unitary channel with l ≥ 3.
Preliminary results
Let F = R, C be the field of real and complex numbers respectively, and denote by F n the vector space of the column vectors x = (x 1 , . . . , x n ) ⊤ with coordinates in F. We view F n as an inner product space, i.e. Hilbert space H A , with the inner product x, y := y * x = n j=1ȳ j x j . View F m ⊗ F n as the set of m × n matrices with entries in F, denoted by F m×n . Equivalently, if we identify F m with the Hilbert space
Recall that on F m×n we have the inner product A, B := tr AB * , where
Denote by S n (F) ⊂ F n×n the real space of self-adjoint matrices. I.e. S n (R) is the space of real symmetric matrices, and S n (C) is the space of hermitian matrices. Let X ∈ S n (F). Denote by λ(A) = (λ 1 (X), . . . , λ n (X)) the eigenvalue set of X, where
Ky-Fan maximal characterization is, e.g. [3] ,
As in physics, we call X ∈ S n (F) a positive hermitian matrix, or simply positive, and denoted it by X ≥ 0, if all eigenvalues of X are nonnegative. Also for X, Y ∈ S n (F) 
Note that the Frobenius norm
Then the singular values of X are the absolute values of the eigenvalues of X. In particular, for X ∈ S n,+ (F) we have that σ(X) = λ(X).
Recall the well known maximal characterization of the sum of the first k singular values of A ∈ F m×n [7, Thm 3.
3)
Ax , where A is the ℓ 2 norm of A. A useful observation is
Let Π n ⊂ R n + be the set of probability vectors with n-coordinates. Then H(x) is the entropy of a probability vector x. For X ∈ S n,+ (F) we define the von Neumann entropy H(X) := H(λ(X)) = − tr X log X.
Note that if X ∈ S n,+,1 (F) then H(X) = 0 if and only if X is a rank one nonnegative definite matrix with trace 1. It is well known that if φ : R + → R is a convex function then
is a convex function on S n,+ (F). See for example [3] . This fact is implied by the majorization relation
which is equivalent to
and the trace equality tr(aX +bY ) = a tr X +b tr Y . See [5, 9] for good references on majorization. In particular, −H(X) = tr(X log X) is a convex function on S n,+ (F).
In what follows it is convenient to identify
Then we identify X 1 ⊗ X 2 with the Kronecker product, which is viewed as (m 1 m 2 ) × (n 1 n 2 ) matrix given as a block matrix [x pq,1 X 2 ]
Recall the well known fact that rank ( 
In particular
Hence we have the additivity of the entropy formula
Main inequalities
In this section we view S n (C) as R n 2 . The real inner product on S n (C) is given by
be a linear, (real), transformation. We now apply the notions discussed in the previous section. The adjoint linear transformation φ * : S m (C) → S n (C) is given by the identity
The positive singular values of φ are the positive eigenvalues of (φφ * ) 1 2 or of (φ * φ) 
We will denote σ i (φ) by σ i where no ambiguity arises. Furthermore, there exist orthonormal bases {U 1 , . . . , U n 2 }, {V 1 , . . . , V m 2 } of S n (C), S m (C) respectively, such that the following conditions hold.
Combine the well known expression of tr φ(X) 2 = φ(X) 2 in terms of singular values and vectors of φ to deduce 
for k = 1, . . . , min(m, n). If m = n and φ is self-adjoint and positive we assume that
. Since S n,+ (C) is a self-adjoint cone, it follows φ is positive preserving if and only if φ * is positive preserving. In particular, if φ is positive preserving, then the positive operators φφ * and φ * φ are positive and positive preserving operators. Assume that φ is positive preserving. The Krein-Rutman theorem cone preserving theorem, e.g. [1] , imply that in (3.1) we can choose U 1 ∈ S n.+ (C), V 1 ∈ S m,+ (C). If φ is strict positive preserving, i.e. for each 0 = X ∈ S n,+ (C) φ(X) has positive eigenvalues, then U 1 ∈ S n,+ (C), V 1 ∈ S m,+ (C) are unique. See for example [1] .
A φ is called trace preserving if φ is cone preserving, and tr(φ(X)) = tr(X) for all X ∈ S n (C). Note that for a trace preserving φ we have φ(S n,+,1 ) ⊂ S m,+,1 .
Recall that a linear operator τ : S n (C) → S m (C) is called completely positive if (1.1) holds. In Kronecker notation (2.5)
(Note that the complex space C n×n is S n (C) + ( √ −1)S n (C), and τ is a real transformation.) Observe that if A 1 , . . . , A l ∈ R m×n then τ (S n (R)) ⊂ S m (R). Clearly, completely positive operator is cone preserving. Furthermore,
Observe that
Hence τ is trace preserving if and only if A ′ = I n . We will assume the condition (1.2), unless stated otherwise. Such a mapping τ is called a quantum channel. 
In particular max In particular,
where A(τ ) is given by (1.6).
Proof. (2.1) yields that k j=1 λ j (Y ) is a convex function on S m (C), e.g. [3] . Therefore, k j=1 λ i (τ (X)) is a convex function on S n,+,1 . Since the extreme points of S n,+,1 are xx * , x ∈ C n , x * x = 1, we obtain max
Combine this equality with (2.1) to deduce (3.8) . Compare the maximum characterization (3.4) of σ 1 (τ ) with (3.8), (k = 1), to deduce (3.9). Assume now that (1.1) holds. Note that
Hence, for completely positive operator (3.8) is equivalent to (3.10). The CauchySchwarz inequality yields
Hence, the left-hand side of (3.10) is bounded above by max
(2.1) yield that the above maximum is equal to k j=1 λ j (A(τ )), which implies (3.11). 2
Lower bounds on minimal entropies
Recall that minimum entropy output of a quantum channel τ , denoted by H(τ ), is defined by (1.3) . Since H(Y ) is a concave function on S m,+ (F), and the extreme points of S n,+ (F) are of the form xx * , where x ∈ F n and x * x = 1 it follows that
Assume τ j : S n j (C) → S m j (C), j = 1, 2 are two quantum channels:
I.e.
Then τ 1 ⊗ τ 2 is quantum channel since
Also, it is straightforward to check that
Thus log λ 1 (A(τ )) is the first additive invariant on quantum channels. Note that
Hence we obtain that the minimum entropy output of quantum channels is subadditive (1.4). The additivity conjecture in quantum information theory states that equality always holds in (1.4) [10] . Let τ : S n (C) → S m (C) be a quantum channel. Then the sequence H(⊗ p τ ) is subadditive:
Hence the limit (1.5) exists. The aim of this paper to give a nontrivial lower bound on H r (τ ) for certain quantum channels. Assume that τ 1 , τ 2 are two quantum channels given by (4.2). Viewing τ 1 , τ 2 as linear transformation we get log τ 1 ⊗ τ 2 = log σ 1 (τ 1 ⊗ τ 2 ) = log σ 1 (τ 1 ) + log σ 1 (τ 2 ) = log τ 1 + log τ 2 . (4.6) Hence, log τ is the second additive invariant on quantum channels.
(3.11) for k = 1, (4.4) and (3.9) yield
Note that the proof of the above theorem yields that (4.7) always holds. However if min(λ 1 (A(τ )), τ ) ≥ 1 then the inequality (4.7) is trivial.
Proposition 4.2 Let τ be a quantum channel given by (1.1). Then
In particular, if m ≤ n then the condition either λ 1 (A(τ )) = 1 or σ 1 (τ ) = 1 holds if and only if m = n and τ * is a quantum channel.
Proof. Clearly,
Hence λ 1 (A(τ )) ≥ n m . Clearly, if m = n and A(τ ) = I n then λ 1 (A(τ )) = 1 and τ * is a quantum channel. Vice versa if m ≤ n and λ 1 (A(τ )) = 1 then m = n. Furthermore, all eigenvalues of A(τ ) have to be equal to 1, i.e. A(τ ) = I n .
Observe that the condition that τ of the form (1.1) is a quantum channel is equivalent to the condition τ * (I m ) = I n . As
we deduce that second inequality in (4.8). Suppose that m ≤ n and σ 1 (τ ) = 1. Hence m = n and σ 1 (τ * ) = τ * (
I n must be the left and the right singular vector of τ corresponding to the τ . I.e. τ (I n ) = I n , which is equivalent to the condition that τ * is a quantum channel.
2
In the next sections we will give examples for which λ 1 (A(τ )) < 1. In that case we can improve the lower bound for H r (τ ) ≥ − log λ 1 (A(τ )). Denote by m ′ ≥ 1 the smallest positive integer that
Since τ is trace preserving (3.11) yields that m ′ ≥ m. Note that m ′ > 1 if and only if λ 1 (A(τ )) < 1. Assume first that m ′ > 1. Let 10) where η(A(τ )) = 1 −
Note that in this case 0 ≤ η(A(τ )) ≤ λ m ′ (A(τ )). Hence
Theorem 4.3 Let τ be a quantum channel given by (1.1) . Let A(τ ) be given by (1.6) and assume that F(A(τ )) is defined as above. Then
In that case (4.12) is trivial.
Assume that λ 1 (A(τ )) < 1. Let
(3.11) implies that λ(τ (X)) ≺ η(A(τ )) for each X ∈ S n,+,1 . Since x log x is convex on R + it follows that −H(τ (X)) ≤ −F(A(τ )). Hence H(τ ) ≥ F(A(τ ). Similarly
Hence (4.12) holds in this case. 2
We remark that the inequality (4.11) shows that (4.12) is an improvement of the inequality H r (τ ) ≥ − log λ 1 (A(τ )) when λ 1 (A(τ )) < 1. Since the eigenvalues of ⊗ p A(τ ) are rearranged coordinates of the vector ⊗ p λ(A(τ )), it should not be too difficult to find the exact formula of the right-hand side of (4.12) in terms of λ(A(τ )).
Examples
Note that tr A(τ ) = 1. Hence λ 1 (A(τ )) < 1, unless a 1 , . . . , a l are colinear. (This happens always if m = 1.) We claim that
Hence λ 1 (A(τ )) < σ 1 (τ ) < 1 iff a 1 , . . . , a l are not colinear. Example 2. A quantum channel τ : S n (C) → S 1 (C) is of the form
(5.4) So λ 1 (A(τ )) = n ≥ 1. On the other hand
| tr(τ (X)y)| = max
Example 3. A quantum channel of the form (1.1), where m = n and (1.2) holds, is called a strongly self-adjoint if there exists a permutation π on {1, . . . , l} such that A * i = A π(i) for i = 1, . . . , l. So A(τ ) = I n and λ 1 (A(τ )) = 1. Note that τ is selfadjoint and τ (I n ) = I n . Since I n is an interior point of S n,+ it follows that σ 1 (τ ) = 1.
Example 4. Assume τ j : S n j (C) → S m j (C), j = 1, 2 are two quantum channels. Consider the quantum channel τ = τ 1 ⊗ τ 2 . Then log λ 1 (A(τ )) = log λ 1 (A(τ 1 )) + log λ 1 (A(τ 2 )), log σ 1 (τ ) = log σ 1 (τ 1 ) + log σ 1 (τ 2 ).
Thus, it is possible to have λ 1 (A(τ )) < 1 without the assumption that both τ 1 and τ 2 satisfy the same condition. Combine Example 1 and Example 3 to obtain examples of quantum channels τ : S n (C) → S mn (C), where n, m > 1 where λ 1 (A(τ )) < 1. Similar arguments apply for σ 1 (τ ).
Example 5. Recall that if B ∈ C m×n and C ∈ C p×q then
Assume τ j : S n j (C) → S m j (C), j = 1, 2 are two quantum channels given as in (4.2). Then τ 1 ⊕ τ 2 : S n 1 +n 2 (C) :→ S m 1 +m 2 (C) is defined as follows.
Clearly, τ 1 ⊕ τ 2 is a quantum channel. Furthermore,
Hence
The formula for σ 1 (τ 1 ⊕ τ 2 ) does not seems to be as simple as (5.6). By viewing S n 1 (C) ⊕ S n 2 (C) as a subspace of S n 1 +n 2 (C) we deduce the inequality 6 Bi-quantum channels Theorem 6.1 Let τ : S n (C) → S n (C) be a bi-quantum channel. Then σ 1 (τ ) = 1. Assume that n ≥ 2 and σ 2 (τ ) < 1. Then
Proof. Observe first that since τ and τ * are quantum channels if follows that ω := τ * τ is a self-adjoint quantum channel on S n (C). As ω preserves the cone of positive hermitian matrices, ω(I n ) = I n and I n is an interior point of S n,+ (C), the Krein-Milman theorem, e.g. [1] , it follows that 1 is the maximal eigenvalue of ω. Hence σ 1 (τ ) = 1. Observe next
We now estimate τ (xx * ) from above, assuming that x = 1. Consider the singular value decomposition of τ given by (3.1-3.2). Here m = n and we can assume that
Since σ 1 (τ ) = 1 and tr U 1 xx * = 1 √ n tr xx * = 1 √ n , we deduce that
Use the arguments of the proof of Theorem 4.1 to deduce (6.1). 2
