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1. Resumen
En la actualidad, debido a la evolucio´n de las tecno-
log´ıas de informacio´n y comunicacio´n, tenemos la po-
sibilidad de almacenar distintos tipos de informacio´n.
Podemos encontrar, por ejemplo en la Web, docenas de
billones de documentos y cientos de millones de ima´ge-
nes y otros tipos de datos tales como fotograf´ıas, audio
y video. Esta nueva coleccio´n de datos no estructura-
dos admite como modelo a las bases de datos me´tricas.
Ante la gran cantidad de informacio´n, para poder recu-
perar estos datos en forma ra´pida y eficiente han surgi-
do distintas alternativas de optimizacio´n. Una de ellas
son estructuras de indexacio´n y algoritmos de bu´sque-
das y otra es la optimizacio´n a trave´s de la aplicacio´n
de te´cnicas de computacio´n de alto desempen˜o.
Los sistemas disen˜ados para resolver problemas es-
pec´ıficos como los procesadores gra´ficos (GPU), han
comenzado a ser de gran intere´s para desarrollar pro-
blemas de computacio´n de pro´posito general ya que
proveen un bandwith de memoria extremadamente al-
to y gran poder computacional necesarios para compu-
tacio´n de alta performance y a un bajo costo.
La l´ınea de investigacio´n que se propone seguir pre-
tende evaluar la factibilidad de utilizar la GPU como
computadora masivamente paralela para obtener solu-
ciones de alto desempen˜o en base de datos me´tricas.
Entre las operaciones de intere´s se encuentran las con-
sultas.
2. Contexto
Esta propuesta de trabajo se lleva a cabo dentro
de la l´ıneas de Investigacio´n “ Computacio´n de Alto
Desempen˜o” y “ Recuperacio´n de Datos e Informacio´n
Multimedia” del proyecto “Nuevas Tecnolog´ıas para el
Tratamiento Integral de Datos Multimedia”. Este pro-
yecto es desarrollado en el a´mbito del Laboratorio de
Investigacio´n y Desarrollo en Inteligencia Computacio-
nal (LIDIC) de la Universidad Nacional de San Luis y
participa de Programa de Incentivos.
3. Introduccio´n
Muchas aplicaciones computacionales necesitan
buscar eficientemente informacio´n en bases de datos.
Actualmente ha surgido la necesidad de crear bases
de datos de informacio´n no estructurada, como por
ejemplo ima´genes, texto, sonido y video. Para realizar
consultas a estas bases de datos se han creado nuevos
modelos y algoritmos de bu´squeda ma´s generales que
aque´llos que buscan so´lo a partir de una clave en una
base de datos tradicional con informacio´n estructurada
[4].
Las consultas que pueden ser de intere´s en bases de
datos no estructuradas se denominan bu´squedas por si-
militud o bu´squedas por proximidad. La bu´squeda por
proximidad es la bu´squeda en Bases de Datos de ele-
mentos que sean similares o cercanos a un elemento
consultado. La similitud es modelada con la funcio´n
de distancia, la cual satisface entre otras propiedades
la desigualdad triangular y el conjunto de elementos
u objetos sobre los que se define es llamado espacio
me´trico [4].
Introducimos ahora la notacio´n ba´sica para el pro-
blema de satisfacer bu´squedas por proximidad. El con-
junto X denota el universo de objetos va´lidos. Un sub-
conjunto finito de e´l U, de taman˜o n, es el conjunto
de objetos o base de datos en donde se realizan las
bu´squedas. La funcio´n d : X ∗ X −→ R+ denota la
medida de distancia entre los objetos. Esta funcio´n de
distancia debe cumplir las propiedades de positividad
∀x, y ∈ X, d(x, y) ≥ 0, simetr´ıa (∀x, y ∈ X, d(x, y) =
d(y, x)), reflexividad (∀x ∈ X, d(x, x) = 0), desigual-
dad triangular ∀x, y, z ∈ X, d(x, y) ≤ d(x, y) + (d(y, z)
y en la mayor´ıa de los casos la positividad es estricta
(∀x, y ∈ X, x 6= y ⇒ d(x, y) > 0).
Dada una base de datos finita U ⊆ X , la cual es
un subconjunto del universo de objetos que pueden ser
procesados y una consulta q, el objetivo es recuperar
todos los objetos similares que se encuentren en la base
de datos [4, 21, 20]. Mientras ma´s chica sea la distancia
entre los objetos ma´s similares son dichos objetos.
Existen tres tipos ba´sicos de consultas por proximi-
dad en espacios me´tricos:
Consulta por rango(q, r)d: recupera los elementos
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que esta´n a lo ma´s a distancia r de q.
Consulta por vecino ma´s cercano NN(q): recu-
pera el vecino ma´s cercano a q en U.
Consulta por k vecinos ma´s cercanosNNk(q): re-
cupera los k vecinos ma´s cercanos a q en U.
Si tenemos un base de datos de cardinalidad n,
todas estas consultas pueden ser resueltas ejecutando
n evaluaciones de distancia. Generalmente el nu´me-
ro de evaluaciones de distancias ejecutadas es la me-
dida de complejidad de los algoritmos. El desaf´ıo
es disen˜ar un algortimo de indexacio´n eficiente que
reduzca el nu´mero de las evaluaciones de distancia
[4, 21, 20, 15, 19, 3, 14, 6].
Los algoritmos de indexacio´n permiten construir a
priori un ı´ndice, una estructura de datos capaz de aho-
rrar computaciones de distancias al responder consul-
tas por proximidad.
En general todos los algoritmos de indexacio´n par-
ticionan el conjunto X en subconjuntos Xi. Se cons-
truye un ı´ndice para permitir determinar una lista de
subconjuntos Xi de candidatos potenciales a contener
objetos relevantes para la consulta. Durante la consul-
ta, se busca en el ı´ndice para encontrar los subcon-
juntos relevantes y luego se inspeccionan exhaustiva-
mente todos estos conjuntos. Todas estas estructuras
trabajan sobre la base de descartar elementos usando
la desigualdad triangular [4]. Existen distintos me´todos
de indexacio´n, entre ellos se encuentran el me´todo por
pivotes [21, 20, 4] y el de los permutantes [15].
Dadas las ventajas de poder computacional, bajo
costo, continua evolucio´n, bandwidth de memoria, fle-
xibilidad y programabilidad de la GPU, y a pesar de
la limitacio´n y dificultad para resolver cualquier tipo
de aplicaciones siguiendo un modelo de programacio´n
no usual [1, 13, 11], se intenta aprovechar la gran po-
tencia de ca´lculo de las GPU para aplicaciones no re-
lacionadas con los gra´ficos, en lo que se conoce como
GPGPU (General Purpose GPU) [16]. En nuestro caso,
considerando que las bu´squedas sobre grandes espacios
me´tricos son de gran complejidad hemos considerado
implementar estas bu´squedas en forma paralela.
Por muchos an˜os la GPU fue utilizada exclusiva-
mente para acelerar el ca´lculo de ciertas aplicacio-
nes relacionadas directamente con el procesamiento de
ima´genes, en aplicaciones como videojuegos o 3D inter-
activas, por ejemplo. Su buen desempen˜o en este a´mbi-
to, junto a su constante y ra´pida evolucio´n (comparada
con los microprocesadores de propo´sito general) y un
nu´mero de instrucciones menor [10, 13], ha permitido
desarrollar un modelo de superco´mputo casero en don-
de, con menos recursos econo´micos de los requeridos
para comprar una PC, es posible resolver cierto tipo
de problemas aplicando un modelo de paralelismo ma-
sivo sobre una arquitectura de procesadores con varios
nu´cleos, memoria compartida y soporte multihilos.
Existen alternativas para procesamiento en GPU,
la ma´s ampliamente utilizada es la tarjeta Nvidia, pa-
ra la cual se ha desarrollado un kit de programacio´n
en C, con un modelo de comunicacio´n de datos y de
control de hilos proporcionado por un driver, el cual
provee una interfaz GPU-CPU [9]. Este ambiente de
desarrollo llamado Compute Unified Device Architec-
ture (CUDA) ha sido disen˜ado para simplificar el tra-
bajo de sincronizacio´n de hilos y la comunicacio´n con
la GPU [5, 12] propone un modelo de programacio´n
SIMD (Simple Instruccio´n, Mu´ltiples Datos) con fun-
cionalidades de procesamiento de vector.
4. L´ıneas de Investigacio´n y
Desarrollo
Utilizar arquitecturas dedicadas, como la GPU, pa-
ra resolver computacionalmente problemas de natura-
leza distinta a la de ellas, implica plantear soluciones
paralelas al problema enunciado teniendo en cuenta el
modelo de programacio´n propio de la interface.
Las l´ıneas de investigacio´n y desarrollo que actual-
mente se siguen se pueden dividir en dos a´reas, la re-
lacionada a las te´cnicas de indexacio´n y resolucio´n de
consultas en espacios me´tricos, y la referida a otras ope-
raciones para bases de datos sobre espacios me´tricos.
A continuacio´n se describen cada una de ellas.
4.1. Te´cnicas de Indexacio´n
Como se menciono´ previamente, para resolver las
consultas a bases de datos me´tricas de manera eficien-
te se debe construir un ı´ndice sobre la base de datos.
La idea en este caso es acelerar las bu´squedas a trave´s
de almacenar algunas distancias y utilizar la desigual-
dad triangular para ahorrarnos, durante las consultas,
algunos ca´lculos de distancia y tambie´n a trave´s del uso
de te´cnicas de computacio´n de alto desempen˜o sobre el
proceso.
Consultas: Existen distintos tipos de consultas pa-
ra bases de datos, que han sido adaptadas para espacios
me´tricos. Las ma´s conocidas son:
(q, r)d: recupera los elementos que esta´n den-
tro de una distancia r de q ((q, r)d = {x ∈
U, d(q, x) ≤ r}). Una consulta por rango pue-
de ser resuelta seleccionando cada elemento de la
base de datos, uno por uno y calcular su distancia
a la consulta.
Consulta por vecinos ma´s cercanos NN(q): re-
cupera los vecinos ma´s cercanos a q en U. Las
consultas para encontrar los vecinos ma´s cerca-
nos pueden ser solucionadas con los algoritmos
que resuelven las consultas por rango. Esto se lo-
gra mediante distintas te´cnicas:
• De Radio Incremental : El algoritmo para la
bu´squeda de los vecinos ma´s cercanos con
esta te´cnica esta´ basado en usar un algorit-
mo de rango como sigue: La bu´squeda de q
con radio fijo r = aiε, (a > 1), inicia con
i = 0 y se incrementa i hasta que al menos
el nu´mero deseado de elementos (1 o (k))
este´n dentro del radio de consulta r = aiε.
Despue´s hay un refinamiento del radio entre
r = aiε y r = ai−1ε. Dado que la compleji-
dad de las bu´squedas por rango crece abrup-
tamente con el radio de bu´squeda, el costo
de este me´todo es semejante al costo de una
bu´squeda por rango con el radio apropiado
(cuando se conoce originalmente). El incre-
mento de a puede ser muy pequen˜o (a→ 1)
para evitar que el radio de consulta sea mu-
cho ma´s grande de lo necesario.
• Backtracking con Reduccio´n del Radio: Una
bu´squeda ma´s elaborada de los vecinos ma´s
cercanos con esta te´cnica (en principio pa-
ra k = 1) consiste en iniciar la bu´squeda
con r∗ = ∞. Cada vez que la consulta q es
comparada contra un elemento p en la base
de datos, se actualiza el radio de bu´squeda
r∗ ← mı´n(r∗, d(q, p)) y continu´a la bu´sque-
da con el radio reducido. A medida que se
encuentran elementos ma´s cercanos a la con-
sulta, el radio se reduce y se refleja en una
bu´squeda menos dif´ıcil. Por esta razo´n es
importante tratar de encontrar ra´pidamen-
te los elementos ma´s cercanos.
Consulta por k vecinos ma´s cercanos NNk(q):
Esta consulta recupera los k vecinos ma´s cerca-
nos a q en U. Resolver bu´squedas de los k vecinos
ma´s cercanos es una extensio´n de alguno de los
algoritmos descriptos anteriormente. Se mantie-
nen los k elementos ma´s cercanos conocidos en
cada momento y el radio se reduce a la distan-
cia ma´xima entre aquellos k elementos. Cada vez
que se compara un elemento contra la consulta,
e´ste podr´ıa reemplazar a algu´n elemento de los
candidatos y por lo tanto deber´ıa actualizarse el
radio de consulta.
Indices: En [4, 21, 20] aparecen numerosos me´to-
dos de indexacio´n que pueden ser utilizados para resol-
ver los tipos de consultas mencionados. En particular
en [15] aparece una nueva te´cnica que permite resolver
muy eficientemente las consultas, siempre y cuando se
admita una respuesta no exacta. La bu´squeda por si-
militud no exacta es razonable en muchas aplicaciones
debido a que la extraccio´n de caracter´ısticas ya implica
una aproximacio´n a la realidad y por lo tanto una se-
gunda aproximacio´n durante las bu´squedas es, en gene-
ral, aceptable. Describimos a continuacio´n brevemente
la misma:
Permutantes: Los ı´ndices me´tricos existentes ha-
cen uso de la desigualdad triangular para responder
consultas de proximidad, ya sea partiendo el espacio
en regiones compactas o utilizando distancias precal-
culadas a un conjunto distinguido de elementos.
En [15, 2] se presento´ una nueva alternativa para
resolver el problema, representando los elementos co-
mo permutaciones. La idea principal es seleccionar un
conjunto de elementos P ⊂ U , donde | P |= k; a es-
te conjunto se lo llama permutantes. En la indexacio´n,
cada elemento u ∈ U ordena los elementos de P por
distancia creciente a u. No´tese que cada elemento de
la base de datos, una vez que ordena el conjunto P ,
podr´ıa distinguirse respecto a otro u’ usando so´lo am-
bos o´rdenes, lo que nos es claramente u´til para acotar
la bu´squeda.
Al momento de responder una consulta q, tambie´n
se genera un orden en el conjunto de permutantes P
de acuerdo a su cercan´ıa a q. De la diferencia entre el
orden producido en P por q y por u, se puede inferir
si u es menos relevante para q, y al menos estimar la
semejanza entre u y q (sin posibilidad de descartarlo).
De la comparacio´n experimental de esta te´cnica
contra el estado del arte, en diversos espacios reales y
sinte´ticos, se concluye que las permutaciones son mu-
cho mejores predictores de proximidad que las te´cnicas
hasta ahora usadas, sobre todo en dimensiones altas.
Generalmente basta revisar una pequen˜a fraccio´n de
la base de datos para tener un alto porcentaje de la
respuesta correcta.
4.2. Otras Operaciones
Algunas operaciones que podr´ıan ser de intere´s en
bases de datos me´tricas y que pueden ser optimizadas
mediante la inclusio´n te´cnicas de programacio´n de al-
to desempen˜o son: join por similitud y join por rango.
Cada una
Join por similitud Es el complemento necesario
ma´s importante para las bu´squedas de vecinos
ma´s cercanos. No es muy utilizado ya que tiene
una complejidad cuadra´tica para grandes colec-
ciones de datos [8, 7]. Dado dos conjuntos de ob-
jetos, se debe encontrar pares de objetos (uno de
cada conjunto) que satisfagan el mismo predicado
de similitud [17, 18]. La comunidad de recupera-
cio´n de informacio´n siempre ha considerado que
los resultados de una bu´squeda se muestran como
un ranking en una lista de objetos. Dado una con-
sulta algunos objetos son ma´s importantes para
la consulta que otros y los usuarios esta´n interesa-
dos en los objetos ma´s relevantes, es decir los que
esta´n en la parte ma´s alta del ranking [4, 15, 2].
En [8] se propone extender la estructura de ı´ndi-
ce me´trico D-index [6] y comparar dos algoritmos
constru´ıdos para join por similitud para bu´sque-
das en espacios me´tricos. Las implementaciones
de los algoritmos estudiados, consulta por rango
y overloading join (auto-join por similitud) [8],
no logran eliminar la complejidad cuadra´tica de
los joins por similitud pero si logran una mejora
significativa en la performance.
Join por rango Es una variante del join por simi-
litud. Dadas dos bases de datos A,B ⊂ X y una
distancia l´ımite r > 0, se deben encontrar todos
los pares de objetos a una distancia no mayor
que r. Este join ba´sicamente resuelve varias con-
sultas por rango, donde las consultas provienen
de un conjunto y los objetos relevantes para ca-
da consulta provienen del otro conjunto. Por lo
tanto, calcular el join por rango consiste en in-
dexar un conjunto y luego solucionar consultas
por rango para cada elemento del otro conjunto.
Siguiendo este enfoque tambie´n se puede indexar
ambos conjuntos para acelerar todo el proceso.
En [17, 18], en cambio se ha propuesto indexar el
join de ambos conjuntos, presentando una nueva
propuesta para ı´ndice me´trico que han denomi-
nado list of twin clusters (LTC). LTC ha sido uti-
lizada como un ı´ndice para solucionar joins por
similitud y tambie´n como un ı´ndice para solucio-
nar otras primitivas ba´sicas como k-closest pair
join. Los experimentos realizados para la evalua-
cio´n de LTC para verificar los join por similitud
y sus variantes han mejorado sobres las alterna-
tivas ba´sica de tiempo cuadra´tico y que LTC es
competitiva respecto de LC cla´sicas (list of clus-
ters) [3, 14] para resolver consultas por rango.
Adema´s se demostro´ que esta te´cnica tiene gran
potencial para mejoras.
El comu´n denominador de los l´ıneas planteadas es el
ra´pido crecimiento del volumen de datos y la necesi-
dad de resolverlos en forma ra´pida, eficiente y precisa.
Analizar las ventajas y desventajas de utilizar la tec-
nolog´ıa de GPU y su modelo de programacio´n asocia-
do para implementar en forma paralela las estructuras
planteadas para base de datos me´tricas constituye una
innovadora l´ınea de investigacio´n.
Actualmente se esta´ desarrollando la te´cnica de per-
mutantes considerando las caracter´ısticas del modelo
CPU-GPU, lo cual implica la aplicacio´n del modelo
STMD (Single Threads Multiple Data), el costo de las
transferancias entre CPU y GPU, y la jerarqu´ıa de me-
morias propia de la GPU .
5. Resultados y Objetivos
El principal aporte de esta l´ınea de investigacio´n es
analizar la factibilidad de utilizar la arquitectura GPU
y su modelo de programacio´n en el desarrollo de solu-
ciones de alto desempen˜o a problemas de propo´sito ge-
neral, particularmente sobre bases de datos me´tricas,
estableciendo los l´ımites del modelo CPU-GPU para
soluciones eficientes y eficaces de consultas y operacio-
nes en ellos.
Los actuales desarrollos nos permitira´n evaluar y
comparar el rendimientos de las soluciones secuenciales
y paralelas, no so´lo respecto a la velocidad y consecuen-
te aceleracio´n de las soluciones, sino tambie´n respecto
a la eficiencia de ambas implementaciones.
6. Formacio´n de Recursos Hu-
manos
Los resultados esperados respecto a la formacio´n de
recursos humanos son hasta el momento una tesis de
maestr´ıa en desarrollo y dos trabajos de fin de carrera
de la Licenciatura en Ciencias de la Computacio´n.
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