Abstract. The problem is to predict a value y ∈ Y (output, class) from an observed value of a vector x ∈ X (predictors, inputs, attributes), the relations between y and x given in (empirical) data D = {(xi, yi) : i = 1, . . . , N }, listing N observed pairs. We propose an estimation algorithm using a classification of D in clusters {Ω1, . . . , Ωm}, based on a distance function in X × Y . For each cluster Ωi compute the centroid yi of y, and denote the X-projection of Ωi by Ω X i . Prediction of y given x ∈ X is done by assigning the point x to a nearest projected cluster, say Ω X i , and using yi as estimate for y. Numerical tests show the method, in its basic general form, to give accurate predictions for well-known data sets.
Introduction
A variable y (dependent variable, class membership, or output) is assumed to depend in some fashion on n variables x = (x 1 , . . . , x n ) (independent variables, predictors, attributes, or inputs). The variables y and x take values in sets Y and X = X 1 × X 2 × · · · × X n , respectively, where Y and the X i are real intervals or finite sets, in particular {0, 1}.
The relation between y and x is known only through an empirical data set D = {(x 1 , y 1 ), . . . , (x N , y N )} consisting of N previously observed points (x, y) ∈ X × Y .
The problem is to predict the value of y corresponding to an observed value of x ∈ X. This problem appears in many areas and contexts, including statistical estimation, regression, learning theory, and artificial intelligence. In typical applications, the values of x can be observed or measured with low cost, but the exact determination of y is complicated and costly, hence the need to predict y given x.
For example, in typical medical applications y takes two values (e.g. 0 or 1), denoting respectively the absence or presence of disease. The values x = (x 1 , . . . , x n ) come from diagnostic tests. The determination of y dictates the course of treatment, in particular, y = 1 may result in additional tests or even surgery. In general, the two possible errors: type 1 (false positive): declaring y = 1 when it is = 0, and type 2 (false negative): declaring y = 0 when it is = 1, differ in their consequences, with type 2 more serious.
Many data sets are available in the public domain. A good repository of machine learning databases is available from the University of CaliforniaIrvine (UCI), see [17] .
We assume that suitable distance functions, denoted by d X and d Y , are defined on X and Y , respectively 1 . For example, if X ⊂ R n and Y ⊂ R we can use
where · is the Euclidean norm on R n , restricted to X. The distances d X and d Y can be combined to form a distance function d on X × Y in several ways. We use the distance
where:
• the product α n is a scaling factor, with • n, the dimension of the vector x, used to equalize the effects of x and the scalar y, and the • parameter α ≥ 0 controls the relative importance of the y-component for the distance d, see § 4 below. We propose a method for predicting y given x ∈ X, using a classification of the data D into clusters {Ω 1 , . . . , Ω m }. The i th-cluster Ω i has a centroid µ i = (x i , y i ) of its x and y components, respectively. Each cluster Ω i is computed, recursively, as all points (x, y) in D that are closer to µ i than to any other mean µ j , see § 2 for details. The X-projection of a cluster Ω i is the set Ω X i ⊂ X consisting of all vectors x with (x, y) ∈ Ω i . Having thus classified the data D, any point x ∈ X can be assigned to some projected cluster Ω X i with closest X-mean x i . The corresponding Ymean, y i , is then used as prediction of y. If Y is a discrete set, the values of y i need discretization. In particular, if Y = {0, 1}, a cut-off value p is used to infer
The nearest mean reclassification algorithm
A well known clustering technique is the Nearest Mean Reclassification Algorithm (NMRA) [9] or Iterative Self-Organizing Data Analysis (ISO-DATA), [19] . The number of clusters m is specified. If the class variable is discrete, y ∈ {1, . . . , l} then m must be ≥ l. The k th-iteration begins with a partition (or clustering)
A center (mean, centroid) µ k i of each Ω k i is computed (Algorithm 1, step 2), and points v j ∈ Ω k i are reassigned to other clusters if closer to their centers than to µ k i , (Algorithm 1, step 4). The algorithm stops (if no reassignments are possible) or proceeds with the new partition Ω k+1 = {Ω k+1 1 , . . . , Ω k+1 m } reflecting the reassignments. The general iteration is described as follows:
(the number of reassignments)
Remark.
Step 4 (reassignment) in Algorithm 1 may leave a cluster Ω k p empty, having "lost" all its customers to nearer facilities. The next partition Ω k+1 may therefore have fewer than m nonempty clusters.
Numerical experience
The proposed method was tested on many datasets. We report the results for six representative datasets from UCI [17] , described briefly in the Appendix. A summary of our procedure:
(1) Each dataset was partitioned at random into a training set (consisting of 80% of the observations) and a testing set (the remaining 20%) (2) The training set was clustered using Algorithm 1 Note that the percentages of means of correct predictions, type 1 errors and type 2 errors add to 100%.
The last two columns of Table 1 give the best (Max) and the worst (Min) performances, in percentages of correct predictions, from among the 33 algorithms (22 decision tree, 9 statistical and 2 neural network algorithms) compared in [14] . The procedure was ten-fold cross validation, with 90% of the dataset in the training set, and 10% used for testing. There was no overall champion; the winning algorithm in one dataset, may be an also-ran in another dataset.
We are confident that our results, based on 50 random replications, represent the average performance of our algorithm. Not knowing the statistical procedure used in [14] , it is not possible to relate our results to the "Max" and "Min" of the last two columns.
In spite of its simplicity, the proposed algorithm, even in its elementary form given above, performed very well on some datasets, notably Breast Cancer and Hepatitis, and performed credibly on others. An explanation would require statistical analysis, deferred for future research. For now it suffices to note that for the method to work, the relation between x and y needs some kind of monotonicity, e.g.,
for any two clusters Ω 1 , Ω 2 with means (x 1 , y 1 ), (x 2 , y 2 ). In particular (for clusters consisting of single points),
for any three points (x, y), (x 1 , y 1 ), (x 2 , y 2 ). The monotonicity (6) holds in the case of affine relation between x = (x 1 , . . . , x n ) and y, say,
for some constants {ξ i : i ∈ 0, n}. Therefore, the method proposed here is expected to work well if linear regression works. In general, the best one can expect is a probabilistic version of (6), with the metric inequality in the right side replaced by a probabilistic inequality.
The role of the parameter α
We recall that the role of the parameter α in the distance function
is to control the relative importance on the y-component. For α = 0 the distance function d((x 1 , y 1 ), (x 2 , y 2 )) reduces to d X (x 1 , x 2 ). As α increases, the distance d depends more on y, and less on the x-component. If the class variable y is binary, and if α is sufficiently large, then the clustering algorithm will partition the dataset into two clusters, one with y = 0, the other with y = 1, regardless of how many clusters were in the initial partition 2 . We call a partition where all points (x, y) in a cluster have the same value of y a pure class partition. As expected, increasing the parameter α eventually results in a pure class partition. If the prediction algorithm still gives good predictions, there is indication that the dataset in question has a special structure, that we call class separability. A data set is binary class separable if it is class separable, and the class variable is binary.
Our algorithm is greatly simplified for binary class separable datasets, requiring no computation in the clustering stage, and a trivial computation in the other two stages:
Clustering: assign all points (x, 0) to the cluster Ω 0 , and all points (x, 1) to the cluster Ω 1 . Centers: compute the x-centers x 0 and x 1 of Ω X 0 and Ω X 1 , respectively. Prediction: given a point (x, y), determine the class value:
We see below that the Breast Cancer dataset is binary class separable: our algorithm gives good predictions even for large values of α that resulted in pure class partition. Treating the Breast Cancer dataset with sophisticated tools (see, e.g., [15] - [16] ) does not give significantly better results than the above elementary procedure. The Diabetes data set, on the other hand, is not class separable, and may even be missing some important explaining variables.
We illustrate here the role of α for these two extreme datasets: Breast Cancer and Diabetes.
Summary of procedure: The algorithm was tested for 20 different values of α, starting at α = 10 −6 , and having step 0.25. In all runs, we used the same initial partitioning, the same initial number of clusters = 6, and the same cutoff p = 0.5. Figure 1 displays the dependence of correct predictions percentage on α for the Breast Cancer dataset. Figure 2 shows that the number of nonempty clusters decreases as a function of α, giving a pure class partition for α ≥ 2.75. Figure 1 then shows, for all α ≥ 2.75, a stable correct predictions percentage of about 97%. The Breast Cancer dataset is thus class separable, as claimed. Figures 3-4 are the analogous illustrations for the Diabetes dataset. Figure 4 shows that the number of nonempty clusters decreases to 2 for α ≥ 8.5, and the percentage of correct predictions (in Figure 3) approaches 76%.
Sensitivity to the number of clusters
We next study the importance of the initial number of clusters. For the Breast Cancer dataset the results do not depend on the number of initial clusters (as is the case in general for class separable datasets). The results for the Diabetes dataset are shown in Figure 5 . The algorithm was tested for initial numbers of clusters from 3 to 10, using the same initial partition, the same α = .4 and the same cutoff p = 0.5. We see that the percentage of correct predictions is almost insensitive to the initial number of clusters. Finally we tested the dependence of the predictions accuracy on the cutoff value p used in (4). The results are shown in Figure 6 for Breast Cancer, and in Figure 7 for Diabetes.
Summary of procedure: The algorithm was tested for values of p from 0.2 to 1, with step 0.1. All tests used the same initial partition, the same initial number of clusters = 6, and the same α = 0.4. Since the Breast Cancer dataset is class separable, it is remarkably insensitive to the cutoff value p. Indeed, any value 0 < p < 1 can serve as cutoff. This is illustrated in Figure 6 .
The Diabetes dataset, on the other hand, shows a dependence of the accuracy of predictions on the cutoff p, with the optimal cutoff at about 0.5.
Future research
The importance of class separable datasets, such as Breast Cancer, suggests studying statistical properties of datasets that may shed light on this phenomenon. Monotonicity properties of datasets, such as (5), need to be clarified. For improved performance on given datasets, the method will need modifications, specific for the data set in question. The objects of modification include:
• the distance d X on X (including the Mahalanobis distance [10] , variance and entropic distances), • the distance d on X × Y , • the parameter α, • the initial number of clusters, and • the binarization cut-off p in (4).
These topics are left for future research.
