Observations of the molecular gas in galaxies are vital to understanding the evolution and starforming histories of galaxies. However, galaxies with molecular gas maps of their whole discs having sufficient resolution to distinguish galactic structures are severely lacking. Millimeter wavelength studies at a high angular resolution across multiple lines and transitions are particularly needed, severely limiting our ability to infer the universal properties of molecular gas in galaxies. Hence, we conducted a legacy project with the 45 m telescope of the Nobeyama Radio Observatory, called the CO Multi-line Imaging of Nearby Galaxies (COMING), which simultaneously observed 147 galaxies with high far-infrared flux in 12 CO, 13 CO, and C 18 O J = 1 − 0 lines. The total molecular gas mass was derived using the standard CO-to-H 2 conversion factor and found to be positively correlated with the total stellar mass derived from the WISE 3.4 µm band data. The fraction of the total molecular gas mass to the total stellar mass in galaxies does not depend on their Hubble types nor the existence of a galactic bar, although when galaxies in individual morphological types are investigated separately, the fraction seems to decrease with the total stellar mass in early-type galaxies and vice versa in late-type galaxies. No differences in the distribution of the total molecular gas mass, stellar mass, and the total molecular gas to stellar mass ratio was observed between barred and non-barred galaxies, which is likely the result of our sample selection criteria, in that we prioritized observing FIR bright (and thus molecular gas-rich) galaxies.
Introduction
How and where stars form in galaxies are clues to understanding galaxy evolution, and require information about the distribution, dynamics, and physical properties of their molecular gas content. H II regions and massive stars are found in spiral arms (Lynds 1980; García Gómez & Athanassoula 1993; Thilker et al. 2002; Oey et al. 2003; Bresolin et al. 2005) , while only a few are found in the bar of some barred spiral galaxies James et al. 2004; Hernandez et al. 2005; Erroz-Ferrer et al. 2015) . Interacting and merging galaxies often display an abundance of star-forming regions in both their interface regions, especially compared to their spiral arms Wang et al. 2004; Torres-Flores et al. 2014) , while little new stars form even in the spiral arms of some galaxies (van den Bergh 1976; Kennicutt & Edgar 1986; Masters et al. 2010; Fraser-McKelvie et al. 2016) . These observational results indicate that star for-mation is not uniform both within and between different galaxies. Some questions must be answered for us to understand the causes of a variety of star formations within a galaxy and among galaxies.
Many studies have observed the distribution and dynamics of molecular gas in galaxies. Molecular gas in spiral galaxy M 51 is primarily concentrated along the two grand-design spiral arms, but also detected in the interarm regions (García-Burillo et al. 1993; Nakai et al. 1994) . The velocity of molecular gas qualitatively changes at the spiral arm in accordance with density wave theory, and the estimated elliptical motion can explain the surface density contrast of the molecular gas between the spiral arms and the interarm regions . Flocculent galaxies also display molecular gas concentrations along their spiral arms, such as in NGC 5055 ). Onthe-fly (OTF) observations of the barred spiral galaxy M 83 showed that the CO disc has a sharp edge, while the H I disc more gradually extends to larger radii (Crosthwaite et al. 2002) .
In the recent years, CO observations with high spatial resolution have resolved giant molecular clouds (GMCs) in galaxies. Giant molecular cloud associations (GMAs) are dominant in the spiral arms and broken up into GMCs in the interarm regions in M 51 ). In the barred spiral galaxy NGC 4303, the molecular gas in the bar has a lower star formation efficiency (SFE) than that in the spiral arms, where the SFE is the star formation rate (SFR) divided by the molecular gas mass (Momose et al. 2010) . The SFE depends on the environment at subkpc scales, and increases with the surface density of the molecular gas (Momose et al. 2013) . Meanwhile, in the local spiral galaxy M 33, the molecular gas fractions are loosely correlated with the neutral gas fraction observed at the GMC scales, with particular variations in the inner disc (Tosaki et al. 2011) . A CARMA (Combined Array for Research in Millimeter Astronomy interferometer) and Nobeyama Nearby galaxies (CANON) survey resolved approximately 200 GMCs in the inner discs of five galaxies and revealed that they are similar to those in the Milky Way (Donovan Meyer et al. 2013) . PAWS (Plateau de Bure Interferometer Arcsecond Whirlpool Survey, Schinnerer et al. 2013) observed M 51 at ∼ 40 pc resolution and found that the dynamical environment of the GMCs significantly influences their star-forming capability (Meidt et al. 2013) , and that feedback from massive stars affects the dependency of the GMC properties on the environment (Colombo et al. 2014) . Observations of M 100 with Atacama Large Millimeter/Submillimeter Array (ALMA) revealed that the GMA properties depend on the environment: GMAs are compact in the circumnuclear region, but diffuse in interarm regions, and their velocity dispersions are higher in the circumnuclear region and the bar than the other regions (Pan & Kuno 2017) .
A few notable systematic surveys have mapped gas across the entire surface of galaxies at a sub-kpc resolution. Berkeley-Illinois-Maryland Association millimeter interferometer Survey of Nearby Galaxies, also known as BIMA SONG, imaged 44 nearby galaxies ) via interferometry and single-dish observations. Meanwhile, the Nobeyama CO Atlas of nearby galaxies ) mapped 40 galaxies with a single-dish telescope. These observations revealed higher molecular gas concentrations toward the galactic center in barred spiral galaxies compared to unbarred spirals (Sheth et al. 2005; Kuno et al. 2007 ). Some galaxies located near the center of the Virgo cluster have revealed a higher fraction of molecular gas to the total neutral gas, including H I gas, which is interpreted as ram pressure stripping of H I gas or induced molecular gas formation caused by a higher external pres-sure in cluster environments (Nakanishi et al. 2006) . A total of 28 Virgo cluster spirals were also mapped with the Five College Radio Astronomy Observatory (FCRAO) 14 m telescope (Chung et al. 2009b) ; however, some galaxies overlap with one another. The total number of mapped galaxies in these three surveys was 74.
Many mapping observations of molecular gas, whose sample size numbers were 10 or fewer, and surveys with interferometers covering only the central regions have also been made [Sakamoto et al. 1999; Sofue et al. 2003 ; CARMA STING (Survey Toward Infrared-bright Nearby Galaxies), Rahman et al. 2012 ]. However, combining such data is not necessarily suitable for comparing many galaxies because spatial resolutions and instrument sensitivity can wildly differ between surveys. In addition, observations with interferometers alone miss extended emission (i.e., are "resolved out"); hence, there are concerns that such observations underestimate the total molecular gas mass of the target galaxies. If mapping does not extend across the entirety of the galactic disc, then correct information on the molecular gas and star formation in outer regions, particularly in interacting galaxies, are impossible to obtain.
Surveys targeting higher-J transitions have also been conducted, although they carry added caveats for estimating the total molecular gas masses of the target galaxies. HERACLES (HEterodyne Receiver Array CO Line Extragalactic Survey, Leroy et al. 2009 ) provided sensitive images of 48 nearby galaxies in 12 CO (J = 2 − 1). The relation between the surface density and the velocity dispersion of GMCs in nearby galaxies was reported (Sun et al. 2018 ) based on the recent very high-resolution observations with ALMA in 12 CO (J = 2 − 1) [PHANGS-ALMA (Physics at High Angular resolution in Nearby Galaxies with ALMA), A. K., Leroy, et al. (in preparation) ]. JCMT Nearby Galaxies Legacy Survey (NGLS, Wilson et al. 2012 ) mapped 155 galaxies in 12 CO (J = 3 − 2). Such high transition data are particularly useful for excitation analysis combined with J = 1−0. However, the estimation of the molecular gas mass assuming a constant intensity ratio has a considerable uncertainty (e.g., J = 2 − 1/J = 1 − 0) because the ratio is not constant within a galaxy (Sakamoto et al. 1997; Koda et al. 2012; Leroy et al. 2013) .
Several single-point observations have provided key insights into the relation between molecular gas content and galaxy morphology and evolution. The FCRAO survey of 300 galaxies reported that the molecular gas distribution against the optical galaxy size depends on morphology (Young et al. 1995) . Komugi et al. (2008) observed 68 galaxies. They showed larger central concentrations of molecular gas in earlier-type galaxies and the impact of the inner bulge on the gas concentrations. Large CO surveys have recently provided clues of galaxy evolution by comparison with stellar mass information. COLD GASS [CO Legacy Data base for the GASS (GALEX Arecibo SDSS Survey)] observed ∼ 350 galaxies and showed that the relation between molecular gas fraction and stellar mass strongly depends on NUV − r color (Saintonge et al. 2011 ). The Herschel Reference Survey observed 59 galaxies ) and illustrated that the molecular gas mass fraction only slightly depends on morphology, but strongly depends on the stellar mass and the specific SFR (Boselli, et al. 2014b) . The fraction increases with the redshift in the range of 0 < ∼ z < ∼ 3 (Daddi et al. 2010; Popping et al. 2012; Saintonge et al. 2013; Popping et al. 2015; Dessauges-Zavadsky et al. 2017) , and this evolution depends on the stellar mass (Dessauges-Zavadsky et al. 2015; Morokuma-Matsui & Baba 2015) .
We have limited spatially resolved information on the physical conditions of molecular gas (e.g., whether the density and the temperature of molecular gas in GMCs differ between the arm, interarm, and bar regions of disc galaxies). Although the most general tracer of molecular gas in galaxies is 12 CO (J = 1 − 0), we cannot estimate the molecular gas density and the temperature from a single transition. Molecular lines are excited under various physical conditions; hence, we have to observe multiple lines to constrain the physical conditions of molecular gas. In the case of multiple 12 CO line observations, we have to carefully compare the data because the line frequencies are very different from each other, and as a result, different lines are measured with different telescopes or taken at different spatial resolutions. Although we can observe 13 CO or C 18 O lines with the same telescope at nearly the same spatial resolution, these lines are very weak, and mapping the whole disc is a time-consuming task [Watanabe et al. 2011; CARMA STING, Cao et al. 2017 ; EMPIRE (EMIR Multiline Probe of the ISM Regulating Galaxy Evolution) survey, Cormier et al. 2018 ]. Such efforts have revealed the properties of molecular gas in several local galaxies. In the bar ends of NGC 3627, the 12 CO and 13 CO measurements suggest a very high molecular gas density, which results in a very high SFE (Watanabe et al. 2011) . In contrast, the 12 CO / 13 CO intensity ratios do not clearly correlate with the SFR (Cao et al. 2017) . Despite such efforts, a great deal of progress must still be made on understanding how the properties of molecular gas varies both within and between galaxies.
High-resolution and high-sensitivity mapping capabilities have recently expanded targets from local spiral galaxies to early-type or low-z galaxies. The CARMA ATLAS 3D molecular gas imaging survey observed 30 early-type galax-ies and showed various CO morphologies and a wide distribution of 13 CO / 12 CO ratios (Alatalo et al. , 2015 . Meanwhile, the Evolution of Molecular Gas in Normal Galaxies (EGNoG) survey imaged 31 star-forming galaxies from z = 0.05 to z = 0.5 and illustrated molecular gas depletion times and fractions (Bauermeister et al. 2013 ). The Extragalactic Database for Galaxy Evolution (EDGE) -Calar Alto Legacy Integral Field Area (CALIFA) survey ) observed 126 relatively distant galaxies and presented a fairly constant molecular-to-stellar mass ratio across spiral galaxies and an approximately linear relation between the resolved surface densities of the SFR and molecular gas. Meanwhile, the Valparaíso ALMA Line Emission Survey (VALES) observed 67 galaxies up to z = 0.35 with ALMA and found that the molecular gas distribution is, on average, ∼ 0.6 times more compact than the optical size (Villanueva et al. 2017) .
We conducted the project CO Multi-line Imaging of Nearby Galaxies (COMING), which is one of the Nobeyama Radio Observatory (NRO) legacy projects, using the 45 m telescope to quantitatively improve our understanding of the spatially resolved, galaxy-scale distribution of molecular gas. The OTF observations with the multi-beam receiver, FOur-beam REceiver System on the 45 m Telescope (FOREST) (Minamidani et al. 2016 ) enabled us to make efficient maps toward a large number of galaxies. We simultaneously observed the 12 CO, 13 CO, and C 18 O lines using the wide intermediate frequency (IF) band of FOREST. Some preliminary results for individual galaxies have already been published (Muraoka et al. 2016; Hatakeyama et al. 2017; Yajima et al. 2019) , and this paper presents a project overview. Sections 2 and 3 present the sample selection and observations, respectively. Sections 4 and 5 show the data reduction, analysis software development, data analysis, and archival data, respectively. Section 6 presents the results and discussion. Finally, section 7 summarizes the project overview.
Sample
The initial sample selection consisted of 344 far-infrared (FIR) bright galaxies from the "Nearby Galaxies Catalog" . The number of the CO images of galaxies was much smaller than that in optical or infrared regimes; thus, we gave priority to galaxies expected to be bright in CO, although the completeness of the samples is important in understanding the galaxy evolution. Accordingly, we selected candidates biased to the FIR flux that is known to be well correlated with the CO flux (Young & Scoville 1991) from the Nearby Galaxies Catalog. We used the selection criteria of 100 µm flux S100µm ≥ 10 Jy in "IRAS catalogue of Point Sources" (Helou & Walker 1988) or the 140 µm flux S140µm ≥ 10 Jy in "AKARI/FIS All-Sky Survey Point Source Catalogues" (Yamamura et al. 2010) . We checked that all sources common to both samples satisfied both criteria. Elliptical galaxies were removed from our sample candidates even if they satisfied the criteria because CO emission was not expected to be detected within a reasonable observing time. M 31 and M 33 were also eliminated in spite of satisfying the criteria because both galaxies would require excessively large maps that demanding a long observing time.
Next, we selected galaxies from the abovementioned parent sample, most of which have a large extent in optical images, and have not yet been observed using the 45 m telescope, thereby resulting in 238 galaxies. The sample included galaxies previously observed with the 45 m telescope because we intended to compare our new OTF maps with the previous ones (Muraoka et al. 2016 ). In addition, some previous observations were less sensitive. This selection was done to increase the number of galaxy CO maps available within a limited observation time. We resolved the galactic structure in detail by assigning a higher priority to galaxies with (1) a large optical diameter (D25), (2) a lower inclination angle when D25 is similar, and (3) with former observational works having a higher spatial resolution, such as CANON (Donovan Meyer et al. 2013) (we added Mrk 33) or CARMA STING (Rahman et al. 2012) . We also included pair galaxies, where only one of the pair satisfies the criteria because the molecular gas in the interacting systems may spread over a wide area, including intergalactic regions (Kaneko et al. 2013) . We assigned the priority code (A, B, and C) to the 238 selected galaxies according to the apparent galaxy size with or without previous CO (interferometric) data and interest of individual members of the survey team. Practical constraints, such as available observing time and weather, limited the actual number of the observed galaxies to 147. Table 1 and figures 1 -4 show the morphology, optical diameter, distance, position angle (PA) of the major axis, inclination (i) of the galactic disc, and FIR fluxes of the 147 observed galaxies. We adopted the distance of each galaxy from the redshift-independent distances in the NASA/IPAC Extragalactic Database (NED) 1 prioritizing the following: (1) distance with the minimum error of the distance modulus taken after 2013; (2) the same as (1) if no matches, but the latest data taken after 2003; and (3) the same as (2) if no matches, but taken before 2003. The distances of the galaxies identified as members of the Virgo cluster are assumed to be the same value of 16.5 Mpc ). The distances of the interacting galaxies are 1 http://ned.ipac.caltech.edu . considered similar to each other. We adopted PA and i that were measured kinematically and determined at the same time, where possible. When no such data exist, we adopted the pair of PA and i measured by fitting brightness distribution by an ellipse or PA and i measured individually. PA is the receding side of the semi-major axis, unless no kinematical information exists. PA is expressed within ±180 • , where 0 • corresponds to the north, and the angle is measured counterclockwise. Our kinematical analysis has shown that PA and i of NGC 2967 are quite different from the data estimated in previous works (Salak et al. 2019) ; however, we do not adopt the latest values herein. The observed galaxies have a bias toward Sb to Sc types with few early-and late-type galaxies because constraints on the observing conditions restricted our observation of the entire original sample. The presence or absence of a bar classified as SA, SAB, or SB is distributed throughout the sample. The observation ranking system described in subsection 3.2 particularly selected smaller galaxies because the weather conditions in the last two observation seasons were poor. 
Observations
The observations were made with the NRO 45 m telescope. Three CO isotopomers were simultaneously observed with the OTF mode. We developed an observation ranking system that objectively selects the optimal target to maximize the survey efficiency. This system was used in the last two seasons. (table 2) . FOREST has four beams, and each beam can receive dual-polarization 8GHz bandwidth data for each sideband (upper and lower sidebands). The beam size of each beam was ∼ 14 ′′ in 110GHz and 115 GHz bands. SAM45 Kamazaki et al. 2012) , which consists of 16 correlators, is available as a backend. We used SAM45 in a wide-band mode with 2 GHz bandwidth and 4096 channels corresponding to a frequency resolution of 488MHz. 2 Two correlators were assigned for each beam and polarization. The center frequencies were set to 115.271202 GHz for 12 CO (J = 1 − 0) and 109.991763GHz for 13 CO (J = 1 − 0) and C 18 O (J = 1 − 0), respectively. We measured the image rejection ratio (IRR) of each side band of each beam every observation day. The typical system noise temperatures (Tsys) in each observation season were 560 K, 340 K, 360 K, and 390 K in 12 CO and 300 K, 170 K, 180 K, and 180 K in 13 CO and C 18 O, respectively (table 2) .
System setting and OTF mapping
We observed the OTF-mapping mode to achieve a typical sensitivity of 30 mK in the antenna temperature (T * A ) scale corresponding to ∼ 70 mK in the main beam brightness temperature (TMB) scale. Each region in a given target was mapped with more than one beam to reduce the influence caused by the difference in the performances of the four beams. Figure 5 shows that we rotated FOREST 5. • 71 against the scan direction and raster scanned in 4. ′′ 975 separation, which was ∼ 1.4 times higher than the Nyquist sampling of the 14 ′′ beam to cover the mapped region with five round trips. This mapping method enabled us to minimize the peripheral regions with a high noise temperature. We adopted two orthogonal scan directions and made the noise temperatures of each direction as even as possible. Two points 10 ′ offset from the map center were observed as the off-source positions. Although the off-source positions were kept far away from the Galactic disc, unfortunately, unknown Galactic molecular clouds may exist at the off-source points of UGCA 86 and NGC 1569 at the same receding velocity of the galaxies; thus, some profiles of these two galaxies were contaminated by "absorption" patterns.
We scanned each galaxy to cover 70 % of D25 in diameter. Previous works Kuno et al. 2007 ) have shown that 70 % of D25 of a galaxy covers the main region, where the CO emission is concentrated within a reasonable observation time. The scan directions were 2 Some observations of a standard source IRC +10216 were made in 1 GHz bandwidth per IF band, but this does not affect the calibration results. along the galaxy major and minor axes to maximize efficiency, while those of the interacting systems were along the right ascension and declination covering the whole system. Observations were made referencing the equatorial coordinates, except for NGC 2268 and NGC 2276 with a declination of > 80 • . Both galaxies were observed in the galactic coordinates to avoid a large variation of the right ascension. The scan length along the minor axis of the galaxy was adopted by multiplying the length along the major axis by cosi listed in . The PA and i for setting an observing region were different from those listed in table 1, which we used for the data analysis (section 5), because we observed referring the PAs mainly listed in the Third Reference Catalogue of Bright Galaxies (RC3, de Vaucouleurs et al. 1991); however, it was convenient for the data analysis to refer to the kinematically derived PAs or use IR images. Table 3 lists the observation parameters.
Telescope pointing was checked roughly every hour by observing a bright source near the target galaxy, resulting in a pointing accuracy higher than 5 ′′ . We observed Galactic SiO maser sources in SiO (v = 1, J = 1 − 0) (rest frequency: 43.122090 GHz) and (v = 2, J = 1 − 0) (rest frequency: 42.820570 GHz). We observed quasars in continuum at 43 GHz when no strong SiO maser sources were found near the target. We did not use the data taken between these two pointing observations if the offset of the telescope pointing between the two pointing observations was larger than 5 ′′ . We also did not use the data taken under the bad condition of the radio seeing higher than 5 ′′ -8 ′′ , except for a few instances where the seeing monitors malfunctioned.
The intensity calibration was made with the chopper wheel method.
The hot load was observed for every approximately 10 min. Corrections among the four beams of FOREST were made through the observations of the standard sources every observation day. The standard sources were the W 3 core [(α, δ)B1950.0 = (2 h 21 m 53. s 2, +61 • 52 ′ 21. ′′ 0)] or IRC +10216 [(α, δ)B1950.0 = (09 h 45 m 15. s 0, +13 • 30 ′ 45. ′′ 0)]. We also tried observing TMC-1 [(α,δ)B1950.0 = (04 h 38 m 38. s 6,+25 • 35 ′ 45 ′′ )], but the emission was very weak; thus, we did not use it as a standard source. We mapped a region with a side of approximately 3 ′ around the standard source with all four beams of FOREST. The intensities of the IRC +10216 and W 3 core showed a daily variation of ∼ 1 − 8%, which might be caused by the uncertainty of the IF attenuators. Subsection 4.1 presents the details on the calibration method.
Observation ranking system
We introduced an observation ranking system in the last two observation seasons, which typically reduced the total observing time to complete a map by 37 % compared to the first two seasons without this system. Selecting an optimum target from a sample of various right ascensions and declinations is a non-trivial exercise. Thus, we developed an observation system that ranked and selected the optimal target to minimize the : (1) observation time for each galaxy, (2) slewing time of the telescope, and (3) unusable data caused by pointing inaccuracy. We also put priority on finishing a galaxy instead of starting to map a new one, if possible, to promptly progress the data analysis.
We numerically express these factors as follows and compare the weights of the products of the factors, a priority index "R":
where f obs,eff is a factor representing the observation efficiency; f slw represents the antenna slewing time; fpoint denotes the pointing accuracy; fprop expresses the scientific priority within our project team; and fcomp is the degree of completeness for a given target galaxy. A higher observation priority was given to the targets with a higher R value. Quantity R was immediately updated through a quick data reduction after each observation. Each factor and evaluation method were described in the subsections that follow, but note that this is somewhat a trial case for this system, and is, by no means, perfectly optimized. The goal was simply to select an optimal target under various observational conditions.
Factor of observation efficiency
Factor f obs,eff consists of two factors:
where fatm represents an atmospheric factor, and fmap represents a mapping factor. We should observe a target with as low Tsys as possible, especially in an apparently large galaxy, to reduce the total survey time.
We formulated a fatm weighted by Tsys because the observations at a lower Tsys [i.e., at a higher elevation (EL), figure 6a] saved our limited observing time. The factor had a higher weight when a target was observed at a higher EL. Scaling is presented as follows:
where tinteg(EL) is the necessary integration time for the observation at an elevation EL, and ELmax is the upper culmination EL or 80 • , the latter being the EL limit for the telescope operation. Tsys(EL) is Tsys at the EL of the target. Tsys(EL) was calculated using the measured value before the observation and assuming that an optical depth only depends on the EL. That is, fatm did not include effects caused by weather fluctuations. The fatm factor was plotted in figure 6b for various conditions.
We defined fmap to observe apparently larger galaxies under a lower Tsys and smaller galaxies under a higher Tsys. We expressed this behavior as the relative integration time necessary for our survey sensitivity of T * A = 30 mK.
where tinteg(Tsys,260) and tinteg(Tsys) are the necessary integration times under the condition of Tsys = 260 K of FOREST at 115 GHz, which is typical of good observing conditions, and Tsys at the present instant, respectively. tpix is the integration time for 1 pixel per observing script for OTF mapping. tpix decreased with the size of the target galaxies because the scan speed was different from one galaxy to another. The dump time of the backend t dump was introduced for normalization. Factors 0.8 and 5 were adopted as constants such that all factors have a similar weight. Figure 7 shows the fmap behavior for a squareshaped observing map. In principle, efficiency has no max- imum value for very low Tsys; however, such conditions are unlikely in practice.
Other factors
The speed of the telescope slew was ∼ 18 • min −1 ; therefore, we defined an antenna-tracking factor to provide a higher weight for the closer target to the present telescope direction:
where AZ tel is the present azimuth of the telescope, and AZ obj is the azimuth of the target object. Factor 0.5 was introduced such that f slw became unity when the 45 m telescope caught up with a target in 5 min (i.e., the target was 90 • away in azimuth). Telescope pointing affects the usable data acquisition. The pointing factor fpoint was affected by an angle between the telescope and the wind direction and the telescope elevation. A pointing source with a weak intensity needs longer integration time and iteration for accurate pointing. However, we simply set this factor to unity because no suitable relation was found between pointing and wind during the observational period.
We introduced factor fprop for weighting by our scientific priority. fprop is defined by the values of "default" priority in a decreasing order of: A, B, or C and the number of proposals by our project members containing the target, N , as:
Here, Rpriority is a coefficient corresponding to the default priority, that is, 1.0 for priority A, 0.8 for B, and 0.0 for C. The completeness of the observation is expressed as:
where x is the percentile of the observation completeness, and fcomp = 0 is set when the observations of a specific target have been completed. The factor took a value between 1.0 and 1.1 for the uncompleted targets.
Data reduction
Data reduction consisted of two parts: intensity scaling of the four beams of FOREST to a TMB scale and data integration with baseline subtraction. We developed python scripts for the automatic data reduction: COMING Auto-Reduction Tools (COMING ART) for the latter step, which allowed the data reduction to be highly objective and reproducible.
Calibration
We corrected the relative intensity among the observational instruments using the integrated intensity of the standard sources taken with each beam and the polarization of FOREST. First, we made the integrated intensity maps in the 12 CO and 13 CO lines observed with each beam in 25 × 25 pixels in 7. ′′ 5 spacing. The pixel spacing was different from the target maps of 6 ′′ (subsection 4.2), but this did not affect our calibration results because 1) the spacing was near the Nyquist rates, and we compared the relative intensities among the calibration data and 2) we searched for the peak position in each 12 CO map (figure 8a). We adopted the peak position of 12 CO with the same beam and polarization as the 13 CO peak because the 13 CO intensity was comparatively weak, making the definition of a precise peak position difficult. Some integrated intensity maps and the spectrum of the peak position appeared inconsistent when taken under poor pointing or seeing conditions. We did not use such data for the calibration. One of the IF bands of beam 1, which seemed to be stable within each observation season, was adopted as the standard array. That is, the intensity scale taken with the other arrays was calibrated to the data taken with the standard array. Beam 1 was selected because it was on the optic axis of the telescope, and the beam efficiency was measured by the NRO.
Most of the integrated intensity maps of the calibra- Fig. 8 . Illustration of our calibration methods. (a) First, the pixel corresponding to the peak intensity is identified. (b) An average is then taken over l × l pixels (l = 0, 1, 2, ...) around the peak pixel (x k ic , y k jc ). The averaged pixels are surrounded by the thick squares in the case of l = 0, 1, 2, 3. (c) Correlation among the l × l pixels pixels around the peak position of the standard array and those of the other arrays was measured by the least squares fitting with a linear function.
tion source obtained during the period of 2018 March to April contained unexpected artifacts in a band of pixels because the reference frequency signal shifted during the OTF scans, resulting in parts of the observed data block being separated in frequency. One source object block was constructed by combining the separated data blocks, but this resulted in an erroneous band of pixels at the separation boundary. Thus, this contaminated region was masked and reconstructed using the information from the unaffected areas. The reconstruction was done using a modified version of the Papoulis-Gerchberg algorithm, which extrapolates the masked region by iterative Fourier transformations with certain assumptions. The reconstruction method was tested on the calibration images without issue, and a successful reconstruction was observed with an error of ∼ 1%. A detailed explanation about the obtained artifact, methodology, and reconstruction results for the affected images can be found in Cooray et al. (2019) .
The precise calibration required measurements of the intrinsic intensity of the standard sources that was estimated by avoiding bad weather conditions as much as possible. The pointing errors induced by sudden wind or halation in an image because of bad seeing reduced the intensity calibration precision. Hence, we measured the peak intensity and the intensities averaged over 3×3, 5×5, 7×7, 9 × 9, and 11 × 11 pixels around the peak of the integrated intensity map, and compared them with the corresponding data taken with the standard array.
We measured the temporal scaling factors in the two following ways: The first is defined as:
Here, l = 0, 1, 2, ... correspond to using only the peak, 3 × 3 pixels around the peak, 5 × 5 pixels around the peak, and so on (figure 8b). We described each pixel in a 25×25pixels map taken with the array "k" as (x k i ,y k j )(i,j = 1, 2, 3, ..., 25; k = 1, 2, 3, ..., 16) and the found peak position as (x k ic , y k jc ). Subscript "0" represents the standard array value. I k (x k i , y k j ) is the integrated intensity at the pixel (x k i ,y k j ) of the array "k" and k0 represents the standard array. The other is defined as a gradient of the least squares fitting of the linear function (figure 8c):
We compared these temporally scaling factors, f k 1,l (l = 0,1,2,3,4,5), f k 2,l (l = 1,2,3,4,5), and found that the average of 11 × 11 pixels around the peak (f k 1,5 ) seemed to be the most stable. However, the intensity showed a noticeable scatter between the observational days even when using 11 × 11 pixels. Thus, we did not calibrate the data daily, but calibrated them using the averaged scaling factor over some observational periods (3 -83 days, typically ∼ 20 days) divided by the maintenance of FOREST or the local oscillators that possibly affected the intensity scaling.
The data taken with the standard arrays were multiplied by the IRR correction factors as follows:
where IRR is the image rejection ratio in dB measured at the beginning of every observation day (subsection 3.1). After this step, the intensity scale of the standard array became the T * A scale. This correction was not done for the data taken with the other arrays because we directly scaled the intensity taken with those arrays with the intensity of the standard array in the T * A scale. The data of the standard sources taken in the second observation season were divided by the main beam efficiency (ηMB) of the 45 m telescope, while those taken in the other seasons were scaled to be the same intensity as the former data. The main beam efficiencies of the telescope of ηMB(115 GHz) = 45 ± 2% and ηMB(110 GHz) = 43 ± 2% provided by the NRO 3 were used to convert the data taken in the second observation season into the TMB scale. Only ηMB(115 GHz) = 39 ± 3% was public 4 in the first observation season, and ηMB was not measured in the third observation season because of an unforeseen telescope impairment. We also did not use ηMB(115 GHz) = 43 ± 4% and ηMB(110 GHz) = 44 ± 4% in the fourth observation season 5 because the intensity of the standard objects was inconsistent with the previous values when we used these efficiencies. Therefore, we did not divide the data taken in the three seasons, except for the second observation season by ηMB. However, we used the scaling factors that corresponded to the intensity of the standard sources to those taken in the second observation season.
Auto-reduction scripts, COMING ART
We developed and used the data reduction scripts COMING ART based on the Nobeyama OTF Software Tools for Analysis and Reduction (NOSTAR) developed by the NRO. These scripts were composed of several steps, including the evaluation of the baseline undulation, flagging of bad data, basket weaving, and automatic baseline subtraction. Figure 9 shows an overview of the procedures in the pipeline. We could reduce data with very high objectivity and reproducibility using the COMING ART. Each step in figure 9 is explained below.
4.2.1
Step 1: data formation and intensity scaling CO maps were generated as a data cube with 6 ′′ spacing and a velocity width of 10km s −1 . We selected a correlator dump time of SAM45 of 0.1 s according to Sawada et al. (2008) , which resulted in an OTF scan speed of approximately 4 ′′ to 39 ′′ per second depending on the map size. The data were split with a task Split in the NOSTAR and calibrated with a task Scaling in the NOSTAR using the scaling factors described in subsection 4.1. We produced data cubes in the abovementioned intervals according to Sawada et al. (2008) . The effective spatial resolution of the OTF maps was 17 ′′ in both 115 GHz and 110 GHz, which was larger than the size of the observation beam of 14 ′′ . The data cubes were then subject to the reduction steps described below.
4.2.2
Step 2: baseline subtraction A linear baseline was fitted for the two velocity ranges with 350 km s −1 width on both sides of the emission range using the task Baseline in the NOSTAR. The velocity range of emission was based on the previous 12 CO or H I data rounded to a multiple of 10 km s −1 . The two baseline ranges were immediately set adjacent to the emission range.
4.2.3
Step 3: discarding heavily undulated spectra ("auto-flag") This step begins with evaluating the rms noise of an ideal non-undulated spectrum using a fast Fourier transform (FFT) analysis and removing lower-frequency components. The baseline undulation over a wide frequency range was non-trivial because distinguishing it from the wide and weak emission line of a galaxy was very difficult. Even a loose undulation increased the rms noise and prevented the evaluation of the degree of undulation; thus, we performed an FFT analysis and calculated the rms noise of the spectrum whose frequency components lower than 7.3MHz were removed, σ non−smoothed,FFT . The 7.3 MHz frequency was empirically adopted from the analysis of the observed data of several galaxies. Figures 10a and b show examples of the undulated spectra. Figures 10c and d depict the Fourier transforms of these undulated spectra. We obtained undulation-corrected spectra (figures 10e and f) when we masked the frequency components lower than 7.3 MHz shown in the gray hatch in these panels.
Second, we flagged and removed the poor-quality data after checking the rms noise behavior considering a salvage factor. When a spectrum is smoothed by summing up the channels, the rms noise should inversely decrease proportional to a square root of the number of the summed-up channels if the spectrum no longer suffers from undulation. Almost all the spectra will be identified as poor-quality data if we strictly apply this criterion; thus, we introduced a salvage factor f salvage , which was larger than unity and lower than ∼ 4, in the case of
where σ nch−smoothed is the rms noise for the n−channel smoothed spectrum. We will then discard that specific spectrum. We smoothed a spectrum of 4096 channels for every 32 channels and evaluated the baseline undulation by comparing the rms of the smoothed spectrum with that of the non-smoothed one. In this process, the rms was calculated for all channels, including the channels containing the CO emission, except for the NGC 3034. The emission of NGC 3034 was particularly strong; therefore, the rms was calculated for the channels over the default baseline ranges. The resultant rms noise had a local minimum or monotonously decreased with the increasing f salvage (figure 11 ) because removing the spectra with the undulated baselines resulted in a lower rms noise at first, but decreasing the number of spectra in the integration then increased the noise levels. We fixed n as 32 and assigned 1.4 to 4.0 in steps of 0.2 for f salvage . We then searched for the min-imum value of the resultant rms noise, and adopted the salvage factor when the resultant rms was minimum. This flagging method was called auto-flag. After flagging the poor-quality data, the resulting data cube was constructed with a task Make Map in the NOSTAR.
Step 4: basket weaving
Basket weaving is an effective method of decreasing the impact of the scanning effect for scan observations (Emerson & Gräve 1988) . The width is masked for a Fourier transformed map to reduce the scanning noise seen in the original map. Although the same mask width is adopted for the X-and Y -directions in a task Basket-Weave in the NOSTAR, the procedure is not necessarily effective for a map with a large aspect ratio, such as an edge-on galaxy.
Basket weaving was performed herein by independently as- signing a mask width along the major (X-direction) and minor (Y -direction) axes of a given map, then adopting mask widths to minimize the resultant rms noise.
4.2.5
Step 5: checking the baseline ranges and flagging of spurious channels
For the data whose signal range overflowed into the initial baseline range, the baseline range was revised, and the abovementioned procedures were iterated (figure 9); otherwise, the data were fine-tuned. Checking was made by the eye for a profile map and a spatially integrated total spectrum in 12 CO of each galaxy. After the signal range confirmation, we adopted the final baseline ranges, which were both sides of the signal range with a width of 200 km s −1 . We then cut both outsides of the baseline range. We masked the channels to zero intensity when spiky spurious features were seen in the spectra. This procedure was applied to some data of C 18 O. The channels smeared by the Galactic emission in NGC 1569 and UGCA 86 were also masked.
4.2.6
Step 6: baseline subtraction with a cubic polynomial ("auto-rebase")
We fitted the baseline again to optimize the zero level in each spectrum. We then applied a cubic polynomial as a baseline. We evaluated the possibility that a cubic polynomial fitting for the baseline extinguishes or reduces the galaxy emission. We calculated the rms noises in the baseline ranges and the emission range of a model Gaussian profile emission with sinusoidal undulation and various signal-to-noise (S/N ) ratios. This simple evaluation indicated that the cubic polynomial fitting more effectively reduces the rms noise compared to a linear fitting without deleting the real emission. We determined the emission ranges in the following manner: identifying which part of the spectrum indicates emission, in the case the velocity field of a galaxy is unknown, is not necessarily trivial. We created a data cube smoothed by 3 × 3 pixels in space. Within this smoothed cube, we identified the channels with S/N > 2.5 and designated them as the emission channels. All remaining channels, including the 200 km s −1 range outside of the signal range, were identified as the baseline channels used to fit a final baseline. This technique is called auto-rebase. The emission for the three CO lines was searched for in this manner, but the searching emission range of 13 CO and C 18 O was restricted to the emission channels of 12 CO because both lines were weak in comparison.
4.2.7
Step 7: coordinate transformation and "autorebase" The data cube was rotated to align with the equatorial coordinates. We performed auto-rebase with a linear baseline subtraction again for the original and rotated data. The spatial resolution of a map along the X-and Ydirections was slightly higher than that of a map in the equatorial coordinates because the pixel interval of the equatorial map was coarser. Thus, we prepared both cubes, although we used the equatorial coordinate cubes for the subsequent analysis. The process after scaling was automated as a single python script.
We calculated the rms noise for each pixel over the whole baseline channels and made an rms noise map. The average of the rms noise map was recorded as the typical rms noise in the header of the resulting FITS data cube. We also made FITS cubes where the baseline channels were represented as unity, and the emission channels were represented as zero. The final data cubes are available at the Japanese Virtual Observatory (JVO) website 6 .
Data analysis

CO
The integrated intensity maps were constructed by summing up the emission channels for each pixel
for each line of 12 CO, 13 CO, or C 18 O, where k is the channel number, and ∆v ch is the velocity width of a channel (10 km s −1 ). The error of the integrated intensity was calculated as:
where σrms is the rms noise calculated over the baseline channels, and ∆V signal is the total velocity width of the emission channels. Note that ∆V signal became zero for the emission-free pixels when we applied the auto-rebase to the data; thus, σinteg was also zero following equation (13). This clearly underestimated the error of the integrated intensity of each pixel; therefore, we calculated the average width of the emission channels for the pixels with more than one emission channel and adopted this average as a typical emission width and applied it to equation (13) for the emission-free pixels. In the case of C 18 O, even this typical emission width became zero because the emission was hardly detected. We applied a typical line width of 13 CO instead of that of C 18 O in this case.
The total molecular gas mass of a galaxy M mol was calculated by summing up the pixels within an infrareddefined radius described in subsection 5.2 and applying the standard conversion factor (Bolatto et al. 2013) :
This conversion factor had an error of 30 % (Bolatto et al. 2013 ), but we did not include this error in our error analysis. We also did not consider the calibration uncertainty of < 10 % when summing up the calibration fluctuation described in subsection 3.1 and the fluctuation in ηMB described in subsection 4.1. Thus, M mol may have an uncertainty of ∼ 30 %, which is not explicitly included. We further multiplied by a factor of 1.36 to include the contributions from He. The first-and second-degree moment maps were made using the CASA routine immoments. The first-degree moment vTMB(α, δ, v)dv
provides an intensity-weighted mean velocity, while the second-degree moment
provides the velocity dispersion. We smoothed and masked the data following the method outlined in Miyamoto et al. (2018) to avoid the invalid moment values caused by noise. First, the data were convolved with 1.5 times of the beam size, and then the intensity-weighted moments and the rms noise were calculated for the spatially smoothed cubes. Second, the pixels whose S/N of the integrated intensity was lower than 4 were masked using these smoothed data.
WISE 3.4 µm
We analyzed the archival 3.4 µm band data of the WISE (Wright et al. 2010 ) All-Sky Survey to measure the stellar mass of our sample galaxies. According to Wen et al. (2013) , a 3.4 µm luminosity provides a reasonable index of the stellar mass of galaxies. We downloaded the data corresponding to the coordinates of the galactic center listed in table 3 from the NASA/IPAC Infrared Science Archive 7 . The downloaded images covered more than two times of D25. A pixel scale of the images was 1. ′′ 375. The background level was estimated from a histogram of the pixel values within a ring between radii 2 × R25 and 3 × R25 (R25 ≡ D25/2) and subtracted following the documents from the WISE project 8 . Panel (a) of figures 12, 13 and supplementary figures 1 -134 in the supplementary section of the online version depict the background-subtracted images.
Many Galactic stars were imaged in the WISE 3.4 µm images; hence, we roughly masked these stars to measure a more precise stellar mass. We identified the Galactic stars by simply assuming that they corresponded to bright, point-like sources. Although the typical resolution of the Atlas image of 3.4 µm is ≈ 8. ′′ 3, we fitted a Gaussian with a 1.3 times larger FWHM than the resolution to capture the extended halo around the brightest Galactic stars. We checked all the images in the logarithmic intensity scale and confirmed that the Galactic stars were removed. Some images showed strong spider diffraction patterns caused by very bright stars. These images were identified and automatically masked. The pixels on the stars and the spider diffraction patterns were substituted with an average value around the stars or the spider diffraction patterns.
This rough identification caused some misidentification of the Galactic stars, especially for the galaxies just behind the Galactic plane or galaxies with bright foreground stars. We could not mask a foreground Galactic cluster in UGCA 86. Many foreground stars resulted in a large uncertainty in the infrared flux in IC 10 and IC 356. One or two bright stars with spider diffraction patterns also resulted in an uncertainty in NGC 1569 and NGC 2276. In the case of NGC 5792, a bright star could not be completely subtracted, and the galaxy emission was overestimated. We did not use the stellar mass and its related values for UGCA 86 because our measured stellar mass had large associated uncertainties. In the case of NGC 1055, NGC 3338, NGC 3627, NGC 5055, and NGC 6951, a foreground bright star likely contributes to additional uncertainty. In NGC 5364 and NGC 5907, two foreground stars could not be removed because of their positions coincident with the target galactic discs. However, the data contamination for these seven galaxies seems only minor within an error bar and remains as such in our sample for further analysis. Our star masking, except for the six galaxies (i.e., IC 10, UGCA 86, IC 356, NGC 1569, NGC 2276, and NGC 5792) with a large uncertainty, affects the derived total stellar mass of approximately 10 % at most, as obtained from the comparison of the star-masked and non-masked data.
We measured the typical radial extent of 3.4 µm images and adopted it as a galaxy radius (hereafter R3.4µm). We then constructed a radial distribution from the starmasked images using the galaxy parameters listed in table 1 and interpolated in 1 ′′ spacing. The R3.4µm radius is defined as the radius where the radially averaged intensity becomes smaller than the dispersion (1 σ) of the background pixels. This radius typically corresponds to a bending point of the radial profiles. The stellar distributions for the interacting galaxies were divided into each galaxy using the local minima near the line linking both galaxy centers. Individual radial profiles were then calculated. Our samples contained "no" clear overlapping regions in the interacting systems, which would, otherwise, complicate this approach. We make special note of NGC 660, where the extended optical emission indicates a PA = 170 • and i = 67. • 7, which was quite different from the values adopted in table 1, although we adopted the former for putting a high priority on outer disc. The radial distribution of the four edge-on galaxies, namely NGC 891, NGC 3628, NGC 4302, and NGC 5907, which have inclinations higher than 85 • were made only using the data on the major axis.
R3.4µm is typically more than 30 % larger than R25. We compared both radii in figure 14a. Although most galaxies had a larger R3.4µm than R25, a few galaxies had smaller R3.4µm than R25 (e.g., NGC 628). We also compared R3.4µm and the semi-major axis reported in the Spitzer Survey of Stellar Structure in Galaxies (S 4 G, Sheth et al. 2010) for the 115 galaxies 9 common between that and COMING (figure 14b).
The total stellar mass of a galaxy was calculated from the star-masked images using the formula from Wen et al. (2013) . The star-masked images were converted into luminosity scale using the adopted distance listed in table 1 within a projected ellipse, where R3.4µm was calculated. The total luminosity of a galaxy was converted into the total stellar mass according to the following equation (Wen et al. 2013) : 9 The number of common samples between our survey and S 4 G is 116, but the semi-major axis of NGC 4647 is not listed. We did not consider herein the contribution from the active galactic nucleus (AGN) to the 3.4µm luminosity. Some interacting galaxies overlapped each other, and our image separation process resulted in a comparatively poorer flux accuracy in these systems. The stellar mass of NGC 660 was calculated within the ellipse projected using PA = 170 • and i = 67. • 7 (i.e., determined from CO). The stellar mass of the four edge-on galaxies was calculated within a rectangular region with the major axis length corresponding to 2R3.4µm. The pixel values along the lines parallel to the major axis were averaged. Its distribution in the direction perpendicular to the major axis was then used in the same way as measuring R3.4µm. The shorter axis was adopted to be twice this value.
We compared our derived stellar masses with those measured in S 4 G (Sheth et al. 2010; Muñoz-Mateos et al. 2013; Querejeta et al. 2015) after substituting their adopted galaxy distance for our adopted value ( figure 15 ). The comparison was done for 115 galaxies common to both samples. The errors were comparable to or smaller than the size of each marker, and we did not consider these errors because of the adopted models (i.e., only the contribution from the flux errors). The stellar mass derived in this work was typically approximately 20 % lower than that in the previous work, although the measured sizes were not necessarily common ( figure 14b ). This offset is mainly explained by our conservative star masking method which masks slightly larger area than the extent of stars and background subtraction. The offset cannot be explained by difference of the assumed IMFs, as it has a contrary effect (Zahid et al. 2012 ): Kroupa IMF (Kroupa 2001) for Wen et al. (2013) and Chabrier IMF (Chabrier 2003) for S 4 G (Querejeta et al. 2015) . In addition, a minor offset was found between the WISE 3.4 µm band and the Spitzer 3.6µm band at a higher magnitude (Wen et al. 2013) . Table 4 lists the total stellar masses and R3.4µm.
6 Results and discussion 6.1 Spectra, integrated intensity maps, and moment maps Figure 16 presents a selection of 12 CO spectra with various velocity widths and also depicts the spectra of 13 CO and C 18 O at the same position in the same galaxy. The 13 CO emission was typically several to 10 times weaker than the 12 CO emission; thus, the S/N ratio of the 13 CO spectra was low despite the lower Tsys values of 13 CO compared to that of 12 CO. The C 18 O emission was much weaker than the 12 CO emission. For example, the peak intensity of a C 18 O spectrum of NGC 891 in figure 16 was ∼ 2.9 σ, which was only a marginal detection. Only 14 positions in 11 galaxies showed the integrated intensity of C 18 O exceeding ∼ 4σ and 12 CO exceeding ∼ 3σ. However, comparing these spectra with the 12 CO spectra at the same positions, two of the spectra appeared to be merely noise, while four cannot be clearly considered as detection.
Panel (b) of figures 12 and 13 and supplementary figures 1 -134 (supplementary section of the online version) show the integrated intensity maps of 12 CO. The S/N ratio (or noise level) was not uniform within an integrated intensity map because of the different velocity widths of the emission channels. Thus, we drew contours at some percentiles of the maximum intensity in each map. We set the lowest contour levels to match the emission extent of the firstdegree moment maps by eye because the first-degree moment maps were produced by smoothing and masking, and were likely to trace the real emission extent. Some galaxies showed a molecular gas distribution similar to the stellar distribution tracing spiral arms and/or a bar, while some showed quite different patterns (e.g., ring-like features), as reported in previous works (e.g., Young et al. 1995) . The radial distribution of molecular gas will be discussed in a forthcoming paper (Y. Miyamoto et al., in preparation) . As described in subsection 3.1, the UGCA 86 and NGC 1569 spectra suffered from Galactic emission on the off-source positions. The velocity of the Galactic emission slightly overlapped in the case of NGC 1569; thus, the integrated intensity suffered from a lower limit. The Galactic emission overlapped in the case of UGC A86; therefore, the integrated intensity included the contribution from the Galactic emission.
Panel (e) of figures 12 and 13 and supplementary figures 3 -130 (supplementary section of the online version) show the integrated intensity maps of 13 CO of select galaxies. The 12 CO integrated intensity in each map was overlaid as white contours [the same as panel (b)]. Magenta contours are the level representing the significance of the 13 CO integrated intensity detection. The percentile level of the lowest contour in most cases is the same as the lowest one of 12 CO, except in cases where the 13 CO map is noisy. The sensitivity of our observations in 13 CO was insufficient; thus, the integrated intensity maps for this line suffered from considerable noise contamination. We only presented herein the galaxies with more than 3 pixels higher than 4 σ in the 13 CO integrated intensity and higher than 3 σ in the 12 CO integrated intensity. A comparison of the integrated intensity maps in both lines and correlation plots indicated that approximately 20 of the 13 CO integrated intensity maps (galaxies shown in figures 19 and 18) were noticeably different to or at least dissimilar to those of 12 CO, although the S/N ratios of the 13 CO integrated intensity maps were poorer. About half of the lower ρ I( 12 CO),I( 13 CO) shown in figure 19 (i.e., NGC 157, NGC 278, NGC 2633, NGC 3655, NGC 5005, NGC 5678, NGC 5676, and NGC 6574) and two galaxies in figure 18 (i.e., NGC 4030 and NGC 4258) exhibited a depletion of the 13 CO emission in the central region. These galaxies had an H II region-like AGN, which suggests a 13 CO depletion in the central region (Taniguchi & Ohyama 1998; Taniguchi et al. 1999) . In NGC 3627, the 12 CO integrated intensity map showed the brightest peak at the center of the galaxy and two secondary peaks at each bar end, while the 13 CO integrated intensity map showed Fig. 17 . Correlation plots between the 13 CO and 12 CO integrated intensities for galaxies whose Pearson's product moment correlation coefficient between both integrated intensities [ρ I( 12 C O),I( 13 C O) ] is higher than or equal to 0.7. The correlation coefficient is shown in parentheses below the galaxy name. The data in the pixels surrounded by the magenta contours in the 13 CO integrated intensity maps are plotted. The error bars are shown in gray lines.
the brightest peak at the northern bar end as shown in Watanabe et al. (2011) . In NGC 660 and NGC 4666, the 12 CO integrated intensity maps illustrated a single peak distribution located at the center of the galaxies, while the 13 CO maps presented another peak and the central one.
In the case of NGC 660, the off-center peak was brighter than the central peak in 13 CO. The peaks at the two bar ends in the 13 CO integrated intensity map were found in NGC 4527. The enhancement of the 13 CO emission at the bar ends was caused by the higher molecular gas density (Watanabe et al. 2011; Yajima et al. 2019) .
The fact that the 12 CO and 13 CO maps significantly differed in some galaxies suggests that the physical properties of the molecular gas and/or abundances are not constant within a galaxy. We can also obtain the spectra with high significance in both CO lines when we stack the data with the same morphological characteristics (e.g., spiral arms or the bar) by aligning their spectra using the velocity field (Schruba et al. 2011; Morokuma-Matsui et al. 2015) . Such stacked 13 CO spectra were made and compared with 12 CO in Muraoka et al. (2016) and Yajima et al. (2019) .
The integrated intensity maps of C 18 O were only presented for NGC 891 ( figure 12f or supplementary figure  12f ), NGC 1055 (supplementary figure 14f), and NGC 3034 (supplementary figure 42f) in the supplementary section of the online version. These galaxies were those with more than 2 pixels higher than 4 σ in C 18 O integrated intensity and higher than 3 σ in 12 CO integrated intensity. All these galaxies were edge-on; thus, the column density of the molecular gas can be obtained. The S/N ratios of the C 18 O integrated intensity maps were much lower than those of 13 CO because the C 18 O emission was comparatively weaker. The stacking of spectra via velocity alignment could lead to the C 18 O detection in some galaxies. Panels (c) and (d) of figures 12 and 13 and supplementary figures 1 -132 (supplementary section of the online version) show the first-and second-degree moment maps in 12 CO. These maps were made through masking (subsection 5.1); thus, the emission patterns in these maps were more smoothed and extended compared to the integrated intensity maps. However, even after this step, some spiky noise remained, and had a smearing effect on the moment maps. The discrepancy between the emission extents in the moment maps and the integrated intensity map was remarkable in the case where the emission in each pixel in the integrated intensity map was just below the 4 σ threshold. One of the noticeable cases was that of IC 356. On the contrary, such masking created zero emission pixels for the first-and second-degree moment maps of some galaxies. These moment maps were not presented in the figures for the 19 galaxies, including the two paired galaxies.
Most of the first-degree moment maps presented a circular rotation pattern, while most of the second-degree moment maps presented the highest velocity dispersion in the central region of the galaxy. Such velocity fields made it possible to judge the receding side of the galaxy major axis. Table 1 shows the results. The velocity field of NGC 2967 in supplementary figure 39 predicted a very different PA from the one listed in table 1, which was derived from its outer disc . A more detailed analysis also showed that the PA of the inner disc of NGC 2967 was different from the abovementioned adopted value (Salak et al. 2019) . The rotation curve of the molecular gas, PA, and i measured by fitting molecular gas distribution will be presented in Y. Miyamoto, et al. (in preparation) . The molecular gas dynamics was discussed in Salak et al. (2019) along with the kinematically determined PA and i.
Mass
The total CO luminosity (L ′ 12 CO in units K km s −1 pc 2 ; Solomon et al. 1992) and the corresponding molecular mass (M mol ) within the observed region were calculated. The CO emission was essentially confined within the mapped region (subsection 3.1); therefore, these luminosities and masses were effectively the total CO luminosity and the gas mass within R3.4µm. Table 4 lists both quantities. We did not use the total molecular gas mass in UGCA 86 hereafter because the estimated value had a large uncertainty, as described in subsection 6.1.
The M mol distribution along the Hubble sequence indicates that galaxies with Sb and Sbc types have the tendency to host a larger molecular gas content, although the scatter is considerable (figure 20a). The geometric mean value of M mol highlighted this trend, showing this peak and noticeably lower values in the irregular and peculiar galaxies. This trend was consistent with that in the previous works (Komugi et al. 2008) . The distribution of the total stellar mass (Mstar) along the Hubble sequence was similar to that of the total molecular gas (figure 20b).
The fraction of the total molecular gas mass to the total stellar mass, M mol /Mstar, showed no clear trend against the Hubble type ( figure 20c ). Despite our sample having a strong bias toward molecular gas-rich FIR bright galaxies, these results were consistent with more complete observational samples [e.g., those of Saintonge et al. (2011) (show- ing no difference in the concentration index rather than the Hubble type), Boselli, et al. (2014b) , , and Young & Scoville (1991) (comparing the ratio of the molecular gas mass to the dynamical mass)]. We also showed herein the fraction of the total molecular gas mass to the total baryonic mass, that is, the sum of the molecular and stellar masses [M mol /(M mol + Mstar)] along the Hubble sequence in figure 20d . The molecular gas mass fraction was small; thus, the tendency of M mol /(M mol + Mstar) was very similar to that of M mol /Mstar. We ignored the atomic gas mass because it typically contributed much less than the molecular gas to the baryonic mass within a radius where the molecular gas was dominant (Honma et al. 1995) . Thus, hereafter, we used M mol /Mstar as a proxy for molecular gas to baryon ratio.
M mol correlated with Mstar over three orders of magnitude ( figure 21) . That is, M mol increased with Mstar. This trend was already predicted in figure 20, in which M mol and Mstar behaved in a similar way, and M mol /Mstar was constant over the Hubble types. Although we applied the standard conversion factor to every location in each galaxy, the factor is not constant, and could depend on the physical and chemical conditions of molecular gas (e.g., Kennicutt & Evans 2012; Bolatto et al. 2013) . Deriving variable conversion factors in various positions in individual galaxies and calculating a more precise molecular gas mass will be reported in a future study. The relation between the molecular gas and the star formation in these samples was presented in Muraoka et al. (2019) and will be also reported in a future study.
We also showed the relation between M mol /Mstar and Mstar in figure 22 . The errors were comparable to or smaller than the size of each marker. The relation between both quantities was expected to provide a constraint on constructing the galaxy formation and evolution models (Morokuma-Matsui & Baba 2015; Saintonge et al. 2017) . The span was similar to the results for the local galaxies in the previous works, in which a decreasing trend after around Mstar ∼ 10 10 M⊙ (Jiang et al. 2015; Morokuma-Matsui & Baba 2015; Saintonge et al. 2017 ) was observed. We also showed herein the same plots divided by the morphologies in figures 23 and 24. A power law was fitted in each plot (solid line). Table 5 lists the fitted slope and Pearson's product moment correlation coefficient. Although no clear tendency was seen along the Hubble sequence, M mol /Mstar decreased with Mstar in the early-type galaxies (E -S0 and Sa), but increased in the late-type spirals (Sc and Scd -Sm). It also effectively showed an uncorrelated scatter in intermediate types and irregular galaxies ( figure 23 ). The fraction seemed to increase with Mstar for the SB galaxies; however, no clear difference was seen among the SA and SAB galaxies (figure 24) . Thus, this tendency probably resulted from the bias of our samples because SB had predominantly less massive galaxies with irregular or peculiar morphology. A Kolmogorov-Smirnov (K-S) test cannot reject the null hypothesis that the M mol or Mstar distribution coincides in the barred and non-barred spirals at a significant level of 10 %. The M mol /Mstar fraction did not correlate with the presence of bars, with each type spanning the same range of M mol /Mstar, although there seems a slight preference for higher values in the SA galaxies. A K-S test cannot reject the null hypothesis that the two populations are drawn from the same distribution at a significant level of 10 %. In contrast to our results that M mol , Mstar, and M mol /Mstar do not depend on the bar presence, previous works showed that M mol /Mstar may be lower in the barred spirals. Figure 28 shows the histograms of Mstar and M mol /Mstar for the non-barred and barred galaxies, respectively, in the EDGE sample . Data from the COMING overlaid as dashed lines suggested that the barred spiral galaxies in our sample were less massive in Mstar and prone to have a higher M mol /Mstar. The EDGE sample consisted of rather more massive galaxies in stellar mass than the COMING samples, especially for the barred spiral galaxies. A K-S test indicated the hypothesis that both survey samples coming from the same population are rejected at 1 % significance. Although the K-S test did not indicate a significant difference for the non-barred galaxies between both samples, it implied that the hypothesis was rejected at 2.5 % significance for the barred galaxies. The possibility of a lower M mol /Mstar in the barred galaxies was suggested in , although their K-S test indicated a low significance.
Molecular gas content in the barred and non-barred spirals
Our sample selection was biased toward the FIR bright galaxies, that is, gas-rich galaxies, which may result in this discrepancy. Figure 29 shows the fraction of the barred galaxies in our sample (SAB + SB) (f bar ) for a given Mstar as well as that of EDGE ) and S 4 G (Díaz-García et al. 2016) . The dependency of f bar on Mstar was different from the previous works. Díaz-García et al. (2016) indicated that the bar fraction increased with the stellar mass in the S 4 G samples. Algorry et al. (2017) studied the population of the barred galaxies in the EAGLE cosmological simulation and found that the gas mass fraction decreased with the bar strength parameter. In other words, barred spiral galaxies were prone to having a lower gas mass fraction. Spinoso et al. (2017) predicted that gas is driven inward and consumed by star formation in the barred galaxies in cosmological simulations. Observational results also concurred with those predictions (Cheung et al. 2013; Chown et al. 2019) . Our sample consisted of gasrich galaxies; barred spiral galaxies with high Mstar and low fgas were not included; and those with lower Mstar and higher M mol /Mstar were selectively included in our sample, thereby causing similar M mol , Mstar, and M mol /Mstar distributions between the barred and non-barred spiral galaxies seen in our sample.
Summary and conclusion
In this study, we simultaneously conducted COMING, an OTF-mapping survey project, targeting 147 nearby galaxies in 12 CO, 13 CO, and C 18 O J = 1−0 lines using the NRO 45 m radio telescope. The spatial resolution was 17 ′′ . The velocity resolution was set to 10 km s −1 . The sensitivity was typically TMB = 70 mK. Each mapping region covered 70 % of the optical diameter D25, which was expected to encompass all CO emissions, as indicated by the previous observations. The targets were selected from nearby galaxies based on the FIR flux. In other words, they were strongly biased to the FIR brightness. Some interacting galaxies were selected despite not satisfying the selection criteria because the counterpart of the paired galaxies satisfied the criteria. We only completed observations for 147 out of the 238 galaxies in the selected sample because of the observing limitations. The fractions of the barred and non-barred galaxies in the sample were similar, but we concentrated on those with the Hubble-type Sb-Sc. The galaxies with smaller disc lengths were a dominant component of the observed sample. The FITS cubes with 6 ′′ Fig. 25 . Histograms of the total molecular gas mass M mol for bar types SA, SAB, SB, and SAB + SB. spacing in the three lines are publicly available at the JVO archive.
We developed an observation ranking system and automatic data reduction tools to optimize resource observation and ensure that reduction is fully reproducible and highly efficient. We quantified the relative positions between the direction of the telescope and the available targets and made assessments based on the target elevation and size while considering the system noise and other factors to maximize the quantity of the observed galaxies in the allotted time. This system was introduced in the last two observation seasons and resulted in the reduction of the total observing time to complete a map typically by 37 %. We also developed the tools auto-flag and autorebase. The former quantified the undulation of the spectral baselines and removed heavily undulated spectra in the OTF data. Meanwhile, auto-rebase determined the zero levels in the spectra with ambiguous features. These tools are a part of the COMING ART python package designed to optimize the objectivity and reproducibility of the reduction process.
The radii and the total stellar mass of the observed galaxies were measured from the WISE 3.4 µm archival data. The radius, R3.4µm, was 30 % larger than the optical radius for most targets. The total stellar mass, Mstar, was measured within R3.4µm following the method of Wen et al. (2013) . Our derived Mstar was approximately 20 % less massive than the mass derived in S 4 G (Sheth et al. 2010) for 115 overlapping galaxies between our project and S 4 G. The offset may be caused by our conservative star masking method which masks slightly larger area than the extent of stars and background subtraction, and possibly a mi- nor offset between the WISE 3.4 µm band and the Spitzer 3.6 µm band flux at a higher magnitude (Wen et al. 2013 ).
The 12 CO emission was detected in most of the observed galaxies, while the 13 CO emission was detected in approximately a third of the galaxies with a low S/N ratio. The C 18 O emission was detected in only < ∼ 10 targets. Some integrated intensity maps in 12 CO indicated a similar distribution to the stellar distribution, while some displayed quite different morphologies. Some galaxies also showed differences in the locations of the 12 CO and 13 CO emission, although the S/N ratio of 13 CO was rather low in most cases. This result implied that the molecular gas properties in the galactic discs were not uniform. The C 18 O maps were only successfully created in three of our targets, namely NGC 891, NGC 1055 and NGC 3034. Additionally, the first-and second-degree moment maps in CO were created for the majority of our sample.
The total molecular gas mass, M mol , measured using the standard conversion factor correlated well with Mstar over three orders of magnitude. Moreover, the ratio M mol /Mstar figure 27 for SA and SAB + SB. The COMING results are normalized for the peak to correspond to that of the EDGE results, and the data with uncertainty or upper/lower limit data are not used. did not depend on the Hubble type. Galaxies with Sb and Sbc types have the tendency to host a larger M mol or Mstar, although the scatter is considerable. The trend of M mol /Mstar relation was consistent with that in the previous works, although the scatter was considerable. However, M mol /Mstar seemed to decrease with Mstar in early-type galaxies and vice versa in late-type galaxies.
M mol and M mol /Mstar did not show dependence on the presence of bars, but this was likely the result of our sample selection criteria. We saw no differences in the mass distribution of M mol and Mstar between the barred and non-barred spirals; however, we found that the SB types had a lower mass tail in the M mol and Mstar distribution. No difference of M mol /Mstar was seen between the barred and non-barred spirals, although the previous works suggested the possibility of a comparatively lower M mol /Mstar in the barred spirals . The fraction of the barred spirals as a function of Mstar also showed a trend opposite to that in the previous works. This difference was caused by our sample selection, in which we prioritized observing the FIR bright (thus, molecular gas-rich) galaxies. The barred spirals are effective at funneling molecular gas toward their central regions, resulting in a molecular gas deficit in their discs. Thus, the molecular gas-rich barred spirals had a lower Mstar.
This survey was conducted toward approximately 150 galaxies, observing the 12 CO distribution over their entire disc area and revealing the large-scale distribution of their entire molecular gas budget. These data act as a benchmark for comparison with the targeted observations of more distant galaxies, interferometric observations of our sample galaxies, observations in higher-J lines, and those with very high spatial resolutions of specific regions of external galaxies. Our sample was composed of nearby galaxies, and, as such, a wealth of archival data across multiple wavelengths was already available. Thus, COMING acts as an excellent resource for studies of the interstellar medium and star formation in galaxies on kpc scales.
Supplementary data
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