Abstract-Networked Control Systems (NCSs) are often associated with problems like random data losses which might lead to system instability. This paper proposes a method based on the use of variable controller gains to achieve maximum parametric robustness of the plant controlled over a network. Stability using variable controller gains under data loss conditions is analyzed using a suitable Linear Matrix Inequality (LMI) formulation. Also, a Particle Swarm Optimization (PSO) based technique is used to maximize parametric robustness of the plant.
I. INTRODUCTION
EAL time control loops which are closed over shared communication networks have received increased attention from researchers due to the significant advantages they offer over traditional control systems [1] . Some of the key features of networked control systems include reduced wiring due to the usage of shared medium as opposed to point to point connection, low cost and modularity, flexibility of architecture etc. NCSs have wide applicability in factory automation, aircraft and space applications, automobiles, remote diagnostics, manufacturing plant monitoring and access in hazardous environments. However with the introduction of the network into the control loop, various practical issues and constraints comes into play which affects the control performance [2] . Among all the network constraints, level of packet drop-out (due to buffer overflows etc.) and random network delays due to transmission, routing etc. introduced within the network plays pivotal role so far as the control loop performance is concerned. Random packet drop-outs and delays can have varying effect on the control performance ranging from degrading the closed loop response to making the system unstable altogether [3] .
Theoretical analysis for the stabilization of linear systems over networks in the presence of arbitrary and Markovian packet losses have been studied by [4] . Other studies [5] have analyzed the network as a switched system using the concept of lifted sampling period and derived stability conditions for delays and packet dropouts. Model Predictive control over networks has been studied by [6] and has been shown to work well over the classical state feedback controller for NCS. The predictive control methodology [7] - [12] exploits the fact that for data networks like Ethernet, a single packet of data can accommodate many control signal values and hence predicted values of the future control signals can be clubbed in the present packet and transmitted to the actuator which decides the appropriate control signal to be used. In [13] active compensation for network delay and drop has been done by this method and has shown improved performance over other conventional methods. However, the controller performs an online finite horizon optimization to predict the control signal values at each time instant. This poses a constraint on the real time requirement that the controller must finish the computation of every packet, within a very small fraction of the sampling time.
Instead of the finite horizon optimization at each time instant, this paper proposes static state-feedback gains for each of the future predicted control signals. This reduces the controller complexity and thus the hard limit of the real time requirements can easily be met. The predicted control signal values for the finite horizon are put in the same packet as the present control signal and sent to the actuator buffer. The actuator updates the plant with values from the buffer based on different scenarios of arrival of the packets at the actuator.
In this paper, the NCS is modelled as a set of switched Linear Time Invariant (LTI) systems with uncertain switching between them caused by network conditions like data loss and variable delay. While stability of the NCS with network considerations is ascertained by way of finding a feasible solution for the LMIs using multiple Lyapunov functions, the gains are so chosen such that the parametric robustness of the nominal system is maximum. The nominal system here implies the closed loop system without network considerations (e.g. variable delay and data loss) and the corresponding controller gains are termed as the nominal gains. Other robust stability approaches in NCS can be found in [14] - [15] . The present approach fits the largest ndimensional hypersphere in an n-dimensional stable controller space and selecting the nominal controller gains corresponding the center of the hypersphere. Particle Swarm Optimization is used to obtain the set of predictive controller gains that maximizes the volume of the hypersphere. This ensures maximum variation in controller parameters and since any uncertainty in the system parameters can be reflected as change in controller gains [16] - [17] , the designed NCS allows for maximum system parameter variation due to modeling uncertainty.
The rest of the paper is organized as follows. Section II deals with the theoretical formulation. Section III presents the main results with a proof of the stability conditions in the Lyapunov sense. Section IV supports the above formulation with an illustrative example. The paper ends in Section V with the conclusions and is followed by the references.
II. THEORETICAL FORMULATION
The continuous time plant is discretized with a specified sampling time and the corresponding linear discrete time system is given by
is the time step, ( ) n x k ∈ is the system state and ( )
is the initial state and F and G are two constant matrices of appropriate dimensions. Fig. 1 shows the schematic diagram of the system. The sensor is time driven and samples the plantstates at fixed instants of sampling time. The sensor sends the packets to the controller along with a time stamp. It is assumed that full state information of the plant is available. The controller is a full state feedback controller and is also time driven. Generally the convention is to use an event driven controller which calculates the control signal as soon as it is received and sends it over the network to the actuator [18] . This eliminates the additional time till the next sampling instant that the controller must wait before it transmits the control signal as in the time driven case. But in safety critical applications event driven controllers are not used since specific cases may occur where after a long delay, many control signals come together within the same sampling time thus increasing the instantaneous network load to a high value which is undesirable. Hence the choice of this type of controller is made in the present paper. The predictive state feedback controller is implemented as a set of static gains and the controller embeds the values of the present control signal and the next predicted control signals in the same packet. The buffer stores the received packet and applies the appropriate value of the control signal to the actuator based on some logic. The control signal is given by
and is applied to the plant by the actuator on a logic based on the arrival of the preceeding packets as discussed in Definition 2. There is a skew between the time line of the sensor, controller and actuator to ensure that the packet sent by the sensor for a time step is picked up by the controller and similarly the packet sent by the controller for a particular time step is picked up by the actuator. Thus if 1 τ be the time skew between the sensor and the controller, 2 τ be the time skew between the controller and the actuator, then the following is assumed to hold:
, where s T is the sampling time of the system. Thus the timelines have an offset which is assumed to be maintained with a precision so that the controller picks up the current sampled data sent by the sensor and the actuator picks up the current control signal sent by the controller.
In a practical scenario, a number of control loops may use the same medium and the nature of the traffic might be burst periodic in certain networks like Ethernet. This might lead to a jitter in transmissions and variable delay. However a packet which belongs to a particular time step is considered to be dropped if it does not reach the actuator in the same time step. Any out of order packet is discarded by the buffer and considered to be dropped. 
A. Definition 1
The mathematical model of the packet loss process is defined as
which takes values in the finite state space : {1, 2, ...,
The packet loss process is assumed to take random values in μ without following any pre-specified distribution e.g. Markovian, Bernoulli etc.
B. Definition 2:
The buffer logic which decides the control signal u to the actuator at each sampling instant k , is defined as 
The NCS with the state feedback predictive controllers can be cast in the form of a discrete time switched system given by: 
where,
The NCS defined by the switched system (3) is asymptotically stable for the arbitrary packet loss process ( )
, if for , i j ∈ Λ , there exist positive definite matrices, i P and j P satisfying the following set of Linear Matrix Inequalities (LMIs). 0
where, i Φ is of the form (4) with specified controller
Proof: For the switched system (3) let us define multiple Lyapunov functions of the form (6), for each switched state.
Let the value of ( ) k σ at the th k and ( 1) th k + time instant be i and j respectively, where , i j ∈ Λ . The difference of the Lyapunov function between the two instants of time is given by:
For any ( ) 0
. Hence the system (3) is asymptotically stable.
IV. CONTROLLER DESIGN FOR ROBUST STABILITY
The controller design problem is recast into an optimization problem and is solved with the help of a stochastic optimization algorithm known as the Particle Swarm Optimization. The optimization variables are the predictive gains of the controller, viz. l K where
. The objective function to be maximized is as follows:
where, f is the region enclosed by the components of the nominal feedback controller gain 1 K satisfying equation (5) . For a system consisting of 2 and 3 states (8) represents the area and volume enclosed by the components of 1 K respectively.
For the corresponding minimization problem, the negative value of the objective function is taken. Once the predictive gains are found out, the largest hyper-sphere is fitted in the stable region by numerical techniques and the co-ordinates of the centre give the nominal gains of the controller. J is numerically found out by summing the number of points which satisfies (5), evaluated at equally spaced discrete points in the n-dimensional nominal controller space 1 K .
A. Particle Swarm Optimization Algorithm
The PSO tries to optimize an objective function ( ) f x with respect to the design variable 
where α is the inertia factor, 1 β is the cognitive learning rate and 2 β is the social learning rate and is pre-specified by the user. These influence the exploration and exploitation properties of the particles and must be properly chosen [19] for quicker convergence. denotes the best position of the swarm at the current iteration k . This is expressed as:
The pseudo-code for the PSO algorithm can be summarized as follows: These settings are similar to that in [20] and are seen to work well for typical controller design tasks in NCS applications. Other small changes in parameters give similar results. Rather the convergence and run time of the algorithm is affected more.
V. ILLUSTRATIVE EXAMPLE

A. Simulation Study
Let us consider the practical networked DC motor system as in [5] . With the sampling time chosen as 0.05 seconds, the discrete time plant can be expressed as: 
where, 
The radius of the circle with constant gains in Fig. 3 is 0.14 and the radius of the circle with the predictive gains in Fig. 4 is 0.22. This shows that the predictive methodology allows for more variation in controller parameters while preserving stability in the sense of Lyapunov. The asymptotic stability of the system for initial condition 0 [3.65 0] T x = is shown in Fig. 5 and Fig. 6 . 
B. Few Discussions
It is evident from Figs. 3 and 4 , that the stability region in the sense of Lyapunov for the proposed predictive controller with different state feedback gains for different levels of packet dropouts is higher than the case with the simple state feedback controller. Since uncertainty in plant parameters is ultimately reflected in the change in controller parameters [16] - [17] , this predictive approach gives more robustness to errors in plant parameter estimation. The actual gains are chosen to be the centre of the largest circle that can be fitted inside the stability region. This ensures maximum variation in controller parameters of both the states. The methodology can easily be extended to the case with higher number of state feedback gains. In that case the controller parameters can be found by fitting the largest hyper-sphere in ndimensional parameter space. However pictorial representation in this case would be difficult. Fig. 3 and 4 shows that the system can tolerate higher deviation in the state feedback gain 11 K associated with the position state ( p θ ) than that with 12 K . For more realistic design it is possible to fit an ellipse instead of a circle in the stability region which permits more deviation in one statefeedback gain than the other. The obtained stabilizing gains are both positive and negative in Fig. 3 and 4 . This implies that even a positive feedback action can stabilize a state feedback control loop since it acts as a switched system in the presence of packet losses. This is intrinsically different from the conventional linear time invariant (LTI) systems which can not be stabilized in such cases with a positive feedback in the sense of Lyapunov. Fig. 3 and 4 also shows that the stabilizing region is composed of discontinuous patches unlike [16] for LTI systems which is a typically due to the switched nature of the set of linear systems with packet drops.
Figs. 5 and 6 show the time domain asymptotic stability of the plant in the presence of packet dropouts for the case of constant feedback gains and predictive feedback gains respectively. The state responses in Fig. 6 are more jagged with sharp transitions which are not seen in Fig. 5 . Thus it is evident that increase in stability region for the predictive controller comes at the cost of decrease in time domain performance.
VI. CONCLUSION
Predictive control methodology with constant state feedback gains are proposed in this paper. This takes the advantage of predictive control while reducing the computational complexity of calculation in each iteration, unlike conventional model predictive control approaches. The predictive gains are chosen with PSO to provide maximum parameter variation of the nominal controller, while ensuring stability in the Lyapunov sense in the presence of packet drops. The nominal gains are then chosen to be the centre of the largest possible circle in the stability region. Time domain simulation show that asymptotic stability is achieved for both cases but the increase in stability region for the predictive controller comes at the cost of decreased time domain performance, which is evident due to the presence of sharp transitions in the states. Nevertheless, this approach takes care of uncertainties in plant parameter variations and ensures robust stability. Scope of future work might include incorporating time domain performance while preserving robust stability conditions.
