Low-dose computed tomography (LDCT) imaging has attracted tremendous attention because it reduces the potential cancer risk for patients by decreasing the radiation dose. However, reducing the radiation dose may cause image quality degradation due to the introduction of noise and artifacts. The details of pathological information mainly exist in the high-frequency domain of LDCT image. Therefore, some useful details may be lost or destroyed while removing the noise and artifacts. To address this problem, we propose a high-frequency sensitive generative adversarial network (HFSGAN). The new generator includes two sub-networks. One is the high-frequency domain U-Net, which is specially designed to deal with the high-frequency components decomposed from LDCT image. The other is image space U-Net, which is used to process information from the whole image of LDCT. In addition, the discriminator in HFSGAN adopts an inception module to increase the receptive field and width of network, and to extract the multi-scale features of the true and false images. The experiments show that the proposed network preserves more texture details of denoised image while removing noise and artifacts. Compared with the state-of-the-art networks, the proposed denoising method achieves better performance both quantitatively and visually.
I. INTRODUCTION
X-ray computed tomography (CT) has been widely explored since its introduction in the 1970s. To obtain CT images that clearly show soft tissues, repeated X-ray CT scans are frequently required in CT-guided lung lesions puncture examinations, image-guided intervention, and radiotherapy. The direct impact of repeated scans is that associative volume scanning caused individual patient doses to soar, and contributed to excessive radiation exposure, which may cause radiation-induced cancerous, metabolic abnormalities, leukemia, and other genetic diseases [1] . Clinically, there is a desire to minimize radiation exposure to as low as is reasonably achievable while maintaining acceptable diagnostic accuracy. However, the reduction of the radiation dose often leads to reconstructed images with amplified mottle noise and non-stationary streak artifact pollution, which causes image quality degradation and adversely affects clinical The associate editor coordinating the review of this manuscript and approving it for publication was Kim-Kwang Raymond Choo . diagnoses [2] . Extensive efforts such as optimal scan protocols [3] , advanced hardware techniques [4] , and advanced image reconstruction algorithms [5] - [8] , have been made to improve the quality of reconstructed images from LDCT. Although improving the hardware conditions of the CT system can also improve the dose efficiency, the current research trend is to achieve dose reduction by imaging algorithms such as statistical iterative reconstruction algorithms, as well as projection domain and image domain denoising methods, which are economical, effective, easy to replace, and can ensure the quality of reconstructed images.
The most commonly used projection domain method is filtered back projection (FBP), which is equipped on most of commercial CT scanners. This method is performed on raw measurements or logarithmic transformation measurements, which always leads to the introduction of additional noise and blurred edges [9] . Over the past decade, typical research on statistical iterative reconstruction algorithms has formulated an objective function that consists of two terms: (a) a data-fidelity term, modeling the statistics of the acquired measurement and (b) a regularization term, incorporating the prior information. Then, image reconstruction is realized by minimizing the derived objective function in an iterative manner [6] . An interesting research focus is to define an effective regularization term. Successful attempts about image priors include compressed sensing (CS) [10] , dictionary learning (DR) [11] , low-rank [12] , total variation (TV) [14] and its variants [15] . The iterative reconstruction methods can greatly improve image quality. However, there are two main constraints on such methods. On the one hand, these techniques are vendor-specific because the details of the scanner geometry and correction steps are not available to users and other vendors. On the other hand, they always suffer from remaining artifacts and high computational cost.
Our research falls into post-processing methods, which have no need for real-time imaging or huge storage space; they can be directly operated on LDCT images and integrated into any CT system. Since artifacts always have positiondependent distributions and amplitudes similar to those of normal attenuating structures, it is challenging to suppress artifacts and remove noise in LDCT images [16] . Thanks to the powerful ability of structural feature representation, the processing methods based on dictionary learning and sparse representation have attracted wide attention and perform well on CT images with relatively complex structures. Chen et al. [16] proposed a post-processing method based on dictionary learning to improve the quality of LDCT images. A so-called discriminative dictionary was obtained based on the difference between artifacts and structural details, in which the artifacts in all directions are filtered by using a sparse representation of the dictionary, and then the residual artifacts and noise are further filtered through the global dictionary learning process. Cui et al. [17] formulated the removal of streak artifacts as an image decomposition problem based on morphological component analysis (MCA). Their method contributed to the decomposition of artifacts from the high-frequency parts by using automatic and selfcontained dictionary learning, in which no additional training samples are required. Non-local means (NLM) [18] and its improved method [13] , which consider the structural similarity of pixels in large-scale windows, have also been a primary research direction in recent years. Some studies have noted that the pixels with similar neighborhoods are more likely to belong to the same tissue or organ. The blockmatching 3D (BM3D) algorithm [19] combines the advantages of NLM denoising in the spatial domain and wavelet threshold shrinkage in the transform domain. Hard threshold linear transformation is used to reduce the complexity of L 2 distance in similarity judgment. After identifying similar blocks, the blocks are converted to reduce the noise contained. The noise distribution in the LDCT image exhibits irregularity, which makes it easy for the traditional image denoising algorithm to lose edge and detail information while removing noise.
In recent years, the explosive development of deep convolution neural networks (CNN) has provided new research ideas and shown great potential in the field of medical imaging. Based on the strong feature learning and mapping ability of CNN, many LDCT image denoising methods based on CNN have been proposed from the perspective of network structure and objective function. However, different network structures (such as 2D CNN [7] , 3D CNN [21] , residual encoder-decoder CNN [20] , and cascaded CNN [22] ) and objective functions (such as mean square error [7] , [22] , countermeasure loss [8] , and perceived loss [23] ) may have a profound impact on learning process. The network structure determines the complexity of the denoising model, and the objective function controls how to learn the denoising model from the image or data. In 2018, Kang et al. [24] proposed a denoising algorithm for LDCT based on a tightly supported wavelet residual network. This method adopted the residual network design and considered direction information and effectively suppressed the specific noise of LDCT through the decomposition of noise components by wavelet transform.
Compared with the traditional, single objective function optimization CNN, the generative adversarial networks (GAN) proposed by Goodfellow et al. [25] is one of the most promising methods in unsupervised learning, and it performs well in image processing through the adversarial learning between generator and discriminator. Since GAN uses random noise as input, it is impossible to control the mode of the data being generated. Conditional generative adversarial networks (cGAN) [44] , [49] are an extension of the original GAN, with both the generator and the discriminator adding additional information as part of the input. Cycleconsistent adversarial networks [45] learn the process of translating images from a source domain to a target domain. It solves the situation where there is no paired training data. On the basis of cGAN, Phillip Isola et al. [26] proposed a pix2pix model that can realize the conversion between different forms of images (gray, color, gradient, and various markers). Because of its superior performance, pix2pix was subsequently applied to many fields, and LDCT denoising has also been explored by a series of scholars. Through adding sharpness detection network to pix2pix, Yi et al. [27] well suppressed noise in LDCT images. Based on [45] , Kang et al. [46] proposed a denoising network to learn the mapping between the low-and high-dose cardiac phases. It solves the problem of unsuitable for supervised learning due to differences in cardiac structure. However, there are still some problems in the network, such as low stability of the model, insufficient use of the details of CT images, and insufficient generation of image texture details. Thereafter, by changing the objective function, the wasserstein GAN (WGAN) [28] and least square GAN (LSGAN) [29] solved the instability of GAN model to some extent. Yang et al. [23] used WGAN with perceptual loss to denoise LDCT images, and achieved some results. In [47] , the CS-based medical image reconstruction method was incorporated into the GAN framework. The least squares penalty is used to stabilize the model during training. However, because of the lack of further processing of image details, it cannot guarantee the true reflection of the patient's physical condition in a clinical application. Shan et al. [21] attempted to improve the WGAN denoising model by using the 3D spatial information of adjacent slices of LDCT to ensure the quality of denoising the image. Chenyu Y et al. [30] optimized the network structure by adding the structure-sensitive network. However, their work did not consider the use of GAN self-discriminator to optimize their internal generators.
The above GAN-based denoising algorithms do not handle image details well, and the discriminator structure of these networks is relatively simple. To overcome these problems, we propose a high-frequency sensitive denoising network (referred to in this article simply as HFSGAN). The proposed network consists of two stages: a high-frequency sensitive generator and a multi-scale discriminator. The noise and artifacts of LDCT images are mainly high-frequency information, and the pathological information on the images is also reflected in details. So, the work of a denoising network focuses on the processing of high-frequency components, but the existing denoising network does not make full use of image details. Inspired by the ideas of [31] and [32] , we extend the generator by adding a sub-network dedicated to dealing with the high-frequency component of LDCT image. We decompose a LDCT image into a high-frequency component and a low-frequency component. Then, we construct a generator consisting of two nested U-Nets [34] . One U-Net module is specifically designed to produce an efferent highfrequency component that should be as close as possible to the high-frequency portion of the normal-dose CT (NDCT) images. The other U-Net sub-network is used as the backbone network of the generator to obtain the denoised image, the inputs of which are composed of the generated highfrequency component and the low-frequency component of LDCT images. It not only guarantees the authenticity of the image, but also increases the generated high-frequency sensitivity. The L 1 distance matched with the two-stage generator is used to measure the generated high-frequency image and the corresponding high-frequency component of the NDCT image to ensure the effectiveness of high-frequency network. In addition, LDCT images also suffer from streak artifacts pollution and pixel low contrast. To handle this problem, the discriminator should capture the global characteristics of the image by increasing the network's receptive field. The inception module in the GoogLeNet proposed by Szegedy et al. [33] meets the requirements because it processes the rich spatial features through asymmetric convolution splitting. Our main contributions in this paper are summarized as follows:
1) The generator uses two nested U-Nets. The first U-Net is dedicated to processing the high-frequency component of LDCT for improving the generator's sensitivity to high-frequency information. The second U-Net, the inputs of which consists of the superpose of the low-frequency component of the original LDCT and the high-frequency image produced by the first U-Net, is used to generate denoised images.
2) To improve the supervision capabilities of discriminator, an inception module was integrated into the discriminator to extract multi-scale image features. 3) To evaluate the denoising performance of the proposed network, Mayo data [35] with noise pollution and the piglet data [48] with different radiation doses are used in the experiment. It is confirmed that our denoising network outperforms the state-of-the-art networks in terms of removing noise and suppressing artifacts.
The rest of this paper is organized as follows: The basic theory of denoising and the network are introduced in the second section. The experimental results are shown in the third section. A conclusion and future works are discussed in the fourth section.
II. THEORY AND METHOD A. DENOISING MODEL
Assume that X ∈ R w×h represents a given LDCT image of size w × h, Y ∈ R w×h represents the corresponding NDCT image. In general, the relationship between them can be expressed as:
where T : R w×h → R w×h denotes a generic destruction process that degrades the NDCT image Y to the corresponding LDCT image X .
The goal of the denoising model is to learn the mapping relationship from X → Y . To better remove the noise and artifacts in the LDCT image, we divide the LDCT image into a high-frequency channel image and a low-frequency channel image. The low-frequency component represents the base layer of the image, and the high-frequency component represents the detail layer of the image. In this paper, the highfrequency channel image is obtained by subtracting the base layer image representing the low-frequency component from the original image, so the high-frequency image is sparser than the original image, and the pixel value of the highfrequency image is close to zero in many areas. Nevertheless, the high-frequency channel images are more important, because noise, artifacts, and the details of pathological information are all in the high-frequency domain of images. Processing the high-frequency image alone can improve the network's sensitivity to high-frequency detail and improve the quality of recovered image. Based on the above considerations, we first obtain the low-frequency channel images X L and Y L from LDCT image X and NDCT image Y by guided filtering, respectively:
where f (·) indicates the guided filtering [37] . The high-frequency channel image can be regarded as the residual image by subtracting the low-frequency channel image from the input original image:
where X H ∈ R w×h and Y H ∈ R w×h represent the highfrequency channel images of LDCT and NDCT images, respectively. Our degraded model describes the relationships between the LDCT image and NDCT image through low-frequency channel and high-frequency channel respectively:
where T H denotes the destruction process of NDCT detail images by noise. Note that we have added a high-frequency information sensitive module in the denoising network.
B. HFSGAN STRUCTURE Fig. 1 shows the proposed denoising network HFSGAN, which is constructed by modifying the structures of both generator and discriminator of traditional GAN. The generator uses a structure with two nested U-Nets that adds a highfrequency detail processing module. An inception module is introduced into the discriminator to extract the multi-scale features of CT image, and, thus, further optimization of the network structure can be achieved, see Section B. The proposed network is optimized by a new objective function that incorporates the L 1 norm-based global loss L G and detail loss L D into the least squares loss function adopted by LSGAN. The global loss is used to optimize the image space U-Net to improve the entire quality of the denoised image, while the detail loss is used to optimize the high-frequency domain U-Net to ensure the texture detail quality of the denoised image, see Section C. Figure 1a shows the new generator, which consists of two nested U-Nets. The first U-Net is the high-frequency domain U-Net and is indicated by the red dotted box. The second U-Net is the image space U-Net and is indicated by the black dotted box. This structure has two advantages: On the one hand, the network is designed to be deeper because of the use of two-stage nested U-Net. In general, the deeper network architecture can increase its flexibility and ability to explore and model image features [36] . On the other hand, this two-stage nested U-Net architecture can increase the network's sensitivity to high-frequency information, because one of the U-Nets is dedicated to handling the high-frequency component of the LDCT image. Furthermore, when the high-frequency image, which is the first stage U-Net output, is superimposed with the low-frequency branch of the LDCT as the input of the second stage U-Net, the high-frequency information in images will undergo the secondary enhancement learning. Sending the low-frequency component X L and the highfrequency component X H of the LDCT image into the two U-Nets separately. In addition, cGAN provided noise Z only in the form of dropout as an input to the two U-Nets, applied on several layers of the two U-Nets at both training and testing [26] . We can get:Ŷ
1) GENERATOR ARCHITECTURE
where U describes the mapping from the X H to the highfrequency component of the corresponding NDCT image.Ŷ H is defined as the output high-frequency image. Obviously, U indicates the denoising process of LDCT's high-frequency image, which is also the inverse process of NDCT's highfrequency image degradation process. That is U ≈ T −1 H . The generator is represented by G. G denotes mapping from the low-frequency component of X to the corresponding NDCT image in the image space.Ŷ is defined as the image after LDCT denoising. In this denoising process, the input is obtained by adding X L and the high-frequency image generated by the U . The goal is to learn the mapping relationship between LDCT and NDCT as accurately as possible.
Both sub-networks use U-Nets to extract different image features, which allows low-frequency information to have a skip connection between the encoder and the mirror layer in the decoder stack to ensure sharing between input and output. The U-Net improves the sensitivity to high-frequency information for the whole network and is used to process high-frequency components of LDCT images. We add a detail loss L D term (Eq. 8) to constrain the U module to generate an image to ensure that the high-frequency image inputted to G is as close as possible to the high-frequency component of the NDCT image.
G is used as the second U-Net to capture global features. The low-frequency information can be shared by the bypass connection, and the high-frequency information is used for secondary enhancement learning, so that G generates clear and realistic denoising images. We have jointly trained two U-Nets.
2) DISCRIMINATOR ARCHITECTURE
With the rich detail of CT images and the rigorous processing of every detail in the image, the design of the discriminator will be a huge challenge. The discriminator needs to have a large receptive field, a deeper network or a larger convolution kernel to more accurately distinguish between NDCT and generated denoised images. Both the deeper network and the increased convolution kernel will result in increased network capacity. To solve this problem, the discriminator, called inception discriminator, extends the Markovian discriminator (PatchGAN) [26] by adding an inception module for extracting multi-scale image features, as shown in Fig. 1b .
In the first and last layers of the discriminator, the convolution layer with convolution kernel 4 × 4 and sliding step 2 is used to extract image features. The middle three layers all use multi-scale inception module, the design details of the inception module are shown in Fig. 2 . More abstract features can be extracted as the network deepens. First, it is necessary to increase the receptive field to capture image features using multi-scale convolution kernels of different sizes. Second, different scale features are superimposed. Then, the features are merged through the bottleneck layer. Here, a 1 × 1 convolution can be seen as a linear transformation of the input channel. Finally, the 1 × 1 convolution layer is followed by BatchNorm-ReLU [40] . Here, LReLU means leaky ReLU, with slope 0.2. We expect to minimize the amount of computation and achieve good performance while increasing the depth and breadth of the network. That is, the inception structure is adopted to reduce the network parameters, and it means the fusion of different scale features. The generator can be further optimized for such improvement of the discriminator. And the texture of LDCT image is expected to be clearer after denoising.
C. OBJECTIVE
In our denoising network, the generator removes noise and artifacts to generate images that satisfy medical diagnostics, and the discriminator tries to accurately distinguish between true and false images, and both optimize the cGAN model through adversarial training. The objective is defined as: G(X , Z ) ))] (7) where E(·) represents the expected value of the function to be followed, and its subscript represents the random variables entered into the function. G tries to minimize this objective against an adversarial D that tries to maximize it. In addition to X , cGAN have provided noise Z as an input to the generator [38] .
The task of the generator is not only to fool the discriminator, but the generated imageŶ and also to be close to the ground truth Y in the sense of L 1 . We also expanded the options by using nested generators. It is necessary to ensure the quality of the denoised image, and the high-frequency image generatedŶ H by the U needs to be as close as possible to the high-frequency image Y H of the NDCT. Therefore, we have defined detail loss L D and global loss L G based on different channels to encourage L 1 distances with less blur:
Nevertheless, the above two L 1 losses may still miss some CT image information. Therefore, the objective function of cGAN is combined with the two L 1 losses to be as close as possible to the NDCT. Complementary, model instability is a problem with cGAN. LSGAN performs more stably during the learning process, and it can be applied to the image field to achieve better results [29] . Our denoising network uses the least squares loss instead of the cross-entropy loss. Our final objective is:
where λ 1 and λ 2 control the importance of global loss L G and detail loss L D .
III. EXPERIMENTS AND RESULTS
In this section, the experimental setting and results analysis are presented. To evaluate the effectiveness of the proposed algorithm, the experiments were performed on both simulated low-dose and real low-dose CT image datasets. In both cases, image visual effect analysis and quantitative metric analysis were performed to compare the noise reduction performance of different algorithms. The three quantitative metrics utilized in this work were peak signal-to-noise ratio (PSNR), structural similarity index (SSIM) [42] , and visual information fidelity (VIF) [43] . We compared the performance of different denoising algorithms. The selected methods included BM3D [19] , RED-CNN [20] , and cGAN-based pix2pix method [26] . In addition, it is necessary to analyze the performance of the following two methods: 1) One is the denoising network (referred to in this article simply as w/ HFS) obtained by only improving the generator of traditional GAN, specifically, adding the high-frequency sensitive network to the generator and retaining the original discriminator; 2) The other is the denoising network (referred to in this article simply as w/ Inception) obtained by only changing the discriminator, i.e., retaining the generator of traditional GAN and adding inception into the discriminator.
This work achieved network training by minimizing the objective function Eq. 11 with λ 1 = 100 and λ 2 = 50. We used the momentum-based Adam optimizer [39] with β 1 = 0.5 and β 2 = 0.999 to train all the networks. The learning rate was selected to be 0.0002. In the optimization process, we jointly trained the two-level G-network to make the generated image deceive the discriminator as much as possible. The task of the discriminator is to distinguish the true image from the false image as much as possible, and train against G-network to ensure that the image is clean after denoising. The statistics of the test batch was used for batch normalization. This approach to batch normalization, when the batch size is set to 1, has been termed ''instance normalization'' [41] and has been demonstrated to be effective at image generation tasks [26] . In our experiments, the minibatch size was 1. We implemented our network in Python with the TensorFlow library and used NVIDIA GTX 1070 Ti GPU to train and test the network. All the networks in this paper were trained to 200 epochs. The training and testing images are CT images of 512 × 512 in size.
A. LDCT DATASET WITH SIMULATED NOISE
The first low-dose CT dataset utilized for the training and evaluation of our networks was ''the 2016 NIH-AAPM-Mayo Clinic Low Dose CT Grand Challenge'' [35] . This was a real dataset published by the Mayo Clinic. It contains 2,378 CT images of 10 anonymous patients, including normal-dose abdominal CT images and the corresponding simulated lowdose CT images. This work randomly selected 1,811 CT images as training inputs, and 567 CT images were selected for testing.
1) DENOISING PERFORMANCE
To visually illustrate the denoising performance, we performed qualitative comparisons over the selected abdominal and chest CT images that contain low attenuation lesions and severe artifact contamination for the clinical task-based assessment, as shown in Figs. 3 and 5. For better evaluation of image quality, Fig. 4 shows the zoomed regions-of-interest (ROI) marked by the red rectangles in Fig. 3(h) . Fig. 5 also represents the zoomed ROI marked by the red rectangles in Fig. 5(h) . It is noteworthy that the results focus on content restoration, artifact suppression, and noise reduction. All CT images in axial view are displayed in the window [40, 400] 
HU . Figs. 3(a) and 5(a) present the LDCT images, and Figs. 3(h) and 5(h) show the corresponding NDCT images.
We can see that low-density lesions, normal tissue structure, and fine edges of the liver in NDCT images can be clearly observed; however, structural features with clinical diagnostic significance in LDCT images are contaminated by obvious strip artifacts and noise. It is meaningful to effectively distinguish and remove the strip artifacts and noise from normal tissues and lesions. All obtained denoising results suppress noise and artifacts to some extent.
As shown in Figs. 3b and 4b , the denoising performance of the traditional denoising algorithm BM3D is unsatisfactory. Fig. 3 . The red circle shows a low attenuation lesion. The green and blue arrows indicate two subtle structure parts. The display window is [40, 400] HU . Fig. 3 and Fig. 5 . Red is best for each metric, followed by blue.
TABLE 1. Quantitative comparison between PSNR, SSIM and VIF values for different algorithms of
The denoised image is blurred. The lesion area (shown in the red circle of Fig. 4b ) and some high-frequency structures were smoothed (indicated by the green or the blue arrows in Fig. 4b ). Fig. 5b shows that some obvious artifacts still exist in the denoised results. There exists the regression-to-mean problem in the MSE-based optimization. This leads directly to the results of the CNN-based RED-CNN algorithm, which suffers from over smoothing and texture information loss. It can be seen in Fig. 5c , i.e., the ROI area indicated by the red arrow shows that many artifacts were not well removed.
Figs. 3c and 4c also show that some texture information is lost in the results produced by RED-CNN. In comparison, we can obtain relatively improved results by applying the pix2pix network, which has been widely used in the field of image processing in the past two years in LDCT image denoising. Figs. 3d and 5d show the denoised image processed by this algorithm. It can be seen that although the purpose of noise reduction is achieved to some extent, there is still much room for improvement in noise reduction. In addition, the visual effect of the denoising results produced by w/ HFS ( Figs. 3e and 5e ) and w/ Inception (Figs. 3f and 5f ) are also considerable. It plays an active role in LDCT image noise removal, especially in artifact suppression. However, for some tiny vessel structures (as shown by the blue arrows in Figs. 4e and 4f ), w/ HFS and w/ Inception have missed some detail. Note that a single improved discriminator or generator does not retain more details. Because the proposed method combines the advantages of these two algorithms, the texture and detail information of the image are preserved more completely on the basis of noise removal. Furthermore, the generator needs to add a high-frequency processing module and use this module to extract more texture details. At the same time, the discriminator still needs to extract image features at multiple scales to further constrain the generator. The generator and discriminator work together to generate high quality denoised images.
2) QUANTITATIVE ANALYSIS
Generally speaking, a good denoising network should have good generalization ability. In other words, it can suppress all kinds of noise in various CT images. From this perspective, we quantitatively analyze the results obtained by processing the LDCT images from the abdomen of the body by different denoising algorithms. PSNR and SSIM are two widely used image quality evaluation metrics. PSNR evaluates the degree of distortion between the denoised image and the real image based on the global statistical error of the image pixel values. The larger the PSNR value, the larger the ratio of the useful information of the LDCT image to the noise, and the better the quality of the denoised LDCT image. SSIM conforms to the human visual system and can extract the structural information of backgrounds very well. The measurement of image structural distortion should be the best approximation of image perception quality. The SSIM value is 1 when the two images are identical, otherwise its value is between 0 and 1. The third row is the LDCT (10% of full dose reconstructed by FBP). The last row is the LDCT (5% of full dose reconstructed by FBP). The last column NDCT is reconstructed by the FBP algorithm with a 100% dose. The display window is [40, 400] HU .
The larger the SSIM value, the more similar the structure of the LDCT image is to the NDCT image, and the better the denoising effect. In addition, the information theory-based VIF is added as an auxiliary evaluation metric. The VIF is used to measure the visual perception consistency between the denoised image and the standard image, and reflects the image features from the structure and fidelity of the image. When the value is large, various structural information such as details and edges of the image are clear, and the fidelity of the image is high. We calculated the PSNR, SSIM, and VIF values for the denoised image in Figs. 3 and 5 , and the three indicators comprehensively evaluate the denoising performance of the proposed algorithm. Table 1 present all the results. In Table 1 , the maximum value of each metric is marked in red, and the secondary maximum value is marked blue.
As seen in Table 1 , for results shown in Fig. 3 , our method scores the highest PSNR and SSIM, and ranks the second in VIF, whereas the BM3D scores the highest VIF, and ranks second in PSNR and SSIM. Comparing the experimental results of BM3D and RED-CNN, both can obtain larger PSNR and SSIM. However, they have incomplete preservation of details and texture information. Denoised image produced by w/ HFS acquire good PSNR, SSIM, and VIF. It is shown that the addition of a high-frequency sensitive generator based on the idea of multi-channel processing has a positive effect on noise and artifact suppression. Although the PSNR values obtained by pix2pix and inception are the smallest, the difference is not very obvious compared with other algorithms. It shows that the performance of the selected algorithms is similar, and the advantages and disadvantages of noise reduction are mainly reflected in the details of high frequency. For the results shown in Fig. 5 , the RED-CNN ranked the lowest in PSNR, SSIM, and VIF, and has obvious disadvantages. Our method scores the highest VIF and SSIM, and ranks second in PSNR. Our improvement for GAN is beneficial to the artifact suppression of LDCT images. In addition, the inception method achieves the maximum PSNR, which shows that the improved discriminator can help the generator to further improve the image quality, and that the improved discriminator plays a supportive role in promoting the generator.
3) NETWORK CONVERGENCE
To examine the convergence of the denoising networks, the global loss of the four GAN improvement methods was calculated separately for validation according to Eq. 9 after each epoch. The corresponding global loss curve is plotted in Fig. 6 . It can be seen that the global loss curve of the pix2pix (shown in the blue line in Fig. 6 ) is quite different from that of the other three networks. The loss curve of our proposed network is similar to that of w/ HFS in the training process, but has no obvious difference with the loss curve of w/ Inception. It was confirmed that the two-stage generator and multi-scale inception discriminator strategy are effective for noise and artifact suppression of LDCT images. Fig. 7 . The first row is the LDCT (50% of full dose reconstructed by FBP). The second row is the LDCT (25% of full dose reconstructed by FBP). The third row is the LDCT (10% of full dose reconstructed by FBP). The last row is the LDCT (5% of full dose reconstructed by FBP). The last column NDCT is reconstructed by the FBP algorithm with a 100% dose. The display window is [40, 400] HU .
B. REAL DATASETS
The second low-dose CT dataset utilized for the training and evaluation of our networks was a piglet dataset [48] . This was the real dataset published by Yi et al. [27] . It uses a GE scanner (Discovery CT750 HD) with a 100 kVp source potential and a 0.625 mm slice thickness. CT scan images of deceased piglets at different low doses were obtained by a series of tube currents. The detailed scanning scheme was shown in Table 2 . Among them, 300 mAs was used as the normal dose, and other low doses were obtained by reducing tube current by 50%, 25%, 10% and 5% respectively. At each dose level, the CT image was affected by varying degrees of noise and artifacts. We used a separate training of four different doses. This work selected 565 CT images as training inputs and 100 CT images were selected for testing.
1) DENOISING RESULTS
To further prove the effectiveness and feasibility of the proposed network, we also did a second set of experiments to observe the performance of different noise reduction networks by changing the dose of radiation. Fig. 7 presents CT images in the piglet dataset using different methods to denoise. Fig. 8 show the ROI indicated by the red rectangle in Fig. 7 . As shown in Fig. 7 , in the first column, with the gradual reduction of radiation dose, the noise in CT images increases significantly. When the dose is 5% of the full dose, noise seriously affects the visual effect of CT images. Some details of high-frequency parts are blurred and some unknown noise points affecting medical diagnosis are introduced. It can be seen from Figs. 7b and 7c that traditional denoising algorithms BM3D and RED-CNN can achieve noise removal to some extent. However, as shown in Fig. 8b , for noisy LDCT images acquired by radiation dose of 30 mAs and 15 mAs, the traditional BM3D method does not perform well. There still exist obvious noises in the denoised images. As seen in Fig. 8c , the result produced by RED-CNN lost some details. Compared with NDCT, utilizing the four GAN-based algorithms (e.g. pix2pix, w/ HFS, w/ Inception and HFSGAN) to denoise CT images with different low doses, the image quality of the obtained results is obviously better than that of results obtained by the above two algorithms. It can be seen that GAN-based algorithm performs well in four kinds of LDCT images acquired by different radiation doses. The denoised images can well retain rich details and texture structure of CT images. We can further see from Fig. 8 that our method can obtain considerable experimental results, and the quality of the denoised image is close to NDCT.
2) QUANTITATIVE ANALYSIS
In this section, we quantitatively analyze the denoising performance of different algorithms for different low-dose CT images. We calculated the values of the three evaluation metrics for the experimental results. The summary data are in Table 3 . It can be seen that:
• For 150 mAs LDCT images, the PSNR and SSIM values are higher, which indicates that the 50% reduction of radiation dose has little effect on image quality. However, for the case of 15mAs, the values of the three metrics decreased significantly. As a result, the conclusion we reached above has been further validated, that is, the image quality of Fig. 7 and Fig. 8 becomes worse as the dose decreases.
• BM3D can achieve high PSNR and SSIM at dose of 150 mAs, but BM3D does not perform well when the dose is low or noise is high in LDCT images.
RED-CNN and pix2pix show good denoising stability. The three index values of the pix2pix model are significantly higher than those of RED-CNN. It shows that GAN has a better application prospect in the field of CT image denoising than CNN. The three index values of w/ HFS, w/ Inception and our method are higher than other algorithms, the difference is obvious as the radiation dose decreases.
• I t can be seen from the blue font that w/ HFS and w/ Inception have their own advantages, but the difference of numerical value is not significant. Both can play a positive role in LDCT denoising. Owing to its advantages, our network can obtain ideal results especially for LDCT with 15mAs dose. The red font in the table shows the maximum value obtained by using three metrics to quantitatively evaluate the four LDCT images. It can be seen that our denoising model has a certain robustness.
3) NETWORK CONVERGENCE
To further test the convergence of the GAN-based denoising network, the global loss of the four GAN improvement methods was calculated separately for validation according to Eq. 9 after each epoch. The corresponding global loss curve is plotted in Fig. 9 . In the denoising process, with the continuous optimization of the network, the proposed denoising network performed well and converge gradually. It can be shown that our denoising network has good robustness and generalization ability. The loss curve of pix2pix is close to the loss curve of w / HFS. However, it can be seen that the three index values of w/ HFS are higher than those of pix2pix in the Table 3 . It shows that the addition of high-frequency sensitive modules has a positive effect on the denoising performance of the network. When the dose is 75 mAs, the loss curve of w/ HFS was close to that of our method. In addition, the loss curve of w/ Inception are better than that of w/ HFS for the other three doses. It shows that the improved discriminator plays a very good role in constraining the generator. Fig. 10 shows the global loss curves of four different doses LDCT calculated by our algorithm after each epoch. It can be seen that the four-color curves eventually tend to be unified, and the fluctuation of the curve is not obvious in the later iteration period. It fully shows that our denoising network for the four LDCT images has stable performance and good denoising effect.
IV. DISCUSSION AND CONCLUSION
In this paper, we proposed a novel GAN-based LDCT image denoising algorithm. To effectively remove noise and artifacts, we divide the LDCT image into two parts: a highfrequency component and a low-frequency component. The generated network uses the LDCT high-frequency component as input to generate a high-frequency image through the high-frequency feature U-Net, and applies this image along with the low-frequency component of the LDCT image to generate a denoised image through another image space U-Net. The discriminant network is used to evaluate the effectiveness of the denoised image. To extract image features at multiple scales, we insert the inception module into the discriminator. Detailed experiments and comparisons were performed on a simulated noise dataset and real datasets of different low-dose CTs to demonstrate that the proposed denoising algorithm outperforms many of the latest state-ofthe-art methods in noise removal and artifact suppression. In addition, the proposed denoising method is compared with the generator and discriminator improvements to illustrate the performance gains obtained by each module.
The work of this paper also offers many possibilities for the future. A unified denoising model can be proposed for different low-dose CT images, and the denoising network is better optimized to improve the denoising performance. Finally, we are also working on the application of our denoising network on different scanners to achieve superior performance.
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