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Abstrakt 
Práce se zabývá problematikou implementace sufixových stromů a jejich využití v bioinformatice. 
Jsou zde uvedeny různé druhy algoritmů pro tvorbu sufixových stromů. Především se zabývá 
implementací on-line metody pro tvorbu sufixového stromu navrženou E. Ukkonenem a přibližným 
vyhledáváním podřetězců. To je realizováno za pomoci dynamického programování, upraveného pro 
využití sufixových stromů. Obě tyto metody jsou popsány pseudokódem a implementovány v příloze 
práce. 
  
 
 
Abstract 
This work discusses problems of suffix trees implementation and their use in bioinformatics. There 
are given different sorts of algorithms for building suffix trees in this work. In the first place, it deals 
with the on-line method implementation for building suffix trees, proposed by E. Ukkonen and 
approximate string matching. That is made by application of dynamic programming principles, 
adapted for  using suffix trees. Both of these methods are described by pseudocode and implemented 
in a work supplement. 
 
 
 
Klíčová slova 
Sufixový strom, Ukkonen, McCreight, online metoda, řetězec, podřetězce, prefix, sufix, přibližný, 
odpovídající 
 
 
 
 
Keywords 
Suffix tree, Ukkonen, McCreight, online, string, substring, preffix, suffix, approximate, matching 
 
 
 
 
 
 
Citace 
Hlaváček Pavel: Konstrukce sufixových stromů a jejich využití v bioinformatice, bakalářská práce, 
Brno, FIT VUT v Brně, 2011 
 Konstrukce sufixových stromů a jejich využití 
v bioinformatice. 
 
 
Prohlášení 
Prohlašuji, že jsem tuto bakalářskou práci vypracoval samostatně pod vedením Ing. Tomáše 
Martínka, Ph.D. Uvedl jsem všechny literární prameny a publikace, ze kterých jsem čerpal. 
 
 
…………………… 
Pavel Hlaváček 
5.5.2011 
 
 
 
 
 
Poděkování 
Rád bych poděkoval panu Ing. Tomáši Martínkovi, Ph.D. za vedení mé práce, rady a trpělivost, 
kterou se mnou měl. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
© Pavel Hlaváček, 2011 
Tato práce vznikla jako školní dílo na Vysokém učení technickém v Brně, Fakultě informačních 
technologií. Práce je chráněna autorským zákonem a její užití bez udělení oprávnění autorem je 
nezákonné, s výjimkou zákonem definovaných případů. 
 1 
Obsah 
Obsah ...................................................................................................................................................... 1 
1 Úvod ............................................................................................................................................... 2 
2 Sufixové stromy ............................................................................................................................. 3 
2.1 Metody tvorby sufixového stromu .......................................................................................... 7 
2.1.1 McCreight metoda tvorby sufixového stromu ................................................................ 7 
2.1.2 Online metoda ............................................................................................................... 11 
2.1.3 Implicitní sufixový strom.............................................................................................. 13 
2.1.4 Ukkonenova metoda tvorby sufixového stromu ........................................................... 14 
2.2 Srovnání metod ..................................................................................................................... 18 
2.3 Využití sufixových stromů ................................................................................................... 19 
2.3.1 Hledání vzorů ................................................................................................................ 19 
2.3.2 Nejdelší společný podřetězec dvou řetězců .................................................................. 19 
2.3.3 Nejdelší společný podřetězec z více než dvou řetězců ................................................. 20 
2.3.4 Nejdelší opakující se podřetězec ................................................................................... 21 
2.3.5 Hledání palindromů ...................................................................................................... 22 
2.3.6 Rozpoznaní DNA kontaminace .................................................................................... 23 
3 Implementace online metody ....................................................................................................... 24 
3.1 Suffix tree ............................................................................................................................. 24 
3.1.1 On-line konstrukce ........................................................................................................ 25 
3.1.2 Implementační detaily................................................................................................... 29 
3.2 Approximate string matching ............................................................................................... 30 
3.2.1 Přibližné vyhledávání přes sufixový strom ................................................................... 32 
3.3 Exact string matching ........................................................................................................... 33 
4 Závěr ............................................................................................................................................ 34 
 
 2 
1 Úvod 
V dnešní době, kdy většina aplikací pracuje s textovými řetězci, je potřeba mít dostatečně silné 
nástroje pro práci s nimi. Pokud jde o vyhledávání podřetězce, je kladen důraz především na rychlost 
a přesnost vyhledávání. Řešením tohoto problému se zabývalo mnoho odborníků, kteří vymysleli 
různé algoritmy,  řešící tento problém s různou časovou složitostí. 
Mezi nejznámější algoritmy, zabývající se tímto problémem, patří Knuth-Morris-Prattův nebo 
Boyer-Moore algoritmus. Tyto algoritmy jsou pro běžné vyhledávání plně dostačující. Bohužel 
s přibývající délkou textu a délkou hledaného vzoru začínají být neefektivní z důvodu časové 
složitosti. Především pokud chceme opakovaně vyhledávat různé vzory na stejném řetězci. Lepším 
řešením tohoto problému jsou sufixové stromy. 
 Sufixový strom je datová struktura, navržená jako prostorově úsporná reprezentace všech 
přípon daného textu a sloužící pro jeho předzpracování. Tohoto předzpracování je možné dosáhnout 
v lineární časové složitosti, a proto operace prováděné nad touto strukturou jsou velice rychlé. 
První algoritmus, schopný vytvořit sufixový strom v lineárním čase, byl vytvořen panem 
Wienerem v roce 1973. Tento algoritmus nebyl příliš efektivní a je spíš jen historickou památkou 
v oblasti řetězcového zpracování. V roce 1976 McCreight vytvořil prostorově více efektivní metodu. 
V roce 1995 vytvořil Ukkonen nový algoritmus, jehož předností je, že nezpracovává vstupní text od 
konce jako předchozí metody, ale zpracovává ho přirozeně zleva doprava. Této metodě se také říká 
„online“ metoda. 
 Typickou aplikací pro sufixový strom je řetězcový problém.  Mějme text T délky m, potom 
čas potřebný pro předzpracování textu je O(m). Vezmeme-li poté neznámý řetězec S délky n, tak 
v O(n) čase najdeme událost S v T nebo určíme, že S není obsaženo v T. Z toho tedy plyne, že je 
dovolené předzpracování trvající úměrně délce textu, ale samotné vyhledávání S musí být provedeno 
v čase úměrném délce S a tedy nezávislé na délce T. 
O(m) předzpracování a O(n) vyhledávání výsledků pro pod řetězcový problém je velmi 
překvapující a extrémně užitečné. V typických aplikacích je sekvence vstupních řetězců vložena až 
poté, co byl postaven sufixový strom, proto je lineární čas pro každé hledání velice důležitý. Tato mez 
není dosažitelná Knuth-Morris-Prattovými ani Boyer-Morreovými metodami. Tyto metody potřebují 
předzpracování každého vstupního řetězce pro vyhledávání a O(m) čas (v nejhorším případě) 
k nalezení vstupního řetězce v textu. Protože m může být velké v porovnání s n, tyto algoritmy by 
byly nepraktické na všech dlouhých textech. 
V bioinformatice se sufixový strom využívá především v aplikacích, které pracují s DNA. 
Vyskytuje se například v programech hledajících palindromy v sekvencích DNA nebo pro hledání 
shod ve dvou různých vzorcích DNA. Program pracující se sufixovými stromy je například Multiple 
Genome Aligner (MGA), který získává zarovnání genomů. O využití sufixových stromů bude 
pojednáno v kapitole 2.3. 
Tato práce pojednává o metodách tvorby sufixového stromu a implementaci on-line metody. 
Práce je rozdělena na 4 hlavní kapitoly. První kapitola nás uvádí do problému, čeho se tato práce 
týká. Ve druhé kapitole jsou popsány vybrané metody tvorby sufixového stromu a rozdíly mezi nimi. 
Třetí kapitola popisuje podrobněji implementovanou metodu a v poslední kapitole je zhodnocen 
výsledek této práce.  
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2 Sufixové stromy 
Sufixový strom [1] slouží pro předzpracování textu před začátkem vyhledávání a umožňuje nám řešit 
vyhledávání vzorů s ohledem na jejich délku v lineární časové složitosti. Nabízí nám zrychlení, 
obzvláště v případech, když chceme porovnávat mnoho různých vzorů se stejným textem. Tímto 
problémem se často zabývají v molekulární biologii, např. pokud chtějí porovnat nově seřazené části 
DNA s databází DNA sekvencí. Tato metoda je aplikovatelná na mnoho variant rozšíření vyhledávání 
podřetězců, o čemž je pojednáno v kapitole 2.3. 
Jednoduchý sufixový strom definovaný níže (definice 2.1) je také nazýván jako trie. 
 
 
Definice 2.1 Nechť              
  je vstupní text. Potom orientovaný strom          
s kořenem r nazýváme jednoduchý sufixový strom pro text t, jestliže splňuje následující podmínky. 
1. Strom má právě n listů označených 1…n 
2. Hrany stromu jsou označené značkami z abecedy ∑ 
3. Všechny vně vycházející hrany z uzlu směrem k synovskému jsou označené různými znaky 
4. Cesta od kořene k uzlu i je popsaná jako      (Výslednou cestu chápeme jako spojení 
popisků hran od kořene k uzlu i) 
 
 
Podle výše uvedené definice nelze však vytvořit sufixový strom pro všechny řetězce. Jednoduchý 
sufixový strom pro text t existuje, jestliže žádný sufix z t není také prefixem jiného sufixu z t. Je-li 
sufix s prefixem jiného sufixu s´, potom cesta popsaná s, která je jednoznačně určená podle podmínky 
(3), nekončí v listu stromu, což je v rozporu s podmínkou (4) definice jednoduchého sufixového 
stromu. (Obrázek 2.1) 
 
Řešení konstrukce sufixového stromu pro libovolný vstupní text spočívá v přidání nového 
symbolu $ ∑ na konec vstupního textu t. Zkonstruovat sufixový strom pro t$ a následně ignorovat 
každou hranu popsanou $. Použitím pomocného symbolu $ zaručujeme, že žádný sufix z t$ nemůže 
být prefixem jiného sufixu. (Obrázek 2.2) 
 
 
Příklad: Mějme řetězec t=abab, kde sufix ab je zároveň prefixem abab. Tento fakt je však v rozporu 
se 3 a 4 podmínkou definice 2.1, jelikož cesta z kořene pro sufix ab by měla končit znakem b 
v samostatném listě a ne být součástí cesty pro sufix abab (obrázek 2.1). 
 Přidáním pomocného symbolu $ na konec řetězce t, dostáváme řetězec abab$, pro který jsme 
již schopni postavit správný sufixový strom (obrázek 2.2). 
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Algoritmus 2.1 konstruuje jednoduchý sufixový strom pro text t$. Obrázek 2.2 ukazuje 
příklad konstrukce s využitím tohoto algoritmu. 
 
 
 
 
Tvrzení 2.1: Nechť          
 je řetězec a $ ∑, potom Algoritmus 2.1 vytvoří jednoduchý 
sufixový strom pro t$. 
 
Důkaz: Musíme dokázat, že konstruovaný strom Algoritmem 2.1 je orientovaný strom splňující 
podmínky (1) až (4) z definice 2.1. Strom tvoříme postupným přidáváním uzlů k již existujícímu 
podstromu, přičemž v každém kroku přidáváme jeden sufix řetězce. Jelikož konstrukce začíná 
s jediným vrcholem (uzlem), který je strom, potom výsledný graf je také strom. Důkaz podmínek. 
 
Algoritmus 2.1: Konstrukce jednoduchého sufixového stromu [1] 
Vstup: řetězec 𝑡  𝑡  𝑡𝑛𝜖 
𝑛 
        Nechť t´:=t$ pro symboly $ ∑, ∑´=∑∪ {$} 
Inicializuj 𝑇𝑡´ kořen r a prázdnou množinu hran 
for i:=1 to n do 
  {vlož nový sufix 𝑡𝑖  𝑡𝑛$ do stromu} 
Začni v kořenu r hledat cestu v 𝑇𝑡´, cestu s maximálním prefixem 𝑡𝑖  𝑡𝑗𝑖 končící uzlem 𝑥𝑖. 
  {Tato cesta je jedinečná a nekončí v listu} 
         Přidej cestu 𝑥𝑖  𝑦𝑖𝑗1+1    𝑦𝑖𝑛  𝑦𝑖𝑛+1 označenou 𝑡𝑗𝑖+   𝑡𝑛$ na strom T, 
        kde   𝑦𝑖𝑗1+1    𝑦𝑖𝑛  𝑦𝑖𝑛+1 jsou nové přípojné uzly. 
 
       Označ nový list 𝑦𝑖𝑛+1 znakem i 
 
     Výstup: jednoduchý sufixový strom 𝑇𝑡´ pro t´=t$. 
Obrázek 2.1:Nesprávný sufixový strom 
pro řetězce t=abab. [1] 
Obrázek 2.2: Správný sufixový strom pro řetězec 
t=abab konstruovaný podle Algoritmu 2.1.1. [1] 
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1. Přípony jsou vloženy do stromu podle klesající délky. Toto zajišťuje, že v každém kroku i 
uzel   , kde je připojená nová cesta, není list. Jelikož žádná přípona z t$ nemůže být 
předponou další přípony, je nová cesta pro každé i neprázdná. V každém kroku n+1 je přidán 
právě jeden list. Tudíž podmínka (1) je splněna. 
2. Podmínka (2) jasně platí pro abecedu ∑´= {$}∪∑ 
3. Podmínka (3) vyplývá z faktu, že v kroku i algoritmus hledá cestu maximální délky, která 
začíná v kořenu a je popisovaná prefixem      $, a na koncový uzel přidá novou cestu. 
Kdyby algoritmus přidal hranu do    s popisem a ∑´ již existujícím na jiné vně jdoucí hraně 
z   , cesta z     by nebyla maximální. 
4. Podmínka (4) vyplývá z konstrukce algoritmu 2.1 
 
Jestliže známe jednoduchý sufixový strom    pro text t, můžeme snadno řešit problém hledání 
přesných řetězců pro t a pro libovolný vzor p. Začínáme v kořenu stromu    a hledáme cestu 
popsanou p. Pokud taková cesta existuje, je jednoznačně určená kvůli podmínce (3) v definici 
jednoduchého sufixového stromu. V tomto případě je p prefixem sufixu t, tj. podřetězec z t. Každý 
list z podstromu zakořeněném na konci uzlu této cesty, odpovídá výskytu p v t. Neexistuje-li žádná 
cesta z kořenu   , která je popsána p, potom p není zřejmě podřetězec t. 
 Použitím této metody můžeme rozhodnout v O(|p|) čase, zda p  je podřetězec t nebo ne. 
Budeme-li chtít najít všechny pozice, kde p začíná v t, časová složitost závisí na velikosti podstromu 
zakořeněném na konci uzlu popsaného p. 
 
Toto způsobuje problém, protože jednoduchý sufixový strom pro řetězec t může dosáhnout velikosti 
Ω(|   ), a tak strom může být příliš veliký pro efektivní průchod. 
 Tento problém může být vyřešen použitím efektivnějšího zobrazení sufixového stromu. Pro 
zkrácení popisu sufixového stromu, použijeme dvě optimalizace. První spočívá v odstranění všech 
uzlů, z kterých vychází méně než dvě hrany (za předpokladu, že umožníme, aby hrany byly označené 
řetězci). Druhá optimalizace vychází z faktu, že všechny řetězce v sufixovém stromě jsou podřetězce 
vstupního textu. Díky tomuto nemusíme hrany označovat znaky, ale pouze pozicí ve vstupním 
řetězci. Těmito optimalizacemi je možné zmenšit paměťovou náročnost sufixového stromu na  
O(n log n) [1]. 
 
Definice 2.2: Nechť          
  je vstupní text. Orientovaný strom T=(V,E) s kořenem r 
nazýváme kompaktní sufixový strom t, jestliže splňuje následující podmínky: 
1. Strom má přesně n listů, popsaných 1, …, n 
2. Každý vnitřní uzel z    má nejméně dva dětské uzly 
3. Hrany stromu jsou popsány podřetězci textu t, každý podřetězec délky k je reprezentován 
svou počáteční a konečnou pozicí v t, jestliže                
4. Všechny popisy hran vycházející z uzlu k jeho potomkům mají odlišný počáteční znak 
5. Cesta z kořene k listu i je popsána      . Zde značení cesty chápeme jako spojení 
jednotlivých označení hran na cestě. 
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Pro níže uvedený algoritmus, který vytváří kompaktní sufixový strom pro daný řetězec t nejprve 
konstrukcí jednoduchého sufixového stromu pro t a potom jeho transformováním do kompaktního 
sufixového stromu, potřebujeme následující definici. 
 
Definice 2.3: Nechť          
  je vstupní řetězec a  ´   $, kde $ ∑. Poté   =(V,E) je 
sufixový strom pro t´ s hranami označenými funkcí:     . Pro každý uzel     definujeme 
označení hrany pathlabel(x) jako spojení označení hran na cestě z kořene do uzlu x. Dále definujeme 
depth jako součet délek jednotlivých označení hran vedoucích do uzlu x (délka pathlabel(x)). Jestliže 
   je jednoduchý sufixový strom, poté definujeme Post(x) pro každý uzel     jako minimální 
označení listu podstromu    s kořenem v uzlu x. 
 
 
 
 
 
 
Jelikož jednoduchý sufixový strom může být kvadratické složitosti v délce řetězce t, algoritmus 2.2 
má proto v nejhorším případě časovou složitost O(   . Existují však také algoritmy pro konstruování 
kompaktních sufixových stromů v lineární časové složitosti bez konstrukce jednoduchého sufixového 
stromu. O těchto metodách je pojednáno v následujících kapitolách. 
 
 
Algoritmus 2.2: Konstrukce kompaktního sufixového stromu [1] 
Vstup: řetězec 𝑡  𝑡  𝑡𝑛𝜖 
𝑛 
1. Nechť t´:=t$ pro symboly $ ∑, ∑´=∑∪ {$}. Vytvoříme jednoduchý sufixový strom  
𝑇𝑡=(V,E), podle algoritmu 2.1.1 
2. Odstraním uzly stupně dva 
Nechť 𝑋 ≔ {𝑣  𝑉 𝑣 𝑚á 𝑝𝑜𝑢𝑧𝑒 𝑗𝑒𝑑𝑛𝑜ℎ𝑜 𝑝𝑜𝑡𝑜𝑚𝑘𝑎} 
while X≠ ∅do 
Vyber 𝑥  𝑋 kde y je rodičem uzlu x a z jeho potomkem. 
Odstraň hrany (y,x) a (x,z) a nahraď je hranou (y,z) s popisem   
label(y,z)=label(y,x)label(x,z) a odstraň uzel x. 
3. Komprese dlouhých označení hran 
for all e=(x,y) 𝐸 do 
if |label(e)|   𝑙𝑜𝑔  𝑛   ´    then 
 {Nahrazení označení hrany odpovídající pozicí v řetězci t´} 
 label´(e):=[Pos(y) +depth(x), Pos(y) +depth(x) + |label(e)|-1] 
else 
label´(e):=label(e) 
 
       Výstup: kompaktní sufixový strom s označením hran label´. 
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2.1 Metody tvorby sufixového stromu 
Pro tvorbu sufixového stromu existuje několik metod, které ho jsou schopny vytvořit. V této kapitole 
se bude zabývat metodami, které mají lineární časovou složitost. Konkrétně on-line metoda je 
implementována a přiložená v přílohách práce. 
  
2.1.1 McCreight metoda tvorby sufixového stromu 
McCreight algoritmus je inkrementální algoritmus [2]. Strom je sestaven pro podmnožinu po sobě 
jdoucích sufixů, které se skládají ze sufixů delších než určitá hodnota. Jednotlivé sufixy jsou 
vkládány do stromu tak dlouho, dokud všechny (neprázdné) sufixy nejsou zahrnuty ve stromu. 
Sufixový strom pro řetězec x v délce n, je takový strom, který obsahuje všechny sufixy 
z řetězce x$. Tyto sufixy jsou přidávány iterativně pro i=1..n+1 a tvoří postupně    stromy. Teprve 
pokud je hodna i=n+1, můžeme říci, že strom     je sufixový strom pro řetězec x. Abychom mohli 
takto postavit strom, musíme znát následující terminologie. 
 
Terminologie: 
 Společný prefix (common prefix) x a y je řetězec p, který je prefixem x i y (obrázek 2.1.1) 
 
Obrázek 2.1.1: Společný prefix 
 Nejdelší společný prefix (longest common prefix),  p=LCP(x,y), je takový prefix, pro který 
platí  [     ] ≠  [     ] (obrázek 2.1.2) 
 
Obrázek 2.1.2: Nejdelší společný prefix 
 Pro sufixy  [    ],  [    ] v sufixovém stromě pro x, je jejich nejdelší společný prefix roven 
jejich nejbližšímu společnému předchůdci. Tedy LCP = LCA (lowest common ancestor) 
 
Obrázek 2.1.3: Nejdelší společný prefix a nejbližší společný předchůdce 
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Nyní můžeme definovat head(i), které označuje nejdelší společný prefix  [    ]$    [    ] pro 
všechny     a také tail(i), které označuje řetězec, takový, že  [    ]$ = head(i)tail(i) (obrázek 
2.1.4). 
 
Obrázek 2.1.4: Zobrazeni části head(i)  a tail(i) 
 
Jedna iterace McCreighova algoritmu spočívá v: 
 Nalezení (nebo vložení) uzlu pro head(i) 
 Přidání části tail(i) 
 
Důležitou vlastností McCreighova algotirmu je, že head(i) nachází „chytrým způsobem“. 
 
Lemma 2.1: Nechť ℎ        [     ℎ], potom  [       ℎ] je prefix ℎ         (obrázek 
2.1.5). 
 
Obrázek 2.1.5: Graficky znázorněné lemma 2.1 
Pro zrychlení průchodu stromem si definujeme pojem sufixový link. Nechť b  je řetězec, kde b je 
znak a   podřetězec, přičemž v je vnitřní vrchol označený cestou b . Pokud existuje vrchol s(v) 
označený cestou  , pak ukazatel z v do s(v) je sufixový link (obrázek 2.1.6). 
Díky lemma 2.1 můžeme říci, že   ℎ        je prefixem ℎ         a také, že  (ℎ      ) 
je předkem ℎ        , proto   ℎ       může být použit jako zástupce (obrázek 2.1.7). 
 
  
Obrázek 2.1.6: Ukázka sufixového spoje   Obrázek 2.1.7: Důsledek lemma 2.1 
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Důležitým aspektem tohoto algoritmu je používání dvou různých implementací funkce 
find(v,q), jejímž cílem je nalezení uzlu podél cesty začínající v v a popsané q.  První z nich, nazývaná 
fastscan, pojednává o situaci, kdy víme, že y je obsažené v x. Tato znalost nám umožnuje najít 
hledaný uzel mnohem rychleji užitím zhuštěných hran stromu jako zkratky a skákat od uzlu k uzlu. 
Jsme-li v uzlu u v hloubce d, potom postupujeme hranou, která začíná popiskem  [ ]. Takto budeme 
pokračovat, dokud se nedostaneme na konec y, který může být buď na konci uzlu nebo na hraně. 
Druhá varianta funkce find, která prochází cestu znak po znaku, se nazývá slowscan. Je tedy pomalá. 
Funkce fastfind je hlavní rys McCreightova algoritmu a hraje hlavní roly v jeho výkonosti 
společně se sufixovými linkami. 
 
McCreightův algoitmus je rozdělen na tři hlavní části: 
 Na začátku vytvoří strom     
 Pro        postaví strom   +  splňující následující pravidla: 
o Strom   +  je komprimovaný strom pro  [    ]$       
o Všechny nekoncové uzly (s možnou výjimkou pro head(i)) mají sufixový link 
s(-) 
 Pro každou iteraci provede: 
o Přidá uzel i+1 
o Potenciálně přidá hlavu head(i+1) 
o Přidá tail(i+1) 
o Přidá sufixový link ℎ         ℎ        
 
Přesný postup tvorby sufixového stromu McCreighovou metodou je uveden v algoritmu 2.1.1. 
Tento algoritmus má časovou složitost rovnu O(n). Jednotlivé kroky tohoto algoritmu jsou zobrazeny 
v tabulce 2.1.1. 
 
 
 
Algoritmus 2.1.1: McCreight algoritmus 
Postavit strom pro x[1..n] 
for i=1 to n do 
 if head(i)=“ “ then  
    head(i+1) = slowscan(““, s(tail(i))); 
    přidat i+1 a head(i+1)  jako uzel (v případě potřeby) ; 
    continue; 
 u = parent(head(i)); v = label(u,head(i)); 
 if u ≠ “ “ then w = fastscan(s(u),v); 
 else w = fastscan(““, v[2..|v|]); 
 if w je hrana then  
    přidat uzel pro w; 
      head(i+1) = w; 
 else if w je uzel then 
    head(i+1) = slowscan(w,tail(i)); 
    přidat head(i+1) jako uzel (v případě potřeby) 
    s(head(i)) = w; 
    add list i+1 a hranu mezi head(i+1) a i+1; 
Strom 𝑻𝟏 
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Tabulka 2.1.1: Jednotlivé kroky McCreighova algoritmu pro řetězec x=abaab 
strom krok i Sufix i head(i) tail(i)  u v w head(i+1) tail i+1 
 
Strom pro  [    ] 
  
1 baab$ e abaab$ e e e e baab$ 
  
2 aab$ e baab$ e e e a ab$ 
  
3 ab$ a ab$ e a e ab b$ 
  
4 b$ ab $ a b b b $ 
  
5 $ b $ e b e e $ 
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2.1.2 Online metoda 
Tato metoda konstrukce  sufixového stromu je základem pro Ukkonenovu metodu [3] popsanou 
v kapitole 2.1.4. Hlavní princip této metody spočívá v konstrukci sufixových stromů pro jednotlivé 
prefixy vstupního textu. V následujícím textu si definujeme označení    jako prefix s délkou i. 
Hlavním rysem této metody jsou sufixové spoje, které jsou základem pro rychlou tvorbu sufixového 
stromu. 
 
Definice 2.1.1: Nechť máme řetězec x, kterému odpovídá uzel u v sufixovém stromě. Sufixový spoj 
suff[u] je uzel, který odpovídá řetězci x s odebraným prvním znakem. Jestliže takový uzel neexistuje, 
potom suff[u]=NULL, pro kořenový uzel r platí suff[r]=r. 
 
Online metoda vytváří v každém kroku         sufixový strom pro   . Vytvořené stromy neukládá 
samostatně, ale strom       je v i-tým kroku vytvořený ze stromu       ). Strom se vytváří 
postupním přidáváním znaků vstupního textu k esenciálním uzlům. Esenciální uzel je uzel 
odpovídající sufixu právě zpracovávaného prefixu vstupního textu. Například když tvoříme strom pro 
řetězec abaabb tak v kroku číslo dva zpracováváme prefix ab, esenciální uzly budou uzly 
odpovídající sufixům b a ab.  Na obrázku 2.1.8 je znázorněný kompletní postup tvorby sufixového 
stromu pro řetězec abaabb. Jednotlivé esenciální uzly jsou pospojovány sufixovými spoji na základě 
definice 2.1.1. Pro správnou funkčnost algoritmu je nutné si v každém kroku algoritmu uchovávat 
tabulku se sufixovými spoji, podle které postupně přidáváme uzly. 
 
 
Obrázek 2.1.8: Ukázka tvorby sufixového stromu [2] pro řetězec abaabb 
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Nejprve vezmeme první prefix vstupního řetězce abaabb     . Ten má jeden sufix a a, současně 
kořenový uzel považujeme taktéž za esenciální uzel. V dalším kroku zpracujeme prefix o jeden znak 
delší      . Zde už máme dva sufixy: b, ab. Sufix b vznikne ze sufixu ab odstraněním pravého 
znaku, tím pádem můžeme spojit uzly značící tyto dva sufixy sufixovým spojem, který uložíme do 
tabulky sufixových spojů. Stejným postupem pokračujeme dále, dokud jsou na vstupu nezpracované 
znaky. 
 
 
 
Tvrzení 2.1.1: Algoritmus on-line tvorby sufixového stromu postaví sufixový strom v čase 
odpovídající jeho velikosti. 
 
Důkaz: Složitost vyplívá ze skutečnosti, že práce provedená v jedné iteraci algoritmu odpovídá počtu 
vytvořených hran. 
 
  
Algoritmus 2.1.2: on-line-trie; 
Vytvoř dva uzly stromu Trie(text[1]) se sufixovými spoji 
 for i:=2 to n do begin 
  𝑎𝑖  𝑡𝑒𝑥𝑡[𝑖]; 
  𝑣𝑖  ≔ 𝑛𝑒𝑗ℎ𝑙𝑢𝑏ší 𝑙𝑖𝑠𝑡 𝑠𝑡𝑟𝑜𝑚𝑢 𝑡𝑟𝑖𝑒(𝑝
𝑖  ); 
  𝑘 ≔ min{𝑘 ∶ 𝑝𝑜𝑡𝑜𝑚𝑒𝑘(𝑠𝑢𝑓𝑘[𝑣𝑖  ] 𝑎𝑖) ≠ 𝑛𝑖𝑙}; 
  𝑣𝑦𝑡𝑣𝑜ř 𝑝𝑜𝑡𝑜𝑚𝑒𝑘 𝑎𝑖 𝑝𝑟𝑜 𝑣𝑖   𝑠𝑢𝑓[𝑣𝑖  ]   𝑠𝑢𝑓
𝑘  [𝑣𝑖  ]  
  𝑎 𝑛𝑜𝑣ý 𝑠𝑜𝑓𝑖𝑥𝑜𝑣ý 𝑠𝑝𝑜𝑗 𝑚𝑒𝑧𝑖 𝑛𝑖𝑚𝑖  
end 
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2.1.3 Implicitní sufixový strom 
Ukkonenův algoritmus (kapitola 2.1.4) vytváří sekvenci implicitních sufixových stromů, přičemž 
v posledním průchodu jsou tyto stromy přeměněny na skutečný sufixový strom pro řetězec T. Proto si 
před definicí Ukkonenova algoritmu definujeme Implicitní sufixový strom. 
 
Definice 2.1.2: Implicitní sufixový strom pro řetězec T je strom získaný ze sufixového stromu pro 
řetězec T$ odstraněním všech kopií terminálního symbolu $ z popisků hran stromu, odstraněním 
všech hran, které nemají popisek, a nakonec odstraněním všech uzlů, které nemají alespoň dvě děti. 
 Implicitní sufixový strom pro prefix T[1..i] je definován podobně jako sufixový strom 
T[1..i]$ s odstraněním symbolu $, hran a uzlů, jak je uvedeno výše. 
 
Implicitní sufixový strom pro libovolný řetězec T bude mít méně listů než sufixový strom pro retězec 
T$ tehdy a jen tehdy, pokud alespoň jeden sufix z T je prefixem jiného sufixu. Ukončující symbol $ je 
přidán na konec vstupního řetězce T právě proto, aby se předešlo této situaci. Pokud T končí znakem, 
který se nevyskytuje nikde jinde v T, pak implicitní sufixový strom T bude mít list pro každý sufix a 
bude tedy opravdový sufixový strom. 
Jako příklad je uveden sufixový strom pro řetězec xabxa$, který je zobrazen na obrázku 2.1.9. 
Sufix xa je prefixem sufixu xabxa a podobně řetězec a je prefix abxa. Proto v sufixovém stromu pro 
xabxa jsou hrany vedoucí k listu 4 a 5 označeny pouze znakem $. Odstraněním těchto hran vytvoříme 
dva uzly pouze s jedním potomkem, tyto uzly jsou posléze také odstraněny. Výsledný implicitní 
strom je znázorněný na obrázku 2.1.10 
 
Implicitní stromy jsou samy o sobě málo informativní, a proto se používají jen v Ukkonenově 
algoritmu jako nástroj pro získání skutečného sufixového stromu pro řetězec T. Tento strom získáme 
tak, že k původnímu řetězci pro implicitní strom přidáme ukončovací znak $ a provedeme ještě jednu 
fázi výstavby stromu. Po provedení tohoto kroku bude každý sufix končit v samostatném listu. 
Těmito kroky dostáváme opravdový sufixový strom. 
 
 
 
 
 
 
 
Obrázek 2.1.9:  Sufixový strom pro řetězec xabxa$ 
  
Obrázek2.1.10: Implicitní sufixový strom pro 
řetězec xabxa  [6] 
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2.1.4 Ukkonenova metoda tvorby sufixového stromu 
Ukkonenův algoritmus [6] vytváří kompaktní verzi on-line stromu. Tento algoritmus je specifický 
tím, že vytváří opravdový strom, který nazýváme tree. V předchozí kapitole jsme měli příklad 
algoritmu pro vytvoření stromu nazývaného trie. Hlavní rozdíl mezi těmito dvěma typy stromů 
spočívá v efektivnosti jejich reprezentace. Každý uzel v trie může být považován za implicitní, 
přičemž, je-li daný uzel obsažen v tree, pak tento uzel nazýváme reálný. Z toho tedy vyplývá, že 
v tree nejsou všechny uzly, které obsahuje trie.  
 
Definice 2.1.3: Dvojici       nazýváme implicitním uzlem ve stromě T, jestliže v je uzlem v T a α je 
prefixem označení hrany cesty od uzlu v k libovolnému z jeho potomků. Je-li α prázdný řetězec, tak 
implicitnímu uzlu       říkáme reálný. 
 
Chceme-li vytvořit sufixový strom pro text x délky m, bude mít Ukkonenův algoritmus m 
fází, přičemž tyto fáze jsou posloupnost implicitních sufixových stromů. V každé fázi algoritmus 
přidává postupně sufixy x[i..m] pro i=1..m. Celý tento princip je založen na následujícím algoritmu a 
ilustrován na obrázku 2.1.11. 
  
 
  
 
 
 
 
 
V každé fázi i a rozšíření j algoritmus přidává do stromu řetězec x[j..i+1]. Nejdříve tedy nalezne ve 
stromu konec cesty x[j..i] a poté mohou nastat tři případy pro přidání znaku. Tyto případy můžeme 
popsat třemi pravidly (obrázek 2.1.12): 
 
1. Cesta končí na konci listu, znak x[i+1] je přidán na konec cesty (listu). 
 
2. Cesta končí uprostřed hrany nebo ve vnitřním uzlu, z kterého nevede žádná hrana začínající 
znakem x[i+1]. Proto je vytvořena nová hrana, vedoucí z tohoto uzlu. V případě, že se 
nacházíme uprostřed hrany, je tato hrana rozdělena novým uzlem. 
 
3. Cesta končí ve vnitřním vrcholu a z něj vede hrana začínající znakem x[i+1]. Díky tomu, že 
znak existuje, tedy i celý sufix, neděláme nic. 
 
Obrázek 2.1.11: Ukázka postupu tvorby sufixového stromu pro řetězec aba Ukkonenovou 
metodou. 
Algoritmus 2.1.3: princip Ukkonenova algoritmu 
for i=1 to m+1 do 
     for j=1 to i do 
 find x[j..i]; 
 append x[i+1];  
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Zatím tedy máme algoritmus pracující v čase O(  ). Pro převedení algoritmu do času O(  ) 
musíme definovat další rozšíření.  
 
 
Obrázek 2.1.12: Ukázka stavů, které mohou nastat v případě přidávání nového sufixu. 
Nechť b  je řetězec, kde b je znak a   podřetězec,  přičemž v je vnitřní vrchol označený cestou 
b . Pokud existuje vrchol s(v) označený cestou  , pak ukazatel z v do s(v) je sufixový link. Každý 
vnitřní vrchol má sufixový link, kromě posledního vytvořeného (ten ho dostane v příštím rozšíření). 
Sufixový link je ukazatel na uzel s totožným obsahem, a díky němu je urychlen průchod stromem. 
 
Příklad: Pro vytvoření implicitního sufixového spoje pro uzel u je nutné sledovat sufixový spoj jeho 
otcovského uzlu v a od cíle tohoto sufixového spoje postupovat stejnou cestou jako od uzlu v k uzlu u 
(Obrázek 2.1.13). 
 
 
Obrázek 2.1.13:Vytvoření nového sufixového spoje [2] 
 
Dále je nutné udělat jednoduchou optimalizaci nazývanou SEA (single extension algorithm) 
[6]. Tato optimalizace má 4 kroky: 
1. Najdi na konci cesty x[j-1..j] nebo nad ní vrchol v, který má sufixový link nebo je 
kořenem. To znamená jít po nejvýše jedné hraně. Nechť   je řetězec, který je mezi v a 
koncem cesty x[j-1..j]. 
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2. Pokud v není kořen, jdi přes sufixový link do s(v) a odtamtud po cestě pro řetězec  . 
Pokud v je kořen, jdi po cestě pro řetězec x[j..i]. 
3. Použij jedno z pravidel pro rozšíření. 
4. Pokud byl v minulém rozšíření (pravidlem 2) vytvořen vnitřní vrchol w, vytvoř 
sufixový link. 
 
Algoritmus jde v každém rozšíření po cestě pro řetězec  . To znamená, že porovnávání znaku 
po znaku zabere čas úměrný velikosti  . Pokud tedy budeme znát délku řetězce na každé hraně a 
délku  , můžeme vynechat některá porovnávání. Proto čas nutný na cestu stromem bude odpovídat 
počtu vrcholů na této cestě. Tato úprava se nazývá „skip/count trik“ (obrázek 2.1.14). 
 
 
Obrázek 2.1.14: skip/count trik [6] 
 
Tímto jsme dostali algoritmus, který pracuje v O(  ) čase. Pro zapsání O(  ) dat v čase 
O(m), musíme udělat následující optimalizační pravidlo. 
Jelikož na každé hraně máme uložený podřetězec textu x. Sufixový strom poté může mít 
prostorovou složitost rovnu O(  ). Abychom byly schopni postavit tento strom v čase O(m), musíme 
změnit způsob reprezentace stromu. Místo ukládání podřetězce ke každé hraně ho uložíme jen na 
jedno místo v algoritmu a na hrany budeme zapisovat pouze dvojici ukazatelů (l,r), které budou 
reprezentovat počáteční a koncovou pozici jejího podřetězce (obrázek 2.1.15). 
Po této optimalizaci bude paměťová složitost O(m). 
 
Pokud ve fázi i v rozšíření j aplikujeme pravidlo 3, použijeme ho i pro všechny následující rozšíření 
v této fázi. Pravidlo 3 však říká, že v tomto případě nemusíme dělat nic. Nový sufixový link 
přidáváme pouze po použití pravidla 2. Tímto můžeme urychlit výsledný algoritmus za předpokladu, 
že po aplikování pravidla 3 ukončíme aktuální fázi. Další rozšíření není již nutné provádět, je 
provedeno implicitně. 
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Obrázek 2.1.15: Nahrazeni ohraničení hran ukazately na pozici řetězce 
Na začátku každé fáze je posloupnost rozšíření, které používají pravidlo 1 nebo 2. Nechť    je 
poslední rozšíření, takové, že platí      + . Těmto rozšířením se můžeme vyhnout a provést je 
implicitně jednoduchou úpravou značení hran. Pokud ve fázi i vytvoříme novou hranu, označíme ji 
x(l..i), kde dvojice (l..i) jsou levý a pravý ukazatel na původní řetězec. Nahradíme-li ukazatel i ve 
dvojici (l..i) globálním znakem e, dostaneme dvojici (l..e), kde e je index označující aktuální konec. 
V každé fázi pak pouze zvýšíme index e a díky tomu se implicitně provede rozšíření      . 
 Poslední částí optimalizace pro časovou složitost O(m) je algoritmus SPA (single phase 
algorithm) [6], který má tři části a řídí tvorbu sufixového stromu. 
 
Pro fázi i: 
1. Zvyš e na i (tím se provede implicitní rozšíření (1..   ) 
2. Proveď rozšíření od   +1 až do rozšíření j*, které použije pravidlo 3 nebo až budou všechna 
rozšíření v této fázi vyčerpána 
3. Nastav   +   
    (příprava na další fázi). 
 
 
 
Obrázek 2.1.16: Sufixový strom vytvořený Ukkonenovým algoritmem pro řetězec ST(abaababaabaababaaba) 
s vyznačeným pracovním uzlem. V případě přidání nového znaku b do vstupního řetězce ST dojde k vytvoření 5 
nových uzlů. 
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2.2 Srovnání metod 
Ukkonenův algoritmus zpracovává jednotlivé znaky vstupu t z leva doprava znak po znaku a 
postupně staví sufixový strom pro prefixy t, které byly doposud viděny. Popisy otevřených hran 
rostou implicitně tak, jak je t zpracováváno, zatímco některé hrany jsou rozděleny a nově otevřené 
hrany jsou vloženy explicitně. Ukázka konstrukce stromu pro řetězec (adadc) pomocí Ukkonenova 
algoritmu je uvedena na obrázku 2.2.1. 
McCreight algoritmus vkládá sufixy z t do prázdného stromu. Začíná nejdelším sufixem a 
pokračuje pro další sufixy zprava do leva. Tato metoda není on-line a dočasné stromy v průběhu 
vývoje nejsou sufixový stromy. Názorná ukázka konstrukce s využitím McCreight algoritmu je 
uvedena na obrázku 2.2.1. 
 
 
 
 
 
 
 
Obrázek 2.2.1:  Postup tvorby sufixového stromu Ukkonenovým (vlevo) a McCreight (vpravo) algoritmem  
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Obrázek 2.3.1 – Nalezení podřetězce „act“ 
v řetězcích „actgttact“, „gactagcga“ a „gacacacta“.  
Nalezeny 4 výsledky:___ 
 1:  1-3:           actgtta... 
 1:  7-9:    ...tgttact 
 2:  2-4:          gactagcg... 
 3:  6-8:    ...acacacta 
 
2.3 Využití sufixových stromů 
Sufixové stromy jsou velice mocný nástroj pro řešení mnoha bioinformatických problémů v lineárním 
čase. Vzhledem k obrovskému množství biologických dat ve formě sekvencí nebo řetězců můžeme 
najít mnoho důmyslných aplikací se sufixovými stromy. V této sekci se podíváme na jejich 
nejznámější využití. 
 
2.3.1 Hledání vzorů 
V bioinformatice se hledání přesného řetězce používá k vyhledávání vzorů v DNA. Například 
v genové signalizaci, vědci často chtějí identifikovat pozici sekvence tří nukleotidů atg, která 
reprezentuje počáteční místo pro přepis RNA. Hledání přesného řetězce může být používáno pro 
identifikaci místa atg ve velmi dlouhé DNA sekvenci. 
 
Definice problému: Vezmeme-li řetězec S délky n, pro jakýkoliv dotaz Q s délkou m najdeme 
všechny výsky Q v S. 
 
Sufixové stromy umožňují nalezení 
vzoru délky n v čase O(n+k) [4], kde k je 
počet výskytů vzoru v textu. Toto je známé 
pod pojmem hledání přesného řetězce. 
Použitím zobecněného sufixového stromu 
může být hledaný vzor nalezen ve více 
řetězcích najednou a to v čase O(n+k). 
Například vzor „act“ se vyskytuje 4 krát 
v řetězcích „actgttact“, „gactagcga“ a 
„gacacacta“ (Obrázek 2.3.1). Jednoduchým 
rozšířením tohoto problému je přesná shoda 
množiny. Tento problém spočívá v nalezení všech přesných shod množiny řetězců. To může být 
vyřešeno pomocí sufixového stromu v čase O(n+k), kde n je celková délka množiny hledaných 
řetězců. 
 
2.3.2 Nejdelší společný podřetězec dvou řetězců 
Vědci se zajímají o hledání podobností mezi dvěma sekvencemi. Tento problém může být modelován 
jako nalezení nejdelšího společného podřetězce mezi těmito sekvencemi. V roce 1970, kdy ještě 
neexistoval sufixový strom, se Don Knuth domníval, že sestrojit algoritmus, který v lineárním čase 
najde nejdelší společný podřetězec, je nemožné. Nyní víme, že tento problém může být řešen 
v lineárním čase za pomoci sufixových stromů. 
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Obrázek 2.3.2 – nejdelší společný podřetězec 
řetězce s1 „cagca“ a řetězec s2 „gagcga“ je 
podřetězce „agc“. Sufixový uzel 8 se vztahuje na 
oba řetězce a má největší hloubku.  
+ 
 - g (1)             c=2  d=1 
 - - a (2) s:2       c=1  d=2 
 - - - gcga (3) s:2   
 - - c (4)           c=2  d=2 
 - - - ga (5) s:2 
 - - - a (6) s:1 
- a (7) s:2,1       c=2  d=1 
- - gc (8)c=2  d=3 
 - - - - ga (9) s:2     
 - - - - a (10) s:1 
 - c (11)            c=2  d=1 
 - - ga (12) s:2        
 - - a (13) s:1      c=1  d=2 
 - - - gca (14) s:1 
 
Tento problém [4] může být vyřešen v O(m) čase na všeobecném stromu velikosti m. Pro každý 
vnitřní uzel potřebujeme dvě hodnoty. 
 
 Řetězec pokrytí c(v) – počet různých 
řetězců, na který se vztahuje přípona 
 Hloubka řetězce d(v) – počet znaků 
v sufixovém uzlu v 
 
Vzhledem k těmto dvěma hodnotám, 
nejdelší společný podřetězec je v sufixovém 
uzlu, který mají všechny podřetězce a který 
má největší hloubku (Obrázek 2.3.2). 
Hodnoty c(v) a d(v) lze vypočítat v době, kdy 
je strom vytvářen, anebo v průchodu stromu 
v čase O(m). Ukazatele na uzle s největší 
hloubkou mohou být aktualizovány právě 
v průchodu stromem. 
 
 
 
2.3.3 Nejdelší společný podřetězec z více než dvou řetězců 
Nalezení stejných řetězců mezi dvěma nebo více sekvencemi je velice důležité v bioinformatice jako 
identifikování oblastí ve dvou genomech. Tato metoda je obdobná jako předchozí. 
 
Uvažujeme řetězec K [5], jehož délka je n. Pro všechny 2     vypočítáme l(k), která je dlouhá 
jako nejdelší společný podřetězec, alespoň z k řetězců. 
 
Řešení: 
1. Přidat odlišné ukončení každého řetězce. Toto může být provedeno v O(k) čase. Tento krok 
zajistí, aby krok 4 pracoval správně. 
2. Postavit obecný sufixový strom T pro všechny řetězce. Postavení stromu může být uděláno 
v O(n) čase. 
3. Průchodem T, pro každý vnitřní uzel v, vypočítat jeho řetězcovou hloubku. Toto trvá O(n) 
čas. 
4. Průchodem T, pro každý vnitřní uzel v, spočítat C(v), kde C(v) je definováno jako množství 
zřetelných symbolů ukončení v podstromě s kořenem v. Toto může být uděláno v O(Kn) 
čase. 
5. Průchodem T a navštívením každého vnitřního uzlu v. Pro každý v, jestliže  (    )  
ℎ       ř           , nastav  (    )  ℎ       ř             V l(C(v)) bude uložena 
délka nejdelší cesty štítku, které jsou společné po C(v) řetězce. Tento krok bude trvat O(n) 
čas. 
 
Celková časová složitost je O(kn). 
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Příklad: 
Vezmeme-li množinu 5 řetězců {sandollar, sandlot, handler, grand, pantry} 
l(4) = 4 a odpovídající podřetězec je „and“, protože „and“ je nejdelší společný podřetězec 4 
řetězců: {sandollar, handlot, handler, grand}, řetězec pantry v tomto případě vynecháme. 
l(5) = 2 a odpovídající podřetězec je „an “, protože „an“ je nejdelší společný podřetězce 5 
řetězců: {sandollar, handlot, handler, grand, pantry} 
 
Stejnou metodu můžeme použít pro nalezení l(2)=4 a l(3)=3, jejichž odpovídající řetězce jsou 
„sand“ a „and“. 
 
2.3.4 Nejdelší opakující se podřetězec 
Sekvence genů [5] může obsahovat opakující se podřetězce. Tyto řetězce mohou být vedle sebe 
(tandemové opakování) nebo daleko od sebe. Některá z tandemových opakování se skládají z velmi 
krátkých podposloupností, říkáme jim mikrosatelity, a dnes se staly preferovanými značkami 
v genetickém mapování. 
Nejdelší opakující se podřetězec, je takový podřetězce, který se v S vyskytuje nejméně dvakrát 
a ze všech podřetězců je nejdelší. 
Nalezení těchto opakujících se struktur je důležitý problém v biologických sekvencích. 
Například většina lidského chromozomu Y se skládá z opakujících se podsekvencí. Kromě toho jsou 
mnohé nemoci způsobené strukturálním opakováním. V minulosti, bez využití sufixových stromů, 
mělo nalezení nejdelšího opakovaného řetězce časovou složitost O(  ). Se sufixovým stromem může 
být tento problém řešen v časové složitosti O(n). 
 
Definice problému: Vezmeme-li řetězce S délky n, musíme najít nejdelší opakující se řetězec v S. 
 
Řešení:  
1. Postavíme sufixový strom pro řetězec S. To bude trvat O(n) čas. V sufixovém stromě je 
cesta popisu každého vnitřního uzlu opakována na dvou nebo více místech. 
 
2. Projitím sufixového stromu nalezneme nejhlubší vnitřní uzel. Toto může být provedeno 
v časové složitosti O(n). Délka opakování je řetězec, který je v nejhlubším vnitřním uzlu. 
 
Sufixový strom může být použít k nalezení nejdelšího opakujícího se řetězce v časové složitosti O(n). 
 
Příklad: 
Vezmeme-li řetězec S=acacag, tak nejdelší opakující se podřetězec z S je aca. Na obrázku 2.3.3 
vidíme, že na nejhlubším vnitřním uzlu je opravdu popisek s cestou aca. 
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Obrázek 2.3.3: Sufixový strom pro řetězec acacag$ s rozdílnou hloubkou vnitřních uzlů. aca je 
nejhlubší vnitřní uzel. 
 
 
2.3.5 Hledání palindromů 
V DNA doplněný palindrom [5] je sekvence bázových párů, které se čtou stejně z leva do prava přes 
dvojité vlákno. Enzymy, které protínají tyto konkrétní položky, jsou nazývány restrikční enzymy. 
Z tohoto důvodu hledáním doplněných palindromů můžeme identifikovat vazebná místa pro 
restrikční enzymy. 
 
Definice 2.3.1 
Palindrom: Vezmeme řetězec S, palindrom je podřetězec u z S tak, aby u =   , kde    označuje 
reverzní formát řetězce, bylo komplementární k jiné sekvenci. Například řetězec acagaca je 
palindrom, protože acagaca=(acagace)r. 
 
Pro nalezení palindromu [3] v sufixovém stromu musíme tento strom vytvořit nejen pro vstupní 
řetězec t=       n  
 , ale i pro jeho reverzní formát t´=    n-      
 . Na konce řetězců je nutné 
připojit ukončovací znaky, tedy znaky, které se nevyskytují v abecedě $,$´ ∑. Tímto se vyhneme 
problému nejednoznačnosti sufixového stromu. Navíc strom musíme rozšířit o následující údaje: 
 
 Pro listové uzly přidáme indexy  ,   , které udávají pozici sufixu v t, t´ 
 Pro každý uzel přidáme indexy, které udávají výskyt řetězce v daném uzlu ve vstupním 
textu, čili v t, t´. V grafu jsou to hodnoty (index_t|index_t´) 
 Pro každý uzel přidáme D(v), které udává vzdálenost uzlu od kořene. V grafu hodnota [] 
 
Vzorec 2.3.1:    +   = (n-D(v)+2) 
Vzorec 2.3.1 udává podmínku pro nalezení palindromu v sufixovém stromu. Jestliže takto podmínka 
platí pro nějaký uzel, poté řetězec, který odpovídá tomuto uzlu, je maximální palindrom. 
 
g $ $ 
a c 
    a 
g  
   $ 
      c 
    a 
  g 
$ 
 
 
g 
   $ 
 
g 
   $ 
  
          c 
       a 
   g 
$ 
  
  
 
     c 
a 
 
2 
 
1 
3 
Nejhlubší 
uzel 
[1] 
[2] 
[3] 
[4] 
[5] 
[6] 
[7] 
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Důkaz: Nechť máme maximální palindrom na pozici    s délkou k ve vstupním řetězci t s délkou n. 
Potom musí existovat maximální palindrom na pozici    v t´. Potom můžeme říci, že  
             .V našem sufixovém stromě k = D(V). Po úpravě a dosazení dostáváme 
vzorec    +   = (n-D(v)+2). 
 
Pro názornost je na obrázku 2.3.4 uveden příklad na řetězci cbaab. Uzel, na který ukazuje šipka, 
splňuje podmínku výskytu palindromu, kde     ,     , n=5, D(v)=4 a po dosazení do vzorce 
2+1=5-4+2.  
 
 
Obrázek 2.3.4: Sufixový strom pro řetězce t, t´ s vyznačeným nalezeným palindromem. [3]  
 
2.3.6 Rozpoznaní DNA kontaminace 
Často v různých laboratorních procesech [6] používaných k izolaci, čištění, klonování, kopírování a 
všech dalších operacích s DNA řetězci bude vznikat kolekce řetězců. Kontaminace bílkovin 
v laboratoři může být velice vážný problém. Během klonování je často kontaminován fragment 
(podřetězec) z vektoru (DNA řetězec) sloužící k začlenění požadovaného DNA v organismu hostitele. 
Znečištění také může pocházet z velmi malého množství cizí DNA, které se fyzicky míchá do cílové 
DNA při zesílené polymerázové řetězové reakci používané při kopírování DNA. 
Toto je však velice nežádoucí, může dojít k znečištění výsledné DNA. Proto je nutné nežádoucí 
podřetězce nalézt. K tomuto využijeme sufixové stromy, čímž můžeme daný problém vyřešit 
v lineárním čase. Jde tedy o rozšíření metody pro nalezení nejdelšího společného podřetězce dvou 
řetězců. Postavíme dva sufixové stromy S1 a S2, kde S1 je strom pro výsledný DNA řetězec a S2 je 
strom z řetězců, které obsahují možné zdroje kontaminace. Poté už stačí nalézt všechny podřetězce S2 
v S1. Tyto podřetězce jsou kandidáti na možnou kontaminaci cílového řetězce DNA. 
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3 Implementace online metody 
V následujícím textu se budeme zabývat implementací algoritmu pro konstrukci sufixového stromu 
on-line metodou navrženou Esko Ukkonenem. Metoda vychází z vědeckého článku [7] zabývajícího 
se touto problematikou, který vyšel v knize Algorithmica 14 v roce 1995. Dále zde bude uvedena a 
vysvětlena metoda pro approximate string matching (vyhledávání podřetězce s k chybami), která je 
taktéž implementována v přiložené aplikaci a demonstruje funkčnost aplikace. 
3.1 Suffix tree 
Pro orientaci v následujícím textu si připomeneme základní pravidla a definice [7]. Sufixový strom 
STree(T)  pro řetězec T je struktura reprezentující STrie(T) v lineární prostorové složitosti úměrné 
délce  |T|. To je dosaženo tím, že STree(T) obsahuje jen podmnožinu stavů Q´ z STrie(T). Těmto 
stavům říkáme explicitní. Množina Q´ se skládá ze všech větvících se stavů (stavy, ze kterých vychází 
alespoň dvě transakce) a ze všech listů (stavy, ze kterých nevychází žádná transakce) ze stromu 
STrie(T). Podle definice, root je zařazen do větvících se stavů. Ostatní stavy z STrie(T) (stavy jiné 
než kořen, které mají právě jednu transakci) nazýváme implicitními stavy, tak jako stavy v STree(T). 
Tyto stavy nejsou výslovně obsaženy v STree(T).  
 Řetězec w upřesňující přechodovou cestu v STrie(T) mezi dvěma explicitními stavy s a r je 
reprezentován v STree(T) jako obecný přechod g´(s,w)=r. Pro ušetření místa při ukládání řetězce je 
řetězec w reprezentován jako dvojice ukazatelů (k,p), kde k je ukazatel vlevo  a p je ukazatel vpravo, 
na původní řetězec T, takových, že        . Tímto způsobem zobecnění dostává obecný přechod 
tvar  ´(       )   . 
Takové ukazatele existují, protože musí být sufix     takový, že přechodová cesta pro 
   v STrie(T) prochází skrz s a r. Mohli bychom zvolit takové nejmenší i, a nechat k a p poukazující 
na podřetězec tohoto   , který popisuje přechodovou cestou z s do r. Přechod   ´(       )    je 
nazýván a-přechodem pokud        Každý stav s může mít pouze jeden a-přechod pro každé    . 
Proto se sufixový strom skládá ze dvou položek. První položkou je strom sám a druhou je 
řetězec T. Velikost stromu je lineární a úměrná velikosti |T|, protože množina Q´ má nejvíce |T| listů 
(existuje nejvýše jeden list pro každý neprázdný sufix), a proto množina Q´ musí obsahovat nejvýše 
|T|-1 větvících se stavů (v případě že |T|>1). Může zde být nejvíce 2|T|-2 přechodů mezi stavy 
v množině Q´, přičemž každý má konstantní prostor, protože dochází k použití ukazatelů namísto 
explicitního řetězce. Toto platí za předpokladu, že budeme uvažovat standardní RAM model, kde má 
každý ukazatel stálou velikost. 
Strukturu dále rozšíříme o sufixovou funkci f´ ,která reprezentuje sufixový link, definovanou 
pouze pro větvící se stavy x´≠root jako   ´  ´   ´, kde y je větvící se stav, takový, že      pro 
nějaké    . Takovéto f´ můžeme definovat takto: Pokud x´ je větvící se stav, potom i  ´  ´  je také 
větvící se stav.  
 
Sufixový strom pro řetězec T je označován jako STree(T) = (Q´, root,q´, f´).  
Hovoříme o explicitním nebo implicitním stavu r ze sufixového stromu (suffix tree) tvořeným 
reference pair(s, w) (referenční pár), kde s je nějaký explicitní stav, který je předek r, a w je řetězec, 
popisující přechod z s do r v odpovídajícím sufixovém stromu (suffix trie). Referenční pár je 
kanonický, pokud s je nejbližší předchůdce r (a proto w je nejkratší). Pro explicitní r je kanonická 
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referenční dvojice samozřejmě      . Opět vnímáme řetězec w jako dvojici       ukazatelů, 
takových, že        . Tímto způsobem dostane referenční pár       podobu          . Pár 
    ) je reprezentován jako              . 
 
3.1.1 On-line konstrukce 
Algoritmus konstrukce STree(T) bude vytvořen podle následující úvahy [7]. Nechť j je nejmenší 
index, takový, že     není list, a nyní j´ bude nejmenší index, takový, že    ´ má     přechod. Poté 
algoritmus přidává k STrie(    )    přechod pro každý ze stavů       ℎ   ´, takový, že pro 
  ℎ    nový přechod vycházející ze staré větve stromu, který končí v listu   , a pro j ℎ   ´ 
nový přechod vytváří novou větev z   . 
 Stav    nazýváme aktivním bodem a   ´ konečným bodem STrie( 
    . Tyto stavy jsou také 
přítomny explicitně nebo implicitně v STree(     .  
Z výše uvedených poznatků vyplývá, že algoritmus přidává dvě skupiny přechodů do 
STrie(     .  
1. Stavy na hraniční cestě před aktivním bodem    tvoří přechod. Tyto stavy jsou listy, 
z toho důvodu každý takový přechod musí vyvářet existující větev stromu. 
2. Stavy z aktivního bodu    ke konečnému bodu   ´, bez zahrnutí konečného bodu, dávají 
nový přechod. Tyto stavy nejsou listy, proto každý nový přechod musí začít novou 
větev. 
 
Obrázek 3.1.1: Konstrukce sufixového stromu STree(T) [7] 
 
Převedeme-li tyto poznatky do termínů sufixového stromu STree(    ), dostáváme následující 
text. První skupina přechodů, která rozšiřuje existující větev, by mohla být implementována 
aktualizací pravého ukazatele každého přechodu, který reprezentuje větev. Nechť  ´(         )  
   je takový přechod. Pravý ukazatel musí ukázat poslední pozici           .  Protože r  je list, cesta 
vedoucí k r musí upřesnit sufix     , který se nevyskytuje jinde v     . Potom aktualizovaný 
přechod musí být  ´(       )   . Toto dělá pouze delší řetězec, který upřesňuje přechod a přitom 
nemění stavy s a r. Dělání takovýchto aktualizací by ale zabíralo příliš mnoho času. Proto se používá 
následující optimalizace. 
 26 
Nějaký přechod z STree(    ) vedoucí k listu je nazýván jako „otevřený přechod“ (open 
transition). Takový přechod je ve tvaru  ´(         )   , kde pravý ukazatel musí ukázat 
poslední pozici           .  Proto není nezbytné zobrazovat aktuální hodnotu pravého ukazatele. 
Místo toho otevřené přechody jsou vyjadřovány  ´(       )   , kde ∞ indikuje, že tento přechod 
je „otevřený růst“. Ve skutečnosti  ´(       )    vyjadřuje větev nějaké délky mezi stavem s a 
imaginárním stavem r, který je v „nekonečnu“. Explicitní aktualizace pravého ukazatele, když    je 
vložen do této větve, není potřebný. Symbol ∞ může být nahrazen       po dokončení STree(T). 
Tímto způsobem je první skupina přechodů implementována bez nějakých explicitních změn v 
STree(    ). 
Nyní popíšeme, jak do stromu stromu STree(    ) přidat druhou skupinu přechodů. Tyto 
přechody tvoří zcela nové větve, které začínají ze stavů   ,   ℎ   ´. Hledání takových stavů     
vyžaduje trochu opatrnosti, aby nebyly v tento moment explicitní. Budou nalezeny na hraniční cestě 
STree(    ) použitím referenčních párů a sufixových linků. 
Nechť ℎ    a nechť       je kanonický referenční pár pro   , tj. pro aktivní bod. Když    je 
na hraniční cestě STrie(    ), w musí být sufix     . Proto                   pro nějaké    . 
Před vytvořením nové větve vycházející ze stavu reprezentovaném (         ), nejdříve 
otestujeme, zda nebo ne             už odkazuje na konečný bod   ´. Jestliže ano, můžeme 
pokračovat. Jinak musí být vytvořena nová větev. Do tohoto bodu musí být stav   , který je uveden 
           , explicitní. Jestliže není, potom explicitní stav označený   , je vytvořen rozdělením 
přechodu, který obsahuje odpovídající implicitní stav. Potom    přechod je vytvořen. To musí být 
otevřený přechod  ´(        )   ´ , kde  ´  je nový list. Navíc sufixový link  ´     je přidán, 
jestliže    byl vytvořen rozdělením přechodu.  
Další konstrukce pokračuje k   + . Když referenční pár pro    byl            , kanonický 
referenční pár pro   +  je           ´            , kde canonize dělá referenční pár kanonický 
aktualizováním stavu a levého ukazatele (pravý ukazatel i-1 zůstává nezměněný v canonizaci). Výše 
uvedené operace jsou potom opakovány pro   +  tak dlouho, dokud konečný bod   ´ není nalezen. 
 
 
Algoritmus 3.1.1: procedura update(s,(k,i)) [7] 
 Vstupem je kanonický referenční pár  𝑠  𝑘 𝑖      pro aktivní bod 
 oldr=root; 
 (end_point,r) = test-and-split(s,(k,i-1),𝑡𝑖); 
 while (!end_point) 
  vytvoření nového stavu r´ 
  r´.depth = r.depth + length(T) – i; 
  vytvoření nové transakce 𝑔´(𝑟  𝑖   )  𝑟´; 
  if (oldr ≠ 𝑟𝑜𝑜𝑡   
         vytvoření nového sufixového linku 𝑓´ 𝑜𝑙𝑑𝑟  𝑟; 
  oldr=r; 
  (s,k) = canonize(f´(s),(k,i-1)); 
  (end_point,r) = test-and-split(s,(k,i-1),𝑡𝑖);  
 if (oldr ≠ root) 
  vytvoření nového sufixového linku 𝑓´ 𝑜𝑙𝑑𝑟  𝑠; 
return(s,k); 
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Tímto způsobem jsme získali proceduru update, uvedenou výše, která transformuje 
STrie(    ) na STrie(  )  vložením    přechodů do druhé skupiny. Procedura používá proceduru 
canonize zmíněnou výše (algoritmus 3.1.3 uveden níže) a proceduru test-and-split (algoritmus 3.1.2 
uveden níže), která testuje, zda daný referenční pár ukazuje ke konečnému bodu. Jestliže ne, metoda 
vytváří a vrací explicitní stav pro poskytovaný referenční pár tak, že pár již nereprezentuje explicitní 
stav. Procedura update vrací referenční pár pro koncový bod   ´ (aktuálně pouze stav a levý ukazatel 
z páru, jako druhý ukazatel zůstává i-1 pro všechny stavy na hraniční cestě). 
 
 
Procedura test-and-split testuje, zda nebo ne stav s kanonickým referenčním párem (s,(k,p)) je 
koncový bod, což je stav, který by mohl mít v STrie(    )    přechod. Symbol    je dán jako vstupní 
parametr t. Výsledek testu je vracen jako první výstupní parametr. Pokud           není koncový 
bod, potom stav           je udělán explicitním (pokud ještě není) rozdělením přechodu. Explicitní 
stav je vracen jako druhý výstupní parametr. 
Tato metoda má výhodu, že           je kanonický. Díky tomu odpověď k testu konečného 
bodu může být nalezena v konstantním čase, tím že zvažujeme pouze jeden přechod z s. 
 
 
 
 
 
Procedura canonize dostává na vstup referenční pár           pro nějaký stav r, potom nachází 
a vrací stav s´ a levý link k´ takový, že   ´   ´  ´   je kanonický referenční pár pro r. Stav s´ je 
nejbližší explicitní předek r (nebo r samotným, pokud r je explicitní). Proto řetězec, který vede z s´ 
do r musí být sufix řetězce        , který vede z s do r. Z toho důvodu se pravý link p nemění, ale 
levý link k se může stát k´, k´ ≥ k. 
 
 
Algoritmus 3.1.2: procedura test-and-split(s,(k,p),t) [7] 
    if (k≤p) 
 Nalezneme 𝑡𝑘 přechod z s, tedy 𝑔´(𝑠  𝑘´ 𝑝´ )  𝑠´  
if (t = 𝑡𝑘´+𝑝 𝑘+ )  return (true,s); 
 else  
      prepiseme 𝑡𝑘 přechod, tedy dochazi k rozdeleni hran srs´ 
      vytvoření nového stavu r; 
      r.depth = s.depth +p-k+1; 
      přidáme přechod 𝑔´(𝑠  𝑘´ 𝑘´  𝑝  𝑘 )  𝑟 a  
      přechod 𝑔´(𝑟  𝑘´  𝑝  𝑘    𝑝´ )  𝑠´    
      return (false,r); 
    else 
            if (t přechod z s ≠ 𝑁𝑈𝐿𝐿) return (true,s); 
            else return (false,s);  
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Pro pokračování v konstrukci pro další textový symbol   + , musí být nalezen aktivní bod 
z STree(  ). Za tímto účelem poznamenejme, že    je aktivní bod z STree( 
   ) jestliže a pouze 
          , kde        , je nejdelší sufix z STree( 
   ), takový, že   ´         je podřetezec z 
    . To znamená, že pokud    je koncový bod z STree( 
   ), potom   ´         je nejdelší sufix z 
    , který se vyskytuje v    nejméně dvakrát, tedy stav  (  ´   ) je aktivní bod z STree( 
 ). 
 
Lemma 1: Nechť (       ) je referenční pár pro koncový bod   ´ z STree( 
   ). Potom (       ) je 
referenční pár aktivního bodu z STree(  ). Celkový algoritmus pro konstrukci STree(T) (algoritmus 
3.1.4) má potom následující podobu. Řetězec T je zpracováván znak po znaku zleva doprava a 
postupně je vytvářen výsledný strom. 
 
 
 
 
Poslední dva kroky algoritmu 3.1.4 jsou založeny na výše uvedeném lemma 1. Po provedení 
předposledního kroku, pár             odkazuje na koncový bod STree(    ), a proto           
ukazuje na aktivní bod STree(  ). 
 
 
Algoritmus 3.1.3: procedura canonize(s,(k,p)) [7] 
    if (p<k) return (s,k); 
    else 
 nalezeneme 𝑡𝑘 přechod z s, tedy 𝑔´(𝑠  𝑘´ 𝑝´ )  𝑠´; 
 while (p´-k´≤p-k) 
  k+=p´-k´+1; 
  s=s´; 
  if(k≤p)  
                             nalezeneme 𝑡𝑘 přechod z s, tedy 𝑔´(𝑠  𝑘´ 𝑝´ )  𝑠´; 
           return (s,k); 
Algoritmus 3.1.4: Algoritmus řízení konstrukce STree(T) [7] 
 Na vstupu algoritmu je vstupní řetězec T 
 K tomuto řetězci přidáme ukončovací znak který není prvkem T 
 Vytvoříme počáteční stavy root a ⊥; 
 Depth u rootu nastavíme na 0; 
 for i=0 to length(T) do 
  vytvoříme přechod 𝑔´(⊥  𝑖 𝑖 )  𝑟𝑜𝑜𝑡; 
 vytvoříme sufixový link 𝑓´ 𝑟𝑜𝑜𝑡  ⊥; 
 s=root; 
 k=0; 
 for i=0 to i<length(T) do 
  (s,k) = update(s,(k,i)); 
  (s,k) = canonize(s,(k,i)); 
 return vytvořený sufixový strom STree(T); 
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3.1.2 Implementační detaily 
Pro demonstraci funkčnosti výše uvedených algoritmů implementovaných v knihovně jsem napsal 
aplikaci, která pracuje s rozhraním knihovny. Tato aplikace načítá vstupní řetězec ze souboru, který je 
zadán jako vstupní parametr, nebo ze standardního vstupu. Vstupní řetězec je nejprve načten do 
paměti a poté dále zpracováván. Tato aplikace byla vyvíjena hlavně pro práci s DNA řetězci, které 
obsahují kombinace čtyř písmen. Konkrétně jde o znaky A, C, T a G, které následují za sebou (např. 
CTCGACTCTT). Proto aplikace končí načítání v případě, že narazí na konec souboru či se ve vstupu 
nachází znak konce řádku. Mezi vstupními znaky mohou být všechny znaky obsažené v základní ascii 
tabulce, i když pro reprezentaci řetězce DNA by stačily pouze čtyři plus jeden ukončovací. Proto tedy 
aplikace pracuje pouze se znaky anglické abecedy a ne s českými. 
Po načtení řetězce je řetězec předán ke zpracování, kde dochází k přidání znaku $ na jeho 
konec. Tento znak však nesmí být součástí vstupního řetězce, protože udává konec řetězce. Proto 
může být postaven správný sufixový strom. V dalším kroku dochází k předání řetězce algoritmu 
3.1.4, který řídí průběh tvorby sufixového stromu popsaný výše a vrací ukazatel na výsledný strom 
STree(T). 
Pro reprezentaci dat ve stromu jsem zvolil vhodnou strukturu, jak z hlediska velikosti, tak 
z hlediska práce s ní (obrázek 3.1.2). Tato struktura je podrobněji popsána v souboru readme.txt, 
který je součástí příloh této práce. Do původní struktury potřebné pro samostatný strom jsem 
postupně přidal další položky, které jsou potřebné pro aplikaci, jenž demonstruje správné vytvoření 
struktury stromu z hlediska funkčnosti. Konkrétně jde o nepřesné vyhledávání podřetězců 
s k chybami (approximate string matching) uvedenou v následujíc kapitole (kapitola 3.2). 
 
 
Obrázek 3.1.2: Zobrazeni navržené a implementované struktury stromu 
 
Díky tomu, že aplikace je schopna pracovat s anglickou abecedou a nejen pouze se znaky 
DNA, zabírá každý uzel více místa a i celkový průchod stromem se prodlužuje. Je tomu proto, že 
každý uzel může odkazovat až na 128 synů, což je velikost základní ascii tabulky. V případě, že by 
program pracoval jen s DNA, stačilo by mu pouze 5 znaků, jak je již uvedeno výše. K jednotlivým 
synům se přistupuje pomocí přímé hashovací funkce, která vrací pozici v poli pro aktuální znak. 
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Počet těchto synů je v programu reprezentován konstantou N, ale v případě jejího zmenšení pouze na 
5 znaků, by bylo nutné vytvořit novou hashovací funkci. Současná pracuje s celým rozsahem ascii 
tabulky.  
Zmenšení tohoto počtu synů by mělo pozitivní vliv na velikost alokovaného prostoru každého 
uzlu, tedy i na velikost celého stromu. Dále by došlo ke zrychlení při jakémkoliv průchodu, pokud 
potřebujeme navštívit všechny uzly. Tedy například při uvolňování struktury, při vypisování stromu a 
i u přesného vyhledávání, kde dochází k rekurzivnímu průchodu pro nalezení všech výskytů 
podřetězce v řetězci. 
 
 
3.2 Approximate string matching 
Approximate string matching [8] neboli přibližné nalezení řetězce je nalezení přibližného výskytu 
vzoru v textu. Budeme se tedy zabývat problémem v následující podobě. Mějme daný řetězec 
          a vzor           v abecedě ∑ a tolerovanou chybu k ≥ 0 pro nalezení pozice i 
všech podřetězců P´ z T, takových, že celková editační vzdálenost mezi P a P´ je ≤ k. 
Editační vzdálenost mezi P a P´ je minimální možná celková cena na posloupnost kroků pro 
převedení P na P´. Každý editující krok se týká použití přepisovacích pravidel následující formy: 
     (deletion),     (insertion) nebo     (change) kde       ,  ≠   a   je prázdný řetězec. 
Každé použití pravidla, upravující vzdálenost mezi P a P´, jsou náklady na editační vzdálenost, a 
proto každá operace má cenu = 1.  
Pro řešení problému přibližného nalezení řetězce existuje mnoho metod. Zvolil jsem metodu, 
která prochází sufixový strom a pomocí dynamického programování vyhodnocuje, zda se ve 
vstupním textu nachází přibližný podřetězec. Tato metoda je založená na funkci dp (algoritmus 3.2.1), 
která vytváří postupně sloupce tabulek D a L, ze kterých jsme schopni zjistit všechny výskyty 
přibližného podřetězce.  
Tabulky D a L mají počet sloupců roven délce vstupního textu T, tedy pro každý znak je jeden 
sloupec, počet řádků v tabulkách je roven délce m+1 vzoru P. Příklad těchto tabulek pro řetězec 
T=mississipi  a vzor P=ss s počáteční inicializací je na obrázku 3.2.1.  
 
D X m i s s i s s i p i 
  
L X m i s s i s s i p i 
- 0 0 0 0 0 0 0 0 0 0 0 
  
- 0 0 0 0 0 0 0 0 0 0 0 
s 1                     
  
s 0                     
s 2                     
  
s 0                     
 
Obrázek 3.2.1: Tabulka D a L  pro řetězec mississipi a vzor ss s počáteční inicializací (sloupec X je 
v tabulce uveden jen jako informativní, neindexuje se). 
 
Počáteční inicializace spočívá v nastavení prvního řádku každého sloupce na hodnotu nula. 
Dále se v tabulkách vyskytuje sloupec s označením X, který reprezentuje hodnoty potřebné pro 
ohodnocení prvního sloupce, protože samotná ohodnocující funkce pracuje vždy s aktuálním a 
předchozím sloupcem. V tabulce L jsou hodnoty tohoto sloupce nulové, zatímco v tabulce D jejich 
hodnota odpovídá indexu řádku. 
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Vstupem do ohodnocující funkce jsou       a      sloupce a znak   , pro který budou 
vypočítány dva nové sloupce. Samotný výpočet má několik fází: 
1. Hodnoty v prvním řádku sloupců    a    nastavíme na nulu. 
2. Pro každý další řádek provedeme výpočet počtu editujících kroků, potřebných pro převedení P na 
P´. 
3. Výstupem jsou nově ohodnocený sloupce    a    pro znak   . 
 
Tato ohodnocující funkce je realizována jako funkce dp (algoritmus 3.2.1), která postupně 
vytváří tabulku, sloupec podle sloupce, pro jednotlivé znaky vstupního řetězce. 
 
 
 
Příklad: Budeme-li mít opět řetězec T=mississipi  a vzor P=ss s požadovanou chybou aproximace 
k=1, tak po průchodu všech znaků z T funkcí dp, vzniknou tabulky D a L (obrázek 3.2.2).  
 
V posledním řádku tabulky D jsou uloženy hodnoty, které reprezentují počet nutných operací pro 
převedení P na P´. V případě, že hodnota v některém sloupci i je ≤ k, můžeme říci, že na této pozici 
se nachází konec podřetězce P´, který vyhovuje počáteční aproximaci k. Délku tohoto podřetězce nám 
určuje tabulka L, která na stejné pozici i v posledním řádku udává maximální délku podřetězce. Díky 
těmto hodnotám jsme schopni přesně určit, na které pozici se přibližný podřetězec vyskytuje. 
 
D X m i s s i s s i p i 
  
L X m i s s i s s i p i 
- 0 0 0 0 0 0 0 0 0 0 0 
  
- 0 0 0 0 0 0 0 0 0 0 0 
s 1 1 1 0 0 1 0 0 1 1 1 
  
s 0 0 0 1 1 0 0 1 0 0 0 
s 2 2 2 1 0 1 1 0 1 2 2 
  
s 0 0 0 1 2 2 1 2 2 0 0 
 
Obrázek 3.2.2: Tabulka D a L pro řetězec T=mississipi a vzor P=ss s aproximací k =1. 
 Z výše uvedených tabulek můžeme vyčíst, že vzoru P vyhovuje šest výskytů P´ v T. První 
výskyt je na pozici i=2. Této hodnotě odpovídá v tabulce D sloupec    (sloupec X je v tabulce uveden 
jen jako informativní, neindexuje se). Pokud tedy hodnota v posledním řádku vyhovuje aproximaci k, 
Algoritmus 3.2.1:  funkce dp(D,L,t) [8] 
 Vytvoříme nový D´ a L´ a na pozici 0 nastavíme 0; 
 for i=1 to m do 
      D´[i] = D´[i-1]+ cena operace; 
      L´[i] = L´[i-1]; 
      j = D[i-1]; 
       if (pattern[i-1]!=c)   then  j= j + cena operace 
      if (j< D´[i]) 
  D´[i]=D[i-1]; 
  if (pattern[i-1] != t) then D´[i] = D´[i] + cena operace; 
  L´[i] = L[i-1] + 1; 
      if ((D[i] + cena operace) < D´[i] ) then 
  D´[i] = D[i] + cena operace; 
  L´[i] = L[i] + 1; 
 return (D´,L´); 
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můžeme se podívat do tabulky L na odpovídající pozici a zjistit, jakou délku má nalezený podřetězec. 
Pro D[2,2]=1 je odpovídající záznam L[2,2]=1, z čehož plyne, že nalezený podřetězec je  ´ =s. Dále 
pro D[3,2]=1 a L[2,2]=2  je výsledný podřetězec  ´ =ss (dále pak  ´ =si,  ´ =s,  ´ =ss,  ´ =si). 
 
3.2.1 Přibližné vyhledávání přes sufixový strom 
Níže uvedený algoritmus 3.2.2, který zajišťuje přibližné vyhledávání podřetězce s využitím 
sufixového stromu a funkce dp (algoritmus 3.2.1) pro ohodnocení, je zde uveden pro jednoduchou 
verzi stromu. Tedy pro strom STrie(T). Jeho princip spočívá v tom, že postupně prochází znak po 
znaku vstupní řetězec T a pro každý uzel stromu STrie(T) dochází k testování, zda byl uzel již 
navštíven nebo ne. Pokud byl již uzel navštíven, dochází k nalezení uzlu, který už byl ohodnocen, 
přes sufixové linky. Tím se šetří čas, jelikož se nemusí dynamicky ohodnocovat podobné uzly. 
V druhém případě, kdy uzel nebyl navštíven, dochází k novému ohodnocení (vypočítání hodnot D a L 
pomocí pomocné funkce dp, algoritmus 3.2.1) sloupců D a L. Poté algoritmus uloží tyto sloupce do 
uzlu, který má hloubku rovnou délce života schopného prefixu. Nakonec dochází k testu, zda hodnota 
ve sloupci D splňuje podmínku aproximace. V případě, že ano, nalezli jsme podřetězec 
s k aproximací na současné pozici v délce udávající sloupec L na této pozici. 
 
Algoritmus 3.2.2: Algoritmus A pro STrie(T) 
     Inicializace a nastaveni počátečních proměný 
 m = pattern.length;   //vzor který se bude hledat 
 obj =  root; 
    Vytvoření sloupce D a L, o velikosti m+1 
for i1=0 to lengt(T) do  //průchod po jednotlivých znacích stromu 
 c = T[i1]; 
 node = obj.sons[c];  //přiřazení další syna podle znaku 
             if (node visited)  //pokud byl uzel navštíven budeme hledat uzel s neprázdným (D,L)  
  for obj=node to obj.(D,L)=NULL do 
   obj = f´(obj); 
   uzel obj nastavíme za navštívený; 
  (D,L) = obj.(D,L); 
  else 
  zavoláme funkci dp pro nové ohodnoceni sloupců 
(D,L)=dp(D,L,c); 
do j přiřadíme délku života schopného prefixu 
obj = node; 
uzel obj nastavíme za navštívený 
for  - to depth(obj) != j do 
 obj = f´(obj) 
 uzel obj nastavíme za navštívený 
uložíme D a L do struktury k aktuálnímu uzlu obj 
if (D[m]<=k) then 
Byl nalezen podretezec na pozici i1 v delce L[m] 
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 Jak jsem již uvedl, výše uvedený algoritmus je tedy pro STrie(T), proto jsem v něm musel 
udělat patřičné změny, aby vyhovoval kompaktní verzi tohoto stromu, tedy pro STree(T). Hlavní 
rozdíl spočívá v průchodu stromem, jelikož STrie(T) má pro každý znak vlastní uzel, zatímco 
STree(T) má uzly, který mají méně než jednoho syna spojené do sebe a ohodnocené počáteční a 
koncovou pozicí v původním řetězci. I přesto původní sufixové linky z uzlů, které mají více synů než 
jednoho, zůstávají zachované a jsou tedy stejné.  
 Do původního algoritmu jsem přidal cyklus, zajišťující průchod hodnotami v uzlu od 
počáteční ke končené pozici, přičemž v každém průchodu je volána funkce pro ohodnocení sloupců D 
a L a testováno, zda hodnota D splňuje aproximační podmínku. V případě, že ano, byl nalezen 
podřetězec. Tento cyklus je vykonáván tak dlouho, dokud počáteční pozice je menší než koncová. 
Z toho tedy vyplývá, že v případě, kdy uzel má pouze jeden znak nebo jsme na poslední pozici v uzlu, 
je proveden původní algoritmus pro STrie(T) uvedený výše (algoritmus 3.2.2). Takto upravený 
algoritmus je implementován v přílohách práce. 
 
3.3 Exact string matching 
Exact string matching neboli přesné vyhledávání podřetězce je asi nejznámější metoda pro 
demonstraci funkčnosti sufixového stromu.  
Tato metoda je založena na průchodu stromem pro jednotlivé znaky hledaného řetězce 
s počáteční pozicí v kořeni stromu (root). V případě, že na pozici pro hledaný znak ve stromu 
neexistuje patřičný uzel, není tento řetězec podřetězcem. Existuje-li požadovaný uzel, je dále 
zpracováván pro jednotlivé znaky, které může obsahovat. Zajišťuje to cyklus, který porovnává znaky 
ze vzoru se znaky ve stromu na odpovídajících indexech. V případě, že počet iterací cyklu je roven 
délce hledaného řetězce, došlo k nalezení řetězce. Jestliže tento řetězec v uzlu obsahuje ukončovací 
znak, má podřetězec pouze jeden výskyt. Pokud ukončovací znak neobsahuje, má více výskytů 
v řetězci. Pak je nutné z tohoto uzlu projít všechny syny až ke konečným uzlům a určit pozice 
výskytů podřetězců. Pozice jsou určeny jako rozdíl délky řetězce T a hloubky koncového uzlu. To 
nám určuje počáteční pozici podřetězce v řetězci T. 
Tato metoda byla implementována za účelem porovnání rychlosti vyhledávání přesných vzorů 
mezi touto metodou a metodou pro nepřesné vyhledávání řetězců (approximate string matchig), která 
pro parametr k=0 vrací totožné výsledky. Toto porovnání je zhodnocené v příloze 1 této práce. 
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4 Závěr 
Úkolem této práce bylo seznámit se s existujícími metodami pro konstrukci sufixových stromů a 
jejich využití v bioinformatice. V práci jsem se zaměřil především na on-line konstrukci sufixového 
stromu, konkrétně na metodu navrženou E. Ukkonenem, kterou jsem implementoval. Tato metoda má 
velice dobré parametry ohledně lineární časové složitosti, ale má i lineární prostorovou složitost 
úměrnou vstupnímu řetězci T. Velikost výsledného stromu je bohužel v porovnání se sufixovými poli 
mnohem větší, a proto se od stromů postupně upouští. I přesto mají sufixové stromy své uplatnění, 
především v oblasti bioinformatiky. Pro demonstraci funkčnosti této aplikace bylo implementováno 
nepřesné vyhledávání řetězce za pomoci dynamického programování. Současný algoritmus pro 
hledání můžeme dále optimalizovat, za účelem zlepšení časové složitosti. 
 Pro budoucí vývoj této práce je nutné, některé části algoritmu znovu analyzovat a řešit je 
efektivněji pro konkrétní vstupní data, jako je například řetězec DNA. Dále by bylo vhodné vytvořit 
k programu grafické rozhraní, které by umožňovalo lepší práci a vizuální operace s řetězci DNA.  
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Příloha 1 
Níže provedené měření proběhlo na stroji s procesorem Intel® Core™2 Duo CPU P8400 @2.26 GHz 
s pamětí 4GB a operačním systémem Ubuntu 10.10 x64 s jádrem Linux 2.6.35-28-generic. 
 
Pro demonstraci funkčnosti aplikace si vytvoříme následující příklad. Mějme na vstupu řetězec 
T=mississipi, pro který postavíme strom STree(T), na kterém budeme provádět nepřesné vyhledávání 
pro vzor P s k chybami. 
1. pro P=ss a k=1 je výstup: 
Nalezen podřetězec s koncovou pozicí 2 v délce 1: s 
Nalezen podřetězec s koncovou pozicí 3 v délce 2: ss 
Nalezen podřetězec s koncovou pozicí 4 v délce 2: si 
Nalezen podřetězec s koncovou pozicí 5 v délce 1: s 
Nalezen podřetězec s koncovou pozicí 6 v délce 2: ss 
Nalezen podřetězec s koncovou pozicí 7 v délce 2: si 
Celkem bylo nalezeno 6 výskytu podřetězce 
 
2. pro P=ss a k=0 je výstup 
Nalezen podřetězec s koncovou pozicí 3 v délce 2: ss 
Nalezen podřetězec s koncovou pozicí 6 v délce 2: ss 
Celkem byly nalezeny 2 výskyty podřetězce 
 
3. pro P=ssis a k=1 je výstup 
Nalezen podřetězec s koncovou pozicí 4 v délce 3: ssi 
Nalezen podřetězec s koncovou pozicí 5 v délce 4: ssis 
Nalezen podřetězec s koncovou pozicí 6 v délce 5: ssiss 
Nalezen podřetězec s koncovou pozicí 7 v délce 3: ssi 
Nalezen podřetězec s koncovou pozicí 8 v délce 4: ssip 
Celkem bylo nalezeno 5 výskytu podřetězce 
 
Pro demonstraci kontroly správnosti vytvořeného stromu je v aplikaci možnost nechat si vypsat 
výsledný strom do souboru nebo na obrazovku. Toto je však vhodné pouze u malých vstupních 
řetězců, řekněme tedy zhruba do vstupu o velikosti 100 znaků. Potom je již strom příliš veliký a ne 
moc dobře čitelný. Níže je uvedaná struktura stromu pro řetězec T=missisiipi. 
Struktura stromu: 
root 
+$ 
+i 
|+$ 
|+pi$ 
|+s 
||+ipi$ 
||+sisipi$ 
+missisipi$ 
+pi$ 
+s 
|+i 
||+pi$ 
||+sipi$ 
|+sisipi$ 
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Výsledky testování s ohledem na alokovanou paměť výsledné struktury stromu a čas potřebný pro její 
vytvoření jsou zpracovány v tabulce uvedené níže. Dále je zde zpracováno porovnání dvou metod pro 
vyhledávání přesných řetězců. Jedná se o metodu nepřesného vyhledávání podřetězců (approximate 
string matching), která může být využita i pro přesné vyhledávání s tím, že parametr k se nastaví na 0. 
Druhá metoda je klasický průchod z rootu stromu. V případě nalezení podřetězce, který končí na 
koncové hranici uzlu, se z této pozice uzlu zanoří do koncových, aby zjistila počet všech výskytů, 
jinak má pouze jeden. Proto je velice rychlá, na rozdíl od předešlé metody, která si za pomoci 
dynamického programování vytváří hodnocení jednotlivých řešení, což je zdlouhavé a paměťově více 
náročné. 
 
Vstupní 
soubor 
Alokovaná 
velikost 
čas 
konstrukce 
Hledaný 
podřetězec 
Celkem 
výskytů 
Čas hledaní 
dynamickou verzi 
Čas hledání 
standardní 
verzí  
Test_1000.txt 2MB 0,010s TTCA 7 0,01s 0s 
Test_10000.txt 20MB 0,040s TTCA 44 0,01s 0s 
Test_100000.txt 180MB 0,320s TTCATGA 8 0.14s 0s 
Test_500000.txt 906MB 1,630s TTCA 2967 0,56s 0,01s 
 
Tabulka 1: Výsledky testování programu, přiloženého v přílohách této práce. 
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Příloha 2 
Obsah přiloženého CD 
 
doc/ - text bakalářské práce v PDF a zdrojové texty v DOCX 
      | BP_PavelHlavacek.pdf 
      | BP_PavelHlavacek.docx 
src/ - zdrojové kódy 
 | main.c - hlavní program pracující s rozhraním knihovny suffixtree 
 | Makefile - soubor zajišťující překlad 
 | readme.txt - informace a návod pro celou aplikaci 
 | suffixtree.c - zdrojové kódy  on-line metody a approximate string matching 
 | suffixtree.h - rozhraní knihovny suffixtree 
in/ 
 | test_1000.txt - vstupní soubor s 1 000 znaky řetězce DNA 
 | test_10000.txt - vstupní soubor s 10 000 znaky řetězce DNA 
 | test_100000.txt - vstupní soubor s 100 000 znaky řetězce DNA 
 | test_500000.txt  - vstupní soubor s 500 000 znaky řetězce DNA 
