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The concept of pregroup was introduced by Lambek for natural language analysis, with a
close link to non-commutative linear logic. We reformulate the pregroup calculus so as to
extend it by composition with other logics and calculi. The cut elimination property and the
decidability property of the sequent calculus proposed in the article are shown. Properties
of composed calculi are also discussed.
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1. Introduction
The pregroup formalism introduced by Lambek [13] is an efﬁcient and elegant alternative to other categorial grammars
used for modeling natural languages. It has been applied to various language syntaxes such as English, French, Italian and
Turkish, see e.g. [1,6].
This is a lexicalized formalism: the rules are ﬁxed, each particular grammar is determined by its lexicon assigning a set
of type formulas to each word. The set of rules deﬁnes a type calculus that has a close link with non-commutative linear
logic. Type logical grammars, including pregroups, enjoy the following nice property: a syntactic analysis corresponds to a
derivation in the type calculus (a logical proof). Categorical aspects are given for example in [15]. In their basic form, pregroup
grammars are equivalent to context-free grammars. Some extensions have been proposed: in [7,12] pregroups are enriched
with modalities allowing to limit associativity, in [10,11] pregroups are augmented with permuting inequations, providing
limited commutativity.
The purpose of this paper is to give an adaptation of the basic calculus that allowsmodular and rich combinations of type
expressions, such as those needed tomodel ﬁne-grained natural language features, whilemaintaining good properties of the
formalism.We aim to keep the cut elimination and decidability of the rule system, to provide modularity and composability
in calculus and modelization levels, and to allow conciseness and simplicity in the grammar design.
This adaptation is performed following a “logic functor paradigm”, as in [8], in order to consider new logics as the
compositionof abstract and reusable components; all logics share commonspeciﬁcations that notably include a subsumption
relation. Logic functors are functions from logics to logics (those without parameter are standalone but reusable logics). The
“logic functor paradigm” also results in concrete software: the LogFun tool [9] offers both a library of logic functors and a
logic composer. For instance, the functor Prop(A) is the classical propositional logic abstracted over its atoms, that allows to
replace atoms in the classical propositional logic by formulas of the calculus given as parameter; since the ToolBox includes
components for concrete domains (Atom, Int, Interval, ...) or Structured Data (Product, ...), it offers customized logics such as
Prop(Interval(Int)).
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In this article, we provide a functor for pregroups, called FPG(A) in some sense similar to the functor Prop(A), that can be
viewed as parameterized pregroups abstracted over the atoms. For example, FPG can have Prop(Interval(Int)) as parameter,
allowing to better express features. One difﬁculty in this study was to design appropriate rules for FPG(A), (i) generalizing
those of original pregroups (recovering pregroups as the particular case when the parameter A is reduced to the pregroup
atoms with their postulates) while (ii) maintaining cut elimination and decidability of the calculus.
The deﬁnition of pregroups is recalled in Section 2, note that a partial order is already assumed on basic types (pregroup
grammars allow postulates as a ﬁnite number of special axioms of the form p  q). In Section 3, a version of parameterized
pregroup calculus, that we call S[A] is proposed, with a subformula property. Section 4 gives the main properties; the key
proofs of this article are shown for S[A]. Detailed proofs can be found in Section 5 and at the end this paper. Section 6
concludes.
2. Preliminaries
2.1. Pregroups
Deﬁnition 1. A pregroup (or PG in short) is a structure (P,≤, ·, l, r,1) such that (P,≤, ·,1) is a partially ordered monoid1 and
l, r are two unary operations on P that satisfy for all a ∈ P: ala ≤ 1 ≤ aal and aar ≤ 1 ≤ ara.
Example 1. Groups are a special case a pregroups, for which the left and right adjoint are the same.
Algebraic properties and iterated adjoints. In a pregroup, we have:
(XY)l = YlXl and (XY)r = YrXr;
(Xl)r = X and (Xr)l = X
1l = 1r = 1
Iterated left and right adjoints can be written using integer exponents by:
p(n−1) = (p(n))l and p(n+1) = (p(n))r , we write p for p(0).
Note also that if X ≤ Y then Yl ≤ Xl and Yr ≤ Xr (order-reversing)
2.2. Free pregroups
We recall deﬁnitions and results, mainly from [4,5] , we also introduce notations.
Deﬁnition 2. Let (P,≤) be an ordered set of primitive types, we use integer exponents on P:
− the set of atomic types is: P(Z) = {p(i) | p ∈ P, i ∈ Z}
− the set of types is Cat(P,≤) =
(
P(Z)
)∗={p(i1)
1
· · ·p(in)n | 0≤k≤n, pk ∈ P and ik ∈ Z}
− the relation ≤ on Cat(P,≤) is the smallest reﬂexive and transitive relation, satisfying these conditions for all p, q ∈ P,
X, Y ∈ Cat(P,≤) and n ∈ Z: Xp(n)p(n+1)Y ≤ XY (contraction), XY ≤ Xp(n+1)p(n)Y (expansion), and Xp(n)Y ≤ Xq(n)Y , if p ≤ q
with n even or q ≤ pwith n odd (induction)
− the free pregroup generated by (P,≤) is deﬁned on classes [...] modulo ∼ such that X∼Y iff X≤Y and Y ≤X with 1 = [],
[x].[y] = [xy], [x]l = [xl], [x]r = [xr ] and [x] ≤ [y] iff x ≤ y (with [xy]l = [ylxl], [xy]r = [yrxr ]).
Example 2. Let P = {ns,π3, s1, o} ordered by ns ≤ π3, ns ≤ o. A type formula such as π r3 s1ol belongs to Cat(P,≤), it is assigned
to transitive verbs in a next example. It enjoys ns π
r
3
s1o
l ns ≤ s1, as detailed below in both formats:
n
(0)
s π
(1)
3
s
(0)
1
o(−1)n(0)s ≤
ns π
r
3
s1o
l ns ≤
(induction)
π
(0)
3
π
(1)
3
s
(0)
1
o(−1)n(0)s ≤
π3 π
r
3
s1o
l ns ≤
(contraction)
s
(0)
1
o(−1)n(0)s ≤
s1o
l ns ≤
(induction)
s
(0)
1
o(−1)o(0) ≤ s(0)
1
s1o
l o ≤ s1
(contraction)
Buszkowski has proposed a sequent calculus, written SAdj below; he has shown its equivalencewith≤ on Cat(P,≤) as in the
above deﬁnition. SAdj also characterizes deductibility in the free pregroup generated by (P,≤), where 1 is the empty string.
Deﬁnition 3 (The Sequent calculus of Adjoints SAdj). Let (P,≤) be an ordered set of primitive types, system SAdj is made of
the following rules, where p, q ∈ P, n, k ∈ Z and X, Y, Z ∈ Cat(P,≤):
1 We brieﬂy recall that a monoid is a structure < M, ·,1 >, such that · is associative and has a neutral element 1 (∀x ∈ M : 1 · x = x · 1 = x). A partially
ordered monoid is a monoid (M, ·,1) with a partial order ≤ that satisﬁes ∀a, b, c: a ≤ b ⇒ c · a ≤ c · b and a · c ≤ b · c.
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X ≤ X (Id)
X ≤ Y Y ≤ Z
(Cut)
X ≤ Z
XY ≤ Z
(AL)
Xp(n)p(n+1)Y ≤ Z
X ≤ YZ
(AR)
X ≤ Yp(n+1)p(n)Z
Xp(k)Y ≤ Z
(INDL)
Xq(k)Y ≤ Z
X ≤ Yq(k)Z
(INDR)
X ≤ Yp(k)Z
q ≤ p if k is even, and p ≤ q if k is odd
Example 3. Let P = {ns,π3, s1, o} ordered by ns ≤ π3, ns ≤ o, we get ns π r3 s1ol ns ≤ s1, written n(0)s π(1)3 s(0)1 o(−1) n(0)s ≤ s(0)1 ,
as a conclusion after: s
(0)
1
≤ s(0)
1
(Id), then (AL) introducing o
(−1)o(0), (INDL) using ns ≤ o, then (AL) introducing π(0)3 π(1)3 , and
(INDL) using ns ≤ π3.
Simple free pregroup. A simple free pregroup is a free pregroup where the order on primitive type is equality.
Wemention an interesting link, explored by Kislak and Buszkowski, between pregroups and other type-logical grammars
(the reader not familiar with Lambek grammars may consult [2] for details).
Free pregroup interpretation. Let FP denotes the simple freepregroupwith P as primitive types.Weassociatewith each formula
C of the Lambek Calculus L or its non-associative version NL, an element in FP written [[C]] as follows:
[[A]] = A if A is a primitive type,
[[C1\C2]] = [[C1]]r [[C2]]
[[C1 / C2]] = [[C1]][[C2]]l
[[C1 • C2]] = [[C1]][[C2]].
The notation extends to sequents by:
[[A1, . . . , An]] = [[A1]] · · · [[An]].
The following property states that FP is a model for L (hence for NL):
if  L C then [[]] ≤FP [[C]].
Note however that the converse does not hold [3]:
(a.b) / c  a.(b / c) with [[(a.b) / c]] = [[a.(b / c)]] = a.b.cl
(p / ((p / p) / p)) / p  p with [[(p / ((p / p) / p)) / p]] = ppllpllplpl ≤ p
Cut elimination. As for the Lambek Calculus L or its non-associative version NL, the cut rule can be eliminated in SAdj: every
derivable inequality has a cut-free derivation [4,5]. This property is important to get a proof-search algorithm based on the
system rules.
2.3. Categorial grammars and languages
We ﬁrst consider categorial grammars in general: these are lexicalized grammars, involving an alphabet , a set of types
Tp that is usually generated from a set of primitive types P and given connectives, and a system of rules on types (a “type
calculus”) deﬁning a derivation relation on types.
Deﬁnition 4 (Categorial grammar). Given a set Tp called the set of types : a categorial grammar is a structure G = (, I, S)
where:
−  is a ﬁnite alphabet (the words in the sentences);
− I :  	→ P f (Tp) is a function that maps a set of types to each element of  (the possible categories of each word);
− s ∈ P is themain type associated to correct sentences.
Given a relation on Tp∗ called the derivation relation on types: a sentence v1, . . . , vn then belongs to the language of G,
provided its words vi can be assigned types Xi whose sequence X1, . . . , Xn derives s according to the derivation relation on
types.
Deﬁnition 5 (Pregroup grammar and language). A pregroup grammar (PG-grammar in short) based on a ﬁnite poset (P,≤) is
a categorial grammar G = (, I, s), taking Tp = Cat(P,≤) (see Deﬁnition 2).
The language L(G) of a PG-grammar G = (, I, s), based on a ﬁnite poset (P,≤) is the set of strings, that can be assigned a
string of types deriving s in the free pregroup on (P,≤):
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L(G) = {v1, . . . , vn ∈ ∗ : ∀i,1 ≤ i ≤ n, ∃Xi ∈ I(vi) such that X1 . . .Xn ≤ s}
Note that in the above deﬁnition, for Tp = Cat(P,≤), we have Tp∗ = Cat(P,≤) and relation ≤ on Cat(P,≤) (from Deﬁnition 2) is the
derivation relation on types assumed in Deﬁnition 4.
The following property, shown in [3], characterizes the generative capacity of PGs.
Proposition 1. The languages generated by PG-grammars based on ﬁnite posets are the context-free languages (without the
empty string).
Example 4. Let P1 = {ns,π3, s1, o, s, s} denote a set primitive types ordered by ns ≤ π3, ns ≤ o, s1 ≤ s, s ≤ s, let Tp = Cat(P1 ,≤)
denote the set of types. We consider the following PG-grammar G1 = (1, I1, s) based on (P1,≤) for a fragment of English,
such that: 1 = {The , ﬁlm , explains , this , situation} I1(The) = I1(this) = {nscl}, I1(ﬁlm) = I1(situation) = {c}, I1(explains) =
{π r
3
s1 o
l} (the type assignment is inspired from [1,14]). The following sentence belongs to L(G1) (the type assignments are
below each word, underlinks indicate contractions of types), the string of types derives s1 ≤ s:
Using primitive types and order postulates as follows:
c = count noun (ﬁlm, situation)
ns ≤ π3 ns = singular noun phrase (John)
πk = k
th personal subject pronoun (π3=he/she/it)
ns ≤ o o = direct object
s1 ≤ s ≤ s s1 = statement in present tense
s = declarative sentence (the tense does not matter)
s = indirect sentence
Using the [[.]] translation to Lambek Calculus L, this sentence is also parsed in L:
where types ns, π3, o . . . are to be replaced with complex types such that: ns  π3, ns  o, and s1  s  s.
3. Towards an embeddable logic component
Wepropose an adaptation of pregroup following a “logic functor paradigm”, as in [8,9]. The adaptation proposed here can
be viewed as parameterized pregroups abstracted over the atoms. We detail the syntax and properties for implementation
and module composition; we focus on the subsumption relation and its implementation based on a sequent calculus
formulation.
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3.1. Extending formulas
The extended calculus takes as argument a calculus or a logic; when it is applied to a calculus or a logic (written A) it
can be seen as a formulation of pregroup calculus, where atoms are replaced by the formulas of its parameterA, while these
subformulas follow the rules of A. Next deﬁnition follows Deﬁnition 2, where P is replaced by ASA of the parameter A.
Deﬁnition 6 (Iterated Adjoints onA ). LetA = 〈ASA,≤A〉where≤A is a preorder on ASA. Wewrite ASA for the set of formulas
of the parameter A, and we deﬁne the set of basic types on A as:
AS
(Z)
A = {p(i) | p ∈ ASA, i ∈ Z}
the set of types Cat[A] consists in strings of basic types on ASA.
3.2. Deﬁning a calculus for a derivation relation on Cat[A]
Wenowpropose a calculus version, in viewof proof-search algorithms: the remaining sections establish its cut elimination
property and decidability.
Deﬁnition 7 (S[A] and S ′[A], a parameterized calculus on A).
− ForX and Y ∈ Cat[A], a sequentX ≤ Y holds in theparameterizedcalculusS ′[A], iff this relation isdeductible in the following
system where a, b are formulas of A, n, k ∈ Z and X, Y, Z ∈ Cat[A]:
a ≤A b, ifm is even
(Sub)
a(m) ≤ b(m)
XY ≤Z a ≤A b, ifm is even
(AL+)
Xa(m)b(m+1)Y ≤Z
b ≤A a, ifm is odd
(Sub)
a(m) ≤ b(m)
XY ≤Z b ≤A a, ifm is odd
(AL+)
Xa(m)b(m+1)Y ≤Z
X ≤ X (Id) Xa
(m+1) ≤Y
(IR)
X≤Ya(m)
X≤Y Y ≤Z
(Cut)
X ≤ Z
− S[A] denotes the same system as S ′[A] without the cut rule.
− For ease of proofs, we deﬁne a condensed presentation for rules (Sub) and (AL+):
a(m) ≤A b(m)
(Sub)
a(m) ≤ b(m)
XY ≤Z a(m) ≤A b(m)
(AL+)
Xa(m)b(m+1)Y ≤Z
where a(m) ≤A b(m) stands for a≤A b ifm is even, b≤A a ifm is odd.
− Pregroup grammars on A and their language are deﬁned as in Deﬁnition 5, but using S[A] instead.
Note 1. The rules in S[A] (in the non-condensed presentation) have the subformula property, except IR. However IR enjoys
a pseudo-subformula property, since this rule can have only one antecedent; we can also write am+1 as am′ and write am in
the conclusion as am
′−1 = (am′ )(−1).
4. Properties of the extended calculus and of compositions
Let S[A] denote the system axiomatized by (Id), (Sub), (AL+) (IR), and let S
′
[A] denote the system axiomatized by Cut and
the rules in S[A].
We shall write a(m) ≤A b(m) for a≤A b ifm even, b≤A a ifm is odd.
4.1. Properties of S[A]
We assume in all this subsection that A = 〈ASA,≤A〉 where ≤A is a preorder. The main property of cut elimination is
based on the following two Lemmas 1 and 2.
The lemmas show several analogues of rules or of their inverse (INDR− is a weaker form of INDR).
Lemma 1. Let A = 〈ASA,≤A〉 where ≤A is a preorder. For S = S[A] and S = S ′[A], for a, b ∈ ASAand X, Y ∈ Cat[A], the following
rules I−1R , INDL+, INDL+ hold:
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[I−1R ] : rule IR is reversible: if X≤Ya(m) is provable in S then Xa(m+1) ≤Y is also provable in S without increasing the number of
cuts in the derivation.
[INDL+] : if Xb(m)Y ≤Z in S and a(m) ≤A b(m) then Xa(m)Y ≤Z in S .
[INDR−] : if X≤a(m) in S and a(m) ≤A b(m) then X≤b(m) in S .
Lemma 2. Let A = 〈ASA,≤A〉 where ≤A is a preorder.
For S = S[A] and S = S ′[A], we have (for a, b ∈ ASAand X, Y ∈ Cat[A]) :
if Xa(m+1)b(m)Y ≤Z in S and a(m) ≤A b(m) then XY ≤Z in S without increasing the number of cuts in the derivation.
Theorem 3 (Cut elimination). Let A = 〈ASA,≤A〉 where ≤A is a preorder. Systems S[A] and S ′[A] are equivalent: for all types
X, Y ∈ Cat[A], X ≤ Y is provable in S[A] iff it is provable in S ′[A].
Proof: See next section and the proofs of lemmas (detailed in Appendix).
Theorem 5 relates S[A] to PG , it is a corollary of cut elimination for S ′[A], Lemma 1 [INDL+], and Lemma 4:
Lemma 4. Let A = 〈ASA,≤A〉 where ≤A is a preorder. The [INDR+] and [AR] rules (also [AR+]) are admissible in S ′[A] :
[INDR+] : if X≤Ya(k)Z is provable in S ′[A] and a(k) ≤A b(k) (a, b ∈ ASA)
then X≤Yb(k)Z is also provable in S ′[A].
[AR] : if X≤YZ in S ′[A] then X≤Ya(n+1)a(n)Z in S
′
[A], for each a ∈ ASA.
[AR+] : if X≤YZ in S ′[A], and a(m) ≤A b(m) then X≤Ya(m+1)b(m)Z in S
′
[A].
Theorem 5 (Pregroups as a particular case). Let PG denote a free pregroup with partial order ≤ on primitive types P :
X ≤ Y is provable in SAdj iff it is derivable in S[A],
where A = 〈ASA,≤A〉 with ASA = P (the primitive types) and ≤A is the partial order ≤ of the free pregroup.
4.2. Properties of composed calculi
Proposition 2. Let A = 〈ASA,≤A〉 where ≤A is a preorder. If ≤A is a decidable calculus, then S[A] and S ′[A] (applied to A) are
decidable.
This is clear, using the cut elimination theorem, and the subformula property for S[A] (with the special case of IR, having only
one possible antecedent).
Proposition 3. The language generated by a PG-grammar G on a Sub-Logic A = 〈ASA,≤A〉 where ≤A is a preorder (G based on
the deduction system S[A] or equivalently S ′[A]) is a context-free language.
This can be shown by associating to G a free PG-grammar GPG , obtained by replacing, in the assignment, all subformulas F
that belong to A by a new constant cF , with cF ≤ cF ′ whenever F ≤A F ′ : GPG generates the same language as G.
5. Cut elimination in S ′[A]: proof details
This proof assumes Lemmas 1 and 2, detailed in the Appendix. Clearly a proof in S[A] is also a proof in S ′[A]; to show the
converse, we proceed by induction on the number of Cut and the length of a derivation D in S ′[A], ending in Cut:
D with its ﬁnal cut rule is:
γl
⎧⎪⎨
⎪⎩
.
.
.
Rl
X ≤ Y
γr
⎧⎪⎨
⎪⎩
.
.
.
Rr
Y ≤ Z
Cut
X ≤ Z
− If Rl is the axiom rule, the last rule (cut) can be suppressed since Rr has the same conclusion as D. If Rr is the axiom rule,
the last rule (cut) can also be suppressed since Rl has the same conclusion as D. We now assume that neither Rl nor Rr is
the axiom rule.
− If Rl is the Cut rule, the induction hypothesis applies to γl , this Cut can be suppressed, in a proof γ ′l , and the ﬁnal Cut can
be suppressed in this deduction. If Rr is the Cut rule, we proceed similarly.
We now assume that neither γl or γr has a Cut rule.
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− We shall prove cut elimination for Y simple, that is of the form p(u), with p ∈ P (we consider 1 separately); the general
case is proved by induction on Y , using I−1R and Lemma 2:
– if Y = Y1p(u): D 	→
X
.
.
.≤Y = Y1p(u)
I−1R
Xp(u+1) ≤ Y1
Y = Y1p(u)
.
.
.≤Z
IR
Y1 ≤ Zp(u−1)
rec. on Y
Xp(u+1) ≤ Zp(u−1)
I−1R
Xp(u+1)p(u) ≤Z
Lemma2
X≤Z
− We consider the remaining possibilities
when Y is simple,
for Rl (left part) and Rr (right part):
(no AL+ on the right as Rr ,
no IR on the left as Rl , for Y simple)
these cases are detailed below.
Rl Rr Method
Sub IR Lemma1 [INDL+]
AL+ Sub Lemma1 [INDR−]
AL+ IR Permute Rl with cut
Sub Sub Transitivity of ≤A
− When Y = 1 (empty string), the only case is [Rl, Rr] = [AL+, IR] and can be treated as for Y simple (permute Rl with Cut ).
− Cut elimination details for Y simple
[Sub, IR]
a(m) ≤A b(m)
Sub
X = a(m) ≤ b(m) = Y
D′
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Yp(u+1)
.
.
.≤Z1
IR
Y = b(m) ≤ Z1p(u) = Z
Cut
X ≤ Z
	→
D′
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Yp(u+1)
.
.
.≤Z1
IR
Y = b(m) ≤ Z1p(u) = Z
a(m) ≤A b(m)
[INDL+]
X = a(m) ≤ Z1p(u) = Z
(for Y simple)
[AL+, Sub]
D′
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
X1X2
.
.
.≤Y = a(m) c(n) ≤A d(n)
AL+
X = X1c(n)d(n+1)X2 ≤ Y = a(m)
a(m) ≤A b(m)
Sub
Y = a(m) ≤ b(m) = Z
Cut
X ≤ Z
	→
D′
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
X1X2
.
.
.≤Y = a(m) c(n) ≤A d(n)
AL+
X = X1c(n)d(n+1)X2 ≤ Y = a(m)
a(m) ≤A b(m)
[INDR−]
X ≤ b(m) = Z
(for Y simple or 1)
[AL+, IR]
X1X2
.
.
.≤Y a(m) ≤A b(m)
AL+
X = X1a(m)b(m+1)X2 ≤ Y
D′
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Yp(u+1)
.
.
.≤Z1
IR
Y ≤ Z1p(u) = Z
Cut
X ≤ Z
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	→ X1X2
.
.
.≤Y
D′
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Yp(u+1)
.
.
.≤Z1
IR
Y ≤ Z1p(u) = Z
Cut
X1X2 ≤ Z1p(u) = Z
a(m) ≤A b(m)
AL+
X = X1a(m)b(m+1)X2 ≤ Z

6. Conclusion and perspectives
We have reformulated and proposed to extend the pregroup calculus, so as to allow its composition with other logics and
calculi. We compare systems and their rules in the array below; observe that a dual system based on (Id), (Sub), (AL+), (IL)
as the dual of IR can be deﬁned, with properties similar to those of S[A] (such a system transforms the left ending of Y in a
sequent X ≤ Y , whereas S[A] transforms the right ending of Y in a sequent X ≤ Y).
AL
AR
AL+ INDL
INDR
INDL+
INDR+
IR Id Sub Cut
Subformula
property
√ √
NO NO
√(∗) √ √ NO
Involves
A = 〈A,≤A〉
√ √ √
SAdj × × ↪→ × × removable
S ′[A]
↪→ × ↪→ ↪→ × × × × removable
for ≤A preorder
S[A]
↪→ × ↪→ ↪→ × × × ↪→ admissible
for ≤A preorder
where × means that the system contains the rule;
↪→ means that the rule is admissible in the system;√
means that the property is satisﬁed by the rule;√(∗) is for IR that enjoys a pseudo-subformula property;
empty cells correspond to the fact that SAdj is not parameterized.
The cut elimination property and the decidability property of this proposed formulation (S ′[A],S[A]) have been shown,
provided ≤A is a preorder. It is thus ready to be implemented as a decision procedure and a parsing algorithm.
Integrating pregroups as a logic functor component based on S[A] should allow to customize such a calculus to actual
applications in a rather easy way. On the one side, parameterized pregroups may take a calculus as parameter, providing
more structure to the basic types; for example, FPG can have Prop(Interval(Int)) [9] as parameter, allowing to express features
using integer interval conditions; othermore complex structures are also possible, using the adequate calculus as parameter.
On the other side, pregroupsmay also in turn become the argument of another logic functor, such as Prop available in [9].
An interesting example is the extension with intersection types, such that t ≤ c ∧ d iff t ≤ c and t ≤ d going beyond context-
free languages, as already explained by Lambek. As more logic functors become deﬁned and implemented, more interesting
compositions can be considered, that can enrich the type formulas of categorial grammars themselves, in a clear way, both
formally and practically. This may give another view, other reformulations and investigations on these frameworks, with
experimental tools at the same time for the composed logics and customized calculi.
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Appendix A. Lemma in S[A] and S ′[A]: proof details
A.1. Lemma 1 [I−1R ]: proof by induction on derivations of:
if
.
.
.
Rl
X≤Ya(m)
in S then
.
.
.
Xa(m+1) ≤Y
in S
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− Case Rl is Id : X = Ya(m) then AL+ applies ( ≤A reﬂ.)
Y ≤ Y a(m) ≤A a(m)
AL+
Ya(m)a(m+1) ≤Y
− Case Rl is Sub: Y = 1, X = c(m) with c(m) ≤A a(m) then AL+ applies
Y ≤ Y c(m) ≤A a(m)
AL+
c(m)a(m+1) = Yc(m)a(m+1) ≤Y
− Case Rl is AL+
.
.
.
X1≤Ya(m) c
(n) ≤A d(n)
AL+
X1c
(n)d(n+1) ≤Ya(m)
	→
X1
.
.
.≤Ya(m)
rec.
X1a
(m+1) ≤Y
c(n) ≤A d(n)
AL+
X1c
(n)d(n+1)a(m+1) ≤Y
− Case Rl is IR, the antecedent is the desired sequent Xa(m+1) ≤Y
− (Case Rl is Cut)
.
.
.
X≤Z
.
.
.
Z≤Ya(m)
Cut
X≤Ya(m)
	→
X
.
.
.≤Z
AL+
Xa(m+1)a(m+2) ≤Z
IR
Xa(m+1) ≤Za(m+1)
Z
.
.
.≤Ya(m)
rec.
Za(m+1) ≤Y
Cut
Xa(m+1) ≤Y

A.2. Lemma 1 [INDL+] we prove that
if
.
.
.
Rl
Xb(m)Y ≤Z
in S and a(m) ≤A b(m) then
.
.
.
Xa(m)Y ≤Z
in S
− Case Rl is Id, then Z = Xb(m)Y , we proceed by induction on Y
– if Y is empty 	→
X ≤ X a(m) ≤A b(m)
AL+
Xa(m)b(m+1) ≤X
IR
Xa(m) ≤Xb(m) = Z
– if Y = Y1p(u) 	→
Xb(m)Y1 ≤ Xb(m)Y1 a(m) ≤A b(m)
rec. on Y
Xa(m)Y1≤Xb(m)Y1
p ≤A p
AL+
Xa(m)Y1p
(u)p(u+1) ≤Xb(m)Y1
IR
Xa(m)Y1p
(u) ≤Xb(m)Y1p(u) = Z
− Case Rl is Sub, then X and Y are empty, Z = c(m), with b(m) ≤ c(m), we get the conclusion a(m) ≤ c(m) by transitivity of ≤A.
− Case Rl is AL+
X1X2
.
.
.≤Z c(n) ≤A d(n)
AL+
Xb(m)Y = X1c(n)d(n+1)X2≤Z
– if b(m) ∈ X1, X1=Xb(m)X4
	→
X1X2
.
.
.≤Z a(m) ≤A b(m)
rec.
Xa(m)X4X2≤Z
c(n) ≤A d(n)
AL+
Xa(m)Y =Xa(m)X4c(n)d(n+1)X2≤Z
– if b(m) ∈ X2, the transformation is similar;
– if X = X1, b(m) = c(n), Y = d(n+1)X2, we use AL+ for a(m) ≤A d(n) (transitivity) and get: X1a(m)d(n+1)X2 = Xa(m)Y ≤Z;
– if X=X1c(n), b(m) =d(n+1), Y = X2, we use AL+ for c(n) ≤A a(m−1) and get: X1c(n)a(m)X2 = Xa(m)Y ≤Z .
− Case Rl is IR, then Z = Z1p(u) and the antecedent is Xb(m)Yp(u+1) ≤Z1, by rec. we get Xa(m)Yp(u+1) ≤Z1, then the desired
sequent by IR: Xa
(m)Y ≤Z1p(u).
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− (Case Rl is Cut)
Xb(m)Y
.
.
.≤Z ′ Z ′
.
.
.≤Z
Cut
Xb(m)Y ≤Z
	→
Xb(m)Y
.
.
.≤Z ′ a(m) ≤A b(m)
rec.
Xa(m)Y ≤Z ′ Z ′
.
.
.≤Z
Cut
Xa(m)Y ≤Z

A.3. Lemma 2: we prove, using Lemma 1 that
if
.
.
.
Rl
Xa(m+1)b(m)Y ≤Z
in S and a(m) ≤A b(m) then
.
.
.
XY ≤Z
in S
we proceed by induction on Y and I−1R , IR:
– if Y = Y1p(u): by I−1R , Xa(m+1)b(m)Y ≤Z implies Xa(m+1)b(m)Y1≤Zp(u−1),
by induction on Y , this gives XY1≤Zp(u−1), then by IR, XY = XY1p(u) ≤Z .
A proof is given below for Y =∅;
− Case Rl is Id (Y =∅), Z = Xa(m+1)b(m) 	→
X ≤ X (Id) a(m) ≤A b(m)
AL+
Xb(m+1)a(m+2) ≤ X
IR
Xb(m+1) ≤ Xa(m+1)
IR
X ≤ Xa(m+1)b(m) = Z
− Case Rl is Sub (Y=∅), impossible (complex formula on the left by Rl)
− Case Rl is AL+ (Y =∅)
D′ : X1X2
.
.
.≤Z c(n) ≤A d(n)
AL+
Xa(m+1)b(m) = X1c(n)d(n+1)X2≤Z
– if X2 = X ′2a(m+1)b(m)
with X = X1c(n)d(n+1)X ′2
	→
D′ : X1X ′2a(m+1)b(m)
.
.
.≤Z a(m) ≤A b(m)
rec.
X1X
′
2
≤Z c(n) ≤A d(n)
AL+
X = X1c(n)d(n+1)X ′2≤Z
– if X2 /= ∅ and X2 = b(m) then a(m+1) = d(n+1) and X = X1c(n);
the antecedent is X1X2 = X1b(m) ≤Z; we have c(n) ≤A d(n) = a(m) ≤A b(m),
hence by Lemma1 [INDL+], using c(n) ≤A b(m) (transitivity): X = X1c(n) ≤Z;
– if X2 = ∅, X = X1, but exponentsm + 1 = n and m = n + 1 are impossible.
− Case Rl is IR (Y =∅), then Z = Z1p(u) and the antecedent is Xa(m+1)b(m)p(u+1) ≤Z1, by rec. we get Xp(u+1) ≤Z1, ﬁnally by IR:
X≤Z1p(u) = Z .
− (Case Rl is Cut)(Y =∅)
.
.
.
Xa(m+1)b(m) = X1≤Z ′
.
.
.
Z ′ ≤Z
Cut
Xa(m+1)b(m) = X1≤Z
	→
Xa(m+1)b(m) = X1
.
.
.≤Z ′
rec.
X≤Z ′
.
.
.
Z ′ ≤Z
Cut
X≤Z

A.4. Lemma 1 [INDR−] proof by induction, according to Rl of
if
.
.
.
Rl
X≤a(m)
in S and a(m) ≤A b(m) then
.
.
.
X≤b(m)
in S
− Case Rl is (Id), then X = a(m), the result X≤b(m) is an application of Sub.
− Case Rl is (Sub), the antecedent is X = c(n) ≤A a(m), where c(n) ≤A a(m) and a(m) ≤A b(m), the result X = c(n) ≤b(m), comes
from the transitivity of ≤A and from Sub.
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− Case Rl is (AL+),
X1X2
.
.
.≤a(m)
AL+
X = X1c(n)d(n+1)X2≤a(m)
	→
X1X2
.
.
.≤a(m) a(m) ≤A b(m)
rec.
X1X2≤b(m)
c(n) ≤A d(n)
AL+
X = X1c(n)d(n+1)X2≤b(m)
− Case Rl is (IR), the antecedent is Xa(m+1) ≤ 1 to which we apply Lemma 1 INDL+ using a(m) ≤A b(m): Xb(m+1) ≤ 1 we then
apply IR and get X ≤ b(m).
− (Case Rl is Cut), with antecedent X ≤ Y and Y ≤ a(m), we apply the induction hypothesis to Y ≤ a(m), then Cut on Y . 
A.5. Proof of Lemma 4: [INDR+] and [AR] (also [AR+]) are admissible rules in S ′[A]
– Proof of [INDR+]
using Cut
	→
X
.
.
.≤Ya(m)Z
Yb(m)Z≤Yb(m)Z (Id) a(m) ≤A b(m)[INDL+]
Ya(m)Z≤Yb(m)Z
Cut
X≤Yb(m)Z

– Proof of
[AR+]
using Cut
	→
X
.
.
.≤Y1Y2
Y1a
(m+1)b(m)Y2≤Y1a(m+1)b(m)Y2 (Id) a(m) ≤A b(m)
Lemma2
Y1Y2≤Y1a(m+1)b(m)Y2
Cut
X≤Y1a(m+1)b(m)Y2

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