ABSTRACT Production quality indices of complex industrial processes are usually hard to be measured in real time, which leads to unavailability of closed-loop operational optimization and control. Therefore, datadriven modeling techniques have been extensively employed to estimate production quality indices online. However, the conventional data-driven modeling methods often fail to achieve good performance because of interference from outliers. To solve the above-mentioned problem, this paper proposes an improved random vector functional link network (RVFLN) using a novel training method, which adopts a ridge regularized model with weighted factor for each training sample to evaluate the output weights. The robustness of the model has been achieved by employing a nonparametric kernel density estimation method to assign the weighted factors according to the training sample. To ensure the quality and computational load of the network in online applications, various online learning versions are presented according to the scope of data sampling. The improved RVFLN called robust regularized RVFLN has been validated using UCI, Statlib standard data sets, and an industrial grinding operation data. Results show that our proposed modeling technique perform favorably, and demonstrate its good potential for real world applications.
I. INTRODUCTION
Closed-loop operational optimization and control of complex industrial processes have been topics for years [1] , [2] . Unfortunately, real-time measurement of key production quality indices is often affected by outliers, thereby leading to unstable and inaccurate observation. Particle size of mineral grinding process, for example, often has gross errors in observation because online particle size analyzer always lose efficacy when ore magnetic agglomeration occurs. In the conditions of unreliable measurement, it is difficult to implement an effective closed-loop operational optimization and control system. To address the above issue, studies of production quality index estimation have been carried out. The traditional estimation methods are based on mechanism models established under ideal assumptions, which result in a large estimation error [3] , [4] . As a consequence, using data-driven modeling techniques to solve the problem of estimation of the key production quality indices has been of wide concern in complex industrial processes [5] - [7] .
The approximation and generalization abilities of multilayer forward neural networks have been extensively studied; its excellent characteristics make it widely used in the modeling field. It has been demonstrated that a single hidden layer forward neural network (SLFN) can approximate any nonlinear function with arbitrary precision [8] . But the traditional SLFN trained by the BP algorithm, suffer from the sensitive setting of the learning rate, very slow convergence and local minima. To resolve this problem, a class of SLFN with a specific randomized algorithm, named random vector functional link network (RVFLN), was proposed [9] - [12] . The RVFLN randomly assigns the hiddennode parameters based on certain probability distributions, and only adjusts the output weights to ensure the model approximation performance [13] , [14] . A series of studies have shown that the RVFLN performs better in generalization and learning speed than traditional SLFN [15] . The relevant studies on RVFLN and its variants have primarily been committed to solve regression problems [16] - [19] . Therefore, make full use of the RVFLN to build estimation models for production quality indices of complex industrial processes is sensible.
However, the conventional RVFLN has poor robustness in term of suppressing outliers. To solve this problem, an improved RVFLN based on weighted least squares is proposed in [20] , which reduces the impact of outliers on the model by estimating reliability of training samples. But for feed-forward neural networks, the enhancement of generalization performance requires not only the smallest training error but also the smallest norm of output weight [21] . The authors in [22] introduce several Bayesian inference (BI) based robust algorithms for ridge regularized RVFLN. However, the above algorithms are of batch nature and need an iterative procedure, which will cause ever increasing calculation load and storage space. It is thus difficult to apply such algorithms in the industrial control systems with limited space and computational capability. The authors in [23] propose an online regularized network, but its week robustness will make the modeling accuracy significantly decrease when the online measurement is contaminated with outliers in a high level. Therefore, it still cannot satisfy the robustness required by the practical engineering.
Inspired by the current researches, this paper proposes a robust regularized RVFLN using ridge-type regularization and nonparametric kernel density estimation (NKDE) methods to address the above issues. The batch and recursive formulas are both given. Compared with the existing models, the proposed RVFLN not only has good robustness and generalization but also maintains online learning nature with a smaller computational load satisfying the real-time requirement of industrial systems. A production quality index estimation model of mineral grinding process is built using the proposed RVFLN and validated by actual data. The results show that the developed estimation model has high accuracy and fast learning speed.
The remainder of this paper is organized as follows. Original RVFLN and its regularized variants are reviewed in Section 2. Section 3 details our proposed robust regularized RVFLN and its recursive extension. The simulation results of robust regularized RVFLN and its related analysis on four benchmark datasets are reported in Section 4. In Section 5, our proposed robust regularized RVFLN is applied to actual mineral grinding process for further validation, and Section 6 draws our concluding remarks.
II. PRELIMINARIES A. ORIGINAL RVFLN
Considering a given data set of training samples S = {(x i , y i ) |i = 1, . . . , N } ⊂ R d × R, RVFLN can be defined as a special type of SLFN with L hidden nodes as follows.
where v j and b j represent the input weight and the hidden layer node bias respectively, which are named as hidden-node parameters; β j is the output weight between the jth hidden layer node and the output node, and h j is the activation function. Generally, the following radial basis function can be used.
where • expresses the 2 norm.
× R, the sum of squared errors is used as a cost function.
In RVFLN, the hidden-node parameters (v j and b j ) can be randomly assigned, only the linear parameters of the output layer need to be analytically calculated to ensure network approximation performance. Thus, (3) can be formed as the following quadratic optimization problem.
where
The H denotes the hidden layer output; Y and β are the sampled output and output weight, respectively. Generally, the optimal output weight β can be obtained as follows.
where H † is the Moore-Penrose generalized inverse of H.
Remark 1:
From the results reported in [24] , a fixed scope for the v and b cannot ensure the modelling performance. Therefore, this scope setting should draw enough attention in making use of the RVFLN. A way for problem solving is to assign the random parameters from a variable scope [−λ, +λ], and select a reasonable value according to some certain criteria.
B. REGULARIZED RVFLN
Compared with the conventional RVFLN, the regularized RVFLN not only can effectively prevent the model from overfitting but also reduce the model complexity by decreasing the magnitude of output weight. Therefore, this approach's methodology and evaluation have received considerable recent attention by scholars.
The normal regularized RVFLN can be constructed using the ridge regression method [25] , which introduces the regularized term ( 2 norm) in the objective function. For a given VOLUME 5, 2017 N distinct samples (x i , y i ), the regularized RVFLN with 2 norm can be represented by
where C is the regularization parameter that balances the training error and output weight norm; N i=1 ε 2 i and β 2 2 are the empirical and structural losses, respectively. According to the regularized least-squares algorithm, the solution β can be expressed as
The (9) is called the offline learning form of the regularized RVFLN. According to [23] , the online learning form refers to a recursive solution, which admits the following explicit formulations.
where H k is the hidden layer output constructed for the kth sample block. The initialization values of the model are given explicitly by
Compared with the conventional online RVFLN requiring a great number of samples greater than the number of hidden nodes in the initialization phase, the online regularized RVFLN can initialize the model using a small quantity of samples. Besides, the output weight norm of online regularized RVFLN is relatively small, so that the generalization performance of the model is better. However, when it is coming to the data contaminated with outliers, the quality of online regularized RVFLN may deteriorate. Moreover, the online learning solution does not make full use of the regularization parameter C, which may lead to model mismatch. Therefore, it is still necessary to improve the RVFLN. In the following subsection a robust regularized RVFLN and its recursive extension are presented in succession.
III. PROPOSED METHOD A. ROBUST REGULARIZED RVFLN
To address the robustness issue of the RVFLN, the nonparametric kernel density estimation (NKDE) method [26] and ridge-type regularized RVFLN with weighted empirical loss are incorporated into research. In this novel RVFLN called robust regularized RVFLN, the empirical loss weights are assigned according to the sample reliability that is estimated by NKDE method. Decreasing and enlarging the empirical loss weights of low and high reliability samples, can attenuate and even eliminate the influence of the outliers. This is because the samples with high reliability are probably normal data representing the process behavior, whereas the samples with low reliability often are suspected outliers embodying interferences. The following are model details.
From the optimization point of view, the formula of the robust regularized RVFLN can be mathematically formulated as follows for a given N distinct samples (x i , y i ).
where p i is the empirical loss weight of the ith sample. According to the Karush-Kuhn-Tucker (KKT) theorem, the above optimization problem is equivalent to the following dual optimization problem.
where α i is the Lagrange multiplier corresponding to the ith input sample. For this convex quadratic optimization problem, there is a unique optimal solution that must satisfy the partial derivative of zero with respect to β, ε and α. Hence, it can be derived that
where P = diag {p 1 , p 2 , . . . , p N } is the empirical loss weight matrix. Different solutions to the above KKT conditions can be obtained based on concerns of the efficiency in different size of training sample sets.
1) FOR THE CASE WHERE N < L
From (16), we can get
By substituting (14) and (15) to (17), we have
By substituting (18) to (14), we can get
2) FOR THE CASE WHERE N > L From (14) and (15), it follows that
By substituting (21) to (17), we can obtain
Thus,
From the above equation, we can get the result in this case.
Therefore, the distinct forms of output weights are briefed as follows:
It can be seen form the above formulas that empirical loss weights p i , i = 1, . . . , N are significantly important parameters for the solution β, except regularization parameter C that can be selected by such means as the Morozov's discrepancy principle, the generalized cross-validation, and the L-curve [27] . In this paper, the improvement of model robustness is mainly achieved by calculating p i , which represents the contributions of the samples to the solution. To attain the objective, we let the contribution correspond closely to the reliability of the sample. Owing to the fact that the residual affected by the outlier is always far away from the overall residual distribution center and of low density, such that the reliability of the sample can be estimated by the probability density function of the residuals using an NKDE method. In this way, the low-density outliers will be set to a small or even zero contribution to the solution.
To obtain the probability distribution of the residuals in the robust regularized RVFLN, we can set P as an identity matrix, and then calculate the standard residuals of the original model, that is,
Then, the probability density function of the residuals can be obtained using the following NKDE method.
where h = 1.06σ N −1/5 is the width of the estimated window, σ is the standard deviation of the residuals, φ is Gaussian kernel function as follows:
Using (27) , the probability f (ε i ) of each residual ε i can be obtained. It is clear that the greater the f (ε j ) is, the higher the reliability of the sample becomes, and vice versa. Therefore, the weight p i can be directly set according to f (ε j ).
It is worth mentioning that the iterative alternation between output weight calculation equation (25) and sample weight evaluation equation (27) will obtain more accurate sample reliability so as to obtain a high quality model. But, extensive experiments show that the iterative method can get slightly better accuracy but has higher calculation load than the noniterative method. In our case study, the model accuracy with the non-iterative method meets the industrial requirements. Therefore, the experiments in this paper have been carried out using the non-iterative method whose detail description is presented in Algorithm 1. But, it does not mean that the noniterative method can fit all of the regression issues. Generally, the iterative method is better from the point of view of model accuracy.
Algorithm 1 Robust Regularized RVFLN
Input: 2. Calculate the hidden layer output H. 3. Let the initial P be an identity matrix and calculate the residual error ε using (26) . Next, construct the P by (27) and (28). 4. Calculate the output weigh β according to (24) . Output: output weight β.
B. ONLINE ROBUST REGULARIZED RVFLN
Obviously, the robust regularized RVFLN is superior to the RVFLN in reducing the prediction error and avoiding outliers. However, limitations exist in the above batch learning method, such as huge time consumption and calculation cost, which will prevent its application in a real industrial control system. In this paper, the recursive formula called online robust regularized RVFLN is developed.
Similar to the batch learning method, different sizes of online samples are given full consideration to derive recursive formula.
1) FOR THE CASE WHERE N < L
In this case, a small chunk of data is first used to construct the initial model using (25) . Denote H 0 and β 0 as the initial VOLUME 5, 2017 hidden layer output and output weight, respectively, and set the initial P 0 as a unit matrix. When the kth sample block arrives, we can get
where δH k and δP k stand for the hidden layer output and the empirical loss weight of the new samples, respectively. P k denotes the new empirical loss weight. Let
Due to the regularization parameter C, the K k is reversible at all times. Hence, it can be obtained that
Combining (31) and (32), we can get
From (29) to (34), the output weight can be calculated as
In the case of N < L, the (30) to (35) express the update algorithm when the kth data block arrives.
In this case, the robustness and the generalization are both considered to improve model performance, but the H k contains the previous samples. Therefore, there is a problem that the learning time and the calculation cost will increase with the accumulation of samples. For this reason, when the size of the samples is accumulated to N (N ≥ L), the following recursive algorithm is used instead of the above online learning form.
2) FOR THE CASE WHERE N > L
When the kth data block arrives, according to (25) , we can obtain
where we set K
. When the new data block arrives, the new P k and H k are the same as (30) . Therefore, we can obtain
According to the Sherman-Morrision-Woodbury formula, which is (A + BCD)
The
Next,
Generalize the previous arguments, the output weight can be updated by
Remark 2: For the actual industrial system, the above two recursive forms are both needed. When the system just started running, the samples are relatively sparse, that is to say, N < L. Consequently, the first recursive form can be used in this condition. However, the samples will accumulate with time. Memory space and computational load will rise continually and may destroy the system. Therefore, when N > L, the second recursive form that is without previous samples is adopted.
Remark 3: When N < L, the first recursive form makes full use of the regularization parameter C such that the solution of the first learning stage is of regularization nature. When N > L, the first stage solutions will be used as the initial solution of the second learning stage. As a consequence, we can say that the overall recursive process uses the regularization feature.
The overall procedure of the proposed online robust regularized RVFLN is summarized in Algorithm 2.
IV. PERFORMANCE EVALUATION
To effectively verify the model robustness with respect to the outliers, the BP, SVM, conventional RVFLN and regularized RVFLN are compared with the proposed robust regularized RVFLN on the benchmark regression problem. All simulations are constructed in the Matlab 2010b environment running on a PC with core i3, 2.2 GHz CPU and 4 GB RAM. For convenience, the conventional RVFLN, regularized RVFLN, robust regularized RVFLN and online robust regularized RVFLN are expressed as RVFLN, R-RVFLN, RR-RVFLN and ORR-RVFLN.
The data sets (see Table 1 ) in benchmark regression cases are airfoil self-noise, wine-red downloaded from UCI machine learning database [28] , and cadata, space_ga downloaded from Statlib database [29] . For each data set, 75% of the samples are chosen as the training data set, and the remainder are selected as the testing data set. Although the data sets are almost not noise-free, the outliers are artificially added to training data sets to contaminate data to confirm the robustness performance of models under non-Gaussian interference. The way to contaminate data is to randomly select 10%, 15%, 20%, 25% and 30% training samples for each data (26) to (28) and (30). 9. Update the output weight β by (35). 10. end 11. for k = m to M do 12. When the k-th data block arrives, calculate H k according to (30) . 13 . Calculate the K −1 k and Q k by (39) and (40). 14. Calculate the P k by (26) to (28) and (30) set and change each associated sampled output by randomly adding to a noise whose size is less than the 50 percent of maximum of output value. To test the model robustness, the root mean square error (RMSE) of the test data and their standard deviations (Dev.) are adopted in experimental study.
Selecting suitable parameters on each data set is fundamental for a proper behavior of the algorithms. It is a sensible to employ the cross-validation method for determining the algorithms parameters. For the RVFLN, R-RVFLN and RR-RVFLN, the number of the hidden nodes is extracted from [10, 1000] for each run. We vary λ in the interval {0.5 * j}, j = 1, 2, 3 . . . , 40 for each run by minimizing the RMSE. All the model parameters as shown in Table 2 . For each data set, at least fifty trials were carried out. The results of the different contamination rates (0%, 10%, 15%, 20%, 25% and 30%) are shown in Table 3 . The robustness of each model is assessed by means of the test average RMSE presented in Fig. 1 . From Table 3 and Fig. 1 , it can be seen that our proposed RR-RVFLN has good performance at all levels of contamination rates, although the experiment results obtained by the other four algorithms achieve their own 'best' capability by employing suitable parameters. Testing RMSE of RR-RVFLN does not rise remarkably with the increase in contamination rate.
V. PARTICLE SIZE ESTIMATION OF MINERAL GRINDING PROCESS
In this section, we apply the proposed RR-RVFLN to an actual mineral grinding process for further research to validate the algorithm effectiveness. The particle size (PS) is a significant production quality index in the mineral processing industry. Unfortunately, the real-time measurement of PS (%) is often affected by the magnetic agglomeration characteristic of ore in the mineral grinding processes, thereby leading to unstable and inaccurate measurement.
The studied mineral grinding process whose physical chart and flow chart as shown in Fig. 2 and Fig. 3 respectively, is a typical one-stage closed-loop grinding system. It is composed of a ball mill and a spiral classifier. Generally, the PS lies on ore size distribution B 1 , ore hardness B 2 , the mill feed quantity y 1 (t/h), the mill inlet feed water flow rate y 2 (m 3 /h), and the classifier overflow concentration y 3 (%). But the B 1 and B 2 are unmeasured in practice. For this purpose, it is necessary to find other auxiliary variables that can approximately reflect the variation of B 1 and B 2 to estimate PS.
As is known, a change of the B 1 and B 2 will cause discharged particle size of the ball mill to vary, thereby leading to the variation of the mill load which can be reflected by mill current c 1 (A). Hence, the mill current c 1 can approximately represent the variation. Similarly, it can be demonstrated that classifier c 2 (A) can also reflect the variation of B 1 and B 2 [30] . According to the above characteristic analysis, the PS can be estimated using the mill current c 1 , the classifier current c 2 , the mill feed quantity y 1 , the mill inlet feed water flow rate y 2 and the classifier overflow concentration y 3 . Therefore, the goal of using the online robust regularized RVFLN-based estimation model is to achieve the following data mapping:
where c 1 (k), c 2 (k), y 1 (k), y 2 (k), y 3 (k) are the model inputs andr(k) is model output. The data set in PS estimate case is obtained from an industrial DCS control system of mineral grinding process. In this study, 1500 samples were divided into a training set and a trials. As observed from the results, the worst performance is obtained by BP followed by conventional RVFLN. There is no remarkable difference between the SVM and R-RVFLN; relatively good performance is achieved by both of them, but it is inferior to our proposed RR-RVFLN. There is no doubt that the best performance is achieved by our proposed RR-RVFLN in terms of estimation accuracy.
In addition, in order to confirm online learning effectiveness of the ORR-RVFLN, we construct a simulation where the 2000 samples are collected sequentially. All the parameters have the same settings as its previous parameters which presented in Fig. 4 and Fig. 5 . In the initial simulation phase, 100 samples are used to calculate the initial hidden layer output H 0 . Then, in each incoming data block, the number of samples between 40 and 60 are randomly selected. Fig. 6 shows the training time of the ORR-RVFLN. As shown in our simulations, although the training time increases gradually with sample accumulation at the beginning, it will be greatly reduced and stabilized gradually after the number of samples reaches the number of hidden layer nodes. For a system with long working hours, the number of cumulative samples is always greater than the hidden layer node. Because of this, our model still has a high learning speed, which can satisfy the industrial requirement. The Fig. 7 presents the RMSE of the online training. It can be seen that the RMSE will gradually decrease as the online learning progresses. It is worth noting that the samples are contaminated by the outliers, and the number of outliers in each incoming sample block is random. Consequently, although the proposed model can effectively suppress the outliers, the RMSE still fluctuates in online learning, which can also be seen from Fig. 7 .
VI. CONCLUSION
Optimal operation of complex industrial processes depends largely on a good measurement of production quality indices. Data-driven modeling technique is a good tool for the process whose production quality indices are unacquirable online. However, in complex industrial processes many inevitable factors often cause outliers in the sample data, which will deteriorate the model quality of traditional data-driven modelling method. To solve the above issues, a robust regularized version of RVFLN is proposed in this paper, and its online version is also presented. In the proposed method, the empirical loss is weighted using a nonparametric kernel density estimation method. By increasing and reducing the weights according to the high reliability and low reliability of samples, respectively, the negative influence of outliers on the model can be reduced. The effectiveness of the proposed method is demonstrated by some benchmark data sets and a mineral grinding process data set. It is believed that our work can be applied to a wide range of complex industrial processes with similar features, where the production indices cannot be measured in real time.
Recently, a new randomized learner model namely stochastic configuration network (SCNs) was proposed in [31] , where the random parameters are assigned by a set of inequality constraints. A robust SCN for uncertain data regression was developed in [32] , where similar methodologies was adopted in the framework development. This work could be another way to solve the industrial modeling problem, and will form a technical support for our further studies. His current research interests include modeling, optimization and control of complex system, data mining, and machine learning.
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