Using radiation magnetohydrodynamics simulations with realistic opacities and equation of state, and zero net magnetic flux, we have explored thermodynamics in the inner part of protoplanetary discs where magnetic turbulence is expected. The thermal equilibrium curve consists of the upper, lower, and middle branches. The upper (lower) branch corresponds to hot (cool) and optically very (moderately) thick discs, respectively, while the middle branch is characterized by convective energy transport near the midplane. Convection is also the major energy transport process near the low surface density end of the upper branch. There, convective motion is fast with Mach numbers reaching 0.01, and enhances both magnetic turbulence and cooling, raising the ratio of vertically-integrated shear stress to vertically-integrated pressure by a factor of several. This convectively enhanced ratio seems a robust feature in accretion discs having an ionization transition. We have also examined causes of the S-shaped thermal equilibrium curve, as well as the thermal stability of the equilibrium solutions. Finally, we compared our results with the disc instability models used to explain FU Ori outbursts. Although the thermal equilibrium curve in our results also exhibits bistability, the surface density contrast across the bistability is an order of magnitude smaller, and the stress-to-pressure ratios in both upper and lower branches are two orders of magnitude greater, than those favored in the disc instability models. It therefore appears likely that FU Ori outbursts are not due solely to a thermal-viscous limit cycle resulting from accretion driven by local magnetic turbulence.
INTRODUCTION
Protoplanetary discs are accretion discs of mass accretion rates ranging from 2 × 10 −12 to 5 × 10 −8 M yr −1 and above (e.g. Herczeg & Hillenbrand 2008) . A most plausible mechanism for driving accretion discs is magnetic turbulence caused by magneto-rotational instability (MRI) (a comprehensive review by Balbus & Hawley 1998 , and references are therein). However, the ionization fraction of gas is generally low for most of radii in protoplanetary discs since thermal ionization doesn't work due to low temperatures. Therefore, non-ideal magnetohydrodynamics (MHD) effects are likely to suppress MRI there (Sano & Miyama 1999; Sano & Stone 2002 , 2003 , recent works by, for example, Bai & Stone (2011) ; Wardle & Salmeron (2011) ; Kunz & Lesur (2013) ) although non-thermal ionization by cosmic rays and the stellar X-rays may revive MRI in some limited places (Gammie E-mail:hirose.shigenobu@gmail.com 1996; Sano et al. 2000; Ilgner & Nelson 2006; Turner & Sano 2008) . Pure hydrodynamic instabilities are also considered for such MRI-dead zones (Nelson, Gressel, & Umurhan 2013; Klahr & Hubbard 2014) .
On the other hand, MRI must play an important role on driving the mass accretion in the inner region where thermal ionization is expected to work (Armitage 2011) . To evaluate the effect of thermal ionization on MRI turbulence, correct thermodynamics (Hirose & Turner 2011; Flock et al. 2013 ) is crucial since thermal ionization has strong temperature dependence. Thermodynamics has another significance in the inner region. It may regulate the final accretion onto the central star since the local relation between the surface density Σ and the mass accretion rateṀ is uniquely determined for the disc in thermal equilibrium. The relationshipṀ =Ṁ (Σ) is called a thermal equilibrium curve, which is obtained by solving the vertical structure of the disc. Of particular interest is when the gas temperatures are around the hydrogen ionization temperature ∼ 10 4 K, where a thermal equilib-rium curve generally exhibits bistability. Then, disk annuli are expected to follow a limit-cycle, switching episodically between high and low accretion states. Actually, episodic high accretion states ofṀ ∼ 10 −4 M yr −1 , called FU Ori outbursts, are observed in protoplanetary discs, and some authors applied the (hydrogen ionization) disc instability model (DIM) to explain them (Kawazoe & Mineshige 1993; Bell & Lin 1994) .
The DIMs were originally developed to explain dwarf nova outbursts (Osaki 1974; Hoshi 1979; Meyer & MeyerHofmeister 1981; Cannizzo et al. 1982; Faulkner et al. 1983; Mineshige & Osaki 1983 , for a recent review, see Lasota (2001) ). They employ the α prescription of the shear stress (Shakura & Sunyaev 1973 ) and the mixing length theory for thermal convection. Consequently, in the DIMs, a thermal equilibrium curve strongly depends on two free parameters, α, the ratio of vertically-integrated shear stress to verticallyintegrated thermal pressure, and the mixing length in terms of the disc scale height, both of which need to be tuned. On the other hand, Hirose et al. (2014) (hereafter Paper I) have derived a thermal equilibrium curve for dwarf nova discs from the first principles using radiation MHD simulations with realistic mean opacities and equation of state (EOS). They have also found that α is enhanced by a factor of several due to convection near the low surface density end of the upper branch of the thermal equilibrium curve. That is consistent with an observational fact that the high accretion state in dwarf novae characteristically exhibits α of order 0.1 (Smak 1999; King et al. 2007) .
In this paper, using the same methods as in Paper I, we explore thermodynamics in the inner region of protoplanetary discs where MRI turbulence is expected to drive accretion. We also discuss whether FU Ori outbursts can be attributed to the thermal-viscous limit cycle in the framework of the DIMs. Since we focus on the intrinsic thermodynamics of accretion discs, we don't consider the stellar irradiation here. Also, we don't include, for simplicity, nonideal MHD effects and the net vertical magnetic flux. These are planned to be treated in the future works. This paper is organized as follows. After we briefly describe our methods in Section 2, we present the thermal equilibrium curve and the basic thermodynamical properties in Section 3. In section 4, we shed light on some points regarding the thermal stability that were not discussed in Paper I. The issue of FU Ori outbursts is also discussed in the section. Finally, we give summary in Section 5.
METHODS
Here, we describe our methods briefly since we employ the same methods as in Paper I and a complete description is given there.
Basic Equations
The basic equations are ideal MHD equations and frequencyintegrated moment equations of radiative transfer:
∂e ∂t + ∇ · (ev) = −(∇ · v)p − (4πB(T ) − cE) κPρ,
∂E ∂t + ∇ · (Ev) = −∇v : P + (4πB(T ) − cE) κPρ − ∇ · F ,
where ρ is the gas density, e the gas internal energy, p the gas pressure, T the gas temperature, E the radiation energy density, P the radiation pressure tensor, F the radiation energy flux, v the velocity field vector, B the magnetic field vector (in CGS emu units), B(T ) = σBT 4 /π the Planck function (σB, the Stefan-Boltzmann constant), and c the speed of light. We use a flux-limited diffusion approximation in the radiative transfer, where F and P are related to E as F = −(cλ(R)/κRρ)∇E and P = f(R)E. Here λ(R) ≡ (2 + R)/(6 + 3R + R 2 ) is a flux limiter with R ≡ |∇E|/(κRρE), and f(R) ≡ (1/2)(1 − f (R))I + (1/2)(3 − f (R))nn is the Eddington tensor with f (R) ≡ λ(R) + λ(R) 2 R 2 and n ≡ ∇E/|∇E| (Turner & Stone 2001) .
The EOS p = p(e, T ), Rosseland-mean opacity κR(ρ, T ), and Planck-mean opacity κP(ρ, T ) are tabulated beforehand, which are referred in the simulations. Since we assume no explicit resistivity (i.e. assume ideal MHD) and no viscosity in the basic equations, the turbulent dissipation occurs only numerically. The numerically dissipated energies are captured in the form of internal energy in the gas, effectively resulting in an additional term q + diss in the gas energy equation (3) (Hirose et al. 2006) . In contrast, the radiation damping, which is another dissipation mechanism, is fully resolved in the simulations (Blaes et al. 2011 , See Appendix A for details).
Numerical Methods
We use the shearing box approximation to model a local patch of an accretion disc as a co-rotating Cartesian frame (x, y, z) with a linearized Keplerian shear flow v = −(3/2)Ωxŷ, where the x, y, and z directions correspond to the radial, azimuthal, and vertical directions, respectively, andŷ is the unit vector in the y direction (Hawley et al. 1995) . In this approximation, the right hand side of the equation of motion (2) has extra terms representing the inertial forces, −2Ωẑ × v + 3Ω 2 xx − Ω 2 zẑ, wherex andẑ are the unit vectors in the x and z direction, respectively. Shearingperiodic, periodic, and outflow boundary conditions are used for the x, y, and z boundaries of the box, respectively (Hirose et al. 2006) .
The basic equations are solved time-explicitly by ZEUS using the Method of Characteristics-Constrained Transport (MoC-CT) algorithm except for the radiation-gas energy exchange terms ±(4πB − cE)κPρ and the radiative diffu-sion term −∇ · F . These terms are coupled and solved time-implicitly using Newton-Raphson iteration (Tomida et al. 2013 ) and the multi-grid method with a Gauss-Seidel smoother.
Initial Conditions and Parameters
A shearing box is characterized by a single parameter, the angular velocity Ω, which appears in the inertial force terms and the shearing periodic boundary condition. We set Ω to 2.55 × 10 −5 s −1 , which is about 250 times smaller than the dwarf nova disc case in Paper I. The value corresponds to a distance of R0 = 5.89 × 10 11 cm = 0.0394 AU = 8.46R from the central star of 1M . Although Ω was chosen arbitrarily, the basic features of the thermal equilibrium curve will not depend on it strongly. (See, for example, Figure 3 in Kawazoe & Mineshige (1993) , where they show how the thermal equilibrium curve changes with Ω.) Therefore, we expect that the radius we chose reasonably represents the inner region of protoplanetary discs.
The initial conditions for gas and radiation are specified by two parameters, the surface density Σ0 and the effective temperature T eff0 , 1 assuming the vertical hydrostatic and radiative equilibriums (see Appendix in Paper I). The initial magnetic field is a twisted azimuthal flux tube with zero net vertical flux placed at the centre of the simulation box. The field strength (typically 30 in terms of plasma beta) is chosen so that the initial development of MRI is resolved. The initial velocity field is the linearized Keplerian shear flow, whose x and z components are perturbed by random noise of 0.5 % of the local sound velocity.
The box size is (1, 4, 8) in terms of the initial disc thickness h0, and the numbers of cells are (32, 64, 256) , in the x, y, and z directions, respectively. These values are the same as those employed in Paper I. We will discuss the numerical convergence of our results in Section 3.6. Different box sizes are also used in some limited runs. For details of parameters of runs, see Table 1 .
RESULTS
In this section, we present results of our simulations using the same diagnostics in Paper I. The diagnostics are based on horizontally-averaged vertical profiles, which were recorded every 0.01 orbits. The horizontally-averaged vertical profile of quantity f , for example, is computed as fave(z, t) ≡ f (x, y, z, t)dxdy dxdy ,
where the integrations are done over the full extent of the box in x and y.
Numerical Procedure
Our procedure for obtaining a thermal equilibrium curve is as follows - (1) We start a simulation from the initial condition determined by a set of the two parameters (Σ0, T eff0 ).
(2) We continue the simulation until the disc patch reaches 1 Here, "0" denotes an initial value.
a thermal equilibrium that lasts at least for 100 orbits or experiences a thermal runaway. (3) For the former, we compute time-averaged effective temperatureT eff and surface densityΣ. Since a small amount of mass can leave a box from the vertical boundaries,Σ differs from Σ0, typically by several percent (See Table 1 ). -Repeating the above three steps for many sets of (Σ0, T eff0 ), we obtain a thermal equilibrium curve, or the effective temperature as a function of the surface density,T eff =T eff (Σ). The time-averaged effective temperature and surface density in the above are computed as
Σ ≡ ρ dz.
The cooling rate per unit volume q − is defined as
where Fz is the z component of radiation energy flux F . Here and hereafter, the vertical integration dz is done for the full extent of z. The brackets denote time-averaging of a horizontally-averaged quantity; for example,
where averaging is done for a selected period of ∆ in which the disc patch is in a quasi-steady state and the MRI near the midplane is reasonably resolved. The criterion (= 100 orbits) for judging a thermal equilibrium of the disc patch was chosen arbitrarily, but, as shown in Table 1 , the averaging period ∆ is long enough (at least, several) in terms of the thermal timet therm computed (a posteriori) as
3.2 Thermal Equilibrium Curve Figure 1 shows the thermal equilibrium curve of the disc patch,T eff =T eff (Σ), consisting of the thermal equilibrium solutions defined in section 3.1. The right axis shows the corresponding mass accretion rate,
The color indicates the time-averaged total Rosseland-mean optical thicknessτ total ≡ ρκR dz. Table 1 lists timeaveraged quantities for the runs shown in the figure.
There are two distinct solution branches; the upper branch (T eff 5000 K, orM 10 −5 M yr −1 andΣ 6000 gcm −2 ≡ Σmin) and the lower branch (T eff 1900 K, orM 10 −7 M yr −1 andΣ 10000 gcm −2 ≡ Σmax). For a limited range of surface density (Σmin Σ Σmax), there exist, for a single value of Σ, equilibrium solutions both on the two branches, exhibiting bistability. The bistability is caused by a strong temperature dependence of Rosselandmean opacity around the hydrogen ionization temperature T ∼ 10 4 K (e.g. Cannizzo 1993) . That is, given a surface density within the range, the disc patch can be hot and opaque (τ total ∼ 10 5.5 ) on the upper branch or cool and less opaque (τ total ∼ 10 2.5 ) on the lower branch. Here, the Kramers-type opacities are responsible for the former while atomic and molecular opacities are for the latter (see also Figure 10 for the temperature dependence of opacities). Note that linearly unstable equilibrium solutions that appear in the DIMs (e.g. Kawazoe & Mineshige 1993) are excluded in our simulations where nonlinear evolution of the disc patch is calculated. The above features of the S-shaped thermal equilibrium curve are qualitatively similar to, but quantitatively different from the dwarf nova disc case in Paper I, in which Ω is about 250 times larger than here. First, both the minimum effective temperature on the upper branch (∼ 5000K) and the maximum effective temperature on the lower branch (∼ 1900K) are about 30% smaller than those in Paper I. Such trend of the maximum/minimum effective temperatures with Ω is also observed in the DIMs (e.g. Figure 3 in Kawazoe & Mineshige 1993) . Second, the bends of the thermal equilibrium curve occur around a surface density that is about 60 times larger (Σ ∼ 10000 gcm −2 ). This is required from the thermal equilibrium condition of a disc patch,
where w rφ is the shear stress and the α prescription is used in the second equality (Cannizzo 1993) . From this relation (σBT 4 eff ≈ αT mid ΩΣ), Σ must increase by a factor of 250 × 0.7 4 ∼ 60 to compensate the increase of a factor of 250 in Ω and the decrease of a factor of 0.7 in T eff , provided that α and T mid don't change much with Ω, which is the case here. Third, Σmax/Σmin, or the relative range of Σ for the bistability, is smaller; it is ∼ 3 in Paper I while it is ∼ 1.6 here.
We see another solution branch, the middle branch (T eff ∼ 3000 K,Σ ∼ 10000 gcm −2 ), where the total optical thickness (τ total ∼ 10 6 ) is even higher than on the upper branch. As shown in the following sections, what makes the solutions on this branch different from those having the same Σ on the upper branch is convection being the heat transport mechanism near the midplane. We observed thermal equilibria for three different initial surface densities, Σ0 = 7949 (ws0858), 8754 (ws0831 and wa0831), and 10542 (wb0828 and wc0828) although the disc patch in ws0858 and wa0831 collapsed eventually (indicated by downward triangles). Two runs, having the same Σ0, slightly differ in the box size and the resolution (see Table 1 ). We will discuss the thermal stability of these solutions later in section 4.2, together with the two solutions at the high Σ end of the lower branch (ws850 and ws854), in which the disc patch flared in the end (indicated by upward triangles).
Heat Transport
Next, we examine heat transport mechanisms in the thermal equilibrium solutions. In Figure 2 , time and horizontallyaveraged vertical profiles of radiative heat fluxF − rad (z), advective heat fluxF − adv (z), and cumulative heating ratē F + heat (z) are shown for a typical upper-branch solution (ws0805), the solution at the low Σ end of the upper branch (ws0837), a middle-branch solution (ws0831), and a typical lower-branch solution (ws0800). Here, the heat fluxes are computed as
From the energy equations (3) and (4), thermal energy balance in a steady state is written as
where the left hand side is the total heating rate (turbulent dissipation and compressional heating) and the right hand side is the total cooling rate (radiative diffusion and advection). Note that the numerical dissipation rate q + diss is not explicitly written in equation (3). Therefore, it is expected thatF
which is the time and horizontally-averaged version of equation (17). Actually, equation (18) holds well in all solutions shown in the figure, confirming thermal equilibrium there. We note that the compressional heating − (∇ · v) p − ∇v : P can act as virtual dissipation when radiative diffusion exists. That is, radiation diffusion leads to photon damping and makes compressive heating irreversible. That is really observed in some solutions though it is a small fraction (10% or so) of the total dissipation when vertically-integrated (see Appendix A). The same mechanism, the radiation damping (Silk damping; Silk 1968) , acts more efficiently in radiationdominated discs (Agol & Krolik 1998; Blaes et al. 2011) . Figure 2 also clearly shows that the main heat transport mechanism differs between the solutions. In the typical upper-branch and lower-branch solutions (ws0805 and ws0800), radiative diffusion accounts for heat transport in the entire heights. However, in the solution at the low Σ end of the upper branch (ws0837) and the middle-branch solution (ws0831), it is advection that transports heat near the midplane. The heat advection is associated with thermal convection that is induced by high Rosseland-mean opacities around T ∼ 10 4 K. Actually, squared (hydrodynamic) Brunt-Väisälä frequency N 2 computed as
is negative where advection transports heat. (Here, Γ1 is the first generalized adiabatic exponent.) This, in turn, means that convection does not cancel the super-adiabaticity (Paper I).
In Figure 3 , snapshots on the x-z plane well contrast a "radiative" solution (ws0805, t = 71.6 orbits) and a "convective" solution (ws0837, t = 108.3 orbits). (These two solutions correspond to the top two panels in Figure 2 respectively.) In the convective solution, convective plumes, whose sizes are a fraction of the time-averaged pressure scale height 2 , are clearly seen in the panels of specific entropy, density and gas temperature. Also, upward (downward) convective plumes well correspond to upward (downward) advective heat flux (evz), respectively. Note that the downward and upward convective plumes are highly asymmetric under the vertical stratification. The convective motion is strong enough to greatly deform the disc patch. In the radiative solution, on the other hand, the disc patch basically keeps its shape, only fluctuating because of the MRI turbulence and the spiral acoustic waves (Heinemann & Papaloizou 2009 ).
There is no convection, as indicated by the entropy gradient, and heat transport is done by radiative diffusion in the direction of the gradient of gas temperature. Note that the energy exchange between gas and radiation is so rapid that gas and radiation share a single temperature here.
Vertical Profiles
Figure 4 shows time and horizontally-averaged vertical profiles of density and pressures. Magnetic pressure is always dominant at high altitudes, supporting an extended exponential atmosphere (e.g. Hirose & Turner 2011) , while it is dominated by thermal pressure near the midplane. These are characteristic features generally seen in stratified MRIturbulent discs. Note, however, that plasma beta near the midplane is rather small in the convective solutions; especially, it is ∼ 10 at the low Σ end of the upper branch (ws0837), which is about ten times smaller than the characteristic value. Also, in the convective solutions, density is peculiarly flat near the midplane. Such flat density profiles are also observed in convective solutions in Bodo et al. (2012) , where they solved an energy equation with finite thermal diffusivity and a perfect gas EOS. Radiation pressure is always smaller than gas and magnetic pressures except in the upper branch solution ws0805, where it is a fraction of gas pressure and larger than magnetic pressure near the midplane. Figure 5 shows time and horizontally-averaged vertical profiles of gas temperature T and the ionization fraction fion. In the upper-branch solution ws0805, T > 10 4 K and fion = 1 at almost entire heights. At the low Σ end of the upper branch (ws0837), such complete ionization still holds near the midplane, but T and fion drop to 3000 K and 10 −4 , respectively, beyond the photospheres. In the middle branch solution ws0831, T is just below 10 4 K and fion is around 10 −1 near the midplane, and they drop to 2000 K and 10 −5 , respectively, beyond the photospheres. In the lower-branch solution ws0800, T is around 1000 K and roughly constant due to rather small optical thickness (as indicated by colors in Figure 1 ), and fion is between 10 −10 and 10 −8 .
Enhancement of α
Paper I found that the time-averaged α, computed as
is enhanced near the low Σ end of the upper branch due to convection. Such enhancement ofᾱ is also observed in our simulations, suggesting that it doesn't depend on Ω of the disc patch. Figure 6 (a) showsᾱ as a function ofΣ. For most of the solutions,ᾱ is ∼ 0.03, a typical value of the MRI turbulence. However,ᾱ increases asΣ decreases near the low Σ end of the upper branch, and exhibits a maximum value of ∼ 0.14 at the very end (ws0837). Also, middle-branch solutions show rather high values ofᾱ ∼ 0.06. The direct reason for the highᾱ on the upper branch can be seen in the trends ofWxy andP therm withΣ (Figure 6 b) . The stressWxy and pressureP therm correlate well in the solutions that showᾱ of a typical MRI value. However, near the low Σ end of the upper branch, they deviate from the standard trend on the upper branch in opposite ways; asΣ decreasesWxy goes up whileP therm goes down, which makesᾱ =Wxy/P therm larger. Physically, the opposite trends ofWxy andP therm can be attributed to convection as Paper I argued. First, Wxy goes up because vertical convective plumes (Figure 3 ) can create coherent vertical fields that seed the axisymmetric MRI. Second,P therm goes down because convection can cool the disc patch more than the increased stress, or dissipation heats it. In our case, the second effect is more prominent in enhancing α, judging from Figure 6 (b). Next, we examine the condition for convection to enhanceᾱ in the MRI turbulence. Paper I introduced, as a barometer of convection, the advective fraction of heat transport computed asf adv ≡ f adv , wherẽ
Here, p therm ≡ p + E/3 is used as a weight function, and the brackets {} denote a boxcar smoothing of a horizontallyaveraged quantity for a single orbit. As shown in Figure 6 (c), solutions that show highᾱ also show highf adv , implying strong convection. However, it is not always true the other way around. For example, the values off adv are similar both near the low Σ end of the upper branch and on the middle branch, butᾱ is smaller in the latter. Also, the high-Σ-end solutions on the lower branch show highf adv while they show α of a typical MRI value. The discrepancy betweenᾱ and f adv in the second example was also discussed in Paper I and they claimed that Mach number of the convective motion needs to be large forᾱ to be enhanced. Here, we check their claim quantitatively by computing the Mach number of the convective motion as follows:
where the sound speed cs is defined as c 2 s ≡ (Γ1p + 4/3E/3) /ρ. As shown in Figure 6 (d),M adv actually correlates withᾱ much better thanf adv . Therefore, we confirm that convection alone is not responsible for highᾱ, but its motion needs to be fast in terms of Mach numbers reaching 0.01.
Paper I reported that they observed convective/radiative limit cycle near the low Σ end of the upper branch, wheref adv (t) switches between 0 and 1 episodically. However, we didn't observe such a clear "on/off" limit cycle in our simulations. For example, at the low Σ end of the upper branch (ws0837), convection occurs rather continuously withf adv ∼ 0.8 and the standard deviation off adv (t) is ∼ 0.1.
Although it is true that convection affects the dy-namics of turbulence, MRI seems still primarily responsible for driving the turbulence since the properties of the standard MRI turbulence are retained. As shown in Figure 7,Wxy well correlates B 2 z dz, and −BxBy dz ∼ = 3 ρvx(vy + 3Ωx/2) dz in all runs (Sano et al. 2004 ).
Numerical Convergence
Dependence on the grid resolution needs to be looked at when specific numerical values of α are quoted. For example, Fromang and Papaloizou (2007) have shown that the saturation of MRI turbulence in unstratified shearing box simulations without net vertical magnetic field and explicit dissipation depends on the grid resolution; α decreases as the resolution is increased. On the other hand, as for stratified shearing box simulations (of MRI turbulence without net vertical field and explicit dissipation) like ours, Hawley, Guan, & Krolik (2011) have proposed quantitative diagnostics by which the numerical convergence on the grid resolution can be assessed. Specifically, the convergence metrics that show clear resolution dependence and thus are appropriate for the assessment are the number of cells within the fastest-growing MRI wavelength in the z direction, the same but in the y direction, the ratio of magnetic stress −BxBy/4π to magnetic energy B 2 /8π and the ratio of B 2 x to B 2 y . Here, we compute the four convergence metrics as
where the time and horizontally-averaged thermal pressure p therm is used as a weight function.
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The results are shown in Figure 8 . According to Hawley, Guan, & Krolik (2011) , numerical convergence is seen in those simulations that show Qz 10 and Qy 20, and αmag 0.3-0.4 and fmag 0.15 are signatures of welldeveloped MRI turbulence. In our case, Qz and Qy meet the criteria of numerical convergence in most of the solutions. As for the signatures of well-developed MRI turbulence, αmag meets the criterion while fmag is mostly ∼ 0.11, about 25% smaller than the criterion. Looking at Figure 5 in Hawley, Guan, & Krolik (2011) , however, fmag rises as the resolution is increased, but begins to level off when it exceeds ∼ 0.1. Therefore, we may conclude that MRI turbulence is marginally resolved in most of our solutions while it is perhaps underresolved in the four solutions on the lower branch that show fmag < 0.1 and Qz, Qy < 10. The values of α(∼ 0.02) in the four solutions should be underestimated.
The above convergence metrics may not be directly applied to the solutions in which convection comes in, and direct resolution studies as done in Fromang and Papaloizou 3 The results are almost unchanged when the time and horizontally-averaged density ρ is used as a weight function.
(2007) will be needed for them. However, such resolution studies are highly computationally demanding for our current radiation MHD simulations, and thus are left for future works. We note that Paper I has done a limited resolution study for similar convective solutions to show that the enhancement of α is not sensitive to the grid resolution.
DISCUSSION

Causes of the S-shape
In the DIMs, a thermal equilibrium curve is generally Sshaped on the Σ-T eff plane. That is, two stable solution branches of a positive slope are connected by an unstable solution branch of a negative slope. One way to see this is to see equation (13), σBT 4 eff ≈ αT mid ΩΣ, which says that the sign of the slope is determined by the dependence of T mid on T eff . That is, Σ usually correlates positively with T eff , but the correlation becomes negative when T mid depends on T eff more strongly than T 4 eff (Cannizzo 1993) . The dependence of T mid on T eff can be actually examined in our simulations. As shown in Figure 9 , it is always weaker than T 4 eff on the solution branches, including the middle branch, while it becomes almost critical near the low Σ end of the upper branch. Therefore, our results also imply that the disc patch is thermally unstable when the dependence of T mid on T eff is stronger than T 4 eff . The dependence of T mid on T eff can also be qualitatively discussed with time and horizontally-averaged vertical profiles of the solutions ( T (z), ρ (z)) plotted on the T -ρ plane (Pojmanski 1986) . As shown in Figure 10 , two gaps divide a bunch of profile curves into three groups, which, from the left to the right, correspond to the lower branch, the middle branch, and the upper branch. The slope of a profile curve is always positive for all solutions, indicating that T and ρ are monotonically increasing from the surface toward the midplane. We don't see any density inversion that is seen in some convective solutions in the DIMs (Pojmanski 1986) . The profile curves of the lower branch solutions are nearly vertical since the total optical thicknessτ total is relatively small. On the other hand, the profile curves of the solutions near the low Σ end of the upper branch are almost horizontal (ρ ∼ const.) near the midplane due to convection (as we saw in Figure 4 ) while they are almost vertical (T ∼ const.) at high altitudes because of low opacities. Consequently, the gap between the upper-branch and the lower-branch profile curves is larger in T mid than in T eff . In other words, a small change in T eff results in a large change in T mid , or T mid strongly depends on T eff between the upper and lower branches. Note that the profile curves of the middle branch solutions are nearly parallel, indicating that T mid doesn't strongly depend on T eff (as seen in Figure 9 ). Figure 10 also tells us about what is happening at the low (high) Σ end of the upper (lower) branch, respectively. Near the low Σ end of the upper branch, as Σ decreases, a convective region appears away from the midplane. The convective region finally extends to the midplane at the end of the branch, where the disc patch loses a thermal equilibrium (Pojmanski 1986; Cannizzo 1993) . Note that the convective region on the upper branch well correlates with the region of high Rosseland-mean opacity (panel (b)), implying that the convection is induced by the high opacities. On the other hand, near the high Σ end of the lower branch, convection appears at the midplane as Σ increases. Since the opacity is still low there (panel (b)), the main cause of convection may be low Γ1 (panel (c)), which reduces the adiabatic temperature gradient. The disc patch seems to lose an equilibrium when the opacity source switches from atoms/molecules to H − at the end of the branch.
Thermal Stability of Equilibrium Solutions
When the cooling rate Q − depends on temperature T more strongly than the heating rate Q + does,
the disc patch is thermally (linearly) stable. The condition can be written as
We examine this condition for selected thermal equilibrium solutions including those exhibit a thermal runaway in the end. Figure 11 shows time trajectories of the selected solutions on the logQ + -logQ − plane. Here,Q + andQ − are short-term average, vertically-integrated heating and cooling rates,Q
The centres of these trajectories are roughly on the line logQ − = logQ + , showing that the solutions are thermallystable in a statistical sense.
First, we see typical solutions on the upper branch (ws0803, the top panel) and on the lower branch (ws0800, the bottom panel), both of which are radiative solutions. If we look at the trajectory curve closely, it is almost horizontal on short timescales due to a rapid stochastic variation of Q + (t). Even in a statistical sense, the trajectory is roughly aligned with d logQ − /d logQ + = 1, rather than satisfying the condition (28). Therefore, the simple linear theory does not apply here. Next, we see the trajectories of the convective solutions on the upper branch (ws0837) and the middle branch (wa0831 and ws0831). They are more compact than those of the radiative solutions, and thus the slope is less clear. Also, it is not clear from their similar trajectories why the disc patch finally collapsed only in wa0831, and not in the other two cases. On the other hand, the trajectory of the solution at the high Σ end of the lower branch (ws0850), which also experienced a runaway finally, looks different from those mentioned in the above, and its slope is apparently less than unity, indicating thermal instability.
The slope of the trajectory may be quantitatively evaluated as δ logQ − /δ logQ + , the ratio of the standard deviation of logQ − (t) to that of logQ + (t). In Figure 12 , we plot the ratio as a function ofΣ to see the trend among the equilibrium solutions. The ratio is almost unity for most of the solutions (as we see for ws0803 and ws0800 in the above). However, it is obviously smaller for solutions near the ends of the upper and lower branches and on the middle branch.
It is especially small (less than 0.7) for the solutions that finally experienced a thermal runaway (as indicated by triangles), which suggests that the ratio can be an indicator of "fragility" of the thermal equilibrium (Hirose et al. 2009; Jiang, Stone, & Davis 2013) . Other solutions withQ − (t) varying less than theQ + (t) stayed in equilibrium up to the end of the simulations, but nevertheless are potentially unstable sinceQ + (t) varies stochastically andQ − (t) does not always respond on the same timescale. So, ifQ + (t) wanders around the equilibrium or returns quickly after departing, thenQ − (t) can respond and the system is stable. However, a sufficiently large and long-lasting excursion inQ + (t) builds up a heat excess or deficit so big that the patch of disk does not return to the equilibrium. Thanks to this fragility, the ends of the upper and lower branches are not well-defined (Latter & Papaloizou 2012) . Another consequence is that the middle branch is long-lasting in some runs, but not in others with similar parameters, as also observed in Paper I.
The stability of the middle branch solutions can be discussed from another viewpoint. In the DIMs, it is explained that the portion of a negative slope of the S-shaped thermal equilibrium curve is thermally unstable due to a strong temperature dependence of H − opacity (e.g. Kato, Fukue, & Mineshige 2008) . That is, using κR ∼ ρ 1/2 T 9 for H − , the cooling rate anti-correlates with the midplane temperature as
while Q + ∼ ΣT mid assuming the α prescription, violating the thermally stable condition (27). This is, however, true when the disc patch is cooled only by radiative diffusion in which σBT 4 eff ≈ 4acT 4 mid /3κRΣ (a is the radiation constant). To put it the other way round, another cooling mechanism, or convection, may destroy the condition (31), stabilizing the disc patch. Actually, all the middle branch solutions have Γ1 of the smallest value (∼ 1.1) near the midplane, implying that convection has been induced most strongly there.
FU Ori Outbursts
The FU Ori outbursts have characteristic amplitudes of ∼ 6 magnitudes, and the durations of the outburst and the quiescence are evaluated as ∼ 10 2 years and ∼ 10 3 years, respectively (Hartmann & Kenyon 1996) . Some authors have applied the DIMs to attribute the outburst cycle to the thermal-viscous limit cycle (Kawazoe & Mineshige 1993; Bell & Lin 1994) . In the DIMs, α is a free parameter and is chosen so that the observed outburst cycle is reproduced. Choosing the same α both on the upper and lower branches generally produces a smaller amplitude and a smaller duty cycle (= the ratio of the outburst duration to the quiescence duration) than the observations. Therefore, the upper branch of a high α and the lower branch of a low α are usually combined. (This is because a thermal equilibrium curve generally shifts to lower right as α decreases.) Specifically, α hot needs to be larger than α cool by a factor of 10 to reproduce the observed amplitude and duty cycle. Here, α hot and α cool denotes α on the upper and lower branches, respectively, which is a common notation in the DIMs. Also, to explain the absolute value of the outburst duration, it is required that α hot ∼ 10 −3 .
By contrast, we have uniquely identified from the first principles simulations that α hot ∼ 0.14 (near the low Σ end) and α cool ∼ 0.03 as well as Σmax/Σmin ∼ 1.6. Comparing with, for example, Figure 3 in Bell & Lin (1994) , α hot /α cool ∼ 5 is smaller by a factor of two while Σmax/Σmin ∼ 1.6 is an order of magnitude smaller. One of the consequences of the smaller surface density contrast across the bistability would be a smaller amplitude of the outbursts. Actually, if we supposed a thermal-viscous limit cycle on our thermal equilibrium curve (neglecting the subtle middle branch) in Figure 1 , the mass accretion rate would be ∼10
−5 M yr −1 in the outburst and ∼10 −7 M yr −1 in the quiescence, the former being an order of magnitude smaller than that suggested by observations. Furthermore, the duration of the outburst would be too short with our α hot ∼ 0.14; it is two orders of magnitude larger than that chosen in the DIMs to reproduce the outburst lasting ∼ 10 2 years. Thus, we may conclude that the thermal-viscous limit cycle alone would not explain the FU Ori outbursts. Note, however, that the above discussion is true provided that the turbulence is driven by MRI both on the upper and lower branches. As we saw in Figure 5 , temperatures in the lower branch solutions are typically ∼ 10 3 K. Therefore, the lower branch solutions may need to be reconsidered taking account of the non-ideal MHD effects as well as the stellar irradiation that could reduce the effects.
Recently, another model for FU Ori Outbursts has been proposed (Armitage et al. 2001; Zhu et al. 2009; Martin & Lubow 2011) : Since temperatures in protoplanetary discs (except the inner region) would be too low for good coupling between gas and magnetic field, a dead zone is expected where MRI turbulence is suppressed and the accreting gas piles up. Then, eventually, the gravitational instability would drive turbulence, which dissipates to heat the disc while the disc is cooled by radiation (Gammie 2001; Shi & Chiang 2014) . Such thermal equilibria may compose another solution branch, the "gravito-turbulence" branch, below the classical S-shaped thermal equilibrium curve on the Σ-T eff plane. Then, a limit cycle switching the gravito-turbulence branch and the MRI-turbulence branch would become possible (Martin & Lubow 2011 ). This gravo-magneto limit cycle is shown to be reasonably consistent with the observations of FU Ori outbursts (Zhu et al. 2009 ).
We comment on the rightmost two solutions on the upper branch (ws0856 and ws0857). In these solutions, the shearing box approximation may not be valid since the pressure scale heighthp of the disc patch is comparable or larger than the distance from the star R0 (See Table  1 ). Nevertheless, it might be worth to note that the ratio of vertically-integrated radiation pressure to verticallyintegrated gas pressure exceeds unity (∼ 1.7 in ws0856 and ∼ 2.9 in ws0857). They imply that the inner region of protoplanetary discs can be radiation-pressure dominated wheṅ M 10 −3 M yr −1 , which is an order of magnitude higher than that of the FU Ori outbursts though. Also, we note that a long-term build-up of heat is observed in ws0857 (while it is not in ws0856), which in fact is indicated by a relatively small value of δ logQ − /δ logQ + in Figure 12 (see discussion 4.2).
Finally, we note that the α values obtained in shearing box simulations are generally those of (local) quasi-steady states. On the other hand, α values cannot be deduced from observations of steady accretion discs, and they are usually evaluated utilizing transient phenomena of the viscous timescale tvis at radius R, using the following relation (e.g. Kotko & Lasota 2012) ,
where νvis(∼ αc 2 s /Ω) is the viscosity coefficient and cs is the sound speed.
4 One needs to keep the above difference in mind when one compares α values between shearing box simulations and observations (King et al. 2007; Cannizzo et al. 2012) . Actually, Sorathia et al. (2012) showed that the α values in the initial transient can be orders of magnitude larger than those in the quasi-steady state in their global (unstratified, isothermal) simulations.
SUMMARY
Using 3D radiation MHD simulations with realistic mean opacities and EOS, we explored thermodynamics in the inner part of protoplanetary discs where MRI turbulence is expected. Basic thermal properties are similar to those of dwarf nova discs in Paper I in spite of a two-orders-ofmagnitude smaller Ω. The thermal equilibrium curve consists of the upper, lower, and middle branches. The upper (lower) branch corresponds to a hot (cool) and optically very (moderately) thick disc patch, respectively, while the middle branch is characterized by convective energy transport near the midplane. Convection is also the major energy transport mechanism near the low Σ end of the upper branch. There, convective motion is fast in terms of Mach numbers reaching 0.01, which enhances both MRI turbulence and cooling, raising α up to 0.14 that other wise is ∼ 0.03. The enhancement of α due to convection near the low Σ end of the upper branch was also found in Paper I, and thus seems robust regardless of Ω of the disc patch.
We examined causes of the S-shape of the thermal equilibrium curve based on the dependence of T mid on T eff and the time and horizontally-averaged vertical profiles plotted on the T -ρ plane. Then, we discussed thermal stability of the equilibrium solutions based on their trajectories on the log Q + -log Q − plane. We also compared our results with the DIMs used to explain FU Ori outbursts (Kawazoe & Mineshige 1993; Bell & Lin 1994) . Although the thermal equilibrium curve in our results also exhibits bistability, the surface density contrast across the bistability is an order of magnitude smaller, and the stress-to-pressure ratios in both upper and lower branches are two orders of magnitude greater, than those favored in the DIMs. It therefore appears likely that FU Ori outbursts are not due solely to a thermal-viscous limit cycle resulting from accretion driven by local MRI turbulence. Instead, the limit cycle switching the gravito-turbulence branch and the MRI-turbulence branch may be working there (Armitage et al. 2001; Zhu et al. 2009; Martin & Lubow 2011) .
We note some caveats in our results. We ignored the stellar irradiation, although it is major heating source in protoplanetary discs, to concentrate on the intrinsic thermodynamics of accretion discs. Also, non-ideal MHD effects, which we didn't include, might be important in the lower (cool) branch solutions. We are planning to take account of those as well as the net vertical magnetic flux in the future works.
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The pressure scale height is computed as hp ≡ p therm dz/2 max( p therm ). (1e4 erg/cm 3 ) Figure 3 . Snapshots of various quantities on an x-z plane (y = 0) for a radiative solution (upper, t = 107.7 orbits in ws0805) and a convective solution (lower, t = 73.7 orbits in ws0837). From the left to the right, specific entropy, vertical advective heat flux evz, density ρ, gas temperature T , and the total stress wxy are shown. The x and z axes are normalized by the time-averaged pressure scale heighthp (see Table 1 ). Note that images here do not include the entire vertical extent of the box, but instead are limited to the midplane regions. Movies of snapshots of these two simulations are available online. Figure 11. Time trajectory of (Q + (t),Q − (t)) during the time period ∆ (see equation 10), for selected solutions. The portion corresponding to the last 15 orbits is indicated by color red for wa0831 and ws0850, which finally showed runaway cooling and heating, respectively. The displayed ranges ofQ + andQ − is always two orders of magnitude. Other notations are the same as in Figure 2 . Log effective temperature (K) Figure 12 . The ratio of standard deviation of logarithmic cooling rate logQ − (t) to that of logarithmic heating rate logQ + (t) (see Figure 11 ). The upward (downward) triangles indicate the solutions that showed runaway heating (cooling) in the end, respectively. Other notations are the same as in Figure 6 . Figure A2 . Fluctuation of gas pressure relative to its horizontal average on the midplane at t = 202.0 orbits in the lower branch solution, ws0800. Axes are normalized by the time-averaged pressure scale heighthp.
