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Abstract
We study the large eigenvalue asymptotics for the Schrödinger operator HV = − 12 + V on the
real and the complex hyperbolic n-spaces. Here  is the Laplace–Beltrami operator and V is a scalar
potential. We assume that V is real-valued, continuous, semi-bounded from below and diverges at
infinity in an appropriate sense. Then it is proven that the number of eigenvalues of HV less than λ
behaves semi-classically as λ↗ ∞. This is a natural generalization of the result obtained by Inahama
and Shirai [Eigenvalue asymptotics for the Schrödinger operators on the hyperbolic plane, J. Funct.
Anal., submitted for publication].
 2004 Elsevier SAS. All rights reserved.
Résumé
Nous étudions le comportement asymptotique des valeurs propres de l’opérateur de Schrödinger
HV = − 12+V sur l’espace hyperbolique réel, ou complexe, n-dimensionnel ; ici  est l’opérateur
de Laplace–Beltrami et V est un potentiel scalaire. Nous supposons V continu, semi-borné
inférieurement et divergent à l’infini en un sens approprié. On obtient l’asymptotique semi-classique
du nombre de valeurs propres de HV , inférieures à λ, lorsque λ ↗ ∞. On obtient ainsi une
généralisation du résultat obtenu par Inahama et Shirai [Eigenvalue asymptotics for the Schrödinger
operators on the hyperbolic plane, J. Funct. Anal., submitted for publication].
 2004 Elsevier SAS. All rights reserved.
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1.1. Introduction
In this paper we consider the real hyperbolic n-space Hn ∼= SO0(1, n)/SO(n) and the
complex hyperbolic n-space Hnc ∼= SU(1, n)/U(n), which are non-compact, irreducible
symmetric spaces of rank one. We study the asymptotic distribution of large eigenvalues
of the Schrödinger operator
HV = −12+ V (1.1)
on the real and the complex hyperbolic spaces, where  is the Laplace–Beltrami operator
and V is a scalar potential. We assume that V is continuous, real-valued, and semi-bounded
from below and that V diverges at infinity in an appropriate sense. (The precise formulation
is given below.)
In the (asymptotically) Euclidean case, this kind of eigenvalue distribution has been
studied by many authors (see, e.g., Ivrii [8], Levendorskiı˘ [10], Matsumoto [13]). Roughly
speaking, two different types of proof exist. One is the functional analytic approach based
on the min–max principle or the technique of the pseudo-differential operators. The other
is the probabilistic one based on the stochastic analysis and the Feynman–Kac formula.
A typical result is formulated as follows: As λ ↗ ∞, the number of eigenvalues less than λ
behaves like the (a constant multiple of ) the volume of the semi-classically allowed region
{
(x; ζ ) ∈ T∗Rn ∣∣ 1
2
|ζ |2 + V (x) < λ
}
if the scalar potential V diverges at infinity (in an appropriate sense).
In the case of the hyperbolic spaces, the Riemannian metric grows exponentially and the
Laplace–Beltrami operator is degenerate at infinity. These facts cause some difficulties if
we intend to give a proof by using pseudo-differential techniques as in the Euclidean case.
Both SO0(1,2)/SO(2) and U(1,1)/U(1) are canonically isomorphic to SL2(R)/SO(2),
which is realized as the Poincaré upper half-plane or the Poincaré disk. In this case the
authors [7] have studied the large eigenvalue asymptotics for HV along the lines of the
Malliavin calculus and of the Tauberian argument as in the proof of Theorem 10.5 in Simon
[18]. The proof is based on the explicit form of the Brownian motion and the Feynman–Kac
representation of the heat kernel of HV .
In this paper we give a natural generalization of the result obtained in [7] in the case of
the real and the complex hyperbolic n-spaces.
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1.2. Real hyperbolic spacesLet n be an integer and n 2. The real hyperbolic n-space,
H
n = {z = (x, y) ∈ Rn | x = (x1, . . . , xn−1) ∈ Rn−1, y > 0},
is an n-dimensional complete Riemannian manifold endowed with the Riemannian metric
ds2 = y−2(dx2 + dy2). The Riemannian measure is given by m(dz) = y−n dx dy and the
Laplace–Beltrami operator is given by
Hn = y2
n−1∑
k=1
∂2
∂x2k
+ y2 ∂
2
∂y2
− (n− 2)y ∂
∂y
.
The Riemannian distance dHn between z and z′ is given by
cosh
(
dHn (z, z
′)
)= |x − x ′|2 + y2 + (y ′)2
2yy ′
. (1.2)
(Throughout this paper we denote by | · | the Euclidean norms.) For these facts, see
Matsumoto [14] and Ratcliffe [15]. We write 1 for z = (0,1) and regard it as the base point.
1.3. Complex hyperbolic spaces
Let n be an integer and n  1. In this paper the complex hyperbolic n-space Hnc is
realized as the half space model, i.e.,
H
n
c =
{
z = (y, x; z2, . . . , zn) ∈ Cn | y > 0, x ∈ R, zk = xk + yk
√−1 ∈ C (2 k  n)}.
For simplicity we often write z = (z2, . . . , zn) and z = (y, x; z). We denote by 1 the base
point (1,0;0, . . . ,0). (In what follows we sometimes use the same notations as in the case
of the real hyperbolic space when there is no fear of confusion.) The Riemannian metric is
given by
ds2 = dy
2
y2
+ 1
y2
n∑
k=2
(
dx2k + dy2k
)+ 1
y4
(
dx +
n∑
k=2
(xk dyk − yk dxk)
)2
. (1.3)
With this metric, Hnc is a complete Riemannian manifold of dimension 2n. It is well
known that Hnc can be identified with the symmetric space SU(1, n)/U(n). The Riemannian
measure m(dz) is given by y−2n−1 dy dx
∏n
k=2 dxk dyk (see Lemma 1.2 below). The
Riemannian distance dHnc (z, z
′) between z and z′ is given by
cosh2
(
dHnc (z, z
′)
)= 1
4y2y ′2
[(
y2 + y ′2 + |z − z′|2)2 + 4{x1 − x ′1 − n∑
k=2
Im(z¯kz′k)
}2]
.
(1.4)
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For these facts, see pp. 11–12 in Venkov [19].Remark 1.1. Our choice of coordinates is the same as in Venkov [19]. There are different
kinds of realization, e.g., the ball model and the Siegel domain model (see Goldman [4]).
Even for the half space realization, there are slightly different conventions as in Debiard
and Gaveau [2], pp. 1396–1400 and in Matsumoto [14], Section 4. Our coordinate and
Matsumoto’s are related by the change of variables (y, x; z)→ (y2,2x; z).
Now we give the explicit expression of the Laplace–Beltrami operator, since we cannot
find it in Venkov [19].
Lemma 1.2. In our coordinate, the Laplace–Beltrami operator on Hnc is given by
Hnc = y2
∂2
∂y2
− (2n− 1)y ∂
∂y
+ y4 ∂
2
∂x2
+ y2
n∑
k=2
(
∂
∂xk
+ yk ∂
∂x
)2
+ y2
n∑
k=2
(
∂
∂yk
− xk ∂
∂x
)2
(1.5)
and the Riemannian measure is given by m(dz)= y−(2n+1) dy dx∏nk=2 dxk dyk .
Proof. We show the lemma for the case n = 3. The general case can be done in the same
way. For simplicity of notations, we set (y, x, x2, y2, x3, y3) = (θ1, . . . , θ6). We denote the
metric tensor by g given by ds2 and denote the corresponding matrix by the same symbol.
Set gij = g(∂θi , ∂θj ) and g = (gij )6i,j=1. Then, g is explicitly written as follows:
g = y−4
[
y2 0
0 G0
]
, (1.6)
where G0 is a matrix of size 5 × 5 given by
G0 =

1 −y2 x2 −y3 x3
−y2 y2 + y22 −x2y2 y2y3 −y2x3
x2 −x2y2 y2 + x22 −x2y3 x2x3
−y3 y2y3 −x2y3 y2 + y23 −x3y3
x3 −y2x3 x2x3 −x3y3 y2 + x23
 . (1.7)
Adding y2 times the first row to the second row, −x2 times the first row to the third row
and so on, we obtain
G1 =

1 −y2 x2 −y3 x3
y2
y2
y2
y2
 . (1.8)
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Hence, detG0 = detG1 = y8 and detg = y−14. In particular, this implies m(dz) =−7∏6 −4n−2y j=1 dθj . (In the case of general dimension we observe that detg = y and
m(dz) = y−2n−1∏j dθj in a similar way.) Continuing this procedure we obtain G−10 =
y−2G2 and
g−1 = y2
[1 0
0 G2
]
, (1.9)
where
G2 =

y2 +∑3k=2(x2k + y2k ) y2 −x2 y3 −x3
y2 1
−x2 1
y3 1
−x3 1
 . (1.10)
As usual we denote the entries of g−1 by gij . Recall that the Laplace–Beltrami operator
can be written in a local coordinate as follows:
Hnc =
∑
i,j
gij
∂2
∂θi∂θj
+
∑
i,j
(
∂gij
∂θi
+ 1
2
gij
∂ log detg
∂θi
)
∂
∂θj
. (1.11)
One can observe from (1.9) and (1.10) that the first sum coincides with the one in the right-
hand side of (1.5) and the summands in the second sum on the right-hand side of (1.11)
vanish except for the term for i = j = 1:
∂
∂y
(
y2
)+ 1
2
y2
∂
∂y
(
logy−4n−2
)= (−2n+ 1)y.
Then we have the conclusion (1.5). 
1.4. Statement of the results
In this subsection, the notation H denotes either the real or the complex hyperbolic
n-spaces for notational convenience.
To formulate the conditions for the scalar potential V on H, we introduce some
notations. First, for any real-valued function V on H and for any positive number ε, we
define the auxiliary potential Vε by
Vε(z) = sup
{
V (z′) | dH(z, z′) ε
}
. (1.12)
Next, we introduce the ‘principal symbol’ hV of the Schrödinger operator with scalar
potential V . In the case of H= Hn, we set
hV (z; ζ )= y
2
2
|ζ |2 + V (z)
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for any z = (x, y) ∈ Hn and ζ ∈ Rn. In the case of H= Hnc , we sethV (z; ζ )= y
2
2
η2 + y
4
2
ξ2 + y
2
2
n∑
k=2
(ξk + ykξ)2 + y
2
2
n∑
k=2
(ηk − xkξ)2 + V (z) (1.13)
for any z ∈ Hnc and ζ = (η, ξ; ξ2, η2, . . . , ξn, ηn) ∈ R2n.
Now we introduce the following conditions (A.0)–(A.2) on V .
(A.0) The scalar potential V is a real-valued, continuous function on H. Moreover, V is
bounded from below.
(A.1) In addition to (A.0), the integral,∫
H
exp
(−tV (z))m(dz),
is finite for each t > 0.
(A.2) Let N denote the dimension n if H= Hn, the dimension 2n if H= Hnc . There exist
positive constants γ , CV such that
lim
λ↗∞(2π)
−Nλ−γ
∣∣{(z; ζ ) ∈H× RN | hV (z; ζ ) < λ}∣∣= CV (1.14)
holds. Moreover, for any small ε > 0, there exists positive constant CV,ε such that
lim
λ↗∞(2π)
−Nλ−γ
∣∣{(z; ζ ) ∈H× RN | hV,ε(z; ζ ) < λ}∣∣= CV,ε (1.15)
and limε↘0 CV,ε = CV hold. Here, | · | denotes the 2N -dimensional Lebesgue
measure (i.e., the Liouville measure on T ∗H) and hV , hV,ε and Vε are as above.
Remark 1.3. Let α > 0, δ > 0. The function α(cosh(dH(z,1)))δ is a typical example of V
which satisfies (A.1) and (A.2). With the help of the ball model Bn ofH (see Ratcliffe [15],
Section 4 for the real case, Goldman [4], Section 3 for the complex case), we can show
this in the same way as in Inahama and Shirai [7], Section 7. Note that the Riemannian
measures are given by 2n(1 − |x|2)−n dx1 . . . dxn on {x ∈ Rn | |x| < 1} for the real case,
and 8n(1 − |z|2)−(n+1) dz on {z ∈ Cn | |z|< 1} in the complex case.
Owing to Theorem 1.1 in Shubin [17], the Schrödinger operator (1.1) onH is essentially
self-adjoint on C∞0 (H), the space of all complex-valued, smooth functions with compact
support on H, under the condition (A.0). Under the condition (A.1), it follows from
Corollary 6.2 in Kondratiev and Shubin [9] that HV has discrete spectrum (i.e., the
spectrum of HV consists of isolated eigenvalues of finite multiplicity). Note that the
symmetric space H has bounded geometry since the injectivity radius is infinite and the
curvature tensor fulfills ∇R = 0. In what follows we use the same symbol for any essential
self-adjoint operator and its operator closure.
The main result of this paper is the following:
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Theorem 1.4. Let N(HV < λ) denote the number of eigenvalues (counting multiplicity) of
HV less than λ. Suppose that V satisfies the assumptions (A.1) and (A.2). Then we have
the asymptotic relation:
lim
λ↗∞λ
−γ N(HV < λ) = CV .
Here γ and CV are the constants as in (A.2).
Remark 1.5. Our proof of Theorem 1.4 establishes the short time asymptotic relations
between the Laplace transforms of the measures defined by
µsc
([0, λ))= (2π)−N ∣∣{(z; ζ ) ∈H×RN | hV (z; ζ ) < λ}∣∣
and µspec([0, λ)) = N(HV < λ), rather than the measures themselves (see Lemmas 5.5,
5.7 for the real case and Lemmas 4.6, 4.8 for the complex case), and the main theorem
follows via the standard Tauberian theorem. Thus the statement as in the main theorem can
be (slightly) generalized if we use an appropriate stronger version of Tauberian theorem.
For example, we may invoke the following version of Tauberian theorem (see Feller
[3], Chapter VIII): Let γ  0 and let µ be a non-decreasing, right-continuous measure on
[0,∞) satisfying µ({0}) < ∞ and let ϕ be the Laplace transform of µ. Let L be real-
valued and slowly varying, i.e., limλ→∞ L(xλ)/L(λ) = 1 holds for any x > 0. Then the
following two conditions (i), (ii) are equivalent:
(i) The asymptotic relation µ(λ) ∼ λγ L(λ) holds as λ ↗ ∞.
(ii) The asymptotic relation ϕ(t) ∼ t−γ L(1/t)/(γ + 1) holds as t ↘ 0.
If we introduce the condition (A.2)′ as (A.2) replaced the factor λ−γ on the left-hand
sides of (1.14) and (1.15) with (λγ L(λ))−1 for some slowly varying function L, then we
have the generalization
lim
λ↗∞N(HV > λ)/
(
λγL(λ)
)= CV
under (A.1) and (A.2)′.
However, we do not pursue this direction in this paper.
The organization of this paper is as follows. Section 2 contains some preliminary results
from functional and stochastic analysis.
In Section 3 and Section 4 we are concerned with the complex hyperbolic case. In
Section 3 we introduce and study the Brownian motion on the complex hyperbolic space.
We show the tightness of the pinned Wiener measure at the end of this section. In Section
4 we establish the Feynman–Kac representation of the heat kernel of HV and upper and
lower estimates for the trace of the heat operator e−tHV . Using the standard Tauberian
argument, we give a proof of the main theorem for the complex case.
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In Section 5 we are concerned with the real hyperbolic case. In Section 5 we introduce
the Brownian motion on the real hyperbolic space and give an estimate of the trace of
e−tHV . The proof is similar to that of the complex case, so we give a sketch of proof.
2. Preliminaries
2.1. Results from functional analysis
Throughout this paper, we use the symbols c and C (possibly with some suffix) for
various positive constants, which may vary from line to line.
First we give two lemmas on the trace of non-negative self-adjoint operators. We say that
a bounded operator A acting on a separable Hilbert space K is of trace class (of Hilbert–
Schmidt class) if Tr(√A∗A) is finite (Tr(A∗A) is finite). Here the trace is defined by
Tr(A) =∑∞i=1〈ei ,Aei〉K for an(y) orthonormal basis {ei}∞i=1 for K . For further details,
we refer to Reed and Simon [16].
Lemma 2.1. Let H denotes either the real or complex hyperbolic space. We have the
following assertions (i) and (ii):
(i) Let A be a non-negative, self-adjoint operator of Hilbert–Schmidt class on L2(H) and
let a ∈ L2(H×H) be the integral kernel of A, i.e., Af (z) = ∫H f (z′)a(z, z′)m(dz′).
Moreover assume that the kernel a is continuous on H × H and the integral∫
H a(z, z)m(dz) is finite. Then A is of trace class and the inequality
Tr(A)
∫
H
a(z, z)m(dz)
holds.
(ii) Let A be an operator of trace class on L2(H). Assume that there exists a continuous
function a on H × H such that Af (z) = ∫H a(z, z′)f (z′)m(dz) holds for all f ∈
C∞0 (H). Then the trace of A is given by
Tr(A)=
∫
H
a(z, z)m(dz).
Proof. This is essentially due to Brislawn [1], Theorems 3.1 and 4.3, which is formulated
in the Euclidean space. As for the real hyperbolic case, we consider the unitary operator
U from L2(Hn) to L2(Rn) defined by (Uf )(x, t) = f (x, et )e−(n−1)t/2. Then one see that
UAU−1 has the integral kernel a(x, et;x ′, et ′)e−(n−1)t/2e−(n−1)t ′/2. Then the results in
Brislawn [1] are applicable. As for the complex hyperbolic case, we consider the unitary
map V :L2(Hnc ) → L2(R2n) which is defined by (Vf )(t, x; z)= f (et , x; z)e−nt . Thus, we
may reduce our problem to the one on R2n. 
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Next we are concerned with some function spaces on Rd . Let S(Rd ) and S ′(Rd )
dbe the Schwartz space of rapidly decreasing functions on R and the set of tempered
distributions on Rd , respectively. For each k ∈ Z, we introduce the norms on S(Rd) by
‖f ‖2k = ‖(1 + | · |2 − /2)kf ‖∞. Here  stands for Laplacian on Rd and ‖ · ‖∞ stands
for the supremum norm. We denote by S2k the completion of S(Rd ) with respect to the
norm ‖ · ‖2k . Then it follows that⋂
k∈Z
S2k = S
(
R
d
)
and
⋃
k∈Z
S2k = S ′
(
R
d
)
.
For any r ∈ R and f ∈ S(Rd ), we set
‖f ‖2,r =
∥∥(1 −/2)r/2f ∥∥
L2(Rd).
We denote byH2,r the completion of S(Rd ) with respect to the norm ‖ · ‖2,r . Clearly,H2,r
is a subspace of S ′(Rd) for any r ∈ R. It is known that, for any r ∈ R,H2,r is continuously
embedded in S ′(Rd) (for example, see Lemma 2.4 in Inahama and Shirai [7]).
2.2. Results from stochastic analysis
Now we recall some basic definitions and results from the Malliavin calculus
along the line of Ikeda and Watanabe [6], Chapter V, Sections 8 and 9. Let d be a
positive integer. We denote by (W(d),H (d),P (d)) the d-dimensional Wiener space, i.e.,
W(d) = {w ∈ C([0,∞);Rd) | w(0) = 0} is the d-dimensional Wiener space, where we
denote by C(Ω;Ω ′) the space of Ω ′-valued continuous functions on Ω . The subspace
H(d) =
{
h ∈W(d)
∣∣∣ h is absolutely continuous and ‖h‖2
H(d)
=
∞∫
0
∣∣h˙(s)∣∣2 ds < ∞}
is the Cameron–Martin subspace, where ˙ denotes the derivative, and P (d) is the Wiener
measure on W(d). As usual we denote by E(d)[ · ] the integration with respect to P (d). We
denote by wt = (w1t , . . . ,wdt ) (t  0) the canonical realization of the Wiener process. (We
often drop the superscript (d) if there is no fear of confusion.)
For any h ∈ H , we define the measurable linear functional [h](w) =∑Ni=1 ∫∞0 h˙i(s)dwis .
The law of [h] is the Gaussian measure with mean 0 and variance ‖h‖2H . For any or-
thonormal elements h1, . . . , hd ∈ H and f ∈ S(Rd ), a function of the form F(w) =
f ([h1](w), . . . , [hd ](w)) is called a cylindrical function. The Ornstein–Uhlenbeck oper-
ator L is defined by
LF(w) =
d∑
i=1
(
∂2F
∂x2i
([h1](w), . . . , [hd ](w))− [hi ](w) · ∂F
∂xi
([h1](w), . . . , [hd ](w)))
on the space of all cylindrical functions, which is a core for L. For any p ∈ (1,∞) and
r ∈ R, the Sobolev space Dp,r is the completion of the space of cylindrical functions
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on W with respect to the norm ‖F‖p,r = ‖(I − L)r/2F‖Lp(W,P ). The spaces of test⋂functionals and of generalized Wiener functionals are defined by D∞ = p>1, r∈R Dp,r
and D−∞ =⋃p>1, r∈R Dp,r , respectively. (For a separable Hilbert space K , the Sobolev
spaces of K-valued function(al)s are defined in a similar way. In that case we write
Dp,r(K), D∞(K), H(K), etc.) Note that for any non-negative integer r and for any p > 1
there exists a positive constant Cp,r such that Meyer’s equivalence
C−1p,r‖F‖p,r 
r∑
j=0
∥∥DjF∥∥
Lp
 Cp,r‖F‖p,r
holds for all F ∈ D∞. Here D denotes the H -derivative, i.e., the Gaˆtaux derivative in
H -direction. Note that L= −D∗D holds at least formally.
The paring of F ∈ D∞ and Ψ ∈ D−∞ is defined in a canonical way and is denoted by
E[Ψ ·F ]. (We often write as E[Ψ(w)F(w)].) The pairing E[Ψ ·1] is often denoted simply
by E[Ψ ] or formally by ∫W Ψ (w)P(dw). We call E[ · ] the generalized expectation.
For any F = (F 1, . . . ,F d) ∈ D∞(Rd), we say that F is non-degenerate in the sense of
Malliavin if
det
(〈
DFi,DFj
〉
H
)−1
i,j=1,...,d
belongs to
⋂
p>1 L
p(W,P). If F is non-degenerate in the sense of Malliavin, then, for
any Schwartz distribution ψ ∈ S ′(Rd), the composition ψ ◦F is well-defined and belongs
to D−∞. In fact, the mapping ψ → ψ ◦ F is bounded from S−2k to Dp,−2k for every
p ∈ (1,∞) and k = 1,2, . . . (see [6], Chapter V, Section 9, for detailed information on the
pullback of the Schwartz distributions).
It is known (see Sugita [20] or Malliavin [11], p. 94) that, for every positive generalized
Wiener functional Ψ , there exists a unique positive finite measure µΨ on W such that
E[Ψ · F ] =
∫
W
F˜ (w)µΨ (dw) (F ∈ D∞),
where F˜ stands for the D∞-quasi continuous modification of F . Note the F˜ (w) is uniquely
defined up to the measure µΨ . (For detailed information on the quasi-sure analysis on
Wiener spaces, see Malliavin [11], Chapter IV.)
The next lemma is used in the proof of the tightness of the pinned Wiener measure,
which is introduced in the next subsection, in Section 3.
Lemma 2.2. Let (W,H,P) be the d-dimensional Wiener space as above. Let bt and ait for
i = 1, . . . , d are measurable with respect to the σ -field generated by {ws | s  t}. Set
Ft (w) =
d∑
i=1
t∫
0
ais(w)dwis +
t∫
0
bs(w)ds.
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Let T > 0, p ∈ (1,∞) and r ∈ N. Assume that the estimate
d∑
i=1
sup
tT
∥∥ait ∥∥p,r + sup
tT
‖bt‖p,r < ∞ (2.1)
holds. Then there exists a constant C = CT,p,r > 0 such that
‖Ft − Fs‖p,r  C|t − s|1/2
holds for any t, s ∈ [0, T ].
Proof. We prove the lemma for the case d = 1. The generalization is easy. We consider
the case r = 0. In the following the positive constants may vary from line to line. By using
Burkholder’s inequality we see that
E
[|Ft − Fs |p] CpE
[( t∫
s
∣∣au(w)∣∣2 du
)p/2]
+CpE
[( t∫
s
∣∣bu(w)∣∣du
)p]
 Cp|t − s|p/2
t∫
s
E
[∣∣au(w)∣∣p] du
t − s +Cp|t − s|
p
t∫
s
E
[∣∣bu(w)∣∣p] du
t − s
 Cp,T |t − s|p/2.
Here we have used Jensen’s inequality for the first inequality and the assumption (2.1) for
the second inequality. Thus we have shown the case r = 0.
We consider the case r = 1. Since the H -derivative D is closable we see that
DFt (w) =
t∫
0
Dau(w)dwu +
·∫
0
au(w)I[0,t ](u)du+
t∫
0
Dbu(w)du, (2.2)
where I[0,t ] stands for the characteristic function on [0, t]. Here the first term in the right-
hand side of (2.2) is an H -valued stochastic integral and the second term is an H -valued
functional. By using Burkholder’s inequality for Hilbert-space-valued martingales we see
from (2.2) that
E
[‖DFt −DFs‖pH ] CpE
[( t∫
s
∥∥Dau(w)∥∥2H du
)p/2]
+CpE
[( t∫
s
∣∣au(w)∣∣2 du)p/2]
+CpE
[( t∫
s
∥∥Dbu(w)∥∥H du
)p]
 CT,p|t − s|p/2. (2.3)
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Here we have used Jensen’s inequality and the assumption (2.1) for the second inequality
in the same way as above. Thus we have shown the case r = 1.
We consider the case r = 2. We obtain from (2.2) that
D2Ft (w) =
t∫
0
D2au(w)dwu + 2
·∫
0
Dau(w)I[0,t ](u)du+
t∫
0
D2bu(w)du. (2.4)
Here the first term in the right-hand side of (2.2) is an H ⊗H -valued stochastic integral and
the second term is an H(H)-valued functional. Note that H(H) = H ⊗ H . By a similar
computation as above we obtain from (2.4) that
E
[∥∥D2Ft −D2Fs∥∥pH⊗H ] CT,p|t − s|p/2.
Thus we have shown the case r = 2.
Repeating the same argument as above we obtain that
E
[∥∥DrFt −DrFs∥∥pH⊗r ] CT,p,r |t − s|p/2
for any r = 1,2, . . . . This completes the proof. 
2.3. Pinned Wiener measures
In this subsection we denote by M either Hn, Hnc or Rn. Let Z(t, z,w) be a Brownian
motion on M (with an initial point z ∈ M), i.e., the diffusion process on M whose generator
is (a half of ) the Laplace–Beltrami operator /2 on M . Let p0(t, z, z′) be the heat
kernel on M , i.e., the integral kernel of the heat semigroup et/2. It is well known that
p0(t, z, z′) = E[δ˜z′(Z(t, z, ·))] and the law of Z(t, z, · ) on M is given by p0(t, z, z′)m(dz).
Here δ˜ denotes the Dirac delta function on M with respect to the Riemannian measure
m(dz). The probability measure which corresponds to δ˜z′(Z(t, z,w))/p0(t, z, z′) is
denoted by µz,z
′
t .
Now we introduce the pinned Wiener measure on M . Let T > 0 and z, z′ ∈ M . Set
WT (M) = C([0, T ];M) and Lz,z′T (M) = {l ∈ WT (M) | l(0) = z, l(T ) = z′}. We equip
the space WT (M) with the distance d(l, l′) = sup{dM(ls, l′s ) | 0  s  T }. Here dM is the
distance associated with the metric on M . Then WT (M) is a complete separable metric
space and Lz,z′T (M) is a closed subset. The pinned Wiener measure Pz,z
′
T on M is defined
by the probability measure on Lz,z′T (M) which satisfies∫
Lz,z′T (M)
d∏
i=1
fi(lti ) P
z,z′
T (dl)
= p0(T , z, z′)−1
∫
Md
d∏
i=1
(
m(dzi)fi(zi)
) d+1∏
i=1
p0(ti − ti−1, zi−1, zi), (2.5)
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for any partition 0 = t0 < t1 < · · ·< td < td+1 = T of [0, T ] and any f1, . . . , fd ∈ C∞0 (M).′Here we set z0 = z and zd+1 = z .
Assume that each component Zk(t, z,w) (k = 1, . . . , n = dimM) takes the form
Zk(t, z,w) =
n∑
i=1
t∫
0
ais dwis +
t∫
0
bs ds
for some adapted ais ∈ D∞ (i = 1, . . . , n) and bs ∈ D∞ and assume further that, for any
T > 0, there exists CT such that, for each p, r , the estimates
sup
0tT
(
n∑
i=1
∥∥ait ∥∥p,r + ‖bt‖p,r
)
CT
hold. (It turns out that these assumptions are satisfied for the Brownian motion on M . For
the real case, one can show this as in Lemma 3.2 in Inahama and Shirai [7]. For the complex
case, see Lemma 3.4, the Euclidean case is obvious.) Then we can apply Theorem 4.2 and
Corollary 4.3 in Malliavin and Nualart [12] to the process {Z(t, z,w)}t0. Those results
state that there exists a process {Z˜(t, z,w)}t0 which satisfies the following property:
There exists a decreasing sequence Oj (j = 1,2, . . .) of open subsets of W such that
(1) For each j = 1,2, . . . , (t,w) → Z˜(t, z,w) is continuous on [0, T ] ×Ocj .
(2) For each p ∈ (1,∞) and r > 0, capp,r (Oj ) → 0 as j → ∞. Here capp,r denotes the
(p, r)-capacity.
(3) For each t ∈ [0, T ], Z(t, z,w) = Z˜(t, z,w) outside a set of zero Wiener measure.
In particular, the process {Z˜(t, z,w)}0tT is a well-defined WT (M)-valued random
variable on (W,µz,z
′
T ) and Z˜(t, z, · ) is the D∞-quasi continuous modification of Z(t, z, · ).
Note that the modification {Z˜( · , z,w)} is uniquely determined up to a set of µz,z′T -measure.
By using the Chapman–Kolmogorov formula, we can easily see that the image measure
of µz,z
′
T induced by the WT (M)-valued Wiener functional {Z˜(t, z,w)}0tT is the pinned
Wiener measure Pz,z
′
T . That is, for any bounded Borel function F on WT (M),∫
W
F
(
Z˜(·, z,w))µz,z′T (dw) = ∫
Lz,z′T (M)
F (l)P
z,z′
T (dl)
holds.
Note that, in the case of M = Rn, the heat kernel is given by the Gaussian kernel:
q(n)(t, x, x ′) = (2πt)−n/2 exp{−|x − x ′|2/(2t)} (2.6)
and, for any bounded Borel function F of d-variables,
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F(lt1, . . . , ltd )µ
0,0
T (dl) =
∫
F
(√
T lt1/T , . . . ,
√
T ltd/T
)
µ
0,0
1 (dl) (2.7)L0,0T (Rn) L0,01 (Rn)
by the Brownian scaling property.
We shall use the following lemma to obtain a lower bound for the heat trace of HV in
Section 4 and Section 6.
Lemma 2.3. Let M and Pz,z
′
T be as above. For any T > 0, z ∈M and ε > 0, we set
Ωε,T ,z =
{
l ∈Lz,zT (M) | sup
0tT
dM(lt , z) ε
}
. (2.8)
Then we have
lim
T↘0P
z,z
T (Ωε,T ,z) = 1.
Proof. We fix T > 0 and z ∈ M . Let Pz be the measure on WT (M) defined as the law of
{Z(t, z,w)}0tT , i.e., the Brownian motion on M starting at z. For any s with 0 s < T ,
we denote by Bs the σ -field on WT (M) generated by {lt | 0 t  s}.
First we claim that
P
z,z
T |Bs =
p0(T − s, ls , z)
p0(T , z, z)
P z|Bs
if 0 < s < T . This can be seen from the Chapman–Kolmogorov formula∫
WT (M)
F (ls1, . . . , lsd )
p0(T − s, ls , z)
p0(T , z, z)
P z(dl)
=
∫
Md
F(z1, . . . , zd)
p0(T − s, zd , z)
p0(T , z, z)
d∏
i=1
p0(si − si−1, zi−1, zi )m(dzi)
=
∫
WT (M)
F (ls1, . . . , lsd ) P
z,z
T (dl),
where F ∈ C∞0 (Md) and 0 = s0 < s1 < · · · < sd = s is a partition of [0, s]. Here we set
z0 = z.
Second we claim that the estimate
lim sup
T↘0
p0(T /2, ls, z)
p0(T , z, z)
 C
holds for some constant C > 0 independent of z, l and s (< T ). This follows from,
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lim sup
p0(T /2, ls, z)
p (T , z, z)
= lim sup p0(T /2, ls, z)
p (T /2, z, z)
p0(T /2, z, z)
p (T , z, z)T↘0 0 T↘0 0 0
 lim sup
T↘0
p0(T /2, z, z)
p0(T , z, z)
= lim sup
T↘0
(2πT/2)−dimM/2(2πT )dimM/2
 C,
where we used the fact that p0(t, z, z′) = p0(t, dM(z, z′)) holds and then p0(t, z, z′) 
p0(t, z, z) holds for any t, z, z′ in the first inequality (see [14], p. 570, p. 558) and the short
time asymptotics for the diagonal of the heat kernel in the third line.
Finally we show the lemma. We set
Ω ′ε,s,t,z =
{
l ∈WT (M) | sup
sut
dM(lu, z) > ε
}
for any s ( T ). It is enough to show that Pz,zT (Ω ′ε,0,T ,z) tends to 0 as T ↘ 0. We have, as
T ↘ 0,
P
z,z
T (Ω
′
ε,0,T ,z) P
z,z
T (Ω
′
ε,0,T /2,z)+ Pz,zT (Ω ′ε,T /2,T ,z)
= 2Pz,zT (Ω ′ε,0,T /2,z)
= 2
∫
WT (M)
p0(T /2, lT /2, z)
p0(T , z, z)
IΩ ′ε,0,T /2,z (l) P
z(dl)
 2CPz(Ω ′ε,0,T /2,z),
where we used the fact that {lt }0tT and {lT−t }0tT have the same law under Pz,zT in
the second line and used the first and second claim in the third and fourth line, respectively.
Since the measure Pz is supported by the set {l | l0 = z}, the dominated convergent theorem
yields that the right-hand side of (2.9) tends to 0 as T ↘ 0. This completes the proof. 
3. Brownian motion on complex hyperbolic spaces
In this section we construct the Brownian motion on Hnc . It has already been given in
Matsumoto [14] in a different coordinate system. Our method is essentially the same as the
one in Matsumoto [14], Section 4.
Let wt = (w1t , . . . ,w2nt ) be a standard 2n-dimensional Brownian motion. We consider
the following stochastic differential equations (SDEs for short) on Hnc :
dY (t) = Y (t)(dw1t − (n− 1/2)dt),
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dX(t) = Y (t)2 dw2t +
n∑
Y (t)
(
Yk(t)dw2k−1t −Xk(t)dw2kt
)
,k=2
dXk(t) = Y (t)dw2k−1t (k = 2,3, . . . , n),
dYk(t) = Y (t)dw2kt (k = 2,3, . . . , n). (3.1)
The solution of (3.1) with the initial condition z = (y, x; z2, . . . , zn) ∈ Hnc can be
explicitly given as follows:
Y (t, z,w) = y exp(w1t − nt),
X(t, z,w) = x +
t∫
0
Y (s, z,w)2 dw2s + 2S(t, z,w),
Xk(t, z,w) = xk +
t∫
0
Y (s, z,w)dw2k−1s (k = 2,3, . . . , n),
Yk(t, z,w) = yk +
t∫
0
Y (s, z,w)dw2ks (k = 2,3, . . . , n),
2S(t, z,w) =
n∑
k=2
t∫
0
(
Yk(s, z,w)dXk(s, z,w) −Xk(s, z,w)dYk(s, z,w)
)
. (3.2)
We write Z(t, z,w) = (X2(t, z,w),Y2(t, z,w), . . . ,Xn(t, z,w),Yn(t, z,w)) and Z(t, z,w)
= (Y (t, z,w),X(t, z,w);Z(t, z,w)). When z = 1 = (1,0;0, . . . ,0), we write Z(t,w),
Y (t,w), S(t,w), etc. for simplicity of notations. The process Z(t, z,w) stays in Hnc all
the time since Y (t, z,w) > 0.
We write Z(t, z,w) in terms of Z(t,w) in the following lemma, which is simple but
plays an important role in the following argument.
Lemma 3.1. Let Z(t, z,w) and Z(t,w) be as above. Then we have
Y (t, z,w) = yY (t,w),
X(t, z,w) = x + y2X(t,w)+ y
n∑
k=2
(
ykXk(t,w)− xkYk(t,w)
)
,
Xk(t, z,w) = xk + yXk(t,w) (k = 2,3, . . . , n),
Yk(t, z,w) = yk + yYk(t,w) (k = 2,3, . . . , n),
2S(t, z,w) = 2y2S(t,w) + y
n∑
k=2
{
ykXk(t,w)− xkYk(t,w)
}
.
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Proof. A straight forward computation shows that2S(t, z,w) =
n∑
k=2
t∫
0
((
yk + yYk(s,w)
)
y dXk(s,w) −
(
xk + yXk(s,w)
)
y dYk(s,w)
)
= y2
n∑
k=2
t∫
0
(
Yk(s,w)dXk(s,w) −Xk(s,w)dYk(s,w)
)
+ y
n∑
k=2
(
ykXk(t,w) − xkYk(t,w)
)
= 2y2S(t,w) + y
n∑
k=2
{
ykXk(t,w) − xkYk(t,w)
}
.
The rest is easy. Hence, we omit the proof. 
Lemma 3.2. The process {Z(t, z,w)}t0 is the Brownian motion on Hnc .
Proof. Let f ∈C∞0 (Hnc ). Then by the Itô formula
df
(
Z(t)
)= a martingale −(n− 1
2
)
∂f
∂y
(
Z(t)
)
dt
+ 1
2
[
Y (t)2
∂2f
∂y2
(
Z(t)
)+(Y (t)4 + Y (t)2 n∑
k=2
(
Yk(t)
2 +Xk(t)2
))∂2f
∂x2
(
Z(t)
)
+ Y (t)2
n∑
k=2
(
∂2f
∂x2k
(
Z(t)
)+ ∂2f
∂y2k
(
Z(t)
))
+ 2Y (t)2
n∑
k=2
(
Yk(t)
∂2f
∂xk∂x
(
Z(t)
)−Xk(t) ∂2f
∂yk∂x
(
Z(t)
))]
dt
= a martingale + 1
2
Hnc f
(
Z(t)
)
dt .
This proves that {Z(t)}t0 is a diffusion process on Hnc whose generator is Hnc /2, i.e., the
Brownian motion on Hnc . 
Now we transform the SDEs (3.1) by substituting Θ(t) = X(t)/Y (t). The reason is that
SDEs (3.1) do not satisfy the condition in Ikeda and Watanabe [6], Chapter V, Section 10,
while the transformed SDEs do. Note that the coefficients of SDEs in Lemma 3.3 below
are smooth with bounded derivatives of all orders greater than or equal to 1. Hence, we
may apply the general results in Ikeda and Watanabe [6], Chapter V, Section 10.
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Lemma 3.3. Let Z(t) = (Y (t),X(t);Z(t)) be the solution of SDEs (3.1) and set Θ(t) =
X(t)/Y (t). Then, (Y (t),Θ(t);Z(t)) satisfies the following SDEs:
dY (t) = Y (t)
(
dw1t −
(
n− 1
2
)
dt
)
,
dΘ(t) = Θ(t)
(
−dw1t +
(
n+ 1
2
)
dt
)
+ Y (t)dw2t
+
n∑
k=2
(
Yk(t)dw2k−1t −Xk(t)dw2kt
)
,
dXk(t) = Y (t)dw2k−1t (k = 2,3, . . . , n),
dYk(t) = Y (t)dw2kt (k = 2,3, . . . , n). (3.3)
Proof. First note that d〈X,Y 〉t = 0 and that
dY (t)−1 = −Y (t)−2 dY (t)+ Y (t)−3 d〈Y,Y 〉t
= −Y (t)−2Y (t)
(
dw1t −
(
n− 1
2
)
dt
)
+ Y (t)−3Y (t)2 dt
= Y (t)−1
(
−dw1t +
(
n+ 1
2
)
dt
)
.
Then we have
d
(
X(t)Y (t)−1
)= X(t)dY (t)−1 + Y (t)−1 dX(t)
= X(t)Y (t)−1
(
−dw1t +
(
n+ 1
2
)
dt
)
+ Y (t)dw2t +
n∑
k=2
(
Yk(t)dw2k−1t −Xk(t)dw2kt
)
.
This proves the lemma. 
Lemma 3.4. Let t > 0, z ∈ Hnc and Z(t, z,w) be as in (3.2). Then, Z(t, z, ·) ∈ D∞(R2n)
and Z(t, z, ·) is non-degenerate in the sense of Malliavin. Moreover, the following two
estimates hold:
(1) For each T > 0, z ∈ Hnc , p ∈ (1,∞) and r > 0 there exists a constant C = CT,z,p,r > 0
such that
∥∥Y (t, z, ·)∥∥
p,r
+ ∥∥X(t, z, ·)∥∥
p,r
+
n∑
k=2
(∥∥Xk(t, z, ·)∥∥p,r + n∑
k=2
∥∥Yk(t, z, ·)∥∥p,r
)
 C
(3.4)
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for all t ∈ [0, T ].
(2) For each T > 0, p ∈ (1,∞) and r > 0, there exists a constant C = CT,p,r > 0 such
that ∥∥Y (t, ·)− Y (s, ·)∥∥
p,r
+ ∥∥X(t, ·)−X(s, ·)∥∥
p,r
+
n∑
k=2
(∥∥Xk(t, ·)−Xk(s, ·)∥∥p,r + ∥∥Yk(t, ·)− Yk(s, ·)∥∥p,r) C|t − s|1/2 (3.5)
for all t, s ∈ [0, T ].
Proof. We consider SDEs (3.3). Then, by Proposition 10.1 in Ikeda and Watanabe [6],
Chapter V, Section 10, Y (t, z, ·), Θ(t, z, ·), Yk(t, z, ·), Xk(t, z, ·) are all in Dp,r . Reading
the proof of Theorem 10.1 carefully, we easily find that Dp,r -norms of those Wiener
functionals are bounded for all t ∈ [0, T ]. By using the Leibniz rule for H -derivative D
and the Hölder inequality, we also find that Dp,r -norms of X(t, z, ·) = Y (t, z, ·)Θ(t, z, ·)
are bounded. Thus we have obtained (3.4). The inequality (3.5) is a direct consequence of
Lemma 2.2.
Next we prove the non-degeneracy. We consider a mapping ψ :Hnc → Hnc defined by
(y, x, z) → (y, x/y, z). Then, ψ is bijective and Jac(ψ)(z) = 1/y , where Jac(ψ) is the
Jacobian of ψ . Then, the non-degeneracy of the Malliavin covariance matrices
COVM
[
Y(t, z,w),X(t, z,w);Z(t, z,w)]
and
COVM
[
Y
(
t,ψ(z),w
)
,Θ
(
t,ψ(z),w
);Z(t,ψ(z),w)]
are equivalent, indeed,
det COVM
[
Y
(
t,ψ(z),w
)
,Θ
(
t,ψ(z),w
);Z(t,ψ(z),w)]
= ∣∣Jac(ψ)(Z(t, z,w))∣∣2 det COVM[Y (t, z,w),X(t, z,w);Z(t, z,w)]
= Y (t, z,w)−2 det COVM
[
Y (t, z,w),X(t, z,w);Z(t, z,w)].
In the SDEs (3.3), the coefficient of the Brownian motions dwit (1 i  2n) can be written
in terms of vector field as follows:
X 1 = y ∂
∂y
− θ ∂
∂θ
,
X 2 = y ∂
∂θ
,
X 2k−1 = yk ∂∂θ +y ∂∂yk (k = 2,3, . . . , n),
X 2k = −xk ∂∂θ +y ∂∂xk (k = 2,3, . . . , n).
We can easily see that vector fields X 1, . . . ,X 2n span the tangent space TzHnc for any
z ∈ Hnc . Hence, we may apply Theorem 10.2 in Ikeda and Watanabe [6], Chapter V,
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Section 10 to conclude that (Y (t, z,w),Θ(t, z,w);Z(t, z,w)) is non-degenerate in the
sense of Malliavin. 
By Proposition 3.4 the composition δ˜z′(Z(t, z,w)) is a well-defined object in D∞. Here
δ˜z′ is the Dirac delta function at z′ ∈ Hnc with respect to the Riemannian measure m(dz).
Lemma 3.5. For any z, z′ ∈ Hnc , we set
τ (z, z′) =
(
y ′
y
,
x ′ − x +∑nk=2(xky ′k − ykx ′k)
y2
; z
′ − z
y
)
∈ Hnc .
Then, we have δ˜z′(Z(t, z,w)) = δ˜τ (z,z′)(Z(t,w)) and µz,z
′
t = µ1,τ (z,z
′)
t . In particular,
neither δ˜z(Z(t, z,w)) nor µz,zt depends on z. Here µ
z,z′
t is as in Section 2.
Proof. In this proof we use Lemma 3.1. Since the measure m(dZ) = Y−2n−1 dY dX dZ is
left invariant under the transform defined by (Y,X;Z) → (Y/y,X/y2;Z/y), we have:∫
Hnc
fj
(
yY,x + y2X + y
∑
k
(ykXk − xkYk); z + yZ
)
· g(Y,X;Z)m(dZ)
=
∫
Hnc
fj
(
Y,x +X +
∑
k
(ykXk − xkYk); z + Z
)
· g(Y/y,X/y2;Z/y)m(dZ)
=
∫
Hnc
fj (Y,X; z + Z) · g
(
Y/y,
[
X − x −
∑
k
(ykXk − xkYk)
]
/y2;Z/y
)
m(dZ)
=
∫
Hnc
fj (Y,X;Z) · g
(
Y/y,
[
X − x −
∑
k
(ykXk − xkYk)
]
/y2; (Z − z)/y
)
m(dZ)
=
∫
Hnc
fj (Y,X;Z) · g
(
τ (z,Z)
)
m(dZ).
Here, fj , g ∈ C∞0 (Hnc ) (j = 1,2, . . .). By letting fj → δ˜z′ , we obtain δ˜z′(Z(t, z,w)) =
δ˜τ (z,z′)(Z(t,w)). The rest is trivial. 
In the rest of this section, we show the tightness of the pinned Wiener measures, from
which we derive the continuity of the heat kernel of HV in the next section.
We recall the notion of tightness. A family Λ of probability measures on a separable
metric space S is called tight on S if for any ε > 0 there exists a compact subset K of S
such that infP∈Λ P(K) 1 − ε holds.
Lemma 3.6. Let Pz,z
′
T be the pinned Wiener measure defined as in (2.5). Then, for each
T > 0, we have the following assertions (1) and (2):
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(1) The family of probability measures {Pz,z′T | (z, z′) ∈ K} is tight on WT (Hnc ) for any
n ncompact subset K in Hc ×Hc .
(2) The mapping (z, z′) → Pz,z′T is continuous with respect to the topology of the weak
convergence of probability measures on WT (Hnc ).
Proof. In this proof C = CT denotes a positive constant which may vary from line to line.
First we show that, for r = 0,1,2, . . . ,
∥∥(Y (t, ·)− Y (s, ·))4∥∥2,r + ∥∥(X(t, ·)−X(s, ·))4∥∥2,r
+
n∑
k=2
(∥∥{Xk(t, ·)−Xk(s, ·)}4∥∥2,r + ∥∥{Yk(t, ·)− Yk(s, ·)}4∥∥2,r) C(t − s)2 (3.6)
for all t, s ∈ [0, T ]. Set F(w) = Y (t,w)− Y (s,w). Then, by the Leibniz rule we obtain
E
[∥∥DrF 4∥∥2]1/2  C ∑
r1+r2+r3+r4=r
E
[‖Dr1F‖2‖Dr2F‖2‖Dr3F‖2‖Dr4F‖2]1/2
 C
∑
r1+r2+r3+r4=r
‖Dr1F‖L8‖Dr2F‖L8‖Dr3F‖L8‖Dr4F‖L8
 C‖F‖48,r  C(t − s)2.
Here we have used inequality (3.5) in Proposition 3.4 and Meyer’s equivalence. Again by
Meyer’s equivalence we have ‖F 4‖2,r  C(t − s)2. By similar estimates as above we can
prove (3.6).
Now we show the first assertion when K is of the form K = {1} × K0, where K0 is a
compact subset of Hnc . Noting that inf{p0(t, z, z′) | (z, z′) ∈ K} > 0, we have∫
WT (Hnc )
|lt − ls |4 P 1,z′T (dl)
=
∫
W
∣∣Z˜(t,w) − Z˜(s,w)∣∣4 µ1,z′T (dw)
CE
[
δ˜z′
(
Z(T ,w)
) · ∣∣Z(t,w)−Z(s,w)∣∣4]
CE
[
δ˜z′
(
Z(T ,w)
) ·{∣∣Y (t,w)− Y (s,w)∣∣4 + ∣∣X(t,w)−X(s,w)∣∣4
+
n∑
k=2
(∣∣Xk(t, ·)−Xk(s, ·)∣∣4 + ∣∣Yk(t, ·)− Yk(s, ·)∣∣4)}]
C(t − s)2∥∥δ˜z′(Z(T ,w))∥∥2,−2(1+n).
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Here we have used (3.6) for the last inequality. Since δ˜z′ = (y ′)2n+1δz′ and δz′ is bounded in′S−2(1+n) (see Ikeda and Watanabe [6], pp. 380–381) {δ˜z′ | z ∈K0} is bounded in S−2(1+n).
Hence, by the continuity of the pullback map (see [6], p. 379), {δ˜z′(Z(T ,w)) | z′ ∈ K0} is
bounded in D2,−2(1+n). Thus, we have
sup
z′∈K0
∫
WT (Hnc )
|lt − ls |4 P 1,z′T (dl) C(t − s)2. (3.7)
Next we show the general case. By Lemma 3.1 there exists a constant C such that
∣∣Z˜(t, z,w)− Z˜(s, z,w)∣∣4  C∣∣Z˜(t,w)− Z˜(s,w)∣∣4
holds for all (z, z′) ∈K . By using Lemma 3.5 we have
∫
WT (Hnc )
|lt − ls |4 Pz,z′T (dl) =
∫
W
∣∣Z˜(t, z,w)− Z˜(s, z,w)∣∣4 µz,z′T (dw)
 C
∫
W
∣∣Z˜(t,w)− Z˜(s,w)∣∣4 µ1,τ (z,z′)T (dw)
= C
∫
WT (H
n
c )
|lt − ls |4 P 1,τ (z,z
′)
T (dl). (3.8)
Since τ is continuous, τ (K) is a compact subset in Hnc . Hence, from the inequalities (3.7)
and (3.8) we have
sup
(z,z′)∈K
∫
WT (Hnc )
|lt − ls |4 Pz,z′T (dl) C(t − s)2. (3.9)
This proves the tightness.
Finally we show the second assertion. Assume that (zn, z′n) converges to (z, z′) as
n→ ∞. Then {Pzn,z′nT }∞n=1 is tight by the first assertion, hence, is relatively compact in the
topology of weak convergence of probability measures [6, Chapter I, Theorem 2.6]. Let P ′
be any cluster point. Then, we see from (2.5) that the finite-dimensional distribution of P ′
and Pz,z
′
T coincide. This shows that {Pzn,z
′
n
T }∞n=1 has the unique cluster point Pz,z
′
T , hence
P
z,z′
T is continuous in (z, z
′). This completes the proof. 
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4. Proof of Theorem 1.4 for the complex hyperbolic case4.1. Upper bound for Tr(e−tHV )
In this subsection we give a stochastic expression (the Feynman–Kac representation)
of the heat kernel of the Schrödinger operator HV = −Hnc /2 + V and estimate the trace
of the heat semigroup. Without loss of generality, we may assume that V is non-negative,
considering V + | infV | instead of V if necessary.
Recall that p0 is the heat kernel of e−tH0 and let V satisfy the condition (A.0). For any
t > 0 and z, z′ ∈ Hnc , we define
pV (t, z, z
′) = p0(t, z, z′)
∫
W(2n)
exp
(
−
t∫
0
V
(
Z˜(s, z,w)
)
ds
)
µ
z,z′
t (dw)
= p0(t, z, z′)
∫
Lz,z′t (Hnc )
exp
(
−
t∫
0
V (ls)ds
)
P
z,z′
t (dl).
We note that Lemma 3.6 and the continuity of V yields the continuity of pV (t, z, z′) with
respect to (z, z′) since the function l → exp(− ∫ t0 V (ls)ds) is bounded and continuous.
Proposition 4.1. Assume that V satisfies the condition (A.0). Then, the function pV (t, z, z′)
gives the integral kernel of the heat semigroup e−tHV , i.e., the identity
(
e−tHV f
)
(z) =
∫
Hnc
f (z′)pV (t, z, z′)m(dz′) (4.1)
holds for any f ∈L2(Hnc ).
Proof. We omit the proof because this can be shown in the same way as in Proposition 5.1
in Inahama and Shirai [7]. 
Before we prove the upper estimate of the trace of the heat semigroup e−tHV , we prepare
some lemmas.
Lemma 4.2. Let Z(t, z,w) = (Y (t, z,w),X(t, z,w);Z(t, z,w)) be the Brownian motion
starting at z ∈ Hnc and F be a non-negative continuous function on Hnc . Then,∫
Hnc
F
(
Z(t, z,w)
)
m(dz)= Y (t,w)2n
∫
Hnc
F (z)m(dz).
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Proof. A straight forward computation shows that∫
Hnc
F
(
Z(t, z,w)
)
m(dz)=
∫
Hnc
dy dx dz
y2n+1
F
(
yY (t,w), x + y2X(t,w)
+ y
n∑
k=2
(
ykXk(t,w)− xkYk(t,w)
); z + Z(t,w))
=
∫
Hnc
F
(
yY (t,w), x; z+ Z(t,w))dy dx dz
y2n+1
=
∫
Hnc
F
(
yY (t,w), x; z)dy dx dz
y2n+1
= Y (t,w)2n
∫
Hnc
F (y˜, x; z)dy˜ dx dz
y˜2n+1
,
where we changed the variable by y˜ = yY (t,w) in the last equality. 
We set some notations. We denote by E[j ] the integration with respect to the
wj -variable, by E[1,3,...,2n] the integration with respect to the (w1,w3, . . . ,w2n)-variables
and so on.
For any real number α and any positive number t , we introduce a functional At(αw) on
W(1) by
At(αw) =
t∫
0
exp (2αws)ds.
For any r ∈ R, the power (At (αw))r is a D∞-Wiener functional (see Lemma 4.1 in
Inahama and Shirai [7]). We set
χt(w) =
t∫
0
exp
(
2w1s
)
dw2s + 2σt (w),
βkt (w) =
t∫
0
exp
(
w1s
)
dw2k−1s (k = 2,3, . . . , n),
γ kt (w) =
t∫
0
exp
(
w1s
)
dw2ks (k = 2,3, . . . , n),
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2σ (w) =
n∑ t∫ {
γ k(w)dβk(w) − βk(w)dγ k(w)}. (4.2)t
k=2 0
t t t t
Take fN ∈ C∞0 (R) such that fN → δ0 inH2,−1−ε-topology for some ε > 0 as N → ∞.
We set
f
⊗(2n)
N (τ, x; z) = fN(τ)fN (x) · · ·fN (yn),
f
⊗(2n−1)
N (τ ; z) = fN(τ)fN (x1)fN(y1) · · ·fN(yn),
f
⊗(2n−2)
N (z) = fN(x2) · · ·fN(yn).
Then f⊗(2n)N → δ0 in H2,−2n−ε-topology and f⊗(2n−1)N → δ0 in H2,−2n+1−ε-topology for
some ε > 0 as N → ∞ and so on.
Lemma 4.3. We have
E[1,3,...,2n]
[
δ0
(
w1t , β
2
t , γ
2
t , . . . , β
n
t , γ
n
t
)
At
(
nw1
)(
At
(
2w1
))−1/2]
= (2π)−n+1E(1)[δ0(wt )At (nw)(At(2w))−1/2(At(w))−n+1], (4.3)
where {wt }t0 is the standard one-dimensional Brownian motion.
Proof. Let fN be as above. Then the left-hand side of (4.3) is equal to
lim
N→∞E
[1,3,...,2n][f⊗(2n−1)N (w1t , β2t , γ 2t , . . . , βnt , γ nt )At(nw1)(At(2w1))−1/2]
= lim
N→∞E
(1)[fN (w1t )At(nw1)(At(2w1))−1/2
×E[3,...,2n][f⊗(2n−2)N (β2t , γ 2t , . . . , βnt , γ nt )]]. (4.4)
For each fixed w1, βk and γ k are martingales which satisfy that 〈βk, γ l〉t = 0 for all
k, l = 2,3, . . . , n and that
〈
βk,βl
〉
t
= 〈γ k, γ l 〉
t
= δk,lA(1)t
(
w1
)
for all k, l = 2,3, . . . , n. Here δk,l denotes Kronecker’s delta. Hence, by Knight’s theorem
(see pp. 85–86 in Ikeda and Watanabe [6]), the process {β2t , γ 2t , . . . , βnt , γ nt }t0 has
the same law as {B1(At (w1)), . . . ,B2n−2(At (w1))}t0. Here {B(t)}t0 is the standard
(2n−2)-dimensional Brownian motion. By the same argument as in the proofs of Lemmas
4.2 and 4.3 in [7], we see that
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E[3,...,2n]
[
f
⊗(2n−2)
N
(
β2t , γ
2
t , . . . , β
n
t , γ
n
t
)]
= (2πAt(w1))−n+1 ∫
R2n−2
f
⊗(2n−2)
N (z) exp
(
− |z|
2
2At(w1)
)
dz
→ (2πAt(w1))−n+1 (4.5)
as N → ∞. Here, the convergence is in D∞-topology as Wiener functionals in w1-variable
and for all fixed w1. 
Lemma 4.4. The functional E[2][fN(χt (w))] converges to
1√
2πAt(2w1)
exp
[
−2σt (w
3, . . . ,w2n)2
At(2w1)
]
(4.6)
in D∞-topology as Wiener functionals of (w1,w3, . . . ,w2n).
Proof. For each fixed (w1,w3, . . . ,w2n), the image measure of E[2] induced by the
random variable χt(w) is the one-dimensional Gaussian measure with variance At(2w1)
and mean 2σt (w3, . . . ,w2n)2. Hence, we have
E[2]
[
fN
(
χt(w)
)]= 1√
2πAt(2w1)
∞∫
−∞
fN (x) exp
[
− (x − 2σt )
2
2At(2w1)
]
dx. (4.7)
By the same argument as in the proofs of Lemmas 4.2 and 4.3 in [7], we can see that
the right-hand side of (4.7) is a D∞-functional and converges as N → ∞ to (4.6) in
D∞-topology and for all (w1,w3, . . . ,w2n). Thus we have the lemma. 
Set
J (t) = E(n)
[
δ˜1
(
Z(t,w)
) · t∫
0
Y (s,w)2n ds
]
= E(n)
[
δ˜1
(
Z(t,w)
) · t∫
0
exp
[
2n
(
w1s − ns
)]
ds
]
.
In the next lemma we investigate the short time behaviour of J (t).
Lemma 4.5. Let J (t) be as above. Then we have, as t ↘ 0,
lim sup
t↘0
(2πt)nt−1J (t) 1.
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Proof. First we apply the Girsanov transform (see [6], Chapter IV, Section 4, p. 190). We
consider the measure
dP˜ |Bt = exp
[
nw1t −
n2
2
t
]
dP |Bt ,
where P is the Wiener measure and Bt is the σ -field generated by {ws | 0 s  t}. Then,
under the new measure P˜ ,{(
w˜1s , w˜
2
s , . . . , w˜
2n
s
)}
0st =
{(
w1s − ns,w2s , . . . ,w2ns
)}
0st
is a 2n-dimensional Brownian motion. In the following we simply write w for w˜ for
simplicity of notations. Then we have
J (t) = E(n)
[
δ˜1
(
exp
(
w1t
)
, χt , β
2
t , γ
2
t , . . . , β
n
t , γ
n
t
) t∫
0
exp
(
2nw1s
)
ds exp
[
−nw1t −
n2
2
t
]]
= e−n2t/2E
[
δ0
(
w1t , χt , β
2
t , γ
2
t , . . . , β
n
t , γ
n
t
) t∫
0
exp
(
2nw1s
)
ds
]
. (4.8)
Here δ0 denotes the Dirac delta function at 0 on R2n and we used the relation:
δ˜1(e
τ , x; z) = δ0(τ, x; z).
The right-hand side of (4.8) is equal to
e−n2t/2 lim
N→∞E
[
f
⊗(2n)
N
(
w1t , χt , β
2
t , γ
2
t , . . . , β
n
t , γ
n
t
)
At
(
nw1
)]
= e−n2t/2 lim
N→∞E
[1,3,...,2n]
× [f⊗(2n−1)N (w1t , β2t , γ 2t , . . . , βnt , γ nt )At(nw1)E[2][fN (χt(w2))]].
Noting that (w1t , β2t , γ 2t , . . . , βnt , γ nt ) is non-degenerate in the sense of Malliavin and
f
⊗(2n−1)
N
(
w1t , β
2
t , γ
2
t , . . . , β
n
t , γ
n
t
)→ δ0(w1t , β2t , γ 2t , . . . , βnt , γ nt )
in D∞-topology, we have, by Lemma 4.4,
J (t) e
−n2t/2
√
2π
E[1,3,...,2n]
[
δ0
(
w1t , β
2
t , γ
2
t , . . . , β
n
t , γ
n
t
)
At
(
nw1
)(
At
(
2w1
))−1/2]
. (4.9)
We consider the scaling property of Brownian motion. Let {bt }t0 be the standard one-
dimensional Brownian motion. Then {wtu}u0 and {
√
tbu}u0 have the same law. Using
the change of variable formula, we have from (4.3) that
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J (t) (2π)−n+1/2e−n2t/2E(1)
[
δ0
(√
tb1
)
tA1
(
n
√
tb
)(
tA1
(
2
√
tb
))−1/2(
tA1
(√
tb
))−n+1]∫= t (2πt)−ne−n2t/2
L0,01 (R)
A1
(
n
√
tb
)(
A1
(
2
√
tb
))−1/2(
A1
(√
tb
))−n+1
P
0,0
1 (db),
(4.10)
where L0,01 (R) = {b ∈C([0,1];R) | b0 = b1 = 0} and P 0,01 the pinned Wiener measure on
it. Note that there exists a positive constant C such that
A1
(
n
√
tb
)(
A1
(
2
√
tb
))−1/2(
A1
(√
tb
))−n+1  exp(C sup
0t1
|bt |
)
holds for all t  1 and b ∈ L0,01 (R). Hence, by Fernique’s theorem and the dominated
convergence theorem, we have
lim
t↘0
∫
L0,01 (R)
A1
(
n
√
tb
)(
A1
(
2
√
tb
))−1/2(
A1
(√
tb
))−n+1
P
0,0
1 (db)= 1.
This proves Lemma 4.5. 
Now we show that the assumption (A.1) is a sufficient condition for the heat semigroup
e−tHV to be a trace class operator and we give an upper estimate of Tr(e−tHV ).
Lemma 4.6. Let hV (z; ζ ) be as in (1.13). Assume that V satisfies (A.1). Then, e−tHV is a
trace class operator and, for any t > 0,
Tr
(
e−tHV
)
 J (t)
t
∫
Hnc
exp
(−tV (z))m(dz)
= J (t)
t
(
t
2π
)n ∫
Hnc×R2n
exp
(−thV (z; ζ ))dzdζ, (4.11)
where dzdζ is the 4n-dimensional Lebesgue measure on Hnc ×R2n.
Proof. Let f ∈ C∞0 (Hnc ) satisfy 0  f  1. We consider f e−tHV f . Since this operator
has integral kernel f (z)pV (t, z, z′)f (z′) which is compactly supported on Hnc × Hnc , it is
a Hilbert–Schmidt operator. As f ↗ 1, f e−tHV f converges strongly to e−tHV and, hence,
Tr(e−tHV )  lim inff↗1 Tr(f e−tHV f ) by Fatou’s lemma. So it is sufficient to show that
Tr(f e−tHV f ) is dominated by the right-hand side of (4.11). By Lemma 2.1(i), we have
Tr
(
f e−tHV f
)

∫
Hnc
m(dz) f (z)2pV (t, z, z)
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
∫
m(dz)pV (t, z, z)
Hnc
=
∫
Hnc
m(dz)p0(t, z, z)
∫
W
µ
z,z
t (dw) exp
(
−
t∫
0
ds V
(
Z˜(s, z,w)
))
= p0(t,1,1)
∫
W
µ
1,1
t (dw)
∫
Hnc
m(dz) exp
(
−
t∫
0
dsV
(
Z˜(s, z,w)
))
.
(4.12)
Here we used Fubini’s theorem, Lemma 3.5 and the fact that p0(t, z, z) does not depend
on z. By convexity of s → exp(−s) and Jensen’s inequality we have
exp
(
−
t∫
0
ds V
(
Z˜(s, z,w)
))
 1
t
t∫
0
ds exp
(−tV (Z˜(s, z,w))).
Hence, the right-hand side of (4.12) is dominated by
1
t
p0(t,1,1)
∫
W
µ
1,1
t (dw)
t∫
0
ds
∫
Hnc
m(dz) exp
(−tV (Z˜(s, z,w)))
= 1
t
p0(t,1,1)
∫
W
µ
1,1
t (dw)
t∫
0
ds Y (s,w)2n
∫
Hnc
m(dz) exp
(−tV (z)).
Here, we have used Lemma 4.2.
Now we prove the equality (4.11). We regard hV (z; ζ )−V (z) as a quadratic form of ζ .
Then, the corresponding symmetric matrix is (gij /2), which is a half of the inverse matrix
of the Riemannian metric tensor (see the proof of Lemma 1.2). By the Gaussian integral
formula we have:(
1
2π
)n 1√
t−2n det(gij )
∫
Hnc×R2n
exp
[−t{hV (z; ζ )− V (z)}]dζ = 1.
Noting that m(dz) =√det(gij )dz, we obtain the equality (4.11). 
4.2. Lower bound for Tr(e−tHV )
Now we consider the lower estimate of the trace of the heat semigroup as t ↘ 0.
Let Pz,z
′
t be the pinned Wiener measure on Lz,z
′
t (H
n
c ) ⊂ Wt(Hnc ) defined as in (2.5).
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For each z ∈ Hnc , ε > 0 and t > 0, set Ωε,t,z = {l ∈ Lz,zt | suput dHnc (lu, z)  ε} and
z,zQ(ε; t) = Pt (Ωε,t,z).
Lemma 4.7. Let Q(ε; t) be as above. Then Q(ε; t) does not depend on z ∈ Hnc . Moreover,
for each fixed ε > 0, Q(ε; t) → 1 as t ↘ 0.
Proof. For the first assertion it is sufficient to show that, for any z ∈ Hnc and t > 0,
dHnc (Z(t,w),1) = dHnc (Z(t, z,w), z) holds, where dHnc denotes the Riemannian distance.
We see from (1.4) that
cosh2
(
dHnc
(
Z(t,w),1
))= 1
4Y (t,w)2
[(
Y (t,w)2 + 1 + ∣∣z(t,w)∣∣2)2 + 4X(t,w)2].
(4.13)
On the other hand, we can easily see that
4Y (t, z,w)2y2 = 4Y (t,w)2y4 (4.14)
and that{
Y (t, z,w)2 + y2}+ ∣∣Z(t, z,w)− z∣∣2 = y2{(Y (t,w)2 + 1)+ ∣∣Z(t,w)∣∣2} (4.15)
and that
X(t, z,w)− x −
n∑
k=2
{
Xk(t, z,w)yk − Yk(t, z,w)xk
}
= y2X(t,w)+ y
n∑
k=2
{
Xk(t,w)yk − Yk(t,w)xk
}
− {(xk + yXk(t,w))yk − (yk + yYk(t,w))xk}
= y2X(t,w). (4.16)
We can see from (1.4) and (4.13)–(4.16) that the first assertion holds.
The second assertion follows immediately from Lemma 2.3. 
Lemma 4.8. Assume that V satisfies (A.1). Then, for any t > 0 and ε > 0, we have
Tr
(
e−tHV
)
 p0(t,1,1)Q(ε; t)
∫
Hnc
exp
(−tVε(z))m(dz)
= p0(t,1,1)Q(ε; t)
(
t
2π
)n ∫
Hnc×R2n
exp
(−thVε (z; ζ ))dzdζ, (4.17)
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where dzdζ is the 4n-dimensional Lebesgue measure on Hnc ×R2n. Note thatlim
t↘0p0(t,1,1)Q(ε; t)(t/2π)
n = (2π)−2n
as t ↘ 0.
Proof. By the upper estimate in Theorem 4.6, the assumption (A.1) implies that e−tHV is
a trace class operator. Moreover, the integral kernel pV (t, z, z′) is continuous in (z, z′).
Hence, by Lemma 2.1(ii), we have
Tr(e−tHV ) =
∫
Hnc
m(dz)pV (t, z, z)
=
∫
Hnc
m(dz)p0(t, z, z)
∫
Lz,zt (Hnc )
P
z,z
t (dl) exp
(
−
t∫
0
V (ls)ds
)
 p0(t,1,1)
∫
Hnc
m(dz)
∫
Ωε,t,z
P
z,z
t (dl) exp
(
−
t∫
0
V (ls)ds
)
 p0(t,1,1)Q(ε; t)
∫
Hnc
exp
(−tVε(z))m(dz).
By using the Gaussian integral formula as in Theorem 4.6, we obtain the equality (4.17).
The last assertion is easily shown by the previous lemma and the well known fact that
p0(t,1,1)∼ (2πt)−n as t ↘ 0. 
4.3. Proof of the main theorem
In this section we complete the proof of Theorem 1.4 for the complex hyperbolic case
as in the proof of Theorem 10.5 in Simon [18]. To the aim, we recall the celebrated Abelian
and Tauberian theorems.
Abelian theorem (Simon [18], Theorem 10.2). Let µ be a positive Borel measure on
[0,∞). Assume that there exist C > 0, γ > 0 such that limλ→∞ λ−γ µ([0, λ)) = C holds.
Then we have limt↘0 tγ
∫∞
0 e
−tx µ(dx)= C(γ + 1). Here (a) = ∫∞0 e−xxa−1 dx is the
gamma function.
Tauberian theorem (Simon [18], Theorem 10.3). Let µ be a positive Borel measure
on [0,∞). Assume that ∫∞0 e−tx µ(dx) is finite for each t > 0 and assume that there
exist D > 0, γ > 0 such that limt↘0 tγ
∫∞
0 e
−tx µ(dx) = D holds. Then we have
limλ→∞ λγ µ([0, λ))= D/(γ + 1).
620 Y. Inahama, S. Shirai / J. Math. Pures Appl. 83 (2004) 589–627
Proposition 4.9. Assume that V satisfies (A.1) and (A.2). Let CV be the constant as in
(A.2). Then we have
lim
t↘0 t
γ Tr
(
e−tHV
)= CV (γ + 1). (4.18)
Proof. We apply the Abelian theorem to the measure on [0,∞) defined by
µsc
([0, λ))= (2π)−2n∣∣{(z; ζ ) ∈ Hnc ×R2n | hV (z; ζ ) < λ}∣∣,
where hV (z; ζ ) is as in (1.13). Then (1.14) means that the assumption as in the Abelian
theorem is fulfilled with C = (2π)2nCV , hence we have the conclusion:
lim
t↘0 t
γ
∞∫
0
e−tx µsc(dx)= lim
t↘0 t
γ
∫
Hnc×R2n
exp
[−thV (z; ζ )] dzdζ
(2π)2n
= CV (γ + 1). (4.19)
By Lemmas 4.5, 4.6 and (4.19), we have
lim sup
t↘0
tγ Tr
(
e−tHV
)
 CV (γ + 1). (4.20)
Similarly, by Lemmas 4.7, 4.8, (1.15) and the Abelian theorem, we have
lim inf
t↘0 t
γ Tr
(
e−tHV
)
 CV,ε(γ + 1). (4.21)
Then the lemma follows from (4.20) and (4.21) since limε↘0 CV,ε = CV holds by
(A.2). 
Now we apply the Tauberian theorem to the measure µspec on [0,∞) defined by
µspec([0, λ)) = N(HV < λ). Proposition 4.9 says that the assumption as in the Tauberian
theorem with D = CV /(γ + 1). Then we have the conclusion.
5. Proof of Theorem 1.4 for the real hyperbolic case
5.1. Brownian motion on real hyperbolic spaces
In this section we introduce the Brownian motion on the real hyperbolic space Hn. The
argument is similar to that as in the complex hyperbolic case or as in Inahama and Shirai
[7]. Thus we sketch an outline of the proof.
We consider the following stochastic differential equation on Hn:
dXi(t) = Y (t)dwit (i = 1, . . . , n− 1),
dY (t) = Y (t)dwnt −
n− 2
2
Y (t)dt (5.1)
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with the initial condition Z(0) = (X(0), Y (0))= z = (x, y) ∈ Hn. The solution is explicitly
written as follows (see Gruet [5] and Matsumoto [14], Eq. (3.6)):
Xi(t, z,w) = xi + y
t∫
0
exp
(
wns − (n− 1)s/2
)
dwis,
Y (t, z,w) = y exp(wnt − (n− 1)t/2). (5.2)
We write Z(t, z,w) = (X(t, z,w),Y (t, z,w)) and when z = 1(= (0,1)) we simply write
Z(t,w) = (X(t,w),Y (t,w)). Using Itô’s formula (see Ikeda and Watanabe [6]), one can
find that {Z(t, z,w)}t0 is the Brownian motion on Hn, i.e., a diffusion process whose
generator is Hn/2. It is well known (see Ikeda and Watanabe [6], Chapter 5, Section 3)
that the law of Z(t, z, · ) on Hn is given by p0(t, z, z′)m(dz′), where the heat kernel
p0(t, z, z′) of etHn/2 is given by
p0(t, z, z
′) = e
−(n−1)2t/8
π(2π)n/2t1/2

(
n+ 1
2
) ∞∫
0
e(π
2−b2)/2t sinh (b) sin (πb/t)
(cosh (b)+ cosh (d))(n+1)/2 db (5.3)
with d = dHn(z, z′) (see Gruet [5], Matsumoto [14]). It is well known that
lim
t↘0(2πt)
n/2p0(t, z, z) = 1
holds for any z ∈ Hn.
As in the proof of Lemma 3.4, we can show that Z(t, z, ·) belongs to D∞(R2) and is
non-degenerate in the sense of Malliavin for all t > 0 and z ∈ Hn. So the composition
δ˜z′ ◦ Z(t, z, · ) is well-defined and belongs to D−∞ for all z′ ∈ Hn, where δ˜z′ is the Dirac
delta function at z′ ∈ Hn with respect to the Riemannian measure m(dz).
As in the proof of Lemma 3.4 in Inahama and Shirai [7] (or Lemma 3.5 above), we can
show the following lemma
Lemma 5.1. For any z, z′ ∈ Hn, we set τ (z, z′) = ((x−x ′)/y, (y ′/y)). Then, for any t > 0,
we have:
δ˜z′
(
Z(t, z,w)
)= δ˜τ (z,z′)(Z(t,w)) and µz,z′t = µ1,τ (z,z′)t .
In particular, neither δ˜z(Z(t, z,w)) nor µz,zt depends on z ∈ Hn. Here µz,z
′
t is as in
Section 2.
Now we can show the tightness of the pinned Wiener measures as in the complex case
(or as in Inahama and Shirai [7]).
Lemma 5.2. Let Pz,z
′
T be the pinned Wiener measure defined as in (2.5). Then, for each
T > 0, we have the following assertions 1 and 2:
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(1) The family of probability measures {Pz,z′T | (z, z′) ∈ K} is tight on WT (Hn) for any
n ncompact subset K in H ×H .
(2) The mapping (z, z′) → Pz,z′T is continuous with respect to the topology of the weak
convergence of probability measures on WT (Hn).
5.2. Upper bound for Tr(e−tHV )
In this subsection we establish the Feynman–Kac representation of the integral kernel
of the heat semigroup e−tHV and obtain a upper bound for the heat trace. We may assume
that V is non-negative as stated.
Let p be the kernel as in (5.3). For t > 0 and z, z′ ∈ Hn, we define
pV (t, z, z
′) = p(t, z, z′)
∫
W(n)
exp
(
−
t∫
0
V
(
Z˜(s, z,w)
)
ds
)
µ
z,z′
t (dw)
= p(t, z, z′)
∫
Lz,z′t (Hn)
exp
(
−
t∫
0
V (ls)ds
)
P
z,z′
t (dl).
Proposition 5.3. Assume that V satisfies the condition (A.0). Then, for each fixed t > 0, the
function pV (t, z, z′) is continuous in the variable (z, z′) ∈ Hn ×Hn and gives the integral
kernel of the heat semigroup e−tHV , i.e., the identity
(
e−tHV f
)
(z) =
∫
Hn
f (z′)pV (t, z, z′)m(dz′), (5.4)
holds for any f ∈L2(Hn).
Proof. This can be shown as in the proof of Proposition 5.1 in [7] by virtue of Lemma
5.2. 
In this and the next subsections, we derive upper and lower bound estimates for
Tr(e−tHV ), respectively.
Lemma 5.4. Define
J (t) = E(n)
[
δ˜1
(
Z(t,w)
) · t∫
0
Y (s,w)n−1 ds
]
= E(n)
[
δ˜1
(
Z(t,w)
) · t∫
0
exp
[
(n− 1)
(
wns −
(n− 1)
2
s
)]
ds
]
. (5.5)
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Then we have limt↘0(2πt)n/2t−1J (t) = 1.Proof. Let At(w) =
∫ t
0 exp(2wu)du be as before and set β
i
t (w) =
∫ t
0 exp(w
n
s )dwis
for i = 1, . . . , n − 1 and βt (w) = (β1t (w), . . . , βn−1t (w)). Note that δ˜(a,b)(x, ey) =
bn−1δ(a,logb)(x, y) in S ′(Rn).
Now we consider the Girsanov transform. The process (w˜′s , w˜ns ) = (w′s,wns − (n −
1)s/2) is a n-dimensional standard Brownian motion with respect to the measure
P˜ |Bt = exp
[
(n− 1)
2
wnt −
(n− 1)2
8
t
]
· P |Bt ,
where Bt is the σ -field generated by {ws | 0 s  t}. We denote by E˜ the expectation with
respect to P˜ |Bt . Then we have
J (t) = E˜
[
δ˜1
(
βt(w˜), exp
(
(n− 1)w˜nt
)) t∫
0
exp
(
w˜ns
)
ds · exp
[
−n− 1
2
w˜nt −
(n− 1)2
8
t
]]
= e−(n−1)2t/8E˜
[
δ(0,0)
(
βt(w˜), w˜
n
t
) t∫
0
exp
(
(n− 1)w˜ns
)
ds
]
= e−(n−1)2t/8
∫
W(1)
P (1)(dwn) δ0
(
wnt
)( t∫
0
exp
(
(n− 1)wns
)
ds
){
2πAt(wn)
}−(n−1)/2
,
where we used the same argument as in Lemma 4.3 in the last equality. Note that {wntu}u0
and {√tbu}u0 have the same law, where {bu}u0 is a standard realization of the one-
dimensional Brownian motion. Then we have from the above equality that
J (t) = e
−(n−1)2t/8
(2π)(n−1)/2
E(1)
[
t−1/2δ0(b1)
×
(
t
1∫
0
exp
(
(n− 1)√tbu
)
du
)(
t
1∫
0
exp
(
2
√
tbu
)
du
)−(n−1)/2]
= te
−(n−1)2t/8
(2πt)n/2
×
∫
L0,01 (R)
( 1∫
0
exp
(
(n− 1)√tbu
)
du
)( 1∫
0
exp
(
2
√
tbu
)
du
)−(n−1)/2
P
0,0
1 (db)
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= te
−(n−1)2t/8
n/2
∫
A1
(
n− 1√
tbu
)
A1
(√
tbu
)−(n−1)/2
P
0,0
1 (db).(2πt)
L0,01 (R)
2
Then, as in the proof of Lemma 4.5, we obtain the desired asymptotics owing to Fernique’s
theorem and the dominated convergence theorem. 
Lemma 5.5. Assume that V satisfies the assumption (A.1). Let J (t) be as in (5.5). Then
e−tHV is of trace class for all t > 0. Moreover, we have the upper bound estimate
Tr
(
e−tHV
)
 J (t)
t
∫
Hn
exp
(−tV (z))m(dz) (5.6)
=
(
t
2π
)n/2
J (t)
t
∫
Hn×Rn
exp
[
−t
(
y2
2
|ζ |2 + V (z)
)]
dzdζ, (5.7)
where (z; ζ ) ∈ Hn ×Rn and dzdζ is the 2n-dimensional Lebesgue measure.
Proof. Note that the last equality in (5.7) follows from the identity(
t
2π
)n/2
yn
∫
Rn
exp
[
− ty
2
2
|ζ |2
]
dζ = 1. (5.8)
We show (5.6). Take any f ∈C∞0 (Hn) such that 0 f  1. Then the operator f e−tHV f
is non-negative, of Hilbert–Schmidt class, where f denotes the multiplication operator
by the function f , and has the integral kernel f (z)pV (t, z, z′)f (z′). It follows from
Proposition 5.4 and Lemma 2.1 that
Tr
(
f e−tHV f
)

∫
Hn
f (z)2pV (t, z, z)m(dz)

∫
Hn
m(dz)p0(t, z, z)
∫
W
µ
z,z
t (dw) exp
(
−
t∫
0
V
(
Z˜(s, z,w)
)
ds
)
= p0(t,1,1)
∫
W
µ
1,1
t (dw)
×
∫
Hn
m(dz) exp
(
−
t∫
0
V
(
x + yX˜(s,w), yY˜ (s,w)) ds), (5.9)
where p is as in (5.3) and we used Lemma 5.1 and Fubini’s theorem in the last equality.
Here we also used the fact that p0(t, z, z) is independent of z ∈ Hn.
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By Jensen’s inequality, we haveexp
(
−
t∫
0
V
(
x + yX˜(s,w), yY˜ (s,w)) ds)

t∫
0
ds
t
exp
(−tV (x + yX˜(s,w), yY˜ (s,w))). (5.10)
For any function F and for any a ∈ R and b > 0, it follows that∫
Hn
F (x + ay, by)m(dz)= bn−1
∫
Hn
F (x, y)m(dz). (5.11)
From (5.10) and (5.11), we see that the right-hand side of (5.9) is dominated by
p0(t,1,1)
∫
W
µ
1,1
t (dw)
t∫
0
ds
t
(
Y˜ (s,w)
)n−1 ∫
Hn
exp
(−tV (z))m(dz)
= J (t)
t
∫
Hn
exp
(−tV (z))m(dz),
where we used the expressions (5.2), (5.5).
Since f e−tHV f converges strongly to e−tHV as f ↗ 1, we can deduce (5.6) as in
[7]. 
5.3. Lower bound for Tr(e−tHV )
In this subsection we give a lower bound for the heat trace of HV . Combining the upper
bound obtained in the previous subsection, we deduce that the Laplace transforms of the
measures µsc and µspec as in Remark 1.5 have the same asymptotics as t ↘ 0, from which
the main theorem obeys by the standard Tauberian argument.
Lemma 5.6. Let Q(ε; t) = Pz,zt (Ωε,t,z) be as in Section 2. Then we have the following two
assertions:
(i) For every ε, t > 0, the probability Q(ε; t) is independent of z.
(ii) The asymptotic relation
lim
t↘0(2πt)
n/2p0(t,1,1)Q(ε; t)= 1 (5.12)
holds for each fixed ε > 0.
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Proof. The first assertion can be shown as in the proof of Lemma 5.4 in [7], and the second
assertion follows from Lemma 2.3. 
Now we give a lower bound for the trace of e−tHV .
Lemma 5.7. Assume that V satisfies (A.1). Then, for each ε, t > 0, we have the lower
bound estimate
Tr
(
e−tHV
)

(
t
2π
)n/2
p0(t,1,1)Q(ε; t)
∫
Hn×Rn
exp
[
−t
(
y2
2
|ζ |2 + Vε(z)
)]
dzdζ,
where (z; ζ ) ∈ Hn ×Rn and dzdζ is the 2n-dimensional Lebesgue measure.
Proof. It follows from Proposition 5.3 and Lemma 5.5 that e−tHV is of trace class and has
the continuous integral kernel pV (t, z, z′). Then Lemma 2.1(ii) implies that the trace of
e−tHV is given by the integration of the kernel over the diagonal. Hence, we have
Tr
(
e−tHV
)= ∫
Hn
m(dz)pV (t, z, z)
=
∫
Hn
m(dz)p0(t, z, z)
∫
Lz,zt (H)
exp
(
−
t∫
0
V (ls)ds
)
P
z,z
t (dl)

∫
Hn
m(dz)p0(t, z, z)
∫
Ωε,t,z
exp
(
−
t∫
0
V (ls)ds
)
P
z,z
t (dl)
 p0(t,1,1)Q(ε; t)
∫
Hn
exp
(−tVε(z))m(dz)
=
(
t
2π
)n/2
p0(t,1,1)Q(ε; t)
×
∫
Hn×Rn
exp
[
−t
(
y2
2
|ζ |2 + Vε(z)
)]
dzdζ,
where Ωε,t,z in the third line is as in (2.8) and we used (5.8) in the last equality. 
As in the complex hyperbolic case, using the Tauberian argument, we can deduce
Theorem 1.4 from Lemmas 5.4–5.7.
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