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It is well established that a correlated quantum impurity embedded in a metallic host can form
the many-body Kondo state with itinerant electrons due to the effective antiferromagnetic coupling.
Such effect is manifested spectroscopically by a narrow Abrikosov-Suhl peak appearing at the Fermi
level below a characteristic temperature TK . Recent experiments using nanoscopic heterojunctions
where the correlated quantum impurities (dots) are coupled to superconducting reservoirs revealed
that the Kondo-type correlations are substantially weaker because: i) the single-particle states of
superconductors are depleted around the Fermi level and ii) the on-dot pairing (proximity effect)
competes with the spin ordering. Within the Anderson impurity scenario we study here influence
of such induced on-dot paring on the exchange interaction adopting the continuous unitary trans-
formation, which goes beyond the perturbative framework. Our analytical and numerical results
show strong detrimental influence of the electron pairing on the effective antiferromagnetic coupling
thereby suppressing the Kondo temperature in agreement with the experimental observations.
Motivation – The recent electron tunneling experi-
ments on the self-assembled quantum dots [1], semicon-
ducting nanowires [2, 3] and/or carbon nanotubes [4, 5]
coupled to one superconducting and another conducting
electrode provided evidence for the subgap bound states.
They originate solely from the electron pairing which is
spread onto nanoscopic objects activating the anomalous
(Andreev) transport channel efficient even when the bias
voltage V is smaller than the energy gap ∆ of super-
conductor. Similar in-gap states have been also detected
[6–8] in the quantum dots connected to both supercon-
ducting reservoirs leading to inversion of the dc Joseph-
son current (0− pi transition) [9].
Correlated quantum dot (QD) coupled to the external
conducting bath does usually induce the effective spin-
exchange interactions, which (at low temperatures) may
cause its total or partial screening. The resulting Kondo
state shows up by a narrow Abrikosov-Suhl peak formed
at the Fermi energy. For metallic junctions such effect
has been predicted theoretically and observed experimen-
tally [10], enhancing the zero-bias conductance. In the
metal - QD - superconductor (N-QD-S) heterostructures
the Kondo-type correlations are additionally confronted
with electron pairing. Depending on the gate voltage,
temperature and potential of the Coulomb repulsion the
QD ground state can vary from the (spinful) doublet
|σ〉 (where σ =↑, ↓) to the (spinless) BCS configuration
u |0〉−v |↑↓〉 [11]. Such quantum phase transitions (show-
ing qualitative influence of the induced on-dot pairing)
can be experimentally observed in a tunable way [12].
Interplay between the superconductivity and Kondo-
type correlations has been intensively explored experi-
mentally [1–5] and theoretically [13–16]. From a physical
point of view the most intriguing situation occurs, when
the Kondo and proximity effects eventually coexist, lead-
ing to a tiny (yet clearly pronounced) enhancement of the
zero-bias subgap conductance reported independently by
several groups [1, 3, 17, 18]. Similar zero-bias feature is
currently studied also for junctions made of s-wave su-
perconductor coupled to quantum wires with the strong
spin-orbit interactions (for instance InSb or InAs) where
the Majorana-type quasiparticles can appear [19].
In this paper we analyze the proximity induced pairing
and study its influence on the antiferromagnetic exchange
coupling (thereby on the Kondo temperature) using novel
method based on the continuous unitary transformation
(CUT). This technique is reminiscent of the renormaliza-
tion group treatments and has a virtue to go beyond the
perturbative scheme. Our study generalizes the famous
Schrieffer-Wolf transformation [20] by: i) considering the
superconducting bath of itinerant electrons and ii) con-
structing the non-perturbative procedure reliable for the
difficult case when the Kondo-type correlations compete
with the induced on-dot pairing. This issue could be pres-
ntly of a broad interest for the nanoscopic, solid state and
ultracold fermion atom communities.
In the following we: 1) introduce the microscopic
model of the proximized quantum impurity, 2) construct
the continuous canonical transformation expressing it
through a set of the flow equations, 3) investigate the
analytical (lowest order) solution, and 4) discuss the nu-
merical results based on the selfconsistent Runge-Kutta
algorithm. Our results reproduce the qualitative features
obtained by the subgap tunneling spectroscopy [1–5].
Proximity induced pairing – For studying a combined
effect of the electron pairing and the Coulomb repulsion
(which can induce the Kondo effect) we consider the An-
derson impurity Hamiltonian Hˆ =
∑
β Hˆβ+
∑
σ εddˆ
†
σ dˆσ+
Udnˆd↑nˆd↓ +
∑
k,σ,β
(
Vkβ dˆ
†
σ cˆkσβ + V
∗
kβ cˆ
†
kσ,βdˆσ
)
. It for-
mally describes the correlated quantum dot placed in be-
tween the normal metal (β=N) and the superconducting
(β = S) electrodes. As usually, dˆσ (dˆ
†
σ) denote the QD
annihilation (creation) operators, σ refers to spin ↑ or ↓
configurations, εd is the QD energy level, Ud describes
the repulsive Coulomb potential between the opposite
spin electrons and Vkβ is the hybridization of the QD
electrons with external reservoirs.
2We treat electrons of the metallic reservoir as the free
fermion gas HˆN =
∑
k,σ ξkN cˆ
†
kσN cˆkσN and describe the
superconducting electrode by the BCS Hamiltonian HˆS=∑
k,σ ξkS cˆ
†
kσS cˆkσS −
∑
k∆
(
cˆ†k↑S cˆ
†
−k↓S + cˆ−k↓S cˆk↑S
)
.
Energies of mobile electrons ξkβ=εkβ−µβ are measured
with respect to the chemical potentials µβ (which can
be detuned by voltage V applied across the junction).
In this work we focus on the equilibrium condition
µN = µS and the central task of our study is the
effective low energy physics in a subgap regime |ω| < ∆.
We shall assume the wide band limit approximation
|Vkβ | ≪ D (where −D ≤ εkβ ≤ D) and use the half-
bandwidth D as a convenient energy unit. For simplicity
we also impose the constant hybridization couplings
Γβ ≡ 2pi
∑
k |Vkβ |2δ(ω − ξkβ).
Deep in the subgap regime |ω| ≪ ∆ the electronic
states are affected by the superconducting reservoir
merely through the induced on-dot pairing gap ∆d. It
can be shown (more detailed arguments are provided in
section I of the supplementary material) that the strong
hybridization ΓS induces the pairing gap ∆d ≃ ΓS/2 [16].
Microscopic model of the proximized quantum dot can be
thus represented by the auxiliary Hamiltonian
Hˆ =
∑
kσ
ξkcˆ
†
kσ cˆkσ +
∑
σ
εddˆ
†
σ dˆσ −∆d
(
dˆ†↑dˆ
†
↓ + dˆ↓dˆ↑
)
+ Udnˆd↑nˆd↓ +
1√
N
∑
kσ
Vk
(
cˆ†kσdˆσ + dˆ
†
σ cˆkσ
)
. (1)
From now onwards we consider this Hamiltonian (1) try-
ing to determine the effective low energy physics in pres-
ence of correlations. Since we have to deal only with
the metallic reservoir we can abbreviate the notation by
skipping the subindex N in ξkN , VkN and cˆ
(†)
kσ,N .
Outline of the CUT method – We shall now construct
the unitary transformation simplifying the model Hamil-
tonian (1) to its equivalent easier form. Instead of single
step transformation we use the novel method introduced
by F. Wegner [21] and independently by K.G. Wilson
with S. G lazek [22]. The underlying idea is a continu-
ous transformation Hˆ(l) = Uˆ(l)HˆUˆ−1(l) which via se-
quence of infinitesimal steps l → l + δl transforms the
Hamiltonian to the required (diagonal, block-diagonal or
any other) structure. Such continuous transformation de-
pends on a specific choice of the operator Uˆ(l). The trans-
formed Hamiltonian obeys the flow equation dHˆ(l)
dl
=
dUˆ(l)
dl
HˆUˆ−1(l) + Uˆ(l)Hˆ dUˆ−1(l)
dl
, and due to the identity
Uˆ(l)Uˆ−1(l) = 1 implying dUˆ(l)
dl
Uˆ−1(l) = −Uˆ(l)dUˆ−1(l)
dl
, it
can be formally expressed as follows [21]
dHˆ(l)
dl
= [ηˆ(l), Hˆ(l)] (2)
with the generating operator ηˆ(l) ≡ dUˆ(l)
dl
Uˆ−1(l).
The differential flow equation (2) enforces scaling
(renormalization) of the model parameters (all quantities
become l-dependent). Initially mainly the large energy
states are transformed whereas the small energy sector
is rescaled later on [23]. This continuous scaling pro-
ceeds, however, in the full Hilbert space. We thus keep
information about all energy states and can study mu-
tual feedback effects between the large and small energy
sectors instead of integrating out ’the fast modes’ typical
for the RG methods.
The continuous transformation of Hˆ(l) is controlled via
equation (2) by the operator ηˆ(l). It has been shown by
Wegner [21] that for Hamiltonian Hˆ(l) = Hˆ0(l) + Vˆ (l) it
is convenient to choose
ηˆ(l) =
[
Hˆ0(l), Vˆ (l)
]
(3)
because (3) guarantees that Vˆ (l) vanishes in the asymp-
totic limit l →∞ . Of course, there are possible also al-
ternative options [23]. Our present study is based on the
scheme (3). We would like to remark that CUT method
has been already successfully applied to the single im-
purity Anderson model (in absence of the proximity in-
duced pairing) by S. Kehrein and A. Mielke [24], revisit-
ing the single step Schrieffer-Wolff (S-W) transformation
[20]. The authors have shown that the momentum de-
pendent spin-exchange coupling is free of any divergences
and close to Fermi surface becomes antiferromagnetic.
The flow equations – We shall formulate a continuous
extension of the S-W transformation for the Hamilto-
nian (1) using the choice (3) in order to eliminate the hy-
bridization term Vˆ (l) = 1√
N
∑
kσ Vk(l)
(
cˆ†kσdˆσ + dˆ
†
σ cˆkσ
)
.
During this process the paramters of Hˆ0(l) ≡ Hˆ(l)− Vˆ (l)
are renormalized and some additional terms become gen-
erated (see section II of the Supplementary material).
The generating operator (3) has antihermitean structure
ηˆ(l) = ηˆ0(l)− ηˆ†0(l), where
ηˆ0(l) =
∑
kσ
(
ηk(l) + η
(2)
k (l)dˆ
†
−σdˆ−σ
)
cˆ†kσdˆσ (4)
+
∑
kpσ
ηkp(l)cˆ
†
kσ cˆpσ +
∑
k
η
(1)
k (l)
(
cˆ†k↑dˆ
†
↓ − cˆ†k↓dˆ†↑
)
and l-dependent coefficients are given by ηk(l) =
1√
N
(ξk(l) − εd(l))Vk(l), ηkp(l) = 1N Vk(l)Vp(l), η
(1)
k (l) =
1√
N
∆d(l)Vk(l), η
(2)
k (l) = − 1√NU(l)Vk(l). Let us re-
mark that the standard S-W transformation eSˆHˆe−Sˆ
[20] can be reproduced with the operator Sˆ of the same
structure as (4) using ηk =
1√
N
Vk/ (ξk − εd), η(2)k =
1√
N
VkU/ [(εd − ξk) (εd + U − ξk)] and η(1)k = 0 = ηkp.
This fact indicates common roots of the single step and
continuous transformation for a given problem at hand.
Substituting (4) to the right h.s of the flow equa-
tion (2) we obtain some terms, which initially were ab-
sent in the model Hamiltonian (1). From these new
contributions we take here into account only the spin-
exchange interactions, essential for the Kondo physics
3(but this procedure can be easily extended on other in-
teractions). We update the initial Hamiltonian (1) by
Hexch(l) = −
∑
k,p Jkp(l)sˆd · Sˆkp with the boundary con-
straint Jkp(0) = 0. Spin operator of the QD is denoted
by sˆd and Sˆkp describes spins of mobile electrons of the
metallic lead. From the lengthy but straightforward alge-
bra (see the section II.b of the supplementary material)
we derive the following set of coupled flow equations
dεd(l)
dl
= − 2√
N
∑
k
ηk(l)Vk(l), (5)
dUd(l)
dl
= − 4√
N
∑
k
η
(2)
k (l)Vk(l), (6)
d∆d(l)
dl
=
2√
N
∑
k
η
(1)
k (l)Vk(l), (7)
dVk(l)
dl
= ηk(l) [εd(l)− ξk(l) + Ud(l)〈nˆd,σ〉] (8)
+
2√
N
∑
p
ηkp(l)Vp(l)− η(1)k (l)∆d(l)
+ η
(2)
k (l) [εd(l)− ξk(l) + Ud(l)] 〈nˆd,σ〉,
dJkp(l)
dl
= η
(2)
k (l)Vp(l) + η
(2)
p (l)Vk(l)
− (ξk − ξp)2Jkp(l). (9)
We skipped the derivative d
dl
ξk(l) because it vanishes in
the thermodynamic limit N →∞, implying ξk(l) = ξk.
Lowest order estimation – To gain some analytical (al-
though approximate) solution of the flow equations (5-9)
we use the lowest order iterative estimation, justified for
Vk << D. In the first step we estimate Vk(l) solving the
equation (8) upon neglecting l-dependence of all other
parameters. To simplify such analysis we restrict to the
half-filled quantum dot case ndσ = 0.5 (i.e. εd = −Ud/2).
Neglecting the cubic term ηkp(l)Vp(l) in (8) we obtain
Vk(l) = Vk exp [−fkl] , (10)
where fk ≡ (εd − ξk)2 +∆2d + (εd + Ud/2− ξk)Ud. This
expression (10) yields an exponential disappearance of
the hybridization coupling Vk(l). In the next step way
can estimate l-dependence of all other quantities. Since
we are particularly interested in the spin interactions we
provide explicit expression only for the exchange coupling
Jkp(l) =
−2UdVkVp
fk+fp−(ξk−ξp)2
[
1− e−(fk+fp)l
]
. (11)
Nearby the Fermi surface (when ξkF = 0 = ξpF ) the
exchange coupling (11) becomes negative (antiferromag-
netic), approaching the following asymptotic value
JkFpF (l→∞) =
−4Ud|VkF |2
U2d + (2∆d)
2 . (12)
Let us compare this result (12) to the value −4|VkF |2/Ud
obtained previously from the S-W [20] and the CUT
FIG. 1: (color online) Flow of the hybridization coupling Vk(l)
obtained for the initial values of the model (1) parameters:
εd/D = −0.2, Ud/D = 0.4, ∆d/D = 0.1 and Vk/D = 0.1.
study [24] for the half-filled Anderson impurity embed-
ded in a metallic medium. We notice that the proximity
induced on-dot pairing ∆d substantially weakens the ex-
change coupling.
Numerical solution – To check the validity of our ana-
lytical results we solved the flow equations (5-9) fully self-
consistently, implementing the numerical Runge-Kutta
algorithm. For the computations we discretized the en-
ergy band ξk/D = −1+2|k| by a mesh of 1000 equidistant
points k ∈ [−1, 1]. For the half-filled QD the Fermi level
ξkF = 0 corresponds to |k| = 0.5. We carried out the
calculations for small hybridization Vk = D/10 focusing
on the half-filled quantum dot case ndσ = 0.5. All l-
dependent quantities were determined from the following
iterative scheme x(l+ δl) ≃ x(l) + x′(l)δl with derivative
x′(l) taken from the flow equations (5-9). We changed
the increment δl, depending on a magnitude the continu-
ous parameter l. At initial steps of the transformation we
used δl = 0.01 (for 0 ≤ l < 1) and gradually increased it
for higher values of l (these values are expressed in units
D−2). We continued the numerical procedure calculat-
ing all l-dependent quantities up to l = 100, when Vk(l)
decreased more than 6 orders from its initial value.
Figure 1 shows variation of the hybridization coupling
Vk(l) with respect to the flow parameter l. We clearly see
that it vanishes, roughly obeying the exponential relation
(10). Hybridization of the electronic states distant from
the Fermi level are transformed pretty fast, whereas the
states closer nearby the Fermi momentum kF = ±0.5 are
eliminated later on. This procedure resembles integrating
out the fast and slow energy modes by the numerical
renormalization group methods.
Exponential decrease of Vk(l) is accompanied by on-
going renormalization of the QD energy εd(l), Coulomb
interaction Ud(l) and the pairing gap ∆d(l). Since we
assumed the hybridization to be small therefore these
renormalizations proved to be rather marginal (figure 2).
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FIG. 2: (color online) Variation of the quantum dot energy
εd(l), Coulomb repulsion Ud(l), and the on-dot pairing ∆d(l)
with respect to l for the same set of parameters as in fig. 1.
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FIG. 3: (color online) The spin exchange coupling Jkp(l) ob-
tained for the same set of parameters as in figure 2. For
illustration we choose k= p, when the exchange coupling is
negative (otherwise Jk6=p(l) changes the sign for momenta dis-
tant from the Fermi surface).
The most important physical result is the induced
spin-exchange coupling Jkp(l). Figure 3 illustrates its
l-dependence obtained for k = p. We can notice the
negative (antiferromagnetic) coupling which is strongly
enhanced nearby the Fermi surface, in agreement with
(11). We repeated the selfconsistent numerical calcula-
tions for a number of ∆d values. The effective (asymp-
totic limit) value JkFpF (l = ∞) is shown by points in
figure 4. For comparison we also plot the analytical
value (solid line). The analytical formula (12) overes-
timates JkFpF (l = ∞) by a few percent. Summariz-
ing, we conclude that the induced on-dot pairing has
a detrimental influence on the antiferromagnetic cou-
pling. To get some insight into the Kondo temperature
TK we estimate its value from the Bethe-ansatz formula
[25] kBTK =
2
pi
D exp {−φ [2ρ(εF)JkFpF (l=∞)]}, where
ρ(εF ) is the density of states at the Fermi level and
φ(y) ≃ |y|−1 − 0.5 ln |y|. The obtained Kondo temper-
ature is plotted by dashed line in figure 4. We notice
 0
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FIG. 4: The asymptotic limit l→∞ value of the effective ex-
change coupling JkF kF as a function of the on-dot energy gap
∆d obtained for the symmetric Anderson impurity with the
following (initial) parameters: Vk/D = 0.1, εd/D = −0.2 and
U = −2εd. The results based on the lowest order estimation
(12) (solid line) nearly coincide with the fully selfconsistent
numerical solution (points). The dashed curve shows the cor-
responding Kondo temperature kBTK .
that TK is strongly suppressed by the on-dot pairing ∆d,
reproducing qualitatively the experimental results [2].
Summary and outlook – We have investigated the cor-
related quantum dot coupled between the superconduct-
ing and metallic reservoirs. Using the continuous unitary
transformation we have determined the effective spin-
exchange coupling between the QD and metallic elec-
trons. At the Fermi level such interactions have anti-
ferromagnetic character which is necessary for inducing
the Kondo effect. Our approximate analytical formula
(12) and the fully selfconsistent numerical solution of the
flow equations show that the on-dot pairing ∆d substan-
tially weakens such antiferromagnetic exchange coupling.
In consequence, the Kondo temperature is strongly sup-
pressed by the induced on-dot pairing. This behavior
has been indeed observed experimentally (where effective
pairing gap was modified by the magnetic field) [2].
Further extension of the present study could be worth-
while for the nonequilibrium situation µN 6= µS . To
calculate the charge current (of the Andreev and other
channels) one can adopt the scheme formulated for the
QD coupled between both metallic leads [26]. Besides
considering the many-body phenomena under nonequi-
librium conditions [27] it could be also interesting to ex-
tend the present study to multiterminal configurations
with the superconducting electrodes, where electrons re-
leased from the Cooper pairs preserve entanglement.
We acknowledge discussions with R. Aguado, J. Bauer,
V. Janiˇs, S. Kehrein, T. Novotny´, and K.I. Wysokin´ski.
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I. HAMILTONIAN OF PROXIMIZED QD
For microscopic description of the N-QD-S heterojunc-
tion we can use the Anderson-type Hamiltonian
Hˆ =
∑
β
Hˆβ +
∑
σ
ǫddˆ
†
σdˆσ + Ud nˆd↑nˆd↓ (1)
+
∑
k,σ
∑
β
(
Vkβ dˆ
†
σ cˆkσβ + V
∗
kβ cˆ
†
kσβ dˆσ
)
,
where the subindex β refers either to the normal metal
(N) or the superconducting (S) electrode. Reservoirs
of such itinerant electrons can be represented corre-
spondingly by the Hamiltonian of a free Fermi gas
HˆN =
∑
k,σ ξkN cˆ
†
kσN cˆkσN and the usual BCS form HˆS=∑
k,σ ξkS cˆ
†
kσS cˆkσS−
∑
k∆
(
cˆ†k↑S cˆ
†
−k↓S + cˆ−k↓S cˆk↑S
)
.
The qualitative features originating from the proxim-
ity effect can be deduced by studying the single parti-
cle Green’s function Gd(τ, τ
′) = 〈〈Ψˆd(τ); Ψˆ†d(τ ′)〉〉 in the
Nambu spinor representation Ψˆ†d = (dˆ
†
↑, dˆ↓), Ψˆd = (Ψˆ
†
d)
†.
In absence of an external voltage the Green’s function
Gd(τ, τ
′) depends only on time difference τ−τ ′ and its
Fourier transform obeys
[Gd(ω)]
−1
=
(
ω−εd 0
0 ω+εd
)
−Σ0d(ω)−ΣUd (ω). (2)
The first contribution Σ0d takes into account the hy-
bridization effects (of an uncorrelated quantum impurity)
whereas the second partΣUd describes the corrections due
to the Coulomb repulsion Ud.
The hybridization part Σ0d(ω) is known exactly. Its
explicit form for the wide-band limit is found as [1]
Σ
0
d(ω) = −
ΓN
2
(
i 0
0 i
)
(3)
− ΓS
2
(
1 ∆
ω
∆
ω
1
)
×
{
ω√
∆2−ω2 for |ω| < ∆,
i |ω|√
ω2−∆2 for |ω| > ∆.
Roughly speaking, the selfenergy Σ0d(ω) is responsible
for: a) the induced on-dot pairing (due to off-diagonal
terms which are proportional to ΓS) and b) the finite
life-time effects (i.e. broadening of the QD states). The
latter effect depends either on both couplings Γβ=N,S (for
energies |ω| ≥ ∆) or solely on ΓN (in a subgap regime
|ω| < ∆). Figure 1 illustrates the typical spectral func-
tion ρd(ω) = −π−1ImGd(ω + i0+) obtained for the un-
correlated (Ud=0) quantum dot.
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FIG. 1: Spectral function ρd(ω) of the uncorrelated quantum
dot obtained for εd/ΓS = −1 assuming a strong asymmetry
of the hybridization ΓN/ΓS = 10
−3. We can notice that the
in-gap (Andreev) quasiparticles emerge from the singularities
±∆ (dashed lines) and gradually evolve to ±
√
ε2d + (ΓS/2)
2.
For arbitrary parameters they appear symmetrically around
the Fermi level (chosen here as ω = 0).
In a subgap regime |ω| < ∆ the single particle Green’s
function of the uncorrelated quantum dot has the BCS-
type structure
Gd(ω) =
(
ω˜ + εd + iΓN/2 Γ˜s/2
Γ˜s/2 ω˜ − εd + iΓN/2
)−1
(4)
with ω˜ = ω+ ΓS2
ω√
∆2−ω2 and Γ˜s = ΓS
∆√
∆2−ω2 . The sub-
gap spectrum is thus characterized by two quasiparticle
peaks, widely known in the literature as the Andreev [1]
or Shiba-Rusinov [2] states. Let us emphasize that they
originate from the induced on-dot pairing.
For infinitesimally small coupling ΓN the in-gap spec-
trum consists of the Dirac-deltas (corresponding to the
long-lived quasiparticles). Otherwise the Andreev states
acquire some finite broadening, roughly controlled by the
hybridization ΓN . The quasiparticle energies EA,± of the
uncorrelated quantum dot can be determined from the
following relation [3]
EA,± +
(ΓS/2)EA,±√
∆2 − E2A,±
= ±
√
ε2d +
(ΓS/2)2∆2
∆2 − E2A,±
. (5)
In figure 2 we plot these quasiparticle energies EA,± ver-
sus the superconducting gap ∆ for εd/ΓS = −1, Ud=0,
ΓN ≪ ΓS . In the limit ∆ ≪ ΓS the Andreev states are
located close-by the gap edge singularities EA,± ≃ ±∆.
In the other extreme limit ∆ ≫ ΓS they asymptoti-
cally approach EA,± ≃ ±
√
εd + (ΓS/2)
2
. In the latter
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FIG. 2: Energies EA,± of the subgap (Andreev) quasiparticles
for the same set of parameters as in figure 1.
case (known as the superconducting atomic limit) the hy-
bridization selfenergy (3) simplifies to the static value
Σ
0
d(ω) = −
1
2
(
iΓN ΓS
ΓS iΓN
)
. (6)
One can hence replace the initial Hamiltonian (1) by its
equivalent version
Hˆ =
∑
σ
ǫddˆ
†
σ dˆσ + Ud nˆd↑nˆd↓ −
(
∆ddˆ
†
↑dˆ
†
↓ + h.c.
)
+ HˆN +
∑
k,σ
(
VkN dˆ
†
σ cˆkσN + V
∗
kN cˆ
†
kσN dˆσ
)
, (7)
where a role of the superconducting electrode is played
by the induced on-dot gap ∆d = ΓS/2.
II. CONTINUOUS S-W TRANSFORMATION
In this section we present some details on the contin-
uous Schrieffer-Wolf transformation Hˆ(l) = Uˆ(l)HˆUˆ†(l)
for the Hamiltonian (7). Here and in the main text of the
paper we abbreviate the notation skipping the subindex
N in VkN and ξkN . We are going to construct such
unitary transformation Uˆ(l) eliminating the hybridiza-
tion term Vˆ (l) =
∑
k,σ
(
Vk(l) dˆ
†
σ cˆkσ + V
∗
k (l)cˆ
†
kσdˆσ
)
in
the asymptotic limit liml→∞ Vk(l) = 0.
A. The generating operator
To derive the effective Hamiltonian Hˆ(l →∞) we fol-
low strictly the method introduced by Wegner [5]. Evolu-
tion of the Hamiltonian has to be derived from the formal
differential equation
dHˆ(l)
dl
= [ηˆ(l), Hˆ(l)], (8)
where the generating operator is defined by ηˆ(l) ≡
dUˆ(l)
dl
Uˆ−1(l). According to Ref. [5] one possible way for
choosing ηˆ(l) is
ηˆ(l) =
[
Hˆ(l), Vˆ (l)
]
(9)
although also other alternative options are available [6].
For the considered Hamiltonian (7) the canonical opera-
tor ηˆ(l) has the explicit form
ηˆ(l) =
∑
kσ
(
ηk(l)cˆ
†
kσdˆσ − h.c.
)
+
∑
kpσ
(
ηkp(l)cˆ
†
kσ cˆpσ − h.c.
)
+
∑
k
(
η
(1)
k (l)
(
cˆ†k↑dˆ
†
↓ − cˆ†k↓dˆ†↑
)
− h.c.
)
+
∑
kσ
η
(2)
k (l)
(
cˆ†kσdˆ
†
−σ dˆ−σ dˆσ − h.c.
)
(10)
with the following l-dependent coefficients ηk(l) =
1√
N
(ξk(l) − εd(l))Vk(l), ηkp(l) = 1N Vk(l)Vp(l), η
(1)
k (l) =
1√
N
∆d(l)Vk(l) and η
(2)
k (l) = − 1√NU(l)Vk(l). Previous
studies [4] of the usual Anderson impurity Hamiltonian
(i.e. ∆d = 0) have been done using the same generating
operator (10) without the coefficient η
(1)
k (l).
B. Derivation of the flow equations
Substituting (10) to the flow equation (8) for the model
Hamiltonian (7) one obtains
[
ηˆ(l), Hˆ(l)
]
=
1√
N
∑
kpσ
η
(2)
k (l)Vp(l)
(
cˆ†kσdˆ
†
−σ dˆ−σ cˆpσ − cˆ†kσdˆ†−σ dˆσ cˆp−σ + cˆ†pσdˆ†−σ dˆ−σ cˆkσ − cˆ†p−σdˆ†σ dˆ−σ cˆkσ
)
+
∑
kpσ
[
1√
N
ηk(l)Vp(l) + ηkp(ξp(l)− ξk(l))
] (
cˆ†kσ cˆpσ + cˆ
†
pσ cˆkσ
)
− 2√
N
∑
kσ
ηk(l)Vk(l)dˆ
†
σ dˆσ
− 2√
N
∑
k
η
(1)
k (l)Vk(l)
(
dˆ†↑dˆ
†
↓ + dˆ↓dˆ↑
)
− 2√
N
∑
kσ
η
(2)
k (l)Vk(l)dˆ
†
σ dˆ
†
−σ dˆ−σ dˆσ
3+
∑
kσ
{
ηk(l) [εd(l)− ξk(l)] + 2√
N
∑
p
ηkp(l)Vp(l)− η(1)k (l)∆d(l)
}(
cˆ†kσ dˆσ + dˆ
†
σ cˆkσ
)
+
∑
k
{
η
(1)
k (l)Ud(l)− η(2)k (l)∆d(l)
}[(
dˆ†↑dˆ↑dˆ
†
↓cˆ
†
k↑ − dˆ†↑cˆ†k↓dˆ†↓dˆ↓
)
+ h.c.
]
+
∑
kσ
{
ηk(l)Ud(l) + η
(2)
k (l) [εd(l)− ξk(l) + Ud(l)]
}(
cˆ†kσ dˆσ dˆ
†
−σ dˆ−σ + h.c.
)
− 1√
N
∑
kp
η
(1)
k (l)Vp(l)
[(
cˆ†k↑cˆ
†
p↓ + cˆ
†
p↑cˆ
†
k↓
)
+ h.c.
]
− 1√
N
∑
kpσ
η
(2)
k (l)Vp(l)
(
cˆ†kσ cˆ
†
p−σdˆ−σ dˆσ + h.c.
)
−
∑
k
{
ηk(l)∆d(l) + η
(1)
k (l) [ξk(l) + εd(l)] + η
(2)
k (l)∆d(l)
}[(
cˆ†k↑dˆ
†
↓ + dˆ
†
↑cˆ
†
k↓
)
+ h.c.
]
. (11)
On the right hand side of (11) we can notice several terms, which were initially absent in the model Hamiltonian (7).
Some of them could be eliminated by a suitable modification of the generating operator ηˆ as it has been done for the
usual Anderson model [4]. In the present study, however, we assume that the hybridization Vk is much smaller than
all other parameters. This assumption allows us to simplify (11) using the linearizations
[
ηˆ(l), Hˆ(l)
]
≈ 1√
N
∑
kp
η
(2)
k (l)Vp(l)
(
cˆ†k↑dˆ
†
↓dˆ↓cˆp↑ − cˆ†k↓dˆ†↑dˆ↓cˆp↑ + cˆ†p↑dˆ†↓dˆ↓cˆk↑ − cˆ†p↓dˆ†↑dˆ↓cˆk↑
)
− 2√
N
∑
k
η
(1)
k (l)Vk(l)
(
dˆ†↑dˆ
†
↓ + dˆ↓dˆ↑
)
− 2√
N
∑
kσ
η
(2)
k (l)Vk(l)dˆ
†
σ dˆ
†
−σ dˆ−σ dˆσ
+
∑
kσ
{
ηk(l) [εd(l)− ξk(l) + Ud(l)〈nˆd,−σ〉] + 2√
N
∑
p
ηkp(l)Vp(l)− η(1)k (l)∆d(l)
+ η
(2)
k (l) [εd(l)− ξk(l) + Ud(l)] 〈nˆd,−σ〉
}(
cˆ†kσdˆσ + dˆ
†
σ cˆkσ
)
+ Oˆ(l) (12)
with the expectation value 〈nˆd,σ〉 = 〈dˆ†σ dˆσ〉 and the higher order term Oˆ(l) defined as
Oˆ(l) = −
∑
k
{
ηk(l)∆d(l) + η
(1)
k (l) [ξk(l) + εd(l) + Ud〈nˆd,↑〉] + η(2)k (l)∆d(l)(1− 〈nˆd,↑〉)
}(
cˆ†k↑dˆ
†
↓ + dˆ↓cˆk↑
)
−
∑
k
{
ηk(l)∆d(l) + η
(1)
k (l) [ξk(l) + εd(l) + Ud〈nˆd,↓〉] + η(2)k (l)∆d(l)(1− 〈nˆd,↓〉)
}(
dˆ†↑cˆ
†
k↓ + cˆk↓dˆ↑
)
− 1√
N
∑
kp
η
(1)
k (l)Vp(l)
[(
cˆ†k↑cˆ
†
p↓ + cˆ
†
p↑cˆ
†
k↓
)
+ h.c.
]
− 1√
N
∑
kpσ
η
(2)
k (l)Vp(l)
(
cˆ†kσ cˆ
†
p−σdˆ−σ dˆσ + h.c.
)
. (13)
We next update the initial Hamiltonian (7) by the spin-
exchange interaction −∑k,p Jkp(l)sˆd · Sˆkp imposing the
initial condition Jkp(0) = 0. Neglecting the term (13) we
finally obtain the set of coupled differential equations
dεd(l)
dl
= − 2√
N
∑
k
ηk(l)Vk(l)
dUd(l)
dl
= − 4√
N
∑
k
η
(2)
k (l)Vk(l)
d∆d(l)
dl
=
2√
N
∑
k
η
(1)
k
(l)Vk(l)
dVk(l)
dl
= ηk(l) [εd(l)− ξk(l) + Ud(l)〈nˆd,−σ〉]
− η(1)k (l)∆d(l) +
2√
N
∑
p
ηkp(l)Vp(l)
+ η
(2)
k (l) [εd(l)− ξk(l) + Ud(l)] 〈nˆd,−σ〉
dJkp(l)
dl
= η
(2)
k (l)Vp(l) + η
(2)
p (l)Vk(l)
− (ξk − ξp)2Jkp(l) (14)
The spin exchange coupling Jkp(l) appearing in the flow
equation (14) can be treated within the lowest order an-
alytical estimation. In the asymptotic limit l → ∞ it
evolves to
Jkp(∞) = −2UdVkVp
{
(εd−ξk)2 + (εd−ξp)2
+ ∆2d−(ξk+ξp)Ud−(ξk−ξp)2
}−1
. (15)
4FIG. 3: The inter-species pairing potential gσk(l) obtained nu-
merically for the half-filled quantum dot using the same set
of model parameters as in the main text.
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FIG. 4: The asymptotic value gσk(∞) of the potential dis-
played in figure 3.
For the half-filled quantum dot (εd = −Ud/2) its value
near the Fermi surface becomes negative
JkFpF (l →∞) =
−4Ud|VkF |2
U2d + (2∆d)
2 (16)
and this fact is crucial for the Kondo effect.
C. Inter-species pairing
Besides the induced spin exchange interaction there
can appear also other kinds of interactions. To give
an example how such interactions can be studied in a
systematic way we shall discuss here the exotic inter-
species coupling specific for the proximized quantum dot
(7). To take it into account we introduce the following
l-dependent Hamiltonian
Hˆ(l) =
∑
kσ
ξk(l)cˆ
†
kσ cˆkσ +
∑
σ
εd(l)dˆ
†
σ dˆσ + Ud(l)nˆd,↑nˆd,↓
−
(
∆d(l)dˆ
†
↑dˆ
†
↓ + h.c.
)
−
∑
k,p
Jkp(l)sˆd · Sˆkp
−
∑
k
[(
g↑k(l)cˆ
†
k↑dˆ
†
↓ + g
↓
k(l)dˆ
†
↑cˆ
†
k↓
)
+ h.c.
]
+
∑
kσ
(
Vk(l)cˆ
†
kσ dˆσ + h.c.
)
(17)
with the initial condition gσ(0) = 0. Repeating the same
procedure as discussed in the previous section we obtain
the additional flow equation for inter-species coupling
dgσk(l)
dl
= [Ud(l) (2〈nˆd,σ〉 − 1) + 2ξk]∆d(l)Vk(l). (18)
For the half-filled quantum dot 〈nˆd,σ〉 = 12 this equation
(18) simplifies to
dgσk(l)
dl
= 2ξk∆d(l)Vk(l). (19)
Figure (3) shows the coupling gσk(l) obtained numerically
for the half-filled quantum dot. The next plot (4) illus-
trates the effective (asymptotic) value gσk(∞). We clearly
notice that the inter-species pairing gσk changes the sign
around kF . This property indicates the resonant charac-
ter of such exotic interactions.
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