To exploit the sparsity of the considered system, the diffusion proportionate-type least mean square (PtLMS) algorithms assign different gains to each tap in the convergence stage while the diffusion sparsity-constrained LMS (ScLMS) algorithms pull the components towards zeros in the steady-state stage. In this paper, by minimizing a differentiable cost function that utilizes the Riemannian distance between the updated and previous weight vectors as well as the L 0 norm of the weighted updated weight vector, we propose a diffusion L 0 -norm constraint improved proportionate LMS (L 0 -IPLMS) algorithm, which combines the benefits of the diffusion PtLMS and diffusion ScLMS algorithms and performs the best performance among them. Simulations in a system identification context confirm the improvement of the proposed algorithm.
Introduction
To estimate some parameters of interest from the data collected at nodes distributed over a geographic region, the distributed estimation was introduced [1] [2] [3] [4] [5] . In the distributed estimation, every node in the network communicates with a subset of the nodes, and the estimation is performed at each node in the network. Several strategies have been proposed for sequential data processing over networks, including the consensus [3] , incremental [1] , and diffusion [4] strategies.
The diffusion strategy is particularly attractive due to its enhanced adaptation performance and wide stability range [5] .
It uses the subset of neighbours to communicate, and therefore requires low computational complexity and owns stable behaviour in real-time adaptation. The diffusion least mean square (LMS) algorithm was first proposed in [2] . In [4] , a general form of diffusion LMS algorithms was presented in which the adapt-then-combine (ATC) and combine-then-adapt (CTA) versions of diffusion LMS algorithms were formulated.
In many situations, the parameter of interest is sparse, which means that it has only a few relatively large components and the other components are negligible. To exploit information on sparsity, two classes of diffusion algorithms have  The authors are with the School of Electrical Engineering, Southwest Jiaotong University, Chengdu, 610031, China. E-mail addresses: bk20095185@my.swjtu.edu.cn (Z. Zheng), liuzg_cd@126.com (Z. Liu).
been presented: diffusion sparsity-constrained LMS (ScLMS) [6, 7] and diffusion proportionate-type LMS (PtLMS) [8, 9] algorithms. In the diffusion PtLMS algorithms, each coefficient of the filter is updated independently by adjusting the gain in proportion to the magnitude of the estimated filter coefficient. In this way, the larger coefficient receives larger increment, thus increasing the convergence rate of that coefficient. The diffusion ScLMS algorithms are derived by adding the sparsity constraints to the cost function. This technique is equivalent to adding a zero-attracting term in the iteration of the LMS-based algorithm, which accelerates the convergence rates of the zero or near-zero components.
To enhance the detection of sparsity in the underlying system model, we propose a diffusion L 0 -norm constraint 
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with length L, which are related via the following linear model According to [10] , an efficient adaptive algorithm must be conservative (avoid radical changes of estimate from one iteration to the next) and corrective (decrease the difference between the measurement and output). Toward this end, we consider the following cost function:
, 2 To exploit the sparsity of the impulse response, we usually set
there are several choices in [11, 12] . Among these, the following equation is one of the most attractive choices because of its robustness to impulse responses with different sparseness degrees [12] , , 1 , 0
where 11     and  is a small positive constant to avoid division by zero.
Since the L 0 norm minimization is a Non-Polynomial (NP) hard problem, a continuous function is usually used to approximate the L 0 norm [13]   , 1
Taking into consideration the discussion above, the cost function can be rewritten as
Taking the derivative of (7) 
where , , , 
where we added the step size  to control the convergence of the algorithm, and
The diffusion algorithm performs the estimation with two steps: adaptation and combination. According to the order of these two steps, the diffusion algorithm is classified into the combine-then-adapt (CTA) and combine-then-adapt (CTA) diffusion algorithms [4] . We adopt the ATC diffusion algorithm which achieves lower steady-state error than the CTA diffusion algorithm [4] . The diffusion L 0 -IPLMS algorithm can be described as , , The simulation results are obtained by ensemble averaging over 100 trials. In the following simulations, we set 0.01
  [12] , and 5   [13] . way that all algorithms have the same initial convergence rate, and the parameter ρ is set according to [13] . Compared with the diffusion LMS algorithm, the diffusion L 0 -LMS and diffusion IPLMS algorithms obtain better performance in In Fig. 4 , we test the performance of the diffusion L 0 -IPLMS algorithm for systems with different sparsity ratios. As can be seen, the diffusion L 0 -IPLMS algorithm outperforms the diffusion L 0 -LMS and diffusion IPLMS algorithms for both sparse and non-sparse systems. 
Conclusions
To exploit the sparsity of the considered system, the diffusion proportionate-type least mean square (PtLMS) algorithms assign different gains to each tap in the convergence stage while the diffusion sparsity-constrained LMS 
