Abstract: Post-translational chromatin modifications are an important regulatory mechanism in light signalling and circadian clock function. The regulation of diurnal transcript level changes requires fine-tuning of the expression of generally active genes depending on the prevailing environmental conditions. We investigated the association of histone modifications H3K4me3, H3K9ac, H3K9me2, H3S10p, H3K27ac, H3K27me3 and H3S28p with diurnal changes in transcript expression using chromatin immunoprecipitations followed by sequencing (ChIP-Seq) in fully expanded leaves 6 of Arabidopsis thaliana grown in short-day optimal and water-deficit conditions. We identified a differential H3K9ac, H3K27ac and H3S28p signature between end-of-day and end-of-night that is correlated with changes in diurnal transcript levels. Genes with this signature have particular over-represented promoter elements and encode proteins that are significantly enriched for transcription factors, circadian clock and starch catabolic process. Additional activating modifications were prevalent in optimally watered (H3S10p) and in waterdeficit (H3K4me3) plants. The data suggest a mechanism for diurnal transcript level regulation in which reduced binding of repressive transcription factors facilitates activating H3K9ac, H3K27ac and H3S28p chromatin modifications. The presence of activating chromatin modification patterns on genes only at times of the day when their expression is required can explain why some genes are differentially inducible during the diurnal cycle. 
INTRODUCTION
Gene expression in eukaryotes is regulated at different levels, including chromatin organization that modulates the accessibility of DNA to transcriptional regulatory proteins such as transcription activators and repressors (Kouzarides 2007; Pfluger & Wagner 2007) . Chromatin activity and function are determined by various modifications, including DNA methylation, histone modifications, as well as exchange of histone variants (Pfluger & Wagner 2007; Barneche et al. 2014; Seo & Mas 2014; Shu et al. 2014) . Histones H2A, H2B, H3 and H4 are posttranslationally modified mainly in their amino-terminal sequences and H2A also in its carboxy-terminal sequence by acetylation, phosphorylation, methylation, sumoylation or ubiquitylation. These modifications can either directly modulate chromatin compaction and accessibility or change the interaction with other proteins (Kouzarides 2007; Ruthenburg et al. 2007) . Establishment and maintenance of histone modifications in plants are related but not identical to those in fungi or animals (Pfluger & Wagner 2007; Zhou 2009; Liu et al. 2010) . Acetylation of histone amino-terminal tails facilitates transcriptional activation either by neutralizing the lysine positive charge and thereby relaxing the chromatin structure, or by forming a binding site for bromodomain-containing proteins (Barneche et al. 2014; Lee et al. 2010) . Histone H3 acetylation and deacetylation were implicated in the regulation of lightresponsive genes (Chua et al. 2003; Bertrand et al. 2005; Benhamed et al. 2006; Charron et al. 2009 ) and have therefore been proposed as a switch between permissive and repressive states of chromatin for gene expression (Shahbazian & Grunstein 2007) . Histone methylation can have both activating and repressive functions in gene expression and the distinct mono-methylation, di-methylation or tri-methylation modifications often have different biological roles (Zhou 2009; Liu et al. 2010) . For example, histone H3K4 methylation activates transcription by recruitment of chromatin modifying proteins, while histone H3K27 methylation represses transcription by promoting a compact chromatin structure (Bernstein et al. 2006) . In Arabidopsis, histone lysine methylation occurs mainly at K4, K9, K27 and K36 of histone H3. Histone H3K9 is predominantly mono-methylated or di-methylated, and together with H3K27 tri-methylation, these methylations are associated with silenced regions, whereas H3K4 and H3K36 methylation are associated with active genes (Berger 2007; Liu et al. 2010) . In yeast and mammals, histone phosphorylation occurs in response to DNA damage and during meiotic and mitotic chromatin remodelling. Histone H3 phosphorylation also controls H3 acetylation and methylation and was therefore implicated in the regulation of gene expression (Rossetto et al. 2012) . Plant histones are phosphorylated at multiple sites as well, including H3S10 and H3S28, which correlates with chromosome segregation and metaphase/anaphase transitions (Kurihara et al. 2006; Houben et al. 2007; Bigeard et al. 2014) . In addition, histone H3 phosphorylation in differentiated mesophyll cells is mostly associated with rRNA genes (Granot et al. 2009 ). However, phosphorylation of histone H3 has so far not been implicated in regulating transcription in plants.
Histone modifications have been proposed to constitute a code that determines the transcription state of a gene, but the temporal order and enzymatic mechanism by which they are established can also affect the level of transcriptional activity (Karlić et al. 2010; Lee et al. 2010) . For example, interactions have been reported between phosphorylation at H3S10 and methylation at H3K9 or acetylation at H3K9 and H3K14 (Demidov et al. 2009; Fry et al. 2004; Li et al. 2005) , or between phosphorylation at H3S28 and acetylation at H3K27 (Lau & Cheung 2011) .
In plants, light-regulated gene expression has been investigated mainly in the context of light signalling and the transition to photomorphogenesis (Barneche et al. 2014) . Light signals are integrated by transcription factors that bind to light-responsive elements (LREs) in the promoter regions of genes, but transcriptional regulation also depends on changes in histone modifications. These play an important role in light-driven processes and light signalling, for transient adaptations to changing light conditions, and to control circadian gene expression (Barneche et al. 2014; Bertrand et al. 2005; Chua et al. 2003; Li et al. 2012; Schroeder et al. 2002; Seo & Mas 2014; Van Zanten et al. 2012) . The rhythmic expression of several circadian clock genes including LHY, CCA1, TOC1, PRR9, PRR7 and LUX correlates with oscillating acetylation at H3K9, H3K14 and H3K56, as well as tri-methylation at H3K4 (Perales & Más 2007; Farinas & Mas 2011; Hemmes et al. 2012; Malapeira et al. 2012; Song & Noh 2012) . Histone acetylation and tri-methylation at H3K4 seem to be active marks that promote the rhythmic activation of clock genes, and thus, the precise temporal and combinatorial accumulation of histone modifications may regulate the shape of the circadian waveforms of core clock gene transcription (Malapeira et al. 2012; Seo & Mas 2014) . The circadian clock is functionally connected to light signalling because light entrains the clock, and the clock modulates the expression of many light-regulated genes. It was therefore not unexpected that the control of many light-driven and circadian-driven processes such as growth, flowering and metabolism also involves chromatin-based mechanisms (Barneche et al. 2014 ).
We previously reported that transcript levels in Arabidopsis leaf 6 strongly oscillate between the end of the day (EOD) and end of the night (EON) (Baerenfaller et al. 2012) . These diurnal transcript level changes were dependent on the growth stage and experimental conditions because fewer transcripts fluctuated in fully expanded leaves compared with earlier development stages and also in water deficit compared with optimal water conditions (Baerenfaller et al. 2012) . We therefore hypothesized that temporal changes in chromatin modifications and between experimental conditions could cause differences in diurnal transcript level fluctuations. To test this hypothesis, we performed a chromatin immunoprecipitation (ChIP) experiment using antibodies against seven different histone H3 modifications. We now show that diurnal transcript oscillations correlate with previously undetected diurnal changes in H3K9 and H3K27 acetylation and H3S28 phosphorylation. Genes marked by these modifications encode core clock and other proteins. We therefore argue that their diurnal transcript level changes depend on the dynamic reversible acetylation and phosphorylation of their corresponding genomic regions, while their general active state is controlled by a more static activating H3K4 tri-methylation and the absence of repressive H3K9 di-methylation and H3K27 tri-methylation.
MATERIALS AND METHODS

Plant material and growth conditions
Arabidopsis thaliana accession Col-4 (N933) plants were grown in a growth chamber equipped with the PHENOPSIS automaton (Granier et al. 2006) as described previously (Baerenfaller et al. 2012) . For the optimal water condition experiment, the soil water content was adjusted to 0.40 g water g À1 dry soil, and for the water deficit experiment, plants were grown in mild water deficit conditions with soil water content adjusted to 0.24 g water g À1 dry soil. Leaves 6 at fully expanded stage were harvested during the last hour before the light is on and before the light is off, and each sample was prepared by bulking material from numerous plants. The frozen plant material was sent to the MPI in Golm, where it was ground and aliquoted using a cryogenic grinder (German Patent No. 08146.0025U1).
Chromatin immunoprecipitation-quantitative PCR and chromatin immunoprecipitation-sequencing
Native ChIP was performed as described (Shu et al. 2014 ) with minor modifications. One hundred milligrams of cryogenic grinded plant material was treated in 8 mL of nuclei extraction buffer (1.0 M hexylene glycol, 20 mM PIPES-KOH pH 7.6, 10 mM MgCl 2 , 0.1 mM EGTA, 20 mM sodium butyrate, 60 mM KCl, 0.5% Triton 100, 5 mM β-mercaptoethanol, supplemented with complete EDTA-free protease inhibitor cocktail and PhosSTOP phosphatase inhibitor cocktail (Roche, Basel, Switzerland)) for 15 min at 4°C on a slow rocker. The homogenate was filtered through 50 μm CellTrics nylon-mesh filters (Partec, Georlitz, Germany), and a nuclei pellet was collected by centrifugation for 10 min at 1500 × g at 4°C.
Isolated nuclei were washed once in MNase buffer (50 mM tration to 150 mM. The majority of the chromatin was of mononucleosome size (data not shown). The Triton-X 100 concentration in the mononucleosomal chromatin was adjusted to 0.1% followed by pre-clearing using non-immune rabbit IgG and 100 μL Dynabeads Protein A (Invitrogen, Carlsbad, CA, USA). Fifty microliters of pre-cleared mononucleosomal chromatin were kept as input control, and 100 μL were used for each immunoprecipitation with respective antibodies (Table S1 ). Antibody-recognized chromatin was collected with Dynabeads Protein A (Invitrogen). After washing, beads were resuspended in TE buffer (10 mM Tris-HCl, pH 7.5, 1 mM EDTA), and DNA was extracted using phenol-chloroform extraction and ethanol/salt precipitation. ChIP was performed in biological duplicates. DNAwas amplified using the Ovation Ultralow IL Multiplex Kit (NuGEN, San Carlos, CA, USA) according to manufacturer's instructions with 15 amplification cycles. Amplification fidelity was confirmed by quantitative PCR using DNA samples before and after amplification for five selected genomic loci (data not shown). Sequencing of stranded, paired-end 100 bp reads was carried out on an Illumina HiSeq 2000 platform using v3 chemistry (Illumina, San Diego, CA, USA).
Sequencing data processing
For processing of the sequencing data, we followed the workflow depicted in Figure S1 . The sequencing data were loaded into the CLC Genomics Server (version 5.0.2) (CLC bio, Aarhus, Denmark) and mapped to the Arabidopsis genome using the following parameters: auto-detect paired distances = Yes; collect un-mapped reads = No; colour space alignment = Yes; colour error cost = 3; deletion cost = 3; global alignment = No; insertion cost = 3; length fraction = 0.9; masking mode = NO_MASKING; mismatch cost = 2; non-specific match handling = IGNORE; Output mode = CLUSTER; similarity fraction = 0.9. The mapped sequencing data have been deposited to the European Nucleotide Archive with accession number PRJEB9989 (available at http://www.ebi.ac. uk/ena/data/view/PRJEB9989).
The sequencing data exported from CLC were subsequently binned with binsize = 200 bp starting at position 1 of each chromosome by counting the fragment reads in the individual bins using the Set::IntervalTree perl module (Booth 2010) , generating lists with a bincount for each bin. Assessing the distribution of the bincounts, we realized that some genomic regions comprised bins with extremely high bincounts as compared with the general distribution of the bincount data. As these high bincounts could potentially compromise data normalization, we needed to identify these regions using the criteria: 1) as the extremely high bincounts are outside of the general distribution of the data, the bincounts were sorted and the gap in the distribution was identified by determining where the bincount was larger than the previously ranked bincount plus the average bincount of the sample ( Figure S2 ) and 2) as the reason for these extremely high bincounts most probably lies in the repetitive nature of the genomic sequence, it is by definition not sample dependent, and we therefore only considered regions when they had extremely high bincounts in at least three quarter of all samples. After visual inspection and curation of these regions, they were masked by setting the bincounts in the corresponding bins to 0 (Table S2) . After masking, the bincounts in each sample were normalized by scaling the average bincount to a value of 1000.
For the correlation analyses between transcript expression and chromatin modification levels, the average bincounts for regions comprising the transcription start site (TSS), gene body and transcription termination site (TTS) were determined and normalized to histone H3 to account for altered nucleosome density.
Identification of genes with differentially modified chromatin regions between two samples
For the identification of differentially modified chromatin regions, we applied the general principle of the ChIP norm method (Nair et al. 2012 ) with some alterations. 1) Identification of significant bins. For the removal of the stochastic noise, we initially assumed that the noise follows an amplified binomial distribution (ABD) as suggested in Nair et al. (2012) . After binning the data in different binsizes, we calculated the theoretical ABD, and based on this, we determined the minimum bincount cut-offs for achieving a false discovery rate (FDR) < 5%. We found that the calculated bincount cut-offs would only leave few significant bins and that the theoretical ABD is very different compared with the distribution of the unspecific IgG antibody background data. From this, we concluded that the ABD only poorly represents the stochastic noise in our data. We therefore applied the FDR calculation to determine the bincount cut-off on the IgG background data instead. After filtering at FDR < 5%, we found that the number of remaining significant bins in general only depended on the binsize but not the antibody or the sample. However, for some samples with poorly performing IgG data, the number of remaining significant bins was particularly low, and filtering at FDR < 5% based on the IgG data would lead to skewed analyses for these samples. For the removal of stochastic noise, we therefore decided to calculate the average bincount cut-off for achieving an FDR < 5% only including the well performing IgG data. Based on this, we defined that for binsize = 200, the lowest 5.5% of bincounts of each sample correspond to stochastic noise. If the bincounts for a given bin were in the stochastic noise in sample 1 and in sample 2, the bincounts for that bin were set to 0 in both samples. 2) Identification of enriched bins. After removal of the noise, the bincounts of the samples and the input DNA control were again normalized by scaling. To identify differentially modified chromatin regions between two samples, only those regions that are enriched with respect to the input DNA control should be compared. If this step is omitted, the results will mainly comprise chromatin regions with very low bincounts. For the identification of the enriched bins, we therefore required a minimum sample/input DNA ratio of 2.
Because we found that a poorly performing input DNA sample led to skewed results, we took the average input DNA bincounts from all samples to determine the sample/input DNA ratio. 3) Identification of differentially enriched bins. For the identification of a differentially enriched bin between samples 1 and 2, we required that the bin was defined to be enriched in at least one of the samples and that the bincount ratio between sample 1 and sample 2 was >1.5 or <1/1.5 (if the bincount was 0 in one of the samples, it was set to 0.1 before calculating the ratio). All the bins that passed these criteria were given out together with the information on their genome localization based on the gene annotation and the previously applied definition of the TSS, gene body and TTS regions. For the identification of genes containing differentially modified chromatin regions between two samples, we required that a gene contained at least two differentially enriched bins comparing sample 1 with sample 2. For the genes that fulfilled this criterion, the bincounts for all enriched bins in sample 1 and sample 2 were written out and a Wilcoxon rank sum test on the bincounts of the differentially enriched bins was performed to calculate the P-value for the statistical significance of the difference in the bincounts. Genes with a Pvalue < 0.05 were considered to contain differentially modified chromatin between samples 1 and 2 (Supporting Information 2). Analyses were carried out using perl and R (R Core Team 2015).
Tiling array transcript data
Previously reported AGRONOMICS1 microarray transcript data of leaf number 6 at developmental stage 4 in three biological replicates in short-day optimal water (SOW) and short-day mild water deficit (SWD) conditions were taken (Baerenfaller et al. 2012) . After exclusion of probe sets for plastid and mitochondrion encoded transcripts and of probe sets matching to more than one gene, 30 442 probe sets remained. To identify genes that are differentially expressed between SOW and SWD and between EOD and EON in each experimental condition, the following tests were performed: 1) paired t-test between all six SOW and six SWD samples, 2) t-test between the three SOW EON and SOW EOD samples, 3) t-test between the three SWD EON and SWD EOD samples. The P-values were corrected for multiple testing with the Benjamini-Hochberg method (Benjamini & Hochberg 1995) . Transcripts with a P-value < 0.05 and a fold-change >log2 (1.5) between the respective mean expression values were considered to change significantly. This gave 2105 transcripts with significantly different expression levels between SOW EOD and EON (1333 higher at EOD, 772 higher at EON), 374 transcripts with significantly different levels between SWD EOD and EON (211 higher at EOD, 163 higher at EON) and 294 transcripts with significantly different levels between SOW and SWD (170 higher in SOW, 124 higher in SWD) (Supporting Information 3).
Gene ontology categorization
Gene ontology (GO) categorization was performed using the Ontologizer software (http://compbio.charite.de/ontologizer) (Bauer et al. 2008) in combination with the Arabidopsis annotation file (download on 6 May 2014) considering aspect biological process (BP). Annotations with GO evidence codes inferred from electronic annotation (IEA) or inferred from reviewed computational analysis (RCA) were excluded from analyses. Over-representation analysis was carried out using the Topology-Elim method, and after correction of the P-values with Bonferroni, GO terms with P-values < 0.01 were considered to be enriched.
Promoter element analyses
The promoter region was defined as 1000 bp upstream of the annotated TSS or until the TTS of the preceding gene. The TSS corresponds to the genome region spanned by the bin containing the TSS plus the two preceding bins, while the TTS comprises the genome region spanned by the bin containing the TTS plus the two following bins. Over-representation and under-representation was assessed separately for the genes with higher modification levels at EOD or EON using Fisher's exact test and by comparing the number of identified genes with the number that would be expected by chance.
Co-expression cluster analysis
Co-expression clusters provide an alternative tool to classify gene groups, in this case in relation to the general expression pattern. The ATTED-II co-expression database (Version 5.0) (Obayashi et al. 2014 ) was used to assemble for every gene a co-expression cluster containing all genes with a mutual rank (MR) value <100. To extract a smaller number of these clusters that represent the majority of all genes with minimal overlap between the clusters, the complete gene list was iteratively matched against all clusters and each time the cluster containing the largest number of genes from the complete list was extracted and the genes present in this cluster removed from the query list. This was repeated until no new clusters containing more than eight genes were retrieved. 
RESULTS
Experimental set-up
We investigated a set of diagnostic histone H3 modifications in fully expanded Arabidopsis leaf number 6 in which all cell division has ceased to identify differential chromatin modifications that correlate with diurnal expression level changes and with changes between two different experimental conditions. For this, we collected fully expanded leaves 6 of plants grown under SOW and SWD (60% soil water content) conditions at EON and EOD as previously reported (Baerenfaller et al. 2012) . Chromatin was prepared from leaf powder and immunoprecipitated using antibodies against the H3 modifications K4 tri-methylation (H3K4me3), K9 acetylation (H3K9ac), K9 di-methylation (H3K9me2), K27 acetylation (H3K27ac), K27 tri-methylation (H3K27me3), S10 phosphorylation (H3S10p) and S28 phosphorylation (H3S28p), as well as against histone H3 (histone) and using an unspecific antibody (IgG) as background control ( Fig. 1(a) ). The captured DNA fragments from the ChIPs and input DNA (input) were subjected to deep sequencing (ChIP-Seq) generating paired end sequence data.
Binning chromatin immunoprecipitation-sequencing reads reveals activating and repressive H3 modifications
For data processing and evaluation, we adopted the workflow outlined in Figure S1 . Sequence reads were mapped to the Arabidopsis genome using the CLC Genomics Workbench and their number per sample after mapping is summarized in Table S3 . Mapped reads were sorted into bins of 200 bp, and fragment reads in the individual bins were counted, generating lists with bincounts per bin. A few regions of the genome contained bins with extremely high bincounts outside of the general distribution of the bincount data that could compromise data normalization. These regions were therefore masked by setting the bincounts of the corresponding bins to zero, followed by normalization of the bincount data by scaling (Methods). Clustering of the bincounts per bin for the seven antibodies and eight samples (two biological replicates) after normalization separates the activating from the repressive chromatin modifications ( Figure S3 ), demonstrating that the main difference in the data is between the activating or repressive functions of the individual chromatin modifications.
Histone modifications are correlated with transcript levels
To correlate the bincounts of the different chromatin modifications with transcript expression values, we first defined the antibody over histone and histone over input ratios for the regions comprising the TSS, gene body and TTS of each gene. The value for the TSS region is the average of the bincounts in the bin comprising the start site and the two proximal bins (promoter region); the value for the TTS region is the average of the bincounts in the bin comprising the termination site and the two distal bins; and the gene body is the average of the bincounts of all bins in between. Because the allocation of bins starts with the TSS region followed by the TTS region and the body, 1069 very short genes had no bins specific for their body. These genes comprise 78 pseudogenes, 217 genes for non-coding RNAs and 774 genes encoding short proteins. Correlation of chromatin modifications in the regions comprising the TSS, body and TTS with transcript expression data from the same leaf samples plus a third biological replicate reported previously (Baerenfaller et al. 2012) revealed that H3K4me3, H3K9ac, H3K27ac and H3S10p are positively correlated with expression in all samples with highest correlation in the gene body, while the correlation for H3S28p is highest in the TTS region. In contrast, H3K9me2 and H3K27me3 are negatively correlated with expression with the most negative correlation in the gene body. Histone density is negatively correlated with transcript expression in the TSS and TTS regions ( Fig. 1(b) ). The negative correlation of histone density and transcript expression is consistent with the binding of transcription factors to regulatory DNA regions, which causes displacement of nucleosomes and chromatin remodelling and results in DNase I hypersensitivity (ENCODE Project Consortium 2012; Neph et al. 2012; Thurman et al. 2012 ).
H3K9ac, H3K27ac and H3S28p modifications in genes with diurnal transcript oscillations vary between EOD and EON
We next asked if genes with significantly different transcript levels between EOD and EON (2105 for SOW and 374 for SWD) have histone modifications that can separate the EOD and EON samples in a principal component analysis. The separation of the EOD and EON samples in the first two principal components for a given histone modification indicates that the difference between modification levels at EOD and EON is a major source of variation in the corresponding data. The results show that the variation in H3K9ac, H3K27ac and H3S28p modifications separate the EOD and EON samples both in SOW and SWD, but more pronounced in SWD (Figures S4, S5) . The EOD and EON samples could not be separated when all genes were taken into account or only genes with significantly different expression levels between SOW and SWD. Genes with transcript expression changes between EOD and EON therefore have varying H3K9ac, H3K27ac and H3S28p modifications in the EOD and EON samples.
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The H3K9ac|H3K27ac|H3S28p signature is indicative for genes with differential EOD and EON chromatin modifications
To identify genes with differentially modified chromatin between EOD and EON, we removed stochastic noise from the bincount data to include only significant bins in the analysis. The filtered data were re-normalized, and a data/input threshold was used to retain only enriched bins. We then searched for differentially enriched bins between two different samples and identified genes comprising at least two differentially enriched bins. Using a P-value cut-off of 0.05, we included only genes with a significant difference between enriched bins (Methods). When comparing the identified genes with differential EOD and EON chromatin modifications in the SOW and SWD biological replicates, we found the highest replicate consistency for H3K9ac, H3K27ac and H3S28p (Tables S4, S5) . Inconsistencies between the biological replicates for the other modifications are likely a result of the complex Chip-Seq protocol that causes higher variability than any true differences in these modifications between the EOD and EON samples, which were all harvested on the same day. Thus, differences in the H3K9ac, H3K27ac and H3S28p modifications are most indicative for chromatin changes between EOD and EON.
We next investigated the extent of co-occurrence of two different modifications in specific genes and found that differential modifications of H3K9ac&H3K27ac co-occurred most often in the SOW and SWD samples, followed by H3K27ac&H3S28p and H3K9ac&H3S28p (Tables S6, S7 ). Because H3K9ac, H3K27ac and H3S28p alone or in combination differ most between EOD and EON, we defined genes to have a H3K9ac|H3K27ac|H3S28p signature when they had differential chromatin modifications between EOD and EON in H3K9ac, H3K27ac or H3S28p. GO categorization of the genes with the H3K9ac|H3K27ac|H3S28p signature revealed the enrichment of various response pathways and the GO terms circadian rhythm and starch catabolic process (Table S8) . Of the 84 genes assigned to GO category circadian rhythm, 43 had a differential chromatin modification between EOD and EON and 36 had the H3K9ac|H3K27ac|H3S28p signature (Table S9 ). Differential modifications of H3K9ac, H3K27ac or H3S28p in H3K9ac|H3K27ac|H3S28p signature genes were either all higher at EOD or all higher at EON, but never intermixed, which confirms the co-occurrence of these modifications on specific genes at specific times of the day. The 12 genes with higher levels of all three chromatin modifications (H3K9ac& H3K27ac&H3S28p) at EON include the key components of the morning loop circadian clock associated 1 (CCA1, AT2G46830) and late elongated hypocotyl 1 (LHY, AT1G01060), as well as night light-inducible and clockregulated 3 (LNK3, AT3G12320) and reveille 1 (RVE1, AT5G17300). Genes with higher levels of H3K9ac&H3K27ac& H3S28p at EOD were the evening loop components timing of CAB expression 1 (TOC1, AT5G61380), pseudo-response regulator 5 (PRR5, AT5G24470), Constans-like 9 (COL9, AT3G0707650), glycine-rich protein 7 (GRP7, AT2G21660), flavin-binding, kelch repeat, F box 1 (FKF1, AT1G68050) and Gigantea (GI, AT1G22770). The strong diurnal transcript oscillation of clock genes between EOD and EON therefore involves reversible acetylation and phosphorylation of histone H3.
Of the 21 genes assigned to GO category starch catabolic process, 12 have differential chromatin modifications between EOD and EON. Of these, 10 have the H3K9ac|H3K27ac|H3S28p signature with higher modification levels at EOD, and only betaamylase 1 (BAM1, AT3G23920) has higher modification levels at EON (Table S10 ). The fourgenes with higherlevels of all three chromatin modifications (H3K9ac&H3K27ac&H3S28p) at EOD encode pyruvate phosphate dikinase (GWD1, SEX1, AT1G10760), phosphoglucan, water dikinase (GWD3, PWD, AT5G26570) and dual-specificity protein phosphatase 4 (DSP4, SEX4, AT3G52180), which are key enzymes of starch breakdown involved intransient glucan phosphorylation, as well as disproportionating enzyme 2 (DPE2, AT2G40840), which metabolizes the cytosolic maltose that is produced in starch breakdown (Streb & Zeeman 2012) . The H3K9ac|H3K27ac| H3S28p signature is therefore also associated with the diurnal expression of genes that encode starch breakdown proteins.
Differential chromatin modification versus differential expression
When we compared the genes that are differentially expressed with those that have differential chromatin modifications between EOD and EON, we again found that many genes in the overlap have differential modifications of H3K9ac, H3K27ac or H3S28p. The average expression level of the genes that are differentially expressed between EOD and EON was generally higher for those with the H3K9ac| H3K27ac|H3S28p signature than for those without. However, the distributions were overlapping, and genes in almost the full range of expression levels can have the H3K9ac|H3K27ac| H3S28p signature ( Figure S6) . Furthermore, almost all of the genes that contain a differential chromatin modification and are also differentially expressed have the H3K9ac|H3K27ac| H3S28p signature (89.2% for SOW and 97.3% for SWD in the replicate intersect; Table S11 ). The differential H3K9ac| H3K27ac|H3S28p modification signature between EOD and EON also corresponds with differential transcript expression levels between EOD and EON in SOW and SWD, except for two genes in SOW (Fig. 2) . Higher levels of modifications in the H3K9ac|H3K27ac|H3S28p signature at EOD are therefore indicative of higher transcript expression at EOD and vice versa. In support of this conclusion, the fold-change in transcript expression between EON and EOD for all genes with a differential H3K9ac|H3K27ac|H3S28p modification signature and higher levels at EON was positive, while it was negative for the genes with higher modification levels of the H3K9ac| H3K27ac|H3S28p signature at EOD. This was not the case for the genes with differential chromatin modifications between EOD and EON that did not have a differential modification of the H3K9ac|H3K27ac|H3S28p signature (Fig. 3 , Figure S7 ).
The H3K9ac|H3K27ac|H3S28p signature is associated with co-expressed genes that have diurnal fluctuation of expression
To obtain an unbiased presentation of gene activities based on general co-expression, we used the ATTED-II database (Obayashi et al. 2014) to group Arabidopsis genes in a basic set of 384 co-expression clusters with maximum gene coverage and minimal overlap. Genes with differential chromatin marks are over-represented in specific co-expression clusters, and these clusters clearly discriminate between genes showing increased H3K9ac, H3K27ac and H3S28p modification levels at EON or EOD, with the three modifications co-occurring in the respective clusters (Fig. 4, Figure S8 ). Genes in the top ranking clusters have a diurnal fluctuation of expression in previously reported short-day diurnal expression profiles (Endo et al. 2014) . Genes in EON clusters have expression maxima at EON and/or the early light period and low expression at EOD and in the early dark period. Genes in EOD clusters show the reciprocal pattern with peak expression at EOD and in the early dark period ( Figure S9 ). Diurnal expression therefore contributes to the co-expression pattern of the selected gene clusters.
H3S10p and H3K4me3 are condition-dependent co-occurring modifications that correlate with increased diurnal transcript level changes
When comparing the SOW and SWD experiments, we found that in SWD, fewer genes were differentially expressed and had differential chromatin modifications between EON and EOD (Fig. 2) . The genes with differential modifications in the H3K9ac|H3K27ac|H3S28p signature in both conditions had higher modification levels at either EON or EOD in both experiments ( Figure S10) . Thus, the general principle of diurnal changes in the H3K9ac|H3K27ac|H3S28p chromatin modification signature is the same in both conditions. However, analysis of the co-occurrence of differential chromatin modifications between EON and EOD on specific genes revealed that in SOW, the pairwise co-occurrences with the second highest values were between H3S10p and H3K9ac, H3K27ac or H3S28p (Table S6), while in SWD, they were between H3K4me3 and H3K9ac, H3K27ac or H3S28p (Table S7 ). The additional H3S10p and H3K4me3 marks were found both in the genes that showed differential chromatin modifications in the overlap between the SOWand SWD experiment and in those that were specific for one or the other condition ( Figure S10 ). The foldchange in transcript expression between EON and EOD was higher for genes that had the H3S10p mark in addition to the H3K9ac|H3K27ac|H3S28p signature in SOW and the H3K4me3 modification in addition to H3K9ac|H3K27ac| H3S28p in SWD (Fig. 3) . This suggests that the additional H3S10p and H3K4me3 modifications are activating and that they depend on the prevailing experimental condition. The genes that have the differential H3K9ac|H3K27ac| H3S28p&H3S10p chromatin modification in SOW and H3K9ac|H3K27ac|H3S28p&H3K4me3 in SWD and that have higher modification levels at EON are LHY and earlyresponsive to dehydration stress (ERD) family protein (AT4G15430), while those with higher modification levels at (EON) . Fold-change between the log-transformed transcript expression values at EON and EOD for the short-day optimal water (SOW) and the short-day water deficit (SWD) experiment for 1) the genes with differential expression values between EON and EOD and higher expression levels at EON or EOD, 2) for the genes in the replicate intersect with differential chromatin modifications between EON and EOD displaying the H3K9ac|H3K27ac|H3S28p pattern and higher modification levels at EON or EOD, 3) for the genes in the replicate intersect with differential chromatin modifications between EON and EOD displaying the H3K9ac|H3K27ac|H3S28p pattern and differential modification of H3S10p for SOW and of H3K4me3 in SWD and higher modification levels at EON or EOD and 4) for the genes in the replicate intersect with differential chromatin modifications between EON and EOD not displaying the H3K9ac|H3K27ac|H3S28p pattern and higher modification levels at EON or EOD. EOD are PRR5, alpha-glucan phosphorylase 2 (PHS2, AT3G46970), B-S glucosidase 44 (BGLU44, AT3G18080) and thiamin C (THIC, AT2G29630). The list of genes with H3K9ac|H3K27ac|H3S28p&H3S10p in SOW or H3K9ac| H3K27ac|H3S28p&H3K4me3 in SWD includes the clock components CCA1, reveille 1 (RVE1, AT5G17300), cycling DOF factor 2 (CDF2), GI, FKF1, GRP7, as well as short vegetative phase (SVP, AT2G22540) (Table S12 ). This suggests that strict diurnal transcript expression control of clock and metabolism genes is tuned with additional activating modifications.
Histone H3 acetylation and phosphorylation are distributed differently across genes For the genes with differential H3K9ac, H3K27ac and H3S28p modifications between EOD and EON and in addition H3S10p for SOW and H3K4me3 for SWD, we investigated where in the gene the significantly enriched bins are located. In both experiments, we found that for most genes, H3K9ac-enriched and H3K27ac-enriched bins mapped mainly to the gene body and TSS region. In contrast, H3S28p-enriched bins are mainly located in the gene body and TTS region (Fig. 5) . Correspondingly, the gene regions containing most of the enriched bins in the respective modifications primarily separated the EOD and EON samples in the principal component analysis, while the other regions often showed a separation of the biological replicates ( Figures S4, S5 ). The genes with differential H3S10p in the SOW experiment have the enriched bins mostly in the gene body (Fig. 5(a) ), while the differential H3K4me3-enriched bins in SWD are similarly distributed as the H3K9ac and H3K27ac-enriched bins (Fig. 5(b) ). Thus, although the acetylated and phosphorylated amino acids in H3 are directly next to each other, they are enriched in different gene regions. It therefore seems unlikely that H3K9ac, H3S10p, H3K27ac and H3S28p co-occur on individual H3 proteins.
Diurnally controlled transcription factors are associated with the H3K9ac|H3K27ac|H3S28p signature
Considering the diurnal dynamics in the H3K9ac|H3K27ac| H3S28p signature, histone H3 acetylation and phosphorylation must be both reversible within 8 hours and specific for individual genes. This can be achieved by available chromatin modifying complexes together with proteins that tether them to chromatin at the right time of the day. Transcription factors are ideally suited for specific tethering and in fact, genes assigned to GO category sequence-specific DNA binding transcription factor activity are significantly over-represented in genes with the H3K9ac|H3K27ac|H3S28p signature in SOW and SWD with higher modification levels at EON (Table  S13 ). The repressive transcription factors CCA1, LHY and RVE1 belong to this group, and their increased modification and expression level at EON corresponds well with the concomitant repression of their target genes. Genes with higher EOD H3K9ac|H3K27ac|H3S28p modification levels also have a significant over-representation of the evening element (EE) and the canonical CCA1/RVE1 element (Franco-Zorrilla et al. 2014) , especially in the TSS and promoter regions, as well as in the TTS region. In addition, the non-canonical RVE_a element and G-box are over-represented in the TSS and promoter regions (Table S14 ). Direct binding of the EE by CCA1, for example, represses TOC1 expression at dawn, and this repression is relieved when CCA1 is degraded during the day (Harmer et al. 2000; Alabadí et al. 2001 ). Relief of repression of genes with promoter elements such as EE, CCA1/RVE1 or RVE_a therefore coincides with increased modifications in the H3K9ac|H3K27ac|H3S28p signature. Together, the activity of genes with diurnally oscillating transcript levels thus might not only depend on the combinatorial presence or absence of circadian control transcription factors but also on prevailing histone H3 modifications.
Genes with higher EOD H3K9ac|H3K27ac|H3S28p modification levels include fewer transcription factors, and these transcription factors are not associated with the over-represented For the significantly enriched bins of the specified antibody, the localization on the genes with differential chromatin modification between end of the day and end of the night in the replicate intersect were assessed. Considered were the regions comprising the TSS, the gene body, the TTS and combinations thereof. There were no significantly enriched bins located solely on the TSS or the TTS regions. TSS, transcription start site; TTS, transcription termination site.
promoter elements found in genes with higher H3K9ac| H3K27ac|H3S28p modification levels at EON. In the genes with higher EON modification levels, over-represented promoter elements include the G-box, the strong G-box-like ABA-responsive element (S_G_ABRE) (Choi et al. 2000) , the hormone-up-at-dawn element (Michael et al. 2008 ) and the PIF3 element (Franco-Zorrilla et al. 2014) (Table S14) . These elements are recognized by phytochrome interacting factors (PIFs), which are transcription factors that are phosphorylated and degraded after light activation of phytochromes (Chen & Chory 2011) . PIF4 (AT2G43010) has the H3K9ac|H3K27ac|H3S28p signature with higher modification levels at EOD in SOW and SWD as well as the additional H3K4me3 modification in SWD (Tables S12, S13). PIF4 ChIP-Seq identified 4363 PIF4 target genes (Oh et al. 2012) that are strongly over-represented among H3K9ac|H3K27ac| H3S28p signature genes (P-value = 2.31E-34 for SOW and Pvalue = 3.75E-20 for SWD in a Fisher's exact test, Figure  S11 ). The transcription factor LONG HYPOCOTYL 5 (HY5, AT5G11260) promotes photomorphogenesis downstream of photoreceptors by binding to the G-box in the promoter of target genes (Lee et al. 2007 ), but in contrast to PIFs, HY5 is degraded in the dark (Osterlund et al. 2000) . Although HY5 is differentially expressed between EOD and EON in SOW with higher mRNA levels at EON, HY5 does not have differential chromatin modifications between EOD and EON. HY5 target genes are also strongly over-represented among the H3K9ac|H3K27ac|H3S28p signature genes (Pvalue = 8.75E-103 for SOW and P-value = 9.51E-33 for SWD in a Fisher's exact test). Together, the abundance levels of circadian clock and photoreceptor-controlled transcription factors most likely regulate diurnal expression level changes of their target genes also by timing enzymes that modify the histone H3 H3K9ac|H3K27ac|H3S28p signature.
DISCUSSION
We have established that in the mature Arabidopsis leaf 6 grown in SOW, diurnal changes in transcript expression between EON and EOD correlate with changes in a novel histone H3 H3K9ac|H3K27ac|H3S28p signature of their genes. The transcript level fluctuations may contribute to the timedependent optimization of the cellular energy status (Baerenfaller et al. 2012) . Accordingly, in long days, fewer genes have significant diurnal transcript changes because in this condition, plants do not need to economize their energy budget (Baerenfaller et al. 2015) . In contrast, the smaller numbers of genes with significant diurnal transcript fluctuations in SWD plants are likely a consequence of the restricted water regime (Baerenfaller et al. 2012) . The similar changes of histone H3 H3K9ac, H3K27ac and H3S28p modifications in genes with fluctuating transcript levels in both conditions suggest that the H3K9ac|H3K27ac|H3S28p signature is part of a general mechanism of diurnal transcript level regulation. Moreover, we identified additional condition-dependent activating H3 modifications, namely H3S10p in SOW and H3K4me3 in SWD. Because H3K4me3 is regarded as a strongly activating modification by itself (Bernstein et al. 2006; Berger 2007; Liu et al. 2010 ), it appears that under non-optimal growth conditions, the genes that have high diurnal transcript level changes require an additional activation.
Genes with significantly different transcript levels between the morning and evening are by definition active genes, and correspondingly, their expression levels are positively correlated with H3K4me3 and H3K27ac and negatively with H3K9me2 and H3K27me3 modifications. The presence and absence of these modifications therefore mark the general 'activeness' of these genes, but they are not part of a mechanism that regulates their diurnal transcript level fluctuations. We found that diurnal gene expression changes between EOD and EON are correlated with the absence or presence of the novel activating H3K9ac|H3K27ac|H3S28p signature.
Histone modifications modulate various biological processes including the circadian rhythm (Barneche et al. 2014; Seo & Mas 2014) . The histone acetylation pattern at the TOC1 promoter follows a circadian oscillation that is associated with the rhythmic expression of the gene (Perales & Más 2007) . In the morning, TOC1 transcript expression is repressed through binding of the partly redundant transcription factors CCA1 and LHY to the EE promoter element (Harmer et al. 2000; Alabadí et al. 2001) . Transcription factor binding in the TOC1 promoter antagonizes H3 acetylation, most likely by blocking histone acetyltransferase (HAT) accessibility (Stratmann & Más 2008) . As CCA1 levels and binding decrease during the day, repression of TOC1 transcription is relieved. TOC1 itself functions as a general repressor of oscillator gene expression through rhythmic association with the promoters of the oscillator genes. In the evening and at night, when TOC1 levels are high, it prevents the activation of morning-expressed genes (Huang et al. 2012) . The declining phase of TOC1 expression is associated with histone deacetylase (HDAC) activities, resulting in histone H3 hypoacetylation (Perales & Más 2007; Farinas & Mas 2011) . Regulation of circadian expression by oscillating histone marks is not exclusive to TOC1 but has also been shown for the core clock genes CCA1, LHY, PRR9, PRR7 and LUX (Hemmes et al. 2012; Malapeira et al. 2012; Song & Noh 2012; Seo & Mas 2014) . We demonstrate that this type of gene expression regulation is not limited to core clock genes but has a broader role in the diurnal regulation of gene expression.
For transcription factors that mainly act as repressors, the following model therefore emerges for the diurnal control of transcript expression. At EON, transcription factors of the morning loop are highly expressed both at transcript and protein levels. The proteins bind to their recognition sequences in the promoters of genes, such as the EE or the canonical CCA1/RVE1 element, which might prevent H3 modification with activating chromatin marks. Consequently, the activity of target genes at EON is suppressed because of the absence or removal of activating chromatin marks, perhaps via a more condensed and less accessible chromatin structure. During the day, the abundance of the repressive transcription factors decreases and hence also their promoter binding. This could either increase the placement of activating modifications or decrease their removal in H3 of their target genes to result in higher EOD transcript levels. Increased expression at transcript and protein level of evening transcription factors such as TOC1 and PIF4 will lead to increased binding to their promoter recognition sequences, which either suppresses or activates the expression of their target genes. Because mainly genes with higher H3K9ac|H3K27ac|H3S28p modification levels at EOD have promoter elements bound by repressive transcription factors such as CCA1, LHYand RVE1, this mode of regulation seems to be more prevalent for genes with higher transcript expression at EOD.
The association of the H3K9ac|H3K27ac|H3S28p signature with diurnal transcript level changes between EOD and EON is consistent with the over-representation of these H3 modifications in co-expression clusters that contain genes with diurnal expression patterns. The presence of the activating H3K9ac|H3K27ac|H3S28p signature only at times of the day when the corresponding genes are transcribed can also explain why certain genes are regulated differently between day and night. For example, about 70% of the light-inducible genes respond more strongly to a light pulse in the middle of the subjective day than during the subjective night. The light-inducible and clock-regulated (LNK) gene family seems to have a key role in the process. LNK genes are morning phased, more strongly induced by light in the middle of the night, and expression of LNK1 and LNK2 is repressed by TOC1/PRR proteins in the evening (Rugnone et al. 2013) . Here, we found that of the four LNK genes LNK2 (AT3G54500), LNK3 (AT3G12320) and LNK4 (AT5G06980) have the H3K9ac| H3K27ac|H3S28p signature with higher modification levels at EON. The presence of the activating pattern only during the night can therefore explain why they are especially lightinducible during the night.
The chromatin modification complex(es) responsible for placing and removing the H3K9ac|H3K27ac|H3S28p signature must minimally consist of one or several HATs, HDACs, kinases and phosphatases. The specificities of HATs and HDACs are regulated by interactions with sequence-specific DNA-binding or chromatin regulatory proteins (Marmorstein & Roth 2001; Carrozza et al. 2003) . However, HATs can also have global acetylating activity independent of recruitment by DNA-binding transcription activators (Imoberdorf et al. 2006) . The Arabidopsis genome encodes 12 HATs and 18 HDACs that are responsible for the deposition and the removal of acetylation marks, respectively. This makes it difficult to rigorously establish which HATs and HDACs are involved in the dynamic regulation of the H3K9ac|H3K27ac| H3S28p signature. A well-characterized HAT required for light-regulated gene expression and growth is general control non-repressible 5 (GCN5, AT3G54610) (Benhamed et al. 2006) . GCN5 recruitment to promoters is mediated either directly by transcription factor binding to promoters or indirectly through interaction of GCN5-containing complexes with promoter-binding transcription factors, or the bromomodomains of GCN5 can bind directly to acetylated histone tails . HDACs were classified in three subfamilies, of which the HD2 (histone deacetylase) family is plant-specific and comprises four proteins (Wu et al. 2000 (Wu et al. , 2003 Dangl et al. 2001; Pandey et al. 2002) . Their transcript levels are higher at EOD in SOW and SWD, with significant changes between EOD and EON for HD2A (AT3G44750), HD2B (AT5G22650) and HD2D (AT2G27840). The only other HDAC with a significant transcript expression change between EOD and EON is HDA2 (AT5G26040), which is also more highly expressed at EOD. This suggests that plant-specific HDACs in particular remove the activating acetylation marks in the evening. All three Aurora kinases in Arabidopsis can phosphorylate H3S10, and treatment with the Aurora kinase inhibitor hesparadin inhibits histone H3 phosphorylation (Weimer et al. 2016) . For example, Aurora1 is responsible for the cell cycle-dependent phosphorylation of H3S10 (Demidov et al. 2009 ). Aurora3 phosphorylates both H3S10 and H3S28, and these phosphorylations are associated with chromosome segregation and metaphase/anaphase transition (Kurihara et al. 2006) . However, in the Aurora1 and Aurora2 double T-DNA insertion mutant, histone H3 phosphorylation was not impaired (Van Damme et al. 2011) . Furthermore, plant Aurora kinases are considered mitotic kinases because their expression levels are highest during mitosis in actively dividing cells (Weimer et al. 2016) . It therefore seems rather unlikely that they also have a role outside of the cell cycle in the regulation of gene expression. In mammalian cells, H3S10 and H3S28 are phosphorylated in response to EGF treatment by the kinases RSK2, MSK1, MSK2 and MLTK-⍺ (Rossetto et al. 2012) . Human MSK1 is a direct transcription activator. Phosphorylation of H3S28 correlates with transcription initiation and can also induce a methyl-acetylation switch in the adjacent K27 residue (Lau & Cheung 2011) . The Arabidopsis MSK homologues are the S6 kinases S6K1 and S6K2, which are part of the TOR signalling pathway (Mahfouz et al. 2006) . Further research is required to establish if these kinases phosphorylate histone H3 and if this phosphorylation regulates gene expression.
TOC1 diurnal transcript levels correlate with circadian rhythms in the binding of chromatin remodelling factors such as SSRP1 and SPt16 of the facilitates chromatin transcription (FACT) complex that functions as transcriptional co-activators (Perales & Más 2007) . Co-activation by FACT may occur via nucleosome destabilization, which facilitates RNA polymerase II passage, although FACT is absent in terminally differentiated cells (Duroux et al. 2004) . In fully expanded leaves, other factors may therefore be needed to facilitate transcription. The activity of chromatin modification complexes may also be regulated by post-translational modifications. For example, the HDACs HD2A and HD1 (HDA19, AT4G38130) as well as GCN5 can be phosphorylated (Bigeard et al. 2014) . GCN5 also interacts specifically with a phosphatase 2C protein (AtPP2C-6-6) and can be phosphorylated by a nuclear protein kinase, potentially SNF1 ). Although we have identified concerted H3K9ac|H3K27ac|H3S28p modifications as a novel chromatin signature for diurnally regulated genes, the mechanism for the timely placement and removal of the H3K9ac|H3K27ac|H3S28p signature and the composition of the responsible chromatin modification complexes are currently not known and will need to be elucidated in future research.
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