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We introduce a Lagrangian formulation of the density matrix renormalisation group (DMRG).
We present Lagrangians which, when minimised, yield the optimal DMRG wavefunction in a
variational sense, both within the general matrix product ansatz and within the canonical form of
the matrix product that is constructed within the DMRG sweep algorithm. Some of the results
obtained are similar to elementary expressions in Hartree–Fock theory, and we draw attention to
such analogies. The Lagrangians introduced here will be useful in developing theories of analytic
response and derivatives in the DMRG.
I. Introduction
The density matrix renormalisation group (DMRG) of
White1–3 is a recent addition to the methods of quantum
chemistry.4–10 Unlike many other correlation methods the
DMRG is not based on excitations from a Hartree–Fock
reference but rather on a new kind of highly ﬂexible reference
function. In quantum chemistry, it has led to advances in the
treatment of strongly interacting (i.e. multi-reference) pro-
blems. For molecules that are large in one spatial dimension,
the cost of the DMRG is only quadratic in the number of
localised orbitals and it is therefore a quadratic-scaling multi-
reference method for such systems.11 We have applied a
quadratic-scaling DMRG algorithm to study conjugated poly-
mers,12,13 light-harvesting pigments,14 and the metal–insulator
transition in hydrogen chains11 with full treatment of multi-
reference correlations in as large as 100-electron, 100-orbital
complete active spaces.
Early formulations of the DMRG primarily used the lan-
guage of the numerical renormalisation group that reﬂects the
history of its development. Such language is very diﬀerent
from the usual language of quantum chemistry. However, as is
now understood, the DMRG algorithm simply minimises the
energy of a wavefunction ansatz known as the matrix product
state.3,10,15–17 This ansatz has a very diﬀerent structure from
most quantum chemical wavefunctions and the unique
strengths and weaknesses of the DMRG method can be
understood from this point of view.10
In a prior publication10 we have presented an introduction
to the DMRG from the wavefunction perspective. In the
current work, we continue along this line of presentation
and describe simple reformulations of the DMRG that con-
nect the method with well-known Lagrangian techniques in
quantum chemistry.18–20 All our results are of a very elemen-
tary nature, but we feel there is sometimes value to writing out
such things explicitly. In the past, Lagrangian formulations
have provided a uniﬁed and systematic language by which to
derive many results in the area of perturbation theory and
analytic derivatives and response.18–20 We believe that the
Lagrangian formulation of the DMRG presented here will
be useful in a similar way.
We start in section II by recalling the matrix
product structure of the DMRG wavefunction. In section III
we write down a simple Lagrangian for the DMRG wavefunc-
tion and the corresponding stationary equations. These
resemble the Fock orbital equations of Hartree–Fock
theory and we discuss this similarity. In DMRG calculations
that are based on the traditional sweep algorithm, one
implicitly uses not the most general form of the DMRG
ansatz, which contains some redundancy, but rather a special
canonical form.10 The canonical form of the DMRG
wavefunction is reviewed in the ﬁrst part of section IV while
in the second part we introduce the additional constraints
that have to be applied to Lagrangians to ensure that the
minimising wavefunction is of canonical form. We ﬁnish by
demonstrating explicitly that minimising the canonical
DMRG Lagrangian yields exactly the same solution condi-
tions on the DMRG wavefunction as the original sweep
algorithm of the DMRG.
II. The DMRG wavefunction
Recall the full conﬁguration interaction expansion of the
wavefunction in Fock space. In terms of Slater determinants
written in the occupation number representation |n1  nki,
where ni is the occupation of orbital i taking values
0,1a,1b,1a1b, this is
jCi ¼
X
n1n2n3...nk
Cn1n2n3...nk jn1n2n3    nki; ð1Þ
X
i
ni ¼ N: ð2Þ
In the DMRG ansatz, the expansion coeﬃcientCn1n2n3. . .nk is
represented by a contracted product of the tensors, where each
tensor is associated with the Fock space of a given orbital. In
the context of the DMRG it is more usual to refer to orbitals
as sites, and thus we refer to the tensors as site-functions. Thus
we write
Cn1n2n3...nk ¼ cn1i1 c
n2i1
i2
cn3i2i3   c
nk
ik1 ð3Þ
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where we have used the Einstein summation convention that
we will employ throughout this work (i.e. repeated upper and
lower indices are contracted). The number of coeﬃcients in
each site-function (save for the ﬁrst and last) is 4M2, where M
is the dimension of each i index. (It is conventional to take the
dimension of each i index to be the same.)
From eqn (3) we see that the DMRG ansatz has a con-
tracted matrix product structure. For this reason it is known
as a matrix product state.3,10,15,16 The matrix product maybe
used to reconstruct the Slater determinant expansion of the
DMRG wavefunction (see e.g. ref. 21). The product nature is
reminiscent of the orbital product ansatz in Hartree–Fock
theory. However, there are some important diﬀerences.
Firstly, the number of site-functions is the size of the
basis k, rather than the number of electrons N. Thus the
product structure of the DMRG is expressed in the full Fock
space, not in the N-particle Hilbert space. Secondly, the ansatz
is a contracted product rather than a simple product.
Thus correlations are introduced between the orbital Fock
spaces, by virtue of the contraction structure of the i indices in
the ansatz.
III. The DMRG Lagrangian
We can determine the best site-functions in the DMRG ansatz
in a variational sense by minimising the energy subject to
normalisation of the wavefunction. The corresponding
Lagrangian is
L[C] = hC|Hˆ|Ci  EhC|1ˆ|Ci (4)
To evaluate the Lagrangian explicitly with the DMRG ansatz
we use a Fock representation of the Hamiltonian. The matrix
elements of the Hamiltonian are written as
hn1n2 . . . nkjH^jn01n02 . . . n0ki ¼ H
n0
1
...n0
k
n1...nk ð5Þ
In terms of the site-functions, the energy term hC|Hˆ|Ci
becomes
cn1i1 c
n2i1
i2
. . .cnkik1
 
H
n0
1
...n0
k
n1...nk c
i0
1
n0
1
c
i0
2
n0
2
i0
1
. . .c
i0
k1
n0
k
 
ð6Þ
while the normalisation term hC|1ˆ|Ci is
cn1i1 c
n2 i1
i2
. . .cnkik1
 
c
i0
1
n1c
i0
2
n2i
0
1
. . .c
i0
k1
nk
 
ð7Þ
Note that each term in the Lagrangian is quadratic in each
of the site-functions. At the minimum, the derivative of
the Lagrangian with respect to the site functions vanishes.
Then, the stationary equation satisﬁed by each site function is
F
n0pi0p1ip
i0pnpip1
c
npip1
ip
¼ ESn
0
pi
0
p1ip
i0pnpip1
c
npip1
ip
ð8Þ
with the matrix elements of the operator F[p] deﬁned as
F
n
0
pi
0
p1ip
i
0
pnpip1
¼ cn1i1 . . .c
npip1
ip
. . .cnkik1
 
Hn
0
1
...n
0
k
n1 ...nk c
i
0
1
n
0
1
. . .c
i
0
p
n
0
pi
0
p1
. . .c
i
0
k1
n
0
k
  ð9Þ
¼ hCjH^jCip ð10Þ
and the overlap operator S[p] deﬁned as
S
n
0
pi
0
p1 ip
i
0
pnpip1
¼ cn1i1 . . .c
npip1
ip
. . .cnkik1
 
c
i
0
1
n1 . . .c
i
0
p
npi
0
p1
. . .c
i
0
k1
nk
 
¼hCj1^jCip
ð11Þ
Here the struck-out symbols indicate that the corresponding
site-functions are omitted from the sum, and this is denoted
also by the more compact expectation value notation. Con-
sidering F
n0pi0p1ip
i0pnpip1
, S
n0pi0p1ip
i0pnpip1
and c
npip1
ip
as matrices F, S and the
vector w respectively, the stationary equations for the site-
functions may be written in the form
Fw = ESw (12)
Thus, the stationary equations are analogous to the orbital
Fock equations of Hartree–Fock theory22 where each site-
function is an eigenfunction of an eﬀective site ‘‘Fock’’
operator F[p]. However, unlike in Hartree–Fock theory, the
Fock operator is diﬀerent for each site, and all site-functions
possess the same eigenvalue E. The site Fock operator F[p]
may be decomposed into local-site and oﬀ-site terms. Assum-
ing the usual form of the electronic Hamiltonian
Hˆ = tijawi aj + v
ijklawi a
w
j akal (13)
where for simplicity we are assuming summations over the
spin-labels of the orbitals, i.e. tijawi aj = t
isjs0awisajs. We deﬁne
the local-site contribution to F[p] as
F ½pðlocalÞ ¼ hCjtppaypap þ vppppaypaypapapjCip ð14Þ
and the oﬀ-site contributions as
F ½pðoff-siteÞ ¼hCjtijayi ajðnot i¼j¼pÞ
þ vijklayi ayj akalðnot i¼j¼k¼l¼pÞjCip
ð15Þ
This division is analogous to the division of the Fock operator into
one-electron and two-electron Coulomb-exchange terms. In parti-
cular, the oﬀ-site contributions represent the contributions of the
average ‘‘ﬁeld’’ of all the sites to the local Fock operator at site p.
IV. The canonical DMRG Lagrangian
A. Canonical form of the DMRG wavefunction
The DMRG wavefunction as written in eqn (3) possesses
many redundant degrees of freedom. For example, given an
arbitrary invertible matrix T, we can obtain multiple equiva-
lent matrix product approximations for the wavefunction
tensor Cn1. . .nk by inserting T, T1 in between two site-
functions, e.g.
Cn1...nk ¼ cn1i1 . . .c
npip1
ip
c
npþ1ip
ipþ1 . . .c
nk
ik1
¼ cn1i1 . . .c
npip1
ip
T
ip
i0p
T1i00p i
0
p
 
c
npþ1 i00p
ipþ1 . . .c
nk
ik1
ð16Þ
Thus minimisation of the DMRG Lagrangian (4) does not
deﬁne the site-functions uniquely, but only up to pairs of
transformations.10,14
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The original sweep algorithm used to optimise the DMRG
wavefunction does, however, deﬁne a particular choice of site-
functions at convergence. These site-functions are canonical in
ways which resemble the properties of canonical orbitals in
Hartree–Fock theory. In Hartree–Fock theory, the canonical
orbitals diagonalise the Lagrange multipliers associated with
orbital orthonormality. As we show in the next section, the
canonical site functions obtained from the DMRG sweep
algorithm diagonalise a matrix of Lagrange multipliers asso-
ciated with orthogonality constraints.
Let us ﬁrst recall how the sweep algorithm leads to a
canonical form of the DMRG wavefunction and site-func-
tions. We will then extract the solution conditions satisﬁed by
the canonical site-functions at the convergence of the sweep
algorithm. We will assume here some familiarity with the
DMRG sweep algorithm and we refer readers to our earlier
work and review for a complementary discussion.6,10 (In
particular, here we will focus on the ‘‘one-site’’ variant of
the DMRG algorithm.6,23,24)
In the sweep algorithm the site-functions are seen as trans-
formation matrices which deﬁne sets of renormalised
bases. For example, at block conﬁguration
, the ﬁrst p  1 site-func-
tions deﬁne many-body ‘‘left’’ basis functions recursively
through
jlp1i ¼
X
np1lp2
L
np1 lp2
lp1 jnp1lp2i
¼
X
n1 ...np1
Ln1l1 L
n2l1
l2
. . .L
np1lp2
lp1 jn1 . . . np1i
ð17Þ
while site-functions p+1. . .k deﬁne many-body ‘‘right’’ basis
functions recursively through
jrpi ¼
X
npþ1rpþ1
R
npþ1rpþ1
rp jnpþ1rpþ1i
¼
X
npþ1...nk
R
npþ1rpþ1
rp . . .R
nk1rk1
rk2 R
nk
rk1 jnpþ1 . . . nki
ð18Þ
The transformation matrices are orthogonal in the sense that
hlp1jl0p1i ¼ d
lp1
l0
p1
and similarly for the right basis functions;
this implies
L
lq
nqlq1L
nqlq1
l0q
¼ dlq
l0q
R
rq1
nqrqR
nqrq
r0
q1
¼ drq1
r0
q1
ð19Þ
Using these deﬁnitions of the left and right bases {lp1}, {rp} as
well as the basis of site p, {np} the total wavefunction at the
block conﬁguration is ex-
panded as
jCi ¼
X
lp1nprp
Clp1nprp jlp1nprpi
¼
X
n1...nk
Ln1l1 . . .L
np1lp2
lp1
 Clp1nprpRnpþ1rpþ1rp . . .Rnkrk1 jn1 . . . nki
ð20Þ
We see that the form of the wavefunction constructed in the
sweep algorithm has a matrix product structure as in eqn (3)
but has additional orthogonality constraints on the site-func-
tions (19). Also, this wavefunction provides a special meaning
to the pth site-function Clp1nprp, which appears as the set of
expansion coeﬃcients associated with the renormalised pro-
duct basis {lp1nprp}. We refer to the DMRG wavefunction
constructed in the form (20) as the site p canonical form.10,14
It is worth emphasising explicitly at this point (as suggested
by a referee) some relationships between the general matrix
product state considered in section II and the canonical form
just introduced. In the canonical form, all site-functions, except
for a particular chosen one (at site p say), are constructed to
satisfy orthogonality conditions as in (19). Now, any general
matrix product state (which does not satisfy these orthogonality
conditions) can always be transformed into canonical form, by
inserting suitable pairs of transformations between the site
functions as in (16) to enforce the orthogonality conditions
(19). However, there must be at least one site-function which
cannot be constrained to be orthogonal. This corresponds to
the site-function at site p in the canonical form which contains
the renormalised ‘‘state’’ information of the wavefunction.
We now recall how the site-functions appearing in the site p
canonical form of the wavefunction (20) are actually com-
puted in the sweep algorithm. The coeﬃcients Clp1nprp are
obtained by solving the Schro¨dinger equation projected into
the product basis {lp1nprp}
hl0p1n0pr0pjH^jlp1nprpiClp1nprp ¼ ECl
0
p1n
0
pr
0
p ð21Þ
These coeﬃcients determine corresponding L, R site-functions
at the same site p (i.e. L
nplp1
lp
and R
nprp
rp1 ) as eigenvectors of
appropriate reduced density matrices. For example, L
nplp1
lp
is
obtained from the eigenvectors of a density matrix G
nplp1
n0pl0p1
constructed by tracing over the right indices of the wavefunc-
tion coeﬃcients
G
nplp1
n0pl0p1
¼ Clp1nprpCl0
p1n
0
prp
ð22Þ
G
nplp1
n0pl0p1
L
n0pl0p1
lp
¼ wlpLnplp1lp ð23Þ
while R
nprpþ1
rp is obtained from the eigenvectors of a density
matrix Gnprp
n0pr0p
obtained by tracing over the left indices
Gnprp
n0pr0p
¼ Clp1nprpClp1n0pr0p ð24Þ
Gnprp
n0pr0p
R
n0pr0p
rp1 ¼ wrp1Rnprprp1 ð25Þ
The L and R site-functions at site p do not themselves appear
in the site p canonical form; rather we need the L site functions
at sites 1  p1 and the R site functions at sites p+1. . .k. But
these can be obtained by solving the eﬀective Schro¨dinger
equation (21) at other block conﬁgurations in the
sweep. Sweeping through block conﬁgurations
for p= 1. . .k, and solving
for the wavefunction coeﬃcients C at each block conﬁgura-
tion, we can obtain all the L and R site functions appearing in
the site p canonical form (20).6,10
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Note that any wavefunction written in the canonical form of
one site (say p) can always be written exactly in the canonical
form of another site (say q). In this sense, canonical forms at
diﬀerent sites are simply diﬀerent representations of the same
wavefunction.10 More precisely, given Clq1nqrq, L
nqlq1
lq
at site q,
we can always ﬁnd Clp1nprp, R
nplp1
rp at site p 4 q such that
Ln1l1 . . .L
nqlq1
lq
. . .Clp1nprp . . .Rnkrk1
¼ Ln1l1 . . .Clq1nqrq . . .R
nprp1
rp . . .R
nk
rk1
ð26Þ
In the sweep algorithm, the conversion between the canonical
forms of the DMRG wavefunction at neighbouring sites is
known as the wavefunction transformation,6,10,25 and it is
commonly used to accelerate the convergence of the sweeps.
At convergence, if Clp1nprp solves the eﬀective Schro¨dinger
equation (21) at site p, then the corresponding Clq1nqrq deter-
mined through the wavefunction transformation solves the
eﬀective Schro¨dinger equation (21) at site q.
Let us now summarise the solution conditions satisﬁed by
the site-functions appearing in the site p canonical form (20) at
the convergence of the DMRG sweep algorithm.
1. For a speciﬁed site (p, say), the wavefunction coeﬃcients
Clp1nprp+1 satisfy the eﬀective Schro¨dinger equation (21) and
satisfy the normalisation condition Clp1nprp+1Clp1nprp+1 = 1,
2. The L and R site-functions are each orthogonal in the
sense of (19) and are related to the C site-functions (in the
corresponding canonical forms) as eigenvectors of the corre-
ponding density matrices (23) and (25),
3. The C site-functions appearing in all the canonical forms
from site 1. . .k are related through the wavefunction trans-
formation (26).
B. Lagrangian formulation
Let us now show how the above conditions 1–3 satisﬁed by the
canonical site-functions at the convergence of the sweep algo-
rithm can be obtained by minimising an appropriate canonical
Lagrangian. We ﬁrst note that C is constrained to have unit
norm while the L, R site-functions are orthogonal in the sense
of (19). Thus we write a Lagrangian with these constraints
L½C ¼hCjH^jCi  EðClp1nprpClp1nprp  1Þ

X
qop
m
l
0
q
lq
ðLlqnqlq1L
nqlq1
l
0
q
 dlq
l
0
q
Þ

X
q4p
m
r
0
q1
rq1ðRrq1nqrqRnqrqr 0
q1
 drq1
r
0
q1
Þ
ð27Þ
At the minimum, derivatives of the Lagrangian with respect to
all L, C, R site-functions must vanish. Diﬀerentiating with
respect to the coeﬃcients Clp1nprp, we obtain an eﬀective Fock
eigenvalue equation for C similar to eqn (10). However, the
overlap matrix in the Fock equation is simply an identity
matrix, since at the solution point all L, R site-functions are
orthogonal in the sense of eqn (19). By direct evaluation
S
n
0
pl
0
p1r
0
p
nplp1rp ¼ðL
n1
l1
. . .L
np1 lp2
lp1 C
lp1nprpR
npþ1rpþ1
rp . . .R
nk
rk1Þ
 ðLl
0
1
n1 . . .L
np1l
0
p2
l
0
p1
C
l
0
p1npr
0
p
R
r
0
p
npþ1r
0
pþ1
. . .R
r
0
k1
nk Þ
ð28Þ
and using (19)
ðLn1l1 . . .L
np1lp2
lp1 ÞðL
l
0
1
n1 . . .L
l
0
p1
np1 l
0
p2
Þ ¼ dl
0
p1
lp1
ðRnprpþ1rp . . .Rnkrk1ÞðR
r
0
p1
n
0
pr
0
pþ1
. . .R
r
0
k1
nk Þ ¼ d
r
0
p
rp
) Sn
0
pl
0
p1r
0
p
nplp1rp ¼ d
n
0
pl
0
p1r
0
p
nplp1rp
ð29Þ
Thus, the site Fock equation for C is written simply as
F
nplp1rp
n0pl0p1r
0
p
C
l0
p1n
0
pr
0
p ¼ EClp1nprp ð30Þ
Comparing this with the eﬀective Schro¨dinger equation (21)
we see that F
nplp1rp
n0pl0p1r
0
p
¼ hl0p1n0pr0pjH^jlp1nprpi, and thus (30) is
simply the same as solution condition 1 from the sweep
algorithm.
Next we consider minimisingL with respect to the left and
right site-functions. In each case there are two non-vanishing
contributions to the derivative, one from the energy expression
hC|Hˆ|Ci and the other from the orthogonality constraint. We
will work out only the derivatives with respect to the left site-
functions explicitly as similar expressions hold for derivatives
with respect to the right site-functions. The derivative of the
energy expression is
@=@L
nqlq1
lq
hCjH^jCi ¼ ðLn1l1 . . .L
nqlq1
lq
. . .Clp1nprpþ1 . . .Rnkrk1Þ
Hn
0
1
...n
0
k
n1...nk ðL
l
0
1
n
0
1
. . .L
l
0
q
n
0
ql
0
q1
. . .Clp1nprpþ1 . . .R
rk1
n
0
k
Þ
¼ Wn
0
ql
0
q1lq
nqlq1l
0
q
L
l
0
q
n
0
ql
0
q1
ð31Þ
while the derivative of the orthogonality constraint is
@=@Lnqlq1lq
X
mop
ml
0
m
lm
ðLlmlmlm1L
nmlm1
l
0
m
 dlm
l
0
m
Þ
¼ mlq
l
0
q
L
l
0
q
nqlq1 ð32Þ
and thus at the minimum, where @L=@L
nqlq1
lq
¼ 0,
W
n
0
ql
0
q1lq
nqlq1l
0
q
L
l
0
q
n
0
ql
0
q1
¼ mlq
l
0
q
L
l
0
q
nqlq1 ð33Þ
Now the minimising condition (33) does not immediately
resemble solution conditions 2 and 3 for the canonical site-
functions from the convergence of the sweep algorithm. To
demonstrate the equivalence, we ﬁrst recall that any minimum
of the canonical Lagrangian (27) is also a minimum of the
simple Lagrangian (4) in section III that did not have the
additional orthogonality constraints. This is because as men-
tioned above, we can always insert transformations as in (16)
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to convert a general matrix product state (3) to a DMRG
canonical form (20), and such transformations do not change
the energy or wavefunction normalisation appearing in the
simple Lagrangian (4). Thus, given some set of L, C, R that
minimise the canonical Lagrangian (27), these all satisfy site
Fock equations as in (10), but with a unit overlap matrix (from
the orthogonality conditions on L, R). Then, we can substitute
the Fock equation (10) in the energy derivative (31), and we
ﬁnd for W
nqlq1 lq
n
0
ql
0
q1l
0
q
W
nqlq1lq
n
0
ql
0
q1l
0
q
¼EðLn1l1 . . .L
nqlq1
lq
. . .Clp1nprp . . .Rnkrk Þ
 dn
0
1
...n
0
k
n1...nkðL
l
0
1
n
0
1
. . .L
l
0
q
n
0
ql
0
q1
. . .C
l
0
p1n
0
pr
0
p
. . .R
r
0
k1
n
0
k
Þ
ð34Þ
Next, we transform the wavefunctions appearing in (34)
through the wavefunction transformation (26), so that the C
site-function is associated with site q+1, i.e.
Ln1l1 . . .L
nqlq1
lq
. . .Clp1nprp . . .Rnkrk
¼ Ln1l1 . . .L
nqlq1
lq
Clqnqþ1rqþ1 . . .Rnkrk ð35Þ
Also we observe that the C site function Clqnq+1rq+1 can always
be decomposed into the product of a matrix with an ortho-
gonal matrix which we recognise as R
nqþ1rqþ2
rqþ1
Clqnqþ1rqþ1 ¼ clqrqþ1Rnqþ1rqþ2rqþ1 ð36Þ
Finally at the minimum of the Lagrangian, all the L and R
site-functions are orthogonal in the sense of (19) and thus we
can evaluate the contracted products of the L site-functions
and the R site-functions appearing in (34) explicitly (substitut-
ing (36) for Clqnq+1rq+1)
Ln1l1 . . .L
nq1 lq2
lq1
 
d
n0
1
...n0q
n1...nq L
l0
1
n0
1
. . .L
l0
q1
nq1 l0q2
 
¼ dl
0
q1n
0
q
lq1nq
R
nqþ1rqþ2
rqþ1 . . .R
nk
rk1
 
d
n0
qþ1...n
0
k
nqþ1...nk R
r0
qþ1
n0
qþ1r
0
qþ2
. . .R
r0
k1
nk
 
¼ dr
0
qþ1
rqþ1
ð37Þ
We can now use all these simpliﬁcations (35), (36) and (37) to
simplify the expression for the energy derivative W
nqlq1lq
n
0
ql
0
q1l
0
q
(34).
We ﬁnd
W
nqlq1lq
n
0
ql
0
q1 l
0
q
¼ dnqlq1
n
0
ql
0
q1
D
lq
l
0
q
ð38Þ
where D
lq
l
0
q
is a density matrix built from the coeﬃcients clqrq+1
D
lq
l0q
¼ clqrqþ1cl0qrqþ1 ð39Þ
and the Lagrangian minimising condition from the energy
derivative (33) becomes
D
lq
l0q
L
l0q
nqlq1 ¼ m
lq
l0q
L
l0q
nqlq1 ð40Þ
This minimising condition (40) is in fact a density matrix
solution condition very similar to conditions 2, 3 arising from
convergence of the DMRG sweep algorithm. To see
the connection explicitly we recognise that the density matrix
D
lq
l
0
q
(constructed from clqrq+1) is related to the density matrix in
the sweep algorithm G
nqlq1
n0ql0q1
(constructed from Clq1nqrq) in a
simple way using eqn (36)
G
nqlq1
n0ql0q1
¼ Lnqlq1lq D
lq
l0q
L
l0q
n0ql0q1
ð41Þ
Next, we multiply (40) on both sides with the L site function
L
nqlq1
lq
D
lq
l0q
L
l0q
n0ql0q1
 
L
n0ql0q1
l00q
¼ Lnqlq1lq m
lq
l0q
L
l0q
n0ql0q1
L
n0ql0q1
l00q
 
ð42Þ
Substituting in (41) for the ﬁrst bracketed term and using
the orthogonality of the L site-functions (19) for the second
bracketed term this becomes
EG
nqlq1
n0ql0q1
L
n0ql0q1
l00q
¼ Lnqlq1lq m
lq
l00q
ð43Þ
This is now identical to the density matrix eigenvector
condition (33) (up to a multiplicative factor of E) if we simply
perform a unitary transformation to diagonalise m such that
mlq
l0q
¼ Ewlqdlq
l0q
ð44Þ
Thus we have arrived at our ﬁnal result: the density matrix
eigenvector condition of the sweep algorithm, which deﬁnes
the L and R site functions in the canonical form of the DMRG
wavefunction, is equivalent to minimising the canonical
Lagrangian (27), up to a unitary transformation of each site
function which does not aﬀect the energy but which diagona-
lises the matrix of Lagrange multipliers m. The DMRG site-
functions are thus ‘‘canonical’’ site functions in a way analo-
gous to the canonical Hartree–Fock orbitals, which are simi-
larly obtained from any energy minimising set of orbitals, by
performing a unitary transformation to diagonalise the
orthonormality constraints.22
We ﬁnish by observing that the canonical form of the
DMRG wavefunction is associated with a more complicated
Lagrangian than the general matrix product state. We might
therefore wonder why we use the canonical form in DMRG
calculations, aside from its historical link to the traditional
sweep algorithm. A central characteristic of the canonical
form is the conditioning of the equations when we solve for
the site functions one-by-one. In the general matrix product
state, the highly non-linear nature of the ansatz can be
expected to lead to ill-conditioned overlap matrices in the site
Fock equations, and indeed we have observed this in (unpub-
lished) calculations using the general form of matrix product
state. Considerations of orthogonality as maintained by the
transformation to a canonical form at each step of the DMRG
sweep are thus important to obtain numerically stable
optimisation algorithms for the DMRG wavefunction.
V. Conclusions
We have shown that we can write down Lagrangians which on
minimisation yield optimal density matrix renormalisation
group (DMRG) wavefunctions in a variational sense. In
particular, we have demonstrated the equivalence between
minimising a canonical form of Lagrangian, and converging
the DMRG energy through the original sweep algorithm, up
to certain unitary transformations of the variational
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parameters in the DMRG wavefunction which leave the
Lagrangian invariant. With an increasing understanding of
the DMRG from a wavefunction ansatz perspective, it is
natural to look towards developing analytic derivative and
response techniques as are available for other kinds of wave-
function ansatz in quantum chemistry. The results presented
here are a ﬁrst step in that direction.
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