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Abstract
We introduce pulsed correlation time-of-flight (PC-ToF) sens-
ing, a new operation mode for correlation time-of-flight range
sensors that combines a sub-nanosecond laser pulse source
with a rectangular demodulation at the sensor side. In con-
trast to previous work, our proposed measurement scheme at-
tempts not to optimize depth accuracy over the full measure-
ment: With PC-ToF we trade the global sensitivity of a stan-
dard C-ToF setup for measurements with strongly localized
high sensitivity – we greatly enhance the depth resolution for
the acquisition of scene features around a desired depth of in-
terest. Using real-world experiments, we show that our tech-
nique is capable of achieving depth resolutions down to 2 mm
using a modulation frequency as low as 10 MHz and an optical
power as low as 1 mW. This makes PC-ToF especially viable
for low-power applications.
1 Introduction
Time-of-flight (ToF) range finding setups support a vast
amount of applications, ranging from robotics closely tied with
exploration and automated manufacturing to motion capture
and 3D mapping, as well as biometrics [14]. They are all con-
nected by the common need for truthful representations of the
three-dimensional environment. As a consequence, all appli-
cations share the desire for both – high spatial resolution as
well as precise depth estimation. Thanks to advances in sensor
technology, the former rises with every generation of sensors,
whereas the depth resoltuion depends on deisgn choices, such
as the time and power budget of any such sensor and hence
fundamentally limited by noise. Especially for low signal-to-
noise ratio (SNR) measurements, accurate detection of dis-
tances becomes a challenge that received a lot of attention
from the scientific community. There exists a number of range
finding approaches based on ToF measurements, which can be
divided into two classes that differ in both hardware require-
ments and reconstruction techniques.
Direct pulsed time-of-flight range finding. Direct pulse-
based ToF systems (P-ToF) [4, 13] were the first ToF systems
to be employed for range finding purposes. These setups emit a
single short (pico-/nanosecond) laser light pulse into the scene.
The sensor then receives a delayed pulse after a certain travel
time. The time delay between emission and acquisition is di-
rectly proportional to the distance travelled and subsequently
the depth of the scene. Recent pulse-based systems rely on
the determination of the pulse-shape, altered by scene traver-
sal [8, 23] and implementation of a fast image shutter in front
of the sensor chip. Use cases are as diverse as acquiring im-
ages [12] or object motion [16] in an “around the corner” set-
ting, measuring 3D shape [21] or separation of light transport
components [22]. The simplicity of the underlying concept
comes at the cost of elevated hardware requirements, enabling
the measurement of time delays in the order of picoseconds
in low SNR scenarios. Due to these limitations, such systems
often consist of a single-pixel sensor only and require time-
consuming pixel-wise scanning of the scene. Despite those
shortcomings, the strength of P-ToF systems lies in their high
depth resolution.
Correlation time-of-flight range finding. To alleviate the
need for fast and costly hardware, amplitude-modulated
continuous-wave (AMCW) ToF systems have been developed
that consist of temporally modulated light sources and sen-
sors [20, 15]. At the core of these correlation time-of-flight
(C-ToF) setups lie the modulation (at the light source) and de-
modulation (at the sensor) functions, that are used to code and
decode the illumination signal. Current C-ToF setups utilize
sinusoidal or square coding functions. Upon scene traversal,
the amplitude modulated illumination undergoes a phase shift
with respect to the original signal emitted by the light source.
This phase shift is proportional to the traveled distance and is
acquired using a correlation measurement between the emitted
and received signal. As modulation and demodulation func-
tion are periodic, these measurements implicitly are limited to
the so-called unambiguity range, which depends on the fre-
quency of the modulation signal. Our approach relies on a
homodyne setup, where the frequency of the modulation and
demodulation signals are equal.
Depth resolution enhancements for C-ToF systems. In
comparison to P-ToF systems, correlation-based ToF systems
exhibit considerably lower depth resolution. This is due to
the fact that C-ToF systems rely on single- or few-frequency
signals such as sinusoidal or triangular [2] modulation and de-
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modulation signals, which in turn renders the depth estimation
more prone to errors from measurement noise [1]. In recent
years a great amount of research has been done to mitigate ef-
fects from higher harmonics of such modulation-demodulation
signal pairs [18, 19]. Dual-frequency setups try to enhance
depth resolution without the loss of unambiguous measure-
ment range by combining high- and low-frequency measure-
ments [10, 9]. More recently, Gupta et al. [6] presented a
framework for general C-ToF range finding, which allows for
the simulation and computation of the depth resolution per-
formance for arbitrary modulation-demodulation signal pairs.
In addition, they also used their framework to develop an opti-
mized Hamiltonian coding function, which achieves depth res-
olutions below 1 cm over the full ambiguity range. Closely tied
to the work presented in this paper, Payne et al. [17] discuss
the optimal choice of the duty cycle for the chosen illumination
signal for the special case of sinusoidal and square illumina-
tion modulation. They point out that a reduction of duty cycle
results in an increased peak power and thus better SNR for the
illumination signal, whereat the linear relation used for phase
estimation is violated by a change of frequency content of the
signal. All these approaches share the desire for improvements
of the depth sensitivity over the full unambiguity range, which
are inherently deemed to result in a tradeoff due to their respec-
tive relations to the modulation frequency. This is due to the
fact, that the limited bandwidth of the illumination signal(s)
directly relates to the depth variations the procedure can truth-
fully distinguish. With pulsed correlation time-of-flight sens-
ing (PC-ToF), we propose a dual-measurement scheme that
explicitly makes use of this information content. This novel
hybrid approach combines the high depth resolution and noise
resilience of P-ToF with the low-cost hardware of C-ToF se-
tups at the cost of ambiguity: We replace the (continuous)
modulation function with pulsed illumination but maintain a
continuous demodulation signal. This way, we make use of
higher harmonics in the modulation signals, previously treated
as artefacts. The two steps of PC-ToF are:
1. Obtain a rough depth estimate with standard C-ToF range
finding methods and select a depth of interest (DOI) for
close inspection.
2. precisely measure the depth around a user-specified DOI
with depth resolutions down to 2 mm, utilizing our hybrid
approach.
The power consumption of C-ToF systems is dominated by op-
tical output power and sensor modulation. Its light efficiency
and the use of slow modulation frequencies make PC-ToF es-
pecially suitable for low power applications, for example in
mobile hardware.
2 Correlation time-of-flight image for-
mation
We will briefly revisit the image formation model for corre-
lation ToF as described in [5, 6] and, for simplicity, adapt
Figure 1: Upper panel: Schematic visualization of our corre-
lation ToF setup. A signal generator drives both – modulation
of the illumination and the sensor gain. In pulsed operation
mode, the laser light source emits a pulse chain i(t). Oth-
erwise, we utilize a sinusoidal illumination modulation. The
light is guided onto a mirror on a linear stage, which allows to
control the distance traveled, required for our validation pro-
cedure. For uniform illumination of the scene, the light is fo-
cused onto a diffuser.Per pixel p, the sensor then retrieves a
shifted version of the illumination signal, which is correlated
with the sensor modulation s(t). Lower panel: Pictures of our
lab setup, as indicated in the upper panel.
their notation: Correlation time-of-flight setups (see Fig. 1)
consist of an amplitude-modulated light source and a gain-
modulated sensor. We start by defining the modulation func-
tions of the light source i(t) and sensor gain s(t) respectively.
Like [6, 3, 7, 11], we assume the absence of any indirect or
multi-bounce light, which allows us to describe the scene re-
sponse as a single scattering event at the precise depth Γ. This
results in a shift of the modulation function i(t). In general, the
irradianceE(p, t) that arrives at pixel p can then be described
as
E(p, t) = Ea(p) + Ec(p) i(t− 2Γ/c) (1)
where c is the speed of light, Ea(p) denotes the ambient light
component and Ec(p) is the mean pixel irradiance due to the
modulated light, encoding the optical properties of the scene.
The shifted normalized illumination modulation is described
by i(t− 2Γ/c). The sensor then records the pixel intensity
I(p) =
∫ τ
0
E(p, t)s(t)dt
= Ia(p) + Ec(p)
∫ τ
0
i (t− 2Γ(p)/c) s(t) dt, (2)
where τ is the exposure time and Ia(p) =
∫ τ
0
Ea(p)s(t)dt
is the incident ambient light. Eq. 2 can be understood as a
cross-correlation function. From this, we define the normal-
2
ized correlation function
C(Γ) =
∫ τ
0
i (t− 2Γ/c) s(t) dt. (3)
This way, we are able to express the full image formation pro-
cess of correlation time-of-flight imaging via the image forma-
tion equation
I(p) = Ec(p)C(Γ) + Ia(p). (4)
This equation reveals three unknowns Ec(p),Γ, Ia(p) which
have to be determined pixel-wise. We require K ≥ 3 mea-
surements or samples of the correlation function Ci(Γ) for
i ∈ {0, . . . ,K}. These measurements are commonly realized
by inserting an additional phase shift θi into the demodulation
function, such that
s(t)→ si (t+ θi/ω) ; θi ∈ [0, 2pi) (5)
and data acquisition is performed forK equally spaced phases.
Gupta et al. [6] continue to develop a depth precision measure
χ¯c, which encodes the average depth accuracy depending on
the average optical properties encoded in Ec,mean as well as
the noise standard deviation Ω =
√∑K
i=1 σ
2
i (assumed to be
constant) for K-tap correlation ToF measurements as
χ¯ =
Ec
ΩΓrange
∫
Γ
√∑
i
(∂Ci(Γ)/∂Γ)
2
dΓ, (6)
where Γrange is the unambiguous depth range.
3 A new operation mode for time-of-
flight range finding
Our foremost aim is to increase the depth sensitivity not on a
global scale (over the full ambiguity range) but locally. This
allows us to select a certain depth of interest (DOI), around
which we can retrieve the depth information of the scene with
high accuracy. From Eq. 6 we directly see that depth sensi-
tivity depends on the gradient of the (normalized) correlation
signal. Ideally, ∂C/∂Γ → ∞ which would result in a vanish-
ing rise time TRise = t(max(C))− t(min(C)) → 0. We base
our considerations on the idealized case of a combination of
pulse trains (Dirac comb) for our modulation signal and using
a rectangular demodulation signal on the sensor side, both with
frequency ν. To unify considerations and clarify, that we are
limited to exactly one period of the modulation and demodula-
tion signals before ambiguities arise, we switch the integration
variable to phase ϕ via
ϕ = ωt; ω = 2piν; ϕΓ =
2ωΓ
c
. (7)
We describe our (real) modulation and demodulation signals
as a chain of Gaussian pulses and a smoothed rectangular sig-
nal chain respectively (cf. Fig. 2). The modulation signal is
then described as the convolution ~ of a Dirac comb with a
Gaussian G with standard deviation σM ,
i(ϕ) =
∑
n
[δ(ϕ− n 2pi − ϕΓ)~ G(ϕ, σM )] , (8)
where the pulse width is assumed to equal the FWHM. We
model the demodulation signal s as a square signal onto which
we apply a Gaussian smoothing kernel to account for non-
vanishing rise times:
si(ϕ) =
∑
n
[
rect
(
ϕ− n 2pi + θi
pi
)
~ G(ϕ, σD)
]
. (9)
To compute the correlation function (Eq. 3), we utilize the fact
that the convolution of two Gaussians yields another Gaussian
function with σ =
√
σ2D + σ
2
M . Assuming the pulse width
being smaller than the period of the modulation (FWHM <<
ωT ), we obtain
Ci(ϕΓ) =
1
ω
∫ 2pi
0
rect
(
ϕ+ θi − ϕΓ
pi
)
~ G(ϕ, σ) dϕ
=
1
ω
√
pi
2
√
a
{erf(√aϕ2)− erf(
√
aϕ1)
ϕ2,1 =± pi
2
+ ϕΓ − θi; a = 1
2σ2
. (10)
Depth sensitivity. The depth sensitivity (Eq. 6) is driven by
the gradient of the normalized correlation function
∂Ci(ϕΓ)
∂ϕΓ
=
1
ω
{
exp(−a(ϕΓ − θi + pi
2
)2)
− exp(−a(ϕΓ − θi − pi
2
)2)
}
, (11)
which essentially are two Gaussians located at
ϕΓ = θi ± pi
2
, (12)
one with negative, the other with positive amplitude (see
Fig. 2, middle). These Gaussians indicate that the maxi-
mum (absolute) gradient of the correlation function C(Γ) is
achieved at this local maximum and minimum respectively,
which depend on the value of ϕΓ and hence the distance to-
wards an observed object. This means that our PC-ToF ap-
proach exhibits strong sensitivity in a narrow range around a
specific phase, the phase of maximum sensitivity ϕ0.
The depth of interest (DOI). From Fig. 2 (middle, right) it
becomes clear that only measurements with a specific depth
(Γ0(ϕ0)) can be made at maximum sensitivity and produces
meaningful results. Relation Eq. 12 reveals, that a sensible
choice of θi allows to shift the correlation function such, that
the extrema are located at the desired phase ϕΓ = ϕ0 and
hence depth Γ0. This depth we call the depth of interest (DOI).
In a K-tap measurement system it is not directly clear which
of the phase shifts θi should be chosen such that ∂C/∂ϕΓ ex-
hibits an extremum. For simplicity we will choose θ0 which
introduces a global phase shift θG as the θi are equally spaced:
ϕ0 = ϕΓ ∓ pi
2
− θ0 = 2ωΓ0
c
− pi
2
; θi → θi + θG (13)
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Figure 2: Left: Signals of the pulsed ToF approach. Note that the modulation signal i(ϕ) is rescaled for visualization. The
demodulation signals are plotted for the denoted shifts applied, corresponding to a standard 4-tap ToF measurement. Middle:
Correlation function C0(ϕΓ) and its first derivative ∂C0/∂ϕΓ in dependence on the phase (and hence, depth). Given a chosen
phase shift θi, only certain depths lie within the sensitive range, here indicated as the region between two dashed red vertical
lines surrounding an extremum. Only depths corresponding to phases within this range lead to reliable depth measurements.
The phase of maximum sensitivity is reached when ∂C0/∂Γ reaches an extremum, denoted by the dashed blue line. We denote
the corresponding depth as the depth of interest Γ0, onto which we are able to focus by shifting θi. Right: Close-up of C0(ϕΓ)
and ∂C0/∂ϕΓ around the first extremum ϕ0. To restrict the sensitive range to non-negligible values, we define it as the beam
width of the Gaussian.
Figure 3: Demodulation signals and reflected pulse and corresponding correlation function measured in a single pixel. The
demodulation signals are color coded to represent their respective phase shift for a 4-tap sampling procedure. Left: The
reflected pulse coincides with the lower and upper plateaus of s(ϕ) due to a bad choice of Γ0 and hence θG. The 4 measured
samples are obtained at maximum and minimum value respectively (see right panel, solid line). This way, ambiguity arises and
no certain phase can be reconstructed, as nearby depths (or reflected pulses) will yield the same result. Middle: We choose a
rough estimate for the DOI Γ0 and adjust the phase shift ϕ0 by applying θG such that the reflected pulse lies within the sensitive
range. This results in a coincidence of reflected pulse and rising signal edge of s0(ϕ). The 4 measured samples now refer to a
unique phase (see right panel, dashed line) and a small change in measurement value will result in a large change of the phase
estimate.
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Sensitive range. The phase of maximum sensitivity is re-
stricted to one particular value and corresponding depth,
whereat measurements within a surrounding phase interval
also benefit from increased depth sensitivity. We call this in-
terval the sensitive range ∆Γ and corresponding phase ∆ϕΓ.
Mathematically it can be described as the interval with nonzero
first derivative, i.e., ∂C0/∂ϕΓ 6= 0. We estimate this interval
as the rise time of the signal edge surrounding ϕ0. In general
we would focus on the rising signal edge (see Fig. 2, right)
and ask for the roots of the first derivative. As an example
consider a sinusoidal correlation function, where the phases
corresponding to the sensitive range are exactly pi apart, result-
ing in full sensitivity over the ambiguity range. On the other
hand, the derivative of our correlation function consists of two
Gaussians with nonzero value everywhere. We therefore de-
fine the sensitive range as the interval bounded by the points
where the Gaussian reaches 1/e2 of its peak, often also called
the beam width.
∆ϕΓ = 4σ; ∆Γ =
∆ϕΓ c
2ω
(14)
For illustration, consider a PC-ToF measurement which has
a true depth of Γ. To achieve maximum sensitivity, the ideal
solution would be to set the DOI to the exact depth and acquire
the necessary phase shift θG. Physically this is the case when
the reflected illumination pulse coincides with the rising edge
of the demodulation signal. In contrast, the reflected pulse
coincides with one of the plateaus of the demodulation signals
(Fig. 3 left) if the true depth Γ and Γ0 differ too strongly. The
measured Ci do not change upon small changes of the depth –
the measured values are outside the sensitive range ∆Γ.
However, a priori the exact depth value is unknown. To still
achieve a high resolution depth measurement we will choose
the DOI Γ0 such that it is close to the (unknown exact) depth
Γ. Having an estimate for Γ0 that lies within the sensitive
range results in a coincidence of reflected pulse and signal
edge (Fig. 3 right) – the measurement operates at increased,
albeit not necessarily maximum sensitivity and yields an accu-
rate result for Γ.
3.1 Hardware
Our approach describes an additional mode of operation for
existing correlation ToF range finding setups, which requires
certain hardware characteristics to be available.
First, we require a correlation ToF sensor. These devices are
either externally modulated by a high-frequency signal or em-
ploy their own signal generator for this purpose. We utilize
a PMD CamBoard nano (based on their 19k-S3 sensor) with
external DDS modulation source at 10 MHz [7], which also
triggers the laser source. Second, we require the light source
to emit pulses with the given modulation frequency and nar-
row pulsewidth. To this end we utilize an Omicron QuixX
laser with pulse width FWHM ≤ 500 ps.
Third, for calibration we require a phase shift to be applied to
either the modulation or demodulation signal. This phase shift
needs to be adjustable with as high an accuracy as possible, as
Table 1: Parameters of the hardware used for our measurement
setup (cf. Fig. 1)
Laser light source Sensor Lens
Omicron QuixX 852-150 PMD 19k-S3 Fujinon HF35SA-1
Wavelength 852 nm Resolution 160x120 Focal length 35mm
Pulse width (FWHM) <500 ps Frequency 10 MHz Aperture f/2.0
Average power <1mW Shutter time 1 ms #Acquisitions 25
Sensitive range ∆Γ / 0.75 m
this affects the final resolution of the range imaging system.
The modulation source allows setting the phase with 14 bits
precision, leading to phase steps as small as ∆ϕ = 2pi/214.
The parameters for our measurements, as well as the specific
hardware used, can be found in Tab. 1.
3.2 Setup and measurement procedure
Fig. 1 shows a schematic illustration as well as pictures of our
setup: The pulsed laser illumination is guided onto a mirror
mounted on a linear stage before being reflected back onto a
diffuser for uniform illumination of the scene. The linear stage
allows to control the distance travelled which directly trans-
lates to a proportional phase shift. This is equivalent to adding
a phase shift in hardware and is used for validation only, but
could in principle also be utilized for calibration. The sensor
observing the scene then retrieves a delayed version of the il-
lumination signal, which is correlated with the demodulation
signal on a per-pixel level.
Depth reconstruction. The CamBoard nano, as
most available C-ToF systems, employs a four-tap
measurement procedure that acquires four samples
{C0(p), C1(p), C2(p), C3(p)} of the correlation func-
tion per pixel p measured using demodulation functions
shifted by θi ∈ {0, 12pi, pi, 32pi}. Instead of disclosing these
four values, the CamBoard nano returns the differences of
samples separated by ∆ϕ = pi. For C-ToF systems utilizing
sinusoidal modulation and demodulation signals it can be
shown [20] that the unknown phase ϕΓ(p) corresponding to
the range Γ(p) can be computed as
ϕΓ =
2ωΓ
c
= atan (Ψ)
Ψ =
C0(p)− C2(p)
C1(p)− C3(p) (15)
and we denote the argument Ψ as the raw fraction. This ex-
pression has two major benefits: First, the result of the differ-
ences is independent on ambient light Ia(p) and second, the
fraction of the two differences cancels out the scene dependent
factor Ec(p). Still, Eq. 15 is only valid for sinusoidal signals
and results in strong systematic errors [18] for non-harmonic
correlation functions such as ours. Instead, we will rely only
on measurements of the raw fraction in dependence of a cho-
sen depth of interest Γ0 and phase shift θG.
Calibration. In contrast to the simple expression for sinu-
soidal correlation ToF (see Eq. 15), we cannot easily invert
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Figure 4: Left: Measured raw fraction Ψ for 512 equally spaced phase shifts ϕ0 ∈ [0, 2pi). We estimate the values for the
upper and lower plateaus of the correlation function (red horizontal lines). From the plateau values we compute a zero-crossing
equivalent value, which is exactly half the difference between the plateaus. We further estimate the sensitive range, here denoted
by the red rectangle. Middle: We perform an additional measuremetn of Ψ for phases ϕ0 within the sensitive range enclosing
the rising signal edge, which is performed at the highest possible accuracy in terms of ϕ0 (14 bit). The data acquired exhibits
noise, which leads to ambiguities when used for a lookup table. Instead, we fit a continuous spline representation to circumvent
that issue. This way, we obtain a ϕ0-Ψ mapping that allows to estimate the offset a measurement exhibits from a reference
phase. Right: As we can only chose a single depth of interest via ϕ0 per measurement, we obtain the phase of maximum
sensitivity for each single pixel and subtract it from the median over all pixels. This way, we obtain a calibration mask that
employs a per-pixel phase correction with respect to ϕ0.
our correlation function for our pulsed approach (cf. Eq. 10).
Instead we perform a calibration step in which we measure
the raw fraction with a homogeneous calibration target (white
diffuse plate) at a fixed distance to sensor and light source.
Figure 4 (left and middle) visualizes the calibration process
for a single pixel. First, we perform measurements with 512
equally spaced phase shifts θG. This reveals the upper and
lower plateaus of the (ideally) rectangular correlation function.
In theory, these plateaus have equal absolute value and hence
the phase of maximum sensitivity is at Ψ = 0. However, for
real measurements we have to compute a zero equivalent value
which relates to the actual phase of maximum sensitivity ex-
actly between the plateaus. This value refers to the depth Γ at
which the calibration target is placed. We estimate the limits
of the sensitive region ∆Γ. Second, we measure Ψ within the
sensitive region by stepping over the corresponding θG with as
high precision as possible (14 bit). This yields lookup values
that could be used directly for estimating phases from mea-
sured values. However, noisy measurements introduce ambi-
guities into a numerical inversion, which requires a smoothing
step to obtain a monotonously rising function for unambigu-
ous phase estimation. To this end, we fit a univariate spline
representation to the measurements on a per-pixel level. The
resulting lookup table can now be used to estimate the phase
offset from ϕ0, which in turn can be controlled to have a de-
sired value. Third, we note that not necessarily all pixels of
a C-ToF sensor exhibit the exact same behaviour, which in
our case leads to a different spline representation and phase
of maximum sensitivity per pixel. These values are distributed
around the reference phase, which corresponds to our fixed
distance. As we can only chose a single depth of interest Γ0
and corresponding phase ϕ0, we obtain the zero equivalent for
each single pixel and subtract it from the median over all pix-
Figure 5: Example validation procedure for camera pixel
(60, 80). Left: The acquired calibration data and its fitted
spline representation. The extracted phase of maximum sensi-
tivity ϕ0 is given as a dashed red line. To validate our calibra-
tion, we offset the mirror on the linear rail (cf. Fig. 1) by values
within [−2.5,2.5] cm from the reference depth used for calibra-
tion. We invert the phase value from the measurement value
using the spline representation. The measurements and phase
estimates are color coded from yellow to blue, representing
the order of measurements. Right: All 51 measurements, av-
eraged over all camera pixels, plotted against the ground truth
depth. The RMS error is approximately 0.6 mm.
els. This way we obtain a calibration mask that employs a
per-pixel phase correction with respect to the DOI.
Validation. To validate our calibration, we need to assess
how closely we can reconstruct changes of depth within a
scene with the available calibration. As the calibration allows
to measure an offset from ϕ0, we perform measurements with
a planar calibration target again but now we change the dis-
tance the light has to travel by offsetting the mirror on the lin-
ear rail (cf. Fig. 1). We perform a total of 51 measurements
with offsets in the range of [−2.5,2.5] cm at 1 mm accuracy
6
Figure 6: Pictures of the 3D models we printed and measured
using our pulsed ToF approach. Left: Standard target box
consisting of 2 ramps and stairs with a step height of 5 mm.
This scene is used to validate the working principle of our ap-
proach. Right: Target box with detailed stairs. We generated
2 variants of this scene with the different measures separated
as 1.5 mm / 3 mm. The most detailed stairs have a step height
of 1 mm and are considered the limit test case for our method.
with respect to the reference depth used for calibration. The
results (cf. Fig. 5) indicate a good match between our depths
obtained from a phase estimate using the spline representation
for inversion and the ground truth depth values. Note that the
validation is performed within a close range around the phase
of maximum sensitivity, well within the sensitive range.
Performing a PC-ToF measurement. After validation, our
measurement procedure (cf. Fig. 7) is straightforward: We first
acquire a rough depth estimate using a low power C-ToF mea-
surement with sinusoidal modulation and demodulation with
our system. With this, we obtain a rough estimate of the depth
the object of interest is located at and adjust θG such that the
DOI is matched and interesting scene features lie within the
sensitive range. Another measurement, now in pulsed opera-
tion delivers a much better resolved depth estimate. All mea-
surements are obtained using the parameters given in Tab. 1,
whereat the only difference between the operation modes is
the usage of the different modulation signals.
4 Results and conclusion
To assess the capabilities of our approach, we designed and
3D-printed three different targets, depicted in Fig. 6. The tar-
gets dimensions are chosen such that we cover a range of rel-
ative depth differences, starting from discrete steps of 5 mm
down to 1 mm. Given the results from the validation measure-
ment (cf. Sec. 3.2), we regard signal changes that originate
from such small depth differences as the limit our approach
can resolve; in fact, we cannot assume to exactly match DOI
and real depth (see Sec. 2), but as long as the depth remains
in the sensitive range, the measurement is performed at high
albeit not maximum sensitivity.
Fig. 8 shows the results of our measurements for three distinct
setups, each with a different target. All of our results show
an increasing discrepancy between ground truth and measure-
ment towards the right edge of the depth maps, best visible
in the depth slices in Fig. 8. There are two main factors from
which this systematic error could result: First, we compute our
ground truth via simulation, which relies on the correct pose
estimation for the 3D models. This is a difficult task on its
own, especially given the low resolution images. For example,
Fig. 9 reveals that indeed our pose estimation is not perfectly
accurate, but a tilt is clearly visible. Second, our simulation
assumes only a simple pinhole camera and the conjunction of
light source and camera at the same position. However, in real-
ity it is not possible to place both at the exact same location, an
offset comes into play which will result in deviations with spa-
tial dependency. In addition our approach, as well as all avail-
able correlation ToF systems, inherently suffers from the so-
called multipath interference problem (MPI): Whenever mul-
tiple light paths from different scene points end up in one sen-
sor pixel, the resulting depth estimate for this pixel is shifted
to higher values, best visible near corners (Fig. 8 bottom left).
Still, our approach reveals depth differences as fine as 2 mm
(cf. Fig. 8 middle), utilizing measurements with only 1 mW
average power and 10 MHz modulation frequency by choosing
a depth of interest based on a rough depth estimate. The ap-
proach is inherently dependent on the pulse shape of the mod-
ulation and rise time of the demodulation signal and hence the
shape of those signals. The modulation frequency is only a
secondary factor.
In future work, we would like to test the limits of the approach
for more contemporary ToF sensors, which operate at frequen-
cies of 100 MHz or more. With higher frequencies, we expect
shorter rise times of the sensor modulation and at the same
time we can accumulate more laser pulses in the same expo-
sure time, increasing the SNR. This should also allow us to
test our approach on scenes with larger depth ranges - focus-
ing on different targets that ideally are allowed to be meters
apart and reconstructing the depths within a few centimeters
around the respective DOI with high accuracy. Future work
should also include a way to circumvent the calibration pro-
cedure described in Sec. 3.2: Using approximations and by
allowing more realistic modulation and demodulation signals
(e.g., the saddlepoint found in the measurement of Ψ on the ris-
ing signal edge - Fig. 5), we would like to find a closed-form
solution to invert the measurement formalism. A calibration
could then find the parameters of this analytic solution instead
of generating a lookup table.
In the end, our approach is most suited for low power scenar-
ios, such as mobile devices or for static measurement scenar-
ios, where a detailed depth estimation for objects at a distinct
range is required. With PC-ToF we trade the global sensitivity
of a standard C-ToF setup (covering the unambiguity range)
for highly increased sensitivity around a depth of interest: The
broader the sensitive range, the less the maximum sensitivity
and vice versa. In turn this allows for a task-specific tailor-
ing of the pulse width and rise time, the two parameters that
drive the depth resolution and sensitive range achievable with
PC-ToF.
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Figure 7: (Left): We perform a single ToF measurement with sinusoidal modulation and demodulation signals at 1 mW – The
low SNR disallows to obtain a high resolution depth map but instead returns a rough depth estimate (about 50 cm) for features
of the scene we are interested in, the depth of interest (DOI). (Middle): Using Eq. 13 we compute the phase shift required
to let the reflected pulse and the signal edge coincide, focussing our measurement onto the DOI Γ0. The shaded rectangles
here illustrate the sensitive range surrounding the DOI, both in phase space and for 3D depths. (Right): We perform a single
measurement at 1 mW after applying the shift and switching the mode of operation to our pulsed acqusition. The obtained
depth reconstruction exhibits well improved depth resolution for all scene features that lie within the sensitive range.
Figure 8: Depth maps (left) and comparison of depth slices
(right) with our simulated ground truth data. All slices taken
across stairs are averaged over 5 pixels in vertical direction.
From top to bottom, the step heights of the stairs are 1 mm
(green), 1.5 mm (violet); 2 mm (blue), 3 mm (violet); 5 mm
(green). The remaining three slices (middle, green; bottom,
blue and violet) are taken across a more complex inhomoge-
neous geometry and two slopes with same maximum height
but different length respectively.
Figure 9: Left: Ground truth depth map obtained from our
simulation for the first target. Note that our pose estimation
does not deliver a perfect match, comparison with Fig. 8 (lower
left) reveals that the orientation does not perfectly match, lead-
ing to systematic errors. Right: Comparison of the C-ToF
measurement with sinusoidal modulation of the scene at 1 mW
(cf.Fig. 7) with the ground truth depth for the indicated slices.
The measured depth overall follows the trend of the ground
truth but is too noisy to reveal any details.
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