We approach image compression using an affine symmetric image representation that exploits rotation and scaling as well as the translational redundancy present between image blocks. It resembles fractal theory in the sense that a single prototypical block is needed to represent other similar blocks. Finding the optimal prototypes is not a trivial task particularly for a natural image. We propose an efficient technique utilizing independent component analysis that results in near-optimal prototypical blocks. A reliable affine model estimation method based on Gaussian mixture models and modified expectation maximization is presented. For completeness, a parameter entropy coding strategy is suggested that achieves as low as 0.14 bpp. This study provides an interesting approach to image compression although the reconstruction quality is slightly below that of some other methods. However the high frequency details are well-preserved at low bitrates, making the technique potentially useful in low bandwidth mobile applications.
INTRODUCTION
Natural images contain considerable redundancy and this is exploited by state of the art wavelet image compression techniques [1] . A recent tendency is to decompose the image into various directional subbands [2] . In this context, exploiting the affine symmetric redundancy residing between blocks, namely translation, scaling and rotation, offers a different viewpoint from which to tackle the compression task. This approach resembles fractal theory as only a single prototypical block is needed to replicate other blocks of similar texture. Hsu and Wilson developed a two-component analysis [3] , a framework that combines a structural component which identifies the affine transformation from block to block as shown in Fig.I and a stochastic residual component. The technique provides high fidelity in the reconstruction of periodic texture. Recently, the framework was extended for affine invariant segmentation of natural images by Bhalerao and Wilson [4] . Without loss of generality, a natural image comprises regions of different textural pattern. Classification of blocks into self similar groups and selection of the most representative blocks have paramount impact on the visual quality of reconstruction. They showed that a clustering approach is appropriate and performs well for a supervised case [4] . We propose a practical algorithm based on Independent Component Analysis(ICA) for an unsupervised case, resulting in near-optimal prototypical blocks. We also present an alternative structural transformation estimation technique with minimal computational complexity and a parameter entropy coding strategy.
In section 2, we briefly review two-component analysis before introducing classification of blocks in section 3. In section 4, we explore structure transform estimation and discuss an alternative approach. In section 5, an efficient parameter coding strategy is described. Finally, experimental results are reported and conclusions are drawn.
TWO COMPOENENT ANALYSIS
The two-component framework [3] combines a structural element based on the 2D affine relationships between texture patches and a stochastic element designed to account for the unpredictable variations in the texture. We focus on only the structural component. Given an optimal prototypical block, f i and a region of self-similarity composed of affine symmetric blocks, a target patch, f j is estimated as
is a 2D affine transformation of the coordinates of prototype f i , and ij is an intensity scaling coefficient. Fig.I illustrates the concept. The Fourier transform is used to reduce the search space by separating the linear and translation estimations which relate to amplitude and phase respectively. For the linear part, Aij , a two energy cluster model is employed to represent the spectra using angular variance analysis. This is conducted to discover angles, 1 and 2 , which minimise the sum of the variances, 2 . Readers are referred to [3] for details.
where µ is the centroid of a cluster and is a set of coordinates in the subdivision formed by 1 and 2 . The corresponding affine transform is found by aligning the centroids of a cluster in the prototype and the target. Translation, t ij is shown as a phase gradient which is found from the location of the peak in the cross-correlation.
The resulting blocks are stitched together using a squared cosine mask, W, of size
CLASSIFICATION AND PROTYTYPE
Classification and the identification of appropriate prototypical blocks is an essential step to exploiting affinesymmetry in our approach. The most obvious procedure is to perform an exhaustive search. That is, to compute the transformation error for all combinations of prototype and target and then to choose those that minimise the overall error. This leads to the discovery of the optimal prototype block but is clearly a computationally arduous task given the number of combinations. The computational burden can be halved under the symmetry assumption:
where f(x, y) transforms x to fit y. Nonetheless, the computational requirement becomes prohibitive as the image size increases.
Independent Component Analysis
ICA and its variants have been proposed to provide representations that utilise a set of linear basis functions [5] , [6] . What the approaches have in common is that they try to reduce the information redundancy by capturing the statistical structure in the images, beyond second order information. ICA finds a linear non-orthogonal coordinate system in multivariate data, determined by the higher-order statistics. ICA produces an overcomplete set of basis functions, as shown in Fig.2 , which is well localised in frequency and orientation. This allows one to the find common structure between blocks as well as how similar they are to each other.
Classification
Despite the fact that ICA identifies common directional linear structures, it is not trivial to estimate affine invariance between blocks with only the discovered basis functions. However, the number of the directional linear bases in each block captured by ICA is affine invariant feature as shown in Fig.3 . This makes sense as it is unlikely to fit one to another if the number of directional linear features does not match. The different number of significant basis functions for each block can be found as 
AFFINE TRANSFORM ESTIMATION
The two-component analysis accurately estimates the texture's structure. However, it is often the case that a twocluster model produces an incorrect estimate particularly for directional texture. Calway addressed this problem using a simple metric [7] . It is assumed that two clusters are present when 2 1+2 / 2 min < 1 holds. However, the metric provides a false prediction in some cases, as shown in Fig.5 . Bhalerao and Wilson developed an alternative strategy to overcome this problem, utilising the Gaussian mixture model (GMM) [8] , [4] . The amplitude spectrum is modelled as a two-dimensional, two component Gaussian mixture and approximated using the Levenberg-Marquardt (LM) algorithm. The LM is a nonlinear optimisation and requires that the partial derivative of each parameter is known. With the estimated Gaussian mixture model, the LM is applied again to find an optimal affine transformation applied to the Gaussian mixture that best fits the amplitude spectrum of the target block in a least square error sense. Although this strategy overcomes the aforementioned problem, it increases the computational requirement by introducing another step to fit the model to the spectrum.
Alternative Method

1) Expectation Maximisation for GMM:
Expectation Maximisation (EM) [9] is an estimation algorithm driven by each data points' probability of membership to a particular class. The EM is a favourite in statistics due to its simplicity and fast convergence rate, but is apt to fall into local optima. Estimation is achieved by repeating two steps, an E-step and M-step. An example follows with respect to the Gaussian mixture model. The E-step computes expected classes for all data points for each class and is given by
where µ, c and w are the centre, covariant matrix and weight of each Gaussian model. In the M-step, the maximum likelihood is estimated given the new membership distribution for the data
2) Combination of GMM and Two-Component Analysis:
The clustering problem in the two-component analysis arose from assuming two clusters model in a single cluster spectrum [3] , leading to two centroids µ i , sit too close. These centroids result in severe deformation when aligned to centroids based on two-cluster data. A method to determine the effective number of clusters and which does not increase the computational requirement is a useful step forward. Our work adopts the GMM estimation of [4] and the alignment of centroids from [3] . The LM is substituted by a modified EM, in which the principle component of the Gaussian model is utilised in favour of controlling its orientation and breadth. The Gaussian mixture model is used not just to model the amplitude spectrum but each constituent Gaussian model represents a different directional feature.
3) Modified EM for GMM:
The Gaussian mixture is initialized as having constituent Gaussian models evenly distributed between 0 and to avoid local minima. This is done by assigning a designated vector as the principal component of each model. As shown in Fig.6 , a six directional Gaussian mixture model is used initially to approximate the spectrum. One component is fixed as
with w i = 0.4. This is to assure the directional components focus on significant features without being distracted by block, magnitude spectrum, Gaussian mixture before EM iteration, and approximation after iteration the scattered high frequency data. As iteration progresses, components are fixed as additional background components when their degree of directionality, e 2 /e 1 < 0.6, or their weights are negligible (w i < 0.05), and are excluded in the M-step. As it converges, components left non-fixed are assumed to represent different directional features. These in turn provide an affine transformation by aligning the principal components of two significant Gaussian models. If more than two Gaussian models are left nonfixed, then the model with the least weight, w i , and the one with the closest Euclidean L 2 distance to its principal vector X i are merged as their median. Further iterations are performed until the number of models becomes equal to the number of components of the mixture model of the prototypical block.
PARAMETER ENTROPY CODING
Zero-Basis Region
Using a single prototype to represent a set of self-similar blocks sounds efficient. However, each structural transformation from prototype to target block entails six affine parameters, a costly representation, particularly for a homogeneous block. The simpler the structure of the block's contents, the less efficient it is to use the structural transform, in terms of bitrate. It is required to distinguish blocks that are better represented by the structural transform from those that are not. We have already solved this problem from the ICA result obtained in Fig.4 . Blocks containing only non-directional or lowpass filtered like bases as given below are replicated by intensity scaling only, for which Eq.(2) is modified as 
where E is the mean of the block, and ij is applied on a unit intensity block instead of the prototype.
Vector Quantisation
Another issue making compression of the transform parameters difficult is that they are floating point numbers and sensitive to loss of significant digits when limited precision is applied. We encode centroid coordinates instead of affine parameters. Limited precision can be flexibly applied depending on the probability of the centroids. For a 16 x 16 block, a grid is given depending on the distance, d from the centre.
Each centroid coordinate pair can be converted into a single byte when a 16 x 16 block is considered. Therefore, a transform parameter results in three bytes including offset coordinates, prior to first-order entropy coding. First-order entropy coding can be used as, due to the symmetric property of the Fourier transform, centroid neighbourhood redundancy is less likely to exist.
EXPERIMENTAL EVALUATION
The algorithm was executed on the lowest two levels of the Laplacian pyramid. A block entails six parameters for the affine transform, an intensity scale and a prototype id. Table. 1, where each column represents the algorithm with different options. A and B are with prototype selection by ICA, and C and D are with manually selected prototypes. A and C are with a classification map by ICA and B and D are with application of all prototypes to the whole image. E is JPEG2000. The top five rows are with three prototypes and the bottom five rows are with two prototypes. Manually selected prototypes may not be optimal choices, however these were the best combinations of those tested. The images are better reconstructed with manually selected prototypes than with ICA based prototypes but the difference is only 0.1dB. We believe that the differences with the optimal prototype based reconstruction would be insignificant. The more prototypes the better the reconstruction but jaguar and giraffe in A and B show the opposite effect. This is due to the weak-classification and sub-optimal prototypes. Comparing A with B and C with D demonstrate that the 
CONCLUSION
An alternative image compression technique exploiting the affine symmetric redundancy present in natural images has been discussed. The main difficulty lies in the selection of prototypical blocks as natural images are often composed of various textures. The technique involves classification of blocks into self-similar groups as well as the selection of an optimal block in each group. A near-optimal solution is suggested that performs ICA based classification by directional features and which selects the most representative block as the prototype. The reconstruction quality differs by only 0.1Db from those reconstructed by manually selected prototypes. A computationally efficient structural component estimation technique is presented, with an adaptive accuracy quantisation strategy. The work may be useful in applications where detailed texture is preferred to blurred images at low bitrates. 
