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Abstract. We extend the classical Brunel-Sucheston definition of the spread-
ing model by introducing the F-sequences (xs)s∈F in a Banach space and the
plegma families in F where F is a regular thin family. The new concept yields
a transfinite increasing hierarchy of classes of spreading sequences. We explore
the corresponding theory and we present examples establishing this hierarchy
and illustrating the limitation of the theory.
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Introduction
Spreading models have been invented by A. Brunel and L. Sucheston in the
middle of 70’s (c.f. [8]) and since then they have a constant presence in the evolution
of Banach space theory. Since the goal of the present monograph is to extend and
study that notion, we begin by recalling the basics of their definition and some of
their consequences.
1. The Brunel-Sucheston spreading models
A spreading model of a Banach space X is a spreading sequence1 (en)n in a
seminormed space (E, ‖ · ‖∗) connected to X through a Schreier almost isometry
which we next describe. A sequence (xn)n in a Banach space (X, ‖ · ‖) is Schreier
almost isometric to a sequence (en)n in a seminormed space (E, ‖·‖∗), if there exists
a null sequence (δn)n of positive reals such that for every F = {n1 < . . . < nk}
with |F | ≤ n1 and every (ai)ki=1 ∈ [−1, 1]k, we have that∣∣∣∣∣∥∥∥
k∑
i=1
aixni
∥∥∥− ∥∥∥ k∑
i=1
aiei
∥∥∥
∗
∣∣∣∣∣ < δn1
It is easy to see that any sequence (en)n as above is a spreading one. A sequence
(en)n is a spreading model of the space X if there exists a sequence (xn)n in X
which is Schreier almost isometric to (en)n. In this case we say that (xn)n generates
(en)n as a spreading model. By applying Ramsey theorem (c.f. [31]), Brunel and
Sucheston proved that every bounded sequence (xn)n in a Banach space X has a
subsequence (xkn)n generating a spreading model.
The spreading sequences possess regular structure. For instance if (en)n is
weakly null, then it is 1-unconditional. Furthermore if (en)n is unconditional then
either it is equivalent to the standard basis of ℓ1 or it is norm Cesa`ro summable
to zero. The importance of the spreading models arise from the fact that they
connect in an asymptotic manner the structure of an arbitrary Banach space X
to the corresponding one of spaces generated by spreading sequences. For exam-
ple every Banach space admits unconditional sequences as a spreading model and
moreover every seminormalized weakly null sequence in a Banach space X contains
a subsequence which either generates ℓ1 as a spreading model or it is norm Cesa`ro
summable to zero. We should also add that recent discoveries (c.f. [16], [17]) have
shown that similar regular structure is not expected inside a generic Banach space.
It is clear from the definition of the spreading model that it describes a kind of
finite representability2 of the space generated by the sequence (en)n into the space
1A sequence (en)n in a seminormed space (E, ‖ · ‖∗) is called spreading if for every n ∈ N,
k1 < . . . < kn in N and a1, . . . , an ∈ R we have that ‖
∑n
j=1 ajej‖∗ = ‖
∑n
j=1 ajekj ‖∗
2A Banach space Y is finitely representable in X if for every finite dimensional subspace F of
Y and every ε > 0 there exists T : F → Y bounded linear injection such that ‖T‖ · ‖T−1‖ < 1+ ε.
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(X, ‖ · ‖). However there exists a significant difference between the two concepts.
Indeed in the frame of the finite representability there are two classical achieve-
ments: Dvoretsky’s theorem (c.f. [9]) asserting that ℓ2 is finitely representable in
every Banach space X and also Krivine’s theorem (c.f. [22]) asserting that for
every linearly independent sequence (xn)n in X there exists a 1 ≤ p ≤ ∞ such
that ℓp is block finitely representable in X . On the other hand E. Odell and Th.
Schlumprecht (c.f. [29]) have shown there exists a reflexive space X admitting no
ℓp as a spreading model . Thus the spreading models of a space lie strictly be-
tween the finitely representable spaces in X and the spaces that are isomorphic to
a subspace of X .
The spreading models associated to a Banach space X can be considered as a
cloud of Banach spaces, including many members with regular structure, surround-
ing the space X and offering information concerning the local structure of X in an
asymptotic manner. Our aim is to enlarge that cloud and to fill in the gap between
spreading models and the spaces which are finitely representable in X . More pre-
cisely we extend the Brunel-Sucheston concept of a spreading model and we show
that under the new definition the spreading models associated to a Banach space
X form a whole hierarchy of classes of spaces indexed by the countable ordinals.
The first class of this hierarchy is the classical spreading models.
2. The extended notion of the spreading models
The new definition heavily depends on the following two ingredients. The first
one is the F -sequences (xs)s∈F with F a regular thin family of finite subsets of N.
The F -sequences will replace the usual sequences. The second one is the plegma
families of finite subsets of N. This is a new concept introduced here which is very
crucial for our approach due to their Ramsey properties. Let us also note that the
plegma families are invisible in the classical definition of spreading models. Next
we shall describe in detail the aforementioned concepts and the definition of the
spreading models. In the sequel for an infinite subset M of N by [M ]<∞ (resp.
[M ]∞) we denote the set of all finite (resp. infinite) subsets of M .
Thin families introduced by Nash-Williams in [27] and were studied by P.
Pudlak and V. Rodl in [30]. A detailed presentation can be found in the second
part of [5]. Here we consider a special class of thin families called regular thin
families (see Definition 1.3). An important feature of a thin family F is the order
of F , denoted as o(F) and which is defined to be the height of the tree F̂ = {t ∈
[N]<∞ : ∃s ∈ F with t ⊑ s} associated to the family F (see [21], [30]). Typical
examples of regular thin families are the families of k-subsets of N, Fk = [N]k with
o(Fk) = k, the maximal elements of the Schreier family, Fω = {s ⊂ N : min s = |s|}
with o(Fω) = ω and a generic one is the family Fωξ of the maximal elements of the
ξ-Schreier family Sξ (c.f. [2]), with o(Fωξ) = ωξ. We shall consider F -sequences
(xs)s∈F , in some set, as well as F -subsequences (xs)s∈F↾L, where L ∈ [N]∞ and
F ↾ L = {s ∈ F : s ⊂ L}.
The plegma families are some special finite sequences of subsets of N (see Def-
inition 1.15). Roughly speaking a plegma family is a family (s1, . . . , sl) of pairwise
disjoint finite subsets of N satisfying the following property. The first elements of
(si)
l
i=1 are in increasing order and they lie before their second elements which are
also in increasing order and so on. A plegma family does not necessarily include
sets of equal size. For each l ∈ N, let Plml(F) be the set of all plegma families
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(s1, . . . , sl) with each si ∈ F . The plegma families satisfy the following Ramsey
property which is fundamental for this work.
Theorem 0.1. Let M be an infinite subset of N, l ∈ N and F be a regular thin
family. Then for every finite coloring of Plm l(F ↾ M) there exists L ∈ [M ]∞ such
that Plm l(F ↾ L) is monochromatic.
As in the case of the classical spreading models, an iterated use of the above
theorem, yields that for every bounded F -sequence (xs)s∈F in a Banach space X
there exist an infinite subsetM of N and a seminorm ‖·‖∗ on c00(N) under which the
natural Hamel basis (en)n is a spreading sequence such that the following is satisfied:
For every l ∈ N, a1, . . . , al ∈ R and every sequence ((sni )li=1)n in Plm l(F ↾M) with
min sn1 →∞, we have ∥∥∥ l∑
i=1
aiei
∥∥∥
∗
= lim
n→∞
∥∥∥ l∑
i=1
aixsn
i
∥∥∥
The sequence (en)n will be called an F -spreading model of X which is generated by
the F -subsequence (xs)s∈F↾M .
Let us point out that the F -sequences with o(F) = 1 coincide with the usual
sequences and also the corresponding plegma families are the finite subsets of N.
Thus the above definition when o(F) = 1 recovers the classical Brunel-Sucheston
spreading models.
There is evidence supporting that the above definition of the spreading models
is the appropriate extension of the classical one. The first one is that an F -spreading
model (en)n depends only on the order of F . More precisely the following holds.
Proposition 0.2. Let X be a Banach space and F ,G be regular thin families.
If o(F) = o(G) then (en)n is an F -spreading model of X if and only if (en)n is a G-
spreading model of X . More generally, if o(F) ≤ o(G) and (en)n is an F -spreading
model of X then (en)n is a G-spreading model of X .
The above allow us to classify the spreading models of a Banach space X in a
transfinite hierarchy as follows.
Definition 0.3. Let X be a Banach space and 1 ≤ ξ < ω1 be a countable
ordinal. We will say that (en)n is a ξ-spreading model of X if there exists a regular
thin family F with o(F) = ξ such that (en)n is an F -spreading model of X . The
set of all ξ-spreading models of X will be denoted by SMξ(X).
Notice that Proposition 0.2 yields that the above defined transfinite hierarchy
of spreading models is an increasing one i.e. for every Banach space X and 1 ≤
ζ < ξ < ω1 we have that SMζ(X) ⊆ SMξ(X). It is an open problem whether
this hierarchy is stabilized, i.e. does for every separable Banach space X exist a
countable ordinal ξ such that for every ζ > ξ, SMζ(X) = SMξ(X)?
This problem is open for certain classical spaces like Lp(λ), 1 ≤ p < ∞. In
the case of ℓp, 1 ≤ p < ∞, the classes SMξ(ℓp) are stabilized for ξ = 1. The case
of c0 is more interesting. Every spreading model of order one of c0 generates c0,
while every Schauder basic spreading sequence is equivalent to a spreading model
of order two of c0. This result indicates that the higher order spreading models of
a Banach space could be considerably different from the classical ones. It remains
open if the class SMξ(c0) is stabilized at some countable ordinal ξ.
Let us point out that the ξ-spreading models of X have a weaker asymptotic
relation to the space X as ξ increases to ω1. A natural question arising from the
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above discussion is whether the ξ-spreading models of X , ξ < ω1, could recapture
Krivine’s theorem. As we will see this is not always true.
3. Other approaches
There are two other concepts in the literature sharing similar features with the
aforementioned extended definition. The first one is due to L. Halbeisen and E.
Odell appeared in [18] and concerns the so called asymptotic models which are
associated to [N]2-bounded sequences in a Banach space. The asymptotic models
are not necessarily spreading sequences.
The second one is explicitly stated in [29] although was known to the experts of
the Banach space theory. This concerns what we call k-iterated spreading models,
that are inductively defined as follows. First we need some notation from [29].
Let X,E be Banach spaces. We write X → E if E has a Schauder basis which
is a spreading model of some seminormalized Schauder basic sequence in X and
X
k→ E if X → E1 → . . . → Ek−1 → E for some finite sequence E1, . . . , Ek−1.
Note that for every k ∈ N if X k→ E then E has a spreading Schauder basis. A
spreading Schauder basic sequence (en)n is said to be a k-iterated spreading model
of a Banach space X if setting E = < (en)n > then X
k→ E. If in each inductive
step we consider block sequences instead of Schauder basic ones, we define in a
similar manner the block k-iterated spreading models (X
k−→
bl
E). It is easy to see
that the k-iterated spreading models define a countable hierarchy and a problem
posed by E. Odell and Th. Schlumprecht in [29] is whether there exists a Banach
space X such that no k-iterated spreading model contains some ℓp, 1 ≤ p <∞, or
c0.
It is interesting that the class of k-spreading models includes the most of the
k-iterated ones as the following describes.
Proposition 0.4. Let X be a Banach space and k ∈ N. Then every block
k-iterated spreading model is also a k-spreading model. Moreover if for every
1 ≤ l < k, all l-iterated spreading models are reflexive then all k-iterated spreading
models are k-spreading models.
This proposition enable us to answer the aforementioned problem by showing
the following more general result. There exists a reflexive Banach space X such
that no ℓp, 1 ≤ p < ∞, or c0 is embedded into E = < (en)n >, where (en)n is a
spreading model of any order of X .
Let us point out that the k-iterated spreading models of c0 generate c0. On the
other hand, as we have mentioned before, the class of spreading models of order
two of c0 includes a large variety of spreading sequences. Therefore the 2-iterated
spreading models of c0 is a proper subclass of SM2(c2). Furthermore for every
k ≥ 2, we shall provide an example of a reflexive space such that the l-spreading
models properly include the l-iterated spreading models, for all l ≥ k.
4. An overview of the results
The present work is organized into 14 chapters naturally divided in two parts.
The first part (Chapters 1-10) includes the definition of the higher order spreading
models and their theory. In the second one we provide examples establishing the
hierarchy and also illustrating the boundaries of the theory. Next we briefly present
the content of the first part.
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Chapter 1. It is devoted to the regular thin and plegma families which as
we have mentioned possess a dominant role in our approach. The main results of
this chapter is the aforementioned Theorem 0.1 concerning the Ramsey properties
of the plegma families and the following two theorems which further explain their
behavior.
For a family F of finite subsets of N, by Plm(F) we denote the set of all plegma
families in F , i.e. Plm(F) = ∪∞l=1Plml(F).
Theorem 0.5. Let F ,G be regular thin families. If o(F) ≤ o(G) then for every
M ∈ [N]∞ there exist N ∈ [N]∞ and a map ϕ : G ↾ N → F ↾M such that for every
(si)
l
i=1 ∈ Plm(G ↾ N), we have that (ϕ(si))li=1 ∈ Plm(F ↾M).
A map ϕ satisfying the above property is called a plegma preserving map. We
could say that the above result is the set theoretic analogue of Proposition 0.2
stated above and in fact it is the basic ingredient of its proof. In the other direction
we prove the following which explicitly forbids the existence of such maps from
lower to higher order regular thin families.
Theorem 0.6. Let F ,G be regular thin families. If o(F) < o(G) then for every
ϕ : F → G and M ∈ [N]∞ there exists L ∈ [M ]∞ such that for every plegma pair
(s1, s2) in F ↾ L neither (φ(s1), φ(s2)) nor (φ(s2), φ(s1)) is a plegma pair.
The proof of Theorem 0.6 relies on the plegma paths which are finite sequences
(si)
d
i=1 such that (si, si+1) is a plegma pair. Let us point out that the relation
“(s1, s2) is a plegma pair” is neither symmetric nor transitive. In the context of
graph theory the above theorem describes the following property. Viewing F and
G as graphs with edges the plegma pairs in F and G respectively, we have that for
every ϕ : F → G and M ∈ [N]∞ there exists L ∈ [M ]∞ such that ϕ embeds the
associated to F ↾ L graph into the complement of the corresponding one of G.
Chapter 2. It includes the extended definition of the spreading models and
their classification into a transfinite increasing hierarchy that we have already dis-
cussed. Additionally we present a general method yielding ξ-spreading models
which goes as follows.
Let 1 ≤ ξ < ω1 and F be a regular thin family of order ξ and (en)n be a
spreading and 1-unconditional sequence in a Banach space (E, ‖ · ‖).
We denote by (es)s∈F the natural Hamel basis of c00(F). For x ∈ c00(F) we
set
‖x‖F = sup
{∥∥∥ l∑
i=1
x(si)esi
∥∥∥ : l ∈ N, (si)li=1 ∈ Plm l(F) and l ≤ s1(1)}
and let XF = (c00(F), ‖ · ‖F) be the completion of c00(F) under the above norm.
It is easy to see that (en)n is an F -spreading model of XF generated by the
F -sequence (es)s∈F . Thus setting A = {es : s ∈ F}, we have that (en)n belongs to
SMξ(A).
Moreover, if in addition (en)n is not equivalent to the usual basis of c0 then,
using Theorem 0.6, one can verify that for every ζ < ξ and every regular thin
family G with o(G) = ζ, (en)n does not occur as a spreading model generated by
a G-subsequence in A. However, it is not so immediate how to construct a space
X admitting the sequence (en)n as a ξ-spreading model such that for every ζ < ξ
the whole space X does not admit a ζ-spreading model equivalent to (en)n. We
provide such examples in Chapter 11.
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Chapter 3. In this chapter we present a detailed study of the spreading se-
quences. They are categorized as follows.
A spreading sequence (en)n in a seminormed space (E, ‖ · ‖∗) is called trivial
if the seminorm ‖ · ‖∗ restricted on Z =< (en)n > is not a norm. It is shown that
in this case the subspace N = {x ∈ Z : ‖x‖∗ = 0} is of codimension one in Z and
therefore Z/N ∼= R.
For the unconditional spreading sequences we present a well known dichotomy.
Namely an unconditional spreading sequence either is equivalent to the usual basis
of ℓ1 or it is norm Ceza´ro summable to zero.
A spreading sequence is called singular if it is not trivial and not Schauder
basic. A singular spreading sequence admits a decomposition as follows.
Proposition 0.7. Let (en)n be a singular spreading sequence and let E be
the Banach space generated by (en)n. Then there is e ∈ E \ {0} such that (en)n
is weakly convergent to e. Moreover setting e′n = en − e, we have that (e′n)n is
nontrivial, spreading, 1-unconditional and Cesa`ro summable to zero.
The last class consists of the Schauder basic spreading sequences which are
not unconditional. These are nontrivial weak-Cauchy (i.e. they w∗-converge to an
element of X∗∗ \X) and also dominate the summing basis of c0.
Chapter 4. We study F -sequences in topological spaces. We start by giv-
ing the definition of the convergence of F -subsequences which is the natural one.
Namely, an F -subsequence (xs)s∈F↾M in a topological space (X, T ) converges to
some x ∈ X if for every U ∈ T with x ∈ U there exists m0 ∈M such that xs ∈ U ,
for every s ∈ F ↾M with min s ≥ m0.
The aim of Chapter 4 is to define and study the subordinated F -subsequences.
Definition 0.8. Let (X, T ) be a topological space, F be a regular thin family,
M ∈ [N]∞ and (xs)s∈F be an F -sequence in X . We say that (xs)s∈F↾M is subordi-
nated (with respect to (X, T )) if there exists a continuous map ϕ̂ : F̂ ↾M → (X, T )
with ϕ̂(s) = xs, for all s ∈ F ↾M .
We recall that F̂ denotes the closure of F with respect to the initial segment
ordering. The family F̂ endowed with the order topology is a compact metrizable
space. It is easy to see that if an F -subsequence (xs)s∈F↾M in a topological space
(X, T ) is subordinated and ϕ̂ : F̂ ↾ M → X is the continuous map witnessing
that, then the F -subsequence (xs)s∈F↾M converges to ϕ̂(∅) and the closure of its
range is a compact metrizable space. It is worth pointing out that if o(F) ≥ 2 and
(xs)s∈F↾M converges to some x0 then the set {xs : s ∈ F ↾ M} is not necessarily
relatively compact.
In the case of F -sequences in compact metrizable spaces the following holds.
Proposition 0.9. Every F -sequence in a compact metrizable space contains
a subordinated F -subsequence.
Among others this yields that in a compact metrizable space, every F -sequence
has a convergent F -subsequence.
Chapter 5. We classify the spreading models into four types, namely, trivial,
unconditional, singular and Schauder basic according to where the corresponding
spreading sequence belongs. Further, we study their properties. Some of the results
of this chapter are new even for the classical spreading model theory, where with
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few exceptions (see for example [25] pp. 1310) the spreading models are generated
by Schauder basic sequences. The first result of this chapter concerning trivial
spreading models is the following.
Theorem 0.10. Let X be a Banach space and (xs)s∈F↾M be an F -subsequence
in X generating (en)n as a spreading model. Then (en)n is trivial if and only if
(xs)s∈F↾M contains a norm convergent F -subsequence.
Concerning the unconditional spreading models we have the following, which
generalizes a well known fact for classical spreading models. Namely, seminormal-
ized weakly null sequences generate unconditional spreading models. In the sequel
whenever we refer to subordinated F -subsequences in a Banach space X , we will
always mean that they are subordinated with respect to the weak topology of X .
Theorem 0.11. Every spreading model (en)n∈N generated by a seminormal-
ized, subordinated and weakly null F -subsequence (xs)s∈F↾L is unconditional.
Let us point out that spreading models generated by seminormalized and
weakly null F -subsequences are not necessary unconditional. We present an exam-
ple of a spreading model of order two of c0 yielding the above. Thus, the additional
assumption that the F -subsequence is subordinated is necessary.
Regarding F -subsequences generating a singular spreading model, it is shown
that they admit a decomposition similar to the one described by Proposition 0.7 as
follows.
Theorem 0.12. Let (en)n∈N be a singular spreading model generated by the
F -subsequence (xs)s∈F↾M and en = e′n+ e the decomposition corresponding to the
singular spreading sequence (en)n∈N. Then there exist x ∈ X and L ∈ [M ]∞ such
that ‖x‖ = ‖e‖ and setting x′s = xs − x, for all s ∈ F ↾ L, we have that (x′s)s∈F↾L
generates (e′n)n∈N as a unique F -spreading model.
As follows from Proposition 0.7 the F -subsequence (x′s)s∈F↾L generates an
unconditional and Cesa´ro summable spreading model.
Finally we provide a sufficient condition for F -sequences to admit Schauder
basic spreading model. This is related to the notion of Skipped Schauder Decom-
position that we next define.
Definition 0.13. Let A be a countable seminormalized subset of a Banach
space X . We say that A admits a Skipped Schauder Decomposition (SSD) if there
exist K > 0 and a sequence (Fn)n∈N of finite subsets of A such that
(i) ∪n∈NFn = A
(ii) For every L ∈ [N]∞ not containing two successive integers and every
sequence (xl)l∈L with xl ∈ Fl, for all l ∈ L, (xl)l∈L is a Schauder basic
sequence of constant K.
Theorem 0.14. Let X be a Banach space and (xs)s∈F be an F -sequence in X .
If {xs : s ∈ F} admits a SSD then every nontrivial F -spreading model generated
by an F -subsequence of (xs)s∈F is Schauder basic.
Chapter 6. As is well known if (en)n is a spreading model generated by a
weakly convergent sequence (xn)n in a Banach space X with a Schauder basis then
(en)n is also generated by a sequence of the form x˜n = x + x
′
n where x is the
weak-limit of (xn)n and (x
′
n)n is a block sequence in X weakly convergent to zero.
One of the main goals of Chapter 6 is to establish analogous phenomena for weakly
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relatively compact F -sequences. An F -sequence (xs)s∈F in a Banach space X is
said to be weakly relatively compact if the set {xs : s ∈ F}w is weakly compact.
Proposition 0.9 yields the first basic property of such sequences namely that every
weakly relatively compact F -sequence has a subordinated F -subsequence. The
following definition is a necessary ingredient for the results of this chapter.
Definition 0.15. Let X be a Banach space with a Schauder basis. Let F
be a regular thin family, M ∈ [N]∞ and (xs)s∈F an F -sequence in X consisting of
finitely supported vectors. We will say that the F -subsequence (xs)s∈F↾M is plegma
disjointly supported (resp. plegma block) if for every plegma pair (s1, s2) in F ↾M
we have that supp(xs1 ) ∩ supp(xs2) = ∅ (resp. supp(xs1 ) < supp(xs2)).
Let us recall that when o(F) = 1 the plegma families are the finite subsets of
N. Hence for classical sequences the above definition concerns disjointly supported
(resp. block) sequences. Furthermore when o(F) = 1, the above two concepts (i.e.
plegma disjointly supported and plegma block) coincide by passing, if necessary, to
a further subsequence. Under the above terminology we have the following.
Theorem 0.16. Let X be a Banach space with a Schauder basis and (en)n
be an F -spreading model generated by a subordinated F -subsequence (xs)s∈F↾M
in X weakly convergent to x. Then (en)n is also generated by an F -subsequence
(x˜s)s∈F↾L of the form x˜s = x + x′s where (x
′
s)s∈F↾L is subordinated, weakly null
and plegma disjointly supported.
This theorem generalizes the result regarding classical sequences mentioned at
the beginning of our discussion for Chapter 6. We should notice that in general
we could not expect that the F -subsequence (x′s)s∈F↾L is either fully disjointly
supported or plegma block. As we will explain next if the Banach space X admits
c0 as a ξ-spreading model then c0 is also generated by a plegma block F -sequence.
A similar result also holds for ℓ1 under some additional assumptions.
Chapter 7. We deal with the natural problem, posed to us by Schlumprecht,
of determining the spreading models of the classical sequence spaces. As we have
already mentioned the spreading models of ℓp, 1 ≤ p < ∞, are as expected. More
precisely the following holds.
Theorem 0.17. (i) Let 1 < p <∞ and (en)n be a nontrivial spreading model
of order ξ of ℓp, for some ξ < ω1. Then the following are satisfied.
(a) If (en)n is normalized Schauder basic then it is isometric to the usual basis
of ℓp.
(b) If (en)n is singular then it generates an isometric to ℓ
p space.
(ii) Every nontrivial spreading model of any order of ℓ1 is Schauder basic and equiv-
alent to the usual basis of ℓ1.
(iii) For all 1 ≤ p < ∞ we have that for every (en)n∈N ∈ SM(ℓp) there exists a
sequence (un)n∈N in ℓp isometric to (en)n∈N.
As it is shown in Chapter 9, the Tsirelson spaces Tα, 1 ≤ α < ω1, also admit
ℓ1 as a unique up to equivalence spreading model.
The spreading models of c0 are described by the following.
Theorem 0.18. (i) Any bimonotone Schauder basic spreading sequence belongs
to the class of spreading models of c0 of order two.
(ii) Every singular spreading model of c0 of any order is contained in the class of
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spreading models of c0 of order two.
(iii) For every nontrivial spreading sequence (en)n there exists a spreading model
(e′n)n of c0 of order two which is equivalent to (en)n.
Part (iii) of the theorem shows that SM2(c0) is isomorphically universal for
all spreading sequences, which yields that the hierarchy (SMξ(c0))ξ<ω1 is isomor-
phically stabilized for ξ = 2. It is not clear if it is also isometrically stabilized for
ξ = 2.
Chapter 8. We present some composition properties of spreading models.
More precisely we have the following result.
Theorem 0.19. Let X be a Banach space and (en)n be a Schauder basic
sequence in SMξ(X), for some ξ < ω1. Let E be the space generated by (en)n and
for some k ∈ N, let (en)n ∈ SMk(E) be a plegma block generated spreading model
of E. Then
(en)n ∈ SMξ+k(X)
The above yields the following concerning ℓp spreading models.
Proposition 0.20. Let X be a Banach space, (en)n be a ξ-spreading model
of X , for some ξ < ω1 and let E be the space generated by (en)n. If for some
1 < p <∞, E contains an isomorphic copy of ℓp then X admits a (ξ+1)-spreading
model equivalent to the usual basis of ℓp.
Using additionally the non distortion property of ℓ1 and c0 (c.f. [19]) we obtain
the following stronger result.
Proposition 0.21. Let X be a Banach space, (en)n be a ξ-spreading model
of X , for some ξ < ω1 and let E be the space generated by (en)n. If E contains an
isomorphic copy of ℓ1 (resp. c0) then X admits the usual basis of ℓ
1 (resp. c0) as
a (ξ + 1)-spreading model.
We also have the following trichotomy.
Theorem 0.22. Let X be a reflexive Banach space and ξ < ω1. Then one of
the following holds.
(i) The space X admits the usual basis of ℓ1 as a (ξ + 1)-spreading model.
(ii) The space X admits the usual basis of c0 as a (ξ + 1)-spreading model.
(iii) All ξ-spreading models of X generate reflexive spaces.
Moreover, every Schauder basic spreading model of X is unconditional.
Chapter 9. We study spreading models equivalent to the usual basis of ℓ1.
Among others we provide sufficient conditions ensuring that a Banach space admits
plegma block generated ℓ1 spreading models. Let us say that a Banach space X
with a Schauder basis satisfies the property P if for every δ > 0 there exists a
k ∈ N such that for every finite block sequence (xi)ki=1 in X with ‖xi‖ ≥ δ for all
1 ≤ i ≤ k we have that ‖∑ki=1 xi‖ > 1.
Theorem 0.23. Let X be a Banach space with a Schauder basis satisfying the
property P . If X admits ℓ1 as a spreading model generated by a weakly relatively
compact F -subsequence then X admits ℓ1 as a plegma block generated spreading
model.
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The above theorem is a key ingredient for showing the existence of a reflexive
space admitting no ℓp as a spreading model (see Chapter 14). Also, as we will see
in Chapter 13, the additional assumption concerning property P is a necessary one
for the conclusion of the above theorem.
The next result concerns Cesa`ro summability for [Nk]-sequences. We first define
the k-Cesa`ro summability.
Definition 0.24. Let X be a Banach space, x0 ∈ X , k ∈ N, (xs)s∈[N]k be
a [N]k-sequence in X and M ∈ [N]∞. We will say that the [N]k-subsequence
(xs)s∈[M ]k is k-Cesa`ro summable to x0 if(
n
k
)−1 ∑
s∈[M|n]k
xs
‖·‖−→
n→∞ x0
where M |n = {M(1), ...,M(n)}.
We prove the following extension of a well known result of H. P. Rosenthal
which corresponds to the case k = 1.
Theorem 0.25. Let X be a Banach space, k ∈ N and (xs)s∈[N]k be a weakly
relatively compact [N]k-sequence in X . Then there exists M ∈ [N]∞ such that at
least one of the following holds:
(i) The subsequence (xs)s∈[M ]k generates an [N]k-spreading model equivalent
to the standard basis of ℓ1.
(ii) There exists x0 ∈ X such that for every L ∈ [M ]∞ the subsequence
(xs)s∈[L]k is k-Cesa`ro summable to x0.
There are significant differences between the cases k = 1 and k ≥ 2. First for
k = 1 the two alternatives are exclusive but this does not remain valid for k ≥ 2.
Second the proof for the case k ≥ 2 uses the following density result concerning
plegma families which is a consequence of the multidimensional Szemeredi’s theorem
due to H. Furstenberg and Y. Katznelson (c.f. [11]).
Lemma 0.26. Let δ > 0 and k, l ∈ N. Then there exists n0 ∈ N such that for
every n ≥ n0 and every subset A of the set of all k-subsets of {1, . . . , n} of size at
least δ(nk), there exists a plegma l-tuple (sj)
l
j=1 in A.
Chapter 10. In this chapter we focus on c0-spreading models. We start by
proving a combinatorial result concerning partial unconditionality of tree basic
sequences. Using this we obtain the following domination property of spreading
models.
Theorem 0.27. Let F ,G be regular thin families andN ∈ [N]∞ such that every
t ∈ G ↾ N is an initial segment of some s ∈ F . Let (xs)s∈F be a bounded F -sequence
in a Banach space X such that the F -subsequence (xs)s∈F↾N is subordinated and
let ϕ̂ : F̂ ↾ N → (X,w) be the continuous map witnessing this. For every v ∈ G ↾ N ,
let zv = ϕ̂(v). Suppose that (xs)s∈F↾N and (zv)v∈G↾N generate (e1n)n and (e
2
n)n as
spreading models respectively. Then for every k ∈ N and a1, . . . , ak ∈ R we have
that ∥∥∥ k∑
j=1
aje
2
j
∥∥∥ ≤ ∥∥∥ k∑
j=1
aje
1
j
∥∥∥
The above is the key ingredient for proving the next.
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Theorem 0.28. Let X be a Banach space with a Schauder basis. If X admits
c0 as a spreading model generated by a weakly relatively compact F -subsequence
then X also admits c0 as a plegma block generated spreading model.
Theorem 0.28 permits us to extend the duality property of c0 and ℓ
1 spreading
model which is well known in the classical case.
Corollary 0.29. Let X be a Banach space with a Schauder basis. If X admits
c0 as a spreading model generated by a weakly relatively compact F -subsequence
then X∗ admits ℓ1 as a plegma block generated spreading model.
It is well known that the above duality result does not hold in the inverse
direction. Namely there are reflexive spaces admitting ℓ1 as a classical spreading
model and their duals do not admit c0 as a spreading model. We also present a
similar example for higher order spreading models.
5. An overview of the examples
The remained chapters (11-14) are devoted to several examples which answer
natural questions raised from the definition and the results presented above.
Chapter 11. A natural problem is to establish the hierarchy (SMξ(X))ξ<ω1 ,
namely the existence, for arbitrarily large ξ < ω1, of Banach spaces Xξ such that
SMξ(Xξ) properly includes ∪ζ<ξSMζ(Xξ). As we have mentioned the space c0
has this property for ξ = 2. In this chapter we provide more examples of reflexive
spaces described by the following two theorems.
Theorem 0.30. For every k ∈ N there exists a reflexive space Xk+1 with
an unconditional basis (es)s∈[N]k+1 satisfying the following properties. The basis
(es)s∈[N]k+1 generates ℓ1 as a (k + 1)-spreading model and is not (k + 1)-Cesa`ro
summable to any x0 in Xk+1. Furthermore the space Xk+1 does not admit an ℓ
1
spreading model of order k.
The space Xk+1 shows that the non (k + 1)-Cesa`ro summability of a [N]
k+1-
sequence does not yield any further information concerning ℓ1 spreading models of
lower order. For arbitrarily large countable ordinals we have the following.
Theorem 0.31. For every countable ordinal ξ there exists a reflexive space Xξ
with an unconditional basis satisfying the following properties:
(i) The space Xξ admits ℓ
1 as a ξ-spreading model.
(ii) For every ordinal ζ such that ζ + 2 < ξ, the space Xξ does not admit ℓ
1
as a ζ-spreading model.
In particular, if ξ is a limit countable ordinal, then the space Xξ does not admit
ℓ1 as a ζ-spreading model for every ζ < ξ.
Chapter 12. The aim of the next example is to separate for k > 1 the class
of the k-iterated spreading models from corresponding of the k-spreading models.
Theorem 0.32. For every 1 < p < q < ∞ and k > 1, there exists a reflexive
Banach space X with an unconditional basis such that X admits ℓq as a spreading
model of order k while for every l ∈ N, every l-iterated spreading model of X is
equivalent either to the usual basis of ℓ1 or ℓp.
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Chapter 13. The next example concerns plegma block generated ℓ1 spreading
models. Among others it shows that property P appeared in Theorem 0.23 is indeed
necessary.
Theorem 0.33. There exists a reflexive space X with an unconditional basis
admitting ℓ1 as ω-spreading model and not admitting ℓ1 as a plegma block generated
spreading model of any order.
Chapter 14. The last example shows that the hierarchy of spreading models
introduced in this work does not provide a Krivine’s type result (c.f. [22]). More
precisely we have the following
Theorem 0.34. There exists a reflexive space X with an unconditional basis
such that for every ξ < ω1 and every (en)n ∈ SMξ(X), the space E = < (en)n >
does not contain any isomorphic copy of c0 or ℓ
p, for all 1 ≤ p <∞.
The latter answers in the affirmative the aforementioned problem posed in [29].
Moreover it is an interesting question if the hierarchy of the spreading models of
the space X is stabilized at some ξ < ω1. Furthermore by Corollary 0.22 we have
that every spreading model of X generates a reflexive space not containing ℓp, for
all 1 < p < ∞. It is open whether all these spaces are related to reflexive spaces
generated by saturation methods like Tsirelson, mixed Tsirelson and their variants.
6. Comments on the plegma families
In the last part of the introduction we will discuss the significant role of the
plegma families which have a strong presence in the entire work. The plegma
families have three basic properties mentioned before. The first one is the Ramsey
property (Theorem 0.1) which is the fundamental ingredient yielding the existence
of higher order spreading models. The second and the third ones concern plegma
preserving maps between regular thin families. We recall (Theorem 0.5) that for
F , G regular thin families with o(F) ≤ o(G) there exist N,M ∈ [N]∞ and a plegma
preserving map ϕ : G ↾ N → F ↾M . This result has two fundamental consequences,
namely it permits to pass from F -spreading models to ξ-spreading models and
furthermore makes the hierarchy (SMξ(X))ξ<ω1 an increasing one. The third one
(Theorem 0.6) explains that the previous property never occurs whenever o(F) >
o(G). The latter and more precisely the methods developed for its proof are the
key tools in showing that the hierarchy (SMξ(X))ξ<ω1 does not collapse (Theorem
0.31). We should also add that the above properties of the plegma families also
indicate their geometric nature. Indeed, the plegma preserving maps distinguish the
regular thin families according to their order and they reveal a transfinite dimension
of them. It also seems that the plegma families, which are a pure combinatorial
concept, is a new one. As S. Todorcevic pointed out to us, E. Specker in [34]
had used for pairs in [N]3 a concept which shares some common features with the
plegma pairs.
From Banach space point of view the plegma families are also well hidden.
Indeed, in the definition of the classical spreading models they are not visible as
in this case they coincide to the finite subsets of N. The concept of the plegma
families in [N]k emerged in our attempt to solve Odell-Schlumprecht’s problem
concerning k-iterated spreading models (see Section 3 above). Using induction
we proved that spaces like Odell-Schlumprecht’s original one answer affirmatively
their problem. Namely for k ∈ N every k-iterated spreading model does not contain
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isomorphs of ℓp, 1 ≤ p <∞, or c0. Illustrating the proof we understood that every
k-iterated spreading model, which by its own definition for k ≥ 2 is not directly
connected to the space, is actually generated by a family (xs)s∈[N]k as is described
by our definition of the k-spreading models. This key observation was the basis for
the general definitions of F -sequences, plegma families and higher order spreading
models.
We expect that the plegma families and the related concepts to have further
applications to combinatorics and Banach space theory.
7. Preliminary notation and definitions
We start with some notation related to the subsets of N. As usual, we denote
the set of the natural numbers by N = {1, 2, ...}. Throughout the paper we shall
identify strictly increasing sequences in N with their corresponding range i.e. we
view every strictly increasing sequence in N as a subset of N and conversely every
subset of N as the sequence resulting from the increasing ordering of its elements.
We will use capital letters as L,M,N, ... to denote infinite subsets and lower case
letters as s, t, u, ... to denote finite subsets of N.
For every infinite subset L of N, [L]<∞ (resp. [L]∞) stands for the set of all
finite (resp. infinite) subsets of L. For an L = {l1 < l2 < ...} ∈ [N]∞ and a positive
integer k ∈ N, we set L(k) = lk. Similarly, for a finite subset s = {n1 < .. < nm}
of N and for 1 ≤ k ≤ m we set s(k) = nk. Also for every nonempty s ∈ [N]<∞ and
1 ≤ k ≤ |s| we set s|k = {s(1), . . . , s(k)} and s|0 = ∅. Moreover, for s, t ∈ [N]<∞,
we write t ⊑ s (resp. t ⊏ s) to denote that t is an initial (resp. proper initial)
segment of s.
For an L = {l1 < l2 < ...} ∈ [N ]∞ and a finite subset s = {n1 < .. < nk} (resp.
for an infinite subset N = {n1 < n2 < ...} of N), we set L(s) = {ln1, ..., lnk} (resp.
L(N) = {ln1 , ln2 , ...}).
For s ∈ [N]<∞ by |s| we denote the cardinality of s. For L ∈ [N]∞ and k ∈ N,
we denote by [L]k the set of all s ∈ [L]<∞ with |s| = k. For every s, t ∈ [N]<∞ we
write t < s if either at least one of them is the empty set, or max t < min s.
We also recall some standard notation and definitions from Banach space the-
ory. Although the notation that we follow is the standard one, as it can be found in
textbooks like [1], [23], we present for the sake of completeness some basic concepts
that are involved in this monograph.
By the term Banach space we shall always mean an infinite dimensional one.
LetX be a Banach space. When we say that Z is a subspace ofX we mean that Z is
a closed infinite dimensional subspace of X . For a subspace Z of X , BZ (resp. SZ)
stands for the unit ball Z, i.e. the set {x ∈ Z : ‖z‖ ≤ 1} (resp. the unit sphere of Z,
i.e. the set {x ∈ Z : ‖x‖ = 1}). For a bounded linear operator T : X → Y , where Y
is a Banach space, we will say that T is strictly singular if there exists no subspace
Z of X such that the restriction T |Z of T on Z is an isomorphic embedding.
Let (xn)n be a sequence in X . We say that (xn)n is bounded (resp. semi-
normalized) if there exists M > 0 (resp. C, c > 0) such that ‖xn‖ ≤ M (resp.
c ≤ ‖xn‖ ≤ C) for all n ∈ N. We say that (xn)n is normalized if ‖xn‖ = 1 for all
n ∈ N.
Two sequences (xn)n and (yn)n, not necessarily belonging to the same Banach
space, are called equivalent if there exist c, C > 0 such that for every n ∈ N and
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a1, . . . , an ∈ R
c
∥∥∥ n∑
j=1
ajyj
∥∥∥ ≤ ∥∥∥ n∑
j=1
ajxj
∥∥∥ ≤ C∥∥∥ n∑
j=1
ajyj
∥∥∥
A sequence (en)n is a Schauder basis of X if for every x ∈ X there exists
a unique sequence (an)n of reals such that x =
∑∞
n=1 anxn. As is well known
the associated projections (Pn)n to (en)n, defined by Pn(
∑∞
j=1 ajej) =
∑n
j=1 ajej
for every x =
∑∞
j=1 ajej ∈ X and n ∈ N, are uniformly bounded and the quantity
supn ‖Pn‖ is the basis constant of (en)n. A sequence (xn)n inX is called (Schauder)
basic if (xn)n forms a Schauder basis for the subspace < (xn)n > of X . A sequence
(xn)n in X is called C-unconditional, where C > 0, if for every F ⊆ N and every
(an)n sequence of reals such that the series
∑∞
n=1 anxn converges we have that∥∥∥∑
n∈F
anxn
∥∥∥ ≤ C∥∥∥ ∞∑
n=1
anxn
∥∥∥
For a sequence (xn)n in X we say that a sequence (yn)n is a block subsequence of
(xn)n if there exist a strictly increasing sequence (pn)n of natural numbers and a
sequence (an)n of reals such that for every n ∈ N we have that
yn =
pn+1−1∑
k=pn
akxk
Suppose that X has a Schauder basis (en)n. For every x =
∑∞
n=1 anen ∈ X we
define the support of x to be the set supp(x) = {n ∈ N : an 6= 0} and we say that x
is finitely supported if supp(x) is finite. For x1, x2 ∈ X finitely supported we write
x1 < x2 if supp(x1) < supp(x2). The biorthogonal functionals (e
∗
n)n of (en)n are
defined by e∗n(x) = an for every x =
∑∞
i=1 aiei ∈ X and n ∈ N. We recall that
the basis (en)n is called shrinking if X
∗ = < (e∗n)n >
‖·‖
. The basis (en)n is called
boundedly complete if for every sequence (an)n of reals such that the sequence
(
∑n
k=1 akek)n is bounded, the series
∑∞
n=1 anen converges.
CHAPTER 1
Regular thin and plegma families
This chapter is devoted to the definitions and the initial study of the regular
thin and plegma families of finite subsets of N. As we have mentioned in the
introduction, these concepts play a critical role in the definition of the higher order
spreading models. The results included in the present chapter are of combinatorial
nature and could be of independent interest.
1. Regular thin families of finite subsets of N
In this section we define the regular thin families and we recall some standard
facts concerning families of finite subsets of N. The definition of regular thin families
is based on two well known concepts, namely the regular families, traced back to
[2], and the thin families, defined in [27] and extensively studied in [30]. The
importance of regular thin families arises from the fact that they posses strong
Ramsey properties, in particular concerning plegma families which are later in this
chapter.
1.1. Basic definitions. Recall that a family F of finite subsets of N is said
to be hereditary if for every s ∈ F and t ⊆ s we have that t ∈ F and spreading if
for every n1 < ... < nk and m1 < ... < mk with {n1, ..., nk} ∈ F and n1 ≤ m1, ...,
nk ≤ mk we have that {m1, ...,mk} belongs to F too. Also F is called compact if
the set of characteristic functions of the members of F , {χs ∈ {0, 1}N : s ∈ F}, is
a closed subspace of {0, 1}N. A family F of finite subsets of N will be called regular
if it is compact, hereditary and spreading. For a family F ⊆ [N]<∞ of finite subsets
of N and an infinite subset L ∈ [N]∞ we set
F ↾ L = {s ∈ F : s ⊆ L} = F ∩ [L]<∞
The order of a family F ⊆ [N]<∞ is defined as follows (see also [30]). We assign to
F its (⊑ −)closure
F̂ = {t ∈ [N]<∞ : ∃s ∈ F with t ⊑ s}
which under the initial segment ordering is a tree. If F̂ is ill-founded (i.e. there
exists an infinite sequence (sn)n∈N in F̂ such that sn ⊏ sn+1) then we set o(F) = ω1.
Otherwise, for every maximal element s of F̂ we set oF̂ (s) = 0 and recursively for
every s in F̂ we define
oF̂ (s) = sup{oF̂(t) + 1 : t ∈ F̂ and s ⊏ t}
The order of F denoted by o(F) is defined to be the ordinal oF̂(∅). By convention
for an empty family F = ∅ we set o(F) = −1. Also notice that o(F) = o(F̂).
For every n ∈ N we define
F(n) = {s ∈ [N]<∞ : n < min s and {n} ∪ s ∈ F}
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where n < s means that either s = ∅ or n < min(s).
Remark 1.1. Notice that for every nonempty family F we have that
o(F) = sup{o(F(n)) + 1 : n ∈ N}
A family F of finite subsets of N is called thin if there do not exist s, t in F
such that s is a proper initial segment of t.
Remark 1.2. Let F be a family of finite subsets of N. Then F is thin if and
only if F coincides with the set of all ⊑-maximal elements of F̂ .
Definition 1.3. We will call a family F of finite subsets of N regular thin if
F is thin and in addition its closure F̂ is a regular family.
Let’s point out that if F is a regular family, then the Cantor-Bendixson index
of F̂ as a compact subset of {0, 1}N is equal to o(F) + 1. The next lemma allow
us to construct regular thin families from regular ones. We will use the following
notation. For a regular family R we setM(R) = {s ∈ R : s is ⊆ -maximal in R}.
Lemma 1.4. Let R be a regular family. Then the following hold.
(i) M(R) = {s ∈ R : s is ⊑ -maximal in R}.
(ii) M̂(R) = R and therefore M(R) is regular thin with o(M̂(R)) = o(R).
Proof. (i) Let M1 = {s ∈ R : s is ⊑ -maximal in R}. It is immediate
that M(R) ⊆ M1. Hence it remains to show that M1 ⊆ M(R). Suppose on the
contrary that there exists s ∈ M1 \M(R). Then there exists t ∈ R such that s is a
proper subset of t. By the spreading property of the family R, we may find t′ ∈ R
such that s ⊏ t′. Since s ∈ M1, this leads to a contradiction.
(ii) Since M(R) ⊆ R and R is hereditary, we readily have that M̂(R) ⊆ R.
To show that R ⊆ M̂(R) notice that for every s ∈ R there exists a t ∈M(R) such
that s ⊑ t (otherwise R would not be compact). 
Schreier families introduced in [2] provide an hierarchy of regular thin families
of order ωξ, ξ < ω1. Next we recall their definition.
Definition 1.5. The Schreier families (Sξ)ξ<ω1 are inductively defined as fol-
lows. We set
S0 =
{{n} : n ∈ N} ∪ {∅}
Suppose that for some ξ < ω1 the families (Sζ)ζ<ξ have been defined. If ξ is a
successor, i.e. there exists countable ordinal ζ such that ξ = ζ + 1, then we set
Sξ =
{ n⋃
j=1
Fj : n ∈ N, F1, . . . , Fn ∈ Sζ , F1 < . . . < Fn and minF1 ≥ n
}
If ξ is a limit countable ordinal, then we set
Sξ =
{
F ∈ [N]<∞ : ∃n ∈ N such that minF ≥ n and F ∈ Sζn
}
with (ζn)n∈N being a strictly increasing sequence of countable ordinals convergent
to ξ.
By induction to ξ < ω1, one can verify that each Sξ is a regular family of order
ωξ. Hence by Lemma 1.4 the familyM(Sξ) is regular thin of order ξ, for all ξ < ω1.
In [30], for every ξ < ω1, a thin family of order ξ has been defined, which
generally is not a regular thin one. However, as it is well known (see [5], [24]), a
S. A. ARGYROS, V. KANELLOPOULOS AND K. TYROS 17
slight modification of their definition yields regular families of order ξ and therefore
by Lemma 1.4 the corresponding maximal elements provide regular thin families of
order ξ. For the sake of completeness we briefly describe their definition.
Proposition 1.6. For every ξ < ω1 there exists a regular thin family Fξ with
o(Fξ) = ξ.
Proof. By Lemma 1.4, it suffices to built an hierarchy {Rξ : ξ < ω1} of
regular families with o(Rξ) = ξ and then set Fξ = M(Rξ) for all ξ < ω1. We
proceed by induction on ξ < ω1. For ξ = 0 we set R0 = {∅}. Assume that for some
ξ < ω1 and for each ζ < ξ we have defined a regular family Rζ with o(Rζ) = ζ. If
ξ is a successor ordinal, i.e. ξ = ζ + 1, then we set
Rξ =
{
{n} ∪ s : n ∈ N, s ∈ Rζ and n < min s
}
If ξ is a limit ordinal, then we choose an increasing sequence (ζn)n∈N such that
ζn → ξ and we set
Rξ =
⋃
n∈N
{
s ∈ Rζn : min s ≥ n
}
=
⋃
n∈N
Rζn ↾ [n,+∞)
It is easy to check that for every ξ < ω1 we have that Rξ is regular with
o(Rξ) = ξ. 
The next lemma is a kind of converse of Lemma 1.4.
Lemma 1.7. Let F be a regular thin family. Then M(F̂) = F .
Proof. Let M1 be the set of all ⊑-maximal elements of F̂ . Since F is thin,
by Remark 1.2 we get that F = M1. Since F is regular thin we get that F̂ is
regular and therefore by assertion (i) of Lemma 1.4 we get that M(F̂) = M1.
Hence F =M(F̂). 
The next proposition describes the relation between the regular thin families
and the regular ones.
Proposition 1.8. The map which sends F to F̂ is a bijection between the set
of all regular thin families and the set of all regular ones. Moreover, the inverse
map sends each regular family R to M(R).
Proof. By the definition of regular thin families, the map F → F̂ sends each
regular thin family to a regular one. By Lemma 1.7 we get that the map is 1-1.
Finally, by assertion (ii) of Lemma 1.4 we conclude that the map is onto and the
inverse map sends each regular family R to M(R). 
Remark 1.9. If F is a regular thin family with o(F) = k < ω, then it is easy to
see that there exists n0 such that F ↾ [n0,∞) = {s ∈ [N]k : min s ≥ n0}. Therefore,
for each k < ω, the family [N]k is essentially the unique regular thin family of order
k. However this does not remain valid for regular thin families of order ξ ≥ ω. For
instance the families Ff = {s ∈ [N]<∞ : |s| = f(min s)}, where f : N → N is an
unbounded increasing map are all regular thin families of order ω.
It is also easy to see that for every regular thin family F and every L ∈ [N]∞ the
set of all ⊑ −maximal elements of F̂ ↾ L coincides with F ↾ L. This in particular
yields the following fact.
Fact 1.10. Let F be a regular thin family. Then the following hold
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(i) For every L ∈ [N]∞ we have that F̂ ↾ L = F̂ ↾ L.
(ii) For every n ∈ N, F(n) is regular thin and F̂(n) = F̂(n).
(iii) For every L ∈ [N]∞ we have that o(F) = o(F̂ ↾ L) = o(F ↾ L).
1.2. Ramsey properties of families of finite subsets of N. We will use
the following terminology from [15]. Let F ⊆ [N]<∞ and M ∈ [N]∞. We say that
F is large in M if for every L ∈ [M ]∞ there exists s ∈ F such that s ⊆ L. We
say that F is very large in M if for every L ∈ [M ]∞ there exists s ∈ F such that
s ⊑ L. The following is a restatement (see also [15]) of a well known theorem due
to Nash-Williams [27] and F. Galvin and K. Prikry [12].
Theorem 1.11. Let F ⊆ [N]<∞ and M ∈ [N]∞. If F is large in M then there
exists L ∈ [M ]∞ such that F is very large in L.
Remark 1.12. If F is regular thin then it is easy to see that F is large in N.
Hence by Theorem 1.11 for everyM ∈ [N]∞ there exists L ∈ [M ]∞ such that F ↾ L
is very large in L.
The following theorem is also due to Nash-Williams [27]. Since it plays a crucial
role in the sequel, for the sake of completeness we present its proof.
Theorem 1.13. Let F ⊆ [N]<∞ be a thin family. Then for every finite partition
F = ∪ki=1Fi, (k ≥ 2) of F and everyM ∈ [N]∞ there exist L ∈ [M ]∞ and 1 ≤ i0 ≤ k
such that F ↾ L = Fi0 ↾ L.
Proof. It suffices to show the result only for k = 2 since the general case
follows easily by induction. So let F = F1 ∪ F2 and M ∈ [N]∞. Then either there
is L ∈ [M ]∞ such that F1 ↾ L = ∅ or F1 is large in M . In the first case it is clear
that F ↾ L = F2 ↾ L. In the second case by Theorem 1.11 there is L ∈ [M ]∞ such
that F1 is very large in L. We claim that F ↾ L = F1 ↾ L. Indeed, let s ∈ F ↾ L.
We choose N ∈ [L]∞ such that s ⊑ N and let t ⊑ N such that t ∈ F1. Then s, t
are ⊑-comparable members of F and since F is thin they must be equal. Therefore
s = t ∈ F1 and F ↾ L = F1 ↾ L. 
For two families F ,G of finite subsets of N, we write F ⊑ G (resp. F ⊏ G)
if every element in F has an extension (resp. proper extension) in G and every
element in G has an initial (resp. proper initial) segment in F . The following
proposition is a consequence of a more general result from [13].
Proposition 1.14. Let F ,G ⊆ [N]<∞ be regular thin families with o(F) <
o(G). Then for every M ∈ [N]∞ there exists L ∈ [M ]∞ such that F ↾ L ⊏ G ↾ L.
Proof. By Remark 1.12 we have that there exists L1 ∈ [M ]∞ such that both
F ,G are very large in L1. So for every L ∈ [L1]∞ and every t ∈ G ↾ L there exists
s ∈ F ↾ L such that s, t are comparable and conversely.
Let G1 be the set of all elements of G which have a proper initial segment in
F and G2 = G \ G1. By Theorem 1.13 there exist i0 ∈ {1, 2} and L ∈ [L1]∞ such
that G ↾ L ⊆ Gi0 . It suffices to show that i0 = 1. Indeed, if i0 = 2 then for every
t ∈ G ↾ L there is s ∈ F such that t ⊑ s. This in conjunction with assertion (iii) of
Fact 1.10 yields that o(G) = o(G ↾ L) ≤ o(F) which is a contradiction. 
2. The notion of the plegma families
In this section we introduce the concept of the plegma families. Roughly speak-
ing a plegma family is a finite sequence of finite nonempty subsets of N having ele-
ments which alternate each other in a very concrete way. This notion is the basic
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new ingredient for the extension of the definition of the spreading models. We also
establish the Ramsey property of the plegma families consisting of sets in a regular
thin family, a property which possesses a fundamental role for the following.
Definition 1.15. Let l ∈ N and s1, ..., sl be nonempty finite subsets of N. The
l−tuple (sj)lj=1 will be called plegma if the following are satisfied.
(i) For every i, j ∈ {1, ..., l} and k ∈ N with i < j and k ≤ min(|si|, |sj |), we
have that si(k) < sj(k).
(ii) For every i, j ∈ {1, ..., l} and k ∈ N such that k ≤ min(|si|, |sj | − 1), we
have that si(k) < sj(k + 1).
For instance a pair ({n1}, {n2}) of singletons is plegma iff n1 < n2 and a pair
of doubletons ({n1,m1}, {n2,m2}) is plegma iff n1 < n2 < m1 < m2. Also notice
that if (sj)
l
j=1 is plegma then for every 1 ≤ k ≤ l and 1 ≤ j1 < j2 < . . . < jk ≤ l
the k−tuple (sjm)km=1 is plegma. This in particular implies that for every 1 ≤ j1 <
j2 ≤ l we have that sj1 ∩ sj2 = ∅. Moreover it is easy to see that (sj)lj=1 is plegma
iff (sj1 , sj2) is a plegma pair, for all 1 ≤ j1 < j2 ≤ l. Finally, let us observe that
if (sj)
l
j=1 is plegma then for every choice of nonempty initial segments tj of sj ,
1 ≤ j ≤ l, the l-tuple (tj)lj=1 is also plegma.
Notation 1.16. Let F be a family of finite subsets of N and l ∈ N. We set
Plm l(F) = {(sj)lj=1 : s1, ..., sl ∈ F and (sj)lj=1 plegma}
Let also Plm(F) = ⋃∞l=1 Plm l(F).
Lemma 1.17. Let F be a thin family of finite subsets of N. Let (sj)lj=1, (tj)lj=1
in Plm(F) with |s1| ≤ . . . ≤ |sl|, |t1| ≤ . . . ≤ |tl| and ∪lj=1sj ⊑ ∪lj=1tj . Then
(sj)
l
j=1 = (tj)
l
j=1 and hence ∪lj=1sj = ∪lj=1tj .
Proof. Suppose that for some 1 ≤ m ≤ l we have that (si)i<m = (ti)i<m. We
will show that sm = tm. Let F = ∪lj=msj and G = ∪lj=mtj . Since ∪lj=1sj ⊑ ∪lj=1tj ,
we get that F ⊑ G. Moreover since |sm| ≤ . . . ≤ |sl| and |tm| ≤ . . . ≤ |tl|, we easily
conclude that sm(j) = F ((j − 1)(l−m+ 1)+ 1), for all 1 ≤ j ≤ |sm| and similarly
tm(j) = G((j − 1)(l − m + 1) + 1), for all 1 ≤ j ≤ |tm|. Hence, as F ⊑ G, we
get that for all 1 ≤ j ≤ min{|tm|, |sm|}, sm(j) = tm(j). Therefore sm and tm are
⊑-comparable which by the thiness of F implies that sm = tm. By induction we
have that sj = tj for all 1 ≤ j ≤ l. 
Lemma 1.18. Let F be a regular thin family. Then for every (sj)lj=1 ∈ Plm(F)
we have that |s1| ≤ . . . ≤ |sl|.
Proof. It suffices to prove it for l = 2. Assume on the contrary that there
exists a plegma pair (s1, s2) in F with |s1| > |s2|. We pick s ∈ [N]<∞ such that
|s| = |s1|, s2 ⊏ s and s(|s2|+ 1) > max s1. By the definition of the plegma family,
we have that for every 1 ≤ k ≤ |s2|, s1(k) < s2(k) = s(k). Hence, for every
1 ≤ k ≤ |s1|, we have that s1(k) ≤ s(k). By the spreading property of F̂ we get
that s ∈ F̂ . Since s2 is a proper initial segment of s we get that s2 6∈ F , which is a
contradiction. 
Lemma 1.19. Let F be a family of finite subsets of N. For every l ∈ N let
Ul(F) = {∪lj=1sj : (sj)lj=1 ∈ Plml(F)}
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If F is regular thin for every l ∈ N and M ∈ [N]∞ the family Ul(F ↾M) is thin and
the map sending each plegma l-tuple to its union is 1-1 and onto.
Proof. Let (sj)
l
j=1 ∈ Plml(F ↾M) ⊆ Plm l(F). By Lemma 1.18 we have that
|s1| ≤ . . . ≤ |sl|. Hence the result follows readily by Lemma 1.17. 
Theorem 1.20. Let M be an infinite subset of N, l ∈ N and F be a regular
thin family. Then for every finite partition Plm l(F ↾ M) = ∪pj=1Aj , there exist
L ∈ [M ]∞ and 1 ≤ j0 ≤ p such that Plml(F ↾ L) ⊆ Aj0 .
Proof. Let U = Ul(F ↾ M) and for 1 ≤ j ≤ p, let U (j) = {∪li=1si : (si)li=1 ∈
Aj}. Then U = ∪pj=1U (j) and by Lemma 1.19 we have that U is a thin family and
{U (j)}lj=1 is a partition of U . Hence by Theorem 1.13 there exist j0 and L ∈ [M ]∞
such that U ↾ L ⊆ U (j0). Since L ∈ [M ]∞ we have that U ↾ L = Ul(F ↾ L). Hence
Plml(F ↾ L) ⊆ Aj0 . 
Let F ⊆ [N]<∞, l ∈ N, M ∈ [N]∞ and A ⊆ Plm l(F). We will say that A is
large in M if for every L ∈ [M ]∞ we have that A ∩ Plm l(F ↾ L) 6= ∅. Under this
terminology the following corollary is an immediate consequence of Theorem 1.20.
Corollary 1.21. Let F be a regular thin family , M ∈ [N]∞ and l ∈ N. Let
A ⊆ Plm l(F) be large in M . Then for every M ′ ∈ [M ]∞, there exists L ∈ [M ′]∞
such that Plm l(F ↾ L) ⊆ A.
3. The plegma paths of finite subsets of N
In this section we introduce the definition of the plegma paths in finite subsets
of N and we present some of their properties. Such paths will be next used for the
study of maps from a regular thin family into the finite subsets of N which preserve
plegma pairs.
Definition 1.22. Let k ∈ N and s0, ..., sk be nonempty finite subsets of N.
We will say that (sj)
k
j=0 is a plegma path of length k from s0 to sk, if for every
0 ≤ j ≤ k − 1, the pair (sj , sj+1) is plegma. Similarly a sequence (sj)j∈N of
nonempty finite subsets of N will be called an infinite plegma path if for every
j ∈ N the pair (sj , sj+1) is plegma.
Lemma 1.23. Let s0, s be two nonempty finite subsets of N such that s0 < s.
Let (s0, . . . , sk−1, s) be a plegma path of length k from s0 to s. Then
k ≥ min{|si| : 0 ≤ i ≤ k − 1}
Proof. Suppose that k < min{|si| : 0 ≤ i ≤ k − 1}. Then s(1) < sk−1(2) <
sk−2(3) < . . . < s1(k) < s0(k + 1), which contradicts that s0 < s. 
For a family F ⊆ [N]<∞ a plegma path in F is a (finite or infinite) plegma path
which consists of elements of F . It is easy to verify the existence of infinite plegma
paths in F whenever F is very large in an infinite subset L of N. In particular let
s ∈ F ↾ L satisfying the next property: for every j = 1, ..., |s| − 1 there exists l ∈ L
such that s(j) < l < s(j+1). Then it is straightforward that there exists s′ ∈ F ↾ L
such that the pair (s, s′) is plegma and moreover s′ shares the same property with
s. Based on this one can built an infinite plegma path in F of elements having the
above property. These remarks motivate the following definition.
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Definition 1.24. Let F be a family of finite subsets of N and L ∈ [N]∞. We
define the skipped restriction of F in L to be the family
F ↾↾ L =
{
s ∈ F ↾ L : ∀j = 1, ..., |s| − 1, ∃l ∈ L such that s(j) < l < s(j + 1)
}
Notice that if F is a regular thin family and L ∈ [N]∞ such that F ↾ L is very
large in L, then
F ↾↾ L =
{
s ∈ F ↾ L : ∃s′ ∈ F ↾ L such that (s, s′) is plegma
}
Also, by Lemma 1.18, we have that the lengths of the elements of any plegma
path in F forms an non decreasing sequence. This property is a key ingredient of
the proof of the next proposition.
Proposition 1.25. Let F be a regular thin family and L ∈ [N]∞ such that F
is very large in L. Then for every s0, s ∈ F ↾↾ L with s0 < s there exists a plegma
path (s0, . . . , sk−1, s) in F ↾↾ L of length k = |s0| from s0 to s. Moreover k = |s0|
is the minimal length of a plegma path in F ↾↾ L from s0 to s.
Proof. We will actually prove the following stronger result. For every t in the
closure F̂ ↾↾ L of F ↾↾ L and s ∈ F ↾↾ L with t < s there exists a plegma path
of length |t| from t to s such that all its elements except t belong to F ↾↾ L. The
proof will be done by induction on the length of t. The case |t| = 1 is trivial, since
(t, s) is already a plegma path of length 1 from t to s. Suppose that for some k ∈ N
the above holds for all t in F̂ ↾↾ L with |t| = k. Let t ∈ F̂ ↾↾ L with |t| = k + 1
and s ∈ F ↾↾ L with t < s. Then there exist n1 < n2 < . . . < nk+1 in N such
that t = {L(nj) : 1 ≤ j ≤ k + 1}. We set t0 = {L(nj − 1) : 2 ≤ j ≤ k + 1}.
Notice that by the spreading property of F̂ the element t0 belongs to F̂ . Since
F is very large in L, we actually have that t0 ∈ F̂ ↾↾ L. Thus by the inductive
hypothesis there exists a plegma path (t0, s1, . . . , sk−1, s) of length k from t0 to
s with s1, . . . , sk−1, s ∈ F ↾↾ L. Let l = |s1| and m1 < . . . < ml such that
s1 = {L(mj) : 1 ≤ j ≤ l}. Again by the spreading property of F it is easy to see
the following
(i) |s1| ≥ |t|, that is l ≥ k + 1.
(ii) t0 ∈ F̂ ↾↾ L \ F ↾↾ L.
(iii) There exists a (unique) proper extension s0 of t0 such that s0 ∈ F ↾↾ L
and s0 ⊑ t0 ∪ {L(mj − 1) : k + 1 ≤ j ≤ l}.
It is easy to check that (t, s0) and (s0, s1) are plegma pairs. Hence the sequence
(t, s0, . . . , sk−1, s) is a plegma path of length k+1 from t to s with s0, . . . , sk−1, s ∈
F ↾↾ L and the proof is complete.
Finally by Lemmas 1.23 and 1.18, every plegma path in F from s0 to s is of
length at least |s0|. Therefore the path (s0, . . . , sk−1, s) is of minimal length. 
Remark 1.26. In terms of graph theory the above proposition states that in
the directed graph with vertices the elements of F ↾↾ L and edges the plegma pairs
(s, t) in F ↾↾ L, the distance between two vertices s0 and s with s0 < s is equal to
the cardinality of s0.
4. Hereditarily nonconstant maps on regular thin families
Definition 1.27. Let A be a set, M ∈ [N]∞, F ⊆ [N]<∞ and ϕ : F → A.
We will say that ϕ is hereditarily nonconstant in M if for every L ∈ [M ]∞ the
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restriction of ϕ on F ↾ L is nonconstant. In particular if M = N then we will say
that ϕ is hereditarily nonconstant.
Proposition 1.28. Let F be a regular thin family, A be a set and ϕ : F → A
be hereditarily nonconstant. Then for every N ∈ [N]∞ there exists L ∈ [N ]∞ such
that for every plegma pair (s1, s2) in F ↾ L, ϕ(s1) 6= ϕ(s2).
Proof. By Theorem 1.20 there exists an L ∈ [N ]∞ such that either ϕ(s1) 6=
ϕ(s2), for all plegma pairs (s1, s2) in F ↾ L, or ϕ(s1) = ϕ(s2), for all plegma pairs
(s1, s2) in F ↾ L. The second alternative is excluded.
Indeed, suppose that ϕ(s1) = ϕ(s2), for every plegma pair (s1, s2) in F ↾ L.
We may also assume that F ↾ L is very large in L. Let s0 be the unique initial
segment of L0 =
{
L(2ρ) : ρ ∈ N} in F ↾ L and let k = |s0|. We set L′0 = {L(2ρ) :
ρ ∈ N and ρ > k}. By Proposition 1.25 for every s ∈ F ↾ L′0 there exist a plegma
path (s0, s1, . . . , sk−1, s) of length k in F ↾ L. Then for every s ∈ F ↾ L′0 we have
that ϕ(s) = ϕ(sk−1) = . . . = ϕ(s1) = ϕ(s0), which contradicts that ϕ is hereditarily
nonconstant. 
The main result of this section is the following.
Theorem 1.29. Let F be a regular thin family, M ∈ [N]∞ and ϕ : F → N be
hereditarily non constant in M . Let also g : N → N. Then there exists N ∈ [M ]∞
such that for every plegma pair (s1, s2) in F ↾ N , ϕ(s2) − ϕ(s1) > g(n), where
min s2 = N(n).
Proof. By Theorem 1.20 there exists L ∈ [M ]∞ such that one of following
holds.
(i) ϕ(s1) = ϕ(s2), for all plegma pairs (s1, s2) in F ↾ L.
(ii) ϕ(s1) > ϕ(s2), for all plegma pairs (s1, s2) in F ↾ L.
(iii) ϕ(s1) < ϕ(s2), for all plegma pairs (s1, s2) in F ↾ L.
First we will exclude cases (i) and (ii). Case (i) is easily excluded by Proposition
1.28. Suppose that case (ii) holds. Let (sn)n∈N be an infinite plegma path in F ↾ L.
Then (ϕ(sn))n∈N forms a strictly decreasing sequence of natural numbers, which is
impossible. Therefore, case (iii) holds. We choose N ∈ [L]∞ such that for every
n ≥ 2, we have that∣∣∣{l ∈ L : N(n− 1) < l < N(n)}∣∣∣ ≥ max
j≤n
g(j)
Let (s1, s2) be a plegma pair in F ↾ N with min s2 = N(n). Notice for every
1 ≤ k ≤ |s1|, we have that∣∣∣{l ∈ L : s1(k) < l < s2(k)}∣∣∣ ≥ g(n)
and for every |s1| < k ≤ |s2| we have that∣∣∣{l ∈ L : s2(k − 1) < l < s2(k)}∣∣∣ ≥ g(n)
This easily yields that there exist t1, . . . , tg(n) ∈ F ↾ L such that the (g(n)+2)-tuple
(s1, t1, . . . , tg(n), s2) is plegma. By (iii) above we have that ϕ(s2)−ϕ(s1) > g(n). 
Corollary 1.30. Let F be a regular thin family,M ∈ [N]∞ and ϕ : F → N be
hereditarily non constant in M . Then there exists N ∈ [M ]∞ such that for every
plegma pair (s1, s2) in F ↾ N , ϕ(s2)− ϕ(s1) > 1.
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5. On the plegma preserving maps between thin families
5.1. The plegma preserving maps.
Definition 1.31. Let F ⊆ [N]<∞ and ϕ : F → [N]<∞. We will say that the
map ϕ is plegma preserving if for every l ∈ N and every plegma l-tuple (sj)lj=1 in
F the l-tuple (ϕ(sj))lj=1 is also plegma.
Moreover a plegma preserving map ϕ : F → [N]<∞ will be called normal plegma
preserving if in addition it satisfies the following:
(i) For every plegma pair (s1, s2) in F we have that |ϕ(s1)| ≤ |ϕ(s2)|.
(ii) For every s ∈ F we have that |ϕ(s)| ≤ |s|.
Lemma 1.32. Let F ⊆ [N]<∞ and ϕ : F → [N]<∞. If for every plegma
pair (s1, s2) in F the pair (ϕ(s1), ϕ(s2)) is also plegma then the map ϕ is plegma
preserving.
Proof. Let l ∈ N and (sj)lj=1 be a plegma l-tuple in F . Then for every
1 ≤ i1 < i2 ≤ l we have that (si1 , si2) is plegma and thus (ϕ(si1 ), ϕ(si2 )) is plegma.
Hence, by the remarks following Definition 1.15, we have that (ϕ(sj))
l
j=1 is a plegma
l-tuple. 
Lemma 1.33. Let F be a regular thin family, M ∈ [N]∞ and ϕ : F ↾ M →
[N]<∞ be a plegma preserving map. Then there exists L ∈ [M ]∞ such that the
restriction ϕ|F↾L of ϕ on F ↾ L is normal plegma preserving.
Proof. By Theorem 1.20 there exists N ∈ [M ]∞ such that either
(a) |ϕ(s1)| ≤ |ϕ(s2)|, for all plegma pairs (s1, s2) in F ↾ N , or
(b) |ϕ(s1)| > |ϕ(s2)|, for all plegma pairs (s1, s2) in F ↾ N .
The second alternative cannot occur since otherwise for an infinite plegma path
(sn)n∈N in F ↾ N the sequence (|ϕ(sn)|)n∈N would form a strictly decreasing se-
quence of natural numbers.
Again by Theorem 1.20 there exists L ∈ [N ]∞ such that either
(c) |ϕ(s)| ≤ |s|, for all s ∈ F ↾ L, or
(d) |ϕ(s)| > |s|, for all s ∈ F ↾ L.
The second alternative is excluded. Indeed, assume that (d) holds. Since ϕ on F ↾ L
is plegma preserving it is easy to choose (using for example an infinite plegma path)
s0, s in F ↾↾ L such that min(s0) < min(s) and min(ϕ(s0)) < min(ϕ(sj0 )).
Let k0 = |s0|. Then by Proposition 1.25 there exists a plegma path (si)k0i=0 in
F ↾↾ L from s0 to s = sk0 of length k0. Since (ϕ(si))k0i=0 is also a plegma path of
length k0 from ϕ(s0) to ϕ(sk0), by Lemma 1.23 we have that
min{|ϕ(si)| : 0 ≤ i ≤ k0 − 1} ≤ k0
But assuming that (d) holds we should have that |ϕ(si)| > |si| and since F is a
regular thin family, |si| ≥ |s0| = k0, for all 0 ≤ i ≤ k0 − 1. Hence
min{|ϕ(si)| : 0 ≤ i ≤ k0 − 1} > min{|si| : 0 ≤ i ≤ k0 − 1} ≥ k0
which is a contradiction.
By the above we have that ϕ|F↾L is a normal plegma preserving map and the
proof is complete. 
Proposition 1.34. Let F be a regular thin family and ϕ : F → [N]∞. Then
for everyM ∈ [N∞], there is L ∈ [M ]∞ such that exactly one of the following holds.
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(i) The restriction ϕ|F↾L is normal plegma preserving.
(ii) For every (s1, s2) ∈ Plm2(F ↾ L), neither (ϕ(s1), ϕ(s2)) nor (ϕ(s2), ϕ(s1))
is a plegma pair.
Proof. By Theorem 1.20 there exists N ∈ [M ]∞ such that one of the following
is satisfied.
(a) The pair (ϕ(s1), ϕ(s2)) is plegma, for all (s1, s2) ∈ Plm2(F ↾ N).
(b) The pair (ϕ(s2), ϕ(s1)) is plegma, for all (s1, s2) ∈ Plm2(F ↾ N).
(c) For every (s1, s2) ∈ Plm2(F ↾ N), neither the pair (ϕ(s1), ϕ(s2)) nor the
pair (ϕ(s2), ϕ(s1)) is plegma.
Notice that the second alternative cannot occur. Indeed, otherwise for an infinite
plegma path (sk)k∈N in F ↾ N , the sequence (min(sk))k∈N would be a strictly
decreasing infinite sequence of natural numbers.
Moreover if (a) holds then by Lemma 1.32 we have that ϕ|F↾N is plegma pre-
serving and by Lemma 1.33 there exists L ∈ [N ]∞ such that ϕ|F↾L is normal plegma
preserving. 
5.2. Forbidden plegma preserving maps. The main aim of this subsection
is to prove the following.
Theorem 1.35. Let F ,G be regular thin families. If o(F) < o(G) then there
is no plegma preserving map from F to G. More precisely for every ϕ : F → G and
M ∈ [N]∞ there exists L ∈ [M ]∞ such that for every plegma pair (s1, s2) in F ↾ L
neither (φ(s1), φ(s2)) nor (φ(s2), φ(s1)) is plegma.
For the proof of the above theorem we will need the next definition.
Definition 1.36. Let F ⊆ [N]<∞ and L ∈ [N]∞. We define
F(L−1) =
{
t ∈ [N]<∞ : L(t) ∈ F
}
It is easy to see that for every family F of finite subsets of N and L ∈ [N]∞ the
following hold
(a) If F is very large in L, then the family F(L−1) is very large in N.
(b) If F is regular thin then so does the family F(L−1).
(c) o(F(L−1)) = o(F ↾ L). In particular if F is regular thin then o(F(L−1)) =
o(F).
Lemma 1.37. Let F be a regular thin family and ϕ : F → [N]<∞ be a plegma
preserving map. Then for every M ∈ [N]∞ there exists L ∈ [M ]∞ such that if
ψ : F(L−1) → [N]<∞ is defined by ψ(t) = ϕ(L(t)) for every t ∈ F(L−1), then the
following are satisfied:
(a) The map ψ is normal plegma preserving.
(b) For every t ∈ F(L−1) and every i ≤ |ψ(t)|, we have that ψ(t)(i) > t(i).
Proof. By Lemma 1.33 there exists L1 ∈ [M ]∞ such that the restriction
ϕ|F↾L1 of ϕ on F ↾ L1 is normal plegma preserving. We may also assume that F
is very large in L1. Let ψ1 = ϕ ◦L1 : F(L−11 )→ [N]<∞. It is easy to check that ψ1
is normal plegma preserving.
Claim: For every u ∈ F(L−11 ) ↾↾ N and 1 ≤ i ≤ |ψ1(u)|, we have u(i) ≤
ψ1(u)(i).
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Proof of Claim. We will show that for every i ∈ N the following holds: for
every u ∈ F(L−11 ) ↾↾ N with i ≤ |ψ1(u)|, u(i) ≤ ψ1(u)(i). Indeed, let i = 1 and let
u ∈ F(L−11 ) ↾↾ N. If u(1) = 1 then obviously ψ1(u)(1) ≥ 1 = u(1). Suppose that for
some k ∈ N and every u′ ∈ F(L−11 ) ↾↾ N with u′(1) = k we have that ψ1(u′)(1) ≥ k.
Let u ∈ F(L−11 ) ↾↾ N with u(1) = k+1. Since F(L−11 ) is regular thin and very large
in N there exists a unique u′ ∈ F(L−11 ) with u′ ⊑ u− 1 = {u(i)− 1 : 1 ≤ i ≤ |u|}.
Then (u′, u) is a plegma pair and u′(1) = k. Since ψ1 is normal plegma preserving
we have that (ψ1(u
′), ψ1(u)) is plegma. Hence ψ1(u)(1) > ψ1(u′)(1) ≥ u′(1) = k,
that is ψ1(u)(1) ≥ k + 1 = u(1). By induction on k = u(1), we get that for all
u ∈ F(L−11 ) ↾↾ N, u(1) ≤ ψ1(u)(1).
Suppose now that for some i ∈ N, it holds that for every u′ ∈ F(L−11 ) ↾↾ N
with i ≤ |ψ1(u′)|, u′(i) ≤ ψ1(u′)(i). Let u ∈ F(L−11 ) ↾↾ N with i + 1 ≤ |ψ1(u)|.
Clearly there exists u′ ∈ F(L−11 ) ↾↾ N such that {u(ρ) − 1 : 2 ≤ ρ ≤ |u|} ⊑ u′.
Then (u, u′) is plegma, |u| ≤ |u′| and u(i + 1) = u′(i) + 1. Since ψ1 is normal
plegma preserving, (ψ1(u), ψ1(u
′)) is plegma and i+1 ≤ |ψ1(u)| ≤ |ψ1(u′)|. Hence,
ψ1(u)(i+ 1) > ψ1(u
′)(i) ≥ u′(i) = u(i+ 1)− 1, that is ψ1(u)(i+ 1) ≥ u(i+ 1). By
induction on i ∈ N the proof of the claim is complete. 
Let N0 = {2ρ : ρ ∈ N} and L = L1(N0). It is easy to check that for every
t ∈ F(L−1), N0(t) = 2t = {2t(i) : 1 ≤ i ≤ |t|} and N0(t) ∈ F(L−11 ) ↾↾ N. Let
ψ = ϕ ◦ L. Then ψ = ψ1 ◦N0. Indeed for every t ∈ F(L−1)
ψ(t) = ϕ(L(t)) = ϕ(L1(N0(t))) = ψ1(N0(t))
Then for every t ∈ F(L−1) and 1 ≤ i ≤ |ψ(t)| we have that ψ(t)(i) = ψ1(N0(t))(i) ≥
N0(t)(i) = 2t(i) > t(i). 
Proof of Theorem 1.35. Assume on the contrary that there exists ϕ : F →
G plegma preserving map. By Lemma 1.37 there exists L ∈ [N]∞ such that if
ψ : F(L−1) → G is defined by ψ(t) = ϕ(L(t)) for every t ∈ F(L−1), then the
following are satisfied:
(a) The map ψ is normal plegma preserving.
(b) For every t ∈ F(L−1) and every i ≤ |ψ(t)|, we have that ψ(t)(i) > t(i).
Since o(F(L−1)) = o(F) < o(G), by Proposition 1.14 we have that there exists
N ∈ [N]∞ such that
(1) F(L−1) ↾ N ⊏ G ↾ N
We are now ready to derive a contradiction. Indeed, pick t0 ∈ F(L−1) ↾ N . Then
t0 ∈ Ĝ \ G. But then by (1), assertion (b) above and the spreading property of Ĝ
we should have ψ(t0) ∈ Ĝ \ G which is impossible. 
5.3. Plegma preserving embeddings between regular thin families.
By Theorem 1.35 we have the following.
Corollary 1.38. Let F , G be regular thin families. If there exist M ∈ [N]∞
and ϕ : G → F such that ϕ|G↾M is plegma preserving then o(F) ≤ o(G).
In the sequel we will show the converse of the above corollary, i.e. if o(F) ≤ o(G)
then there exist N ∈ [N]∞ and a plegma preserving map ϕ : G ↾ N → F . First we
will need some combinatorial properties mainly concerning regular families.
Definition 1.39. Let F ⊆ [N]<∞ and L ∈ [N]∞. We define
F(L) = {L(s) : s ∈ F}
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Notice that o(F) = o(F(L)) and if F is compact (resp. hereditary) then F(L)
is also compact (resp. hereditary).
We will use the next easily verified lemma.
Lemma 1.40. Let F be a spreading family of finite subsets of N. Then
(i) For every L1 ⊆ L2 in [N]∞, we have that F(L1) ⊆ F(L2).
(ii) For every k ∈ N, L1, L2 ∈ [N]∞ with {L1(j) : j > k} ⊆ {L2(j) : j > k},
we have that F(k)(L1) ⊆ F(k)(L2) (where F(k)(L) = {L(s) : s ∈ F(k)}).
Proposition 1.41. Let F ,G be regular families of finite subsets of N with
o(F) ≤ o(G). Then for everyM ∈ [N]∞ there exists L ∈ [M ]∞ such that F(L) ⊆ G.
Proof. If o(F) = 0, i.e. F = {∅}, then the conclusion trivially holds. Suppose
that for some ξ < ω1 the proposition is true for every regular families F ′,G′ ⊆ [N]<∞
such that o(F ′) < ξ and o(F ′) ≤ o(G′). Let F , G be regular with o(F) = ξ and let
M ∈ [N]∞. By Remark 1.1 we have that o(F(1)) < o(F). Hence o(F(1)) < o(G) and
so there is some l1 ∈ N such that o(F(1)) ≤ o(G(l1)). Since G is spreading we have
that o(G(l1)) ≤ o(G(n)) for all n ≥ l1 and therefore we may suppose that l1 ∈ M .
It is easy to see that F(1) and G(l1) are regular families. Hence by our inductive
hypothesis there is L1 ∈ [M ]∞ such that F(1)(L1) ⊆ G(l1).
Proceeding in the same way we construct a strictly increasing sequence l1 <
l2 < ... in M and a decreasing sequence M = L0 ⊃ L1 ⊃ ... of infinite subsets of M
such that for all j ≥ 1, the following properties are satisfied.
(i) lj+1 ∈ Lj .
(ii) lj+1 > Lj(j).
(iii) F(j)(Lj) ⊆ G(lj).
We set L = {lj}j∈N. We claim that F(L) ⊆ G. Indeed, by the above construction
we have that for every k ∈ N, {L(j)}j>k ⊆ {Lk(j)}j>k. Therefore by the second
part of Lemma 1.40 and the third condition of the construction we get that
(2) F(k)(L) ⊆ F(k)(Lk) ⊆ G(lk)
It is easy to see that F(k)(L) = F(L)(lk) and so by (2) we have that F(L)(lk) ⊆ G(lk).
Since this holds for every k ∈ N, we conclude that F(L) ⊆ G. 
Corollary 1.42. Let F ,G be regular families of finite subsets of N with o(F) =
o(G). Then for every M ∈ [N]∞ there exists L ∈ [M ]∞ such that F(L) ⊆ G and
G(L) ⊆ F .
Lemma 1.43. Let F ,G be regular thin families with o(F) ≤ o(G). Then there
exists L0 ∈ [N]∞ such that for every M ∈ [N]∞ there exist N ∈ [N]∞ and ϕ : G ↾
N → F ↾M such that L0(ϕ(t)) ⊑ t, for all t ∈ G ↾ N .
Proof. By Proposition 1.41 there exists L0 ∈ [N]∞ such that F̂(L0) ⊆ Ĝ. Let
M ∈ [N]∞. Also notice that F(L0) and G are large in L0(M). Hence by Theorem
1.11 there exists N ∈ [L0(M)]∞ such that F(L0) and G are very large in N . Since
F̂(L0) ⊆ Ĝ we get that F(L0) ↾ N ⊑ G ↾ N . To define the map ϕ : G ↾ N → F ↾M ,
let t ∈ G ↾ N . Then there exists a unique s˜ ∈ F(L0) ↾ N such that s˜ ⊑ t. We set
ϕ(t) = s, where s is the unique element of F with L0(s) = s˜. It is easy to check
that ϕ is as desired. 
We are now ready for the main result of this subsection.
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Theorem 1.44. Let F ,G be regular thin families with o(F) ≤ o(G). For every
M ∈ [N]∞ there is N ∈ [N]∞ and a plegma preserving map ϕ : G ↾ N → F ↾M .
Proof. Let M ∈ [N]∞. By Lemma 1.43 there exist L0 ∈ [N]∞, N ∈ [N]∞
and ϕ : G ↾ N → F ↾ M such that L0(ϕ(t)) ⊑ t, for all t ∈ G ↾ N . Let l ∈
N and (ti)
l
i=1 ∈ Plm(G ↾ N). Then L0(ϕ(ti)) ⊑ ti, for all 1 ≤ i ≤ l. Since
(ti)
l
i=1 is plegma, we have that (L0(ϕ(ti))
l
i=1 is also plegma. This easily yields that
(ϕ(ti))
l
i=1 ∈ Plm(F ↾M). 

CHAPTER 2
The hierarchy of spreading models
In this chapter we will introduce the notion of the higher order spreading model,
which is a generalization of the classical one invented by A. Brunel and L. Sucheston
in [8]. The definition is based on the concepts of the F -sequences and plegma
families. It is shown that if a spreading model is generated by an F -sequence in a
Banach space X , then it is also generated by a G-sequence in X , where G is any
other regular thin family with at least the same order as F . This explains that
a spreading model generated by an F -sequence is completely determined by the
order of the regular thin family F and furthermore the ξ-spreading models define
an increasing hierarchy.
1. Definition and existence of F-spreading models
Let us start with the general definition of the F -sequences. For a set X and
a regular thin family F , by the term F-sequence in X we will understand a map
ϕ : F → X . An F -sequence in X will be usually denoted by (xs)s∈F , where
xs = ϕ(s) for all s ∈ F . Moreover given M ∈ [N]∞, the map ϕ : F ↾ M → X will
be called an F-subsequence of (xs)s∈F and will be denoted by (xs)s∈F↾M .
For F -sequences in a Banach space X we will use the following terminology.
An F -sequence (xs)s∈F in X will be called bounded (resp. seminormalized) if there
exists C > 0 (resp. 0 < c < C) such that ‖xs‖ ≤ C (resp. c ≤ ‖xs‖ ≤ C) for every
s ∈ F .
We fix for the sequel a regular thin family F and a bounded F -sequence (xs)s∈F
in a space X.
Lemma 2.1. Let l ∈ N, N ∈ [N]∞ and δ > 0. Then there exists L ∈ [N ]∞ such
that ∣∣∣∣∣∥∥∥
l∑
j=1
ajxtj
∥∥∥− ∥∥∥ l∑
j=1
ajxsj
∥∥∥∣∣∣∣∣ ≤ δ
for every (tj)
l
j=1, (sj)
l
j=1 ∈ Plm l(F ↾ L) and a1, ..., al ∈ [−1, 1].
Proof. Let (ak)
n0
k=1 be a
δ
3l−net of the unit ball of Rl with ‖·‖∞. We set N0 =
N . By a finite induction on 1 ≤ k ≤ n0, we construct a decreasing sequence N0 ⊇
N1 ⊇ . . . ⊇ Nn0 as follows. Suppose that N0, . . . , Nk−1 have been constructed.
Define gk : Plm l(F ↾ Nk−1) → [0, lC] such that gk((sj)lj=1) = ‖
∑l
j=1 a
k
jxsj‖,
where ak = (a
k
j )
l
j=1. By dividing the interval [0, lC] into disjoint intervals of length
δ
3 , Theorem 1.20 yields a Nk ∈ [Nk−1]∞ such that for every (tj)lj=1, (sj)lj=1 ∈
Plml(F ↾ Nk), we have |gk((tj)lj=1)− gk((sj)lj=1)| < δ3 . Proceeding in this way we
conclude that for every (sj)
l
j=1, (tj)
l
j=1 ∈ Plml(F ↾ Nn0) and 1 ≤ k ≤ n0 we have
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that ∣∣∣∣∣∥∥∥
l∑
j=1
akjxtj
∥∥∥− ∥∥∥ l∑
j=1
akjxsj
∥∥∥∣∣∣∣∣ ≤ δ3
Taking into account that (ak)
n0
k=1 is a
δ
3−net of the unit ball of (Rl, ‖ ·‖∞) it is easy
to see that L = Nn0 is as desired. 
Using standard diagonolization arguments we get the following.
Proposition 2.2. Let F be a regular thin family, (δn)n be a decreasing null
sequence of positive real numbers and (xs)s∈F be a bounded F−sequence in a
Banach space X . Then for every N ∈ [N]∞ there exists M ∈ [N ]∞ such that for
every k ≤ l in N, (tj)kj=1, (sj)kj=1 ∈ Plmk(F ↾ M) with s1(1), t1(1) ≥ M(l) and
a1, ..., ak ∈ [−1, 1], we have that∣∣∣∣∣∥∥∥
k∑
j=1
ajxtj
∥∥∥− ∥∥∥ k∑
j=1
ajxsj
∥∥∥∣∣∣∣∣ ≤ δl
Hence for every l ∈ N and a1, ..., al ∈ R and every sequence
(
(snj )
l
j=1
)
n
of plegma
l−tuples in F ↾ M with sn1 (1) → ∞ the sequence (‖
∑l
j=1 ajx
n
sj‖)n∈N is Cauchy,
with the limit independent from the choice of the sequence ((snj )
l
j=1)n∈N.
In particular there exists a seminorm ‖ · ‖∗ on c00(N) under which the natural
Hamel basis (en)n is a spreading sequence and∣∣∣∣∣∥∥∥
k∑
j=1
ajxsj
∥∥∥− ∥∥∥ k∑
j=1
ajej
∥∥∥
∗
∣∣∣∣∣ ≤ δl
for all k ≤ l in N, a1, . . . , ak ∈ [−1, 1] and (sj)kj=1 ∈ Plmk(F ↾ M) with s1(1) ≥
M(l).
Let us notice that there do exist bounded F -sequences in Banach spaces such
that no seminorm resulting from Proposition 2.2 is a norm. Also we should point
out that even if the ‖·‖∗ is a norm the sequence (en)n∈N is not necessarily Schauder
basic. In the sequel we shall give sufficient conditions for the semimorm to be a norm
and later for the sequence (en)n∈N to be a Schauder basic or even an unconditional
one.
Definition 2.3. Let X be a Banach space, F be a regular thin family, (xs)s∈F
be an F -sequence in X and M ∈ [N]∞. Let (E, ‖ · ‖∗) be an infinite dimensional
seminormed linear space with Hamel basis (en)n∈N.
We will say that the F -subsequence (xs)s∈F↾M generates (en)n∈N as an F -
spreading model if the following is satisfied. There exists a null sequence (δn)n∈N
of positive reals such that∣∣∣∣∣∥∥∥
k∑
j=1
ajxsj
∥∥∥− ∥∥∥ k∑
j=1
ajej
∥∥∥
∗
∣∣∣∣∣ ≤ δl
for every 1 ≤ k ≤ l, every plegma k-tuple (sj)kj=1 ∈ Plmk(F ↾ M) with s1(1) ≥
M(l) and every choice of a1, ..., ak ∈ [−1, 1].
We will also say that (xs)s∈F admits (en)n∈N as an F -spreading model if there
exists M ∈ [N]∞ such that the subsequence (xs)s∈F↾M generates (en)n∈N as an
F -spreading model.
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Finally, for a subset A of X , we will say that (en)n∈N is an F -spreading model
of A if there exists an F -sequence (xs)s∈F in A which admits (en)n∈N as an F -
spreading model.
The next remark is straightforward by the above definition.
Remark 2.4. Let F be a regular thin family and (xs)s∈F an F -sequence in
a Banach space X . Let M ∈ [N]∞ such that (xs)s∈F↾M generates (en)n∈N as an
F -spreading model. Then the following hold.
(i) The sequence (en)n∈N is spreading, i.e. for every n ∈ N, k1 < . . . < kn in
N and a1, . . . , an ∈ R we have that ‖
∑n
j=1 ajej‖∗ = ‖
∑n
j=1 ajekj‖∗.
(ii) For every M ′ ∈ [M ]∞ we have that (xs)s∈F↾M ′ generates (en)n∈N as an
F -spreading model.
(iii) For every (δn)n∈N null sequence of positive reals there exists M ′ ∈ [M ]∞
such that (xs)s∈F↾M ′ generates (en)n∈N as an F -spreading model with
respect to (δn)n∈N.
(iv) If ‖ · ‖, |‖ · |‖ are two equivalent norms on X , then every F -spreading
model admitted by (X, ‖ ·‖) is equivalent an F -spreading model admitted
by (X, |‖ · ‖|).
Remark 2.5. Let (xs)s∈[N]k be an [N]k-sequence in a Banach space X and
M ∈ [N]. We set ys = xM(s), for all s ∈ [N]k. Then it is straightforward that
the [N]k-subsequence (xs)s∈[M ]k generates an [N]k-spreading model (en)n∈N iff the
[N]k-sequence (ys)s∈[N]k generates (en)n∈N as an [N]k-spreading model.
Remark 2.6. Let X be a Banach space, F be a regular thin family, (xs)s∈F
be an F -sequence in X and M ∈ [N]∞. Let (E, ‖ · ‖∗) be an infinite dimensional
seminormed linear space with Hamel basis (en)n∈N. Assume that there exists a null
sequence (δn)n∈N of positive reals such that∣∣∣∣∣∥∥∥
l∑
j=1
ajxsj
∥∥∥− ∥∥∥ l∑
j=1
ajej
∥∥∥
∗
∣∣∣∣∣ ≤ δl
for every l ∈ N, every plegma l-tuple (sj)lj=1 ∈ Plml(F ↾ M) with s1(1) ≥ M(l)
and every choice of a1, ..., al ∈ [−1, 1]. Then we may pass to an L ∈ [M ]∞ such
that (xs)s∈F↾L generates (en)n∈N as an F -spreading model. It is enough to set
L = {M(1 +∑pj=1 j − 1) : p ∈ N}. This set has the property that for every l ∈ N
there exist l− 1 elements of M between L(l) and L(l+1). So every plegma k-tuple
after L(l), with 1 ≤ k ≤ l, in F ↾ L can be extended to a plegma l-tuple after
L(l) ≥M(l) in F ↾M .
Under the Definition 2.3 we get the following reformulation of Proposition 2.2.
Theorem 2.7. Let F be a regular thin family and X a Banach space. Then
every bounded F -sequence in X admits an F -spreading model.
In particular for every bounded F -sequence (xs)s∈F in X and every N ∈ [N]∞
there exists M ∈ [N ]∞ such that (xs)s∈F↾M generates F -spreading model.
2. Spreading models of order ξ
Proposition 2.8. Let F ,G be regular thin families with o(F) ≤ o(G). Let X
be a Banach space and (xs)s∈F be an F -sequence inX which admits an F -spreading
model (en)n∈N. Then there exists a G-sequence (wt)t∈G which admits the same
sequence (en)n∈N as a G-spreading model and such that {wt : t ∈ G} ⊆ {xs : s ∈ F}.
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Proof. Let M ∈ [N]∞ such that (xs)s∈F↾M generates (en)n∈N. By Lemma
1.43 there exist N ∈ [N]∞ and ϕ : G ↾ N → F ↾ M such that L0(ϕ(t)) ⊑ t, for all
t ∈ G ↾ N . Using the map ϕ we define a G-sequence (wt)t∈G as follows. For every
t ∈ G ↾ N we set wt = xϕ(t) and for every t ∈ G \ (G ↾ N) let x′t be an arbitrary
element of {xs : s ∈ F}. We will show that (wt)t∈G↾N generates (en)n∈N. Indeed,
let (δn)ց 0 such that ∣∣∣∣∣∥∥∥
k∑
j=1
ajxsj
∥∥∥− ∥∥∥ k∑
j=1
ajej
∥∥∥
∗
∣∣∣∣∣ ≤ δl
for every 1 ≤ k ≤ l, every plegma k-tuple (sj)kj=1 in F ↾M with s1(1) ≥M(l) and
every choice of a1, ..., ak ∈ [−1, 1]. Let l ∈ N, 1 ≤ k ≤ l, (tj)kj=1 be a plegma k-tuple
in G ↾ N with t1(1) ≥ N(l) and a1, ..., ak ∈ [−1, 1]. Let sj = ϕ(tj) ∈ F ↾ M , for
all 1 ≤ j ≤ k. By Theorem 1.44, we have that (sj)kj=1 is plegma. Moreover since
N ∈ [L0(M)]∞, s1(1) ≥M(l). Therefore,∣∣∣∣∣∥∥∥
k∑
j=1
ajwtj
∥∥∥− ∥∥∥ k∑
j=1
ajej
∥∥∥∣∣∣∣∣ =
∣∣∣∣∣∥∥∥
k∑
j=1
ajxsj
∥∥∥− ∥∥∥ k∑
j=1
ajej
∥∥∥
∗
∣∣∣∣∣ ≤ δl

Corollary 2.9. Let X be a Banach space, A ⊆ X and F ,G be regular thin
families with o(F) = o(G). Then (en)n∈N is an F -spreading model of A iff (en)n∈N
is a G-spreading model of A.
The above permits us to give the following definition.
Definition 2.10. Let A be a subset of a Banach space X and 1 ≤ ξ < ω1 be
a countable ordinal. We will say that (en)n∈N is a ξ-spreading model of A if there
exists a regular thin family F with o(F) = ξ such that (en)n∈N is an F -spreading
model of A. The set of all ξ-spreading models of A will be denoted by SMξ(A).
Proposition 2.8 also yields the following.
Corollary 2.11. Let X be a Banach space and A ⊆ X . Then SMζ(A) ⊆
SMξ(A), for all 1 ≤ ζ < ξ < ω1.
The above reveals the following problems.
Problem 1. Let ξ < ω1. Does there exist a Banach space X and (en)n∈N ∈
SMξ(X) such that (en)n∈N is not equivalent to any (yn)n∈N in SMζ(X) for all
ζ < ξ?
In Chapter 11, Problem 1 is answered affirmatively for all finite as well as all
countable limit ordinals.
Problem 2. Does for every separable Banach space X exist ξ < ω1 such that
for every ζ > ξ, SMζ(X) = SMξ(X)?
Problem 2 can be also stated in an isomorphic version, i.e. every sequence in
SMζ(X) is equivalent to some sequence in SMξ(X) and vice versa. Any version
of Problem 2 remains open.
We close this section by giving an example which shows that for every ξ < ω1
there exists a Banach space Xξ such that its base generates a spreading model
(en)n∈N of order ξ while it does not admit (en)n∈N as a spreading model of order
ζ, for all ζ < ξ.
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Example 1. Let (en)n be a normalized spreading and 1-unconditional sequence
in a Banach space (E, ‖ · ‖) not equivalent to the usual basis of c0, 1 ≤ ξ < ω1 and
F be a regular thin family of order ξ. We denote by (es)s∈F the natural Hamel
basis of c00(F). For x ∈ c00(F) we set
‖x‖F = sup
{∥∥∥ l∑
i=1
x(si)ei
∥∥∥ : l ∈ N, (si)li=1 ∈ Plm l(F) and l ≤ s1(1)}
We set XF = (c00(F), ‖ · ‖F) and A = {es : s ∈ F}. It is easy to see that
the sequence (en)n∈N belongs to SMξ(A). We shall show that every (xn)n∈N ∈
SMζ(A) with ζ < ξ, which defines a norm, is isometric to the usual basis of c0.
Indeed let ζ < ξ and (xn)n∈N ∈ SMζ(A). Then there exists a regular thin
family G of order ζ, N ∈ [N]∞ and a G-subsequence (ys)s∈G↾N in A which generates
(xn)n∈N as a G-spreading model. Let ϕ : G ↾ N → F such that yt = eϕ(t), for all
t ∈ G ↾ N . Since (xn)n∈N defines a norm, it is easy to see that ϕ is hereditarily
nonconstant. By Proposition 1.28 there exists L ∈ [N ]∞ such that for every plegma
pair (t1, t2) in F ↾ L, ϕ(t1) 6= ϕ(t2). Theorem 1.35 yields that there exists M ∈
[L]∞ such that for every plegma pair (t1, t2) in G ↾ M neither (ϕ(t1), ϕ(t2)), nor
(ϕ(t2), ϕ(t1)) is a plegma pair. Therefore, for every (tj)
k
j=1 ∈ Plm(G ↾ M) and
(sj)
l
j=1 ∈ Plm(F) we have that∣∣{j ∈ {1, . . . , k} : tj ∈ {si : 1 ≤ i ≤ l}}∣∣ ≤ 1
This easily yields, by the definition of the norm ‖ · ‖ξ, that∥∥∥ k∑
j=1
ajytj
∥∥∥ = ∥∥∥ k∑
j=1
ajeϕ(tj)
∥∥∥ = max
1≤j≤k
|aj |
for all k ∈ N, a1, . . . , ak ∈ R and (tj)kj=1 ∈ Plm(G ↾M). Thus (xn)n∈N is isometric
to the usual basis of c0.

CHAPTER 3
Spreading sequences
As we have already mentioned every spreading model of any order of a Banach
space is a spreading sequence. In this chapter we will present some basic results
concerning such sequences that we will need in the sequel. Most of them are well
known (see for example [1], [23]). We classify the spreading sequences into four
categories with respect to their norm properties. These are the trivial, the uncondi-
tional, the singular and the non unconditional Schauder basic spreading sequences.
Finally, in the last section we provide some results concerning spreading sequences
equivalent to the usual basis of ℓ1.
We start by recalling the definition of a spreading sequence in the slightly more
general setting of a seminormed space.
Definition 3.1. Let (E, ‖ · ‖∗) be a seminormed space and (en)n∈N be a se-
quence in E. Then (en)n∈N will be called spreading if for every n ∈ N, k1 < . . . < kn
in N and a1, . . . , an ∈ R we have that ‖
∑n
j=1 ajej‖∗ = ‖
∑n
j=1 ajekj‖∗.
Notice that if (en)n∈N is spreading then for every n ∈ N, a1, . . . , an ∈ R, k1 <
. . . < kn and l1 < . . . < ln in N, we have that ‖
∑n
j=1 ajekj‖∗ = ‖
∑n
j=1 ajelj‖∗.
1. Trivial spreading sequences
Definition 3.2. Let (E, ‖ · ‖∗) be a seminormed space and (en)n∈N be a se-
quence in E. Then (en)n∈N will be called trivial if
(3)
∥∥∥ n∑
i=1
aiei
∥∥∥
∗
=
∣∣ n∑
i=1
ai
∣∣ · ∥∥∥e1∥∥∥∗
for all n ∈ N and a1, . . . , an ∈ R.
It is immediate that every trivial sequence is spreading.
Proposition 3.3. Let (E, ‖ · ‖∗) be a seminormed space and (en)n∈N be a
spreading sequence in E. Then the following are equivalent.
(i) The sequence (en)n∈N is trivial.
(ii) For every n,m ∈ N, ‖en − em‖∗ = 0.
(iii) There exist n ∈ N and a1, . . . , an ∈ R not all zero, such that∥∥∥ n∑
i=1
aiei
∥∥∥
∗
= 0
Proof. The implication (i)⇒(ii) is immediate. To show the converse let n ∈ N
and a1, . . . , an ∈ R. Then we have that∥∥∥ n∑
i=2
ai(ei − e1)
∥∥∥
∗
= 0
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Therefore∣∣∣ n∑
i=1
ai
∣∣∣ · ‖e1‖∗ = ∣∣∣ n∑
i=1
ai
∣∣∣ · ‖e1‖∗ − ∥∥∥ n∑
i=2
ai(ei − e1)
∥∥∥
∗
≤
∥∥∥ n∑
i=1
aie1 −
n∑
i=2
ai(ei − e1)
∥∥∥
∗
≤
∣∣∣ n∑
i=1
ai
∣∣∣ · ‖e1‖∗ + ∥∥∥ n∑
i=2
ai(ei − e1)
∥∥∥
∗
=
∣∣∣ n∑
i=1
ai
∣∣∣ · ‖e1‖∗
Since
∑n
i=1 aie1 −
∑n
i=2 ai(ei − e1) =
∑n
i=1 aiei, we get that∥∥∥ n∑
i=1
aiei
∥∥∥
∗
=
∣∣∣ n∑
i=1
ai
∣∣∣ · ‖e1‖
The implication (ii)⇒(iii) is straightforward. To show the converse let x =∑n
j=1 ajej , where n ∈ N and a1, . . . , an ∈ R not all zero, such that ‖x‖∗ = 0. Since
(en)n∈N is spreading we may suppose that aj 6= 0 for all 1 ≤ j ≤ n. Moreover
notice that
‖x‖∗ =
∥∥∥ n−1∑
j=1
ajej + anen
∥∥∥
∗
=
∥∥∥ n−1∑
j=1
ajej + anen+1
∥∥∥
∗
= 0
which yields that∥∥∥en − en+1∥∥∥∗ ≤ 1|an|
(∥∥∥ n−1∑
j=1
ajej + anen
∥∥∥
∗
+
∥∥∥ n−1∑
j=1
ajej + anen+1
∥∥∥
∗
)
= 0
Since (en)n∈N is spreading, the result follows. 
Corollary 3.4. Let (E, ‖ · ‖∗) be a seminormed linear space and (en)n∈N be
a spreading linearly independent sequence in E. Then the following are equivalent:
(i) The sequence (en)n∈N is trivial.
(ii) There exists x ∈< (en)n∈N > such that x 6= 0 and ‖x‖∗ = 0. Therefore
the seminorm ‖ · ‖∗ is not a norm.
Corollary 3.5. Let (E, ‖ · ‖∗) be a seminormed linear space and (en)n∈N be
a spreading sequence in E. Then the following are equivalent.
(i) The sequence (en)n∈N is nontrivial.
(ii) The sequence (en)n∈N is linearly independent and the seminorm ‖ · ‖∗
restricted on < (en)n∈N > is a norm.
Corollary 3.6. Let (E, ‖ · ‖) be a normed space and (en)n∈N be a spreading
sequence in E. Then the following are equivalent.
(i) The sequence (en)n∈N is trivial.
(ii) The sequence (en)n∈N is constant.
(iii) The sequence (en)n∈N is linearly dependent.
2. Unconditional spreading sequences
By Corollary 3.5 we have that a nontrivial spreading sequence (en)n∈N always
generates an infinite dimensional Banach space. In this section we deal with un-
conditional spreading sequences. The following result is rather well known but we
include its proof for the sake of completeness.
S. A. ARGYROS, V. KANELLOPOULOS AND K. TYROS 37
Proposition 3.7. Let (en)n∈N be an unconditional and spreading sequence.
Then either (en)n∈N is equivalent to the usual basis of ℓ1 or (en)n∈N is norm Cesa`ro
summable to 0 (i.e. lim
∥∥∥ 1n∑ni=j ej∥∥∥ = 0).
Proof. Since (en)n∈N is unconditional there exist c > 0 such that for every
m ∈ N and a1, . . . , am ∈ R, ∥∥∥ m∑
i=1
εiaiei
∥∥∥ ≤ c∥∥∥ m∑
i=1
aiei
∥∥∥
for all ε1, . . . , εm ∈ {−1, 1}. Also since it is spreading and nontrivial there exists
C > 0 such that ‖en‖ = C, for all n ∈ N. Suppose that the sequence (en)n∈N
is not Cesa`ro summable to zero. Then we will show that (en)n∈N is equivalent to
the usual basis of ℓ1. Indeed, since (en)n∈N is not Cesa`ro summable to zero, there
exist θ > 0 and a strictly increasing sequence of natural numbers (pn)n∈N such that
‖ 1pn
∑pn
i=1 ei‖ > θ, for all i ∈ {1, . . . , pn}. Hence for every n ∈ N there exist x∗n of
norm 1 such that x∗n(
1
pn
∑pn
i=1 ei) > θ. For every n ∈ N, we set In = {1, . . . , pn}
and An = {i ∈ In : x∗n(ei) > θ2}. Hence for every n ∈ N, we have that
θ < x∗n
( 1
pn
∑
i∈In
ei
)
=
1
pn
x∗n
( ∑
i∈An
ei
)
+
1
pn
x∗n
( ∑
i∈In\An
ei
)
≤ 1
pn
|An|C + θ
2
Hence |An| ≥ θ2C pn → ∞. Let m ∈ N and a1, . . . , am ∈ R. Choose n0 ∈ N such
that |An0 | ≥ m. Then
C
m∑
i=1
|ai| ≥
∥∥∥ m∑
i=1
aiei
∥∥∥ ≥ 1
c
∥∥∥ m∑
i=1
|ai|ei
∥∥∥ = 1
c
∥∥∥ m∑
i=1
|ai|eAn0(i)
∥∥∥
≥ 1
c
· x∗n
( m∑
i=1
|ai|eAn0(i)
)
≥ θ
2c
m∑
i=1
|ai|

For the proof of the next proposition we refer the reader to [1].
Proposition 3.8. Let (en)n∈N be a nontrivial spreading sequence. If (en)n∈N
is weakly null, then (en)n∈N is 1-unconditional.
Corollary 3.9. Let (en)n∈N be a nontrivial spreading sequence. Then the
following are equivalent.
(i) The sequence (en)n∈N is weakly null.
(ii) The sequence (en)n∈N is Cesa´ro summable to zero.
(iii) The sequence (en)n∈N is unconditional and not equivalent to the usual
basis of ℓ1.
3. Singular spreading sequences
A nontrivial spreading sequence which is not a Schauder basis of the space that
it generates will be called singular. In this section we will study the structure of
singular sequences. To this end, some well known results from Banach space theory
will be needed. The first one is that a weakly convergent Schauder basic sequence
is weakly null. Notice that this yields that a sequence which is nontrivial, spreading
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and weakly convergent to a nonzero element, is also singular. The second one is that
every nontrivial weak-Cauchy sequence (i.e. xn
w∗→ x∗∗ with x∗∗ ∈ X∗∗\X) contains
a Schauder basic subsequence (see the proof of Proposition 2.2 in [32]). Finally,
we will need Rosenthal’s ℓ1 theorem [33] stating that every bounded sequence in a
Banach space contains a subsequence which is either equivalent to the usual basis
of ℓ1 or weak-Cauchy.
We start with the next lemma.
Lemma 3.10. Let (en)n∈N be a nontrivial and spreading sequence and E be the
Banach space generated by (en)n∈N. Suppose that (en)n∈N is weakly convergent to
some element e ∈ E and let e′n = en − e, for all n ∈ N. Then the sequence (e′n)n∈N
is nontrivial, spreading, 1-unconditional and Cesa´ro summable to zero.
Proof. Since ‖en−em‖ = ‖e′n−e′m‖, by Proposition 3.3 we have that (e′n)n∈N
is nontrivial. To show that (e′n)n∈N is spreading, let n ∈ N, λ1, ..., λn ∈ R and
k1 < ... < kn in N.
If
∑n
i=1 λi = 0, then we have that
n∑
i=1
λiei =
n∑
i=1
λie
′
i and
n∑
i=1
λieki =
n∑
i=1
λie
′
ki
Therefore, since (en)n∈N is spreading, we have that∥∥∥ n∑
i=1
λie
′
i
∥∥∥ = ∥∥∥ n∑
i=1
λiei
∥∥∥ = ∥∥∥ n∑
i=1
λieki
∥∥∥ = ∥∥∥ n∑
i=1
λie
′
ki
∥∥∥
Hence for every n ∈ N and λ1, . . . , λn with
∑n
i=1 λi = 0 we have that∥∥∥ n∑
i=1
λie
′
ki
∥∥∥ = ∥∥∥ n∑
i=1
λie
′
li
∥∥∥
for all k1 < . . . < kn and l1 < . . . < ln.
Generally let
∑n
i=1 λi = λ. Since (e
′
n)n∈N is weakly null we may choose a
convex block subsequence (wm)m∈N of (e′n)n∈N which norm converges to zero. Let
m0 ∈ N be such that kn < supp(wm) for all m ≥ m0. Then by the above case we
have that for all m ≥ m0,∥∥∥ n∑
i=1
λie
′
i − λwm
∥∥∥ = ∥∥∥ n∑
i=1
λie
′
ki − λwm
∥∥∥
and therefore by taking limits we get that∥∥∥ n∑
i=1
λie
′
i
∥∥∥ = ∥∥∥ n∑
i=1
λie
′
ki
∥∥∥
Hence the sequence (e′n)n∈N is spreading. Since (en)n∈N is weakly null it is Cesa´ro
summable to zero and by Proposition 3.8, it is 1-unconditional. 
Proposition 3.11. Let (en)n∈N be a singular sequence and let E be the Banach
space generated by (en)n∈N. Then there is e ∈ E \ {0} such that (en)n∈N is weakly
convergent to e. Moreover setting e′n = en − e, we have that (e′n)n∈N is nontrivial,
spreading, 1-unconditional and Cesa`ro summable to zero.
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Proof. Since (en)n∈N is equivalent to all its subsequences and it is not Schauder
basic, we have that it cannot contain a Schauder basic subsequence. Hence (en)n∈N
cannot also contain a non trivial weak-Cauchy subsequence. Moreover, for the same
reasons, it cannot contain a weakly null subsequence. By Rosenthal’s ℓ1-theorem
and taking into account the above remarks, we conclude that (en)n∈N is weakly con-
vergent to a non zero element e ∈ E. Hence by Lemma 3.10, (e′n)n∈N is nontrivial,
spreading 1-unconditional and Cesa´ro summable to zero. 
By the above we have the following.
Corollary 3.12. Let (en)n∈N be a nontrivial and spreading sequence. Then
the following are equivalent.
(i) The sequence (en)n∈N is singular.
(ii) The sequence (en)n∈N is weakly convergent to a nonzero element.
The above decomposition of a singular sequence (en)n∈N as en = e′n+ e, where
e is the weak limit of (en)n∈N will be called the natural decomposition of (en)n∈N.
The next proposition describes the relation of the spaces generated by the sequences
(en)n∈N and (e′n)n∈N.
Proposition 3.13. Let (en)n∈N be a singular sequence and en = e′n+ e be the
natural decomposition of (en)n∈N. Let E (resp. E′) be the Banach space generated
by (en)n∈N (resp. (e′n)n∈N). Then E = E
′⊕ < e >. In particular there exists a norm
one projection P : E →< e > such that for every z = ∑nj=1 ajej ∈< (en)n∈N >,
P (z) =
∑n
j=1 aje.
Proof. By Corollary 3.5, the sequence (en)n∈N is linearly independent. There-
fore we may define the map P ′ :< (en)n∈N >→< e > by P ′(
∑n
i=1 aiei) =
∑n
i=1 aie.
Clearly P ′ is linear. We will show that ‖P ′‖ ≤ 1. Indeed, let z ∈< (en)n∈N >,
z =
∑n
i=1 aiei. For every k ∈ N, we set zk =
∑n
i=1 aiek+j . Since (en)n∈N is spread-
ing, we have that ‖zk‖ = ‖z‖, for all k ∈ N. Moreover, since en w→ e, we have also
that zk
w→ P ′(z). Hence
‖P ′(z)‖ ≤ lim inf
k→∞
‖zk‖ = ‖z‖
Hence ‖P ′‖ ≤ 1.
Since < (en)n∈N > is dense in E, the operator P ′ has a unique linear extension
P : E →< e > with ‖P‖ ≤ 1. Moreover, since en w→ e, we have that e = P ′(en) =
P (en)
w→ Pe and therefore P (e) = e. The latter yields that P is a norm one
projection.
To complete the proof we need to show that kerP = E′. First notice that for
every z =
∑k
i=1 aie
′
i ∈< (e′n)n∈N >, we have that
P (z) = P
( k∑
i=1
aie
′
i
)
= P
( k∑
i=1
aiei
)
− P
( k∑
i=1
aie
)
=
k∑
i=1
aie −
k∑
i=1
aie = 0
Hence E′ ⊆ kerP .
To show the converse inclusion let z ∈ E with P (z) = 0. Choose a sequence
(zk)k∈N in < (en)n∈N > which norm converges to z. By the definition of P ′, it
is easy to see that for every w ∈< (en)n∈N >, w − P (w) ∈ E′. Therefore for all
k ∈ N, zk − P (zk) ∈ E′ and since (zk − P (zk))k∈N norm converges to z, we have
that z ∈ E′. Hence kerP ⊆ E′, which completes the proof. 
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Corollary 3.14. Let (en)n∈N be a singular sequence and en = e′n + e be the
natural decomposition of (en)n∈N. Let E (resp. E′) be the Banach space generated
by (en)n∈N (resp. (e′n)n∈N). Then E and E
′ are isomorphic.
4. Non unconditional Schauder basic spreading sequences
Proposition 3.15. Let (en)n∈N be a spreading nontrivial sequence and E be
the Banach space generated by (en)n∈N. Then the following are equivalent.
(i) The sequence (en)n∈N is a non unconditional Schauder basis of E.
(ii) The sequence (en)n∈N is nontrivial weak-Cauchy.
Proof. (i)⇒ (ii): Since (en)n∈N is Schauder basic, by Corollary 3.12 we have
that (en)n∈N cannot contain a weakly convergent subsequence to a non zero element
of E. Moreover by Proposition 3.8, we have that every subsequence of (en)n∈N is
not weakly convergent to zero. Hence by Rosenthal’s theorem we have that (en)n∈N
contains a non trivial weak-Cauchy subsequence. Since (en)n∈N is equivalent to all
its subsequences we get that the whole sequence (en)n∈N is non trivial weak-Cauchy.
(ii)⇒ (i): Since (en)n∈N is non trivial weak-Cauchy we have that it contains a
Schauder basic subsequence and hence (en)n∈N is Schauder basic. Moreover, since
it is non trivial weak-Cauchy, it is not equivalent to the standard basis of ℓ1 and
by Corollary 3.9, (en)n∈N cannot be unconditional. 
Remark 3.16. Since every non unconditional Schauder basic spreading se-
quence is nontrivial weak-Cauchy, by Proposition 2.2 in [32], we have that every
such sequence dominates the summing basis of c0.
5. Splitting ℓ1 spreading sequences
In this section we study some stability properties of spreading sequences in
seminormed spaces which are actually related to the non distortion of ℓ1 (c.f. [19]).
Proposition 3.17. Let (E, ‖·‖◦), (E1, ‖·‖∗), (E2, ‖·‖∗∗) be seminormed spaces.
Let (en)n∈N, (e1n)n∈N and (e
2
n)n∈N be spreading sequences in E,E1 and E2 respec-
tively. Suppose that (en)n∈N admits lower ℓ1-estimate with constant c > 0 (i.e. for
every n ∈ N and a1, . . . , an ∈ R we have that c
∑n
i=1 |ai| ≤ ‖
∑n
i=1 aiei‖◦). Also
assume that
‖
n∑
i=1
aiei‖◦ ≤ ‖
n∑
i=1
aie
1
i ‖∗ + ‖
n∑
i=1
aie
2
i ‖∗∗
for all n ∈ N and a1, . . . , an ∈ R. If (e2n)n∈N does not admit a lower ℓ1-estimate
then (e1n)n∈N admits a lower ℓ
1-estimate with constant c.
Proof. Suppose on the contrary that (e1n)n∈N does not admit a lower ℓ
1-
estimate with constant c. Hence there exist n ∈ N and a1, . . . , an ∈ R with∑n
i=1 |ai| = 1 such that ‖
∑n
i=1 aie
1
i ‖∗ < c − ε, for some ε > 0. Since (e1n)n∈N
is spreading, we have that for every k1 < . . . < kn in N
‖
n∑
i=1
aie
1
ki‖∗ < c− ε
Since (e2n)n∈N does not admit a lower ℓ1-estimate, there existm ∈ N and b1, . . . , bm ∈
R such that
∑m
j=1 |bj| = 1 and ‖
∑m
j=1 bje
2
j‖∗∗ < ε2 . Similarly since (e2n)n∈N is
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spreading we have that for every k1 < . . . < km in N
‖
m∑
j=1
bje
2
kj‖∗∗ <
ε
2
So we have the following two inequalities∥∥∥ n∑
i=1
m∑
j=1
ai · bje1(i−1)m+j
∥∥∥
∗
≤
m∑
j=1
|bj|
∥∥∥ n∑
i=1
aie
1
(i−1)m+j
∥∥∥
∗
<
m∑
j=1
|bj | · (c− ε) = c− ε
and ∥∥∥ n∑
i=1
m∑
j=1
ai · bje2(i−1)m+j
∥∥∥
∗∗
≤
n∑
i=1
|ai|
∥∥∥ m∑
j=1
bje
2
(i−1)m+j
∥∥∥
∗∗
<
m∑
j=1
|bj |ε
2
=
ε
2
By the assumptions of the proposition we get that∥∥∥ n∑
i=1
m∑
j=1
ai · bje(i−1)m+j
∥∥∥
◦
≤
∥∥∥ n∑
i=1
m∑
j=1
ai · bje1(i−1)m+j
∥∥∥
∗
+
∥∥∥ n∑
i=1
m∑
j=1
ai · bje2(i−1)m+j
∥∥∥
∗∗
< c− ε
2
which since
∑n
i=1
∑m
j=1 |ai| · |bj | = 1, contradicts that (en)n∈N admits a lower ℓ1-
estimate with constant c. 
In connection with the spreading models we have the following.
Corollary 3.18. Let F be a regular thin family and (xs)s∈F , (x1s)s∈F , (x2s)s∈F
be three F -sequences in a Banach space X such that for all s ∈ F , xs = x1s + x2s.
Let M ∈ [N]∞ and (en)n∈N, (e1n)n∈N, (e2n)n∈N generated by (xs)s∈F↾M , (x1s)s∈F↾M
and (x2s)s∈F↾M respectively as F -spreading models. Suppose that (en)n∈N admits a
lower ℓ1-estimate with constant c > 0. If (e2n)n∈N does not admit a lower ℓ
1-estimate
then (e1n)n∈N admits a lower ℓ
1-estimate with constant c.
Proof. Let (E, ‖ · ‖◦), (E1, ‖ · ‖∗), (E2, ‖ · ‖∗∗) be the seminormed spaces with
Hamel bases (en)n∈N, (e1n)n∈N and (e
2
n)n∈N respectively. Let n ∈ N and a1, . . . , an ∈
R. Then for every (sj)
n
j=1Plm(F ↾M), we have that∥∥∥ n∑
j=1
ajxsj
∥∥∥ ≤ ∥∥∥ n∑
j=1
ajx
1
sj
∥∥∥+ ∥∥∥ n∑
j=1
ajx
2
sj
∥∥∥
This easily yields that
∥∥∥ n∑
j=1
ajej
∥∥∥
◦
≤
∥∥∥ n∑
j=1
aje
1
j
∥∥∥
∗
+
∥∥∥ n∑
j=1
ajej
∥∥∥
∗∗
. The result now
follows by Proposition 3.17. 
Corollary 3.18 also yields the following.
Corollary 3.19. Let F be a regular thin family, x ∈ X and (xs)s∈F , (x′s)s∈F
be two F -sequences in a Banach space X such for all s ∈ F , xs = x′s+ x. Let M ∈
[N]∞ and (en)n∈N, (e′n)n∈N generated by (xs)s∈F↾M and (x
′
s)s∈F↾M respectively as
F -spreading models. Then (en)n∈N is equivalent to the usual basis of ℓ1 if and only
if (e′n)n∈N is equivalent to the usual basis of ℓ1.

CHAPTER 4
F-sequences in topological spaces
In this chapter we deal with F -sequences in topological spaces. In the first two
sections we extend the classical definition of convergent and Cauchy sequences and
we present some related results. In the third section we proceed to the study of F -
sequences with relatively compact metrizable range. Specifically, the concept of the
subordinated F -sequence is introduced in order to capture the following fact: For
every map ϕ : F → (X, T ), with ϕ[F ] compact metrizable, and for everyM ∈ [N]∞
there exist L ∈ [M ]∞ and a continuous extension ϕ̂ : F̂ ↾ L→ (X, T ).
1. Convergence of F-sequences
Definition 4.1. Let (X, T ) be a topological space, F a regular thin family,
M ∈ [N]∞, x0 ∈ X and (xs)s∈F an F -sequence in X . We will say that the F -
subsequence (xs)s∈F↾M converges to x0 if for every U ∈ T with x0 ∈ U there exists
m ∈ N such that for every s ∈ F ↾M with min s ≥M(m) we have that xs ∈ U .
Remark 4.2.
(i) It is immediate that if an F -subsequence (xs)s∈F↾M in a topological space
is convergent to some x0, then every further F -subsequence is also con-
vergent to x0.
(ii) It is also easy to see that for families F with o(F) ≥ 2, the convergence of
an F -subsequence (xs)s∈F↾M does not in general imply the corresponding
relative compactness of its range.
Proposition 4.3. Let (X, TX), (Y, TY ) be two topological spaces and f : Y →
X be a continuous map. Let F be a regular thin family, M ∈ [N]∞ and (ys)s∈F
an F -sequence in Y . Suppose that the F -subsequence (ys)s∈F↾M is convergent to
some y ∈ Y . Then the F -subsequence (f(ys))s∈F↾M is convergent to f(y).
Proof. Let UX ∈ TX , with f(y) ∈ UX . By the continuity of f there exists
UY ∈ TY such that y ∈ UY and f [UY ] ⊆ UX . Since (ys)s∈F↾M is convergent to y,
there exists m ∈ N such that for every s ∈ F ↾ M with min s ≥ M(m) we have
that ys ∈ UY and therefore f(ys) ∈ f [UY ] ⊆ UX . 
Definition 4.4. Let (X, ρ) be a metric space, F a regular thin family, M ∈
[N]∞ and (xs)s∈F an F -sequence in Y . We will say that the F -subsequence
(xs)s∈F↾M is Cauchy if for every ε > 0 there exists m ∈ N such that for every
s1, s2 ∈ F ↾M with min s1,min s2 ≥M(m), we have that ρ(xs1 , xs2 ) < ε.
Proposition 4.5. LetM ∈ [N]∞, F be a regular thin family and (xs)s∈F be an
F -sequence in a complete metric space (X, ρ). Then the F -subsequence (xs)s∈F↾M
is Cauchy if and only if (xs)s∈F↾M is convergent.
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Proof. If the F -subsequence (xs)s∈F↾M is convergent, then it is straightfor-
ward that (xs)s∈F↾M is Cauchy. Concerning the converse we have the following.
Suppose that the F -subsequence (xs)s∈F↾M is Cauchy. Let (sn)n∈N be a sequence
in F ↾ M such that min sn → ∞. It is immediate that (xsn)n∈N forms a Cauchy
sequence in X . Since (X, ρ) is complete, there exists x ∈ X such that the sequence
(xsn)n∈N converges to x. We will show that the F -subsequence (xs)s∈F↾M converges
to x. Indeed, let ε > 0. Since (xs)s∈F↾M is Cauchy, there exists k0 ∈ N such that
for every t1, t2 ∈ F ↾ M with min t1,min t2 ≥ M(k0) we have that ρ(xt1 , xt2) < ε2 .
Since the sequence (xsn)n∈N converges to x and min sn → ∞, there exists n0 ∈ N
such that min sn0 ≥ M(k0) and ρ(x, xsn0 ) < ε/2. Hence for every s ∈ F ↾ M such
that min s ≥ M(k0), we have that ρ(x, xs) ≤ ρ(x, xsn0 ) + ρ(xsn0 , xs) < ε and the
proof is completed. 
2. Plegma ε-separated F-sequences
Lemma 4.6. Let M ∈ [N]∞, F be a regular thin family and (xs)s∈F an F -
sequence in a metric space (X, ρ). Suppose that for every ε > 0 and every L ∈ [M ]∞
there exists a plegma pair (s1, s2) in F ↾ L such that ρ(xs1 , xs2) < ε. Then the
F -subsequence (xs)s∈F↾M has a further Cauchy subsequence.
Proof. Let (εn)n∈N be a sequence of positive reals such that
∑∞
n=1 εn < ∞.
Using Theorem 1.20, we inductively construct a decreasing sequence (Ln)n∈N in
[M ]∞, such that for every n ∈ N and for every plegma pair (s1, s2) in F ↾ Ln we
have that ρ(xs1 , xs2) < εn. Let L
′ be a diagonalization of (Ln)n∈N, i.e. L′(n) ∈ Ln
for all n ∈ N, and L = {L′(2n) : n ∈ N}.
We claim that the F -subsequence (xs)s∈F↾L is Cauchy. Indeed let ε > 0. There
exists n0 ∈ N such that
∑∞
n=n0
εn <
ε
2 . Let s0 be the unique initial segment of
{L(n) : n ≥ n0} in F . If max s0 = L(k) then we set k0 = k + 1. Then for every
s1, s2 ∈ F ↾ L with min s1,min s2 ≥ L(k0), by Proposition 1.25 there exist plegma
paths (s1j )
|s0|
j=1, (s
2
j)
|s0|
j=1 in F ↾ L′ from s0 to s1, s2 respectively. Then for i = 1, 2 we
have that
ρ(xs0 , xsi) ≤
|s0|−1∑
j=0
ρ(xsi
j
, xsi
j+1
) <
|s0|−1∑
j=0
εn0+j <
ε
2
which implies that ρ(xs1 , xs2 ) < ε. 
Definition 4.7. Let ε > 0, L ∈ [N]∞, F be a regular thin family and (xs)s∈F
an F -sequence in a metric space X . We will say that the subsequence (xs)s∈F↾L is
plegma ε-separated if for every plegma pair (s1, s2) in F ↾ L, ρ(xs1 , xs2 ) > ε.
The following proposition is actually a restatement of Lemma 4.6 under the
above definition.
Proposition 4.8. Let M ∈ [N]∞, F be a regular thin family and (xs)s∈F an
F -sequence in a metric space X . Then the following are equivalent.
(i) The F -subsequence (xs)s∈F↾M has no further Cauchy subsequence.
(ii) For every N ∈ [M ]∞ there exists L ∈ [N ]∞ and ε > 0 such that the
subsequence (xs)s∈F↾L is plegma ε-separated.
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3. Subordinated F-sequences and convergent F̂-trees
Definition 4.9. Let (X, T ) be a topological space, F be a regular thin family,
M ∈ [N]∞ and (xs)s∈F be an F -sequence in X . We say that (xs)s∈F↾M is subordi-
nated (with respect to (X, T )) if there exists a continuous map ϕ̂ : F̂ ↾M → (X, T )
with ϕ̂(s) = xs, for all s ∈ F ↾M .
Remark 4.10. If (xs)s∈F↾M is subordinated, then there exists a unique con-
tinuous map ϕ̂ : F̂ ↾M → (X, T ) witnessing this. This is a consequence of the fact
that F is dense in F̂ . Also for the same reason we have that
{xs : s ∈ F ↾M} = ϕ̂[F̂ ↾M ],
where {xs : s ∈ F ↾M} is the T -closure of {xs : s ∈ F ↾ M} in X . There-
fore {xs : s ∈ F ↾M} is a countable compact metrizable subspace of (X, T ) with
Cantor-Bendixson index at most o(F) + 1. Moreover notice that if (xs)s∈F↾M is
subordinated then for every L ∈ [M ]∞, we have that (xs)s∈F↾L is subordinated.
The following if an immediate consequence of Proposition 4.3.
Corollary 4.11. Let (X, T ) be a topological space, F a regular thin family,
M ∈ [N]∞ and (xs)s∈F an F -sequence in X . Suppose that the F -subsequence
(xs)s∈F↾M is subordinated. Let ϕ̂ : F̂ ↾ M → (X, T ) be the continuous map
witnessing this. Then (xs)s∈F↾M is convergent to ϕ̂(∅).
A related notion here is that of a convergent F̂-tree.
Definition 4.12. Let (X, T ) be a topological space, F be a regular thin family,
M ∈ [N]∞ and (xt)t∈F̂ be a family of elements of X . Let for every t ∈ F̂ \ F ,
Nt = {n ∈ M : t ∪ {n} ∈ F̂ ↾ M}. We say that (xt)t∈F̂↾M is a convergent F̂ -
tree, if for every t ∈ F̂ \ F , we have that the sequence (xt∪{n})n∈Nt converges to
xt. Moreover if (xt)t∈F̂↾M is a convergent F̂ -tree then we will say that (xs)s∈F↾M
admits a convergent F̂ -tree.
It is easy to see that if an F -subsequence (xs)s∈F↾M is subordinated then the
family (xt)t∈F̂↾M defined by xt = ϕ̂(t), for all t ∈ F̂ ↾ M is a convergent F -tree.
The next proposition yields the converse by passing to an infinite subset of M .
Proposition 4.13. Let (X, T ) be a topological space, F be a regular thin
family, M ∈ [N]∞ and (xt)t∈F̂↾M be a convergent F̂-tree in X . Then there exists
L ∈ [M ]∞ such that the map ϕ̂ : F̂ ↾ L → X defined by ϕ̂(t) = xt, for all
t ∈ F̂ ↾ L is continuous. Consequently there exists L ∈ [M ]∞ such that (xs)s∈F↾L
is subordinated.
Proof. We will use induction on the order of F . If o(F) = 1, the result is
immediate. Assume that for some ξ < ω1, the conclusion of the proposition holds
for every family of order lower than ξ. Let F be a regular thin family of order
ξ and M ∈ [N]∞. For every n ∈ M we have that o(F(n)) < o(F) = ξ. Let
L0 = M and l1 = minL0. For every t
′ ∈ F̂(l1), we set x1t′ = x{l1}∪t′ . Notice that
(x1t′)t′∈F̂(l1)↾L0
is a convergent F̂ -tree. By the inductive hypothesis there exists
L1 ∈ [L0 \ {l1}]∞ such that the map ϕ̂1 : F̂(l1) ↾ L1 → X , with ϕ̂1(t′) = x1t′ for all
t′ ∈ F̂(l1) ↾ L1, is continuous. Hence {x1s : s ∈ F(l1) ↾ L1} = {x1t′ : t′ ∈ F̂(l1) ↾ L1}
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is compact metrizable. Using the compact coloring version of Theorem 1.11 and
passing to an infinite subset of L1 if it is nessecary, we may also suppose that
diam({x1t′ : t′ ∈ F̂(l1) ↾ L1}) = diam({x1s : s ∈ F(l1) ↾ L1}) < 1. Proceeding in
the same way, we construct by induction a strictly increasing sequence (ln)n∈N, a
decreasing sequence (Ln)
∞
n=0 of infinite subsets of N, such that setting x
n
t′ = x{ln}∪t′
for all t′ ∈ F̂(ln) ↾ Ln the following are satisfied
(i) For every n ∈ N, ln = minLn−1 and Ln ∈ [Ln−1 \ {ln}]∞.
(ii) The map ϕ̂n : F̂(ln) ↾ Ln → X , with ϕ̂n(t′) = xnt′ for all t′ ∈ F̂(ln) ↾ Ln, is
continuous.
(iii) diam({xnt′ : t′ ∈ F̂(ln) ↾ Ln}) < 1n .
Let L = {ln : n ∈ N}. We define ϕ̂ : F̂ ↾ L → X as follows. For s = ∅, we
set ϕ̂(∅) = x∅ and for t 6= ∅, we set ϕ̂(t) = ϕ̂n(t \ {ln}) = xt, where ln = min t.
Then limn→∞ diam{ϕ̂(s) : s ∈ F ↾ L and min s = L(n)} → 0 and xL(n) → x∅.
Therefore ϕ̂ is continuous at ∅. For all other t ∈ F̂ ↾ L the continuity of ϕ̂ follows
easily by the continuity of ϕ̂n and the proof is complete. 
Lemma 4.14. Let (X, T ) be a topological space, F a regular thin family, N ∈
[N]∞ and (xs)s∈F an F -sequence in X . If {xs : s ∈ F ↾ N} is compact metrizable,
then there exists M ∈ [N ]∞, such that (xs)s∈F↾M admits a convergent F̂ -tree.
Proof. We proceed by induction on the order of the regular thin family F .
If o(F) = 1, the result is immediate. Assume that for every ξ < o(F) the lemma
holds. Let F be a regular thin family, N ∈ N and (xs)s∈F an F -sequence in
X , with Y = {xs : s ∈ F ↾ N} compact metrizable. For every m ∈ N and every
s′ ∈ F(m) ↾ N , we set zms′ = x{m}∪s′ . Since o(F(m)) < o(F), for all m ∈ N , using
our inductive hypothesis we may construct a strictly increasing sequence (mn)n∈N
in N and a decreasing sequence (Mn)n∈N in [N ]∞ such that for every n ∈ N the
following are satisfied:
(i) mn < minMn
(ii) The F(mn)-sequence (zmns′ )s′∈F(ln)↾Mn admits (zmnt′ )t′∈F̂(mn)↾Mn as a con-
vergent F̂(mn)-tree in Y .
Since Y is a compact metrizable space, we have that the sequence (zmn∅ )n∈N contains
a subsequence (z
lkn
∅ )n∈N convergent to some x ∈ Y . Let M = {mkn : n ∈ N} and
x∅ = x. Also let, for every m ∈ M and t′ ∈ F̂(m) ↾ M (notice that F̂(m) ↾ M ⊆
F̂(mkn) ↾ M , where m = mkn), x{m}∪t′ = zmt′ . It is easy to see that (xs)s∈F↾M
admits (xt)t∈F̂↾M as a convergent F̂ -tree. 
Proposition 4.15. Let (X, T ) be a topological space, F be a regular thin
family and (xs)s∈F be an F -sequence in X such that {xs : s ∈ F} is a compact
metrizable subspace of (X, T ). Then for every N ∈ [N]∞ there exists L ∈ [N ]∞
such that (xs)s∈F↾L is subordinated and if ϕ̂ : F̂ ↾ L → X is the continuous map
witnessing this, then (xs)s∈F↾L converges to ϕ̂(∅).
Proof. By Lemma 4.14 there exists M ∈ [N ]∞ such that (xs)s∈F↾L admits a
convergent F̂ -tree. By Proposition 4.13 there exists L ∈ [M ]∞ such that (xs)s∈F↾L
is subordinated. Finally by Corollary 4.11, we have that (xs)s∈F↾L converges to
ϕ̂(∅) and the proof is complete. 
CHAPTER 5
Norm properties of spreading models
As we have seen the spreading sequences and therefore the spreading models are
classified into four categories. In this chapter we provided conditions concerning
F -sequences which determine the class in which the generated spreading model
belongs.
1. Trivial spreading models
In this section we study the behavior of F -sequences which generate trivial
spreading models. Among others we prove that an F -sequence admits a trivial
spreading model iff it contains a norm Cauchy subsequence. This generalizes the
classical Brunel-Sucheston condition for spreading models of any order.
Theorem 5.1. Let M ∈ [N]∞, F be a regular thin family and (xs)s∈F be
an F -sequence in a Banach space X . Let (E, ‖ · ‖∗) be an infinite dimensional
seminormed linear space with Hamel basis (en)n∈N such that (xs)s∈F↾M generates
(en)n∈N as an F -spreading model. Then the following are equivalent:
(i) The sequence (en)n∈N is trivial.
(ii) The seminorm ‖ · ‖∗ is not a norm on E.
(iii) The sequence (en)n∈N is generated as a G-spreading model by any constant
G-sequence (yt)t∈G in any Banach space Y , such that ‖yt‖ = ‖e1‖∗ for all
t ∈ G and for every regular thin family G.
(iv) The F -subsequence (xs)s∈F↾M contains a further norm Cauchy subse-
quence.
(v) For every ε > 0 and every L ∈ [M ]∞, the F -subsequence (xs)s∈F↾L is not
plegma ε-separated.
(vi) There exists x ∈ X such that every subsequence of (xs)s∈F↾M contains a
further subsequence convergent to x.
Proof. The equivalence of (i) and (ii) follows by Proposition ??. Also the
equivalence of (i) and (iii) is obvious.
(i)⇒(v): Let ε > 0 and L ∈ [M ]∞. Since the F -subsequence (xs)s∈F↾L also
generates the trivial sequence (en)n∈N as an F -spreading model, there exists n0 ∈ N
such that for every plegma pair (s1, s2) in F ↾ L with min s1 ≥ L(n0), we have that∥∥∥xs1 − xs2∥∥∥ =
∣∣∣∣∣∥∥∥xs1 − xs2∥∥∥− ∥∥∥e1 − e2∥∥∥∗
∣∣∣∣∣ < ε
and therefore the F -subsequence (xs)s∈F↾L is not plegma ε-separated.
(v)⇒(iv): This follows by Lemma 4.6.
(iv)⇒(i): We can easily construct a sequence ((sn1 , sn2 ))n∈N of plegma pairs in
F ↾M such that sn1 (1)→∞ and ‖xsn1 − xsn2 ‖ < 1n . Hence∥∥e1 − e2‖∗ = lim
n→∞
∥∥∥xsn1 − xsn2 ∥∥∥ = 0
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Thus by Proposition 3.3 we get (i). By the above we have that (i)-(v) are equivalent.
It remains to show that (i) and (vi) are equivalent. It is straightforward that
(vi)⇒(iv)⇒(i). Conversely suppose that (i) holds. Then every subsequence of
(xs)s∈F↾M generates (en)n∈N as an F -spreading model. Hence, by the equivalence of
(i) and (iv) and Proposition 4.5, every subsequence of (xs)s∈F↾M contains a further
convergent subsequence. It remains to show that all the convergent subsequences
of (xs)s∈F↾M have a common limit. To this end, let L1, L2 ∈ [M ]∞ and x1, x2 ∈ X
such that (xs)s∈F↾L1 converges to x1 and (xs)s∈F↾L2 converges to x2. We will
show that x1 = x2. Let ε > 0. Then there exists n0 ∈ N such that for every
s1 ∈ F ↾ L1 with min s1 ≥ L1(n0) and s2 ∈ F ↾ L2 with min s2 ≥ L2(n0) we have
that ‖x1−xs1‖ < ε3 and ‖x2−xs2‖ < ε3 . Notice that n0 can be chosen large enough
such that for every plegma pair (s1, s2) in F ↾M with min s1 ≥M(n0),∥∥∥xs1 − xs2∥∥∥ =
∣∣∣∣∣∥∥∥xs1 − xs2∥∥∥− ∥∥∥e1 − e2∥∥∥∗
∣∣∣∣∣ < ε3
It is easy to see that we can choose s1 ∈ F ↾ L1 with min s1 ≥ L1(n0) and
s2 ∈ F ↾ L2 with min s2 ≥ L2(n0) such that (s1, s2) is a plegma pair. Then∥∥∥x1 − x2∥∥∥ ≤ ∥∥∥x1 − xs1∥∥∥+ ∥∥∥xs1 − xs2∥∥∥+ ∥∥∥x2 − xs2∥∥∥ < ε
It follows that x1 = x2 and the proof is complete. 
The next result follows by the equivalence of (i) and (vi) in the above theorem.
Corollary 5.2. Let F be a regular thin family, M ∈ [N]∞, (xs)s∈F and
(x′s)s∈F two F sequences in a Banach space X . Suppose that the following are
satisfied:
(i) There exists x0 ∈ X such that xs = x′s + x0, for all s ∈ F ↾M .
(ii) The F -subsequence (xs)s∈F↾M generates an F -spreading model (en)n∈N.
(iii) The F -subsequence (x′s)s∈F↾M generates an F -spreading model (e′n)n∈N.
Then (en)n∈N is trivial if and only if (e′n)n∈N is trivial.
2. Unconditional spreading models
As is well known every spreading model generated by a seminormalized weakly
null sequence is an unconditional spreading sequence. In this section we provide an
extension of this result for subordinated seminormalized weakly null F -sequences.
We start with the following lemma.
Lemma 5.3. Let X be a Banach space, n ∈ N, F1, . . . ,Fn be regular thin
families, L ∈ [N]∞ and ε > 0. For each 1 ≤ i ≤ n, let ϕ̂i : F̂ i ↾ L → (X,w) be
a continuous map. Then there exist nonempty and finite G1 ⊆ F1 ↾ L, . . . , Gn ⊆
Fn ↾ L and sequences (µ1t )t∈G1 , . . . , (µnt )t∈Gn in [0, 1] such that
(a) For all 1 ≤ i ≤ n, ∑t∈Gi µit = 1 and ‖ϕ̂i(∅)−∑t∈Gi µitϕ̂i(t)‖ < ε.
(b) For every choice of ti ∈ Gi, the n-tuple (t1, . . . , tn) is plegma.
Proof. We use induction on ξmax = max{o(F i) : 1 ≤ i ≤ n}. If ξmax = 0,
i.e. F i = {∅} for all 1 ≤ i ≤ n the result follows trivially. (Let Gi = F i and
µi∅ = 1.) Let 1 ≤ ξ ≤ ω1 and suppose that the conclusion of the proposition
holds provided that ξmax < ξ. We will show that it also holds for ξmax = ξ. To
this end let n ∈ N, L ∈ [N]∞ and F1, . . . ,Fn be regular thin families such that
ξ = max{o(F i) : 1 ≤ i ≤ n}. Let also for each 1 ≤ i ≤ n, ϕ̂i : F̂ i ↾ L → (X,w)
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be a continuous map. We set xis = ϕ̂i(s) , for all 1 ≤ i ≤ n and s ∈ F̂ i ↾ L.
We may suppose that F i is very large in L, therefore {l} ∈ F̂ i for all l ∈ L and
1 ≤ i ≤ n. Since for every 1 ≤ i ≤ n w- liml∈L xi{l} = xi∅, we can choose finite
subsets F 1 < . . . < Fn of L and sequences (λ1l )l∈F 1 , . . . , (λ
n
l )l∈Fn in [0, 1] such that
for every i = 1, . . . , n
(i)
∑
l∈F i λ
i
l = 1 and ‖xi∅ −
∑
l∈F i λ
i
lx
i
{l}‖ < ε2
Let F = ∪ni=1F i = {l1 < . . . < lm} and L′ = {l ∈ L : l > lm}. For every 1 ≤ j ≤ m
let ij be the unique i ∈ {1, . . . , n} such that lj ∈ F i. For every 1 ≤ j ≤ n we define
Gj = F ij(lj) and ψ̂j : Ĝj ↾ L′ → (X,w), with ψ̂j(s) = ϕ̂ij ({lj} ∪ s). Since o(Gj) <
o(F ij ) we have that max{o(Gj) : 1 ≤ j ≤ m} < max{o(F i) : 1 ≤ i ≤ n} and
therefore we may use the inductive assumption. Hence there exist nonempty finite
subsets Ĝ1 ⊆ G1 ↾ L′, . . . , Ĝm ⊆ Gm ↾ L′ and sequences (µ˜1s)s∈Ĝ1 , . . . , (µ˜ms )s∈Ĝm in
[0, 1] such that for every 1 ≤ j ≤ m
(ii)
∑
s∈G˜j µ˜
j
s = 1 and ‖ψ̂j(∅)−
∑
s∈G˜j µ˜
j
sψ̂j(s)‖ < ε2 .
(iii) For every choice tj ∈ G˜j the m-tuple (t1, . . . , tm) is plegma.
For every 1 ≤ i ≤ n we set Gi = {{lj} ∪ s : lj ∈ Fi and s ∈ G˜j} and for every
t ∈ Gi we set µit = λilj · µ˜js, where t = {lj} ∪ s. It is easy to see that
(a) For all 1 ≤ i ≤ n, ∑t∈Gi µit = 1.
(b) For every choice of ti ∈ Gi, the n-tuple (t1, . . . , tn) is plegma.
It remains to show that ‖ϕ̂i(∅)−
∑
t∈Gi µ
i
tϕ̂i(t)‖ < ε, for all 1 ≤ i ≤ n. Indeed
‖ϕ̂i(∅)−
∑
t∈Gi
µitϕ̂i(t)‖ ≤‖ϕ̂i(∅)−
∑
{j:ij=i}
λilj ϕ̂i({lj})‖
+ ‖
∑
{j:ij=i}
λilj ϕ̂i({lj})−
∑
t∈Gi
µitϕ̂i(t)‖
By (i) above we have that
‖ϕ̂i(∅)−
∑
{j:ij=i}
λilj ϕ̂i({lj})‖ = ‖xi∅ −
∑
l∈F i
λilx
i
{l}‖ <
ε
2
Moreover ∑
t∈Gi
µitϕ̂i(t) =
∑
{j:ij=i}
∑
s∈G˜j
λilj µ˜
j
sψ̂j(s)
Hence by (ii)
‖
∑
{j:ij=i}
λilj ϕ̂i({lj})−
∑
t∈Gi
µitϕ̂i(t)‖ ≤
∑
{j:ij=i}
λilj‖ψ̂j(∅)−
∑
s∈G˜j
µ˜jsψ̂j(s)‖ <
ε
2
And the proof is complete. 
Theorem 5.4. Let F be a regular thin family and L ∈ [N]∞. Let (xs)s∈F↾L be
an family of elements in a Banach space X generating a spreading model (en)n∈N.
Suppose that (xs)s∈F↾L is subordinated with respect to the weak topology on X
and let ϕ̂ : F̂ ↾ L→ (X,w) be the continuous map witnessing it. If ϕ̂(∅) = 0, then
either (en)n∈N is trivial with ‖en‖∗ = 0 for all n ∈ N or the sequence (en)n∈N is
1-unconditional (i.e. for every n ∈ N, F ⊆ {1, . . . , n} and a1, . . . , an ∈ R we have
that ‖∑i∈F aiei‖ ≤ ‖∑ni=1 aiei‖).
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Proof. Suppose that (en)n∈N is trivial. Then by Theorem 5.1 there exists
L1 ∈ [L]∞ and x0 ∈ X such that the F -subsequence (xs)s∈F↾L1 converges to x0.
By Corollary 4.11 we have that x0 = ϕ̂(∅) = 0. Since (xs)s∈F↾L1 also generates
(en)n∈N we have that ‖e1‖∗ = 0. Since (en)n∈N is spreading we get that ‖en‖∗ = 0
for all n ∈ N.
Assume that (en)n∈N is nontrivial. In this case it is enough to show that for
every n ∈ N, 1 ≤ p ≤ n and a1, . . . , an ∈ [−1, 1] we have that∥∥∥ n∑
i=1
i6=p
aiei
∥∥∥ ≤ ∥∥∥ n∑
i=1
aiei
∥∥∥
To this end it suffices to prove that for every ε > 0 we have that∥∥∥ n∑
i=1
i6=p
aiei
∥∥∥ ≤ ∥∥∥ n∑
i=1
aiei
∥∥∥+ ε
Indeed let n ∈ N, 1 ≤ p ≤ n, a1, . . . , an ∈ [−1, 1] and ε > 0. We easily pass to
N ∈ [L]∞ such that for every plegma n-tuple (si)ni=1 in F ↾ N the following hold
(4)
∣∣∣∣∣∥∥∥
n∑
i=1
aixsi
∥∥∥− ∥∥∥ n∑
i=1
aiei
∥∥∥∣∣∣∣∣ ≤ ε3 and
∣∣∣∣∣∥∥∥
n∑
i=1
i6=p
aixsi
∥∥∥− ∥∥∥ n∑
i=1
i6=p
aiei
∥∥∥∣∣∣∣∣ ≤ ε3
Let F1 = . . . = Fn = F and ϕ̂1 = . . . = ϕ̂n = ϕ̂|F↾N . By Lemma 5.3 there exist
nonempty and finite G1, . . . , Gn ⊆ F ↾ N and sequences (µ1t )t∈G1 , . . . , (µnt )t∈Gn in
[0, 1] such that
(a) For 1 ≤ i ≤ n,
∑
t∈Gi
µit = 1 and ‖
∑
t∈Gi
µitxt‖ = ‖ϕ̂(∅)−
∑
t∈Gi
µitϕ̂(t)‖ <
ε
3
.
(b) For every choice of ti ∈ Gi, the n-tuple (t1, . . . , tn) is a plegma family.
We fix si ∈ Gi for all 1 ≤ i ≤ n with i 6= p and we set G = Gp. So we
have that
∑
t∈G µ
p
t = 1, ‖
∑
t∈G µ
p
txt‖ < ε3 and for every t ∈ G the n-tuple
(s1, . . . , sp−1, t, sp+1, . . . , sn) is a plegma family. Therefore by (4) we have that∥∥∥ n∑
i=1
i6=p
aiei
∥∥∥ ≤ ∥∥∥ n∑
i=1
i6=p
aixsi
∥∥∥+ ε
3
≤
∥∥∥ n∑
i=1
i6=p
aixsi + ap
∑
t∈G
µptxt
∥∥∥+ |ap|ε
3
+
ε
3
≤
∑
t∈G
µpt
∥∥∥ n∑
i=1
i6=p
aixsi + apxt
∥∥∥+ 2ε
3
≤
∑
t∈G
µpt
(∥∥∥ n∑
i=1
aiei
∥∥∥+ ε
3
)
+
2ε
3
=
∥∥∥ n∑
i=1
aiei
∥∥∥+ ε
and the proof is completed. 
By Corollary 4.11 the following is actually a restatement of the above theorem.
Corollary 5.5. Let X be a Banach space, F be a regular thin family, L ∈
[N]∞ and (xs)s∈F an F -sequence in X such that the F -subsequence (xs)s∈F↾L is
seminormalized, subordinated and weakly null. Then every spreading model of
(xs)s∈F↾L is 1-unconditional.
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Remark 5.6. Since the weakly null sequences are identical with the subor-
dinated ones, the above corollary is actually an extension of the classical result
for unconditional spreading models generated by seminormalized weakly null se-
quences. Moreover, let us notice that if o(F) ≥ 2 then the additional assumption
that requires the F -sequence to be subordinated is a necessary one. Indeed, con-
sider the [N]2-sequence in c0, defined by
xs =
max s∑
n=min s
en
for all s ∈ [N]2, where (en)n∈N is the natural basis of c0. It is easy to see that
(xs)s∈[N]2 is normalized and weakly null. We will show that (xs)s∈[N]2 generates a
spreading model which is equivalent to the summing basis of c0. Thus, although
(xs)s∈[N]2 is normalized and weakly null, it does not generate unconditional spread-
ing model. In order to show that (xs)s∈[N]2 generates a spreading model equivalent
to the summing basis of c0, we will show that
(5)
∥∥∥ l∑
j=1
ajxsj
∥∥∥ = max( max
1≤k≤l
∣∣∣ k∑
j=1
aj
∣∣∣, max
1≤k≤l
∣∣∣ l∑
j=k
aj
∣∣∣)
for all l ∈ N, a1, . . . , al ∈ R and (sj)lj=1 ∈ Plm([N]2). Indeed, let l ∈ N, a1, . . . , al ∈
R and (sj)
l
j=1 ∈ Plm([N]2). We set z =
∑l
j=1 ajxsj . Since (sj)
l
j=1 is plegma, we
have that
min s1 < . . . < min sl < max s1 < . . . < max sl
Therefore we have the following.
(i) If 1 ≤ n ≤ min s1 then z(n) = 0.
(ii) If 1 ≤ i < l and min si ≤ n < min si+1 then z(n) =
∑i
j=1 aj .
(iii) If min sl ≤ n ≤ max s1 then z(n) =
∑l
j=1 aj .
(iv) If 1 < i ≤ l and max si−1 < n ≤ max si then z(n) =
∑l
j=i aj .
(v) If n > max sl then z(n) = 0.
By (i)-(v) we have that equation (5) holds.
3. Singular spreading models
In this section we characterize the F -sequences which generate singular (i.e.
nontrivial and non Schauder basic) spreading models. It turns out that the natural
decomposition of the singular spreading sequence is reflected back to the F -sequence
which generated it. More precisely for the case of the 1-spreading models it is
shown that every sequence which generates a singular spreading model is weakly
convergent to a nonzero element of norm equal to that of the weak limit of the
singular sequence. The general case of an F -sequence is more involved.
3.1. Singular spreading models of order one.
Lemma 5.7. Let (en)n∈N and (e˜n)n∈N be two nontrivial sequences which are
spreading and Cesa´ro summable to zero. Suppose that for every n ∈ N and
λ1, . . . , λn with
∑n
i=1 λi = 0, we have that∥∥∥ n∑
i=1
λiei
∥∥∥ = ∥∥∥ n∑
i=1
λie˜i
∥∥∥
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Then they are isometric, i.e. for every n ∈ N and λ1, . . . , λn, we have that∥∥∥ n∑
i=1
λiei
∥∥∥ = ∥∥∥ n∑
i=1
λie˜i
∥∥∥
Proof. Let n ∈ N and λ1, . . . , λn. Since (en)n∈N and (e˜n)n∈N are Cesa´ro
summable to zero, we have that
1
m
m∑
j=1
en+j
m→∞−→ 0 and 1
m
m∑
j=1
e˜n+j
m→∞−→ 0
Since, for every m ∈ N, ∑ni=1 λi −∑mj=1 λm = 0, we have that∥∥∥ n∑
i=1
λiei
∥∥∥ = lim
m→∞
∥∥∥ n∑
i=1
λiei − λ
m
m∑
j=1
en+j
∥∥∥
= lim
m→∞
∥∥∥ n∑
i=1
λie˜i − λ
m
m∑
j=1
e˜n+j
∥∥∥ = ∥∥∥ n∑
i=1
λie˜i
∥∥∥

Lemma 5.8. Let X be a Banach space and (xn)n∈N be a weakly convergent
sequence in X which generates a singular spreading model (en)n∈N. Let en = e′n+e
be the natural decomposition of (en)n∈N (see Proposition 3.11). Let x be the weak
limit of (xn)n∈N and let x′n = xn − x, for all n ∈ N.
Then ‖x‖ = ‖e‖ and (e′n)n∈N is the unique (up to isometry) spreading model
of (x′n)n∈N.
Proof. Let (e˜n)n∈N be a spreading model generated by a subsequence of
(x′n)n∈N. Since (x
′
n)n∈N is weakly null, we have that (e˜n)n∈N is 1-unconditional. By
Corollary 3.9, we have that either (e˜n)n∈N is equivalent to the usual basis of ℓ1, or it
is is Cesa`ro summable to zero. The first alternative is excluded since otherwise by
Corollary 3.19, we would have that the same holds for (en)n∈N. Therefore (e˜n)n∈N
is Cesa`ro summable to zero. As xn = x
′
n + x and (xn)n∈N generates (en)n∈N as a
spreading model we easily see that
lim
n
∥∥∥∑ni=1 ei
n
∥∥∥ = ‖x‖
Since en = e
′
n + e and (e
′
n)n∈N is also Cesa`ro summable to zero, we get that
‖x‖ = ‖e‖.
It remains to show that (e˜n)n∈N and (e′n)n∈N are isometric. By Lemma 5.7 it
suffices to show that for every n ∈ N and λ1, . . . λn ∈ R with
∑n
i=1 λ1 = 0 we have
that ∥∥∥ n∑
i=1
λie
′
i
∥∥∥ = ∥∥∥ n∑
i=1
λie˜i
∥∥∥
Indeed, let n ∈ N and λ1, . . . λn ∈ R with
∑n
i=1 λ1 = 0. Indeed, let (Fk)k∈N be a
sequence of finite subsets of N such that |Fk| = n, for all k ∈ N, and minFk →∞.
Then∥∥∥ n∑
i=1
λie
′
i
∥∥∥ = ∥∥∥ n∑
i=1
λiei
∥∥∥ = lim
k→∞
∥∥∥ n∑
i=1
λixFk(i)
∥∥∥ = lim
k→∞
∥∥∥ n∑
i=1
λix
′
Fk(i)
∥∥∥ = ∥∥∥ n∑
i=1
λie˜i
∥∥∥

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Proposition 5.9. Let X be a Banach space and (xn)n∈N be a sequence in X
which generates a singular spreading model (en)n∈N. Let en = e′n+e be the natural
decomposition of (en)n∈N.
Then there exists x ∈ X \ {0} such that xn w→ x, ‖x‖ = ‖e‖ and setting
x′n = xn − x, (e′n)n∈N is the unique spreading model of (x′n)n∈N.
Proof. The proof splits into two claims as follows.
Claim 1: For every M ∈ [N]∞ there exist LM ∈ [M ]∞ and xM ∈ X \ {0}
such that (xn)n∈LM
w→ xM , ‖xM‖ = ‖e‖, and setting x′n = xn − xM , (x′n)n∈LM
generates (e′n)n∈N as a spreading model.
Proof of Claim 1. Notice that (xn)n∈N does not contain any Schauder basic
subsequence, since otherwise (en)n∈N should be Schauder basic. Let M ∈ [N]∞.
Following similar arguments as in the proof of Proposition 3.11 we have that there
exist L′M ∈ [M ]∞ and xM ∈ X \ {0} such that (xn)n∈LM w→ xM . We pass to an
LM ∈ [L′M ]∞ such that (xn−xM )n∈LM generates spreading model. The remaining
assertions of the claim follow by Lemma 5.8. 
Claim 2: There exists x ∈ X such that for every M ∈ [N]∞, xM = x.
Proof of Claim 2. Let M1,M2 ∈ [N]∞. We will show that xM1 = xM2 . Let
ε > 0. Since (e′n)n∈N is spreading and Cesa´ro summable to zero, there exists n0 ∈ N
such that ∥∥∥ 1
n0
n0∑
j=1
e′j
∥∥∥ < ε
4
and
∥∥∥ 1
n0
n0∑
j=1
e′n0+j
∥∥∥ < ε
4
Let (Fk)k∈N (resp. (Gk)k∈N) be a sequence of finite subsets of LM1 (resp. LM2) such
that |Fk| = n0 (resp. |Gk| = n0) for all k ∈ N, minFk → ∞ (resp. minGk → ∞)
and maxFk < minGk, for all k ∈ N. Then
lim
k→∞
∥∥∥ 1
n0
n0∑
j=1
xFk(j) − xM1
∥∥∥ = ∥∥∥ 1
n0
n0∑
j=1
e′j
∥∥∥ < ε
4
and
lim
k→∞
∥∥∥ 1
n0
n0∑
j=1
xGk(j) − xM2
∥∥∥ = ∥∥∥ 1
n0
n0∑
j=1
e′j
∥∥∥ < ε
4
Moreover
lim
k→∞
∥∥∥ 1
n0
n0∑
j=1
xFk(j)−
1
n0
n0∑
j=1
xGk(j)
∥∥∥ = ∥∥∥ 1
n0
n0∑
j=1
ej − 1
n0
n0∑
j=1
en0+j
∥∥∥
=
∥∥∥ 1
n0
n0∑
j=1
e′j −
1
n0
n0∑
j=1
e′n0+j
∥∥∥ < ε
2
Therefore ‖xM1 − xM2‖ < ε. Since this holds for all ε > 0 the proof of Claim 2 is
complete. 
By Claim 2 we have that every subsequence of (xn)n∈N contains a further
subsequence weakly convergent to x. This yields that (xn)n∈N weakly converges to
x and by Lemma 5.8 the result follows. 
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3.2. Singular spreading models of higher order. The next is the main
result of this subsection.
Theorem 5.10. Let F be a regular thin family, M ∈ [N]∞ and (xs)s∈F be
a F -sequence in an Banach space X such that (xs)s∈F↾M generates a singular F -
spreading model (en)n∈N. Let en = e′n+e be the natural decomposition of (en)n∈N.
Then there exist x ∈ X and L ∈ [M ]∞ such that ‖x‖ = ‖e‖ and setting x′s = xs−x,
for all s ∈ F ↾ L, we have that (x′s)s∈F↾L admits (e′n)n∈N as a unique F -spreading
model.
For the proof of the above theorem we need some preliminary work. We start
with the following.
Lemma 5.11. Let F be a regular thin family, M ∈ [N]∞ and (xs)s∈F be a
F -sequence in an Banach space X such that (xs)s∈F↾M generates a singular F -
spreading model (en)n∈N. Then for every ε > 0 there exists nε ∈ N such that for
every n,m ≥ nε and every (sj)n+mj=1 ∈ Plm(F ↾ M) with s1(1) ≥ M(n + m), we
have that ∥∥∥ 1
n
n∑
j=1
xsj −
1
m
m∑
j=1
xsn+j
∥∥∥ < ε
Proof. Let en = e
′
n+e be the natural decomposition of the singular sequence
(en)n∈N. By Proposition 3.11 we have that the sequence (e′n)n∈N is and Cesa´ro
summable to zero. Let ε > 0 and choose n0 ∈ N such that for all n ≥ n0,∥∥∥ 1
n
n∑
i=1
e′i
∥∥∥ < ε/4
Then for all n,m ≥ n0,∥∥∥ 1
n
n∑
i=1
ei − 1
m
m∑
i=1
en+i
∥∥∥ = ∥∥∥ 1
n
n∑
i=1
e′i −
1
m
m∑
i=1
e′n+i
∥∥∥ < ε/2
This yields that for some sufficiently large nε ≥ n0,∥∥∥ 1
n
n∑
j=1
xsj −
1
m
m∑
j=1
xsn+j
∥∥∥ < ε
for every n,m ≥ nε and every (sj)n+mj=1 ∈ Plm(F ↾M) with s1(1) ≥M(n+m). 
Proposition 5.12. Let F be a regular thin family, M ∈ [N]∞ and (xs)s∈F
an F -sequence in a Banach space X . Assume that for every ε > 0 there exists
nε ∈ N such that for every n,m ≥ nε and every (sj)n+mj=1 ∈ Plm(F ↾ M) with
s1(1) ≥M(n+m) we have that∥∥∥ 1
n
n∑
j=1
xsj −
1
m
m∑
j=1
xsn+j
∥∥∥ < ε
Then there exists L ∈ [M ]∞ and x ∈ X such that the following holds.
For every ε > 0 there exists n0 ∈ N such that for every n ≥ n0 and every
(sj)
n
j=1 ∈ Plm(F ↾ L) with s1(1) ≥ L(n) we have that∥∥∥ 1
n
n∑
j=1
xsj − x
∥∥∥ < ε
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Proof. We will show the Cauchy version of the above proposition, i.e. that
there exists L ∈ [N]∞ such that for every ε > 0 there exists n0 ∈ N such that for
every n,m ≥ n0 and every (sj)nj=1, (tj)mj=1 ∈ Plm(F ↾ L) with s1(1) ≥ L(n) and
t1(1) ≥ L(m) we have that
(6)
∥∥∥ 1
n
n∑
j=1
xsj −
1
m
m∑
j=1
xtj
∥∥∥ < ε
The above yields the existence of the desired x ∈ X . Indeed, for each k ∈ N, let
Ak =
{ 1
n
n∑
i=1
xsi : n ≥ k, (si)ni=1 ∈ Plm(F ↾ L) and s1(1) ≥ n
}
Clearly the sequence (Ak)k∈N is decreasing and diam(Ak) → 0. Therefore there
exists x ∈ X such that ∩∞k=1Ak = {x}. It is easy to see that x satisfies the
conclusion.
By passing to an infinite subset of M if necessary, we may assume that F
is very large in M . Let (δk)k∈N be a decreasing null sequence of positive reals
such that
∑∞
k=1 δk < ∞. By our assumption there exists a sequence (nk)k∈N
of natural numbers such that for every k ∈ N, for every n,m ≥ nk and every
(sj)
n+m
j=1 ∈ Plm(F ↾M) with s1(1) ≥M(n+m) we have that∥∥∥ 1
n
n∑
j=1
xsj −
1
m
m∑
j=1
xsn+j
∥∥∥ < δk
We may also suppose that (nk)k∈N is strictly increasing.
Let (Fk)k∈N be a sequence of finite subsets of N such that for every k ∈ N the
following are satisfied:
(1) maxFk < minFk+1,
(2) |Fk| = nk and
(3) minFk ≥ nk + nk+1.
We set
N = {M(maxFk) : k ∈ N} and L = {N(2p+ 1) : p ∈ N}
We claim that L satisfies (6). We split the proof into two steps.
Step 1. For every n ∈ N , let kn be the unique positive integer such that
n =M(maxFkn). Also for every s ∈ F ↾ N , we set ks = ks(1) = kmin s. Finally for
each 1 ≤ j ≤ nks , let vsj ∈ F ↾M be the unique element of F ↾M such that
vsj ⊑
{
M(Fks(p)(nks(p) − nks + j)) : p = 1, . . . , |s|
}
(Using that F is regular and very large in M one can easily verify the existence of
vsj , for all 1 ≤ j ≤ nks).
Then the following hold.
(a) For every s ∈ F ↾ N we have that vsnks = s and vs1(1) =M(Fks(1)).
(b) For every m ∈ N and (sj)mj=1 ∈ Plm(F ↾ N) we have that the
∑m
j=1 nksj -
tuple (vs11 , . . . , v
s1
nks1
, vs21 , . . . , v
s2
nks2
, . . . , vsm1 , . . . , v
sm
nksm
) is a plegma family
in F ↾M .
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The proof of the above assertions is straightforward.
Step 2. Fix ε > 0. Let k0 ∈ N be such that δk0 +
∑∞
k=k0
δk <
ε
2 and s0 ∈ F
with s0 ⊑ {N(2p) : p ∈ N and 2p ≥ k0}. We set
n0 = max(nk0 , kmax s0 + 3)
Then for every m ≥ n0 and (tj)mj=1 ∈ F ↾ L with t1(1) ≥ L(m) we have that∥∥∥ 1
nks0
nks0∑
j=1
xvs0
j
− 1
m
m∑
j=1
xtj
∥∥∥ < ε
2
Proof of Step 2. Let m ≥ n0 and (tj)mj=1 ∈ F ↾ L with t1(1) ≥ L(m). Let
t˜1 ∈ F be such that
t˜1 ⊑ {N(dp − 1) : p = 1, . . . , |t1|}
where dp is defined to be the unique natural number such that t1(p) = N(dp), for
all 1 ≤ p ≤ |t1|. Since t1 ∈ F ↾ L and L = N(2N+ 1), we get that t˜1 ∈ F ↾ N(2N).
Moreover, by the definition of n0, we also have that max s < min t˜1. Therefore by
Proposition 1.25 we have that there exists a plegma path (sl)
|s|
l=0 from s0 to t˜1 of
length |s0|.
Let 1 ≤ l ≤ |s0| − 1. Then the pair (sl, sl+1) is a plegma pair in F ↾ N and
so, by property (b) of Step 1, we have that (vsl1 , . . . , v
sl
nksj
, v
sl+1
1 , . . . , v
sl+1
nksl+1
) and
thus (v
sj
1 , . . . , v
sj
nks0+l
, v
sl+1
1 , . . . , v
sl+1
nks0+l+1
) is a plegma family in F ↾ M . Moreover
by the property (a) of Step 1 and the fact that minFk ≥ nk +nk+1, we notice that
vsl1 (1) =M(Fksl (1)) ≥M(Fks0+l(1)) ≥M(nks0+l + nks0+l+1)
Hence ∥∥∥ 1
nks0+l
nks0+l∑
j=1
xvsl
j
− 1
nks0+l+1
nks0+l+1∑
j=1
x
v
sl+1
j
∥∥∥ < δk0+l
Thus ∥∥∥ 1
nks0
nks0∑
j=1
xvs0
j
− 1
nks0+|s0|
nks0+|s0|∑
j=1
x
v
t˜1
j
∥∥∥ < |s0|−1∑
j=0
δk0+j <
∞∑
k=k0
δk
Therefore it suffices to show that∥∥∥ 1
nks0+|s0|
nks0+|s0|∑
j=1
x
v
t˜1
j
− 1
m
m∑
j=1
xtj
∥∥∥ < δk0
To see this, we first notice that (t˜1, t1, . . . , tm) is a plegma family in F ↾ N which
implies that (vt˜11 , . . . , v
t˜1
nks0+|s0|
, t1, . . . , tm) is also a plegma family in F ↾M . There-
fore, by our initial assumption for M , it would be enough to verify that
vt˜11 (1) ≥M(nks0+|s0| +m)
To this end we observe that
vt˜11 (1) =M(Fnk
t˜1
(1)) ≥M(nkt˜1 + nkt˜1+1) =M(nkt˜1 + nkt1 )
and so it suffices to show that
nkt˜1
+ nkt1 > nks0+|s0| +m
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Indeed, since t˜1 = s|s0|, we have that nkt˜1 ≥ nks0+|s0|. Also since
M(maxFkt1 ) = t1(1) ≥ L(m) = N(2m+ 1) > N(m) =M(maxFm)
we get that kt1 > m which implies that nkt1 ≥ m. Therefore nkt˜1 + nkt1 >
nks0+|s0| +m and the proof of Step 2 is complete. 
By Step 2 we have that for every ε > 0 there exists n0 in N such that for every
n,m ≥ n0 and (sj)nj=1, (tj)mj=1 ∈ F ↾ L with s1(1) ≥ L(n) and t1(1) ≥ L(m) we
have that ∥∥∥ 1
nks0
nks0∑
j=1
xvs0
j
− 1
n
m∑
j=1
xsj
∥∥∥ < ε
2
and ∥∥∥ 1
nks0
nks0∑
j=1
xvs0
j
− 1
m
m∑
j=1
xtj
∥∥∥ < ε
2
Therefore ∥∥∥ 1
n
m∑
j=1
xsj −
1
m
m∑
j=1
xtj
∥∥∥ < ε
and the proof is complete. 
We are now ready for the proof of the main result.
Proof of Theorem 5.10. Let F be a regular thin family, M ∈ [N]∞ and
(xs)s∈F be a F -sequence in an Banach space X such that (xs)s∈F↾M generates a
singular F -spreading model (en)n∈N. By Lemma 5.11 and Proposition 5.12 there
exists L ∈ [M ]∞ and x ∈ X such that for every ε > 0 there exists n0 ∈ N such that
(7)
∥∥∥ 1
n
n∑
j=1
xsj − x
∥∥∥ < ε
for all n ≥ n0 and (sj)nj=1 ∈ Plm(F ↾ L) with s1(1) ≥ L(n). For every s ∈ F ↾ L
we set
x′s = xs − x
Let en = e
′
n + e be the natural decomposition of (en)n∈N. We will first show that
‖e‖ = ‖x‖. Indeed, since (e′n)n∈N is Cesa`ro summable to zero, we have that
lim
n
∥∥∥∑ni=1 ei
n
− e
∥∥∥ = 0
For each n ∈ N let (sni )ni=1 ∈ Plm(F ↾ L), with sni (1) ≥ L(n). Then by (7), we have
that
lim
n
∥∥∥ 1
n
n∑
i=1
xsn
i
− x
∥∥∥ = 0
Moreover since (xs)s∈F↾L also generates (en)n∈N as an F -spreading model, we ob-
tain that
lim
n
∣∣∣∣∣∥∥∥ 1n
n∑
i=1
xsn
i
∥∥∥− ∥∥∥ 1
n
n∑
i=1
ei
∥∥∥∣∣∣∣∣ = 0
Therefore we conclude that
‖e‖ = lim
n
∥∥∥ 1
n
n∑
i=1
ei
∥∥∥ = lim
n
∥∥∥ 1
n
n∑
i=1
xsn
i
∥∥∥ = ‖x‖
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We claim that (e′n)n∈N is the unique F -spreading model of (x′s)s∈F↾L. Indeed
let L′ ∈ [L]∞ be such that (x′s)s∈F↾L′ generates an F -spreading model (e˜n)n∈N. We
have to show that (e˜n)n∈N is isometric to (e′n)n∈N. Notice that for all n ∈ N,
1
n
n∑
j=1
x′sj =
1
n
n∑
j=1
xsj
Hence by (7) we have that that (e˜n)n∈N is Cesa´ro summable to zero. Therefore
by Lemma 5.7 it suffices to show that for every n ∈ N and λ1, . . . λn ∈ R with∑n
i=1 λ1 = 0 we have that ∥∥∥ n∑
i=1
λie
′
i
∥∥∥ = ∥∥∥ n∑
i=1
λie˜i
∥∥∥
Indeed, let n ∈ N and λ1, . . . λn ∈ R with
∑n
i=1 λ1 = 0. Let ((s
k
j )
n
j=1)k∈N be a
sequence in Plmn(F ↾ L) such that min sk1 →∞. Then∥∥∥ n∑
i=1
λie
′
i
∥∥∥ = ∥∥∥ n∑
i=1
λiei
∥∥∥ = lim
k→∞
∥∥∥ n∑
i=1
λixsk
i
∥∥∥ = lim
k→∞
∥∥∥ n∑
i=1
λix
′
sk
i
∥∥∥ = ∥∥∥ n∑
i=1
λie˜i
∥∥∥

We close this subsection by stating a corresponding result for spaces with sep-
arable dual. This result will be used later. We will need the following lemmas.
Lemma 5.13. Let F be a regular thin family, L ∈ [N]∞ and (x′s)s∈F be an
F -sequence in a Banach space X . Suppose that for every N ∈ [L]∞ and ε > 0
there exist k ∈ N, λ1, . . . , λk > 0 and (sj)kj=1 ∈ Plm(F ↾ N) such that
(i)
∑k
j=1 λj = 1 and
(ii) ‖∑kj=1 λjx′sj‖ < ε.
Then for every x∗ ∈ X∗, ε > 0 and N ∈ [L]∞ there exists N ′ ∈ [N ]∞ such that for
every s ∈ F ↾ N ′, |x∗(x′s)| < ε.
Proof. Let x∗ ∈ X∗, ε > 0 and N ∈ [L]∞. Then by Theorem 1.13 there exists
N ′ ∈ [N ]∞ such that one of the following holds:
(a) For every s ∈ F ↾ N ′, |x∗(x′s)| < ε.
(b) For every s ∈ F ↾ N ′, x∗(x′s) ≥ ε.
(c) For every s ∈ F ↾ N ′, x∗(x′s) ≤ −ε.
We will show that the case (b) is excluded. Indeed, suppose that case (b) holds.
Then by our assumption there exist k ∈ N, λ1, . . . , λk > 0 and (sj)kj=1 ∈ Plm(F ↾
N ′) such that
(i)
∑k
j=1 λj = 1 and
(ii) ‖∑kj=1 λjx′sj‖ < ε.
Then ∥∥∥ k∑
j=1
λjx
′
sj
∥∥∥ ≥ x∗( k∑
j=1
λjx
′
sj
)
=
k∑
j=1
λjx
∗(x′sj ) ≥ ε
which contradicts (ii). In a similar way case (c) is also excluded and therefore (a)
holds. 
By a standard diagonalization argument one may prove the following.
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Lemma 5.14. Let F be a regular thin family, L ∈ [N]∞ and (x′s)s∈F be an
F -sequence in a Banach space X with separable dual. Suppose that for every
N ∈ [L]∞ and ε > 0 there exists k ∈ N, λ1, . . . , λk > 0 and (sj)kj=1 ∈ Plm(F ↾ N)
such that
(i)
∑k
j=1 λj = 1 and
(ii) ‖∑kj=1 λjx′sj‖ < ε.
Then there exists N ∈ [L]∞ such that the F -subsequence (x′s)s∈F↾N is weakly null.
Corollary 5.15. Let F be a regular thin family, M ∈ [N]∞ and (xs)s∈F
be a F -sequence in an Banach space X with separable dual such that (xs)s∈F↾M
generates a singular F -spreading model (en)n∈N. Let en = e′n + e be the natural
decomposition of (en)n∈N. Then there exist x ∈ X and N ∈ [M ]∞ such that
(xs)s∈F↾N weakly converges to x, ‖x‖ = ‖e‖ and setting x′s = xs − x, for all
s ∈ F ↾ N , we have that (x′s)s∈F↾N admits (e′n)n∈N as a unique F -spreading
model.
Proof. By Theorem 5.10, there exist x ∈ X and L ∈ [M ]∞ such that ‖x‖ =
‖e‖ and setting x′s = xs − x, for all s ∈ F ↾ L, we have that (x′s)s∈F↾L admits
(e′n)n∈N as a unique F -spreading model. By Lemma 5.14, there exists N ∈ [L]∞
such that (x′s)s∈F↾N is weakly null or equivalently (xs)s∈F↾N weakly converges to
x and the proof is complete. 
4. Schauder basic spreading models
In this section we provide sufficient conditions for an F -sequence to generate a
Schauder basic spreading model.
Definition 5.16. Let A be a countable seminormalized subset of a Banach
space X . We say that A admits a Skipped Schauder Decomposition (SSD) if there
exist K > 0 and a sequence (Fn)n∈N of finite subsets of A such that
(i) ∪n∈NFn = A
(ii) For every L ∈ [N]∞ not containing two successive integers and every
sequence (xl)l∈L with xl ∈ Fl for all l ∈ L, (xl)l∈L is a Schauder basic
sequence of constant K.
The following proposition is known but for the sake of completeness we outline
its proof.
Proposition 5.17. Let (xn)n∈N be a seminormalized weakly null sequence in
a Banach space X . Then for every ε > 0 the sequence (xn)n∈N admits a SSD with
constant 1 + ε.
Proof. We assume that X has a Schauder basis (en)n∈N with basis constant 1
(for example we may assume that X = C[0, 1]). By induction and using the sliding
hump argument, we define a partition (Fn)n∈N of N into finite pairwise disjoint sets
and and a sequence (yn)n∈N of finite supported vectors in X such that the following
are fulfilled:
(i) If n ∈ Fk, ‖xn − yn‖ < ε2n .
(ii) If k + 1 < l, n ∈ Fk and m ∈ Fl then max supp(yn) < min supp(ym).
It is easy to check that (Fk)k∈N is the desired SSD. 
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Lemma 5.18. Let A be a subset of a Banach space X admitting a SSD with
constant K. Let M ∈ [N]∞, F be a regular thin family and (xs)s∈F an F -sequence
in A. Suppose that (xs)s∈F↾M is hereditarily nonconstant and (xs)s∈F↾M generates
(en)n∈N as an F -spreading model. Then (en)n∈N is Schauder basic with constant
K.
Proof. Let (Fk)k∈N be the partition of A witnessing its SSD property and
ϕ : F ↾ M → N, defined by ϕ(s) = k if xs ∈ Fk. Observe that ϕ is hereditarily
nonconstant in M . Indeed, assume on the contrary. Then there exists N1 ∈ [M ]∞
and k0 ∈ N such that for every s ∈ F ↾ N1, xs ∈ Fk0 for all s ∈ F ↾ N1. Since
Fk0 is finite, by Theorem 1.13 we get N2 ∈ [N1]∞ such that (xs)s∈F↾N2 is constant.
Therefore by Theorem 5.1, we get that (en)n∈N is trivial which is a contradiction.
Since ϕ is hereditarily nonconstant in M , by Corollary 1.30 there exists N ∈
[M ]∞ such that ϕ(s2)− ϕ(s1) > 1 for every plegma pair (s1, s2) in F ↾ N . Hence,
by the SSD property of A we have that for every l ∈ N and for every plegma l-tuple
(sj)
l
j=1 in F ↾ N the sequence (xsj )lj=1 is Schauder basic with constant K. This
easily yields that (en)n∈N is Schauder basic with constant K. 
Theorem 5.19. Let A be a subset of a Banach spaceX . If A admits a SSD with
constant K, then every non trivial spreading model of any order in A is Schauder
basic with constant K.
Proof. Let F be a regular thin family and (xs)s∈F an F -sequence in A. Let
M ∈ [N]∞ such that (xs)s∈F↾M generates a non trivial F -spreading model (en)n∈N.
Then (xs)s∈F↾M is hereditarily nonconstant. Indeed, otherwise there exists L ∈
[M ]∞ such that (xs)s∈F↾L is constant and therefore by Theorem 5.1 we get that
(en)n∈N is trivial. Hence the assumptions of Lemma 5.18 hold and the result follows.

CHAPTER 6
Weakly relatively compact F-sequences and
canonical tree decompositions
An F -sequence (xs)s∈F in a Banach space X will be called weakly relatively
compact if the weak-closure of its range {xs : s ∈ F}w is a weakly compact subset
of X . In this chapter we start with the study of the spreading models generated by
weakly relatively compact F -sequences. Next we focus on weakly relatively compact
F -sequences in Banach spaces with a Schauder basis. In this case it is shown that
they are approximated by sequences of the same class which in addition share
a canonical structure. These results indicate that weakly relatively compact F -
sequences consist the higher dimensional analogue of the classical weakly convergent
sequences.
1. Spreading models generated by weakly relatively compact
F−sequences
In this section we will classify the spreading models generated by weakly rela-
tively compact F -sequences. We start with the following proposition.
Proposition 6.1. Let X be a Banach space, F a regular thin family and
(xs)s∈F be a weakly relatively compact F -sequence in X . Then for everyM ∈ [N]∞
there exists L ∈ [M ]∞ such that the F -subsequence (xs)s∈F↾L is subordinated with
respect to the weak topology.
Proof. Let M ∈ [N]∞. Since the weak topology on every separable weakly
compact subset of a Banach space is metrizable, we have that {xs : s ∈ F}w is
compact metrizable. By Proposition 4.15 the result follows. 
We give the next definition regarding the spreading models which are generated
by weakly relatively compact F -sequences.
Definition 6.2. Let X be a Banach space and ξ < ω1. By SMwrcξ (X) we will
denote the set of all spreading sequences (en)n∈N such that there exists a weakly
relatively compact subset A of X such that A admits (en)n∈N as a ξ-spreading
model. We also set
SMwrc(X) =
⋃
ξ<ω1
SMwrcξ (X)
Proposition 6.3. LetX be a Banach space, ξ < ω1 and (en)n∈N ∈ SMwrcξ (X).
Then for every regular thin family G with o(G) ≥ ξ there exist a weakly relatively
compact G-sequence (wt)t∈G in X and L ∈ [N]∞ such that the following hold.
The subsequence (wt)t∈G↾L is subordinated with respect to the weak topology and
generates (en)n∈N as a G-spreading model.
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Proof. Since (en)n∈N ∈ SMwrcξ (X) there exists a weakly relatively compact
subset A of X such that A admits (en)n∈N as a ξ-spreading model. Hence there
exists a regular thin family F of order ξ, an F -sequence (xs)s∈F in A andM ∈ [N]∞
such that (xs)s∈F↾M generates (en)n∈N as an F -spreading model. By Proposition
2.8 there exist a G-sequence (wt)t∈G and N ∈ [N]∞ such that (wt)t∈G↾N generates
(en)n∈N as a G-spreading model and moreover {wt : t ∈ G} ⊆ {xs : s ∈ F} ⊆ A.
Hence (wt)t∈G is a weakly relatively compact G-sequence. By Proposition 6.1 there
exists L ∈ [N ]∞ such that (wt)t∈G↾L is subordinated with respect to the weak
topology. Clearly (wt)t∈G↾L also generates (en)n∈N as a G-spreading model and the
proof is complete. 
By the above proposition we obtain the following.
Corollary 6.4. LetX be a Banach space and 1 ≤ ζ < ξ be countable ordinals.
Then SMwrcζ (X) ⊆ SMwrcξ (X).
Proposition 6.3 states that every sequence (en)n∈N in SMwrc(X) is generated
by a subordinated F -subsequence. In the next two lemmas we present some useful
consequences of this fact.
Lemma 6.5. Let X be a Banach space, F be a regular thin family, M ∈ [N]∞
and (xs)s∈F be an F -sequence in X such that the following are satisfied.
(i) The F -subsequence (xs)s∈F↾M generates a nontrivial F -spreading model
(en)n∈N.
(ii) The F -subsequence (xs)s∈F↾M is subordinated with respect to the weak
topology of X and let ϕ̂ : F̂ ↾ M → (X,w) be the continuous function
witnessing this.
If ϕ̂(∅) 6= 0 then either (en)n∈N is equivalent to the usual basis of ℓ1 or (en)n∈N is
singular.
Proof. Let x′s = xs − ϕ̂(∅), for all s ∈ F ↾ M . Let (e′n)n∈N be an F -
spreading model generated by a subsequence of (x′s)s∈F↾M . Notice that ϕ̂′(∅) = 0
and therefore by Theorem 5.4 we have that either (e′n)n∈N is trivial (with ‖e˜n‖∗ = 0
for all n ∈ N), or (e′n)n∈N is an unconditional sequence.
In the first case, by Corollary 5.2 we have that (en)n∈N is trivial which is a
contradiction. In the second case, by Proposition 3.7 we have that either (e′n)n∈N
is equivalent to the usual basis of ℓ1 or (e′n)n∈N is Cesa`ro summable to zero. If
(e′n)n∈N is equivalent to the basis of ℓ
1, then by Corollary 3.19 the same holds for
the sequence (en)n∈N. Also since (e′n)n∈N is unconditional, again by Corollary 5.2
we have that (en)n∈N is nontrivial. Hence it remains to show that if (e′n)n∈N is
Cesa`ro summable to zero then (en)n∈N is not Schauder basic.
Let ε > 0 and fix n0 ∈ N such that ‖ 1n0
∑n0
j=1 e
′
j‖ < ε. Notice that for every
n ∈ N and a1, . . . , an ∈ R,∣∣∣ n∑
j=1
aj
∣∣∣ · ‖ϕ̂(∅)‖ − ∥∥∥ n∑
j=1
aje
′
j
∥∥∥ ≤ ∥∥∥ n∑
j=1
ajej
∥∥∥ ≤ ∣∣∣ n∑
j=1
aj
∣∣∣ · ‖ϕ̂(∅)‖ + ∥∥∥ n∑
j=1
aje
′
j
∥∥∥
Hence
‖ϕ̂(∅)‖ − ε ≤
∥∥∥ 1
n0
n0∑
j=1
ej
∥∥∥
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and ∥∥∥ 1
n0
n0∑
j=1
ej − 1
n0
2n0∑
j=n0+1
ej
∥∥∥ ≤ 2ε
Suppose that (en)n∈N is Schauder basic. Then there exists a constant C > 0 such
that ∥∥∥ 1
n0
n0∑
j=1
ej
∥∥∥ ≤ C∥∥∥ 1
n0
n0∑
j=1
ej − 1
n0
2n0∑
j=n0+1
ej
∥∥∥
and therefore by the above, we would have
‖ϕ̂(∅)‖ − ε ≤ 2Cε
for all ε > 0. Hence ‖ϕ̂(∅)‖ = 0 which is a contradiction. 
Lemma 6.6. Let X be a Banach space, F be a regular thin family, M ∈ [N]∞
and (xs)s∈F be an F -sequence in X such that the following are satisfied.
(i) The F -subsequence (xs)s∈F↾M generates a singular F -spreading model
(en)n∈N and let en = e′n + e be the natural decomposition of (en)n∈N.
(ii) The F -subsequence (xs)s∈F↾M is subordinated with respect to the weak
topology of X and let ϕ̂ : F̂ ↾ M → (X,w) be the continuous map
witnessing this.
Then ‖ϕ̂(∅)‖ = ‖e‖ and setting x′s = xs− ϕ̂(∅), for all s ∈ F ↾M , we have that
(x′s)s∈F↾M admits (e
′
n)n∈N as a unique F -spreading model.
Proof. As in the proof of Lemma 6.5 the map ϕ̂′ : F̂ ↾ M → (X,w), with
ϕ̂′(t) = ϕ̂(t) − ϕ̂(∅) for all t ∈ F̂ ↾ M , witnesses that (x′s)s∈F↾M is subordinated
with ϕ̂′(∅) = 0. Let L ∈ [M ]∞ such that the F -subsequence (x′s)s∈F↾L generates an
F -spreading model (e˜n)n∈N. By Corollary 5.2 we have that (e˜n)n∈N is nontrivial.
Therefore, since ϕ̂′(∅) = 0, by Theorem 5.4 we have that (e˜n)n∈N is unconditional.
Since (en)n∈N is singular, by Corollary 3.19, we have that (e˜n)n∈N is not equivalent
to the usual basis of ℓ1. By Proposition 3.7, we get that (e˜n)n∈N is Cesa´ro summable
to zero. We will first show that ‖ϕ̂(∅)‖ = ‖e‖. Let ((snj )nj=1)n∈N be a sequence in
Plm(F ↾ L) such that min sn1 ≥ L(n). Using that (e˜n)n∈N is Cesa´ro summable to
zero, it is see that
lim
n→∞
∥∥∥ 1
n
n∑
j=1
x′snj
∥∥∥ = 0
Moreover since (e′n)n∈N is also Cesa´ro summable to zero, we have that
‖e‖ = lim
n→∞
∥∥∥e+ 1
n
n∑
j=1
e′j
∥∥∥ = lim
n→∞
∥∥∥ 1
n
n∑
j=1
ej
∥∥∥ = lim
n→∞
∥∥∥ 1
n
n∑
j=1
xsn
j
∥∥∥
= lim
n→∞
∥∥∥ϕ̂(∅) + 1
n
n∑
j=1
x′sn
j
∥∥∥ = ‖ϕ̂(∅)‖
It remains to show that (e′n)n∈N and (e˜n)n∈N are isometric. By Lemma 5.7 it suffices
to show that for every n ∈ N and λ1, . . . λn ∈ R with
∑n
i=1 λ1 = 0 we have that∥∥∥ n∑
i=1
λie
′
i
∥∥∥ = ∥∥∥ n∑
i=1
λie˜i
∥∥∥
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Indeed, let n ∈ N and λ1, . . . λn ∈ R with
∑n
i=1 λi = 0. Let ((s
k
j )
n
j=1)k∈N be a
sequence in Plmn(F ↾ L) such that min sk1 →∞. Then∥∥∥ n∑
i=1
λie
′
i
∥∥∥ = ∥∥∥ n∑
i=1
λiei
∥∥∥ = lim
k→∞
∥∥∥ n∑
i=1
λixsk
i
∥∥∥ = lim
k→∞
∥∥∥ n∑
i=1
λix
′
sk
i
∥∥∥ = ∥∥∥ n∑
i=1
λie˜i
∥∥∥

We are now ready to state the main result of this section.
Theorem 6.7. Let X be a Banach space, F be a regular thin family and
(xs)s∈F be a weakly relatively compact F -sequence which admits a spreading se-
quence (en)n∈N as an F -spreading model. Then exactly one of the following holds:
(i) The sequence (en)n∈N is trivial.
(ii) The sequence (en)n∈N is singular. In this case there exist L ∈ [N]∞
and x0 ∈ X such that if en = e′n + e is the natural decomposition of
(en)n∈N then the F -subsequence (x′s)s∈F↾L, defined by x′s = xs − x0 for
all s ∈ F ↾ L, generates the sequence (e′n)n∈N as an F -spreading model
and ‖x0‖ = ‖e‖.
(iii) The sequence (en)n∈N is Schauder basic. In this case (en)n∈N is uncondi-
tional.
Proof. Let us assume that (en)n∈N is nontrivial, i.e. assertion (i) does not
hold. Let M ∈ [N]∞ such that (xs)s∈F↾M generates (en)n∈N. By Proposition 6.1
there exists L ∈ [M ]∞ such that (xs)s∈F↾L is subordinated and let ϕ̂ : F̂ ↾ L →
(X,w) be the continuous map witnessing this. We distinguish two cases. Either
ϕ̂(∅) = 0, or ϕ̂(∅) 6= 0. In the first case, by Theorem 5.4, we have that (en)n∈N
is 1-unconditional and in the second case, by Lemma 6.5 we have that (en)n∈N is
equivalent to the usual basis of ℓ1 or singular. Hence in both cases we conclude
that if (en)n∈N is Schauder basic then it is unconditional which yields assertion (iii).
Finally if the sequence (en)n∈N is singular then Lemma 6.6 shows that (ii) holds
(with x0 = ϕ̂(∅)) and the proof is complete. 
2. Tree decompositions of weakly relatively compact F-sequences
It is well known that a spreading model generated by a weakly null sequence
(xn)n∈N in a Banach space X with a Schauder basis is also generated by a block
sequence (x˜n)n∈N which sufficiently approximates (xn)n∈N. In this section we will
show that analogues of this fact appear in spreading models which are generated
by weakly relatively compact F -sequences in X . To state our results we will need
the concepts of the block tree decomposition and canonical tree decomposition of an
F -sequence.
2.1. Block tree decompositions of F-sequences.
Definition 6.8. Let X be a Banach space with a Schauder basis. Let F be
a regular thin family and (x˜s)s∈F be an F -sequence in X . Let M ∈ [N]∞ and
(y˜t)t∈F̂↾M be a family of vectors in X . We will say that (y˜t)t∈F̂↾M is a block
tree decomposition of (x˜s)s∈F↾M (or (x˜s)s∈F↾M admits (y˜t)t∈F̂↾M as a block tree
decomposition) if the following are satisfied.
(i) For every s ∈ F ↾M , x˜s =
|s|∑
k=0
y˜s|k = y˜∅ +
|s|∑
k=1
y˜s|k.
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(ii) For every t ∈ F̂ \ {∅}, supp(y˜t) is finite.
(iii) For every t ∈ F̂ ↾ M \ F ↾ M and for every l1, l2 in M with t < l1 < l2
and t ∪ {l1}, t ∪ {l2} in F̂ ↾M ,
supp(y˜t∪{l1}) < supp(y˜t∪{l2})
Remark 6.9. (i) Let’s point out that in the above definition we allow some of
the vectors y˜s|k to be equal to zero (in which case supp(y˜s|k) = ∅).
(ii) It is easy to see that if (y˜t)t∈F̂↾M is a block tree decomposition of (x˜s)s∈F↾M
then for every L ∈ [M ]∞, (y˜t)t∈F̂↾L is a block tree decomposition of (x˜s)s∈F↾L.
Proposition 6.10. Let X be a Banach space with a Schauder basis. Let F
be a regular thin family, M ∈ [N]∞ and (x˜s)s∈F be an F -sequence in X such that
(x˜s)s∈F↾M admits a block tree decomposition (y˜t)t∈F̂↾M . Then (y˜t)t∈F̂↾M is the
unique block tree decomposition of (x˜s)s∈F↾M .
Proof. We proceed by induction on the order of F . Let o(F) = 1. Then
without loss of generality we may assume that F = [N]1. Let (y˜t)t∈[M ]≤1 and
(y˜′t)t∈[M ]≤1 be two block tree decompositions of a sequence (xs)s∈[M ]1 . Suppose
that (y˜t)t∈[M ]≤1 6= (y˜′t)t∈[M ]≤1 . This easily yields that y˜∅ 6= y˜′∅. Let z = y˜∅− y˜′∅ 6= 0.
Then for every n ∈M , we have that
x˜{n} = y˜{n} + y˜∅ = y˜′{n} + y˜
′
∅
Hence for every n ∈M , we have that
y˜′{n} − y˜{n} = y˜∅ − y˜′∅ = z
But this contradicts the third condition of Definition 6.8.
Suppose that for some ξ < ω1 and for every regular thin family of order strictly
less than ξ the proposition holds. Let F be a regular thin family of order ξ,
M ∈ [N]∞ and (x˜s)s∈F↾M an F -subsequence in X which admits two block tree
decompositions (y˜t)t∈F̂↾M and (y˜
′
t)t∈F̂↾M .
Claim: For every m ∈M , we have that y˜{m}∪t = y˜′{m}∪t, for all t ∈ F̂(m) ↾M .
Proof of claim. Let m ∈ M and G = F(m). Then G is regular thin with
o(G) < o(F) = ξ. Let zs = x{m}∪s, for all s ∈ G. Let also wt = y˜{m}∪t and
w′t = y˜
′
{m}∪t, for all t ∈ Ĝ. It is easy to check that (wt)t∈Ĝ↾M and (w′t)t∈Ĝ↾M are
both block tree decompositions of (zs)s∈G↾M . Hence by the inductive hypothesis
we have that wt = w
′
t that is y˜{m}∪t = y˜′{m}∪t, for all t ∈ F̂(m) ↾M . 
By the claim we have that y˜s|k = y˜′s|k, for all s ∈ F ↾M and 1 ≤ k ≤ |s|. Since
x˜s = y˜∅ +
∑|s|
k=1 y˜s|k = y˜
′
∅ +
∑|s|
k=1 y˜
′
s|k we also conclude that y˜∅ = y˜
′
∅. 
Proposition 6.11. Let X be a Banach space with a Schauder basis (wn)n∈N.
Let F be a regular thin family, M ∈ [N]∞ and (x˜s)s∈F be an F -sequence in X such
that (x˜s)s∈F↾M admits a block tree decomposition (y˜t)t∈F̂↾M . Also assume that
(x˜s)s∈F↾M is subordinated with respect the weak topology and let ϕ̂ : F̂ ↾M → X
be the continuous map witnessing that. Then we have that
ϕ̂(t) =
∑
t′⊑t
y˜t′
for all t ∈ F̂ ↾M . In particular ϕ̂(∅) = y˜∅.
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Proof. Suppose that o(F) = 1. Without loss of generality, we may assume
that F = {{n} : n ∈ N}. Then
x˜{n} = ϕ̂({n}) = y˜{n} + x˜∅
for all n ∈ N. Let k ∈ N. Since (y˜{n})n∈N forms a block sequence in X , for every
k ∈ N we have that w∗k(y˜{n}) → 0. Therefore, for every k ∈ N, we have that
w∗k(y˜∅ + y˜{n})→ w∗k(y˜∅). Since ϕ̂ is continuous with respect to the weak topology,
we have that w∗k(ϕ̂({n}))→ w∗k(ϕ̂(∅)), for all k ∈ N. Hence w∗k(y˜∅) = w∗k(ϕ̂(∅)), for
all k ∈ N, that is y˜∅ = ϕ̂(∅). The proof proceeds by induction on the order of F
and by arguing as in the proof of Lemma 6.10. 
2.2. Canonical tree decompositions of F-sequences.
Definition 6.12. Let X a Banach space with a Schauder basis. Let F be
a regular thin family and (x˜s)s∈F be an F -sequence in X . Let L ∈ [N]∞ and
(y˜t)t∈F̂↾L be a family of vectors in X . We will say that (y˜t)t∈F̂↾L is a canonical
tree decomposition of (x˜s)s∈F↾L (or (x˜s)s∈F↾L admits (y˜t)t∈F̂↾L as a canonical tree
decomposition) if the following are satisfied.
(i) The family (y˜t)t∈F̂↾L is a block tree decomposition of (x˜s)s∈F↾L.
(ii) For every s ∈ F ↾ L and 1 ≤ k1 < k2 ≤ |s|,
supp(y˜s|k1) < supp(y˜s|k2)
(iii) For every plegma pair (s1, s2) in F ↾ L the following are satisfied.
(a) For every 1 ≤ k1 ≤ |s1| and 1 ≤ k2 ≤ |s2| with k1 ≤ k2,
supp(y˜s1|k1) < supp(y˜s2|k2)
(b) For every 1 ≤ k1 < k2 ≤ |s1|,
supp(y˜s2|k1) < supp(y˜s1|k2)
Remark 6.13. Let X be a Banach space with a Schauder basis. Let F be
a regular thin family, L ∈ [N]∞ and (x˜s)s∈F be an F -sequence in X such that
(x˜s)s∈F↾L admits a canonical tree decomposition (y˜t)t∈F̂↾L. We have the following:
(i) For every N ∈ [L]∞ the F -subsequence (x˜s)s∈F↾N admits (y˜t)t∈F̂↾N as a
canonical tree decomposition.
(ii) The canonical decomposition of (x˜s)s∈F↾L is unique. This follows by
Proposition 6.10 and the fact that every canonical tree decomposition
is also a block tree decomposition. Moreover, if in addition we assume
that (x˜s)s∈F↾M is subordinated with ϕ̂ : F̂ ↾ L→ X being the continuous
map witnessing that, then by Proposition 6.11 we have that
ϕ̂(t) =
∑
t′⊑t
y˜t′
for all t ∈ F̂ ↾ L.
Lemma 6.14. Let X be a Banach space with a Schauder basis. Let F be
a regular thin family, M ∈ [N]∞ and (x˜s)s∈F be an F -sequence in X such that
(x˜s)s∈F↾M admits a block tree decomposition (y˜t)t∈F̂↾M . Then there exists L ∈
[M ]∞ such that (x˜s)s∈F↾L admits (y˜t)t∈F̂↾L as a canonical tree decomposition.
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Proof. Let M1 ∈ [M ]∞ such that F is very large in M1. Let
F1 =
{
s ∈ F ↾M1 : supp(y˜s|k1) < supp(y˜s|k2), for all 1 ≤ k1 < k2 ≤ |s|
}
Using (iii) of Definition 6.8 it is easy to see that F1 is large in M1. Hence by
Theorem 1.13 there exists M2 ∈ [M1]∞ such that F ↾ M2 ⊆ F1, that is condition
(ii) of the Definition 6.12 is satisfied for all s ∈ F ↾M2.
Let A be the set all plegma pairs in F ↾ M2 satisfying condition (iii) of Def-
inition 6.12. Again we see that A is large in M2 and therefore by Corollary 1.21
there exists L ∈ [M2]∞ such that every plegma pair in F ↾ L belongs to A. Finally,
by (ii) of Remark 6.9, we have that (y˜t)t∈F↾L is also a block tree decomposition
of (x˜s)s∈F↾L. Therefore the family (y˜t)t∈F̂↾L is a canonical tree decomposition of
(x˜s)s∈F↾L and the proof is complete. 
2.3. Subordinated F-sequences and canonical tree decompositions.
Theorem 6.15. Let X be a Banach space with a Schauder basis. Let F
be a regular thin family, M ∈ [N]∞ and (xs)s∈F be an F -sequence in X such
that (xs)s∈F↾M is subordinated with respect to the weak topology of X and let
ϕ̂ : F̂ ↾ M → (X,w) be the continuous map witnessing this. Then for every
sequence (εn)n∈N of positive reals, there exist L ∈ [M ]∞ and an F -subsequence
(x˜s)s∈F↾L in X satisfying the following.
(i) For every s ∈ F ↾ L, ‖xs − x˜s‖ < εn, where min s = L(n).
(ii) The F -subsequence (x˜s)s∈F↾L is subordinated with respect to the weak
topology of X . Moreover, if ϕ˜ : F̂ ↾ L → (X,w) is the continuous map
witnessing this, then ϕ˜(∅) = ϕ̂(∅).
(iii) The F -subsequence (x˜s)s∈F↾L admits a canonical tree decomposition.
Proof. Passing to an infinite subset of M if necessary, we may assume that
F is very large in M . Let (εn)n∈N be a sequence of positive reals. We may suppose
that (εn)n∈N is decreasing. For every s ∈ F ↾M and 1 ≤ k ≤ |s|, let
ys|k = ϕ̂(s|k)− ϕ̂(s|k − 1)
Clearly, for every t ∈ F̂ ↾M \ F ↾M , the sequence (yt∪{m})m∈M is weakly null.
Claim 1. There exist M1 ∈ [M ]∞ and a family (y˜t)t∈F̂↾M1 such that the
following are satisfied:
(i) y˜∅ = y∅ and for every t ∈ (F̂ ↾ M1) \ {∅}, ‖yt − y˜t‖ < 12|t| εnt , where
max t =M1(nt).
(ii) For every t ∈ (F̂ ↾M1) \ {∅}, the support of y˜t is finite.
(iii) For every t ∈ (F̂ ↾M1) \ F̂ and m1,m2 in M1 with max t < m1 < m2, we
have that supp(y˜t∪{m1}) < supp(y˜t∪{m2}).
proof of Claim 1. Let L0 = M and y˜∅ = y∅. We inductively construct a
decreasing sequence (Ln)n∈N in [M ]∞, a strictly increasing sequence (ln)n∈N in M
and (y˜t∪{l})l∈Ln , for all n ∈ N and t ⊆ {li : 1 ≤ i < n} with t ∈ F̂ ↾ L \ F ↾ L and
max t = ln−1, if n > 1, such that for every n ∈ N the following are satisfied.
(a) ln = minLn and ln < minLn+1.
(b) For every t ⊆ {li : 1 ≤ i < n} with t ∈ F̂ \ F and max t = ln−1, if n > 1,
we have that
(i) For every k ∈ N, the vector y˜t∪{Ln(k)} is of finite support.
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(ii) For every k1 < k2 in N, we have that
supp(y˜t∪{Ln(k2)}) < supp(y˜t∪{Ln(k2)})
(iii) For every k ∈ N we that
‖yt∪{Ln(k)} − y˜t∪{Ln(k)}‖ <
1
2|t|+1
εn+k−1
We set M1 = {ln : n ∈ N}. Since (εn)n∈N is decreasing, it is easy to see that M1
and (y˜t)t∈F̂↾M1 are the desirable ones. 
For all t ∈ F̂ ↾M1, we set x˜t =
∑
t′⊑t
y˜t′ .
Claim 2. The following hold.
(i) The family (x˜t)t∈F̂↾M1 is a weak-convergent F̂ -tree, i.e. the sequence
(x˜t∪{m})m∈M1 is weakly convergent to x˜t, for all t ∈ F̂ ↾M1 \ F ↾M1.
(ii) The F -subsequence (x˜s)s∈F↾M1 admits (y˜t)t∈F̂↾M1 as a block tree decom-
position.
(iii) For every s ∈ F ↾M1 \ {∅}, ‖xs − x˜s‖ < εks , where min(s) =M1(ks) and
x˜∅ = x∅.
proof of Claim 2. (i) Recall that for every t ∈ F̂ ↾M \F ↾M1, the sequence
(yt∪{m})m∈M1 is weakly null and by (i) of Claim 1 we have that
lim
m
‖yt∪{m} − y˜t∪{m}‖ = 0
Hence the sequence (ŷt∪{m})m∈M1 is also weakly null and since x˜t∪{m} = x˜t+y˜t∪{m}
the conclusion follows.
(ii) It is straightforward by (i) and (ii) of Claim 1.
(iii) It is clear that x˜∅ = x∅. Also using (i) of Claim 1, we get that∥∥∥xs − x˜s∥∥∥ ≤ ∑
∅6=t⊑s
∥∥∥yt − y˜t∥∥∥ ≤ εks
for every s ∈ F ↾M1 \ {∅}. 
By (ii) of Claim 2 and Lemma 6.14 there exists M2 ∈ [M1]∞ such that the
F -subsequence (x˜s)s∈F↾M2 admits (y˜t)t∈F̂↾M2 as a canonical tree decomposition.
Moreover, by Proposition 4.13 there existsM3 ∈ [M2]∞ such that the F -subsequence
(x˜s)s∈F↾M3 is subordinated with respect to the weak topology.
We set L = M3 and it is readily checked that the F -subsequence (x˜s)s∈F↾L is
as desired. 
Corollary 6.16. Let X be a Banach space with a Schauder basis. Let F
be a regular thin family, M ∈ [N]∞ and (xs)s∈F be an F -sequence in X such
that (xs)s∈F↾M is subordinated with respect to the weak topology of X and let
ϕ̂ : F̂ ↾ M → (X,w) be the continuous map witnessing this. Assume also that
(xs)s∈F↾M generates an F -spreading model (en)n∈N. Then there exist L ∈ [M ]∞
and an F -subsequence (x˜s)s∈F↾L in X satisfying the following.
(i) The F -subsequence (x˜s)s∈F↾L generates (en)n∈N as an F -spreading model.
(ii) The F -subsequence (x˜s)s∈F↾L is subordinated with respect to the weak
topology of X . Moreover, if ϕ˜ : F̂ ↾ L → (X,w) is the continuous maps
witnessing this, then ϕ˜(∅) = ϕ̂(∅).
(iii) The F -subsequence (x˜s)s∈F↾L admits a canonical tree decomposition.
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Corollary 6.17. Let X be a Banach space with a Schauder basis. Let ξ < ω1,
(en)n∈N ∈ SMwrcξ (X) and F be a regular thin family of order ξ. Then there exist
L ∈ [N]∞ and an F -subsequence (x˜s)s∈F↾L in X having the following properties.
(i) It generates (en)n∈N as an F -spreading model.
(ii) It is subordinated with respect to the weak topology.
(iii) It admits a canonical tree decomposition.
Proof. By Proposition 6.3 there exists a weakly relatively compactF -sequence
(xs)s∈F and M ∈ [N]∞ such that (xs)s∈F↾M generates (en)n∈N as an F -spreading
model and moreover (xs)s∈F↾M is subordinated with respect to the weak topology.
Corollary 6.16 completes the proof. 
We close this section by stating some corresponding to the above results con-
cerning SM(X∗), where X∗ is the dual of a Banach space X with a shrinking
Schauder basis. First one needs to state an analogue to Theorem 6.15. Namely we
have the following.
Theorem 6.18. Let X be a Banach space with a shrinking Schauder basis
(wn)n∈N. Let F be a regular thin family, M ∈ [N]∞ and (x∗s)s∈F be an F -sequence
in X∗ such that (x∗s)s∈F↾M is subordinated with respect to the weak* topology of X
and let ϕ̂ : F̂ ↾M → (X,w∗) be the continuous map witnessing this. Then for every
sequence (εn)n∈N of positive reals, there exist L ∈ [M ]∞ and an F -subsequence
(x˜∗s)s∈F↾L in X∗ satisfying the following.
(i) For every s ∈ F ↾ L, ‖x∗s − x˜∗s‖ < εn, where min s = L(n).
(ii) The F -subsequence (x˜∗s)s∈F↾L is subordinated with respect to the weak*
topology of X . Moreover, if ϕ˜ : F̂ ↾ L → (X,w∗) is the continuous map
witnessing this, then ϕ˜(∅) = ϕ̂(∅).
(iii) The F -subsequence (x˜∗s)s∈F↾L admits a canonical tree decomposition with
respect to (w∗n)n∈N.
We omit the proof of the above theorem since it is almost identical to the one of
Theorem 6.15. Finally since every bounded subset of the dual of a separable Banach
space endowed with the weak* topology is compact metrizable, by Proposition 4.15
and the above theorem we obtain the following analogue of Corollary 6.17.
Corollary 6.19. Let X be a Banach space with a shrinking Schauder basis
(wn)n∈N. Let ξ < ω1, (en)n∈N ∈ SMξ(X∗) and F be a regular thin family of order
ξ. Then there exist L ∈ [N]∞ and an F -subsequence (x˜∗s)s∈F↾L in X∗ having the
following properties.
(i) It generates (en)n∈N as an F -spreading model.
(ii) It is subordinated with respect to the weak* topology of X∗.
(iii) It admits a canonical tree decomposition with respect to (w∗n)n∈N.
2.4. Disjoint canonical tree decompositions of F-sequences. The fol-
lowing definition extends the classical notion of the disjointly supported sequences
for F -sequences in a Banach space with a Schauder basis.
Definition 6.20. Let X be a Banach space with a Schauder basis. Let F
be a regular thin family, M ∈ [N]∞ and (xs)s∈F an F -sequence in X of finitely
supported vectors. We will say that the F -subsequence (xs)s∈F↾M is plegma
disjointly supported if for every plegma pair (s1, s2) in F ↾ M we have that
supp(xs1) ∩ supp(xs2 ) = ∅.
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In connection with the canonical tree decompositions we observe the following.
Let (x˜s)s∈F↾L be an F -subsequence in a Banach space with a Schauder basis, which
admits a canonical tree decomposition (y˜t)t∈F̂↾L. It is easy to see that (x˜s)s∈F↾L
is plegma disjointly supported if and only if y˜∅ = 0. In this case we will say that
(x˜s)s∈F↾L admits (y˜t)t∈F̂↾L as a disjoint canonical tree decomposition.
Remark 6.21. Let X be a Banach space with a Schauder basis. Let F be
a regular thin family, L ∈ [N]∞ and (x˜s)s∈F be an F -sequence in X such that
(x˜s)s∈F↾M admits a canonical tree decomposition (y˜t)t∈F̂↾L. Let x
′
s = x˜s − y˜∅ for
all s ∈ F ↾ L. Then notice that the F -subsequence (x′s)s∈F↾L admits (y′t)t∈F̂↾L as a
disjoint canonical tree decomposition, where y′t = y˜t, for all t ∈ F̂ ↾ L \ {∅}. Hence
(x′s)s∈F↾L is a plegma disjointly supported F -subsequence.
In the sequel an F -spreading model will be called plegma disjointly generated
if it is generated by a plegma disjointly supported F -sequence.
In Corollary 6.17 we have shown that every (en)n∈N ∈ SMwrc(X), where X
is a Banach space with a Schauder basis, is generated by an F -subsequence which
is subordinated with respect to the weak topology and admits a canonical tree
decomposition. The next corollary asserts that if (en)n∈N is in addition a Schauder
basic sequence not equivalent to the usual basis of ℓ1, then it is plegma disjointly
generated. In the case of (en)n∈N being equivalent to the usual basis of ℓ1, this
cannot in general be achieved because of Corollary 3.19. However Corollary 3.19
implies an isomorphic version of the aforementioned fact.
Corollary 6.22. Let X be a Banach space with a Schauder basis. Let ξ < ω1,
(en)n∈N be a Schauder basic sequence in SMwrcξ (X) and F be a regular thin family
of order ξ. Then there exist exist L ∈ [N]∞ and an F -subsequence (x˜s)s∈F↾L in X
having the following properties.
(i) If (en)n∈N is not equivalent to the usual basis of ℓ1, then (x˜s)s∈F↾L gen-
erates (en)n∈N as an F -spreading model.
(ii) If (en)n∈N is equivalent to the usual basis of ℓ1, then (x˜s)s∈F↾L generates
an F -spreading model which is also equivalent to the usual basis of ℓ1.
(iii) The F -subsequence (x˜s)s∈F↾L is subordinated with respect to the weak
topology.
(iv) The F -subsequence (x˜s)s∈F↾L admits a disjoint canonical tree decompo-
sition.
Proof. By Corollary 6.17, we have that there exist L ∈ [N]∞ and a subordi-
nated F -sequence (xs)s∈F↾L which admits a canonical tree decomposition (yt)t∈F̂↾L
and generates (en)n∈N as an F -spreading model. By Remark 6.13 we have that
ϕ̂(∅) = y∅.
If ϕ̂(∅) = 0, the proof is completed. Suppose that ϕ̂(∅) 6= 0. Since (en)n∈N is
Schauder basic, by Lemma 6.5 we have that (en)n∈N is equivalent to the usual basis
of ℓ1. For every s ∈ F ↾ L we set x′s = xs − ϕ̂(∅). By Remark 6.21, we have that
(x′s)s∈F↾M is subordinated and admits a disjoint canonical tree decomposition. We
pass to an L′ ∈ [L]∞ such that (x′s)s∈F↾M generates an F -spreading model, which,
by Corollary 3.19, is equivalent to the usual basis of ℓ1. 
CHAPTER 7
The spreading models of ℓp, 1 ≤ p <∞, and c0
In this chapter we present the spreading models of some classical spaces. In
particular it is shown that every nontrivial spreading model of ℓp with 1 < p <∞
generates an isometric copy of ℓp and every nontrivial spreading model of ℓ1 is
equivalent to the usual basis of ℓ1. Moreover the class of spreading models of order
two of c0 contains up to equivalence all the Schauder basic spreading sequences.
1. The spreading models of ℓp, 1 ≤ p <∞
Lemma 7.1. Let 1 ≤ p < ∞, F be a regular thin family, M ∈ [N]∞ and
(xs)s∈F↾M be a seminormalized plegma disjointly supported F -subsequence in ℓp.
Then every F -spreading model (en)n∈N of (xs)s∈F↾M is equivalent to the usual
basis of ℓp. In particular for every n ∈ N and a1, . . . , an ∈ R we have that∥∥∥ n∑
j=1
ajej
∥∥∥ = ‖e1‖( n∑
j=1
|aj |p
) 1
p
The proof of the above lemma is omitted, since it is similar to the proof of the
fact that every normalized disjointly supported sequence in ℓp is isometric to the
usual basis of ℓp.
1.1. The spreading models of ℓp, 1 < p <∞.
Lemma 7.2. Let 1 < p <∞, F be a regular thin family,M ∈ [N]∞ and (xs)s∈F
be an F -sequence in ℓp which generates a nontrivial F -spreading model (en)n∈N.
Also suppose that (xs)s∈F↾M is subordinated and let ϕ̂ : F̂ ↾ M → (ℓp, w) be the
continuous map witnessing that.
(i) If ϕ̂(∅) = 0 then (en)n∈N is equivalent to the usual basis of ℓp. In particular
for every n ∈ N and a1, . . . , an ∈ R we have that∥∥∥ n∑
j=1
ajej
∥∥∥ = ‖e1‖( n∑
j=1
|aj |p
) 1
p
(ii) If ϕ̂(∅) 6= 0 then (en)n∈N is singular. In particular, for every k ∈ N and
a1, . . . , ak ∈ R, we have that
(8)
∥∥∥ n∑
j=1
ajej
∥∥∥ = (‖e‖p∣∣∣ n∑
j=1
aj
∣∣∣p + ‖e′1‖p n∑
j=1
|aj |p
) 1
p
where en = e
′
n + e is the natural decomposition of (en)n∈N.
Proof. By Corollary 6.16 we may assume that (xs)s∈F↾M admits a canonical
tree decomposition.
(i) Since ϕ̂(∅) = 0 we have that (xs)s∈F↾L is plegma disjointly supported.
Lemma 7.1 completes the proof.
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(ii) Let x′s = xs − ϕ̂(∅), for all s ∈ F ↾ M . Let L ∈ [M ]∞ such that (x′s)s∈F↾L
generates an F -spreading model (e˜n)n∈N. By Lemma 7.2 we have that (e˜n)n∈N
is not equivalent to the usual basis of ℓ1. Corollary 3.19 yields that (en)n∈N is
not equivalent to the usual basis of ℓ1. By Lemma 6.5 we have that (en)n∈N
is singular. By Lemma 6.6 we have that (x′s)s∈F↾L generates (e
′
n)n∈N as an F -
spreading model and ‖ϕ̂(∅)‖ = ‖e‖. Notice that for every sequence (sn)n∈N in
F ↾ L with min sn → ∞, we have that ‖x′sn‖ → ‖e′1‖ and min supp(x′sn) → ∞.
These observations easily yield that equation (8) holds for every choice of k ∈ N
and a1, . . . , ak ∈ R. 
Theorem 7.3. Let 1 < p < ∞ and (en)n∈N a spreading model of ℓp of order
ξ, for some ξ < ω1. Then one of the following holds.
(i) The sequence (en)n∈N is trivial.
(ii) The sequence (en)n∈N is singular. In this case if en = e′n+e is the natural
decomposition of (en)n∈N then for every k ∈ N and a1, . . . , ak ∈ R, we
have that∥∥∥ n∑
j=1
ajej
∥∥∥ = (‖e‖p(∣∣∣ n∑
j=1
aj
∣∣∣)p + n∑
j=1
‖e′1‖|aj|p
) 1
p
(iii) The sequence (en)n∈N is Schauder basic. In this case it is equivalent to
the usual basis of ℓp. In particular for every n ∈ N and a1, . . . , an ∈ R we
have that ∥∥∥ n∑
j=1
ajej
∥∥∥ = ‖e1‖( n∑
j=1
|aj |p
) 1
p
Proof. Let F be a regular thin family of order ξ. Since ℓp is reflexive, we
have that (en)n∈N is generated by a weakly relatively compact F -sequence. By
Proposition 6.3 we have that (en)n∈N is generated by a subordinated F -sequence.
Lemma 7.2 completes the proof. 
Corollary 7.4. Let 1 < p <∞ and (en)n∈N be a nontrivial spreading model
of ℓp of order ξ, for some ξ < ω1. Then the space E generated by (en)n∈N is
isometric to ℓp.
Proof. By Theorem 7.3 it suffices to treat the case of (en)n∈N being singular.
Let (un)n∈N be the usual basis of ℓp. Let T : E → ℓp be the linear operator
with T (en) = ‖e‖u1 + ‖e′1‖un+1. It is easy to see that T is an isometry. Since
T (en)
w→ ‖e‖u1, we have that u1 ∈ T [E] and therefore T is onto. 
Remark 7.5. By Theorem 7.3 it is immediate that every spreading model of
ℓp with 1 < p <∞ of any order is isometric to a sequence in ℓp. Thus, SM1(ℓp) =
SM(ℓp), for all 1 < p <∞.
1.2. The spreading models of ℓ1. Concerning ℓ1 we have the following.
Theorem 7.6. Every nontrivial spreading model of any order of ℓ1 is equivalent
to the usual basis of ℓ1.
Proof. Let (en)n∈N be a nontrivial spreading model of order ξ of ℓ1, for some
ξ < ω1. Then there exists an F -sequence (xs)s∈F in ℓ1 andM ∈ [N]∞ such that the
F -subsequence (xs)s∈F↾M generates (en)n∈N as an F -spreading model. By Corol-
lary 6.19 we may assume that (xs)s∈F↾M admits a canonical tree decomposition
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(yt)t∈F̂↾M . We set x
′
s = xs − y∅, for all s ∈ F ↾ M , and we pass to an L ∈ [M ]∞
such that (x′s)s∈F↾L generates an F -spreading model (e′n)n∈N. By Corollary 5.2 we
have that (e′n)n∈N is nontrivial and therefore, passing to a further infinite subset of
L if necessary, the F -subsequence (x′s)s∈F↾L is seminormalized. Since (x′s)s∈F↾L is
plegma disjointly supported (see Remark 6.21), by Lemma 7.1 we get that (e′n)n∈N
is equivalent to the usual basis of ℓ1. By Corollary 3.19 we have that (en)n∈N is
equivalent to the usual basis of ℓ1. 
Remark 7.7. Using similar arguments as in the case of ℓp, for 1 < p < ∞, it
can be shown that for every (en)n∈N ∈ SM(ℓ1) there exist c1, c2 ≥ 0 such that∥∥∥ l∑
j=1
ajej
∥∥∥ = c1∣∣∣ l∑
j=1
aj
∣∣∣+ c2 l∑
j=1
|aj |
for all l ∈ N and a1, . . . , al ∈ R. Therefore, every spreading model of any order of
ℓ1 is isometric to a sequence in ℓ1. Thus SM1(ℓ1) = SM(ℓ1).
2. The spreading models of c0
2.1. Weakly relatively compact generated spreading models of c0.
Following the same procedure as in the case of ℓp, with 1 < p <∞, one can obtain
the following analogue of the Theorem 7.3.
Theorem 7.8. Let (en)n∈N ∈ SMwrc(c0). Then one of the following holds.
(i) The sequence (en)n∈N is trivial.
(ii) The sequence (en)n∈N is singular. In this case if en = e′n+e is the natural
decomposition of (en)n∈N then for every k ∈ N and a1, . . . , ak ∈ R, we
have that∥∥∥ n∑
j=1
ajej
∥∥∥ = max{‖e‖ · ∣∣∣ n∑
j=1
aj
∣∣∣, ‖e′1‖ · max
1≤j≤n
|aj |
}
(iii) The sequence (en)n∈N is Schauder basic. In this case it is equivalent to
the usual basis of c0. In particular for every n ∈ N and a1, . . . , an ∈ R we
have that ∥∥∥ n∑
j=1
ajej
∥∥∥ = ‖e1‖ · max
1≤j≤n
|aj |
Corollary 7.9. Let (en)n∈N be a nontrivial spreading model in SMwrc(c0).
Then the space E generated by (en)n∈N is isometric to c0.
2.2. The classical spreading models of c0. In this subsection we review
some rather well known facts concerning the classical spreading models of c0. We
will make use of some results related to nontrivial weak-Cauchy sequences in c0.
We start with the following lemma.
Lemma 7.10. Let (xn)n∈N be a sequence in a Banach space. Let v1 = x1 and
vn = xn − xn−1, for all n > 1. Suppose that (vn)n∈N admits an upper c0 estimate,
i.e. there exists c > 0 such that for every k ∈ N and b1, . . . , bk ∈ R∥∥∥ k∑
j=1
bjvj
∥∥∥ ≤ c · max
1≤j≤k
|bj |
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Then (xn)n∈N is dominated by the summing basis of c0 i.e. there exists c > 0 such
that for every k ∈ N and a1, . . . , ak ∈ R we have that∥∥∥ k∑
j=1
ajxj
∥∥∥ ≤ c ·max
l≤k
∣∣∣ l∑
j=1
aj
∣∣∣
Proof. First notice that for every j ∈ N, xj =
∑j
i=1 vi. Let k ∈ N and
a1, . . . , ak ∈ R. We set
bj =
k∑
i=j
ai
for all 1 ≤ j ≤ k. Then we have that
k∑
j=1
ajxj =
k∑
j=1
aj
j∑
i=1
vi =
k∑
j=1
( k∑
i=j
ai
)
vj =
k∑
j=1
bjvj
Therefore∥∥∥ k∑
j=1
ajxj
∥∥∥ = ∥∥∥ k∑
j=1
bjvj
∥∥∥ ≤ c · max
1≤j≤k
|bj| = c · max
1≤j≤k
∣∣∣ k∑
i=j
ai
∣∣∣ ≤ 2c · max
1≤j≤k
∣∣∣ j∑
i=1
ai
∣∣∣

Lemma 7.11. Let (xn)n∈N be a nontrivial weak-Cauchy sequence in c0. Then
the sequence (xn)n∈N contains a subsequence (xkn)n∈N such that (xkn)n∈N is dom-
inated by the summing basis of c0.
Proof. For every x ∈ ℓ∞ and F ⊆ N we denote as x|F the sequence in ℓ∞
such that x|F (n) = x(n), for all n ∈ F , and x|F (n) = 0, for all n 6∈ F .
Since y ∈ ℓ∞ \ c0, there exist L ∈ [N]∞ and θ > 0 such that |y(l)| > θ, for
all l ∈ L. Let (εn)n∈N be a decreasing null sequence of positive reals, such that∑∞
n=1 4εn <
θ
2 . We inductively choose a strictly increasing sequence (ln)n∈N in L
and a subsequence (xkn)n∈N of (xn)n∈N satisfying for every n ∈ N the following.
(i)
∥∥xkn |{1,...,ln} − y|{1,...,ln}∥∥ < εn+1 and
(ii)
∥∥xkn |{ln+1,ln+1+1,...}∥∥ < εn+1.
Let l1 ∈ L. Pick k1 ∈ N such that∥∥xk1 |{1,...,l1} − y|{1,...,l1}∥∥ < ε2
Suppose that for some n ∈ N, l1 < . . . < ln and xk1 , . . . , xkn have been chosen
satisfying (i) and (ii). Then let ln+1 ∈ L such that ln+1 > ln and∥∥xkn |{ln+1,...}∥∥ < εn+1
Finally, pick kn+1 > kn such that∥∥xkn+1|{1,...,ln+1} − y|{1,...,ln+1}∥∥ < εn+2
Let F1 = {1, . . . , l2 − 1} and Fn = {ln−1 + 1, . . . , ln+1 − 1}, for all n > 1. Let
also u1 = xk1 |F1 and un = (xkn − xkn−1)|Fn . Then we have that
‖u1 − xk1‖ =
∥∥xk1 |{l2,l2+1,...}∥∥ < ε2 ≤ ε1 < 4ε1
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and for every n > 1, we have that
‖un − (xkn − xkn−1)‖ =
∥∥(xkn − xkn−1)F cn∥∥
≤ ∥∥(xkn − xkn−1)|{1,...,ln−1}∥∥+ ∥∥xkn |{ln+1,...}∥∥+ ∥∥xkn−1 |{ln+1,...}∥∥
≤ ∥∥(xkn − y)|{1,...,ln−1}∥∥+ ∥∥(xkn−1 − y)|{1,...,ln−1}∥∥+ εn+1 + εn
≤ εn+1 + εn + εn+1 + εn ≤ 4εn
Also we have that
‖u1‖ ≥ |u1(l1)| = |xk1(l1)| > |y(l1)| − ε2 >
θ
2
and for every n > 1, we have that
‖un‖ ≥ |un(ln)| ≥ ‖xkn(ln)| − |xkn−1(ln)| ≥ |y(ln)| − εn+1 − εn >
θ
2
Therefore (un)n∈N is seminormalized. The boundness of (un)n∈N follows by the
boundness of (xn)n∈N, which is a consequence of the fact that (xn)n∈N w∗ con-
vergences to y. By the definition of the sequence (Fn)n∈N, it is immediate that
the sequences (u2n−1)n∈N and (u2n)n∈N are block sequence in c0. Therefore, both
(u2n−1)n∈N and (u2n)n∈N are equivalent to the usual basis of c0 with basis constant
1. Since ‖un‖ ≥ θ2 and
∑∞
n=1 4εn <
θ
2 , we have that both (xk2n−1 −xk2n−2)n∈N and
(xk2n−xk2n−1)n∈N are equivalent to the usual basis of c0, where we have set xk0 = 0.
This easily yields, using the triangle inequality of the norm, that (xn − xn−1)n∈N
admits upper c0 estimate. Lemma 7.10 completes the proof. 
Finally we state the next well known result (see Proposition 2.2 in [32]).
Proposition 7.12. Every nontrivial weak-Cauchy sequence in a Banach space
contains a subsequence which dominates the summing basis.
By the above we obtain the following.
Proposition 7.13. Every nontrivial weak-Cauchy sequence in c0 contains a
subsequence equivalent to the summing basis.
Proposition 7.14. Let (en)n∈N be a spreading model of order one of c0 gen-
erated by a sequence (xn)n∈N. Then one of the following holds.
(a) The sequence (xn)n∈N contains a weakly convergent subsequence. In this
case (en)n∈N satisfies exactly one of the alternatives of Theorem 7.8.
(b) The sequence (xn)n∈N contains a nontrivial weak-Cauchy subsequence. In
this case (en)n∈N is equivalent to the summing basis of c0.
Proof. It is clear that (xn)n∈N contains a subsequence (xkn)n∈N which is weak-
Cauchy. Then (xkn)n∈N is either weak convergent, or it is nontrivial weak-Cauchy.
If (xkn)n∈N is weakly convergent then by Theorem 7.8, one of the alternatives (i)-
(iii) will occur. In the second case by Proposition 7.13 (xkn)n∈N contains a further
subsequence equivalent to the summing basis of c0. Since this subsequence also
generates (en)n∈N as a spreading model we have that (en)n∈N is also equivalent to
the summing basis. 
Remark 7.15. By the results of Chapter 5 we may conclude that in case (a)
of the above proposition the whole sequence (xn)n∈N is weakly convergent.
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2.3. The higher order spreading models of c0. In this subsection we deal
with the higher order spreading models of c0. As we have already mentioned the
class of spreading models of order two of c0 essentially contains all Schauder basic
spreading sequences. Moreover it is shown that a singular spreading model of (any
order) of c0 is actually a second order one.
Lemma 7.16. Let (xn)n∈N be a sequence in ℓ∞. For every n < k in N let
x{n,k} = (xn(1), . . . xn(k), 0, . . .)
Then for every l ∈ N, n1, . . . , nl ∈ N, k1 < . . . < kl in N and a1, . . . , al ∈ R we have
that ∥∥∥ l∑
i=1
aix{ni,ki}
∥∥∥
∞
≤ max
1≤j≤l
∥∥∥ l∑
i=j
aixni
∥∥∥
∞
Proof. Let l ∈ N, n1, . . . , nl ∈ N, k1 < . . . < kl in N and a1, . . . , al ∈ R. We
set x =
∑l
i=1 aix{ni,ki}. There exists m0 ≤ kl such that |x(m0)| = ‖x‖∞. Let
k0 = 0 and let 1 ≤ j0 ≤ l such that kj0−1 < m0 ≤ kj0 . Then we have that
‖x‖∞ = |x(m0)| =
∣∣∣ l∑
i=j0
aixni,ki(m0)
∣∣∣ = ∣∣∣ l∑
i=j0
aixni(m0)
∣∣∣
≤
∥∥∥ l∑
i=j0
aixni
∥∥∥
∞
≤ max
1≤j≤l
∥∥∥ l∑
i=j
aixni
∥∥∥
∞

Lemma 7.17. Let (en)n∈N be a spreading sequence in ℓ∞. For every n < k in
N let
x{n,k} = (en(1), . . . en(k), 0, . . .)
Then for every spreading model (e′n)n∈N of (xs)s∈[N]2 , we have that∥∥∥ l∑
i=1
aiei
∥∥∥
∞
≤
∥∥∥ l∑
i=1
aie
′
i
∥∥∥ ≤ max
1≤j≤l
∥∥∥ l∑
i=j
aiei
∥∥∥
∞
for all l ∈ N and a1, . . . , al ∈ R.
Proof. Let M ∈ [N]∞ and (e′n)n∈N such that (xs)s∈[M ]2 generates (e′n)n∈N as
a spreading model. Let l ∈ N and a1, . . . , al ∈ R. We will first show that∥∥∥ l∑
i=1
aie
′
i
∥∥∥ ≤ max
1≤j≤l
∥∥∥ l∑
i=j
aiei
∥∥∥
∞
Let ((snj )
l
j=1)n∈N be a sequence in Plm l([M ]
2) such that min sn1 →∞. Then∥∥∥ l∑
j=1
ajxsn
j
∥∥∥→ ∥∥∥ l∑
j=1
aje
′
j
∥∥∥
By Lemma 7.16 and as (en)n∈N is spreading we have that for all n ∈ N,∥∥∥ l∑
i=1
aixsn
j
∥∥∥ ≤ max
1≤j≤l
∥∥∥ l∑
i=j
aiesn
j
(1)
∥∥∥
∞
= max
1≤j≤l
∥∥∥ l∑
i=j
aiei
∥∥∥
∞
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Therefore ∥∥∥ l∑
i=1
aie
′
i
∥∥∥ ≤ max
1≤j≤l
∥∥∥ l∑
i=j
aiei
∥∥∥
∞
It remains to show that ∥∥∥ l∑
i=1
aiei
∥∥∥
∞
≤
∥∥∥ l∑
i=1
aie
′
i
∥∥∥
To this end let ε > 0 and choose m0 ∈ N such that∥∥∥ l∑
i=1
aiei
∥∥∥
∞
− ε ≤
∣∣∣ l∑
i=1
aiei(m0)
∣∣∣
Also let k0 ∈ N such that for every (sj)lj=1 ∈ Plm([M ]2) with s1(1) ≥ M(k0), we
have that ∣∣∣∣∣∥∥∥
l∑
j=1
aje
′
j
∥∥∥− ∥∥∥ l∑
j=1
ajxsj
∥∥∥
∞
∣∣∣∣∣ < ε
Let (sj)
l
j=1 ∈ Plm([M ]2) with s1(1) ≥M(k0) and s1(2) ≥ m0. Then by the above
we get that ∥∥∥ l∑
i=1
aiei
∥∥∥
∞
≤
∣∣∣ l∑
i=1
aiei(m0)
∣∣∣+ ε = ∣∣∣ l∑
i=1
aixsi(m0)
∣∣∣+ ε
≤
∥∥∥ l∑
i=1
aixsi
∥∥∥+ ε ≤ ∥∥∥ l∑
j=1
aje
′
j
∥∥∥+ 2ε
Since this holds for all ε > 0, we obtain that∥∥∥ l∑
i=1
aiei
∥∥∥
∞
≤
∥∥∥ l∑
i=1
aie
′
i
∥∥∥
and the proof is complete. 
Proposition 7.18. For every Schauder basic spreading sequence (en)n∈N there
exists (e′n)n∈N ∈ SM2(c0) equivalent to (en)n∈N. In particular, if (en)n∈N is bi-
monotone, then (en)n∈N ∈ SM2(c0).
Proof. We may assume that (en)n∈N is a sequence in ℓ∞. Let C be the basis
constant of (en)n∈N. By Lemma 7.17 there exists (e′n)n∈N ∈ SM2(c0) such that∥∥∥ l∑
i=1
aiei
∥∥∥
∞
≤
∥∥∥ l∑
i=1
aie
′
i
∥∥∥ ≤ max
1≤j≤l
∥∥∥ l∑
i=j
aiei
∥∥∥
∞
≤ (1 + C)
∥∥∥ l∑
i=1
aiei
∥∥∥
∞
for all l ∈ N and a1, . . . , al ∈ R. Therefore (en)n∈N and (e′n)n∈N are equivalent.
Moreover, if in addition (en)n∈N is bimonotone then
max
1≤j≤l
∥∥∥ l∑
i=j
aiei
∥∥∥
∞
≤
∥∥∥ l∑
i=1
aiei
∥∥∥
∞
for all l ∈ N and a1, . . . , al ∈ R. Hence (e′n)n∈N is isometric to (en)n∈N. 
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Corollary 7.19. Let (e′n)n∈N be a bimonotone Schauder basic spreading se-
quence and c > 0. We define the norm ‖| · ‖| on c00(N) as follows. We set∥∥∥∣∣∣ n∑
j=1
ajej
∥∥∥∣∣∣ = max(c · ∣∣∣ n∑
j=1
aj
∣∣∣, ‖ n∑
j=1
aje
′
j
∥∥∥)
for all n ∈ N and a1, . . . , an ∈ R, where (en)n∈N is the natural Hamel basis of
c00(N). Then ‖| · ‖| is well defined, (en)n∈N is a nontrivial spreading sequence and
(en)n∈N ∈ SM2(c0).
Proof. It is immediate that ‖| · ‖| is well defined and (en)n∈N is a nontrivial
spreading sequence. Since (e′n)n∈N is a bimonotone Schauder basic sequence, by
Proposition 7.18, there exists an [N]2-sequence (xs)s∈[N]2 in c0 which generates
(e′n)n∈N as a 2-spreading model. Clearly we may assume that for every s ∈ [N]2,
xs(1) = 0. Let, for every s ∈ [N]2, ys to be the sequence in c0 such that ys(1) = c
and ys(n) = xs(n), for all n > 1. It is easy to see that (ys)s∈[N]2 generates (en)n∈N
as a 2-spreading model. Hence (en)n∈N ∈ SM2(c0). 
By Proposition 3.13 and the above corollary we have the following.
Corollary 7.20. For every singular spreading sequence (en)n∈N, we have that
there exists (e˜n)n∈N ∈ SM2(c0) such that the sequences (en)n∈N and (e˜n)n∈N are
equivalent.
Proposition 7.21. For every singular (en)n∈N ∈ SM(c0), we have that (en)n∈N
belongs to SM2(c0). Moreover, if en = e′n + e is the natural decomposition of
(en)n∈N, then we have that∥∥∥ k∑
j=1
ajej
∥∥∥ = max{‖e1‖ · ∣∣∣ k∑
j=1
aj
∣∣∣, ∥∥∥ k∑
j=1
aje
′
j
∥∥∥}
for all k ∈ N and a1, . . . , ak.
Proof. Let (en)n∈N ∈ SM(c0) be singular and let en = e′n + e be the natural
decomposition of (en)n∈N. Let F be a regular thin family, M ∈ [N]∞ and (xs)s∈F
an F -sequence in c0 such that (xs)s∈F↾M generates (en)n∈N as an F -spreading
model. By Corollary 5.15, we have that there exist x ∈ c0 and N ∈ [M ]∞ such
that (xs)s∈F↾N weakly converges to x, ‖x‖ = ‖e‖ and setting x′s = xs − x, for all
s ∈ F ↾ N , we have that (x′s)s∈F↾N admits (e′n)n∈N as a unique F -spreading model.
We pass to an L ∈ [N ]∞ such that (x′s)s∈F↾L generates (e′n)n∈N as an F -spreading
model. Let k ∈ N and a1, . . . , ak. Let ((snj )kj=1)n∈N be a sequence in Plm(F ↾ L),
such that min sn1 → ∞. Notice that (x′s)s∈F↾L is weakly null. Therefore we have
that ∥∥∥ k∑
j=1
ajej
∥∥∥ = lim
n→∞
∥∥∥ k∑
j=1
ajxsj
∥∥∥ = lim
n→∞
∥∥∥ k∑
j=1
ajx+
k∑
j=1
ajx
′
sj
∥∥∥
= max
{∥∥∥ k∑
j=1
ajx
∥∥∥, lim
n→∞
∥∥∥ k∑
j=1
ajx
′
sj
∥∥∥}
= max
{
‖e1‖ ·
∣∣∣ k∑
j=1
aj
∣∣∣, ∥∥∥ k∑
j=1
aje
′
j
∥∥∥}
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Since (e′n)n∈N is 1-unconditional, we have that (e
′
n)n∈N is also bimonotone Schauder
basic. The above equation and Corollary 7.19 yield that (en)n∈N ∈ SM2(c0). 
By Proposition 7.18 and Corollary 7.20 we have the following.
Corollary 7.22. The set SM2(c0) is isomorphically universal for all spread-
ing sequences.
Remark 7.23. In Subsection 2.5 of Chapter 9 we describe the spreading models
of the generalized Tsirelson’s space Tα, α < ω1.

CHAPTER 8
Composition of the spreading models
In this chapter we present some composition properties for spreading models.
Among others we show that the class of spreading models, which we call block
k-iterated spreading models, introduced in [29] are also spreading models of the
same order in our context. Moreover, we present several related results for ℓp and
c0 spreading models.
1. The composition property
We well need the notion of the plegma block F -sequence.
Definition 8.1. Let X be a Banach space with a Schauder basis. Let F be a
regular thin family, M ∈ [N]∞ and (xs)s∈F be an F -sequence of finitely supported
vectors in X . We will say that the F -subsequence (xs)s∈F↾M is plegma block if for
every plegma pair (s1, s2) in F ↾M we have that supp(xs1) < supp(xs2 ).
In the sequel an F -spreading model will be called plegma block generated if it
is generated by a plegma block F -subsequence.
Theorem 8.2. Let X be a Banach space and (en)n∈N be a Schauder basic
sequence in SMξ(X), for some ξ < ω1. Let E be the Banach space generated by
(en)n∈N and let (en)n∈N be a plegma block generated k-spreading model of E, for
some k ∈ N. Then
(en)n∈N ∈ SMξ+k(X)
For the proof of the above theorem we need the following definition.
Definition 8.3. Let F ,G be families of finite subsets of N. We define the
ordered direct sum of G and F to be the family
G ⊕ F =
{
s ∪ t : s ∈ G, t ∈ F and s < t
}
Remark 8.4. It is easy to see that if F and G are regular thin families, then
G ⊕ F is also a regular thin family and o(G ⊕ F) = o(F) + o(G). In particular
o([N]k ⊕F) = o(F) + k, for every k ∈ N.
Proof of Theorem 8.2. Let F be a regular thin family with o(F) = ξ,
(xs)s∈F be an F -sequence in X and M ∈ [N]∞ such that (xs)s∈F↾M generates
(en)n∈N as an F -spreading model. We may also suppose that F is very large in M .
Using Remark 2.5 we may assume that there exists a plegma block [N]k-sequence
(yt)t∈[N]k which generates (en)n∈N as an [N]k-spreading model.
For every t ∈ [N]k we set Ft = supp(yt) with respect to (en)n∈N and lt = |Ft|.
Then for every t ∈ [N]k the vector yt is of the form
yt =
lt∑
j=1
atFt(j)eFt(j)
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We set G = [N]k ⊕ F and for every v ∈ G we set tv and sv the unique elements in
[N]k and F respectively such that v = tv ∪ sv and tv < sv. We split the proof into
three steps.
Step 1: We set
G∗ =
{
v ∈ G : min sv ≥M(ltv )
}
It is easy to verify that G∗ is large in M . Hence by Theorem 1.13 there exists
L0 ∈ [M ]∞ such that G ↾ L0 ⊆ G∗. For every v ∈ G ↾ L0 we define a finite
sequence (sv1 , . . . , s
v
ltv
) as follows. Let sv = {M(qv1), . . . ,M(qv|sv |)}. Then for every
j = 1, . . . , ltv we set s
v
j to be the unique element of F ↾M such that
svj ⊑
{
M(qvi − ltv + j) : i = 1, . . . , |sv|
}
We define the family (zv)v∈G↾L0 by setting
zv =
ltv∑
j=1
atvFtv (j)
xsv
j
for every v ∈ G ↾ L0.
Step 2: For every n ∈ N we set
An =
{
(vp)
n
p=1 ∈Plmn(G ↾ L0) : sv11 (1) ≥M
( n∑
p=1
ltvp
)
and (sv1j )
ltv1
j=1
⌢ . . . ⌢(svnj )
ltvn
j=1 is plegma
}
It is easily verified that An is large in L0. Inductively using Theorem 1.20 we
construct a decreasing sequence (Ln)n∈N in [L0]∞ such that Plmn(G ↾ Ln) ⊆ An
for all n ∈ N. Let L be a diagonalization of (Ln)n∈N, that is L(n) ∈ Ln for each n.
Step 3: In this step we will show that (zs)s∈G↾L admits (en)n∈N as a (ξ + k)-
spreading model. Indeed, first notice that the family G is of order ξ + k. Let
(δ1n)n∈N be the null sequence of positive numbers such that (xs)s∈F↾M generates
(en)n∈N with respect to (δ1n)n∈N. Let also (δ
2
n)n∈N be the null sequence of positive
numbers such that (yt)t∈[L]k generates (en)n∈N with respect to (δ2n)n∈N. Let C be
the basis constant of (en)n∈N, K = sup{‖yt‖ : t ∈ [L]k} and set δn = 2CKδ1n + δ2n,
n ∈ N.
We will show that (zv)v∈G↾L satisfies the conditions of Remark 2.6 concerning
the sequence (en)n∈N with respect to (δn)n∈N. Let l ∈ N, (vi)li=1 a plegma l-tuple
in G ↾ L with v1(1) ≥ L(l) and b1, . . . , bl ∈ [−1, 1]. By Step 2, (vi)li=1 belongs to
Al. Notice that∣∣∣∣∣∥∥∥
l∑
i=1
bizvi
∥∥∥− ∥∥∥ l∑
i=1
biei
∥∥∥∣∣∣∣∣ ≤
∣∣∣∣∣∥∥∥
l∑
i=1
bizvi
∥∥∥− ∥∥∥ l∑
i=1
biytvi
∥∥∥∣∣∣∣∣
+
∣∣∣∣∣∥∥∥
l∑
i=1
biytvi
∥∥∥− ∥∥∥ l∑
i=1
biei
∥∥∥∣∣∣∣∣
(9)
It is straightforward that
(10)
∣∣∣∣∣∥∥∥
l∑
i=1
biytvi
∥∥∥− ∥∥∥ l∑
i=1
biei
∥∥∥∣∣∣∣∣ < δ2l
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Since (en)n∈N is Schauder basic with basis constant C and for every t ∈ [L]k,
‖yt‖ ≤ K, we have that for every t ∈ [L]k and 1 ≤ j ≤ lt, |atFt(j)| ≤ 2CK. Hence
for every 1 ≤ i ≤ l, t ∈ [L]k and 1 ≤ j ≤ lt, we have that biatFt(j) ∈ [−2CK, 2CK].
Since (vi)
l
i=1 belongs to Al we have that v1(1) ≥M(
∑l
i=1 ltvi ) ≥ L(
∑l
i=1 ltvi ). So∣∣∣∣∣∥∥∥
l∑
i=1
bizvi
∥∥∥− ∥∥∥ l∑
i=1
biytvi
∥∥∥∣∣∣∣∣ =
∣∣∣∣∣∥∥∥
l∑
i=1
ltvi∑
j=1
bia
tvi
Ftvi (j)
x
svi
j
∥∥∥
−
∥∥∥ l∑
i=1
ltvi∑
j=1
bia
tvi
Ftvi (j)
eFtvi (j)
∥∥∥∣∣∣∣∣ < 2CKδ1l
(11)
The inequalities (9), (10) and (11) yield that∣∣∣∣∣∥∥∥
l∑
i=1
bizvi
∥∥∥− ∥∥∥ l∑
i=1
biei
∥∥∥∣∣∣∣∣ < δ2l + 2CKδ1l = δl
Hence by Remark 2.6, we get that for some L′ ∈ [L]∞, (zv)v∈G↾L′ generates (en)n∈N
as a G-spreading model. 
Remark 8.5. If we additionally assume that X has a Schauder basis then the
above proof actually provides more information concerning the structure of the
sequence (zv)v∈G↾L. First notice that by Step 2, we have the following.
(i) If (en)n∈N is plegma disjointly (resp. block) generated by (xs)s∈F↾M then
(en)n∈N is plegma disjointly (resp. block) generated by (zv)v∈G↾L′ .
(ii) If (xs)s∈F↾M admits a disjoint canonical tree decomposition then (zv)v∈G↾L
also does.
Also notice that for every v ∈ G ↾ L we have that that |svj | < |v|, for all 1 ≤ j ≤ ltv .
Let us point out that Theorem 8.2 does not seem extendable for arbitrary thin
family G in place of [N]k. The main difficulty for this is that the elements of G
when o(G) ≥ ω are not of equal length. Thus in the new thin family G ⊕ F the
plegma pairs are not decomposed into two plegma pairs from the families F and
G. However a general composition result (i.e. for arbitrary thin family G) seems
provable after a modification of the notion of plegma on G ⊕F , but this is beyond
the purposes of the present paper.
2. The k-iterated spreading models
A different notion of k-spreading model is provided in [29]. In this section we
will discuss its relation with the present context. According to [29] we have the
following terminology.
1) Let E0, E be Banach spaces. We write E0 → E if E has a Schauder ba-
sis which is a spreading model of some seminormalized basic sequence in E0 and
E0
k→ E if E0 → E1 → . . . → Ek−1 → E for some sequence of Banach spaces
E1, . . . , Ek−1. Note that for every k ∈ N if E0 k→ E then E has a spreading
Schauder basis.
2) Let E1, E2 be Banach spaces with Schauder bases (e
1
n)n∈N and (e
2
n)n∈N
respectively. We will write E1−→bl E2 if (e
2
n)n∈N is a spreading model of some semi-
normalized block subsequence of (e1n)n∈N. Let E0 be a Banach space and E be a
Banach space with a Schauder basis. Similarly for some k > 1, we say that E0
k−→
bl
E,
84 HIGHER ORDER SPREADING MODELS
if there exists a sequence E1, . . . , Ek−1 of Banach spaces with Schauder bases
(e1n)n∈N, . . . , (ek−1n )n∈N respectively such that E0−→E1−→bl E2−→bl . . .−→bl Ek−1−→bl E.
Definition 8.6. Let E0, E be Banach spaces and k ∈ N. We say that E is a
k-iterated spreading model of E0 if E0
k→ E. Additionally, E is a block k-iterated
spreading model of E0 if E0
k−→
bl
E.
Under the above definition we have the following which is a direct consequence
of Theorem 8.2.
Corollary 8.7. Let X be a Banach space and E be a Banach space with
Schauder basis (en)n∈N such that X
k−→
bl
E, for some k > 1. Then (en)n∈N is a
k-spreading model of X .
Remark 8.8. A space which does not contain any ℓp, for 1 ≤ p ≤ ∞, or c0
spreading model is constructed in [29]. In the same paper it is asked if there exists
a space which does not contain any ℓp, for 1 ≤ p ≤ ∞, or c0 k-iterated spreading
model of any k ∈ N. In Chapter 14 we answer affirmatively this problem.
Remark 8.9. Let us also mention that generally the class of block k-iterated
spreading models is strictly smaller than the corresponding one of the plegma block
generated k-spreading models. In Chapter 12 we construct a space having this
property.
3. Applications to ℓp and c0 spreading models
3.1. ℓp spreading models.
Definition 8.10. Let X be a Banach space, F be a regular thin family, and
(xs)s∈F be an F -sequence in X . Also let M ∈ [N]∞ and p ∈ [1,∞). We say that
the F -subsequence (xs)s∈F↾M generates ℓp (resp. c0) as an F -spreading model if
(xs)s∈F↾M generates as an F -spreading model a sequence equivalent to the usual
basis of ℓp (resp. c0).
Remark 8.11. It is easy to see that an F -subsequence (xs)s∈F↾M generates ℓp
as an F -spreading model iff (xs)s∈F↾M generates an F -spreading model and there
exist C, c > 0 such that
c
( n∑
j=1
|aj|p
) 1
p ≤
∥∥∥ n∑
j=1
ajxsj
∥∥∥ ≤ C( n∑
j=1
|aj |p
) 1
p
for all n ∈ N, a1, . . . , an ∈ R and (sj)nj=1 plegma n-tuple in F ↾ M with s1(1) ≥
M(n). A similar remark also holds for F -subsequences which generate c0 as a
spreading model.
Proposition 8.12. LetX be a Banach space, ξ < ω1 and (en)n∈N be a nontriv-
ial sequence in SMξ(X). Assume that the space E generated by (en)n∈N contains
an isomorphic copy of ℓp (resp. c0), for some p ∈ [1,∞). Then X admits an ℓp
(resp. c0) spreading model of order ξ + 1.
Proof. Since (en)n∈N is nontrivial, we have that (en)n∈N is either a Schauder
basic or a singular spreading sequence. Suppose that (en)n∈N is Schauder basic.
Since E contains an isomorphic copy of ℓp for some p ∈ [1,∞) (resp. c0), by
standard arguments, there exists a block subsequence (zn)n∈N of (en)n∈N equivalent
to the usual basis of ℓp (resp. c0). Notice that every spreading model of (zn)n∈N is
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also equivalent to the usual basis of ℓp (resp. c0) and therefore the result follows
by Theorem 8.2 for k = 1.
Suppose that (en)n∈N is a singular spreading sequence. Let en = e′n + e be
the natural decomposition of (en)n∈N and E′ be the Banach generated by (e′n)n∈N.
Let (zn)n∈N be a sequence in E equivalent to the usual basis of ℓp (resp. c0). By
Corollary 3.14 we have that E and E′ are isomorphic and therefore there exists a
sequence (z′n)n∈N in E′ isomorphic to the usual basis of ℓp. Recall that (e′n)n∈N
is an unconditional basis for E′ and therefore the proof is complete by following
similar arguments as in the first case above of (en)n∈N being Schauder basic. 
3.2. Isometric ℓ1 and c0 spreading models. The following is one of the
well known results due to R. James (c.f. [20]).
Proposition 8.13. Let (xn)n∈N be a normalized sequence in a Banach space
X equivalent to the usual basis of ℓ1 (resp. c0). Then for every ε > 0 there exists a
block normalized subsequence (yn)n∈N of (xn)n∈N which admits lower ℓ1 constant
1− ε (resp. lower c0 constant 1− ε and upper c0 constant 1 + ε).
Using the standard diagonolization argument the above proposition yields the
following.
Proposition 8.14. Let X be a Banach space with a Schauder basis. If X
contains an isomorphic copy of ℓ1 (resp. c0) then X admits the usual basis of ℓ
1
(resp. c0) as a block generated spreading model of order one.
The above proposition, Theorem 8.2 and Remark 8.5 readily yield the following.
Corollary 8.15. Let X be a Banach space and (en)n∈N be a Schauder basic
sequence in SMξ(X), for some ξ < ω1. Suppose that the space generated by
(en)n∈N contains an isomorphic copy of ℓ1 (resp. c0). Then X admits the usual
basis of ℓ1 (resp. c0) as a (ξ + 1)-spreading model.
If in addition X has a Schauder basis then for every regular thin family F of
order ξ, M ∈ [N]∞ and F -sequence (xs)s∈F in X such that the F -subsequence
(xs)s∈F↾M generates (en)n∈N as an F -spreading model, there exist L ∈ [M ]∞ and
a G-sequence (zv)v∈G , where G = [N]1 ⊕F , which satisfy the following:
(i) The G-subsequence (zv)v∈G↾L generates the usual basis of ℓ1 (resp. c0)
as a G-spreading model. Moreover, if the F -subsequence (xs)s∈F↾M is
plegma block, then the G-subsequence (zv)v∈G↾L is also plegma block.
(ii) For every v ∈ G ↾ L there exist m ∈ N and s1, . . . , sm ∈ F such that
zv ∈< xs1 , . . . , xsm > and |sj | < |v|, for all 1 ≤ j ≤ m.
Corollary 8.16. Let X be a reflexive space. Then one of the following holds.
(i) The space X admits the usual basis of ℓ1 as a ξ-spreading model, for some
ξ < ω1.
(ii) The space X admits the usual basis of c0 as a ξ-spreading model, for some
ξ < ω1.
(iii) Every nontrivial spreading model of any order of X , generates a reflexive
space.
Moreover every Schauder basic (en)n∈N ∈ SM(X) is unconditional.
Proof. Suppose that neither (i) nor (ii) holds. Let 1 ≤ ξ < ω1 and a nontrivial
(en)n∈N ∈ SMξ(X). We will show that the space E generated by (en)n∈N is
reflexive and hence (iii) is true. First notice that the space E cannot contain an
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isomorphic copy of c0 or ℓ
1. Indeed otherwise by Corollary 8.15, the space X would
admit the usual basis of ℓ1 or c0 as a (ξ + 1)-spreading model. We distinguish two
cases. Either (en)n∈N is Schauder basic or it is singular.
If (en)n∈N is Schauder basic then by Theorem 6.7 we have that it is uncondi-
tional. Hence by James’ theorem we have that E is reflexive.
Assume that (en)n∈N is singular and let en = e′n + e be its natural decompo-
sition. Let E′ be the space generated by (e′n)n∈N. Then we have that (e′n)n∈N is
unconditional and E = E′⊕ < e >. Since E does not contain any isomorphic copy
of c0 or ℓ
1, E′ also does. Hence by James’ theorem we have that E′ is reflexive.
Since E = E′⊕ < e >, we have that E is also reflexive. 
CHAPTER 9
ℓ1 spreading models
In this chapter we study ℓ1 spreading models generated by F -sequences. In
the first section we establish the non distortion of ℓ1 spreading models and thus
we extend the corresponding known result which holds for the classical spreading
models. In the second section we present a technique of splitting a canonical tree
decomposition of an F -sequence. This technique will be used to produce plegma
block generated ℓ1 spreading models. Finally in the last section we extend the
well known dichotomy of H.P. Rosenthal concerning Cesa`ro summability and ℓ1
spreading models (see [5], [26]).
1. Almost isometric ℓ1 spreading models
Let M ∈ [N]∞, C ≥ c > 0, F be a regular thin family and (xs)s∈F be an
F -sequence in a Banach space X . We will say that the F -subsequence (xs)s∈F↾M
generates ℓ1 as an F-spreading model with constants c, C if (xs)s∈F↾M generates
an F -spreading model (en)n which is c, C isomorphic to the standard basis of ℓ1,
that is
c
n∑
j=1
|aj | ≤
∥∥∥ n∑
j=1
ajej
∥∥∥ ≤ C n∑
j=1
|aj |
for all n ∈ N and a1, . . . , an ∈ R. In particular if ‖xs‖ ≤ 1, for all s ∈ F ↾M , then
we may assume that C = 1 and in this case we will say that (xs)s∈F↾M generates
ℓ1 as an F-spreading model with constant c.
Proposition 9.1. Let M ∈ [N]∞, 1 > c > 0, F be a regular thin family and
(xs)s∈F be an F -sequence in the unit ball BX of a Banach space X . Suppose that
(xs)s∈F↾M generates ℓ1 as an F -spreading model with constant c. Then for every
ε > 0 there exist L ∈ [M ]∞ and an F -subsequence (ys)s∈F↾L in BX such that the
F -subsequence (ys)s∈F↾L generates ℓ1 as an F -spreading model with constant 1−ε.
Proof. Let (en)n∈N be the F -spreading model generated by (xs)s∈F↾M . Then
for every n ∈ N and a1, . . . , an ∈ R, we have that
c
n∑
j=1
|aj | ≤
∥∥∥ n∑
j=1
ajej
∥∥∥ ≤ n∑
j=1
|aj|
Clearly we may assume that
(12) c = inf
{∥∥∥ n∑
j=1
ajej
∥∥∥ : n ∈ N and a1, . . . , an ∈ R such that n∑
j=1
|aj | = 1
}
Let ε > 0 and choose 0 < ε′ < c such that
c− ε′
c+ 2ε′
> 1− ε
By passing to an infinite subset ofM , if it is necessary, we may assume the following:
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(a) The family F is very large in M .
(b) For every n ∈ N, a1, . . . , an ∈ [−1, 1] and every plegma n-tuple (sj)nj=1 in
F ↾M with min s1 ≥M(n),∣∣∣∣∣∥∥∥
n∑
j=1
ajxsj
∥∥∥− ∥∥∥ n∑
j=1
ajej
∥∥∥∣∣∣∣∣ < ε′
By (12), there exist k ∈ N and b1, . . . , bk ∈ [−1, 1] with
∑k
i=1 |bi| = 1 such that∥∥∥ k∑
i=1
biei
∥∥∥ < c+ ε′
Hence by (b), for every plegma k-tuple (si)
k
i=1 in F ↾ M with min s1 ≥ M(k) we
have that ∥∥∥ k∑
i=1
bixsi
∥∥∥ < c+ 2ε′
For each n ∈ N, set In = {M(n · k + 1), ...,M((n + 1) · k)}. Then obviously,
max(In) < min(In+1), |In| = k and min(In) > M(n · k). We set
L = {max In : n ∈ N} = {M((n+ 1) · k) : n ∈ N}
Since F̂ is regular and F is very large inM , it is easy to see that for every 1 ≤ i ≤ k
there exists a unique tsi ⊑ {Inj (i) : 1 ≤ j ≤ |s|} with tsi ∈ F . We set
ys =
∑k
j=1 bjxtsj
c+ 2ε′
,
for all s ∈ F ↾ L.
We claim that the F -subsequence (ys)s∈F↾L generates ℓ1 as an F -spreading
model with constant 1 − ε. Indeed, let n ∈ N, a1, . . . , an ∈ [−1, 1] and (sj)nj=1
plegma n-tuple in F ↾ L with s1(1) ≥ L(n). First notice that the n · k-tuple
(ts11 , . . . , t
s1
k , . . . , t
sn
1 , . . . , t
sn
k ) is plegma and t
s1
1 (1) ≥ min In > M(n · k). Hence∥∥∥ n∑
j=1
ajysj
∥∥∥ = ∥∥∥ n∑
j=1
aj ·
k∑
i=1
bixtsj
i
c+ 2ε′
∥∥∥ = ∥∥∥ n∑
j=1
k∑
i=1
aj
c+ 2ε′
bixtsj
i
∥∥∥
≥ (c− ε′)
n∑
j=1
k∑
i=1
|aj | · |bi|
c+ 2ε′
=
c− ε′
c+ 2ε′
n∑
j=1
|aj |
k∑
i=1
|bi| = c− ε
′
c+ 2ε′
n∑
j=1
|aj |

Remark 9.2. If we additionally assume that X has a Schauder basis then by
the above proof we have the following.
(i) If (xs)s∈F↾M is plegma block (resp. plegma disjointly supported) then
(ys)s∈F↾L is plegma block (resp. plegma disjointly supported).
(ii) If (xs)s∈F↾M admits a canonical (resp. disjoint canonical) tree decompo-
sition then the same holds for (ys)s∈F↾L.
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2. Plegma block generated ℓ1 spreading models
2.1. Splittings of canonical tree decompositions.
Definition 9.3. Let X be a Banach space with Schauder basis, F be a regular
thin family, M ∈ [N]∞ and (xs)s∈F be an F -sequence in X such that the F -
subsequence (xs)s∈F↾M admits a canonical tree decomposition (yt)t∈F̂↾M . Let G be
a thin family of finite subsets of N such that G ⊏ F ↾M . We define the G-splitting
of (xs)s∈F↾M to be the F -subsequences
(
x
(1,G)
s
)
s∈F↾M and (x
(2,G)
s )s∈F↾M , which
are defined as follows. For every s ∈ F ↾M we set
x(1,G)s =
∑
t⊑sG
yt and x
(2,G)
s =
∑
sG⊏t⊑s
yt
where sG is the unique element of G satisfying sG ⊏ s.
Remark 9.4. Under the assumptions of Definition 9.3, we easily observe the
following.
(i) For each s ∈ F ↾M , xs = x(1,G)s + x(2,G)s .
(ii) The F -subsequences (x(1,G)s )s∈F↾M and (x(2,G)s )s∈F↾M admit canonical
tree decompositions
(
y
(1,G)
t
)
t∈F̂↾M and
(
y
(2,G)
t
)
t∈F̂↾M respectively which
are of the following form. For every t ∈ Ĝ,
y
(1,G)
t = yt and y
(2,G)
t = 0
while for every t ∈ (F̂ ↾M) \ Ĝ,
y
(1,G)
t = 0 and y
(2,G)
t = yt
It is obvious that y˜t = y˜
(1,G)
t + y˜
(2,G)
t . In the sequel we will refer to(
y
(1,G)
t
)
t∈F̂↾M and
(
y
(2,G)
t
)
t∈F̂↾M as the G-splitting of (yt)t∈F̂↾M .
(iii) Assume, in addition, that the F -subsequence (xs)s∈F↾M is subordinated
with respect to the weak topology and let ϕ̂ : F̂ ↾ M → (X,w) be the
continuous map witnessing this. Then the F -subsequences (x(1,G)s )s∈F↾M
and
(
x
(2,G)
s
)
s∈F↾M are also subordinated with respect to the weak topol-
ogy. More precisely, the continuous maps ϕ̂(1,G), ϕ̂(2,G) : F̂ ↾M → (X,w)
witnessing this fact are defined as follows. For every t ∈ F̂ ↾M ,
ϕ̂(1,G)(t) =
∑
t′⊑t
y
(1,G)
t′ and ϕ̂
(2,G)(t) =
∑
t′⊑t
y
(2,G)
t′
It is immediate that ϕ̂(t) = ϕ̂(1,G)(t) + ϕ̂(2,G)(t). Moreover notice that
ϕ̂(1,G)(∅) = ϕ̂(∅) and ϕ̂(2,G)(∅) = 0
In the sequel we will refer to ϕ̂(1,G) and ϕ̂(2,G) as the G-splitting of ϕ̂.
Lemma 9.5. Let X be a Banach space with a Schauder basis. Let F be a
regular thin family, M ∈ [N]∞ and G ⊆ [M ]<∞ such that G ⊏ F ↾ M . Suppose
that the family G(M−1) = {s ∈ [N]<∞ : M(s) ∈ G} is regular thin. Let (xs)s∈F be
an F -sequence in X such that (xs)s∈F↾M admits a canonical tree decomposition.
Then every spreading model of (x
(1,G)
s )s∈F↾M belongs to SMo(G)(X).
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Proof. Let L ∈ [M ]∞ such that (x(1,G)s )s∈F↾L generates an F -spreading model
(en)n∈N. We set H = G(L−1) = {s ∈ [N]<∞ : L(s) ∈ G}. By the remarks after
Definition 1.36 we have thatH is a regular thin family with o(H) = o(G ↾ L) = o(G).
For every t ∈ H we set wt = x(1,G)s , where s ∈ F ↾ M and L(t) ⊏ s. By the
definition of (x
(1,G)
s )s∈F↾M we have that wt is well defined. It is easy to see that
(wt)t∈H generates (en)n∈N as an H-spreading model. 
By the above and Corollary 3.18 we have the following.
Corollary 9.6. Let X be a Banach space with a Schauder basis. Suppose
that SMwrc(X) contains a sequence equivalent to the usual basis of ℓ1 and let ξ0
be the minimum of all countable ordinals ξ such that SMwrcξ (X) contains such a
sequence.
Let F be regular thin of order ξ0, M ∈ [N]∞ and (xs)s∈F a weakly relatively
compact F -sequence in X such that the F -subsequence (xs)s∈F↾M generates ℓ1 as
an F -spreading model with lower constant c and admits a canonical tree decompo-
sition.
Let G ⊆ [M ]<∞ such that G ⊏ F ↾M and G(M−1) = {s ∈ [N]<∞ : M(s) ∈ G}
is regular thin with o(G) < ξ0.
Then for every L ∈ [M ]∞ there exists N ∈ [L]∞ such that (x(2,G)s )s∈F↾N
generates ℓ1 as an F -spreading model with the same lower constant c.
2.2. Plegma cuts of regular thin families. Let F be a regular thin family.
For every plegma pair (s1, s2) in F the plegma cut of s2 with respect to s1, denoted
by s2/s1 , is defined to be the set
s2/s1 = s2 ∩ {1, . . . ,max s1} = {s2(1), . . . , s2(|s1| − 1)}
It is clear that s2/s1 is an initial segment of s2 with length depending on the choice
of s1. Moreover, plegma cuts are defined for all s ∈ F with gaps between its
elements and in general they are not uniquely determined. In the sequel, we will
mainly use plegma cuts with minimum or maximal length.
Definition 9.7. Let F be regular thin and L = {ln : n ∈ N} ∈ [N]∞ such that
F is very large in L. We define
F/L =
{
s/s′ :s ∈ F ↾ L(2N) and if s = {L(2k1), . . . , L(2km)} then s′ ∈ F
and s′ ⊏ {L(1), L(2k1 + 1), . . . , L(2km + 1)}
}
Notice that F/L is well defined and consists of all plegma cuts of minimal
length and of the form s/s′ , with s ∈ F ↾ L(2N) and s′ ∈ F ↾ L. Moreover, it easy
to see that
F/L =
{
{L(k1), . . . , L(km)} : m ∈ N and
{L(k1 + 1), . . . , L(km + 1)} ∈ F(L(1)) ↾ L(2N− 1)
}
This representation of F/L yields the following.
Proposition 9.8. Let F be regular thin and L ∈ [N]∞ such that F is very
large in L. Then the following hold.
(i) The family F/L is thin and F/L ⊏ F ↾ L(2N).
(ii) The family F/L(L(2N)−1) = {s ∈ [N]<∞ : L(2s) ∈ F/L} is regular thin.
(iii) o(F/L) = o(F(l1)) < o(F), where l1 = minL.
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The next lemma uses plegma cuts of maximal length to produce plegma block
F -subsequences from F -subsequences admitting a canonical tree decomposition.
Lemma 9.9. Let X be a Banach space with a Schauder basis, F a regular thin
family and M ∈ [N]∞ such that F is very large in M . Let (xs)s∈F an F -sequence
in X , such that (xt)t∈F̂↾M admits a canonical tree decomposition (yt)t∈F̂↾M . For
every L ∈ [M ]∞ we define the F -subsequence (zLs )s∈F↾L(2N) as follows. For every
s ∈ F ↾ L(2N), with s = {L(2ρ1) < . . . < L(2ρk)}, we set s′ to be the unique initial
segment of {L(2ρ1 − 1) < . . . < L(2ρk − 1)} in F . Let s∗ = s/s′ and for every
s ∈ F ↾ L(2N), let
zLs = xs −
∑
t⊑s∗
yt =
∑
s∗⊏t⊑s
yt
Then the following are satisfied.
(a) For every L ∈ [M ]∞ the F -subsequence (zLs )s∈F↾L(2N) is plegma block.
(b) For every δ > 0 there exists L ∈ [M ]∞ such that either
(i) for every s ∈ F ↾ L(2N), ‖x(1,F/L)s ‖ ≥ δ, or
(ii) for every s ∈ F ↾ L(2N), ‖xs − zLs ‖ < δ.
Proof. (a) Let L ∈ [M ]∞ and (s1, s2) be a plegma pair in F ↾ L(2N). Then
it is easy to see that (s′1, s1, s′2, s2) is a plegma 4-tuple and therefore |s1| ≤ |s′2|.
Moreover notice that
max(s1 \ s1/s′1) = max(s1) = s1(|s1|) and min(s2 \ s2/s′2) = s2(|s′2|)
By the definition of the canonical tree decomposition we have that zs1 < zs2 .
(b) Let δ > 0. By Theorem 1.20 there exists L ∈ [M ]∞ such that either
(1) for every plegma pair (s1, s2) in F ↾ L,∥∥∥ ∑
t⊑s2/s1
yt
∥∥∥ ≥ δ
or
(2) for every plegma pair (s1, s2) in F ↾ L,∥∥∥ ∑
t⊑s2/s1
yt
∥∥∥ < δ
Assume that (1) holds. Since F/L ⊆ {s/s′ : (s′, s) ∈ Plm(F ↾ L)}, by the definition
of
(
x
(1,F/L)
s
)
s∈F↾L(2N), we get that assertion (i) of the lemma holds. Similarly it is
shown that (2) implies assertion (ii) of the lemma. 
2.3. Banach spaces admitting ℓ1 as a unique spreading model.
Theorem 9.10. Let X be a Banach space with an unconditional basis. Assume
that every plegma block generated spreading model of any order of X is equivalent
to the usual basis of ℓ1. Then every nontrivial spreading model in SMwrc(X) is
equivalent to the usual basis of ℓ1.
Proof. We proceed by induction on 1 ≤ ξ < ω1. For ξ = 1 we have the
following. Let (en)n∈N ∈ SMwrc1 (X) be nontrivial. By standard arguments or
using Corollary 6.17 there exist a block sequence (yn)∈N and y∅ ∈ X such that the
sequence (xn)n∈N, defined by xn = yn + y∅ for all n ∈ N, generates (en)n∈N as a
spreading model. Let L ∈ [N]∞ such that the subsequence (yn)n∈L generates a
spreading model (e′n)n∈N. By Corollary 5.2 we get that (e
′
n)n∈N is nontrivial. By
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our assumptions we have that (e′n)n∈N is equivalent to the usual basis of ℓ
1. By
Corollary 3.19 we have that (en)n∈N is also equivalent to the usual basis of ℓ1.
Suppose that for some ξ < ω1 we have that for every ζ < ξ, every nontrivial
spreading model in SMwrcζ (X) is equivalent to the usual basis of ℓ1. Let (en)n∈N be
a nontrivial spreading model in SMwrcξ (X). Let also F be a regular thin family of
order ξ. By Corollary 6.17 there exist M ∈ [N]∞ and an F -subsequence (xs)s∈F↾M
in X having the following properties.
(i) It generates (en)n∈N as an F -spreading model.
(ii) It is subordinated and let ϕ̂ : F̂ ↾M → be the continuous map witnessing
this.
(iii) It admits a canonical tree decomposition (yt)t∈F̂↾M .
By Corollaries 3.19 and 5.2 we may assume that y∅ = 0. Let c > 0 such that for
every s ∈ F ↾ L, ‖xs‖ > c. By Lemma 9.9 there exists L ∈ [M ]∞ such that either
(i) for every s ∈ F ↾ L(2N), ‖x(1,F/L)s ‖ ≥ c2 , or
(ii) for every s ∈ F ↾ L(2N), ‖xs − zLs ‖ < c2 .
Suppose that the first alternative holds. Then (x
(1,F/L)
s )s∈F↾L(2N) is seminor-
malized. Moreover (x
(1,F/L)
s )s∈F↾L(2N) is weakly null, since it is weakly convergent
to ϕ̂(1,G)(∅) = ϕ̂(∅) = y∅ = 0. Therefore (x(1,F/L)s )s∈F↾L(2N) does not contain any
norm convergent F -subsequence. By Theorem 5.1 we have that (x(1,F/L)s )s∈F↾L(2N)
admits an nontrivial spreading model (e′n)n∈N. Lemma 9.5 and our inductive hy-
pothesis yields that (e′n)n∈N is equivalent to the usual basis of ℓ
1. The uncondi-
tionality of the basis of X yields that (en)n∈N is equivalent to the usual basis of
ℓ1.
Suppose that the second alternative holds. Then (zLs )s∈F↾L(2N) is a seminor-
malized plegma block F -subsequence. By our assumption we have that every F -
spreading model of (zLs )s∈F↾L(2N) is equivalent to the usual basis of ℓ
1. Again the
unconditionality of the basis of X yields that (en)n∈N is equivalent to the usual
basis of ℓ1. 
2.4. Banach spaces admitting ℓ1 as a plegma block generated spread-
ing model. In this subsection we provide sufficient conditions for a Banach space
X with a Schauder basis which ensures that the ℓ1 spreading models of X also
appear as plegma block generated.
Definition 9.11. Let X be a Banach space with a Schauder basis. We say
that X satisfies the property P , if for every δ > 0 there exists k ∈ N such that for
every finite block sequence (xj)
k
j=1, with ‖xj‖ ≥ δ for all j = 1, . . . , k, we have that
‖∑kj=1 xj‖ > 1.
Remark 9.12.
(i) It is easy to see that the property P is preserved under equivalent renorm-
ings.
(ii) IfX is a Banach space with an unconditional basis (en)n∈N thenX satisfies
the property P iff c0 is not finitely block representable in X .
Theorem 9.13. Let X be a Banach space with a Schauder basis satisfying
property P . If for some ξ < ω1, ℓ1 is a ξ-spreading model of a weakly relatively
compact subset of X , then ℓ1 is plegma block generated as a ξ-spreading model.
For the proof of the above theorem we will need the following lemma.
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Lemma 9.14. Let X be a Banach space with a Schauder basis. Let F be
regular thin, M ∈ [N]∞ and 0 < c ≤ 1. Let (xs)s∈F be an F -sequence in X , such
that (xs)s∈F↾M generates ℓ1 as an F -spreading model with constant c and also
admits a canonical tree decomposition. If X does not admit ℓ1 as a plegma block
generated spreading model then for every 0 < δ < c there exists L ∈ [M ]∞ such
that ‖x(1,F/L)s ‖ ≥ δ, for all s ∈ F ↾ L(2N).
Proof. We may suppose that F is very large inM . Let 0 < δ < c. By Lemma
9.9 there exists L ∈ [M ]∞ such that either
(i) for every s ∈ F ↾ L(2N), ‖x(1,F/L)s ‖ ≥ δ, or
(ii) for every s ∈ F ↾ L(2N), ‖xs − zLs ‖ < δ.
We have to show that alternative (ii) is impossible. Indeed, otherwise we have
that every F -spreading model of (zLs )s∈F↾L(2N) is equivalent to the usual basis of ℓ1
with lower constant c− δ. This yields that ℓ1 is plegma block generated by the F -
subsequence (zLs )s∈F↾L(2N) as an F -spreading model, which is a contradiction. 
Proof of Theorem 9.13. Assume that X does not admits ℓ1 as a plegma
block generated spreading model. By Remark 2.4 and Remark 9.12 we may suppose
that the basis of X is bimonotone. Let ξ0 < ω1 be the minimum countable ordinal
ξ such that there exists a weakly relatively compact subset A of X which admits
ℓ1 as a ξ-spreading model.
Let F be regular thin of order ξ0. By Corollaries 3.19 and 6.17 there exist
M1 ∈ [N]∞ and an F -subsequence (xs)s∈F↾M1 in X having the following properties.
(i) It generates an ℓ1 F -spreading model with lower constant c.
(ii) It is subordinated with respect to the weak topology and if ϕ̂ : F̂ ↾M1 →
X is the continuous map witnessing this then ϕ̂(∅) = 0.
(iii) It admits a canonical tree decomposition.
Let 0 < δ < c and let k ∈ N such that for every finite block sequence (xj)kj=1,
with ‖xj‖ ≥ δ for all j = 1, . . . , k, ‖
∑k
j=1 xj‖ > 1.
By Lemma 9.14 there exists L1 ∈ [M1]∞ such that ‖x(1,F/L1)s ‖ ≥ δ, for all
s ∈ F ↾ L1(2N). Since o(F/L1) < ξ0, by Corollary 9.6 there exists M2 ∈ [L1(2N)]∞
such that
(
x
(2,F/L1)
s
)
s∈F↾M2 generates ℓ
1 as an F -spreading model with the same
lower constant c.
We set x2s = x
(2,F/L1)
s , for all s ∈ F ↾ M2. Following the same arguments as
above there exist L2 ∈ [M2]∞ and M3 ∈ [L2(2N)]∞ such that ‖x2(1,F/L2)s ‖ ≥ δ, for
all s ∈ F ↾ L2(2N) and
(
x
(2,F/L2)
s
)
s∈F↾M3 generates ℓ
1 as an F -spreading model
with the same lower constant c.
Notice that for every s ∈ F ↾M3, we have that
x(1,G1)s < x
2 (1,G2)
s , ‖x(1,G1)s ‖ ≥ δ and ‖x2 (1,G2)s ‖ ≥ δ
Moreover since for every s ∈ F ↾ M3 ‖xs‖ ≤ 1, ϕ̂(∅) = 0 and the basis is bi-
monotone, we have that ‖x˜(1,G1)s + x˜2 (1,G2)s ‖ ≤ 1, for all s ∈ F ↾ M3. Continuing
in the same way it is clear that after k steps the property P will lead us to a
contradiction. 
Corollary 9.15. Let X be a reflexive Banach space with a Schauder basis
satisfying property P . If for some ξ < ω1, ℓ1 is a ξ-spreading model of X then ℓ1
is a plegma block generated ξ-spreading model of X .
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Remark 9.16. As we show in Chapter 13, the assumption that the space X
satisfies property P is necessary in Theorem 9.13.
2.5. The spreading models of the Tsirelson spaces. The definition of the
Tsirelson space Tα, 1 ≤ α < ω1 makes use of the Schreier families (Sα)α<ω1 (see
Definition 1.5). For the sake of completeness we will prove the following property
concerning (Sα)α<ω1 , which will be used in the sequel.
Lemma 9.17. For every 1 ≤ α ≤ ω1, we have that S1 ⊆ Sα.
Proof. We proceed by induction on α. For α = 1 the result trivially holds.
Suppose that for some α < ω1, S1 ⊆ Sα′ , for all 1 ≤ α′ < α. If α is a successor,
α = β + 1, then by our inductive hypothesis and the definition of Sα, we have
that S1 ⊆ Sβ ⊆ Sα. In the case of a limit countable ordinal α, let (αn)n∈N be the
increasing to α sequence of countable ordinals that takes part in the definition of
Sα. Notice that Sα1 ⊆ Sα. Therefore by our inductive hypothesis we have that
S1 ⊆ Sα1 ⊆ Sα 
We ready to state the definition of the Tsirelson spaces Tα. Let α ≥ 1 be a
countable ordinal. Let Wα be the minimal subset of the algebraic dual c00(N)
# of
c00(N) satisfying the following properties:
(i) ±e∗n ∈Wα, for all n ∈ N.
(ii) For every n ∈ N and f1, . . . , fn ∈ Wα such that f1 < . . . < fn and
{min supp(fi) : 1 ≤ i ≤ n} ∈ Sα, we have that
1
2
n∑
i=1
fi ∈ Wα
It is easy to check that every element of Wa is of finite support. Moreover for every
f =
∑n
i=1 aie
∗
i ∈ Wα and F ⊆ {1, . . . , n} we have that
∑
i∈F aie
∗
i ∈ Wα. Also Wα
is symmetric, i.e. for every f ∈ Wα we have that −f ∈Wα.
Let ‖ · ‖Tα : c00(N)→ R be the norm defined as follows:
‖x‖Tα = sup{f(x) : f ∈ Wα}
The space Tα is defined to be the completion of c00(N) under the norm ‖ · ‖Tα .
It is easy to see that the usual Hamel basis (en)n∈N of c00(N) forms an uncon-
ditional basis for the space Tα. Moreover it is well known that the spaces Tα, for
all 1 ≤ α < ω1, are reflexive. Concerning the spreading models of these spaces we
have the following result.
Theorem 9.18. Let 1 ≤ α < ω1. Then every nontrivial spreading model of
any order of the space Tα is equivalent to the usual basis of ℓ
1.
By the reflexivity of the space Tα and Theorem 9.10 it suffices to show the
following proposition.
Proposition 9.19. Let 1 ≤ α < ω1, F be a regular thin family, M ∈ [N]∞
and (xs)s∈F↾M a seminormalized plegma block F -subsequence in Tα. Then every
F -spreading model of (xs)s∈F↾M is equivalent to the usual basis of ℓ1.
For the proof of Proposition 9.19 we will need the following lemma.
Lemma 9.20. Let X be a Banach space with a Schauder basis. Let F be a
regular thin family, M ∈ [N]∞ and (xs)s∈F↾M a plegma block F -subsequence in X
of nonzero elements. Then there exists L ∈ [M ]∞ such that for every s ∈ F ↾ L, if
min s = L(n) then min supp(xs) ≥ n.
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Proof. Let M ′ ∈ [M ]∞ such that F is very large in M ′ and L = M ′(2N).
Then L is the desired set. Indeed, let s ∈ F ↾ L. Let n1, . . . , n|s| ∈ N such that
s(j) = L(nj), for all 1 ≤ j ≤ |s|. Then s(j) =M ′(2nj), for all 1 ≤ j ≤ |s|. Let, for
every 1 ≤ p ≤ 2n1, sp ∈ F such that
sp ⊑
{
M ′(2nj + p− 2n1) : 1 ≤ j ≤ |s|
}
Notice that (sp)
2n1
p=1 is a plegma path and s = s2n1 . Therefore
1 ≤ min supp(xs1) < . . . < min supp(xs2n1 ) = min supp(xs)
This easily yields that min supp(xs) ≥ 2n1 ≥ n1. 
Proof of Proposition 9.19. Let c > 0 be such that ‖xs‖Tα > c, for all
s ∈ F ↾ M . We pass to a M ′ ∈ [M ]∞ such that (xs)s∈F↾M ′ generates an F -
spreading model (e′n)n∈N. By Lemma 9.20 there exists L ∈ [M ′]∞ such that for
every s ∈ F ↾ L, if min s = L(n) then min supp(xs) ≥ n. To complete the proof,
it suffices to show that for every n ∈ N, a1, . . . , an ∈ R and (sj)nj=1 ∈ Plm(F ↾ L)
with s1(1) ≥ L(n), we have that∥∥∥ n∑
j=1
ajxsj
∥∥∥
Tα
≥ c
2
n∑
j=1
|aj |
Indeed, let n ∈ N, a1, . . . , an ∈ R and (sj)nj=1 ∈ Plm(F ↾ L) with s1(1) ≥ L(n).
Since ‖xsi‖Tα > c, for all 1 ≤ i ≤ n, there exist f1, . . . , fn ∈ Wα such that
fi(xsi) > c. By the properties of Wα, we may suppose that supp(fi) ⊆ supp(xsi),
for all 1 ≤ i ≤ n. Therefore min supp(fi) ≥ min supp(xsi ), for all 1 ≤ i ≤ n. By
the choice of (xs)s∈F↾L and Lemma 9.17, it is easy to check that {min supp(xsj ) :
1 ≤ j ≤ n)} ∈ S1 ⊆ Sα. Therefore by the spreading property of Sα, we have that
{min supp(fj) : 1 ≤ j ≤ n)} ∈ Sα. Hence, if εi = sign(ai), for all 1 ≤ i ≤ n, we
have that ϕ = 12
∑n
i=1 εifi ∈Wα. Thus∥∥∥ n∑
j=1
ajxsj
∥∥∥
Tα
≥ ϕ
( n∑
j=1
ajxsj
)
≥ c
2
n∑
j=1
|aj |


CHAPTER 10
c0 spreading models
In this chapter we study c0 spreading models generated by F -sequences. In the
first section we present a combinatorial result concerning partial unconditionality
in infinitely branching trees in Banach spaces. Based on this result and using
the splitting technique of canonical tree decompositions, presented in the previous
chapter, we establish a corresponding to ℓ1 result for plegma block generated c0
spreading models. Finally in the last section we deal with the duality between c0
and ℓ1 spreading models.
1. On partial unconditionality of trees in Banach spaces
In this section we present a Ramsey result concerning partial unconditionality
in trees in Banach spaces. Our approach is related to the corresponding one stated
for sequences instead of trees and which is followed by several papers (see [3], [4],
[10], [28]).
We start with some definitions.
Definition 10.1. Let k ∈ N and ∆ = (N (1), . . . , N (k)) be a partition ofN into k
infinite disjoint sets, i.e. N (i) ∈ [N]∞ for all 1 ≤ i ≤ k, N (i)∩N (j) = ∅ for all i 6= j in
{1, . . . , k} and N = ∪ki=1N (i). For every L ∈ [N]∞ we define the modulo ∆ partition
of L as the k-tuple (L(∆,1), . . . , L(∆,k)), where L(∆,i) = L(N
(i)) for all 1 ≤ i ≤ k.
Moreover for every nonempty F ∈ [N]<∞ we define the modulo ∆ partition of F
as the k-tuple (F(∆,1), . . . , F(∆,k)), where F(∆,i) = F ({1, . . . , |F |} ∩ N (i)) for all
1 ≤ i ≤ k, and for F = ∅, ∅∆,i = ∅, for all 1 ≤ i ≤ k.
Finally we define the map i∆ : N→ {1, . . . , k} such that i∆(n) = i if n ∈ N (i),
for all n ∈ N.
Remark 10.2. It is immediate that the following are satisfied:
(∆1) For every L ∈ [N]∞ we have that L(∆,i) = {L(n) : i∆(n) = i}, for all
1 ≤ i ≤ k. Moreover ∪ki=1L(∆,i) = L and L(∆,i) ∩L(∆,j) = ∅, for all i 6= j.
(∆2) For every F ∈ [N]<∞ and every L ∈ [N]∞ with F ⊑ L we have that
F(∆,i) = L(∆,i) ∩ F ⊑ L(∆,i)
for all 1 ≤ i ≤ k. Therefore for every F ∈ [N]<∞ and every L,L′ ∈ [N]∞
with F ⊑ L and F ⊑ L′, we have that
L(∆,i) ∩ F = L′(∆,i) ∩ F = F(∆,i)
for all 1 ≤ i ≤ k.
(∆3) Let L,L′ ∈ [N]∞ and n0 ∈ N such that for every n 6= n0 in N, L(n) =
L′(n). Then
(a) For every i 6= i∆(n0) in {1, . . . , k}, L(∆,i) = L′(∆,i),
(b) L(n0) ∈ L(∆,i∆(n0)) and L′(n0) ∈ L′(∆,i∆(n0)),
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(c) L(∆,i∆(n0)) \ {L(n0)} = L′(∆,i∆(n0)) \ {L′(n0)}.
Definition 10.3. Let (yt)t∈[N]<∞ be a family of vectors in a Banach space
X . We will say that (yt)t∈[N]<∞ is a weakly null tree for every t ∈ [N]<∞, setting
Nt = {n ∈ N : n > t}, we have that (yt∪{n})n∈Nt w−→ 0. A weakly null tree
(yt)t∈[N]<∞ will be called bounded if the family (xs)s∈[N]<∞ is bounded, where
xs =
∑
t⊑s yt for all s ∈ [N]<∞.
Notation 10.4. Let N ∈ [N]∞ and G a thin family very large in N . For every
L ∈ [N ]∞ we set IG(L) to be the unique initial segment of L in G.
Definition 10.5. Let k ∈ N, ∆ = (N (1), . . . , N (k)) be a partition of N into k
infinite disjoint sets, N ∈ [N]∞, G = (G1, . . . ,Gk) be a k-tuple of thin families which
are very large in N and (yt)t∈[N]<∞ be a bounded weakly null tree in a Banach space
X . Also let ε > 0 and (δn)n∈N be a sequence of positive reals.
We will say that an infinite subset L of N is (ε, (δn)n∈N)-good (with respect to
k,∆, N,G and (yt)t∈[N]<∞) if for every x∗ ∈ BX∗ there exists y∗ ∈ BX∗ such that,
setting for 1 ≤ i ≤ k, vi = IGi(L(∆,i)), the following are satisfied.
(a)
∣∣∣(x∗ − y∗)(∑t⊑vi yt)∣∣∣ ≤ ε.
(b) For all t ∈ [L]<∞ with vi ⊏ t ⊑ L(∆,i), for some i ∈ {1, . . . , k}, we have
that
∣∣y∗(yt)∣∣ ≤ δ|t|.
The main goal of this section is to prove the next result.
Theorem 10.6. Let k,∆, N,G and (yt)t∈[N]<∞ be as in Definition 10.5. Also
let ε > 0 and (δn)n∈N be a sequence of positive reals. Then there exists M ∈ [N ]∞
such that every L ∈ [M ]∞ is (ε, (δn)n∈N)-good.
We fix for the sequel k,∆, N,G and (yt)t∈[N]<∞ as in Definition 10.5, ε > 0 and
(δn)n∈N a sequence of positive reals. Let
G =
{
L ∈ [N ]∞ : L is (ε, (δn)n∈N)-good
}
The proof of the following lemma is easy.
Lemma 10.7. The set G is closed in [N]∞.
Lemma 10.8. The set G is dense in [N ]∞, i.e. for each M ∈ [N ]∞ there exists
L ∈ G with L ∈ [M ]∞.
Lemma 10.7, Lemma 10.8 and Galvin-Prikry’s theorem yield Theorem 10.6.
Therefore it remains to show Lemma 10.8.
To this end we will need the next definition.
Definition 10.9. An F ∈ [N ]<∞ will be called G-free if for i = i∆(|F | + 1)
we have that F(∆,i) 6∈ Ĝi \ Gi.
Remark 10.10. Notice that by Def. 10.1, we have that for every F ∈ [N ]<∞
and every n ∈ N with F < n, setting F ′ = F ∪ {n},
F ′(∆,i∆(|F ′|)) = F(∆,i∆(|F |+1)) ∪ {n}
Hence if F ∈ [N ]<∞ is G-free then F ′(∆,i∆(|F ′|)) 6∈ Ĝi∆(|F ′|).
Let for every s ∈ [N]<∞, xs =
∑
t⊑s yt and K = sup{‖xs‖ : s ∈ [N]<∞}. Let
also δ0 > 0.
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Sublemma 10.11. Let F ∈ [N]<∞ be G-free and M ∈ [N ]∞ with F ⊑ M .
Also let ((at)t⊑F(∆,i))
k
i=1 and (bi)
k
i=1, i6=i0 in [−2K, 2K], where i0 = i∆(|F | + 1).
For every L′ ∈ [M ]∞ we set B∗(L′) to be the set of all x∗ ∈ BX∗ satisfying the
following.
(i) For all 1 ≤ i ≤ k and t ⊑ F(∆,i), |x∗(yt)− at| ≤ δ|t|2|F |+3 .
(ii) For all 1 ≤ i ≤ k with i 6= i0, |x∗(
∑
F(∆,i)⊏t⊑v′i yt) − bi| ≤
ε
2|F |+3
, where
v′i = IGi(L
′
(∆,i)).
Then there exists L ∈ [M ]∞ with F ⊑ L such that for every L′ ∈ [L]∞ with F ⊑ L′
and every x∗ ∈ B∗(L′) there exists y∗ ∈ B∗(L′) such that
|y∗(yF(∆,i0)∪{L′(|F |+1)})| ≤
δ|F(∆,i0)|+1
2|F |+1
Proof. We set A to be the set of all L′ in [M ]∞ with F ⊏ L′ such that for
every x∗ ∈ B∗(L′) there exists y∗ ∈ B∗(L′) such that
|y∗(yF(∆,i0)∪{L′(|F |+1)})| ≤
δ|F(∆,i0)|+1
2|F |+1
By property (∆2) it is easy to see that the set A is open (actually it is clopen).
Hence by Galvin-Prikry’s theorem there exists L in [M ]∞ with F ⊏ L such that
either L′ ∈ A for all L′ ∈ [L]∞ with F ⊏ L′, or L′ 6∈ A for all L′ ∈ [L]∞ with
F ⊏ L′. We will show that the second alternative is impossible.
Indeed suppose that L′ 6∈ A for all L′ ∈ [L]∞ with F ⊏ L′. Then for each
L′ ∈ [L]∞ with F ⊏ L′ we have that B∗(L′) 6= ∅ and for every y∗ ∈ B∗(L′)
|y∗(yF(∆,i0)∪{L′(|F |+1)})| >
δ|F(∆,i0)|+1
2|F |+1
Let P = L \ F = {p1 < p2 < . . .}. For every n ∈ N and 1 ≤ j ≤ n we set
L′n,j = F ∪ {pj} ∪ {pl : l > n}
By property (∆3) we have that for every n ∈ N and 1 ≤ j1, j2 ≤ n, B∗(L′n,j1) =
B∗(L′n,j2). Hence for every n ∈ N there exists y∗n ∈ BX∗ such that
|y∗n(yF(∆,i0)∪{pj})| = |y
∗
n(yF(∆,i0)∪{L′n,j(|F |+1)})| >
δ|F(∆,i0)|+1
2|F |+1
for all 1 ≤ j ≤ n. Let y∗ be a w∗-limit of (y∗n)n∈N. Then
|y∗(yF(∆,i0)∪{pj})| ≥
δ|F(∆,i0)|+1
2|F |+1
which is a contradiction since (yF(∆,i0)∪{n})n>F(∆,i0) is weakly null. 
Corollary 10.12. Let F ∈ [N]<∞ be G-free and M ∈ [N ]∞ with F ⊑ M .
Then there exists L ∈ [M ]∞ with F ⊏ L such that for every L′ ∈ [M ]∞ with
F ⊏ L′ and x∗ ∈ BX∗ there exists y∗ ∈ BX∗ satisfying the following.
(i) For all 1 ≤ i ≤ k and t ⊑ F(∆,i), |x∗(yt)− y∗(yt)| ≤ δ|t|2|F |+2 .
(ii) For all 1 ≤ i ≤ k with i 6= i0,∣∣∣(x∗ − y∗)( ∑
F(∆,i)⊏t⊑v′i
yt
)∣∣∣ ≤ ε
2|F |+2
where v′i = IGi(L
′
(∆,i)).
(iii) |y∗(yF(∆,i0)∪{L′(|F |+1)})| ≤
δ|F(∆,i0)|+1
2|F |+1
.
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Proof. For every 1 ≤ i ≤ k and t ⊑ F(∆,i) let At be a δ|t|2|F |+3 -net of [−2K, 2K].
For every 1 ≤ i ≤ k with i 6= i0 let Bi be a ε2|F |+3 -net of [−2K, 2K]. Let
(((aqt )t⊑F(∆,i))
k
i=1, (b
q
i )
k
i=1, i6=i0)
m
q=1
be an enumeration of the set (
∏k
i=1(
∏
t⊑F(∆,i) At))×(
∏k
i=1, i6=i0 Bi). We set L0 =M
and inductively for q = 1, . . . ,m, using Sublemma 10.11 for ((aqt )t⊑F(∆,i))
k
i=1 and
(bqi )
k
i=1, i6=i0 , we construct a decreasing sequence of infinite subsets (Lq)
m
q=1 of L0
with F ⊏ Lq, for all 1 ≤ q ≤ m. It is easy to check that Lm is the desired set. 
Proof of Lemma 10.8. We may suppose that (δn)
∞
n=1 is a decreasing se-
quence and
∑∞
n=1 δn < ε. Let also δ1 < δ0 < ε/2 and M = M1 ∈ [N ]∞. Let F1
be the ⊑-minimal initial segment of M1 which is G-free. Applying Corollary 10.12
we obtain M2 ∈ [M1]∞ with F1 ⊏ M2 satisfying the conclusion of Corollary 10.12
for F = F1 and L = M2. In the same way we construct by induction a sequence
(Fn)n ∈ N in [M1]<∞ and a sequence (Mn)n∈N in [M1]∞ satisfying the following
for every n ∈ N.
(i) For every n ∈ N, Fn ⊏Mn.
(ii) For every n ∈ N, Fn ⊏ Fn+1 and Mn+1 ∈ [Mn]∞.
(iii) For every n ∈ N, the conclusion of Corollary 10.12 is satisfied for F = Fn
and L =Mn+1.
We set L = ∪∞n=1Fn. We claim that L is (ε, (δn)n∈N)-good. Indeed, let x∗ ∈
BX∗ and set y
∗
0 = x
∗. For every 1 ≤ i ≤ k let vi be the unique element of Gi such
that vi ⊏ L(∆,i). For every n ∈ N we set
tni = vi ∩ Fn = vi ∩ (Fn)(∆,i)
and for every 1 ≤ i ≤ k and vi ⊏ t ⊏ L(∆,i) we set
nt = min
{
n ∈ N : t ⊆ L|(|Fn|+ 1)
}
Notice that
t = (Fnt)(∆,i) ∪ {L(|Fnt |+ 1)}
for all 1 ≤ i ≤ k and vi ⊏ t ⊏ L(∆,i). Finally let, for every n ∈ N, in = i∆(|Fn|+1).
By the construction of (Fn)n∈N we may inductively choose a sequence (y∗n)n∈N
in BX∗ such that for every n ∈ N the following are satisfied:
(i) For all 1 ≤ i ≤ k and t ⊑ (Fn)(∆,i), |y∗n−1(yt)− y∗n(yt)| ≤ δ|t|2|Fn|+2 .
(ii) For all 1 ≤ i ≤ k with i 6= in,∣∣∣(y∗n−1 − y∗n)(xvi − xtni )∣∣∣ = ∣∣∣(y∗n−1 − y∗n)( ∑
(Fn)(∆,i)⊏t⊑vni
yt
)∣∣∣ ≤ ε
2|Fn|+2
(iii) |y∗n(y(Fn)(∆,in)∪{L(|Fn|+1)})| ≤
δ|(Fn)(∆,in)|+1
2|Fn|+1
.
By (i) and (ii) we have that for every n ∈ N and 1 ≤ i ≤ k,
|(y∗n−1 − y∗n)(xvi )| ≤ |(y∗n−1 − y∗n)(xvi − xtni )|+
∑
t⊑tn
i
|(y∗n−1 − y∗n)(yt)|
≤ ε
2|Fn|+2
+
∑
t⊑tni
δ|t|
2|Fn|+2
<
ε
2|Fn|+1
S. A. ARGYROS, V. KANELLOPOULOS AND K. TYROS 101
This yields that |(x∗ − y∗n)(xvi)| < ε, for all n ∈ N. By (iii) and the definition of
the natural number nt, we have that for every 1 ≤ i ≤ k and every vi ⊏ t ⊏ L(∆,i),
|y∗nt(yt)| ≤
δ|(Fnt)(∆,i0)|+1
2|Fnt |+1
=
δ|t|
2|Fnt |+1
Hence by (i) and (iii) for every 1 ≤ i ≤ k, every vi ⊏ t ⊏ L(∆,i) and n > nt, we
have that t ⊑ (Fm)(∆,i), for all nt < m ≤ n, and
|y∗n(yt)| ≤ |y∗nt(yt)|+
n∑
m=nt+1
|(y∗m−1 − y∗m)(yt)|
≤ δ|t|
2|Fnt |+1
+
δ|t|
2|Fm|+2
≤ δ|t|
Let y∗ be a w∗-limit of (yn)n∈N. Then y∗ ∈ BX∗ and for each 1 ≤ i ≤ k,
(a)
∣∣∣(x∗ − y∗)(xvi )∣∣∣ ≤ ε.
(b) For all t ∈ [L]<∞ with vi ⊏ t ⊏ L(∆,i), for some i ∈ {1, . . . , k}, we have
that
∣∣y∗(yt)∣∣ ≤ δ|t|.
Since for every x∗ ∈ BX∗ there exists y∗ ∈ BX∗ satisfying (a) and (b), we have that
L is (ε, (δn)n∈N)-good. 
2. Dominated spreading models
Theorem 10.13. Let F ,G be regular thin families and N ∈ [N]∞ such that
G ↾ N ⊏ F ↾ N . Let (xs)s∈F be a bounded F -sequence in a Banach space X such
that the F -subsequence (xs)s∈F↾N is subordinated and let ϕ̂ : F̂ ↾ N → (X,w) be
the continuous map witnessing this. For every v ∈ G ↾ N , let zv = ϕ̂(v). Suppose
that (xs)s∈F↾N and (zv)v∈G↾N generate (e1n)n∈N and (e
2
n)n∈N as spreading models
respectively. Then for every k ∈ N and a1, . . . , ak ∈ R we have that∥∥∥ k∑
j=1
aje
2
j
∥∥∥ ≤ ∥∥∥ k∑
j=1
aje
1
j
∥∥∥
The proof of the above theorem relies on a series of lemmas which are presented
below.
Lemma 10.14. Let k ∈ N and ε > 0. Then there exists M ∈ [N ]∞ such that
for every plegma k-tuple (sj)
k
j=1 in F ↾M and a1, . . . , ak ∈ R, we have that∥∥∥ k∑
j=1
ajxsj
∥∥∥ ≥ ∥∥∥ k∑
j=1
ajzvj
∥∥∥− ε k∑
j=1
|aj |
where for each 1 ≤ j ≤ k, vj is the unique element in G such that vj ⊏ sj .
Proof. We define a bounded weakly null tree (yt)t∈[N]<∞ as follows. For each
t 6∈ F̂ ↾ N we set yt = 0. We also set y∅ = ϕ̂(∅) and for each nonempty t ∈ F̂ ↾ N
we set yt = ϕ̂(t)− ϕ̂(t∗), where t∗ = t \ {max t}. It is immediate that (yt)t∈[N]<∞ is
a bounded weakly null tree. Let ε > 0 and (δn)n∈N be a decreasing null sequence of
positive reals such that
∑∞
n=1 δn <
ε
2 . Let k ∈ N and ∆k = (N
(1)
k , . . . , N
(k)
k ) be the
partition of N into disjoint infinite sets such that N
(j)
k = {n ∈ N : n = j(modk)},
for all 1 ≤ j < k, and N (k)k = {n ∈ N : n = 0(modk)}. Applying Theorem 10.6
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for k,∆k, N, (G, . . . ,G), (yt)t∈[N]<∞ , ε2 and (δn)n∈N, we obtain M ′ ∈ [N ]∞ such that
every L ∈ [M ′]∞ is ( ε2 , (δn)n∈N)-good.
We set M = {M ′(k · n) : n ∈ N}. It is easy to check that for every plegma
k-tuple (sj)
k
j=1 in F ↾ M there exists L ∈ [M ′]∞ such that sj ⊏ L(∆k,j), for all
1 ≤ j ≤ k. The set M is the desired one.
Indeed, let a1, . . . , ak ∈ R and (sj)kj=1 be a plegma k-tuple in F ↾ M . Let
L ∈ [M ′]∞ such that sj ⊏ L(∆k,j), for all 1 ≤ j ≤ k. Let also for each 1 ≤ j ≤ k, vj
the unique element in G such that vj ⊏ sj . Then for every x∗ ∈ BX∗ there exists
y∗ ∈ BX∗ such that for every 1 ≤ j ≤ k
(i) |x∗(zvj )− y∗(zvj )| ≤ ε2 and
(ii) |y∗(yt)| ≤ δ|t|, for all t ⊐ vj .
By (ii) and the choice of the family (yt)t∈[N]<∞ it is easy to see that
|y∗(xsj − zvj )| ≤
ε
2
for all 1 ≤ j ≤ k. Therefore we have that∣∣∣y∗( k∑
j=1
ajxsj
)∣∣∣ ≥ ∣∣∣y∗( k∑
j=1
ajzvj
)∣∣∣− ε
2
k∑
j=1
|aj |
≥
∣∣∣x∗( k∑
j=1
ajzvj
)∣∣∣− ε k∑
j=1
|aj |
(13)
Since for every x∗ ∈ BX∗ there exists y∗ ∈ BX∗ which satisfies (13), we have that∥∥∥ k∑
j=1
ajxsj
∥∥∥ ≥ ∥∥∥ k∑
j=1
ajzvj
∥∥∥− ε k∑
j=1
|aj |

Lemma 10.15. For every (εn)n∈N decreasing null sequence of positive reals,
there existsM ∈ [N ]∞ such that for every k ≤ l in N, every plegma k-tuple (sj)kj=1
in F ↾M with s1(1) =M(l) and a1, . . . , ak ∈ R we have that∥∥∥ k∑
j=1
ajxsj
∥∥∥ ≥ ∥∥∥ k∑
j=1
ajzvj
∥∥∥− εl k∑
j=1
|aj |
where for each 1 ≤ j ≤ k, vj is the unique element in G such that vj ⊏ sj .
Proof. Using Lemma 10.14 we inductively construct a decreasing sequence
(Ml)l∈N in [N ]∞ such that for every l ∈ N we have that for every 1 ≤ k ≤ l, every
plegma k-tuple (sj)
k
j=1 in F ↾Ml and a1, . . . , ak ∈ R∥∥∥ k∑
j=1
ajxsj
∥∥∥ ≥ ∥∥∥ k∑
j=1
ajzvj
∥∥∥− εl k∑
j=1
|aj |
where for each 1 ≤ j ≤ k, vj is the unique element in G such that vj ⊏ sj . Let
M ∈ [N ]∞ such that M(l) ∈ Ml, for all l ∈ N. It is easy to check that M is the
desired set. 
By the above lemma the proof of Theorem 10.13 is immediate.
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3. Plegma block generated c0 spreading models
In this section we show that if X is a Banach space with a Schauder basis and
SMwrc(X) contains a sequence equivalent to the usual basis of c0, thenX admits c0
as a plegma block generated spreading model. We start with the following lemma.
Lemma 10.16. Let X be a Banach space with a Schauder basis such that
SMwrc(X) contains a sequence equivalent to the usual basis of c0 and let ξ0 be the
minimum countable ordinal ξ such that SMwrcξ (X) contains such a sequence.
Let F be a regular thin family of order ξ0, M ∈ [N]∞ and (xs)s∈F be a weakly
relatively compact F -sequence in X such that (xs)s∈F↾M generates c0 as an F -
spreading model. Then for every sequence (δn)n∈N of positive real numbers there
exist N ∈ [M ]∞ and an F -subsequence (zs)s∈F↾N such that the following are
satisfied:
(i) For every s ∈ F ↾ N if min s = N(n), then ‖zs − xs‖ < δn.
(ii) For every plegma pair (s1, s2) in F ↾ N we have that zs1 < zs2 , that is
(zs)s∈F↾N is a plegma block subsequence.
Proof. We may suppose that F is very large in M . By Proposition 4.15 we
may suppose that (xs)s∈F↾M is subordinated and let ϕ̂ : F̂ ↾ L → (X,w) be the
continuous map witnessing this. Since (xs)s∈F↾L generates an F -spreading model
which is Schauder basic and not equivalent to the usual basis of ℓ1, by Lemma
6.5, we have that ϕ̂(∅) = 0. By Theorem 6.15 there exist L ∈ [M ]∞ and an
F -subsequence (x˜s)s∈F↾L in X satisfying the following.
(i) For every s ∈ F ↾ L, ‖xs − x˜s‖ < δn/2, where min s = L(n).
(ii) The F -subsequence (x˜s)s∈F↾L is subordinated with respect to the weak
topology of X . Moreover, if ϕ˜ : F̂ ↾ L → (X,w) is the continuous map
witnessing this, then ϕ˜(∅) = ϕ̂(∅) = 0.
(iii) The F -subsequence (x˜s)s∈F↾L admits a canonical tree decomposition
(y˜t)t∈F↾L.
Claim: For every δ > 0 and L′ ∈ [L]∞ there exists L′′ ∈ [L′]∞ such that for
every plegma pair (s1, s2) in F ↾ L′′ we have that∥∥∥ ∑
t⊑s2/s1
y˜t
∥∥∥ < δ
where s2/s1 = s2 ∩ {1, . . . ,max s1}.
Proof of the Claim. Let δ > 0 and L′ ∈ [L]∞. Then by Theorem 1.20
there exists L′′ ∈ [L′]∞ such that either∥∥∥ ∑
t⊑s2/s1
y˜t
∥∥∥ < δ
for every plegma pair (s1, s2) in F ↾ L′′, or∥∥∥ ∑
t⊑s2/s1
y˜t
∥∥∥ ≥ δ
for every plegma pair (s1, s2) in F ↾ L′′. We will show that the second alter-
native is impossible. Otherwise let G = F/L′′ (see Definition 9.7) and notice
that
(
x˜
(1,G)
s
)
s∈F↾L′′(2N) is seminormalized. Moreover
(
x˜
(1,G)
s
)
s∈F↾L′′(2N) is subor-
dinated with ϕ˜(1,G)(∅) = ϕ˜(∅) = 0. Let (en)n∈N be an F -spreading model of
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x˜
(1,G)
s
)
s∈F↾L′′(2N). Therefore by Theorem 5.4 we have that (en)n∈N is nontrivial
and unconditional. The latter, by Proposition 10.13, yields that (en)n∈N is equiv-
alent to the usual basis of c0. By Lemma 9.5 we contradict the assumption of the
minimality of ξ0. 
Using the above claim we inductively construct a decreasing sequence (Ln)n∈N
in [L]∞ such that for every n ∈ N and every plegma pair (s1, s2) in F ↾ Ln we have
that ∥∥∥ ∑
t⊑s2/s1
y˜t
∥∥∥ < δn/2
Let L∞ ∈ [L]∞ such that L∞(n) ∈ Ln, for all n ∈ N. We set N = L∞(2N). Let
(zNs )s∈F↾N defined as in Lemma 9.9 (with N in place of L). Then (z
N
s )s∈F↾N is
plegma block. Moreover for every s ∈ F ↾ N with min s = N(n) − L∞(2N) we
easily conclude that ‖zNs − x˜s‖ < δn2 and therefore ‖zNs − xs‖ < δn. 
Remark 10.17. It is easy to see that (zs)s∈F↾N generates the same F -spreading
model as the F -subsequence (xs)s∈F↾M .
Theorem 10.18. Let X be a Banach space with a Schauder basis. For every
ξ < ω1 we have that if SMwrcξ (X) contains a sequence equivalent to the usual basis
of c0, then X admits c0 as a plegma block generated ξ-spreading model.
4. Duality of c0 and ℓ
1 spreading models
The main aim of this section Theorem 10.26 which generalize the classical fact
that if a Banach space admits c0 as a spreading model then its dual admits ℓ
1 as a
spreading model.
Definition 10.19. Let X be a Banach space, c > 0, F a regular thin family,
M ∈ [N]∞, (xs)s∈F a normalized F -sequence in X and (x∗s)s∈F a bounded F -
sequence in X∗. We will say that (xs)s∈F↾M and (x∗s)s∈F↾M are ℓ
1-associated over
c if for every k ∈ N, a1, . . . , ak ∈ R and every plegma k-tuple (sj)kj=1 in F ↾ M
with s1(1) ≥M(k) we have that
k∑
j=1
ajx
∗
sj
( k∑
j=1
sign(aj)xsj
)
≥ c
k∑
j=1
|aj |
We will say that (xs)s∈F↾M and (x∗s)s∈F↾M are ℓ
1-associated if there exists c > 0
such that (xs)s∈F↾M and (x∗s)s∈F↾M are ℓ1-associated over c.
Remark 10.20. Suppose that (xs)s∈F↾M and (x∗s)s∈F↾M are ℓ
1-associated.
Then if (xs)s∈F↾M generates c0 as an F -spreading model, then it is easy to see
that every F -spreading model admitted by (x∗s)s∈F↾M is ℓ1.
Definition 10.21. Let X be a Banach space, F a regular thin family, M ∈
[N]∞, (xs)s∈F a normalized F -sequence in X and (x∗s)s∈F a bounded F -sequence
in X∗. The F -subsequence (x∗s)s∈F↾M is called biorthogonal to (xs)s∈F↾M if for
every k ∈ N and every plegma k-tuple (sj)kj=1 in F ↾ M with s1(1) ≥ M(k) we
have that
x∗sj (xsi) = δij , for all i, j ∈ {1, . . . , k}
Remark 10.22. It is immediate that if (x∗s)s∈F↾M is biorthogonal to (xs)s∈F↾M
then (xs)s∈F↾M and (x∗s)s∈F↾M are ℓ
1-associated over 1.
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Lemma 10.23. Let X be a Banach space with a Schauder basis (en)n∈N, F a
regular thin family, M ∈ [N]∞ and (xs)s∈F a normalized plegma block F -sequence
in X . Then there exists an F -subsequence (x∗s)s∈F↾M biorthogonal to (xs)s∈F↾M
with respect to (e∗n)n∈N.
Proof. By Hahn-Banach theorem, for every s ∈ F ↾M there exists x˜∗s ∈ BX∗
such that x˜∗s(xs) = ‖xs‖ = 1. For every s ∈ F ↾M we set
x∗s =
∑
n∈range(xs)
x˜∗s(en)e
∗
n
where range(xs) = {min(supp(xs)), . . . ,max(supp(xs))}. It is easy to check that
(x∗s)s∈F↾M satisfies the conclusion of the lemma. 
Proposition 10.24. Let X be a Banach space with a Schauder basis (en)n∈N.
If for some ξ < ω1 the set SMwrcξ (X) contains a sequence equivalent to the usual
basis of c0, then < (e∗n)n∈N > admits l
1 as a plegma block generated ξ-spreading
model.
Proof. By Theorem 10.18 there exist a regular thin family F of order ξ,
M ∈ [N]∞ and (xs)s∈F an F -sequence in X such that (xs)s∈F↾M plegma block
generates c0 as an F -spreading model. We may also assume that (xs)s∈F↾M is
normalized. By Lemma 10.23 there exists a bounded F -subsequence (x∗s)s∈F↾M
biorthogonal to (xs)s∈F↾M which is plegma block with respect to (e∗n)n∈N. By
Remarks 10.22 and 10.20 we have that (x∗s)s∈F↾M admits ℓ1 as an F -spreading
model. 
Lemma 10.25. Let X be a Banach space, F a regular thin family, M ∈ [N]∞,
(xs)s∈F a normalized F -sequence in X and (x∗s)s∈F a bounded F -sequence in X∗
such that (xs)s∈F↾M and (x∗s)s∈F↾M are ℓ
1-associated over c, for some c > 0. Let
(δn)n∈N a sequence of positive reals and (zs)s∈F a normalized F -sequence in X
such that ‖xs − zs‖ ≤ δn, for all n ∈ N and s ∈ F ↾ M with min s = M(n). If∑∞
n=1 δn <
c
2K , where K = sup{‖x∗s‖ : s ∈ F ↾M} then (zs)s∈F↾M and (x∗s)s∈F↾M
are ℓ1-associated over c/2.
Proof. Indeed, for every k ∈ N, a1, . . . , ak ∈ R and every plegma k-tuple
(sj)
k
j=1 in F ↾M with s1(1) ≥M(k) we have that
k∑
j=1
ajx
∗
sj
( k∑
j=1
sign(aj)zsj
)
≥
k∑
j=1
ajx
∗
sj
( k∑
j=1
sign(aj)xsj
)
−
k∑
j=1
|aj | · ‖x∗sj‖
∥∥∥ k∑
i=1
‖zsi − xsi
∥∥∥
≥ c
2
k∑
j=1
|aj|

Theorem 10.26. Let X be a Banach space. If for some ξ < ω1 the set
SMwrcξ (X) contains a sequence equivalent to the usual basis of c0, then X∗ admits
l1 as a ξ-spreading model.
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Proof. Let ξ0 be the minimum countable ordinal ξ such that SMwrcξ (X)
contains a sequence equivalent to the usual basis of c0. Notice that it suffices to
prove the theorem for ξ = ξ0. Let F be a regular thin family of order ξ0, M ∈ [N]∞
and (xs)s∈F a weakly relatively compact F -sequence in X such that (xs)s∈F↾M
generates c0 as an F -spreading model. Observe that we may also assume that
(xs)s∈F is normalized. Let Y be a separable (closed) subspace of X such that
{xs : s ∈ F} ⊆ Y and T : Y → C[0, 1] an isometric (linear) embedding. Let
(en)n∈N be as Schauder basis of C[0, 1]. Then (T (xs))s∈F is a normalized weakly
relatively compact F -sequence in C[0, 1]. Let (δn)n∈N be a sequence of positive reals
such that
∑∞
n=1 δn < ∞. By Lemma 10.16 there exist L1 ∈ [M ]∞ and (z˜s)s∈F↾L1
such that the following are satisfied:
(i) For every s ∈ F ↾ L1, if min s = L1(l), then ‖z˜s − T (xs)‖ < δl2 .
(ii) For every plegma pair (s1, s2) in F ↾ L1 we have that z˜s1 < z˜s2 .
For every s ∈ F ↾ L1 we set zs = z˜s‖z˜s‖ . Then (zs)s∈F↾L1 is a normalized F -
subsequence such that
(a) For every s ∈ F ↾ L1, if min s = L1(l), then ‖zs − T (xs)‖ < δl.
(b) For every plegma pair (s1, s2) in F ↾ L1 we have that zs1 < zs2 .
By Lemma 10.23 there exists an F -subsequence (z∗s )s∈F↾L1 in (C[0, 1])∗ biorthog-
onal to (zs)s∈F↾L1 . By Remark 10.22 we have that (zs)s∈F↾L1 and (z∗s )s∈F↾L1
are ℓ1-associated over 1. Let K = sup{‖z∗s‖ : s ∈ F ↾ L1}, n0 ∈ N such that∑∞
n=n0
δn <
1
2K and L = {L1(n) : n ≥ n0}. By Lemma 10.25 (T (xs))s∈F↾L
and (z∗s )s∈F↾L are ℓ1-associated over
1
2 . This easily yields that (xs)s∈F↾L and
(T ∗(z∗s ))s∈F↾L are ℓ
1-associated over 12 . Notice that (T
∗(z∗s ))s∈F↾L is a bounded
F -subsequence in Y ∗. For every s ∈ F ↾ L, by Hahn-Banach theorem there exists
x∗s ∈ X∗ such that ‖x∗s‖ = ‖T ∗(z∗s )‖ and x∗s |Y = T ∗(z∗s )|Y . Therefore (x∗s)s∈F↾L is
a bounded F -subsequence in X∗ and (xs)s∈F↾L, (x∗s)s∈F↾L are ℓ1-associated (over
1
2 ). Hence by Remark 10.20 we have that (x
∗
s)s∈F↾L admits ℓ1 as an F -spreading
model. 
CHAPTER 11
Establishing the hierarchy of spreading models
In this chapter we deal with the problem of the existence of spaces X admitting
ℓ1 as ξ-spreading model but not less. We present two examples. The first one an-
swers the problem for ξ < ω and the second concerns transfinite countable ordinals.
(Anafora gia to mikro gia ta mikris taksis)
1. Spaces admitting ℓ1 as ξ-spreading model but not less
In this section we show that for every countable ordinal ξ there exists a reflexive
space Xξ with an unconditional basis satisfying the following properties:
(i) The space Xξ admits ℓ
1 as a ξ-spreading model.
(ii) For every ordinal ζ such that ζ + 2 < ξ, the space Xξ does not admit ℓ
1
as a ζ-spreading model.
Therefore, if ξ is a limit countable ordinal, then Xξ is the minimum countable
ordinal ζ such that SMζ(Xξ) contains a sequence equivalent to the usual basis of
ℓ1.
1.1. The definition of the space Xξ. Let ξ < ω1 and F be a regular thin
family of order ξ. We define the norm ‖ · ‖ : c00(F)→ R by setting
‖x‖ = sup
{( d∑
i=1
( li∑
j=1
|x(tij)|
)2) 12
: d ∈ N, (t1j )l1j=1, . . . , (tdj )ldj=1 ∈ Plm(F) and
for every 1 ≤ i1 < i2 ≤ d,
{ti1j : 1 ≤ j ≤ li1} ∩ {ti2j : 1 ≤ j ≤ li2} = ∅
}
for all x ∈ c00(F). We define Xξ = (c00(F), ‖ · ‖). It is easy to see that a norming
set for this space is the smallest W ⊆ c00(F)# such that the following are satisfied:
(i) For every d ∈ N, every plegma d-tuple (tj)dj=1 in F and ε1, . . . , εd ∈ {0, 1},
the functional f =
∑d
j=1(−1)εje∗tj belongs to W and is called of type I.
(ii) For every d ∈ N, f1, . . . , fd ∈ W of type I with disjoint supports and
a1, . . . , ad ∈ R with
∑d
j=1 a
2
j ≤ 1, the functional ϕ =
∑d
j=1 ajfj belongs
to W and is called of type II.
It is immediate by the definition of the space Xξ that its natural basis (es)s∈F is
unconditional. Our first aim is to prove that the space Xξ does not contain any
isomorphic copy of ℓ1. To this end we need the following notation and lemmas.
Notation 11.1. Let (xn)n∈N be a sequence of finite supported vectors in Xξ.
We say that (xn)n∈N is an F -block sequence if for every n ∈ N,
max{max t : t ∈ supp(xn)} < min{min t : t ∈ supp(xn+1)}
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The following lemma is immediate by the definition of the norm ‖ · ‖ and the
observation that if (xn)n∈N is an F -block sequence in Xξ, then for every n,m ∈ N,
with n 6= m, there does not exist any plegma pair (s1, s2), such that s1 ∈ supp(xn)
and s2 ∈ supp(xm).
Lemma 11.2. Every seminormalized F -block sequence in Xξ is equivalent to
the usual basis of ℓ2.
For every l ∈ N we recall that F[l] = {s ∈ F : min s = l}. We define Xl =
< (es)s∈F[l] >
‖·‖
and Pl : Xξ → Xl such that for every x ∈ c00(F), Pl(x) =∑
s∈F[l](x). Since for every l ∈ N there does not exist any plegma pair in F[l], the
space Xl is isometric to ℓ
2. Hence for every l ∈ N the space Xl is reflexive.
Proposition 11.3. Every subspace Z of Xξ contains a further subspace W
such that either there exists l0 ∈ N such that Pl0 |W is an isomorphic embedding,
or W is an isomorphic copy of ℓ2.
Proof. Either there exists an l0 ∈ N such that the operator Pl0 |Z : Z → Xl0
is not strictly singular or for every l ∈ N the operator Pl0 |Z : Z → Xl0 is strictly
singular. In the first case it is immediate that there exists W infinite dimensional
subspace of Z such that the operator Pl0 |W is an isomorphic embedding.
Suppose that the second case occurs. Let (εn)n∈N be a sequence of positive
reals such that
∑∞
n=1 εn <
1
3 . By induction we construct an F -block sequence
(w˜n)n∈N and a sequence (wn)n∈N in SZ such that ‖wn − w˜n‖ < εn, for all n ∈ N.
Let w1 ∈ SZ and w˜1 ∈ c00(F) such that ‖w1− w˜1‖ < ε1. Suppose that (wi)ni=1 and
(w˜i)
n
i=1 have been chosen. Let l0 = max{max s : s ∈ supp(w˜n)}. Since, for every
1 ≤ l ≤ l0, the operator Pl|Z is strictly singular, there exists a subspace W of Z
such that ‖Pl|W ‖ < εn+12l0 , for all 1 ≤ l ≤ l0. Let wn+1 ∈ SW and w′n+1 = wn+1 −∑l0
l=1 Pl(wn+1). Pick also w˜n+1 ∈ c00([N]k) such that supp(w˜n+1) ⊆ supp(w′n+1)
and ‖w′n+1− w˜n+1‖ < εn+12 . One can easily check that ‖wn+1− w˜n+1‖ < εn+1 and
max{max s : s ∈ supp(w˜n)} < min{min s : s ∈ supp(w˜n+1)}.
It is immediate that the sequence (w˜n)n∈N is 1-unconditional and seminormal-
ized. By the choice of the sequence (εn)n∈N we have that the sequences (w˜n)n∈N
and (wn)n∈N are equivalent. By Lemma 11.2 the sequence (w˜n)n∈N is equivalent
to the usual basis of ℓ2. Hence the subspace < (wn)n∈N > consists an isomorphic
copy of ℓ2. 
Corollary 11.4. The space Xξ is ℓ
2 saturated.
Since the natural basis (es)s∈F of the space Xξ is unconditional, using James’
theorem ([20]) and the above corollary we get the following.
Corollary 11.5. The space Xξ is reflexive.
We close this section with the following proposition which will be used in the
next subsection.
Proposition 11.6. Let G be a regular thin family, M ∈ [N]∞ and (xs)s∈G a
seminormalized G-sequence in Xξ satisfying the following:
(i) The G-subsequence is plegma disjointly supported.
(ii) There exists K ∈ N such that max{t(1) : t ∈ supp(xs)} ≤ K for all
s ∈ G ↾M .
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Then every G-spreading model admitted by (xs)s∈G↾M is equivalent to the usual
basis of ℓ2.
Proof. Let c, C > 0 such that c ≤ ‖xs‖ ≤ C. Let also L ∈ [M ]∞ such that
the G-subsequence (xs)s∈G↾L generates a G-spreading model. Let n ∈ N, (sj)nj=1 be
a plegma n-tuple in G ↾ L with s1(1) ≥ L(n) and a1, . . . , an ∈ R. Since (aj ·xsj )nj=1
are disjoint supported, we have that∥∥∥ n∑
j=1
ajxsj
∥∥∥ ≥ ( n∑
j=1
‖ajxsj‖2
) 1
2 ≥ c
( n∑
j=1
|aj |2
) 1
2
We will complete the proof by showing that∥∥∥ n∑
j=1
ajxsj
∥∥∥ ≤ CK 12( n∑
j=1
|aj |2
) 1
2
Indeed, let ϕ ∈ W . Then there exist d ∈ N, f1, . . . , fd ∈ W of type I and b1, . . . , bd ∈
R, with
∑d
q=1 b
2
q ≤ 1, such that ϕ =
∑d
q=1 bqfq. For every 1 ≤ q ≤ d we set
Eq =
{
j ∈ {1, . . . , n} : supp(fq) ∩ supp(xsj ) 6= ∅
}
It is easy to check that for every 1 ≤ q ≤ d we have that |Eq| ≤ K.∣∣∣ϕ( n∑
j=1
ajxsj
)∣∣∣ ≤ d∑
q=1
n∑
j=1
|bqajfq(xsj )| =
d∑
q=1
∑
j∈Eq
|bqajfq(xsj )|
≤
( d∑
q=1
∑
j∈Eq
|bq|2
) 1
2 ·
( d∑
q=1
∑
j∈Eq
|ajfq(xsj )|2
) 1
2
≤ K 12 ·
( n∑
j=1
|aj |2
d∑
q=1
|fq(xsj )|2
) 1
2 ≤ K 12 · C
( n∑
j=1
|aj |2
) 1
2

1.2. ℓ1 spreading models of Xξ. In this subsection we study the ℓ
1 spreading
models of the space Xξ. It is a direct consequence of the definition of the norm
of the space that the natural basis (es)s∈F generates the usual basis of ℓ1 as an
F -spreading model. The main aim of this subsection is to show that Xξ does not
admit ℓ1 as ζ-spreading model for any ζ < ω1 such that ζ+2 < ξ. The proof of this
result goes as follows. Let G be a regular thin family with o(G) < ξ and (xs)s∈G a
bounded G-sequence of finitely supported elements of Xξ. We consider the next two
cases. In the first one we assume that for every s ∈ G and t ∈ supp(xs), |s| < |t|.
Then under the additional assumption that (xs)s∈G is plegma disjointly supported,
we show that (xs)s∈G does not admit ℓ1 as a G-spreading model. The second case is
the complemented one. Namely we assume that for every s ∈ G and t ∈ supp(xs),
|t| ≤ |s| and again we show that (xs)s∈G does not admit ℓ1 as a G-spreading model.
The final result follows from the above two cases.
Let us point out that a similar method was used in the proof of Theorem 1.35.
To some extent Theorem 1.35 can be viewed as the set theoretical analogue of the
present result.
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1.2.1. Case I. The following lemma is similar to Lemma ??. For the sequel let
h : D → R be the function defined in Definition ??.
Lemma 11.7. Let (ε, δ) ∈ D, with ε > 0. Let also x1, x2 ∈ BXξ with disjoint
finite supports satisfying the following:
(a) ‖x1 + x2‖ > 2− 2ε and
(b) For every t1 ∈ supp(x1) and t2 ∈ supp(x2) the pair (t2, t1) is not plegma.
Then for every G1 ⊆ supp(x1) such that ‖x1|Gc1‖ ≤ δ there exists G2 ⊆ supp(x2)
such that
(i) ‖x2|Gc2‖ ≤ h(ε, δ).
(ii) For every t2 ∈ G2 there exists t1 ∈ G1 such that the pair (t1, t2) is plegma.
Proof. Let ϕ ∈ W such that ϕ(x1 + x2) > 2 − 2ε. Then there exist d ∈ N,
f1, . . . , fd ∈ W of type I with disjoint supports and a1, . . . , ad ∈ R with
∑d
q=1 a
2
q ≤
1 such that ϕ =
∑d
q=1 aqfq. It is immediate that ϕ(x1), ϕ(x2) > 1 − 2ε. Let
A1 = {q ∈ {1, . . . , d} : supp(fq) ∩ G1 6= ∅} and A2 = {1, . . . , d} \ A1. We define
ϕ1 =
∑
q∈A1 aqfq and ϕ2 = ϕ− ϕ1 =
∑
q∈A2 aqfq. Let G2 = supp(x2) ∩ supp(ϕ1).
It is easy to see that (ii) is satisfied and ϕ(x2|G2) = ϕ1(x2|G2) = ϕ1(x2). Notice
that
1− 2ε− δ < ϕ(x1|G1) = ϕ1(x1|G1) =
∑
q∈A1
aqfq(x1|G1)
≤
( ∑
q∈A1
a2q
) 1
2
( ∑
q∈A1
fq(x1|G1)2
) 1
2 ≤
( ∑
q∈A1
a2q
) 1
2
Since
∑d
q=1 a
2
q ≤ 1, we get that∑
q∈A2
a2q < 1− (1− 2ε− δ)2
Hence
|ϕ2(x2)| ≤
∑
q∈A2
|aqfq(x2)| ≤
( ∑
q∈A2
|aq|2
) 1
2
( ∑
q∈A2
|fq(x2)|2
) 1
2
< (1− (1− 2ε− δ)2) 12
Thus
‖x2|G2‖ ≥ ϕ(x2|G2) = ϕ1(x2) = ϕ(x2)− ϕ2(x2) > 1− 2ε− (1− (1− 2ε− δ)2)
1
2
By the definition of the space Xξ we have that ‖x2‖2 ≥ ‖x2|G2‖2+‖x2|Gc2‖2. Hence
‖x2|Gc2‖ ≤ (1 − (1− 2ε− (1− (1− 2ε− δ)2)
1
2 )2)
1
2 = h(ε, δ). 
The proof of the following lemma is similar to the one of the previous lemma.
Lemma 11.8. Let ε, δ, x1, x2 be as in Lemma 11.7. Then for every G2 ⊆
supp(x2) such that ‖x2|Gc2‖ ≤ δ there exists G1 ⊆ supp(x1) such that
(i) ‖x1|Gc1‖ ≤ h(ε, δ).
(ii) For every t1 ∈ G1 there exists t2 ∈ G2 such that the pair (t1, t2) is plegma.
Under the above lemmas we have the following.
Proposition 11.9. Let G regular thin family, M ∈ [N]∞ and (xs)s∈G a G-
sequence in BXξ satisfying the following
(i) The G-subsequence (xs)s∈G↾M is plegma disjointly supported.
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(ii) For every plegma pair (s1, s2) in G ↾ M , every t1 ∈ supp(xs1 ) and t2 ∈
supp(xs2 ) the pair (t2, t1) is not plegma.
(iii) For every s ∈ G ↾M and every t ∈ supp(xs) we have that |t| > |s|.
Then the G-subsequence (xs)s∈G↾M does not admit the usual basis of ℓ1 as a G-
spreading model.
Proof. Assume on the contrary that the G-subsequence (xs)s∈G↾M admits the
usual basis of ℓ1 as G-spreading model. We inductively choose sequences (δn)∞n=0
and (εn)n∈N as follows. Let δ0 = 0 and pick 0 < ε1 < 12− 14
√
2. Then (ε1, δ0) ∈ D\J3
and therefore 0 < h(ε1, δ0) < 1. We set δ1 = h(ε1, δ0). Suppose that ε1, . . . , εn and
δ0, . . . , δn have been chosen such that for every 1 ≤ k ≤ n
1 > δk = h(εk, δk−1) > 0
Then pick sufficiently small εn+1 > 0 such that (εn+1, δn) ∈ D \ J3. Then we get
1 > h(εn+1, δn) > 0 and we set
δn+1 = h(εn+1, δn)
It is clear that for every n ∈ N we have that 0 < δn < 1.
Let L ∈ [M ]∞ such that the G-subsequence (xs)s∈G↾L generates the usual basis
of ℓ1 as G-spreading model with respect to (εn)n∈N. We assume passing to an
infinite subset of L, that G is very large in L. Let s0 ∈ G such that s0 ⊑ L(2N).
We set
K = max
{
max t : t ∈ supp(xs0)
}
Claim: Let L1 = {m ∈ L(2N) : m > max s0}. For every s ∈ G ↾ L1 there
exists Gs ⊆ supp(xs) such that ‖xs|Gcs‖ ≤ δ|s0| and for all t ∈ Gs, t(1) < K .
Proof of Claim. Let s ∈ G ↾ L1. Then s ∈ G ↾ L(2N) satisfying max s0 <
min s and therefore by Proposition 1.25 there exists plegma path (sj)
|s0|
j=0 in G ↾↾ L
from s0 to s. Since the G-subsequence (xs)s∈G↾L generates the usual basis of ℓ1 as
G-spreading model with respect to (εn)n∈N, we have that for every 1 ≤ j ≤ |s0|,
‖xsj + xsj−1‖ > 2− 2εj
We set G0 = supp(xs0 ). Using Lemma 11.7 inductively for j = 1, . . . , |s0|, we
obtain G1, . . . , G|s0| satisfying the following:
(i) Gj ⊆ supp(xsj )
(ii) ‖xsj |Gcj‖ ≤ δj and
(iii) for every t ∈ Gj there exists t′ ∈ Gj−1 such that the pair (t′, t) is plegma.
Hence for every t ∈ G|s0| there exists plegma path (tj)|s0|j=0 of length |s0| such that
t|s0| = t and tj ∈ Gj for all 0 ≤ j ≤ |s0|. Since F is regular thin we have that
|tj | ≥ |t0|, for all 1 ≤ j ≤ |s0|. Hence by assumption (iii), we have that |tj | > |s0|
for all 0 ≤ j ≤ |s0|. Therefore
t(1) = t|s0|(1) < t|s0|−1(2) < . . . < t|s0|−j(j + 1) < . . . < t0(|s0|+ 1) ≤ K
and the proof of the claim is complete. 
For every s ∈ G ↾ L1 we set x1s = xs|Gs and x2s = xs−x1s. We choose L2 ∈ [L1]∞
such that (x1s)s∈G↾L2 and (x
2
s)s∈G↾L2 generate (e
1
n)n∈N and (e
2
n)n∈N respectively as
G-spreading models. Then (e1n)n∈N is either trivial or by Lemma 11.6 and the
above claim is equivalent to the usual basis of ℓ2. Hence by Corollary 3.18 (e2n)n∈N
is the usual basis of ℓ1 and thus ‖e21‖ = 1. The latter consists a contradiction since
‖x2s‖ = ‖xs|Gcs‖ ≤ δ|s0| < 1, for all s ∈ G ↾ L2. 
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1.2.2. Case II.
Lemma 11.10. Let H regular thin family with o(H) < o(F) and M ∈ [N]∞.
Then there is no map Φ : H ↾ M → P(F) satisfying for every v ∈ H ↾ M the
following:
(i) Φ(v) 6= ∅.
(ii) |t| ≤ |v|, for all t ∈ Φ(v).
(iii) v(i) ≤ t(i), for all t ∈ Φ(v) and 1 ≤ i ≤ |t|.
Proof. Suppose on the contrary that there exists a map Φ : H ↾ M → P(F)
satisfying (i)-(iii). By Proposition 1.14 there exists L ∈ [M ]∞ such that H ↾ L ⊏
F ↾ L. Let v ∈ H ↾ L and u ∈ F ↾ L such that v ⊏ u. Let t ∈ Φ(v). Then |t| < |u|
and u(i) = v(i) ≤ t(i), for all 1 ≤ i ≤ |t|. The latter contradicts that u ∈ F . 
Proposition 11.11. Let G be a regular thin family with o(G) < ξ, M ∈ [N]∞
and (xs)s∈G a G-sequence in BXξ satisfying the following:
(i) For every s ∈ G ↾M the vector xs is of finite support.
(ii) For every plegma pair (s1, s2) and every t1 ∈ supp(xs1), t2 ∈ supp(xs2 )
the pair (t2, t1) is not plegma.
(iii) For every s ∈ G ↾M and t ∈ supp(xs), we have that |t| ≤ |s|.
(iv) For every s ∈ G ↾M and t ∈ supp(xs), if min s =M(k) then t(1) ≥ k.
Then the G-subsequence (xs)s∈G↾M does not admit the usual basis of ℓ1 as a G-
spreading model.
Proof. Suppose on the contrary that the G-subsequence (xs)s∈G↾M admits
the usual basis of ℓ1 as a G-spreading model. Let δ0 = 0, 01. Since the function h is
continuous at (0, 0) and h(0, 0) = 0 we can inductively construct strictly decreasing
null sequences of reals (εn)n∈N and (δn)n∈N such that δ1 < δ0 and h(εn, δn) < δn−1,
for all n ∈ N.
We pass to some L ∈ [M ]∞ such that G is very large in L and the G-subsequence
(xs)s∈G↾L generates the usual basis of ℓ1 as a G-spreading model with respect to
(εn)n∈N. By property (iv) we have that for every s ∈ G ↾ L and t ∈ supp(xs), if
min s = L(k) then t(1) ≥ k. We set
H = {v ∈ [N]<∞ : L(v) ∈ G}
and for every v ∈ H we set zv = xL(v). It is immediate that the H-sequence (zv)v∈H
generates the usual basis of ℓ1 as an H-spreading model with respect to (εn)n∈N
and for every v ∈ H we have that v(1) ≤ t(1), for all t ∈ supp(zv). Notice also that
o(H) = o(G) < ξ = o(F).
For every v ∈ H ↾ 2N, we select a plegma path (vj)|v|j=1 in H such that v1 = v
and {
n− 1 : n ∈ vj−1 \ {min vj−1}
} ⊑ vj
for all 1 < j ≤ |v|. Hence vj(1) = v(j)− (j−1), for all 1 ≤ j ≤ |v|. Notice also that
for every 1 < j ≤ |v| we have that ‖xvj+xvj−1‖ > 2−2εj. We set G|v| = supp(zv|v|)
and using for j = |v|, . . . , 2, Lemma 11.8 we may get G|v|−1, . . . , G1 satisfying the
following:
(a) Gj ⊆ supp(xvj ), for all 1 ≤ j ≤ |v|.
(b) ‖xvj |Gcj‖ < δj−1, for all 1 ≤ j ≤ |v|.
(c) For every t ∈ Gj there exists t′ ∈ Gj+1 such that the pair (t, t′) is plegma.
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Hence for every t1 ∈ G1 there exists a plegma path (tj)|v|j=1 such that tj ∈ Gj , for
all 1 ≤ j ≤ |v|. Thus for every t1 ∈ G1 we have that for every 1 ≤ j ≤ |t1| ≤ |v|,
t1(j) ≥ tj(1) + (j − 1) ≥ vj(1) + (j − 1) = v1(j) = v(j). We set Gv = G1, which by
(b) is nonempty. Hence there exists a map Φ : H ↾ 2N→ P(F) satisfying for every
v ∈ H ↾M the following:
(i) Φ(v) 6= ∅.
(ii) |t| ≤ |v|, for all t ∈ Φ(v).
(iii) v(i) ≤ t(i), for all t ∈ Φ(v) and 1 ≤ i ≤ |t|.
This contradicts Lemma 11.10. 
1.2.3. The main result.
Theorem 11.12. For every ζ < ω1, with ζ + 2 < ξ, the space Xξ does not
admit ℓ1 as a ζ-spreading model.
Proof. Assume on the contrary that for some ζ < ω1 and ζ+2 < ξ, the space
Xξ admits ℓ
1 as a ζ-spreading model. We choose φ : F → N to be an onto and 1-1
map such that for every s1, s2 ∈ F , if max s1 < max s2, then φ(s1) < φ(s2). For
every n ∈ N we set en = eφ−1(n). It is easy to check that the space Xξ satisfies
the property P given in Definition 9.11. Since Xξ is reflexive, by Corollary 9.15
the space Xξ admits ℓ
1 as a plegma block generated spreading model of order ζ.
By Corollary 8.15 there exist a regular thin family G1 of order ζ + 1, M1 ∈ [M ]∞
and a G1-sequence (xs)s∈G1 in Xξ such that (xs)s∈G1↾M1 plegma block generates the
usual basis of ℓ1 as a G1-spreading model. We may also assume that (xs)s∈G1↾M1
is normalized. For every s ∈ G1 ↾ M1 we define G1s = {t ∈ supp(xs) : |t| ≤ |s|},
G2s = {t ∈ supp(xs) : |t| > |s|}, x1s = xs|G1s and x2s = xs|G2s .
First we will show that (x1s)s∈G1↾M1 does not admit ℓ1 as a G1-spreading model.
Indeed, assume on the contrary. Then there is M2 ∈ [M1]∞ such that (x1s)s∈G1↾M2
plegma block generates ℓ1 as a G1-spreading model. By Corollary 8.15 there exist
M3 ∈ [M2]∞ and a G2-sequence (zv)v∈G2 , where G2 = [N]1 ⊕ G1, which satisfy the
following:
(i) The G2-subsequence (zv)v∈G2↾M3 plegma block generates the usual basis
of ℓ1 as a G-spreading model.
(ii) For every v ∈ G2 ↾ M3 there exist m ∈ N and s1, . . . , sm ∈ G1 satisfying
the following:
(a) zv ∈< x1s1 , . . . , x1sm >
(b) |sj | < |v|, for all 1 ≤ j ≤ m.
We may also assume that the G2-subsequence (zv)v∈G2↾M3 is normalized. For every
k ∈ N and v ∈ G2 ↾ M3, we define F kv = {t ∈ supp(zv) : min t < k}, z1,kv = zv|Fkv
and z2,kv = zv − z1,kv . By Proposition 11.6, for every k ∈ N the G2-subsequence
(z1,kv )v∈G2↾M3 does not admit ℓ
1 as a G2-spreading model. Using Corollary 3.18 we
inductively construct a decreasing sequence (M ′k)k∈N of infinite subsets of M3 such
that (z2,kv )v∈G2↾M ′k plegma block generates the usual basis of ℓ
1 and ‖z1,kv ‖ < 1k , for
all v ∈ G2 ↾ M ′k. We pick M4 ∈ [M3]∞ such that M4(k) ∈ M ′k, for all k ∈ N. For
every v ∈ G2 ↾ M4, we define wv = z2,kvv , where kv ∈ N satisfying min v = M4(kv).
Since ‖wv − zv‖ < 1kv , for all v ∈ G2 ↾ M4, it is easy to check that the G2-
subsequence (wv)v∈G2↾M4 generates the usual basis of ℓ1 as a G2-spreading model,
which contradicts Proposition 11.11.
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Since the G1-subsequence (x1s)s∈G1↾M1 does not admit ℓ1 as a G1-spreading
model, by Corollary 3.18 we get that the G1-subsequence (x2s)s∈G1↾M1 admits the
usual basis of ℓ1 as a G1-spreading model, which contradicts Proposition 11.9. 
CHAPTER 12
k-spreading models are not k-iterated spreading
models
In this chapter we construct two spaces, a non reflexive and a reflexive one,
which show that for k > 1, the k-iterated spreading models are a distinct subclass
of the ones of order k. We first present and study a general class of norms. The
desired examples are special cases of that class.
1. The general construction
Let k ∈ N, with k > 1. For every l ∈ N let Cl = {s ∈ [N]k : min s = l} and
Pl : c00([N]
k)→ c00(Cl) defined by Pl(x) =
∑
s∈Cl x(s)es, for all x ∈ c00([N]k). Let
(‖ · ‖l)l∈N be a sequence of norms defined on c00(N) such that for every l ∈ N the
following are satisfied:
(i) The basis (en)n∈N is 1-unconditional under the norm ‖ · ‖l.
(ii) For every n ∈ N, ‖en‖l = 1.
By the unconditionality property, for every l ∈ N, we consider the norm ‖·‖l be also
defined on c00(Cl). Fix 1 < q < p <∞. We define the norm ‖ · ‖q,p : c00([N]k)→ R
such that
‖x‖q,p = sup
{( d∑
i=1
( mi∑
j=1
|x(sij)|q
) p
q
) 1
p
: d ∈ N,mi ∈ N, (sij)mij=1 is plegma
in [N]k for all 1 ≤ i ≤ d and
{
si1j (1)
}mi1
j=1
∩
{
si2j (1)
}mi2
j=1
= ∅,
for all 1 ≤ i1 < i2 ≤ d
}
Let ‖ · ‖(1) : c00([N]k)→ R be the norm defined by
‖x‖(1) =
( ∞∑
l=1
‖Pl(x)‖pl
) 1
p
for all x ∈ c00([N]k). We also set ‖ · ‖(2) = ‖ · ‖q,p. Finally we define the norm
‖ · ‖ : c00([N]k)→ R by setting
‖x‖ = max{‖x‖(1), ‖x‖(2)}
for all x ∈ c00([N]k) and we define X = (c00([N]k), ‖ · ‖). It is immediate that the
sequence (es)s∈[N]k forms an 1-unconditional basis for the space X . Notice also
that for every l ∈ N and x ∈ c00(Cl) we have that ‖x‖ = ‖x‖l. Hence the subspace
c00(Cl) of X is isometric to (c00(N), ‖ · ‖l), for all l ∈ N. For every l ∈ N we define
Xl = (c00(Cl), ‖ · ‖).
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Notation 12.1. Let (xn)n∈N be a sequence in c00([N]k). We will say that
(xn)n∈N is [N]k-block if for every n1 < n2 in N and for every s1 ∈ supp(x1) and
s2 ∈ supp(x2) we have that max s2 < min s2.
Remark 12.2. It is easy to see that if (xn)n∈N is a [N]k-block sequence in X ,
then ∥∥∥ r∑
l=1
alxl
∥∥∥
(i)
=
( r∑
l=1
|al|p · ‖xl‖p(i)
) 1
p
for all r ∈ N, a1, . . . , ar ∈ R and i ∈ {1, 2}.
Lemma 12.3. Every seminormalized [N]k-block sequence in X is equivalent to
the usual basis of ℓp.
Proof. Let (xn)n∈N be a seminormalized [N]k-block sequence in X and c, C >
0 such that c ≤ ‖xn‖ ≤ C, for all n ∈ N. Let r ∈ R and a1, . . . , ar ∈ R. Then by
Remark 12.2 for every i ∈ {1, 2} we have that∥∥∥ r∑
l=1
alxl
∥∥∥
(i)
=
( r∑
l=1
|al|p · ‖xl‖p(i)
) 1
p ≤
( r∑
l=1
|al|p · ‖xl‖p
) 1
p ≤ C
( r∑
l=1
|al|p
) 1
p
Hence ∥∥∥ r∑
l=1
alxl
∥∥∥ ≤ C( r∑
l=1
|al|p
) 1
p
Let E1 = {l ∈ {1, . . . , r} : ‖xl‖(1) ≥ ‖xl‖(2)} and E2 = {1, . . . , r} \ E1. Let also
i0 ∈ {1, 2} such that ( ∑
l∈Ei0
|al|p
) 1
p ≥ 1
2
1
p
( r∑
l=1
|al|p
) 1
p
Then by Remark 12.2, we have that∥∥∥ r∑
l=1
alxl
∥∥∥ ≥ ∥∥∥ r∑
l=1
alxl
∥∥∥
(i0)
=
( r∑
l=1
|al|p · ‖xl‖p(i0)
) 1
p
≥
( ∑
l∈Ei0
|al|p · ‖xl‖p(i0)
) 1
p
=
( ∑
l∈Ei0
|al|p · ‖xl‖p
) 1
p
≥ c
( ∑
l∈Ei0
|al|p
) 1
p ≥ c
2
1
p
( r∑
l=1
|al|p
) 1
p

The following corollary follows by a sliding hump argument and Lemma 12.3.
Corollary 12.4. Let (xn)n∈N be a seminormalized sequence in X such that
Pl(xn) → 0, for all l ∈ N. Then (xn)n∈N contains a subsequence equivalent to the
usual basis of ℓp.
Proposition 12.5. Every subspace Z of X contains a further subspace W
such that either there exists l0 ∈ N such that Pl0 |W is an isomorphic embedding,
or W is an isomorphic copy of ℓp.
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Proof. Either there exists an l0 ∈ N such that the operator Pl0 |Z : Z → Xl0
is not strictly singular or for every l ∈ N the operator Pl0 |Z : Z → Xl0 is strictly
singular. In the first case it is immediate that there exists W infinite dimensional
subspace of Z such that the operator Pl0 |W is an isomorphic embedding.
Suppose that the second case occurs. Let (εn)n∈N be a sequence of positive
reals such that
∑∞
n=1 εn <
1
3 . By induction we construct an [N]
k-block sequence
(w˜n)n∈N and a sequence (wn)n∈N in SZ such that ‖wn − w˜n‖ < εn, for all n ∈ N.
Let w1 ∈ SZ and w˜1 ∈ c00([N]k) such that ‖w1 − w˜1‖ < ε1. Suppose that (wi)ni=1
and (w˜i)
n
i=1 have been chosen. Let l0 = max{max s : s ∈ supp(w˜n)}. Since, for
every 1 ≤ l ≤ l0, the operator Pl|Z is strictly singular, there exists a subspaceW of
Z such that ‖Pl|W ‖ < εn+12l0 , for all 1 ≤ l ≤ l0. Let wn+1 ∈ SW and w′n+1 = wn+1−∑l0
l=1 Pl(wn+1). Pick also w˜n+1 ∈ c00([N]k) such that supp(w˜n+1) ⊆ supp(w′n+1)
and ‖w′n+1− w˜n+1‖ < εn+12 . One can easily check that ‖wn+1− w˜n+1‖ < εn+1 and
max{max s : s ∈ supp(w˜n)} < min{min s : s ∈ supp(w˜n+1)}.
It is immediate that the sequence (w˜n)n∈N is 1-unconditional and seminormal-
ized. By the choice of the sequence (εn)n∈N we have that the sequences (w˜n)n∈N
and (wn)n∈N are equivalent. By Lemma 12.3 the sequence (w˜n)n∈N is equivalent
to the usual basis of ℓp. Hence the subspace < (wn)n∈N > consists an isomorphic
copy of ℓp. 
Corollary 12.6. The following are satisfied:
(i) The space X contains an isomorphic copy of ℓr (resp. c0), for every
r 6= p, if and only if there exists l ∈ N such that the space Xl contains an
isomorphic copy of ℓr (resp. c0).
(ii) The space X is reflexive if and only if, for each l ∈ N, the space Xl is
reflexive.
Proof. (i) Let r ∈ [1,∞), with r 6= p. Suppose that X contains an isomorphic
copy Z of ℓr. Then by Proposition 12.5 we conclude that there exists subspace W
of Z such that either W is an isomorphic copy of ℓr or for some l ∈ N, Pl|W is
an isomorphic embedding of W into Xl. Since W is a subspace of Z, it contains a
further subspace W ′ isomorphic to ℓr. Therefore the first alternative is impossible
and we get that there exists an l ∈ N such that Xl contains an isomorphic copy
of ℓr. Conversely, since for every l ∈ N, Xl is a subspace of X , if Xl contains an
isomorphic copy of ℓr, then so does X . The arguments concerning c0 are identical.
(ii) If X is reflexive then the same holds for every subspace of X . In particular
Xl is reflexive for all l ∈ N. Conversely suppose that Xl is reflexive for every l ∈ N.
By (i) we have that X does not contain any isomorphic copy od ℓ1 or c0. Since X
has an unconditional basis, by James’ theorem (c.f. [20]), we conclude that X is
reflexive. 
Lemma 12.7. Assume that the space X does not contain any isomorphic copy
of c0. Let (xn)n∈N be a seminormalized Schauder basic sequence in X such that
for every l ∈ N the sequence (Pl(xn))n∈N is norm convergent. Then for every l ∈ N
the sequence (Pl(xn))n∈N is a null sequence and (xn)n∈N contains a subsequence
equivalent to the usual basis of ℓp.
Proof. For every l ∈ N, let yl ∈ Xl be the norm limit of (Pl(xn))n∈N. By
Corollary 12.4 it suffices to show that yl = 0 for all l ∈ N. Since (es)s∈[N]k is uncon-
ditional and X does not contain any isomorphic copy of c0 we get that (es)s∈[N]k is
boundedly complete.
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For every l0 ∈ N, we have
l0∑
l=1
Pl(xn)
n→∞−→
l0∑
l=1
yl
Hence (‖∑l0l=1 yl‖)∞l0=1 is a bounded sequence and therefore there exists y ∈ X such
that
∑l0
l=1 yl
l0→∞−→ y. Hence for each l ∈ N, Pl(y) = yl and so we need to show that
y = 0.
Suppose on the contrary that y 6= 0 and let zn = xn − y for all n ∈ N. Since
(xn)n∈N is Schauder basic, we have that (zn)n∈N is not a null sequence. Notice
that for every l ∈ N, we have that Pl(zn) n→∞−→ 0. By Corollary 12.4 we can pass
to a subsequence (zkn)n∈N such that (zkn)n∈N is equivalent to the usual basis of
ℓp. In particular we have that the sequence (zkn)n∈N is Cesa`ro summable to zero.
Therefore there exists n0 > 0 such that∥∥∥ 1
n0
n0∑
n=1
zkn
∥∥∥ < ‖y‖
3C
and
∥∥∥ 1
n0
2n0∑
n=n0+1
zkn
∥∥∥ < ‖y‖
3C
where C is the basis constant of (xn)n. This yields that
2‖y‖
3
<
∥∥∥ 1
n0
n0∑
n=1
xkn
∥∥∥ ≤ C∥∥∥ 1
n0
n0∑
n=1
xkn −
1
n0
2n0∑
n=n0+1
xkn
∥∥∥ < 2‖y‖
3
which is a contradiction. 
Proposition 12.8. The space X admits ℓq as a spreading model of order k.
In particular, the natural basis (es)s∈[N]k of X generates ℓq as an [N]k-spreading
model.
Proof. Let n ∈ N, a1, . . . , an ∈ R and (sj)nj=1 be a plegma n−tuple in [N]k
with s1(1) ≥ n. It is immediate that∥∥∥ n∑
j=1
ajesj
∥∥∥
(1)
=
( n∑
j=1
|aj|p
) 1
p
Let F1, . . . , Fd disjoint subsets of {1, . . . , n}. Since 1 < q < p, we have that( d∑
i=1
( ∑
j∈Fi
|aj |q
) p
q
) 1
p ≤
( d∑
i=1
( ∑
j∈Fi
|aj |q
) q
q
) 1
q
=
( n∑
j=1
|aj |q
) 1
q
the above imply that∥∥∥ n∑
j=1
ajesj
∥∥∥ = ∥∥∥ n∑
j=1
ajesj
∥∥∥
(2)
=
( n∑
j=1
|aj |q
) 1
q

2. The nonreflexive case
The main result of this section is the following.
Theorem 12.9. For every 1 < q < p < ∞ and k > 1, there exists a Banach
space Xk1,p,q with an unconditional basis such that every seminormalized Schauder
basic sequence (xn)n∈N in Xk1,p,q contains a subsequence which is equivalent either
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to the usual basis of ℓ1 or to the usual basis of ℓp. Moreover the space Xk1,p,q admits
ℓq as a spreading model of order k.
Proof. For 1 < q < p, let X1,q,p be the space resulting from the construction
of the previous section by setting for every l ∈ N, ‖ · ‖l = ‖ · ‖ℓ1 . Let (xn)n∈N be a
seminormalized Schauder basic sequence in X . Then one of the following holds:
(i) There exist l0 ∈ N and M0 ∈ [N]∞ such that the sequence (Pl0(xn))n∈M0
does not contain any norm convergent subsequence.
(ii) For every l ∈ N and M ∈ [N]∞, the sequence (Pl(xn))n∈M contains a
norm convergent subsequence.
Suppose that (i) holds. Then (Pl0(xn))n∈M0 is a seminormalized sequence in ℓ1
with no norm Cauchy subsequence. By the well known Rosenthal’s ℓ1- theorem
and the Schur property of ℓ1, we conclude that there exists L ∈ [M0]∞ such that
(Pl0(xn))n∈L is equivalent to the usual basis of ℓ1. Since the basis (es)s∈[N]k is
unconditional, we get that the sequence (xn)n∈L is also equivalent to the usual
basis of ℓ1.
Suppose that (ii) holds. Then we may pass to an M ∈ [N]∞ such that the
sequence (Pl(xn))n∈M converges. By Corollary 12.6, we have that Xk1,p,q does not
contain any isomorphic copy of c0 and by Lemma 12.7, we have that there exists a
further subsequence of (xn)n∈M equivalent to the usual basis of ℓp.
Finally, by Proposition 12.8 we have that the basis (es)s∈[N]k of the space Xk1,p,q
generates ℓq as a k-spreading model. 
Corollary 12.10. The space Xk1,q,p does not admit ℓ
q as an iterated spreading
model of any order. Precisely, every iterated spreading model of any order admitted
by Xk1,q,p is equivalent either to the usual basis of ℓ
1 or to the usual basis of ℓp.
Proof. Since for every r ∈ [1,∞) every iterated spreading model (of order
one) of ℓ1 or ℓp is equivalent to the usual basis of ℓ1 or ℓp respectively, it suffices to
show that every iterated spreading model of order one of X is either ℓ1 or ℓp.
Indeed, let (xn)n∈N be a seminormalized Schauder basic sequence in X which
generates a spreading model (en)n∈N. By Theorem 12.9 we have that (xn)n∈N
contains a subsequence (xkn)n∈N equivalent either to the usual basis of ℓ1 or to the
usual basis of ℓp. Since (xkn)n∈N also generates (en)n∈N, we have that (en)n∈N is
equivalent either to the usual basis of ℓ1 or to the usual basis of ℓp. 
3. The reflexive case
The main result of this section is the following.
Theorem 12.11. For every 1 < q < p <∞ and k > 1, there exists a reflexive
space XkT,p,q with an unconditional basis such that every seminormalized Schauder
basic sequence (xn)n∈N in XkT,p,q contains a subsequence which either is equivalent
to the usual basis of ℓp or generates a spreading model (of order one) equivalent to
the usual basis of ℓ1. Moreover the space XkT,p,q admits ℓ
q as a spreading model of
order k.
Proof. For 1 < q < p, let XkT,q,p be the space resulting from the general
construction by setting for every l ∈ N, ‖ · ‖l = ‖ · ‖T , where ‖ · ‖T denotes the
norm defined on Tsirelson’s space. Since Tsirelson’s space is reflexive, by Corollary
12.6 we get that XkT,q,p is reflexive. Let (xn)n∈N be a seminormalized Schauder
basic sequence in XkT,q,p. Since X
k
T,q,p is reflexive and (xn)n∈N is Schauder basic,
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we get that (xn)n∈N is weakly null. By the standard sliding hump argument and by
passing to a subsequence of (xn)n∈N, we may suppose that the sequence (xn)n∈N is
finitely disjointly supported. Observe that one of the following holds:
(i) For every l ∈ N, Pl(xn) n→∞−→ 0.
(ii) There exist l0 ∈ N, θ > 0 and M0 ∈ [N]∞ such that ‖Pl0(xn)‖ > θ for all
n ∈M0.
Suppose that (i) holds. By Corollary 12.6, we have that XkT,p,q does not contain
any isomorphic copy of c0 and by Lemma 12.7, we have that there exists a further
subsequence of (xn)n∈M0 equivalent to the usual basis of ℓp.
Suppose that (ii) holds. Then the sequence (Pl0(xn))n∈M0 actually forms a
seminormalized block sequence in Tsirelson’s space. Since every spreading model
generated by a seminormalized Schauder basic sequence in Tsirelson’s space is
equivalent to the usual basis of ℓ1, there exist L ∈ [M0]∞ such that the sequence
(Pl0(xn))n∈L generate ℓ1 as spreading model. Since the basis (es)s∈[N]k is uncondi-
tional, we easily get that the subsequence (xn)n∈L also generates ℓ1 as spreading
model.
Moreover, by Proposition 12.8 we have that the basis (es)s∈[N]k of the space
XkT,p,q generates ℓ
q as a k-spreading model. 
The proof of the following corollary is similar to the one of Corollary 12.10.
Corollary 12.12. The spaceXkT,q,p does not admit ℓ
q as an iterated spreading
model of any order. Precisely, every iterated spreading model of any order of XkT,q,p
is equivalent either to the usual basis of ℓ1 or to the usual basis of ℓp.
CHAPTER 13
Spreading models do not occur everywhere as
plegma block generated
In this chapter we construct a reflexive space X with an unconditional basis
such thatX admits ℓ1 as a spreading model (of order ω) but not as a block generated
spreading model (of any order). The space X does not satisfy the property P (see
Definition 9.11) and therefore the condition concerning this property in Theorem
9.13 is necessary.
1. The construction and the reflexivity of the space X
We recall that the Schreier family S = {s ∈ [N]<∞ : |s| = min s} is a regular
thin family of order ω. Let
H = {(tj)kj=1 : k ∈ N, (tj)kj=1 ∈ Plmk(Ŝ) and k − 1 ≤ |t1| = . . . = |tk|}
Notice that for every t ∈ Ŝ, we have that (t) ∈ H. Moreover for every (tj)kj=1 ∈ H,
we have that the elements of the set {tj : j = 1, . . . , k} are pairwise⊑-incomparable.
Let d ∈ N and for every 1 ≤ q ≤ d, let kd ∈ N and (tqj)kqj=1 ∈ H. We will say that
(t1j)
k1
j=1, . . . , (t
d
j )
kd
j=1 are incomparable if the elements of the set ∪dq=1{tqj : 1 ≤ j ≤ kq}
are pairwise ⊑-incomparable.
We define the following norm on c00(Ŝ):
‖x‖ = sup
{( d∑
q=1
( kq∑
j=1
|x(tqj )|
)2) 12}
where the supremum is taken over all d ∈ N and incomparable (t1j)k1j=1, . . . , (tdj )kdj=1
in H. We set X = c00(Ŝ, ‖ · ‖). It is immediate that the natural basis (et)t∈Ŝ is
1-unconditional.
We may enumerate the basis of X as (en)n∈N as follows. Let φ : Ŝ → N be an
1-1 and onto map such that φ(∅) = 1 and for every t1, t2 ∈ Ŝ with max t1 < max t2,
φ(t1) < φ(t2). We set en = eφ−1(n), for all n ∈ N. It is easy to see that the space
X does not have the property P (see Definition 9.11). Indeed for every k ∈ N let
tj = {i : k ≤ i < k + j}, for all 1 ≤ j ≤ k. Then ‖etj‖ = 1, for all 1 ≤ j ≤ k, and
‖∑kj=1 etj‖ = 1.
Proposition 13.1. The space X admits the usual basis of ℓ1 as an ω-spreading
model.
Proof. For every s ∈ S let
xs =
∑
∅⊏t⊑s
et
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By the definition of the norm it is easy to see that ‖xs‖ = 1, for all s ∈ S, and that
(xs)s∈S generates the usual basis of ℓ1 as an S-spreading model. 
Our next aim is to show the reflexivity of the space X . To this end we will
first show that the space X is ℓ2-saturated, that is every subspace of X contains
an isomorphic copy of ℓ2.
Lemma 13.2. Let (xn)n∈N be a seminormalized sequence in X such that for
every n 6= m in N the following are satisfied:
(i) For every t1 ∈ suppxn and t2 ∈ suppxm, t1, t2 are incomparable.
(ii) For every t1 ∈ suppxn and t2 ∈ suppxm, neither the pair (t1, t2) nor
(t2, t1) belongs to H.
Then the sequence (xn)n∈N is equivalent to the usual basis of ℓ2.
Proof. By the definition of the norm we have that if (i) (resp. (ii)) holds then
(xn)n∈N admits a lower (resp. upper) ℓ2 estimate. 
Notation 13.3. A sequence (xn)n∈N in X is called Ŝ-block if for every n < m
in N, t1 ∈ suppxn and t2 ∈ suppxm we have that t1, t2 6= ∅ and max t1 < min t2.
The following is immediate from the previous lemma.
Corollary 13.4. Every seminormalized Ŝ-block sequence in X is equivalent
to the usual basis of ℓ2.
We recall that for every t ∈ Ŝ,
Ŝ[t] = {t′ ∈ Ŝ : t ⊑ t′}
Proposition 13.5. For every n ≥ 2 the subspace c00(Ŝ[{n}]) is isomorphic to
ℓ2. More precisely, for every n ≥ 2 the basis (et)t∈Ŝ[{n}] is equivalent to the usual
basis of ℓ2.
Proof. We will prove it by induction on n ≥ 2. For n = 2 we have the
following. Let k ∈ N and a0, . . . , ak ∈ R. Then∥∥∥a0e{2} + k∑
j=1
aje{2,2+j}
∥∥∥ = max(|a0|,( k∑
j=1
a2j
) 1
2
)
≤
( k∑
j=0
a2j
) 1
2
Notice also that max(|a0|2,
∑k
j=1 a
2
j) ≥ 12
∑k
j=0 a
2
j . Hence
1√
2
( k∑
j=0
a2j
) 1
2 ≤
∥∥∥a0e{2} + k∑
j=1
aje{2,2+j}
∥∥∥ ≤ ( k∑
j=0
a2j
) 1
2
and the proof for n = 2 is complete. Let n ≥ 2 and suppose that for every l ∈ N,
a1, . . . , al ∈ R and t1, . . . , tl ∈ Ŝ[{n}] we have that
(
√
2)−(n−1)
( l∑
j=1
a2j
) 1
2 ≤
∥∥∥ l∑
j=1
ajetj
∥∥∥ ≤ ( l∑
j=1
a2j
) 1
2
It is easy to see that for every k ∈ N we have that the two 1-unconditional sequences
(et)t∈Ŝ[{n}] and (et)t∈Ŝ[{n+1,n+1+k}] are 1-equivalent. Hence for every k ∈ N, l ∈ N,
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a1, . . . , al ∈ R and t1, . . . , tl ∈ Ŝ[{n+1,n+1+k}] we have that
(
√
2)−(n−1)
( l∑
j=1
a2j
) 1
2 ≤
∥∥∥ l∑
j=1
ajetj
∥∥∥ ≤ ( l∑
j=1
a2j
) 1
2
Let k ∈ N. Let a0 ∈ R and for each 1 ≤ j ≤ k, let lj ∈ N, (ajq)ljq=1 in R and (tjq)ljq=1
in Ŝ[{n+1,n+1+j}]. Then we have that∥∥∥a0e{n+1} + k∑
j=1
lj∑
q=1
ajqetjq
∥∥∥ = max{|a0|, ∥∥∥ k∑
j=1
lj∑
q=1
ajqetjq
∥∥∥} ≤ (a20 + k∑
j=1
lj∑
q=1
(ajq)
2
) 1
2
Notice that max
(
a20,
k∑
j=1
lj∑
q=1
(ajq)
2
)
≥ 1
2
(
a20 +
k∑
j=1
lj∑
q=1
(ajq)
2
)
. Hence
(
√
2)−n
(
a20 +
k∑
j=1
lj∑
q=1
(ajq)
2
) 1
2 ≤
∥∥∥a0e{n+1} + k∑
j=1
lj∑
q=1
ajqetjq
∥∥∥ ≤ (a20 + k∑
j=1
lj∑
q=1
(ajq)
2
) 1
2

Notation 13.6. For every l ∈ N we set Xl = c00(Ŝ[{l}]) and Pl : X → Xl
such that Pl(x) =
∑
t∈Ŝ[{l}] x(t)et, for all x ∈ X . We also set X0 =< e∅ > and
P0 : X → X0 such that P0(x) = x(∅)e∅, for all x ∈ X . Clearly the spaces X0 and
X1 are of dimension 1 and therefore the projections P0 and P1 are compact.
Proposition 13.7. The space X is ℓ2 saturated.
Proof. Let Y be a subspace of X . Then either there exists l ≥ 2 such that
Pl|Y is not strictly singular or for every l ≥ 0 the operator Pl|Y is strictly singular.
In the first case the result is immediate. Suppose that the second case holds. Let
(εn)n∈N be a decreasing sequence of positive reals such that
∑∞
n=1 εn <
1
3 . Since P0
is strictly singular, there exists y1 ∈ SY such that ‖P0(y1)‖ < ε12 . We pick w1 ∈ X of
finite support such that suppw1 ⊆ supp(y1−P0(y1)) and ‖w1−(y1−P0(y1))‖ < ε12 .
Therefore ‖y1−w1‖ < ε1 and ∅ 6∈ suppw1. Let l1 = max{max t : t ∈ suppw1}. Since
Pl is strictly singular for all 0 ≤ l ≤ l1, there exists a subspace Y1 of Y such that
‖Pl|Y1‖ < ε22(l1+1) . Let y2 ∈ SY2 and w˜2 = y2 −
∑l1
l=0 Pl(y2). Then ‖w˜2 − y2‖ < ε22 .
Let w2 ∈ X of finite support such that suppw2 ⊆ suppw˜2 and ‖w2 − w˜2‖ < ε22 .
Hence ‖w2 − y2‖ < ε2 and
max{max t : t ∈ suppw1} < min{min t : t ∈ suppw2}
Proceeding in the same way we may construct a normalized sequence (yn)n∈N
in Y and an Ŝ-block sequence (wn)n∈N such that ‖wn−yn‖ < εn, for all n ∈ N. The
latter yields that the sequences (yn)n∈N and (wn)n∈N are equivalent. By Corollary
13.4 we have that (wn)n∈N is equivalent to the usual basis of ℓ2. Hence (yn)n∈N is
equivalent to the usual basis of ℓ2 and the proof is complete. 
Proposition 13.8. The space X is reflexive.
Proof. First recall that the space X has an unconditional basis. Since, by
Proposition 13.7, X is ℓ2 saturated, we have thatX does not contain any isomorphic
copy of c0 or ℓ
1. Hence by James’ theorem (c.f. [20]) we have thatX is reflexive. 
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2. The space X does not admit any plegma block generated ℓ1
spreading model
Notation 13.9. Let G ⊆ [N]<∞, k ≥ 2 and s0, . . . , sk ∈ G. We will say that
(sj)
k
j=0 is a 3-plegma path from s0 to sk in G of length k, if (sj , sj+1, sj+2) is plegma
for all 0 ≤ j ≤ k − 2.
We will need a strengthening of Proposition 1.25.
Corollary 13.10. Let G be a regular thin family and L ∈ [N]∞ such that G
is very large in L. Then for every s0, s ∈ G ↾↾ L(2N), with s0 < s, there exists a
3-plegma path from s0 to s in G ↾↾ L of length 2|s0|.
Proof. By Proposition 1.25 there exists a plegma path (s′j)
|s0|
j=0 from s0 to s in
G ↾↾ L(2N) of length |s0|. For every 1 ≤ j ≤ |s0|, if s′j = {L(nj1) < . . . < L(nj|s′
j
|)},
we set s˜j the unique element of G such that
s˜j ⊑ {L(nj1 − 1), . . . , L(nj|s′
j
| − 1)}
We set s2j = s
′
j , for all 0 ≤ j ≤ |s0|, and s2j−1 = s˜j , for all 1 ≤ j ≤ |s0|. It is easy
to check that (sj)
2|s0|
j=0 is a 3-plegma path from s0 to s in G ↾↾ L of length 2|s0|. 
Let W ⊆ c00(Ŝ) be the minimal set satisfying the following.
(i) For every l ∈ N, (tj)lj=1 ∈ H and ε1, . . . , εl ∈ {−1, 1} the functional
f =
∑l
j=1 εje
∗
tj belongs to W and will be called of type I with weight |t1|.
(ii) For every d ∈ N, every collection f1, . . . , fd of functionals of type I, such
that the set ∪dq=1supp(fq) consists of pairwise ⊑-incomparable elements,
and a1, . . . , ad ∈ R with
∑d
q=1 a
2
q ≤ 1 the functional ϕ =
∑d
q=1 aqfq
belongs to W and will be called of type II.
It is easy to check that the set W is a norming set for the space X . Moreover, for
d ∈ N, the collection f1, . . . , fd of functionals of type I is called incomparable if the
elements of the set ∪dq=1supp(fq) are pairwise ⊑-incomparable.
Lemma 13.11. Let G be a regular thin family and (xv)v∈G a G-sequence in BX .
Suppose that there exists k0 ∈ N and L ∈ [N]∞ such that for all v ∈ G ↾ L and
t ∈ supp(xv), |t| ≤ k0 and for every plegma pair (v1, v2) in G ↾ L, we have that
supp(xv1) ∩ supp(xv2) = ∅. Then the G-subsequence (xv)v∈G↾L does not admit ℓ1
as a G-spreading model.
Proof. Let L′ ∈ [L]∞. For every ε > 0 there exists l ∈ N such that
√
k0+1
l < ε.
We pick a plegma l-tuple (vj)
l
j=1 in G ↾ L′ with v1(1) ≥ L′(l). We will show that
‖ 1l
∑l
j=1 xvj‖ < ε. Indeed, for every ϕ ∈ W there exist d ∈ N, f1, . . . , fd of type
I incomparable and a1, . . . , ad ∈ R with
∑d
q=1 a
2
q ≤ 1, such that ϕ =
∑d
q=1 aqfq.
We are interested to estimate the quantity ϕ(1l
∑l
j=1 xvj ). Since for every t ∈
supp(
∑l
j=1 xvj ), |t| ≤ k0, we may assume that the weight of fq is at most k0, for
all 1 ≤ q ≤ d. For every 1 ≤ q ≤ d, we set
Eq = {j ∈ {1, . . . , l} : supp(fq) ∩ supp(xvj ) 6= ∅}
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Notice that |Eq| ≤ |supp(fq)| ≤ k0 + 1, for all 1 ≤ q ≤ d. We have the following∣∣∣ϕ(1
l
l∑
j=1
xvj
)∣∣∣ ≤ d∑
q=1
∣∣∣1
l
aqfq
( l∑
j=1
xvj
)∣∣∣ ≤ d∑
q=1
∑
j∈Eq
∣∣1
l
aqfq(xvj )
∣∣
≤
( d∑
q=1
∑
j∈Eq
a2q
) 1
2
( d∑
q=1
∑
j∈Eq
(1
l
fq(xvj )
)2) 12
≤
√
k0 + 1
( 1
l2
l∑
j=1
d∑
q=1
(
fq(xvj )
)2) 12 ≤ √k0 + 1
l
< ε

Remark 13.12. Let x1, x2 ∈ X such that x1 < x2 with respect to (en)n∈N,
where en = eφ−1(n) for all n ∈ N. Let F ⊆ supp(x2) such that for every t ∈ F there
exists t′ ∈ supp(x2) with t′ ⊏ t. Then there is no t1 ∈ supp(x1) and t2 ∈ F such
that (t1, t2) or (t2, t1) belong to H.
Indeed, let t1 ∈ supp(x1) and t2 ∈ F with |t1| = |t2|. The pair (t2, t1) 6∈ H.
Indeed, since otherwise we would have that max t2 < max t1 and therefore φ(t2) <
φ(t1), which contradicts that x1 < x2.
Suppose that the pair (t1, t2) ∈ H. Thus (t1, t2) is plegma. Since t2 ∈ F there
exists t′2 ∈ supp(x2) such that t′2 ⊏ t2. Hence (t1, t′2) is plegma and |t1| > |t′2|. The
latter easily yields that max t1 > max t
′
2. Hence φ(t1) > φ(t
′
2), which contradicts
that x1 < x2.
Corollary 13.13. Let G be a regular thin family, l ∈ N and (xv)v∈G a G-
sequence in BX such that for every plegma pair (v1, v2) in G ↾ L, xv1 < xv2 .
Suppose that for every v ∈ G ↾ L there exist F 1v , F 2v ⊆ supp(xv) such that for every
t ∈ F 2v there exists t′ ∈ F 1v such that t′ ⊏ t. Let x2v = xv|F 2v for every v ∈ G ↾ L.
Then (x2v)v∈G↾L does not admit ℓ1 as a G-spreading model.
Proof. Indeed, let L′ ∈ [L]∞. For every ε > 0 we pick l0 ∈ N such that 1l0 < ε.
Let (vj)
l0
j=1 be a plegma l0-tuple in G ↾ L′. We will show that ‖ 1l0
∑l0
j=1 x
2
vj‖ < ε.
Indeed let ϕ ∈ W . Then there exist d ∈ N, f1, . . . , fd of type I incomparable and
a1, . . . , ad ∈ R with
∑d
q=1 a
2
1 ≤ 1 such that ϕ =
∑d
q=1 aqfq. For every 1 ≤ q ≤ d,
we set Eq = {j ∈ {1, . . . , l} : supp(fq)∩ supp(x2vj ) 6= ∅}. By Remark 13.12 we have
that |Eq| ≤ 1 for all 1 ≤ q ≤ d. Hence∣∣∣ϕ( 1
l0
l0∑
j=1
x2vj
)∣∣∣ ≤ d∑
q=1
∣∣∣ 1
l0
aqfq
( l0∑
j=1
x2vj
)∣∣∣ ≤ d∑
q=1
∑
j∈Eq
∣∣ 1
l0
aqfq(x
2
vj )
∣∣
≤
( d∑
q=1
∑
j∈Eq
a2q
) 1
2
( d∑
q=1
∑
j∈Eq
( 1
l0
fq(x
2
vj )
)2) 12
≤
( 1
l20
l0∑
j=1
d∑
q=1
(
fq(x
2
vj )
)2) 12 ≤ 1
l0
< ε

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Lemma 13.14. Let G be a regular thin family, L ∈ [N]∞ and (xv)v∈G a G-
sequence in BX . Let k0 ∈ N and set for every v ∈ G ↾ L,
F 1v = {t ∈ supp(xv) : |t| ≤ k0} and
F 3v = {t ∈ supp(xv) : ∀t′ ∈ F 1v , t, t′ are incomparable}
Suppose that there exists δ < 1 such that for every v ∈ G ↾ L, ‖xv|F 3v ‖ ≤ δ.
Then (xv)v∈G↾L does not admit the usual basis of ℓ1 as a plegma block generated
G-spreading model.
Proof. For every v ∈ G ↾ L we define
F 2v = {t ∈ supp(xv) \ F 1v : ∃t′ ∈ F 1v such that t′ ⊏ t}
It is immediate that for every v ∈ G ↾ L, (F iv)3i=1 is a partition of supp(xv) and for
every t ∈ F 2v ∪ F 3v we have that |t| > k0. For every v ∈ G ↾ L and 1 ≤ i ≤ 3 we set
xiv = xv|F iv .
Suppose on the contrary that there exists L1 ∈ [L]∞ such that the G-subsequence
(xv)v∈G↾L1 plegma block generates the usual basis of ℓ1 as a G-spreading model. By
Lemma 13.11 (resp. Corollary 13.13) we have that (x1v)v∈G↾L1 (resp. (x2v)v∈G↾L1)
does not admit ℓ1 as a G-spreading model. Hence by Corollary 3.18 (x3v)v∈G↾L1
admits the usual basis of ℓ1 as a G-spreading model, which is impossible since
‖x3v‖ ≤ δ < 1, for all v ∈ G ↾ L1. 
Notation 13.15. Let
D =
{
(ε, δ) ∈ [0, 1
3
−
√
3
6
)× [0, 1) : (
√
3− 3
√
3ε)2 + (1− 3ε− δ)2 ≥ 3
}
and h : D → R be the function defined by
h(ε, δ) = (1− (1− 3ε− (3− 2(1− 3ε)2 − (1 − 3ε− δ)2) 12 )2) 12
Let us note that the curve E = {(ε, δ) ∈ R2 : (√3− 3√3ε)2 + (1− 3ε− δ)2 = 3} is
an ellipse, since its image through the linear transformation T : R2 → R2, defined
by
T (ε, δ) =
[
3
√
3 0
3 1
]
·
[
ε
δ
]
is a circle centered at (
√
3, 1) and of radius
√
3. Moreover notice that (13 −
√
3
6 , 0)
is the first intersection point of the curve E and the ε-axis. Also the point (0, 1)
belongs to E and the δ-axis is the tangent of E at (0, 1). Therefore the set D is
a curved triangle with edges J1, J2, J3, where J1 (respectively J2) is the segment
with endpoints (13 −
√
3
6 , 0) and (0, 0) (respectively (0, 0) and (0, 1)) and J3 is the
arc of E which joins the (0, 1) with (13 −
√
3
6 , 0).
It is easy to see that the function h is well defined on D. Moreover the function
h is strictly increasing on D in the following sense: for all (ε′, δ′), (ε, δ) ∈ D, with
either 0 ≤ ε′ < ε and 0 ≤ δ′ ≤ δ or 0 ≤ ε′ ≤ ε and 0 ≤ δ′ < δ, we have that
h(ε′, δ′) < h(ε, δ). Finally h[D] = [0, 1], h−1({0}) = {(0, 0)} and h−1({1}) = J3.
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Lemma 13.16. Let x1 < x2 < x3 (with respect to (en)n∈N, where en = eφ−1({n})
for all n ∈ N) in BX and k0 ∈ N. For every j = 1, 2, 3 let
F 1j = {t ∈ supp(xj) : |t| ≤ k0}
F 2j = {t ∈ supp(xj) \ F 1j : ∃t′ ∈ F 1j such that t′ ⊏ t}
F 3j = {t ∈ supp(xj) : ∀t′ ∈ F 1j , t, t′ incomparable}
x1j = xj |F 1j , x
2
j = xj |F 2j and x
3
j = xj |F 3j
Let (ε, δ) ∈ D. Suppose that the following are satisfied:
(i) ‖x1 + x2 + x3‖ > 3− 3ε and
(ii) ‖x32‖ < δ.
Then ‖x33‖ < h(ε, δ).
Proof. Since ‖x1 + x2 + x3‖ > 3 − 3ε, there exists ϕ ∈ W such that ϕ(x1 +
x2 + x3) > 3 − 3ε. Then there exist d ∈ N, f1, . . . , fd of type I incomparable and
a1, . . . , ad ∈ R, with
∑d
q=1 a
2
q ≤ 1 such that ϕ =
∑d
q=1 aqfq. Let I = {1, . . . , d}.
For every F ⊆ {1, 2, 3} nonempty we set
IF = {q ∈ I : supp(fq) ∩ supp(xi) 6= ∅, ∀i ∈ F,
and supp(fq) ∩ supp(xi) = ∅, ∀i 6∈ F}
and ϕF =
∑
q∈IF aqfq. Moreover we set
I≤k0 = {q ∈ I{1,2,3} : w(fq) ≤ k0}, I>k0 = {q ∈ I{1,2,3} : w(fq) > k0},
ϕ≤k0 =
∑
q∈I≤k0
aqfq and ϕ>k0 =
∑
q∈I>k0
aqfq
Since ϕ(x1 + x2 + x3) > 3 − 3ε and ϕ(xi) ≤ 1, for all 1 ≤ i ≤ 3, we have that
ϕ(xi) > 1− 3ε, for all 1 ≤ i ≤ 3. Hence
1− 3ε < ϕ(x1) =
∑
1∈F⊆{1,2,3}
ϕF (x1) =
∑
1∈F⊆{1,2,3}
∑
q∈IF
aqfq(x1)
≤
( ∑
1∈F⊆{1,2,3}
∑
q∈IF
a2q
) 1
2
Thus ( ∑
q∈I{2}∪I{3}∪I{2,3}
a2q
) 1
2
< (1 − (1− 3ε)2) 12
Similarly by 1− 3ε < ϕ(x3) we get that( ∑
q∈I{1}∪I{2}∪I{1,2}
a2q
) 1
2
< (1 − (1− 3ε)2) 12
By Remark 13.12 we have that supp(ϕ{1,2,3}) ∩ supp(x22) = ∅. Hence it is easy to
see that
ϕ{1,2,3}(x2) = ϕ{1,2,3}(x12 + x
3
2) = ϕ≤k0(x
1
2) + ϕ>k0(x
3
2)
Thus
1− 3ε < ϕ(x2) =
∑
2∈F⊆{1,2,3}
F 6={1,2,3}
∑
q∈IF
aqfq(x2) + ϕ≤k0(x
1
2) + ϕ>k0(x
3
2)
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Since ‖x32‖ < δ, we have that
1− 3ε− δ <
( ∑
2∈F⊆{1,2,3}
F 6={1,2,3}
∑
q∈IF
a2q +
∑
q∈I≤k0
a2q
) 1
2
Hence ( ∑
q∈I{1}∪I{3}∪I{1,3}∪I>k0
a2q
) 1
2
< (1 − (1− 3ε− δ)2) 12
By the above we have that( ∑
F⊆{1,2,3}
F 6=∅,{1,2,3}
∑
q∈IF
a2q +
∑
q∈I>k0
a2q
) 1
2
< (3− 2(1− 3ε)2 − (1− 3ε− δ)2) 12
The latter yields that∑
F⊆{1,2,3}
F 6=∅,{1,2,3}
ϕF (x3) + ϕ>k0(x3) < (3− 2(1− 3ε)2 − (1 − 3ε− δ)2)
1
2
Hence ϕ≤k0(x3) > 1 − 3ε − (3 − 2(1 − 3ε)2 − (1 − 3ε − δ)2)
1
2 . Since ϕ≤k0(x3) =
ϕ≤k0(x13) we have that ‖x13‖ > 1 − 3ε − (3 − 2(1 − 3ε)2 − (1 − 3ε − δ)2)
1
2 . Since
1 ≥ ‖x3‖ ≥ ‖x13 + x33‖ ≥ (‖x13‖2 + ‖x33‖2)
1
2 , we have that
‖x33‖ < (1 − (1− 3ε− (3− 2(1− 3ε)2 − (1− 3ε− δ)2)
1
2 )2)
1
2 = h(ε, δ)

The proof of the following lemma is similar to the above and we omit it.
Lemma 13.17. Let x1 < x2 < x3 in BX and ε > 0 such that (ε, 0) ∈ D and
‖x1 + x2 + x3‖ > 3− 3ε. We set
k0 = max{|t| : t ∈ supp(x1)}, F 13 = {t ∈ supp(x3) : |t| ≤ k0},
F 33 = {t ∈ supp(x3) : ∀t′ ∈ F 13 , t, t′ incomparable} and x33 = x3|F 33
Then ‖x33‖ < h(ε, 0).
Theorem 13.18. The space X does not contain any plegma block generated
ℓ1 spreading model.
Proof. Suppose on the contrary that X admits ℓ1 as a plegma block generated
ξ-spreading model, for some ξ < ω1. Then by Corollary 8.15 the space X admits
the usual basis of ℓ1 as a plegma block generated (ξ + 1)-spreading model. That
is there exist a regular thin family G of order ξ + 1, M ∈ [N]∞ and a G-sequence
(xv)v∈G such that the G-subsequence (xv)v∈G↾M plegma block generates the usual
basis of ℓ1 as a G-spreading model. Clearly we may suppose that the G-sequence
(xv)v∈G is normalized.
We inductively choose sequence (δn)
∞
n=0 and (εn)n∈N as follows. We set δ0 = 0
and we pick 0 < ε1 <
1
3−
√
3
6 . Then (ε1, δ0) ∈ D\J3 and therefore 0 < h(ε1, δ0) < 1.
We set δ1 = h(ε1, δ0). Suppose that ε1 > . . . > εn and δ0, . . . , δn have been chosen
such that for every 1 ≤ k ≤ n
0 < δk = h(εk, δk−1) < 1
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We pick εn+1 < εn, such that (εn+1, δn) ∈ D \ J3. Thus 0 < h(εn+1, δn) < 1 and
we set
δn+1 = h(εn+1, δn)
It is clear that for every n ∈ N, εn > εn+1 and 0 < δn < 1.
We pass to M1 ∈ [M ]∞ such that G is very large in M1 and the G-subsequence
(xv)v∈G↾M1 plegma block generates the usual basis of ℓ1 as a G-spreading model
with respect to ( εn2 )n∈N. Let v0 be the unique element of G such that v0 ⊏M1(4N)
and k0 = max{|t| : t ∈ supp(xv0 )}. For every v ∈ G we set
F 1v = {t ∈ supp(xv) : |t| ≤ k0},
F 2v = {t ∈ supp(xv) \ F 1v : ∃t′ ∈ F 1v such that t′ ⊏ t},
F 3v = {t ∈ supp(xv) : ∀t′ ∈ F 1v , t′, t are incomparable},
x1v = xv|F 1v , x2v = xv|F 2v and x3v = xv|F 3v
Let also M2 = {n ∈M1(4N) : n > max v0}.
Claim: For every v ∈ G ↾M2 we have that ‖x3v‖ < δ2|v0|.
Proof of Claim. Let v ∈ G ↾M2. By Corollary 13.10 there exists a 3-plegma
path (vj)
2|v0|
j=0 from v0 to v in G ↾↾M1 of length 2|v0|. Since (v0, v1, v2) is plegma we
have that xv0 < xv1 < xv2 and ‖xv0+xv1+xv2‖ > 3−3ε1. By Lemma 13.17 we have
that ‖x3v1‖ < δ1. Inductively for j = 1, . . . , 2|v0| − 1 we have that (vj−1, vj , vj+1)
is plegma. Consequentially we have that xvj−1 < xvj < xvj+1 . Notice also that
‖xvj−1 + xvj + xvj+1‖ > 3− 3εj+1. Having inductively that ‖x3vj‖ < δj (notice that
for j = 1 it is true) by Lemma 13.16 we get that ‖x3vj+1‖ < h(εj , δj) = δj+1. Hence
‖x3v‖ = ‖x3v2|v0|‖ < δ2|v0|. 
The validity of the above claim and the observation that the G-subsequence
(xv)v∈G↾M2 also plegma block generates the usual basis of ℓ1 as a G-spreading
model contradicts Lemma 13.14. 
By the reflexivity of the space X , Theorem 13.18 and Proposition 10.24 we
have the following.
Corollary 13.19. The dual space X∗ of X does not admit c0 as spreading
model of any order.

CHAPTER 14
A reflexive space not admitting ℓp or c0 as a
spreading model
In this chapter we present an example of a reflexive spaceX having the property
that every spreading model, of any order, of X does not contain any isomorphic
copy of c0 or ℓ
p, for every p ∈ [1,∞). This example answers in the affirmative a
related problem posed in [29] and shows that Krivine’s theorem [22] concerning ℓp
or c0 block finite representability cannot be captured by the notion of spreading
models.
1. The definition of the space X
We start with the definition of the space. Its construction is closely related to
the corresponding one in [29]. Let (nj)j∈N and (mj)j∈N be two strictly increasing
sequences of natural numbers satisfying the following:
(i)
∑∞
j=1
1
mj
≤ 0, 1.
(ii) For every a > 0, we have that
naj
mj
j→∞−→ ∞.
(iii) For every j ∈ N, we have that njnj+1 < 1mj .
We consider the minimal subset W ⊂ (c00(N))# satisfying the following:
(i) ±e∗n ∈W , for all n ∈ N.
(ii) Functionals of type I: For every j ∈ N, d ≤ nj and f1 < . . . < fd in W ,
the functional ϕ = 1mj
∑d
q=1 fq belongs to W . The functional ϕ is defined
to be of type I and we associate to it its weight to be w(ϕ) = mj .
(iii) Functionals of type II: For every d ∈ N, a1, . . . , ad ∈ R with
∑d
k=1 a
2
k ≤ 1
and f1, . . . , fd inW of type I with pairwise different weights, the functional
ϕ =
∑d
k=1 akfk belongs to W and is defined to be of type II.
We define the norm ‖ · ‖ on c00(N), by setting for every x ∈ c00(N)
‖x‖ = sup{ϕ(x) : ϕ ∈ W}
Let X be the completion of c00(N) under the above norm. It is easy to see that the
Hamel basis (en)n∈N of c00(N) is an unconditional basis of the space X .
Also for every j ∈ N we define on X the norm ‖ · ‖j by setting for every x ∈ X
‖x‖j = sup{f(x) : f is of type I with w(f) = mj}
Notice that for every j ∈ N the norms ‖ · ‖ and ‖ · ‖j are equivalent. Precisely it is
easily shown that for every x ∈ X , ‖x‖j ≤ ‖x‖ ≤ mj‖x‖j. It is also easy to check
that for every x ∈ X we have that
(14) ‖x‖ = max
{
‖x‖∞,
( ∞∑
j=1
‖x‖2j
) 1
2
}
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where ‖ · ‖∞ denotes the supremum norm. Hence for every x ∈ X the sequence
w = (‖x‖j)j∈N belongs to ℓ2 and
(∑∞
j=1 ‖x‖2j
) 1
2 = ‖w‖ℓ2 ≤ ‖x‖.
2. On the spreading models of the space X
In this section we will show that every spreading model, of any order, of X
does not contain any isomorphic copy of c0 or ℓ
p, for every p ∈ [1,∞).
2.1. The space X does not admit ℓ1 as a spreading model. We first
show that X does not admit ℓ1 as a spreading model of X of any order. We start
with the following lemmas.
Lemma 14.1. Let j < j0 in N and (xq)
nj0
q=1 be a block sequence in the unit ball
BX of X . Then ∥∥∥x1 + . . .+ xnj0
nj0
∥∥∥
j
≤ 2
mj
Proof. It suffices to show that for every f in W of type I with w(f) = mj ,
we have that ∣∣∣f( 1
nj0
nj0∑
p=1
xp
)∣∣∣ ≤ 2
mj
Indeed let f in W of type I with w(f) = mj . Then there exist 1 ≤ d ≤ ni and
f1 < . . . < fd in W , such that f =
1
mi
∑d
q=1 fq. We set I = {1, . . . , nj0},
A = {p ∈ I : there exists at most one q ∈ {1, . . . , ni} such that
suppfq ∩ suppxp 6= ∅} and
B = {p ∈ I : there exists at least two q ∈ {1, . . . , ni} such that
suppfq ∩ suppxp 6= ∅}
Clearly we have that A ∪ B = ∅ and A ∩ B = ∅. It is also easy to see that
|B| ≤ d− 1 < ni and |f(xp)| ≤ 1mi , for all p ∈ A. Hence∣∣∣f( 1
nj0
nj0∑
p=1
xp
)∣∣∣ ≤ 1
nj0
nj0∑
p=1
|f(xp)| = 1
nj0
∑
p∈A
|f(xp)|+ 1
nj0
∑
p∈B
|f(xp)|
≤ 1
mi
+
ni
nj0
≤ 1
mi
+
ni
ni+1
≤ 2
mi
=
2
w(f)

Lemma 14.2. Let d0 < j0 in N, and (xq)
nj0
q=1 be a block sequence in BX . We
set E = {n ∈ N : n > d0} and wq = (‖xq‖j)j , for all 1 ≤ q ≤ nj0 . Assume that
for some 0 < ε < 1 there exists a disjointly supported finite sequence (w′q)
nj0
q=1 in ℓ
2
such that ‖E(wq − w′q)‖ℓ2 < ε, for all 1 ≤ q ≤ nj0 . Then∥∥∥x1 + . . .+ xnj0
nj0
∥∥∥ < 0.2 + ε+ 2n− 12j0
Proof. By Lemma 14.1, we have that∥∥∥∥∥(∥∥∥
∑nj0
q=1 xq
nj0
∥∥∥
j
)d0
j=1
∥∥∥∥∥
ℓ2
≤
d0∑
j=1
∥∥∥∑nj0q=1 xq
nj0
∥∥∥
j
≤
d0∑
j=1
2
mj
< 0, 2
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Using the above and the observation that ‖E(w′q)‖ℓ2 ≤ 2, for all 1 ≤ q ≤ nj0 , we
get the following.∥∥∥∥∥(∥∥∥ 1nj0
nj0∑
q=1
xq
∥∥∥
j
)
j
∥∥∥∥∥
ℓ2
≤ 0, 2 +
∥∥∥∥∥(∥∥∥ 1nj0
nj0∑
q=1
xq
∥∥∥
j
)
j>d0
∥∥∥∥∥
ℓ2
≤ 0, 2 +
∥∥∥∥∥ 1nj0
nj0∑
q=1
(
wq(j)
)
j>d0
∥∥∥∥∥
ℓ2
≤ 0, 2 +
∥∥∥ nj0∑
q=1
E(w′q)
nj0
∥∥∥
ℓ2
+ ε
≤ 0, 2 +
( nj0∑
q=1
( 2
nj0
)2) 12
+ ε = 0, 2 + ε+ 2n
− 12
j0
Moreover ‖ 1nj0
∑nj0
q=1 xq‖∞ ≤ 1nj0 <
1
m1
< 0, 1. Hence by (14) the proof is com-
pleted. 
Proposition 14.3. The space X does not admit ℓ1 as plegma block generated
spreading model of any order.
Proof. Assume on the contrary that there exist F regular thin, M ∈ [N]∞
and (xs)s∈F↾M which plegma block generates ℓ1 as an F -spreading model. We may
also assume that xs ∈ BX for all s ∈ F ↾M and (xs)s∈F↾M plegma block generates
ℓ1 as an F -spreading model with constant 1− ε, where ε = 0, 1.
For every s ∈ F ↾ M we define ws = (‖xs‖j)j∈N which clearly belongs to
Bℓ2 . By the reflexivity of ℓ
2, we have that the F -sequence (ws)s∈F is weakly
relatively compact. By Proposition 6.1, there exists M ′ ∈ [M ]∞ such that the
F -subsequence (ws)s∈F↾M ′ is subordinated with respect the weak topology on ℓ2
and let ϕ̂ : F̂ ↾ M ′ → ℓ2 be the continuous map witnessing this. Let (εn)n∈N
be a decreasing sequence of positive numbers such that εn <
ε
2 , for all n ∈ N.
By Theorem 6.15 there exist L ∈ [M ]∞ and an F -subsequence (w˜s)s∈F↾L in X
satisfying the following.
(i) For every s ∈ F ↾ L, ‖ws − w˜s‖ < εn, where min s = L(n).
(ii) The F -subsequence (w˜s)s∈F↾L is subordinated with respect to the weak
topology of ℓ2. Moreover, if ϕ˜ : F̂ ↾ L → (ℓ2, w) is the continuous map
witnessing this, then ϕ˜(∅) = ϕ̂(∅).
(iii) The F -subsequence (w˜s)s∈F↾L admits a canonical tree decomposition.
Let d0 ∈ N such that ‖E(ϕ̂(∅))‖ℓ2 < ε2 , where E = {d0+1, . . .}. For every s ∈ F ↾ L
we set w′s = w˜s−ϕ̂(∅). It is easy to see that the F -subsequence (w′s)s∈F↾L is plegma
disjointly supported. Moreover, notice that ‖E(ws − w′s)‖ℓ2 < ε, for all s ∈ F ↾ L.
We pick j0 > d0 such that 2n
− 12
j0
< ε. Since (xs)s∈F↾L generates ℓ1 as an F -
spreading model of constant 0, 9, we may choose (sq)
nj0
q=1 ∈ Plmnj0 (F ↾ L) such
that
(15)
∥∥∥ 1
nj0
nj0∑
q=1
xsq
∥∥∥ ≥ 0, 8
Observe that d0, j0, ε, (xsq )
nj0
q=1 and (w
′
sq )
nj0
q=1 satisfy the assumptions of Lemma
14.2. Hence ∥∥∥ 1
nj0
nj0∑
q=1
xsq
∥∥∥ < 0, 2 + ε+ 2n− 12j0 < 0, 4
which contradicts (15) and the proof is complete. 
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Using
nj
mj
j→∞−→ ∞ it is easy to see that the space X satisfies the property P
(see Definition 9.11). This easily implies that the space X does not contain any
isomorphic copy of c0. Proposition 14.3 implies that the space X does not contain
any isomorphic copy of ℓ1. Since the basis of X is unconditional we conclude the
following.
Corollary 14.4. The space X is reflexive.
Moreover we have the following.
Corollary 14.5. The space X does not admit any ℓ1 spreading model of any
order.
Proof. Suppose on the contrary that there exist a regular thin family F ,
M ∈ [N]∞ and a bounded F -sequence (xs)s∈F such that (xs)s∈F↾M generates ℓ1 as
an F -spreading model. By the reflexivity of X and the boundness of (xs)s∈F , we
have that the F -sequence (xs)s∈F is weakly relatively compact. Since X satisfies
the property P , by Theorem 9.13 the spaceX admits ℓ1 as a plegma block generated
F -spreading model, which contradicts Proposition 14.3. 
2.2. The space X does not admit ℓp, for 1 < p, or c0 as a spreading
model. We proceed to show that X does not admit any ℓp, p > 1 or c0 as a
spreading model. First we state some preliminary lemmas.
Lemma 14.6. For every p > 1 and for every δ, c > 0 there exists k0 ∈ N such
that for every k ≥ k0 and (xj)nkj=1 block sequence in X with ‖xj‖ > δ for all
1 ≤ j ≤ nk, we have that ∥∥∥ nk∑
j=1
xj
∥∥∥ > cn 1pk
Proof. Since
n
1− 1
p
k
mk
k→∞−→ ∞, there exists k0 ∈ N such that for every k ≥ k0 we
have that
n
1− 1
p
k
mk
> cδ . Let (xj)
nk
j=1 be a block sequence in X such that ‖xj‖ > δ for
all 1 ≤ j ≤ nk. Let f1, . . . , fnk ∈ W such that fj(xj) > δ and supp(fj) ⊆ supp(xj)
for all 1 ≤ j ≤ nk. Then the functional f = 1mk
∑k
j=1 fj belongs to W . Hence∥∥∥ nk∑
j=1
xj
∥∥∥ ≥ f( nk∑
j=1
xj
)
=
1
mk
nk∑
j=1
fj(xj) >
nk
mk
δ > cn
1
p
k

Lemma 14.7. Let p > 1 and ξ < ω1. For every regular thin family F of
order ξ, M ∈ [N]∞, c, δ > 0 and F -sequence (x˜s)s∈F , such that ‖x˜s‖ > δ for all
s ∈ F ↾ M and (x˜s)s∈F↾M admits a disjoint canonical tree decomposition, there
exist L ∈ [M ]∞ and k0 ∈ N such that for every k ≥ k0∥∥∥ nk∑
j=1
x˜sj
∥∥∥ > cn 1pk
for every plegma nk-tuple (sj)
nk
j=1 in F ↾ L.
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Proof. We will prove the lemma using induction on ξ. For ξ = 1 we have
that the sequence (x˜{m})m∈M forms a block sequence in X . Hence by Lemma 14.6
the result follows.
Let ξ < ω1 and assume that for every ζ < ξ the lemma is true. We will show
that it also holds for ξ. Indeed, let c, δ > 0, F be a regular thin family of order
ξ, M ∈ [N]∞ and (x˜s)s∈F an F -sequence such that the F -subsequence (x˜s)s∈F↾M
admits a disjoint canonical tree decomposition (y˜t)t∈F̂↾M and ‖x˜s‖ > δ, for all
s ∈ F ↾M . Let L1 ∈ [M ]∞ such that F is very large in L1. By Theorem 1.20 there
exists L2 ∈ [L1]∞ such that one of the following holds
(i) ‖∑t⊑s2/s1 y˜t‖ ≤ δ2 for every plegma pair (s1, s2) in F ↾ L2,
(ii) ‖∑t⊑s2/s1 y˜t‖ > δ2 for every plegma pair (s1, s2) in F ↾ L2.
Suppose that (i) occurs. Then by Lemma 14.6 there exist k0 such that for every
k ≥ k0 and (xj)nkj=1 block sequence in X with ‖xj‖ > δ2 for all 1 ≤ j ≤ nk, we have
that ∥∥∥ nk∑
j=1
xj
∥∥∥ > cn 1pj
Let k ≥ k0 and (sj)nkj=1 be a plegma nk-tuple in F ↾ L2(2N). Let L2 = {l21, l22, . . .}
and for every 1 ≤ j ≤ nk, let sj = {l22ρ1 , . . . , l22ρ|sj |}. For all 1 ≤ j ≤ nk we set s
∗
j
to be the unique element in F ↾ L2 with s∗j ⊑ {l22ρ1−1, . . . , l22ρ|sj |−1} and
zsj = x˜sj −
∑
t⊑sj/s∗
j
y˜t
Notice that the sequence (zsj )
nk
j=1 forms a block sequence in X such that ‖zsj‖ > δ2
for all 1 ≤ j ≤ nk. Since k ≥ k0 and the basis (en)n∈N is 1-unconditional, we get
that ∥∥∥ nk∑
j=1
x˜sj
∥∥∥ ≥ ∥∥∥ nk∑
j=1
zsj
∥∥∥ > cn 1pj
Suppose that (ii) occurs. Let G = F/L2. For every t ∈ G, we set zt = x˜(1,G)s (see
Definition 9.3) where s ∈ F ↾ L2(2N) and t ⊏ s. Since o(G) < ξ, by the inductive
hypothesis (for ζ = o(G), c, δ2 , (zt)t∈G and L2(2N)), there exist L ∈ [L2(2N)]∞ and
k0 ∈ N such that for every k ≥ k0,∥∥∥ nk∑
j=1
zsj
∥∥∥ > cn 1pj ,
for every plegma nk-tuple (tj)
nk
j=1 in G ↾ L.
Let (sj)
nk
j=1 plegma nk-tuple in F ↾ L. For all 1 ≤ j ≤ nk, let tj in G ↾ L such
that tj ⊏ sj . Then (tj)
nk
j=1 is an plegma nk-tuple in G ↾ L and therefore∥∥∥ nk∑
j=1
x˜sj
∥∥∥ ≥ ∥∥∥ nk∑
j=1
zsj
∥∥∥ > cn 1pj

The following is immediate by the above.
136 HIGHER ORDER SPREADING MODELS
Corollary 14.8. Let F be a regular thin family, M ∈ [N]∞ and (xs)s∈F an
F -sequence in X . If the F -subsequence (xs)s∈F↾M admits a disjoint canonical tree
decomposition then (xs)s∈F↾M does not admits any ℓp, for 1 < p <∞, or c0 as an
F -spreading model.
Moreover since X is reflexive by Corollary 6.22 we get the following.
Corollary 14.9. The space X does not admit any ℓp, for 1 < p < ∞, or c0
as spreading model of any order.
2.3. The main result and some consequences. We are now ready to state
our main results.
Theorem 14.10. Every spreading model, of any order, of the space X does
not contain any isomorphic copy of ℓp, for every p ∈ [1,∞), or c0.
Proof. Assume that for some ξ < ω1 the space X admits a spreading model
of order ξ containing an isomorphic copy of ℓp (or c0). Since X is reflexive by
Proposition 8.12 we have that X admits ℓp (resp. c0) as a spreading model of order
ξ + 1, which contradicts Corollaries 14.9 and 14.5. 
Moreover by Corollaries 14.9, 14.5 and 8.16 we obtain the following.
Corollary 14.11. For every nontrivial spreading model (en)n∈N admitted by
X , we have that the space E generated by (en)n∈N is reflexive.
Lemma 14.12. For every k ∈ N and every Banach space E such that X k−→E,
we have that X
k−→
bl
E.
Proof. For k = 1 the result is easily verified by the reflexivity of the space
X and the standard sliding hump argument. Suppose that for some k ∈ N the
lemma is true. Let E be a Banach space such that X
k+1−→E. Then there exists a
Banach space E′ with a Schauder basis (e′n)n∈N such that X
k−→E′ and E′ → E.
By the inductive hypothesis we have that X
k−→
bl
E′. By Corollary 8.7 we have that
(e′n)n∈N ∈ SMk(X). Therefore by Corollary 14.11 we have that E′ is reflexive.
Hence by the standard sliding hump argument, E′−→bl E. ThusX
k+1−→
bl
E. By induction
on k ∈ N the proof is complete. 
By the above lemma, Corollary 8.7 and Theorem 14.10 we have the following
which answers the related question of [29].
Corollary 14.13. For every k ∈ N and Banach space E such that X k−→E, we
have that E does not contain any isomorphic copy of ℓp, for all 1 ≤ p ≤ ∞, or c0.
Remark 14.14. It is immediate by the reflexivity of the spaceX , Corollary 14.5
and Theorem 10.26 that the dual space X∗ of X does not admit any c0 spreading
model.
It is worth pointing out that the answer to the Problem 2 in Chapter 2 is
unknown for the space X . Namely we do not know if there exists an ordinal ξ such
that every spreading model of X is equivalent to a ξ-spreading model of X . It is
also unknown if the spreading models of X include reflexive Banach spaces which
are totally incomparable to spaces with a saturated norm.
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