In this paper, we use the truncated EM method to study the finite time strong convergence for the SDEs with Poisson jumps under the Khasminskii-type condition. We establish the finite time L r (r ≥ 2) convergence rate when the drift and diffusion coefficients satisfy super-linear condition and the jump coefficient satisfies the linear growth condition. The result shows that the optimal L r -convergence rate is close to 1/(1 + γ), where γ is the super-linear growth constant. This is significantly different from the result on SDEs without jumps. When all the three coefficients of SDEs are allowing to grow super-linearly, the L r (0 < r < 2) strong convergence results are also investigated and the optimal strong convergence rate is shown to be not greater than 1/4. Moreover, we prove that the truncated EM method preserve nicely the mean square exponentially stability and asymptotic boundedness of the underlying SDEs with Piosson jumps. Several examples are given to illustrate our results.
Introduction
Due to the broad applications in modeling uncertain phenomenon, stochastic differential equations (SDEs) driven by Brownian motions have been attracting lots of attentions [1, 2] . When some unexpected events happen, some jumps may be needed to model the effects of those events. For example, a breaking news after the close of the stock market may lead to a huge 5 difference between today's closing price and tomorrow's opening price. To take both the continuous and discontinuous random effects into consideration, SDEs driven by both Brownnian motions and Poisson jumps are often employed as a generalisation of the SDEs only driven by Brownian motions.
Despite the wide applications, the explicit solutions to SDEs are hardly found. Therefore, 10 to construct some efficient numerical methods is of extremely important. The series works of Higham and Kloeden [3, 4, 5] studied some implicit methods for SDEs with Poisson jumps.
In their papers, the strong convergence, the convergence rates and stability of different implicit methods were proposed and investigated for some SDEs, whose drift coefficient satisfies nonglobal Lipschitz condition, and both the diffusion coefficient and the coefficient for the Poisson jumps are global Lipschitzian. When the global Lipschitz condition on the diffusion coefficient is disturbed, the tamed Euler and the tamed Milstein methods were proposed for SDEs driven by the more generalised process, Lévy process [6, 7] . The taming techniques were original proposed in [8] for the construction of explicit methods for SDEs with non-globally Lipschitz continuous coefficients. As indicated in [9] , explicit methods have their own advantages on the 20 relatively simple structure and the avoidance of solving some nonlinear systems in each iteration. Therefore, the studies on explicit methods for SDEs with non-global Lipschitz coefficients have been blooming in recent years. Sine and cosine functions were employed in [10] to construct some explicit methods for SDEs with both the drift and diffusion coefficients growing superlinearly. The taming techniques were modified and generalised in [11] and [12] . The truncated 25 Euler method were proposed in [13, 14] .
In this paper, we borrow the truncating idea to propose the truncated Euler method for SDEs with Poisson jumps. The main contributions of this work are twofold. Firstly, all the drift coefficient, the diffusion coefficient and the coefficient for Poisson jumps are allowed to grow super-linear. To our best knowledge, this is the first work to study an explicit numerical method 30 for SDEs with all the three coefficients that can grow super-linearly. Secondly, both the finite time convergence and asymptotic behaviours of the method are investigated.
It should be noted that the truncated Euler for SDEs with the global Lipschitzian pure jumps were studied in [15] . Other numerical methods for SDEs with Poisson jumps or Lévy process were also proposed and investigated [16, 17, 18, 19, 20] , we just mention some of them here 35 and refer the readers to the references therein. For the detailed and systemic introductions to numerical methods for SDEs and SDEs with jump, we refer the readers to the monographs [21] and [22] . This paper is constructed as follows. Section 2 sees some necessary mathematical preliminaries. Section 3 contain the main results on the finite time convergence. The asymptotic be-40 haviours, stability and boundedness, of the numerical solutions are presented in section 4 . Several examples are given in the Section 5. Section 6 concludes the paper and points out some future research.
Mathematical Preliminaries
Throughout this paper, unless otherwise specified, let (Ω, F , P) be a complete probability 45 space with a filtration {F t } t≥0 satisfying the usual conditions (i.e., it is increasing and right continuous while F 0 contains all P-null sets). Let E denote the probability expectation with respect to P. Let B(t) be an m-dimensional Brownian motion defined on the probability space and is F tadapted. N(t) is a scalar Poisson process with the compensated Poisson precess N(t) = N(t) − λt, where the parameter λ is a jump intensity. If A is a vector or matrix, its transpose is denoted 50 by A T . If x ∈ R d , then |x| is the Euclidean norm. If A is a matrix, its trace norm is denoted by |A| = (A T A). For two real numbers a and b, we use a ∨ b = max(a, b) and a ∧ b = min(a, b). For a set G, its indicator function is denoted by I G . Moreover, L r = L r (Ω, F , P) denotes the space of random variables X with a norm |x| r := (E|X| r ) 1/r < ∞ for r > 0. In what follows, for notational simplicity, we use the convention that C represents a generic positive constant, the 55 value of which may be different for different appearances. 
with the initial value In order to discuss the convergence rates of the truncated EM method in L r for r ≥ 2. We assume that f and g can be decomposed as
Moreover, the coefficients F, G, F 1 ,G 1 and h satisfy the following conditions. 
The parameter γ, which we call super-linear growth constant. By Assumption 3.1, we can derive that there exists a positive constant K 1 such that
which implies that F 1 , G 1 and h satisfy the linear growth condition. Similarly, we have
We also impose the following standing hypotheses.
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Assumption 3.2. There exists a pair of constantr > 2 and L 2 > 0 such that
By Assumption 3.2, we can derive that for any r ∈ [2,r)
where
(see [23] ).
By Assumption 3.3, we also have that for any p ∈ [2,p)
(see [23] ). The truncated idea is to deal with the super-linear coefficients. In the viewpoint of the finitetime convergence, the linear coefficient does not cause any problem to the EM scheme and hence there is no need to truncate it [23] . In our truncated EM method, we only truncate the super-linear terms, that is F and G. To define the truncated EM scheme, we first choose a strictly increasing function µ : R + → R + such that µ(n) → ∞, as n → ∞, and
Denoted by µ −1 is the inverse function of µ. We also choose a strictly decreasing function ϕ :
For a given step size ∆ ∈ (0, 1), let us define a mapping
We set x/|x| = 0 when x = 0. We then define the partially truncated functions
It is easy to see that
Obviously, F ∆ and G ∆ are bounded while F and G may not. The following lemma shows that the truncated functions maintain the Khaminskii-type condition nicely (see [13] ).
We can show that for any p ∈ [2,p) , we have
(see [23] ). We now form the discrete-time truncated EM numerical solutions
It is consentient to use the continuous-time step processx ∆ (t − ) which is defined bȳ
where I is a indicator function. The other continuous-time process is defined by
is an Itô process with Itô differential
We first state a known result (see [6] ) as a lemma. 
In order to bound the p-th moment of the truncated EM solution, we need the following lemma.
Lemma 3.6. For any ∆ ∈ (0, 1] and t > 0, we have
. By Assumption 3.1 and (3.9), we have
where C is a generic constant, the value of which may change between occurrences. By the characteristic function's argument [24] , for ∆ ∈ (0, 1]
5 where c 0 is a positive constant which is independent of ∆. Therefore,
Inserting this into (3.14) and combing with ∆p /2 ≤ ∆ gives E|x
Proof. Fix any ∆ ∈ (0, 1] and T > 0. By the Itô formula and (3.10), we have
where 20) and
By the Young inequality
we then have
Similarly, we can show that
By Assumption 3.1, it is not difficult to prove that there exists a positive constant c 1 such that
Hence, we have
Moreover, by the Young inequality and (3.9), we get
By Lemma 3.6 and (3.9), we obtain
Noting that the last inequality in (3.27) has used the condition 3.8 which implies
Inserting (3.27) into (3.26) also gives
Substituting (3.22), (3.23), (3.25) and (3.28) into (3.17), we get
Then, we have
The Gronwall inequality yields sup
As this holds for any ∆ ∈ (0, 1] while C is independent of ∆, we obtain the required assertion. ✷ The following lemma shows that x ∆ (t) andx ∆ (t) are close to each other in the sense of L p .
Lemma 3.8. Let Assumption 3.1 and 3.3 hold and let t
Proof. For any p ≥ 2, by Lemma 3.7, there is a∆
Now, fix any ∆ ∈ (0,∆], inserting (3.32) into (3.13) gives (3.29). For any p ∈ (0, 2), the Hölder inequality implies
75 ✷ Let us propose two lemmas before we state our main results in this paper. 
Proof. The proof is given in the Appendix. ✷ 
Proof. The proof is given in the Appendix. ✷ Now, we will show one of our main results in our paper. The proof is similar to that of 
Let r ∈ [2,r) be arbitrary. Then for any ∆ ∈ (0, 1],
and
In particular, we define
where L 4 = 2L 1 + |F(0)| + |G(0)|, and let
to obtain
For any integer n > |x 0 |, define the stopping time
By the Itô formula, we get that for 0
Let us estimate J 2 first. Using Assumption 3.1 gives
Hence, by Lemma 3.8, we have
By the elementary inequalty, J 1 can be decomposed into two parts denoted by J 1 = J 3 + J 4 , where
By (3.5), we have
The Elementary inequality gives
In the same way as Theorem 3.6 in [25] was proved, we can show that
where we use the Lemma 3.8 and the fact that
Inserting (3.48) and (3.49) into (3.47), we have
Combing (3.43), (3.46) and (3.50), we have
The Gronwall inequality implies
Using Lemma 3.9 and 3.10 and letting n → ∞ gives the desired assertion (3.36). By (3.36) and Lemma 3.8 gives the another assertion (3.37). Recalling (3.38), then µ
. Substituting this and (3.39) into (3.36) gives (3.40). Similarly, we can get (3.41). Thus, the proof we have
which lead to 
Noting that R is proportional linearly to ε, which means that letting ε = 1/4 ∧ 1/p will make convergence rate R as large as possible. Hence, this setting gives
To discuss the optimal convergence rate function 3.55, let us consider the following two possible cases: [25] )
which means that the L r -convergence rate is close to r/2 when there is no jumps in SDE (2.1). 
In fact, this difference is caused by the following reason: all moments of the Poisson increments

Convergence and convergence rate of the truncated EM method in
In this subsection, we will discuss the convergence in L r (0 < r < 2) under the assumption that the drift, diffusion and jump terms behave like a polynomial. For this purpose, we first impose the following assumptions. 
We also give a known result as a lemma. In this subsection, all the three coefficients of the SDEs are allowed to grow super-linearly. Hence, we have to truncate the three terms. Similarly, we first choose a strictly increasing function µ : R + → R + such that µ(n) → ∞, as n → ∞, and
Denoted by µ −1 is the inverse function of µ. We also choose a constant ∆ * ∈ (0, 1) and a strictly decreasing function ϕ : (0,
For a given step size ∆ ∈ (0, ∆ * ), the truncated functions are defined as below
where π ∆ is defined as the same as before. The following lemma also shows that the truncated 105 functions preserve the Khaminskii-type condition. The proof is given in the Appendix. 
We now give the discrete-time truncated EM scheme
where X ∆ (t − k ), ∆B k and ∆N k is defined the same as before. The continuous-time form is defined by
is defined in (3.12). In order to state our main result, we first give some useful lemmas.
Lemma 3.19. For any ∆ ∈ (0, ∆ * ) and t > 0, we have
There is an integer k ≥ 0 such that t
. By Assumption , we have
where Cp is a generic constant. The property of Poisson increments implies
Inserting this into (3.69) and recallingp ≥ 2 gives
Noting from (3.8) that (ϕ(∆))p∆ = (ϕ(∆))p∆ 1/2 ∆ 1/2 ≤ ∆ 1/2 , we obtain (3.68) form (3.66). For 0 <p < 2, we have
Thus, the proof is complete. ✷ The following lemma give the moment bound of the truncated EM solutions. 
Proof. Fix any ∆ ∈ (0, ∆ * ) and T > 0. By the Itô formula and Assumption 3.16, we have
By Lemma 3.19, (3.61) and 3.62, we havē
Inserting this into (3.71) and using Lemma 3.19 gives
Thus, we complete the proof. ✷ As the proof is in a similar way as Lemma 3.10 and 3.11 were proved, we also have the following Lemma.
Lemma 3.21. Let Assumption 3.15 and 3.16 hold. For any real number n
> |x 0 |, then P(τ n ≤ T ) ≤ C n 2 and P(ρ ∆,n ≤ T ) ≤ C n 2 ,(3.
72)
where τ n and ρ ∆,n is the same as before. Now, let us show the convergence of the truncated EM methods for the SDEs. Proof. Let τ n , ρ ∆,n , θ ∆,n and e ∆ (t) be the same as before. Applying the Young inequality, we have that for any δ > 0,
(3.75)
By Lemma 3.17 and 3.20, we have
Using Lemma 3.21, we obtain
Inserting (3.76) and (3.77) into (3.75), we get
Now, let ε > 0 be arbitrary. We can choose δ sufficiently small such that
and then choose n sufficiently large such than
We may assume that ∆ * is sufficiently small for µ −1 (ϕ(∆ * )) ≥ n. In the same way as Theorem 3.5 in [13] was proved, we can show that for all ∆ ∈ (0, ∆ * ]
Hence, we obtain the required assertion (3.73). Combining this with Lemma (3.19) gives (3.74). Thus, the proof is complete. ✷ For the purpose of getting the convergence rates a time T, we need some additional conditions. 
for any x, y ∈ R d .
Assumption 3.24. There exist constantL 2 > 0 andγ ≥ 0 such that
Obviously, this condition implies
80)
Lemma 3.25. Let Assumption 3. 15, 3.16, 3.23 and 3.24 hold. Let n > |x 0 | be a real number and let ∆ ∈ (0, ∆ * ) be sufficiently small such µ −1 (ϕ(∆)) ≥ n. Let τ n and ρ ∆,n be the same as before. Let
Proof. We write θ ∆,n = θ for simplicity. By the Itô formula and Assumption 3.23, we get that for 0 ≤ t ≤ T ,
By the condition µ −1 (ϕ(∆)) ≥ n and the definition of the truncated functions f ∆ and g ∆ , we have that
Hence, by Assumption 3.24 and the Hölder inequality as well as Lemma 3.19 and 3.20, we get that
Similarly, we haveJ
Inserting (3.82), (3.83) into (3.81) and combining Lemma 3.19, we have
The Gronwall inequality complete the proof. ✷ Theorem 3.26. Let Assumption 3. 15, 3.16, 3.23 and 3.24 hold. Let r ∈ (0, 2). If
holds for all sufficiently small ∆ ∈ (0, ∆ * ), then for every such small ∆,
Proof. Let τ n , ρ ∆,n , θ ∆,n and e ∆ (t) be the same as before. By (3.75) -(3.77), inequality
holds for any ∆ ∈ (0, ∆ * ), n > |x 0 | and δ > 0. We can therefore choose δ = (ϕ(∆)) r ∆ r/2 and n =L
By condition (3.84), we have
Using Lemma 3.25, we have 
Let 0 < r ≤ 2/(2 +γ) and
Assume that∆ ∈ (0, 1) and
hold. Then, for every ∆ ∈ (0,∆) , 
Hence, we have to force r to be not greater than 2/(2 +γ) in the corollary 3.27.
Remark 3.29. Fixingγ ≥ 0, by (3.88) and (3.90), we can conclude that convergence rate is a increasing function with respect to ε. Hence, substituting
92)
which means convergence rate R increases as r increases. In other words, the higher moment has a better convergence rate for SDEs with jumps when 0 < r ≤ 2/(2 +γ). If we take r = 2 2 +γ ,
this is the maximum of optimal L r -convergence rate. In particular, ifγ = 0, i.e. the drift and diffusion coefficients grows linearly, then convergence rate is equal to 1/4 by choosing r = 1.
Asymptotic behaviours
Stability
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In this subsection, we will show that the partially truncated EM method can preserve the mean square exponential stability of the underlying SDEs (2.1). For the purpose of stability, we also assume that
which means
We first impose the following assumption.
Assumption 4.1. Assume that there exist positive constant
If there is no super-linear term G(x), we set θ = 0 and θ −1 |G(x)| 2 = 0. Similarly, when linear term G 1 (x) is absent, we set θ = ∞ and θ|G 1 (x)| 2 = 0. Moreover, this assumption means
It is therefore known that the SDEs (2.1) is exponentially stable in the mean square sense. We state the following Lemma. 
The following theorem shows that the truncated EM method preserves this mean square 135 exponential stability perfectly. We will employ the technique due to Guo et al. [23] to prove our results. 
Proof. Fix ∆ ∈ (0, ∆ * ). In the same way as Theorem 4.3 in [23] was proved, we have
From (3.11), we have
The property of Brownian increments implies
But, the Poisson increments satisfy E∆N k = λ∆ and E(∆N k ) 2 = λ∆(1 + λ∆). Hence, using the independence of the increments and (4.2), we find that
Substituting (4.7)-(4.9) into (4.6) gives
By (4.5), we have
By (3.1) and (4.1), we have
For each such ∆, we have
Inserting this into (4.11), we yield
Thus, the proof is complete. ✷
Asymptotic boundedness
In this subsection, we will show that the truncated EM method maintains the asymptotic 140 boundedness of the underlying of SDEs (2.1). The additional assumption is the following one.
Assumption 4.4. Assume that there exist constantᾱ
When there is no super-linear term G(x), we set θ = 0 and θ −1 |G(x)| 2 = 0. Similarly, if linear term G 1 (x) is absent, we set θ = ∞ and θ|G 1 (x)| 2 = 0. Moreover, (3.2) implies
Hence, by Assumption 4.4, we have 
Proof. Let τ n ,α, andβ be the same as before, σ n = t ∧ τ n . For any t ≥ 0, the Itô formula gives that
By (4.15), we have
Letting n → ∞, we have
which implies
Thus, the proof is complete. ✷ Lemma 4.6. Let 0 < A < 1 and B ≥ 0. If
Proof. Fix ε ∈ (0,β 1 −β 2 ). In the same way as Theorem 5.3 in [23] was proved, we have
as long as ∆ ∈ (0,∆ 1 ), where∆ 1 ∈ (0, ∆ * ) is sufficiently small for which
Using the independence of the Poisson increments and (3.2) as well as Lemma 3.7, we obtain that
For any ∆ ∈ (0,∆ 1 ), substituting (4.22)-(4.24) into (4.6) gives 25) where (4.20) have been used. By (3.2) and (3.9), we have
Hence, by (3.8), we get
Consequently, there is a∆ ∈ (0,∆ 1 ) sufficiently small such that for any ∆ ∈ (0,∆), ∆(β 1 −β 2 −ǫ) < 1 and
Thus, fix any ∆ ∈ (0,∆). Inserting (4.26) into (4.25) yields Step 
, where B(t) is a scalar Brownian motion and N(t) is a scalar
Poisson process with jump intensity λ = 0.5. Obviously, we have
Hence, Assumption 4.1 is satisfied with α 1 = 2 and α 2 = 1/8. Moreover, we have which means that Assumption 3.2 is satisfied for anyr. Also, we can check that Assumption 3.3 is fulfilled for anyp (see [23] The asymptotic boundedness of the numerical method is shown in Fig 6 and Fig 7. 6. Conclusions and future research
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In this paper, the truncated EM method is investigated for SDEs driven by both Brownian motions and Possion jumps. Both the finite time convergence and asymptotic behaviours of the method are studied. The L r (r ≥ 2) strong convergence is proved when the drift and diffusion coefficients satisfy super-linear growth condition and the coefficient for Possion jumps satisfies linear growth condition. When 0 < r < 2, we are able to prove the L r convergence of the 160 methods to SDEs with all the three coefficients allowing to grow super-linearly.
In the future works, we will report on the SDEs driven by Lévy process and the L r convergence for SDEs whose all the three coefficients can grow super-linearly. where
Using Lemma (3.8), condition 3.8 and (3.9) gives
The Gronwall inequality gives Hence, we have
It follows
Recalling 0 < A < 1 and taking k → ∞, we obtain the required assertion 4.18. Thus, the proof is complete. ✷
