Abstract. We give algorithms to construct the Néron Desingularization and the easy case from [3] of the General Néron Desingularization.
′ is given by Y → y ∈ A ′m . Replacing B by C means in fact to substitute the system of polynomial equations f by a system of polynomials in more variables where it is possible to apply the Implicit Function Theorem. If A ′ is Henselian then this could be very helpful. One example is the applications of Néron Desingularization to the so-called the Artin approximation property of algebraic power series rings with coefficients in an excellent Henselian DVR (see [1] ). Actually for this aim it is not necessary the injectivity of v and C ⊂ A ′ . Ploski [9] proved that if A = C{x}, x = (x 1 , . . . , x n ), B = C{x, Y }/(f ) for some complex convergent power series f in x, Y then a C-morphism v : B → C [[x] ] factors through an A-algebra of type C{x, Z} for some new variables Z.
Ploski's result gave the idea of the so-called the General Néron Desingularization, (see [12] , [13] , [16] ) which says that for special (that is regular) morphisms A → A ′ of Noetherian rings any A-morphism v : B → A ′ with B a A-algebra of finite type, factors through a smooth A-algebra C, that is v is a composite A-morphism B → C → A ′ . This desingularization is constructive when dim A = dim A ′ = 1 (see [10] , [8] , [4] ).
In [3] an easy proof of the General Néron Desingularization is given in the case when dim A = 0, dim A ′ = 1 and A, A ′ have the same residue field. Here it is our goal to provide some algorithms in this direction. We start presenting an algorithm to construct the Néron Desingularization in the case when A, A ′ are DVR. In Section 1 we recall Néron's proof in the idea presented by Artin [1, Theorem 4.5] in a special case (see also [11, Theorem 5.1, page 683], [7, pages 171-172] ). The present proof is taken from [14] and we give it here for the sake of completeness. In Sections 2, 3 we present shortly a constructive proof and give an algorithm to construct Néron Desingularization in the easier case when A, A ′ have the same residue field as in [15, Theorem 10] . We do not implement our algorithm. The implementation done in [10] gives a hard General Néron Desingularization because it is constructed in a general case, that is when A, A ′ are Noetherian local domains of one dimension and with possible different residue fields and so involving some extra equations and new variables. In the last sections we present an algorithm to construct the easy case from [3] of the General Néron Desingularization.
We owe thanks to the Referee who corrected our algorithms.
Preliminaries on Néron Desingularization
Let A ⊂ A ′ be the unramified extension of DVR as above and B a finite type sub-A-algebra of A ′ , let us say B = A[y] for some elements y = (
′ be the A-morphism Y → y, I = Ker σ and f = (f 1 , . . . , f r ) be a regular system of parameters of the regular local ring A[Y ] I . Thus r = height I. By separability of Fr A ⊂ Fr B we see that the Jacobian matrix (∂f /∂Y ) has a r × r-minor M such that M (y) = 0.
The minimum valuation l(B) of the values of the r × r-minors of the Jacobian matrix (∂f i /∂Y j ) in y is an invariant of B. Indeed, tensorizing with A ′ the module of differentials Ω B/A we get the following exact sequence
where [N ] = {1, . . . , N } and φ is given by g → i (∂g/∂Y i )(y)dY i . Applying the Invariant Factor Theorem we see that the finite type
Thus we may suppose that Im φ has the diagonal form, where the only non zero elements are (x ai ), that is i∈[t] a i is the minimum valuation of the values of the t × t-minors of the Jacobian matrix (∂f i /∂Y j ) in y. It follows that t = r and l(B) = i∈[r] a i .
If l(B) = 0 then we may choose f 1 , . . . , f r such that the Jacobian matrix (∂f /∂Y ) has an r × r-minor M such that 
Moreover we may choose E i , L ic such that
. . , g s ) we get
By construction, h(y) ≡ 0 modulo x, that is there exists t ∈ A ′s such that h(y) = xt and so g k (y, t) = 0. It follows that R i (y, t) = 0. Taking derivations above we get
for e < i ≤ r. Note that the Jacobian matrix J associated to the (r + s)-system (f 1 , . . . , f e , E e+1 f e+1 , . . . , E r f r , g 1 , . . . , g s ) has a minor M whose value in (y, t) has the valuation ≤ l(B) + s, because E i (y) ∈ xR ′ and the Jacobian matrix (∂g k /∂T k ′ ) is xId s , Id s being the identity matrix.
Moreover the valuation of M (y, t) can be ≤ l(B) + r − e. Indeed, by elementary transformations on the first r-lines and the first N -columns of J(y, t) we get a matrix G with a diagonal r × N -block on the above lines and rows. Since
has rank e + s modulo q, we may choose an invertible (s − r + e) × (s − r + e)-minor U of the block P of (∂h k /∂Y j ) given on the columns r + 1, . . . , e + s after renumbering Y . Assume that U is given on the lines r + j 1 , . . . , r+j s−r+e and let {u 1 , . . . , u r−e } = [s]\{j 1 , . . . , j s−r+e }. G has the following form On the other hand, adding to the block of J given by the rows e + 1, . . . , r the first e rows multiplied on left in order with −L e+1,c (y, t), . . . , −L r,c (y, t) and the last s rows multiplied on left in order with −xF e+1,k (y, t), . . . , −xF r,k (y, t) we get the Jacobian matrix associated to (f 1 , . . . , f e , x 2 R e+1 , . . . , x 2 R r , g 1 , . . . , g s ). Thus we found a system of polynomials (f 1 , . . . , f e , R e+1 , . . . , R r , g 1 , . . . , g s ) in the kernel Q of the A-morphism A[Y, T ] → A ′ such that its Jacobian matrix has in (y, t) a maximal minor of valuation l(B) − r + e < l(B). Note that C = B[t] has the same dimension with B having the same fraction field and so height Q = N +s−dim C = N + s − dim B = r + s. It follows that l(C) < l(B). Using this construction by recurrence we arrive finally to a C with l(C) = 0 which is enough. Remark 1. The above proof is not constructive since it is based on the induction on l(B). This is the reason to recall a constructive proof in the next section.
A Constructive Néron Desingularization
A ring morphism u : A → A ′ of Noetherian rings has regular fibers if for all prime ideals P ∈ Spec A the ring A ′ /P A ′ is a regular ring, i.e. its localizations are regular local rings. It has geometrically regular fibers if for all prime ideals P ∈ Spec A and all finite field extensions K of the fraction field of A/P the ring K ⊗ A/P A ′ /P A ′ is regular. If A ⊃ Q then regular fibers of u are geometrically regular. We call u regular if it is flat and its fibers are geometrically regular. A regular morphism is smooth if it is finitely presented and it is essentially smooth if it is a localization of a finitely presented morphism. The Néron Desingularization presented in the first section is a kind of smoothification with respect to the inclusion B → A ′ . Now we want to find a smoothification with respect to an A-morphism v :
], k being a field and x a variable. Since we cannot give to a computer the whole informations concerning the coefficients of the formal power series v(Y j ), it is better to work from the beginning with A-morphisms v : B → A ′ /x m A ′ for some m ≫ 0. This is done in [15, Theorem 10] . Next we recall in sketch this construction since we need it for the algorithm. In [10] , [8] such algorithms are presented and even implemented for the so-called the General Néron Desingularization but in our case the things are simpler.
If f = (f 1 , . . . , f r ), r ≤ n is a system of polynomials from I then we consider an r × r-minor M of the Jacobian matrix (∂f i /∂Y j ). Let c ∈ N. Suppose that there exist an A-morphism v :
, where for simplicity we write v(LM ) instead v(LM + I). We may assume that
Theorem 2 (Popescu [15] ). There exists a B-algebra C which is smooth over A such that every A-morphism v
). Set P = LM and d = P (y ′ ). We have dA = x c A. Let H be the n × n-matrix obtained adding down to (∂f /∂Y ) as a border the block (0|Id n−r ). Let G ′ be the adjoint matrix of H and G = LG ′ . We have GH = HG = LM Id n = P Id n and so dId n = P (y
higher order terms in Y j − y ′ j , by Taylor's formula we see that we have
r . This is because (∂f /∂Y )G = (P Id r |0). We have f (y ′ 
Néron Desingularization Algorithm
Neron-Desingularization Dim1
given by the following data: 
Compute s the r × r minor defined by the first r columns of (∂g/∂T ) (13) Compute s ′ such that P (y ′ + dG(y ′ )T ) = ds ′ (14) return C := E ss ′ and the canonical map π : B → C. We get the following minors: 
The only difference from Example 1 consists in the map v :
We now follow the steps of algorithm. We get the following minors:
∈ (x) for all the minors M i . We take M = 4Y 
is smooth over A. We have Ker φ ⊃ P 1 since Ker φ ⊃ (g 1 , g 2 ) and
Ker φ ⊂ (g 1 , g 2 ) and so Y .
. As above we see that Ker ψ = Q 1 since U 1 / ∈ Ker ψ and so ψ induces the isomorphism
2 ) which is mapped by ψ in 4u 5 2 ∈ (x). Then v factors through the smooth A-algebra
because v is the composite map
where ρ is given by
Remark 2. In Example 3, we gave a General Néron Desingularization using no algorithm. Applying our algorithm we will get a more complicated General Néron Desingularization. Example 4 illustrates the whole construction of the proof from Theorem 2. . Now we follow the steps of algorithm: Y 2 ) . Actually the order taken in the algorithm was (Y 2 , Y 1 ) .
Among the minors
Then the above isomorphism is induced by the
We can also compute the Example 4 in Singular using GND.lib given in [10] but the result is harder.
Suppose also that u 
There exists a certain s such that m s = 0 because A is an Artinian local ring and so A has the form A = k[T ]/a, T = (T 1 , . . . , T m ), and the maximal ideal of A is generated by T . Then for all i ∈ [m] = {1, . . . , m}, T i s ∈ a and
] and letv 1 be this inclusion. Then v factors through
we see thatv 1 factors through a smooth k-algebraC. Then A ⊗ kv1 factors through A ⊗ kC . It follows that v factors through a smooth A-algebra C (see e.g. [3, Lemma 1]).
A special Algorithm
In our next algorithm we will use the Néron Desingularization algorithm given in Section 3. Remark 3. Here we give two examples for the same rings. Example 6 gives a Néron Desingularization which comes from the direct computations, while Example 7 gives a smooth A−algebra C which we get by following the algorithm of Section 3. Example 7. Considering everything as in Example 6 until we apply the algorithm from Section 3, we getC = E ss ′ where E ss ′ is the same as in example 4. So C = A ⊗ kC whereC can be obtained as in Example 6. 
Special-Neron-Desingularization
Input: N ∈ Z >0 a bound A = k[T ]/(a), a = (a 1 , . . . , a e ) T = (T 1 , . . . , T m ), T i s ∈ (a), A ′ = k[[x]][T ]/(a), B = A[Y ]/I, I = (g 1 , . . . , g l ), g i ∈ k[T,
