Abstract. Let k be an algebraically closed field and A be a finite-dimensional associative basic k-algebra of the form A = kQ/I where Q is a quiver without oriented cycles or double arrows and I is an admissible ideal of kQ. We consider roots of the Tits form q A , in particular in the case where q A is weakly nonnegative. We prove that for any maximal omnipresent root v of q A , there exists an indecomposable A-module X such that v=dim X. Moreover, if A is strongly simply connected, the existence of a maximal omnipresent root of q A implies that A is tame of tilted type.
Let k be an algebraically closed field and A be a finite-dimensional associative basic k-algebra with unity. Write A = kQ/I, where Q is a finite quiver and I is an admissible ideal of the path algebra kQ; see [1] , [15] . In this work, an A-module will always be a finitely generated left A-module.
A fundamental problem in the representation theory of algebras is the classification of indecomposable A-modules (up to isomorphism). One of the early successes of modern representation theory was the identification by Gabriel [14] of the one-to-one correspondence between isoclasses of indecomposable modules and roots of the quadratic form q Q (x 1 , . . . , x n ) = Recall that an algebra A is representation-finite if there are only finitely many indecomposable A-modules up to isomorphism. More generally, an algebra A is tame if, for every positive natural number n, almost every indecomposable ndimensional A-module is isomorphic to a module belonging to a finite number of 1-parametric families of modules. A central result of Drozd [13] states that every finite-dimensional k-algebra is either tame or wild, the latter case meaning that the classification of the indecomposable A-modules implies the classification of the indecomposable modules over any other finite-dimensional algebra.
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In general, we shall consider algebras A = kQ/I which are triangular , that is, Q has no oriented cycles. Following Bongartz [3] , for a triangular algebra A, the Tits quadratic form q A : Z Q 0 → Z is defined by
r(i, j)v(i)v(j),
where Q 0 (resp. Q 1 ) denotes the set of vertices (resp. arrows) of Q and r(i, j) is the number of elements in R ∩ I(i, j) whenever R is a minimal set of generators of I contained in i,j∈Q 0
I(i, j).
For a representation-finite algebra A, it was shown in [3] that q A is weakly positive, that is, q A (v) > 0 for any vector 0 = v ∈ N Q 0 , and, in the case where the Auslander-Reiten quiver of A accepts a preprojective component, then there is a one-to-one correspondence X → dimX between the isoclasses of indecomposable A-modules and the (finitely many) roots of the Tits form q A . For a tame algebra, the first author showed ( [27] ) that q A is weakly non-negative, that is, q A (v) ≥ 0 for any v ∈ N Q 0 . Although the converse is not true, there are important cases where it holds. For instance, if A is a tilted algebra, Kerner's analysis [21] shows that A is tame exactly when q A is weakly non-negative, and in that case the dimension vector function yields an injection of the isoclasses of indecomposable directing A-modules into the roots of the Tits form q A . Recently, it was shown by Brüstle and the authors of this work that a strongly simply connected algebra A is tame if and only if q A is weakly non-negative, [7] .
In this work we extend some of the above results in the following way. Given a unit form q(x 1 , . . . , x n ) = 
. , n;
it is maximal if any root w ≥ v is w = v. We denote by q(−, ?) the associated symmetric bilinear form. We say that the form q is slender if q ij ≥ −1 for every pair i = j. The first result is fundamental in our context.
Theorem 0. Let A be a triangular algebra such that q A is a slender form with a maximal omnipresent root v. Then q A is weakly non-negative. Moreover, v(i) ≤ 12
for every i ∈ Q 0 .
The result follows directly from [19] and the corresponding result for the coordinates of maximal omnipresent roots of weakly non-negative unit forms proved in [11] . We review the proof in Section 1. We do not know what is the optimal bound for the coordinates of a maximal omnipresent root of the Tits form of an algebra; we conjecture it is 6.
The problem of realization of a root v as the dimension vector v = dimX of an indecomposable module X is difficult. We shall discuss the problem of realization of maximal omnipresent roots for a class of algebras which includes the schurian tame algebras. 
contains an open and dense subset of C. We prove that under the hypothesis of the theorem, s = 1.
Recall from [39] that a triangular algebra A is strongly simply connected if for every convex subcategory B of A the first Hochschild cohomology H 1 (B) vanishes. The relevance of strongly simply connected algebras is associated to the construction of Galois coverings R → R/G = A, for certain finite-dimensional algebras A, with strongly simply connected categories R and torsion-free groups G of automorphisms of R. The main result of [7] is used to prove the next theorem. For concepts not explicitly introduced in the paper as well as a general background we refer the reader to [2] , [36] , [37] and [38] .
Theorem 2. Let
1. Unit forms and algebras 1.1. We recall some elementary facts of linear algebra. Let M = (a ij ) be a symmetric integral n × n-matrix such that a ii = 2 for i = 1, . . . , n. The corresponding bilinear form q(x, y) = xM y t , for any couple of row vectors x, y, satisfies q(x + y) = q(x) + q(x, y) + q(y), where q is the quadratic form associated to M , that is, q(x) = 1 2 xM x t . The form q is a unit form, that is, it has the shape
q ij x i x j for some integral numbers q ij , where x i is the i-th coordinate of the vector x. Denote by e 1 , . . . , e n the canonical basis of Z n ; then we get q(e i , e j ) = q ij .
Given an index i = 1, . . . , n, the reflection of q at i is the function σ i (z) = z − q(z, e i )e i on Z n . Observe that for a root v of q, the reflection σ i (v) is again a root.
Lemma. Let q be a weakly positive unit form. Then the following statements hold.
(a) For every pair i, j such that q ij < 0, we have
and some indices j(i).
(c) Drozd [12] : q accepts only finitely many positive roots. is a root and we inductively repeat the argument.
(c) Consider q as a function q : R n → R. By continuity, q(z) ≥ 0 in the positive cone K = (R n ) + . By induction on n, it can be shown that q(z) > 0 for any 0 = z ∈ K. Let 0 < γ be the minimal value reached by q on {z ∈ K : z = 1} (a compact set). Then a positive root z of q satisfies γ ≤ q
The following was essentially proved in [23] .
Lemma. Let q : Z n → Z be a weakly non-negative unit form. Then the following statements hold.
(a) For every pair i, j such that (c) Let v be a maximal omnipresent root of q and assume that q accepts infinitely many omnipresent roots. Then there is an ascending chain of omnipresent roots (v i ) i∈N in the considered partial order. By (a), there should be two roots v r < v s such that q(v r , e i ) = q(v s , e i ), for every 1 ≤ i ≤ n. Then the non-zero, non-negative vector w = v s − v r satisfies q(w, e i ) = 0 for every 1 ≤ i ≤ n. Hence v + w is strictly bigger than v and q(v + w) = 1 + q(v, w) = 1, which contradicts the maximality of v.
1.3. We show the weak non-negative version of subsection 1.1. 
Proof. We shall prove the result by induction on |v| = 
e e e Consider the Tits form q A of the strongly simply connected tame algebra A; the form q A is therefore weakly non-negative. The vector v in the example is a locally maximal omnipresent root but the vector u is also a root of q A . The following remark proves, in our context, the existence of exceptional indices. Proof. Consider v as a locally maximal omnipresent root of q.
In the case where v is maximal and q(v, e i ) ≥ 2 we get that q(2v − e i ) = 4 − 2q(v, e i )+1 ≤ 1. Since 2v −e i is omnipresent, then the hypothesis yield q(2v −e i ) = 0, and then q(3v − e i ) = 1 + q(v, 2v − e i ) = 1, a contradiction to the maximality of v.
To show that q is weakly positive, assume that q(w) = 0 for some vector 0 ≤ w ∈ Z n with w(i) = 0 for i ∈ E. Since q is weakly non-negative, q(w, e j ) ≥ 0 for
and therefore q(w, e i ) = 0 for all i ∈ E. But then q(v + w) = 1 + q(v, w) = 1, contradicting the maximality of v. Thus q is weakly positive.
Corollary. Let q : Z n → Z be a weakly positive unit form and v a root of q. Then v is locally maximal if and only if it is maximal.
Proof. Assume v is locally maximal but not maximal, say u = v ≤ u for a root u. Then u − v is a non-negative non-trivial vector satisfying
Since q is weakly positive, then q(u − v) = 1 and there is a unique index j with q(v, e j ) ≥ 1. In fact q(v, e j ) = 1 and 2 = v(j) ≤ u(j) ≤ 1 yields a contradiction.
1.5. Examples. We consider unit forms q defined by diagrams, where as usual, s full edges (resp. s dotted edges) between the vertices i and j mean that q ij = −s (resp. q ij = s).
(1) Weakly non-negative unit forms with a maximal omnipresent root v have v(i) ≤ 12 for every index i, and the bound is optimal as shown in [11] . The following is an example of a unit form q with a maximal omnipresent root v with v(j) = 12 for some vertex j. We have encircled the exceptional indices:
x x x x x x x x x x x x xThe omnipresent maximal root v displayed on the form (1) has two (marked) exceptional indices. The unit form q given by diagram (2) accepts a maximal omnipresent root v with two (marked) exceptional indices.
(3) The following quadratic form q accepts the indicated locally maximal omnipresent root v with only one exceptional vertex j and v(j) = 1. Observe that the form q (j) is not weakly positive:
The following example shows that a unit form may accept several maximal omnipresent roots (even with different exceptional vertices):
e e e e 1 2 n n n n n n n n 1 (5) We shall provide an example of a root v of the Tits form of a strongly simply connected algebra A such that v is not realizable as v = dimX for an indecomposable A-module X. Consider the algebra A given by the following quiver with relations and the vector v as indicated on the vertices of the quiver:
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License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use where the dotted line indicates a commutativity relation. We get q A (v) = 1, that is, v is a root of the Tits form of A. Assume, to get a contradiction, that there exists an indecomposable A-module X such that dimX = v. In the case where
such that ke 2 is a direct summand of X. Therefore X(β)X(α) = 0 and also X(δ)X(γ) = 0. Hence X restricts to an indecomposable representation Y of the algebra B as in the picture:
B :
• which is representation-finite with a preprojective component. Therefore q B (dimY ) = 2 contradicts the main result in [3] .
1.6. Frequently we shall deal with restrictions of quadratic forms and quotients of algebras. The relationship between these operations is clarified in the following proposition. 
Proposition. Let
Proof. Assume that Q 0 = {1, . . . , n}. First observe thatĀ = kQ /Ī, whereĪ = I/Ae a A ∩ I. Let r 1 , . . . , r s be a minimal set of generators of I in i,j I(i, j) and, for each pair i, j ∈ Q, set r(i, j) to be the number of those r p in I(i, j). Write each r p = r p + r p as a linear combination of paths where r p (resp. r p ) is a linear combination of paths not passing (resp. passing) through a. Then r 1 , . . . , r s generateĪ. We get
This shows that (a) and (b) to (d) follow. Only (e) needs an additional argument. The vector w = v − e a is a root of q with w(a) = 0. Henceq(w) = 1 = q (w). The quadratic formq = q −q is weakly non-negative by (a) and w is omnipresent in Q with 0 =q(w) = i,j∈Q 0
w(i)w(j)(r(i, j) −r(i, j))
. Therefore q =q.
1.7. We recall that a unit form q : Z n → Z is critical (resp. hypercritical) if q is not weakly positive (resp. not weakly non-negative) but every proper restriction q|J : Z J → Z, for J a proper subset of {1, . . . , n}, is weakly positive (resp. weakly non-negative). Clearly, a unit form is weakly positive (resp. weakly non-negative) if and only if it does not accept a critical (resp. hypercritical) restriction.
Let q(x 1 , . . . , x n ) be a critical unit form. If n ≥ 3, a theorem of Ovsienko (see [22] ) says that q is non-negative and there is an omnipresent vector z with positive integral coordinates and q(z) = 0; a minimal such vector is called a critical vector. If n = 2, then q 12 ≤ −2 (only if q 12 = −2 we get a critical vector (1, 1) ). The critical forms and critical vectors have been classified [22] ; it is important to observe that for a critical vector z there is always an index i with z(i) = 1.
In [19] it was shown that given a hypercritical unit form q(x 1 , . . . , x n ), there is an index 1 ≤ j ≤ n such that the restriction q|J is critical for J = {1, . . . , n} \ {j}; moreover, for any index 1 ≤ i ≤ n such that the restriction q|I is critical for I = {1, . . . , n} \ {i}, then the corresponding critical vector z i , as an element of Z n , satisfies q(z i , e i ) < 0. We write q (i) = q|I for I = {1, . . . , n} \ {i}. The following statement is a reformulation of [19] , Proposition (1.4); we present a sketch of its proof. q(x 1 , . . . , x n ) be a slender hypercritical form. Then one of the following two situations occur: (1) there are positive vectors v and w satisfying q(v) = −1 and q(w) = −3; (2) n = 4 and q = q M is the form associated to the quiver: Proof. Observe that n ≥ 3 and consider the critical restriction q = q (n) with critical vector z considered as an element of Z n and q(z, e n ) = −m, a negative integer. Assume z(1) = 1.
Lemma. Let
(a) We show that 0 < m ≤ 3. Indeed, the vector v = z − e 1 + e n is not omnipresent, therefore
(b) For m = 1, we get q(2z + e n ) = −1 and q(4z + e n ) = −3. (c) For m = 2, we get q(z + e n ) = −1 and q(2z + e n ) = −3. (d) For m = 3, we get q(v) = 0 and q(e 1 , e n ) = −1. Hence q (1) is critical and v is a critical vector (since v(n) = 1). We may assume q(v, e 1 ) = −r is a negative integer. If r = 1 or 2 we get by (b) and (c) vectors v and w satisfying q(v ) = −1 and q(w ) = −3 and we are done. Therefore, we may assume r = 3 and as above get q(e 2 , e 1 ) = −1. Repeating the argument, we may assume q(e 2 , e n ) = −1, which implies that q|{1, 2, n} is critical of typeÃ 2 . Hence n = 4, and by symmetry q = q M . Consider v = (1, 1, 1, 1 ) and w = (2, 2, 1, 1) to get q(v) = −2 and q(w) = −3.
1.8. We specialize the main result of [19] into the following statement which is fundamental in our considerations. We shall identify A = kQ/I with a k-category whose objects are the vertices of Q and whose morphism space A(s, t) is e t Ae s . We say that B is a convex subcategory of A if B = kQ /I for a path closed subquiver Q of Q and I = I ∩ kQ . In this view, an A-module X is a k-linear functor X : A → mod k . The dimension vector of X is dim X = (dim k X(s)) s∈Q 0 ∈ N Q 0 and the support of X is the set of vertices supp X = {s : X(s) = 0}.
For an algebra A, we consider the standard duality D :
op is the opposite algebra of A.
Let v ∈ N
Q 0 be a dimension vector. The variety of A-modules of dimension vector v is the closed subset mod A (v) of the affine space
) is zero (see [30] ).
The affine algebraic group G(v) = contains an open and dense subset of C. Given an irreducible component C of mod A (v), there always exists a unique generic decomposition in C, say v = w 1 + · · ·+w s , and there are irreducible components C i of mod A (w i ) such that the generic decomposition in C i is irreducible and the following inequality holds: [25] , [27] . Moreover, generically there are no extensions between modules in C i and C j for i = j; see [9] , [25] .
Let A be a triangular algebra and consider the bilinear form
whose associated quadratic form is q A . Recently, the authors showed the following result [34] .
Theorem. For any two A-modules X, Y over a triangular algebra A, the inequality
dim X, dim Y A ≥ dim k Hom A (X, Y ) − dim k Ext 1 A (X, Y ) holds.
The following, probably well-known, result is relevant in our context.

Proposition. Let A = kQ/I be a triangular algebra and v be a root of the Tits form q A satisfying the following conditions: (a) q A is weakly non-negative; (b) there is a non-negative vector u ∈ Z n such that for any non-negative vector z ≤ v with q A (z) = 0, then z is an integral multiple of u.
Then there exists a number r ∈ N such that 0 ≤ v − ru and there is an indecomposable realization X ∈ mod A (v − ru). In the case where v is a maximal positive root, then there is an indecomposable realization X ∈ mod A (v).
Proof. Let A = kQ/I be a triangular algebra and v a root of the Tits form q A satisfying (a) and (b). Take C to be an irreducible component of mod A (v) of maximal dimension and v = w 1 + . . . + w s the generic decomposition. Let C i be an irreducible component of mod A (w i ) such that the generic decomposition in C i is irreducible. Moreover we may define open subsets U i of C i where each X i ∈ U i is extension-orthogonal to any X j ∈ U j , for j = i. For any choice X i of indecomposable modules in U i , i = 1, . . . , s, we get
where all the summands are non-negative. We distinguish two cases.
(1) There is one w i such that q A (w i ) = 1, say i = 1. Suppose s > 1; then q A (v, w 2 ) = 0 and q A (w 2 ) = 0. We may suppose that w 2 = ru for certain r ∈ N. Then w 1 = v − ru accepts a realization X 1 ∈ mod A (w 1 ). In the case where v is maximal and s > 1, then q A (v + w 2 ) = 1 yields a contradiction. Therefore v maximal root implies s = 1.
(2) All of the w i satisfy q A (w i ) = 0. For some i = j we have q A (w i , w j ) = dim k Hom A (X i , X j ) = 1, for modules X i ∈ U i and X j ∈ U j , say i = 1, j = 2 and 406 JOSÉ A. DE LA PEÑA AND ANDRZEJ SKOWROŃSKI for all others i = 1, 2 and any j the modules in U i and U j are Hom-orthogonal. Then s > 1 and there are constants r 1 , r 2 such that w 1 = r 1 u and w 2 = r 2 u. Then 1 = q A (w 1 , w 2 ) = r 1 r 2 q A (u, u) = 0, which is a contradiction. Therefore situation (b) never occurs. In the case where A = kΔ is a hereditary algebra and A T is a tilting module, B = End A (T ) is called a tilted algebra of type Δ. The work of Kerner [21] shows that a tilted algebra B is tame if and only if the Tits form q B is weakly non-negative. In that case all roots of q B can be realized as dimension vectors of indecomposable modules.
Corollary. Let A be a triangular algebra whose Tits form is weakly non-negative and v be a root of q
Proposition. Let A be a triangular algebra accepting a locally maximal omnipresent root v of q A with exceptional indices a = b. Then there is an indecomposable Amodule Y such that y = dimY is a positive root of q A satisfying: (i) y ≤ v and y(a)
Proof. By subsection 1.3, there is a positive root y of q A such that there exists a sequence of reflections σ i 1 , . . . , σ i s satisfying: 
with t ≥ 2, so that X t−1 is injective, we set B = B [X] . In each case, the module X and the integer t are called, respectively, the pivot and the parameter of the admissible operation.
The dual operations are denoted by (ad 1*), (ad 2*) and (ad 3*).
Following [1] , an algebra A is a coil enlargement of the critical algebra C if there is a sequence of algebras C = A 0 , A 1 , . . . , A m = A such that for 0 ≤ i < m, A i+1 is obtained from A i by an admissible operation with a pivot in a stable tube of Γ C or in a component (coil) of Γ A i obtained from a stable tube of Γ C by means of the admissible operations done so far. When A is tame, we call A a coil algebra. A typical example of a coil algebra is the following bound quiver algebra given by the quiver
with relations λα = 0, λγ = 0, βρ = 0, δρ = 0 and λρ = μσ. Observe that the dimension vector u displayed with support in the critical algebra C satisfies q A (u, −) = 0. Consider R to be the restriction of the indecomposable projective A-module P i to C and R(j) = 0. Since A is a coil algebra, then R is an indecomposable regular C-
Proposition. Let A be a representation-infinite coil algebra. Then
Therefore q A (z, −) = 0; in particular q A (z, v) = 0, which implies that v + z is a root, contradicting the maximality of v. 
where all the summands are non-negative. We distinguish two cases. 
of q (in fact, B 11 is a representation-finite tilted algebra), there are infinitely many indecomposable B 01 -modules Y with the same dimension vector y:
Observe that B 01 is wild while the algebra B 10 is tame not of polynomial growth.
By results in [28] the number of parameters p(A)
, defined as the number of convex critical subcategories of A, of a tame algebra A having a sincere indecomposable module is at most 2. Clearly, if p(A) = 0, then A is representation-finite and if p(A) = 1, then A is a finite enlargement or coenlargement of a representationinfinite domestic tilted convex subcategory of A (for definitions see [35] ). In the case where p(A) = 2, then A is the gluing of two representation-infinite domestic tilted algebras. We recall that Bongartz classified the families of representationfinite algebras A with the above properties and n ≥ 13. Dräxler [10] built the small cases (n ≤ 12) with the help of a computer program. The algebras with p(A) = 2 and n ≥ 20 were classified by de la Peña in [29] . Consider the algebras given by quivers with relations:
The algebra A 1 in fact represents a family of algebras parametrized by the number of vertices n. The algebras in the family are tilted of typeD n with a preprojective component containing a sincere module with the indicated maximal omnipresent root v of q A 1 , that is, p(A 1 ) = 1. Observe that v has two exceptional indexes marked by o. For the algebra A 2 , the Tits form q A 2 accepts a maximal root v with a unique exceptional index marked by o. This algebra is tame tilted and contains two tame concealed subcategories of typesẼ 7 andẼ 8 , that is, p(A 2 ) = 2.
4. Tilted algebras 4.1. We start by recalling from [32] , [33] and [7] the following useful version of the Splitting Lemma. We say that an indecomposable A-module X is extremal if suppX = {i ∈ Q 0 : X(i) = 0} contains all sinks and sources of Q. In the case where A accepts an indecomposable extremal module, then A is a tilted algebra.
Proof of Theorem 2.
Let A be a strongly simply connected algebra and assume that v is a maximal omnipresent root of q A . Hence q A is weakly non-negative by Theorem 0 and [7] implies that A is a tame algebra. Moreover, Theorem 1 implies the existence of an indecomposable module X with dim X = v. In particular, X is an extremal module. We distinguish two cases:
(a) A is representation-finite. Since A is strongly simply connected, then Γ A is a preprojective component. Since A is sincere, then A is tilted. 
We shall prove that we get a splitting situation as in the above Lemma. Indeed, (S1) is satisfied. For (S2), consider Since X is an indecomposable extremal module, then the Splitting Lemma implies that A is tilted. This shows that A is a tame tilted algebra and the association X → dimX, mapping indecomposable sincere A-modules to the set of omnipresent roots, is a surjective function. Moreover, any indecomposable sincere module belongs to the connecting component C of A. To complete the proof of Theorem 2 it remains to show the injectivity of the association. Indeed, suppose that X and Y are two indecomposable sincere A-modules with dimX = dimY . Then 
Let
A be a strongly simply connected algebra whose Tits form q A : Z n → Z accepts a maximal omnipresent root v. Then A is a tame tilted algebra with a directing component C and an indecomposable sincere module X such that dimX = v.
First we observe that X ∈ C; in particular, pdim A X ≤ 1 and idim A X ≤ 1. Indeed, if X / ∈ C, we may assume that there is a morphism Hom A (Y, X) = 0 for some Y ∈ C and therefore C does not contain injective modules. Since A is tame, then A is tilted of Euclidean type and C is a preprojective component; see [36] . Therefore A does not accept a maximal omnipresent root, a contradiction.
Consider a slice S of C containing X as a quiver. By a result of Happel [18] , the Hochschild cohomology of the path algebra kS is H 1 (kS) = H 1 (A) = 0, since A is strongly simply connected. Therefore S is a tree and we may assume that X is a unique source in S (since all indecomposable injective modules are successors of X in Γ A ). Consider the number t(S) of terminal vertices of the tree S, that is, vertices with a unique neighbour in S. Let s(X) be the number of neighbours of X in S.
If there are no projective modules in C, then the slice S is of Euclidean type [27] and therefore there are infinitely many omnipresent roots for q A , a contradiction. Therefore there is a last projective P s in the order of paths in C, which we shall denote R 0 = rad P s , where s is a source in the quiver of A, and we may assume that the algebra B = A/Ae s A is connected and the B-module R 0 is indecomposable (if not so, we consider the dual algebra A op ). In particular A = B[R 0 ], where B is a tilted algebra with a directing component C accepting a slice S = S \ {P
Since X is sincere and C is directing, no module of the slice S is injective with the possible exception of R 0 itself (in that case, P s is projective-injective and therefore the unique sincere A-module). Moreover, since A is tame, the algebra B is tame and the vector space category U(Hom B (R 0 , mod B )) is tame. In particular, we get (see [35] Proof. (i) and (ii). Assume that S has three or more branching points. Then the quiver S is not Euclidean and R 0 lies in C , which is a connecting component of Γ B accepting a slice S with at least two branching points; then t(S ) ≥ 4. If t(S) ≥ 5, then also t(S ) ≥ 4. Hence we shall assume that t(S ) ≥ 4, which implies that in C we get one of the following situations as subposets of Hom B (R 0 , S ):
We conclude that R 0 is injective, since otherwise we get either an indecomposable module Y with dim k Hom B (R 0 , Y ) ≥ 3 (last case) or two non-comparable indecomposable modules Y, Z with dim k Hom B (R 0 , Y ) = 2. Then P s is projectiveinjective and R 0 is a sincere B-module. Since the poset Hom B (R 0 , S ) is tame, we get that S is completely depicted in the above pictures. Hence there are at most three branching points in S and at most five terminal points. Moreover, precisely t(S ) = 4.
(iii) Assume that s(X) ≤ 2 and S \ {X} has a linear component of type A m . We shall prove that X is projective-injective by induction on m.
be the chain of maps in S corresponding to the linear component in S \ {X}. Suppose first that none of the X i,m−i+1 is injective. Then C contains the following modules and irreducible morphisms:
Since every irreducible map is either mono or onto, a simple dimension argument yields that all descending maps X i,j → X i−1,j are mono and all ascending maps Y i , where the Y i are indecomposable not projective (since X is sincere) Amodules. The dual argument of (i) yields that X is projective. Then X is the unique sincere A-module 4.4. Proof of Theorem 3. Let A be a strongly simply connected algebra whose Tits form q A : Z n → Z accepts a maximal omnipresent root v with two exceptional indices a and b. Then A is a tame tilted algebra with a directing component C containing an indecomposable sincere module X such that dimX = v. We shall prove that X is (up to isomorphism) the unique indecomposable sincere A-module. For this purpose we may assume that X is not projective-injective.
Let P s be a last projective in C and R 0 be its indecomposable radical as in the last paragraph. Hence A = B[R 0 ] for a tilted strongly simply connected algebra B.
Let S (resp. S ) be the slice in C (resp. C ) whose unique source is X (resp. R 0 ). Let Y be an indecomposable sincere A-module non-isomorphic to X. We shall get a contradiction.
Assume that a, b are exceptional indices of v = dimX. By subsection 4.3 we may suppose that X has two neighbours in S (that is, s(X) = 2) and t(S ) = 3. ) = 1, which implies that A is a wild algebra. Therefore we get a module Y j which is injective, by the remarks in subsection 4.3, and thus X is projective-injective again, a contradiction showing that r = 2.
We show that one of the modules Y i is injective. Indeed, assume otherwise that none of the Y i is injective. In the case where t > 1 or p > 1, then as above, A is wild. Therefore t = 1 = p and then A is tilted of Euclidean typeD n−1 , a situation which is also discarded. Suppose that Y j is injective. By [36] 
