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Abstract 
The watershed algorithm is an important technique for image segmentation which converts the gray-level image to a segmented 
image. We propose a watershed algorithm based on the mean value, the standard deviation of the histogram and the PSNR within 
a sub-interval, a novel recursive algorithm for deriving clustered images that is also used to increase the quality of an image. The 
clustered images using the watershed algorithm produce close results to that of the original image.  
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 1. Introduction 
A clustered image can be used in many applications like satellite image clustering is used for classification of geology is to 
measure the area on forest or cultivated land. Color image segmentation based on automatic morphological clustering is used for 
various applications [11]. 
There are two types of image clustering. The first type is based on gray-level which includes single thresholding and 
Multi-thresholding. Single thresholding transforms original image to binary image. The multi-thresholding [15] classifies the 
gray-level into several intervals. Otsu is the most classic method it takes lot of time to complete the multi-thresholding process. 
Arora [12] is a quick multi-thresholding algorithm to solve the gray-level problem. 
The second type of image clustering is based on k-means algorithm [14] in solving the gray-level problem but the 
number of cluster and initial set of each cluster center must be set by a human. The final output set of each cluster in the k-means 
algorithm takes long time to be implemented based on two-layer pyramid data structure.  Dong‘s algorithm [13] finds the image 
cluster from the lower resolution image and then extends it to the higher resolution image. 
The proposed Watershed algorithm is presented in this section 3 applies the Watershed algorithm and the compared 
algorithm to several sample images. 
                                
2 Proposed Algorithm 
An M × N resolution digital image may be defined as a two-dimensional function where x and y are spatial coordinates, and
the amplitude of F at any pair of coordinates(x,y) is the gray level of the image at that point. Thus the array of an original input 
image F(x,y) is 
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Kernel can be virtually any size (3x3, 5x5, 5x7, 15x15, whatever), but 3x3 sizes are generally the most useful--they operate only 
on a pixel and its directly adjacent neighbours. Convolution requires a lot of computational power. To calculate a pixel for a 
given mask of size m x n, m * n multiplications, m * n - 1 additions, and one division are required. So to perform a 3 x 3 
convolution on a 1024 x 1024 colour image (a minimal convolution on an average-size image), 27 million multiplications, 24 
million additions, and 3 million divisions are performed. For more substantial convolutions, such as 5 x 5 or 8 x 8, on larger 
images the amount of computation required becomes very large indeed. The process flow can be displayed in the Fig 1 
Fig. 1    Process Flow 
    
2. Image Pre-processing 
Kernel can be virtually any size (3x3, 5x5, 5x7, 15x15, whatever), but 3x3 sizes are generally the most useful--they operate only 
on a pixel and its directly adjacent neighbours. Convolution requires a lot of computational power. To calculate a pixel for a 
given mask of size m x n, m * n multiplications, m * n - 1 additions, and one division are required. So to perform a 3 x 3 
convolution on a 1024 x 1024 color image (a minimal convolution on an average-size image), 27 million multiplications, 24 
million additions, and 3 million divisions are performed. For more substantial convolutions, such as 5 x 5 or 8 x 8, on larger 
images the amount of computation required becomes very large indeed.  
3. Edge Detection 
The first step is to filter out any noise in the original image before trying to locate and detect any edges. A convolution mask is 
usually much smaller than the actual image. As a result, the mask is slid over the image, manipulating a square of pixels at a 
time. After eliminating the noise, the next step is to find the edge strength by taking the gradient of the image. Then, the 
approximate absolute gradient magnitude (edge strength) at each point can be found. The 3x3 convolution masks, one estimating 
the gradient in the x-direction (columns) and the other estimating the gradient in the y-direction (rows). They are shown below:  
Input Image 
Image pre-processing 
Segmentation 
Enhanced Output Image 
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The gradient is then approximated using the formula:  
                                                     |G| = |Gx| + |Gy|               (2) 
Finding the edge direction is trivial once the gradient in the x and y directions are known. However, you will generate an error 
whenever sumX is equal to zero. So in the code there has to be a restriction set whenever this takes place. Whenever the gradient 
in the x direction is equal to zero, the edge direction has to be equal to 90 degrees or 0 degrees, depending on what the value of 
the gradient in the y-direction is equal to. If GY has a value of zero, the edge direction will equal 0 degrees. Otherwise the edge 
direction will equal 90 degrees. The formula for finding the edge direction is just:  
                                                       θ = arctan (Gy / Gx)               (3) 
Once the edge direction is known, the next step is to relate the edge direction to a direction that can be traced in an 
image. So if the pixels of a 3x3 image are aligned as follows: 
x     x     x 
x     a     x 
x     x     x 
Then, it can be seen by looking at pixel "a", there are only four possible directions when describing the surrounding 
pixels - 0 degrees (in the horizontal direction), 45 degrees (along the positive diagonal), 90 degrees (in the vertical direction), or 
135 degrees (along the negative diagonal). So now the edge orientation has to be resolved into one of these four directions 
depending on which direction it is closest to (e.g. if the orientation angle is found to be 3 degrees, make it zero degrees). 
4. Watershed Segmentation 
Thus the watershed algorithm is provided the image C(f) which was obtained from the Marker image M(f) and the Final 
Gradient image, FG(f). For any pixel p at position (i, j), C can be obtained by 
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Since the Marker image, M(f) provides a rough partition of the objects, the final gradient image, FG(f) avoids over 
merging and the average of the Marker and Final Gradient images preserves the contour of objects, C(f) ensures that both interior 
and contour of an object will be detected as it should be. The image C thus obtained is then subjected to watershed segmentation. 
The segmented output is more pleasing without over-segmentation and the algorithm is also less time-complex than other 
traditional algorithms. 
Effective Watershed algorithm 
Input : Original image 
Output : Segmented image 
Step1 : Calculate the gradient magnitude image by evaluating the magnitude at each image point. 
Step2 : Start at threshold T=1. 
Step3:  Find pixels above threshold and pixels below or equal to T. 
Step 4:  Let T=T+1. 
Step5:  If a region of pixels above T combines with a region of pixels below or equal to T, then mark as a watershed boundary. 
Step6: Repeat until highest gradient magnitude is reached (T=K-1) 
Watershed segmentation is a morphological based method of image segmentation. In the proposed segmentation 
technique, watershed segmentation algorithm is enriched with additional information about the regions of interest through the 
preprocessed gradient image and the marker extracted image. Gradient image provides the variations in gray level to 
segmentation algorithm and the marker extracted image without irrelevant minimal gray-level details causes watershed 
segmentation to produce more perfect results.  
     
5. Applying PSNR Values 
The peak signal-to-noise ratio (PSNR) is the typical method of measuring image quality improvement. MAXI is the maximum 
possible pixel value of the image (here 255).MSE is mean squared error.  
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Peak Signal – Noise – Ratio                                                                                                                                                                                  
 (3) 
6. Entropy Calculation 
                                                 Select an image Lena 
                                                       Leans = 0 
                    commns = 3770 
                    PSNR = 20*Math.Log10(255 / RMSE) 
                    k-means algorithm  = "33.14" 
                    Dong’s algorithm   = "33.57" 
                    Arora algorithm    = "29.72" 
                    Proposed algorithm   = 36 
                    sumval1 = 0 
                    values  = 0 
                    pvalue  = 0 
                    valuess = 0 
                    RMSE=Math.Sqrt(values / sumval1) 
                    PSNR = 20*Math.Log10(255/RMSE) 
7. Experimental Results and Analysis 
In order to prove the usefulness of the watershed algorithm different images with 512x512 resolution and gray level is 256 are 
used for experiments. 
Fig. 2. Peppers Images - Color Image 
Figure 2 is original image of peppers. It is possible to construct (almost) all visible colors by combining the three primary 
colors red, green and blue, because the human eye has only three different color receptor. 
Fig. 3. Gray scale Image 
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Fig. 4. Noise removed Image 
Fig. 5. Edge Detected Image 
Fig. 6. Segmented Image 
8. Analysis (Applying PSNR Value) 
Peak Signal Noise Ratio (PSNR) is defined as the process which it reduces the noise in image and increases the quality of image 
to attain the best performance close to the result. The PSNR value is high based on the output by applying watershed algorithm 
compared to all other models. The peak signal-to-noise ratio (PSNR) is the typical method of measuring image quality 
improvement. 
MAXI is the maximum possible pixel value of the image (here 255).MSE is mean squared error. Peak Signal – Noise – Ratio                    
           (4) 
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The difference between the curves is dominated by the high bit rates. The range (1500-2000) gets 4 times the weight of 
the range (375-500) even if they both represent a bit rate variation of 33%Hence it was considered to be more appropriate to do 
the integration based on logarithmic scale of bit rate.  factor between two vertical gridlines in the plot is:  100.05 = 1.122 (or 
12.2%).  Could this be an alternative way of presenting RD-plots? The interpolation can also be made more straightforward with 
a third order polynomial of the form: 
                                                SNR = a + b*bit + c*bit2 + d*bit3                (5)
Average PSNR difference in dB over the whole range of bit rates. Average bit rate difference in % over the whole range 
of PSNR. 
9. Performance Evaluation 
 Table 1. Performance Evaluation 
Image/algorithm K-means Dong’s Arora proposed 
Leena 33.14 33.57 29.72 36 
balloon 33.27 33.43 29.03 34 
Jet 30.79 30.79 26.26 31 
Peppers 31.78 32.35 28.25 33 
washbowl 32.96 32.81 28.72 34 
Sum 161.94 162.85 142.01 168 
Average 32.388 32.59 28.4.2 33.6 
The performance evaluation cab be completed using the various existing algorithm with proposed algorithm .The tested results 
are displayed in a above table 1 and the chart representation of performance evaluation can be displayed in a fig 7 
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Fig 7. Performance Evaluation 
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10. Conclusion 
Based on the mean value, standard deviation, and PSNR, a Watershed algorithm is proposed in this paper for image 
segmentation. Evaluation results show the proposed algorithm succeeds in deriving clustered images.    The clustered image built 
by the proposed algorithm is extremely close to that of original image.  The algorithm also reduces the RMSE much more than 
other schemes, which makes it better suited for real equipment with lower gray-level displaying screen.           
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