Introduction {#Sec1}
============

Synaptic changes are thought to be involved in learning, memory, and cortical plasticity, but the exact relation between microscopic synaptic properties and macroscopic functional consequences remains highly controversial. In experimental preparations, synaptic changes can be induced by specific stimulation conditions defined through presynaptic firing rates ([@CR15]; [@CR22]), postsynaptic membrane potential ([@CR47]; [@CR5]), calcium entry ([@CR55]; [@CR58]), or spike timing ([@CR60]; [@CR9]).

Whereas detailed biophysical models are crucial to understand the biological mechanisms underlying synaptic plasticity, phenomenological models which describe the synaptic changes without reference to mechanism are generally more tractable and less computationally expensive. Consequently, phenomenological models are of great use in analytical and simulation studies. In this manuscript, we will examine a number of phenomenological models with respect to their compatibility with both experimental and theoretical results. In all cases, we consider a synapse from a presynaptic neuron *j* to a postsynaptic neuron *i*. The strength of a connection from *j* to *i* is characterized by a weight *w*~*ij*~ that quantifies the amplitude of the postsynaptic response, typically measured as the height of the postsynaptic potential or the slope of the postsynaptic current at onset. The conditions for synaptic changes as well as their directions and magnitudes can be formulated as 'synaptic update rules' or 'learning rules'. Such rules can be developed from purely theoretical considerations, or to account for macroscopic phenomena such as the development of receptive fields, or based on findings from electrophysiological experiments manipulating firing rate or voltage. In this manuscript, however, we restrict our scope to rules which have been developed to account for the results of experiments in which synaptic plasticity was observed as a result of pre- and postsynaptic spikes (for more general reviews, see [@CR20]; [@CR31]; [@CR19]).

For the classification of the synaptic plasticity rules, it is important to specify the time necessary to *induce* such a change as well as the time scale of *persistence* of the change. For both short-term and long-term plasticity, changes can be induced in about 1 s or less. In short-term plasticity (see Sect. [3](#Sec6){ref-type="sec"}), a sequence of eight presynaptic spikes at 20Hz evokes successively smaller (depression) or successively larger (facilitation) responses in the postsynaptic cell. The characteristic feature of short-term plasticity is that this change does not persist for more than a few hundred milliseconds: the amplitude of the postsynaptic response recovers to close-to-normal values within less than a second ([@CR62]; [@CR94]).

In contrast to short-term plasticity, long-term potentiation and depression (LTP and LTD) refer to persistent changes of synaptic responses (see Sect. [4](#Sec9){ref-type="sec"}). Note that the time necessary for induction can still be relatively brief. For example, in spike-timing-dependent plasticity ([@CR9]; [@CR87]), a change of the synapse can be induced by 60 pairs of pre- and postsynaptic spikes with a repetition frequency of 20Hz; hence stimulation is over after 3 s. However, this change can persist for more than one hour. The final stabilization of, say, a potentiated synapse occurs only thereafter, called the late phase of LTP ([@CR25]). An additional aspect is that neurons in the brain must remain within a sustainable activity regime, despite the changes induced by LTP and LTD. This is achieved by homeostatic plasticity, an up- or down-regulation of all synapses converging onto the same postsynaptic neuron which occurs on the time scale of minutes to hours ([@CR105]).

The phenomenological models discussed in this manuscript can be classified from a theoretical point of view as unsupervised learning rules. There is no notion of a task to be solved, nor is there any notion of the change being 'good' or 'bad' for the survival of the animal; learning consists simply of an adaptation of the synapse to the statistics of the activity of pre- and postsynaptic neurons. This is to be contrasted with reward-based learning, also called reinforcement learning ([@CR93]).Inreward-based learning the direction and amount of change depends on the presence or absence of a success signal, that may reflect the current reward or the difference between expected and received reward ([@CR81]). Reward-based learning rules are distinct from supervised learning since the success signal is considered as a global and unspecific feedback signal, that often comes with a delay, whereas in supervised learning the feedback is much more specific. In the theoretical literature, there exists a large variety of update rules that can be classified as supervised, unsupervised or reward based learning rules.

In this paper, we start with a review of some basic experimental facts that could be relevant for modeling, followed by a list of theoretical concepts arising from fundamental notions of learning and memory formation (Sect. [2](#Sec2){ref-type="sec"}).We then review models of short-term plasticity in Sect. [3](#Sec6){ref-type="sec"} and models of long-term potentiation/depression (LTP/LTD), in particular the spike-timing dependent form, in Sect. [4](#Sec9){ref-type="sec"}. Throughout the review we discuss spike-based plasticity rules from a computational perspective, giving implementations that are appropriate for analytical and simulation approaches. In the final sections we briefly mention reward driven learning rules for spiking neurons (Sect. [5](#Sec25){ref-type="sec"}) and provide an outlook toward current challenges for modeling. The relevance of molecular mechanisms and signaling chains ([@CR55]; [@CR58]) for models of synaptic plasticity ([@CR56]; [@CR86]; [@CR78]; [@CR7]; [@CR34]; [@CR108]), as well as the importance of the postsynaptic voltage ([@CR47]; [@CR5]; [@CR87]), is acknowledged but not further explored.

2 Perspectives on plasticity {#Sec2}
============================

Over the last 30 years, a large body of experimental results on synaptic plasticity has been accumulated. The most important discoveries are summarized in Sect. [2.1](#Sec3){ref-type="sec"}. Simultaneously, theoreticians have investigated the role of synaptic plasticity in long-term memory, developmental learning and task-specific learning. The most important concepts arising from this research are described in Sect. [2.2](#Sec4){ref-type="sec"}. Many of the plasticity models employed in the theoretical approach were inspired by [@CR39] postulate that describes how synaptic connections should be modified:

When an axon of cell A is near enough to excite cell B or repeatedly or persistently takes part in firing it, some growth process or metabolic change takes place in one or both cells such that A's efficiency, as one of the cells firing B, is increased.

In classical Hebbian models, this famous postulate is often rephrased in the sense that modifications in the synaptic transmission efficacy are driven by correlations in the firing activity of pre- and postsynaptic neurons. Even though the idea of learning through correlations dates further back in the past ([@CR44]), correlation-based learning is now generally called Hebbian learning. Most classic theoretical studies represented the activity of pre- and postsynaptic neurons in terms of rates, expressed as continuous functions. This has led to a sound understanding of rate-based Hebbian learning. However, rate-based Hebbian learning neglects the fine temporal structure between pre- and postsynaptic spikes. Spike-based learning models for temporally structured input need to take this timing information into account (e.g. [@CR32]) which leads to models of spike-timing dependent plasticity (STDP) ([@CR30]; [@CR48]; [@CR75]; [@CR2]) that can be seen as a spike-based generalization of Hebbian learning. The first experimental reports showing both long-term potentiation and depression induced by causal and acausal spike timings on a time scale of 10ms were published by [@CR61] and [@CR60], slightly after the theoretical work, however potentiation induced by the pairing of EPSPs with postsynaptic depolarization on a time scale of 100ms was demonstrated considerably earlier ([@CR37]). Timing in rate-based Hebbian learning (although not spike-based) can be traced even further back in the past ([@CR54]). From a conceptual point of view, all spike-based and rate-based Hebbian learning rules share the feature that only variables that are *locally* available at the synapse can be used to change the synaptic weight. These local elements that can be used to construct such rules are listed in Sect. [2.3](#Sec5){ref-type="sec"}.

2.1 Experimental results {#Sec3}
------------------------

The most important results from experiments on synaptic plasticity with respect to the modeling of synaptic plasticity are as follows: Short-term plasticity depends on the sequence of presynaptic spikes on a time scale of tens of milliseconds ([@CR62]; [@CR94]).Long-term plasticity is sensitive to the presynaptic firing rate over a time scale of tens or hundreds of seconds. For example 900 presynaptic stimulation pulses at 1Hz (i.e. 15min of total stimulation time) yield a persistent depression of the synapses, whereas the same number of pulses at 50Hz yields potentiation ([@CR22]).Long-term plasticity depends on the exact timing of the pre- and postsynaptic spikes on the time scale of milliseconds ([@CR60]; [@CR9]). For example LTP is induced if a presynaptic spike precedes the postsynaptic one by 10 ms, whereas LTD occurs if the order of spikes is reversed. In this context it is important to realize that most experiments are done with repetitions of 50--60 pairs of spikes whereas a single pair has no effect.STDP depends on the repetition frequency of the prepost spike-pairings. In fact, 60 pairings pre-before-post at low frequency have no effect, whereas the same number of pairs at a repetition frequency of 20Hz gives strong potentiation ([@CR87]).Plasticity depends on the postsynaptic potential ([@CR47]; [@CR5]). If the postsynaptic neuron is clamped to a voltage slightly above rest during presynaptic spike arrival, the synapses are depressed, while at higher depolarization the same stimulation leads to LTP ([@CR5]; [@CR66]).On a slow time scale of hours, homeostatic changes of synapses may occur in form of rescaling of synaptic response amplitudes ([@CR103]). These changes can be useful to stabilize neuronal firing rates.Also on the time scale of hours, early phase LTP is consolidated into late phase LTP. During the consolidation phase heterosynaptic interactions may take place, probably as a result of synaptic tagging and competition for scarce protein supply ([@CR25]). Consolidation is thought to lead to long-term stability of the synapses.Distributions of synaptic strength (e.g., the EPSP amplitudes) in data collected across several pairs of neurons are reported to be unimodal ([@CR87]). At a first glance, this seems to be at odds with experimental data suggesting that single synaptic contacts are in fact binary ([@CR71]; [@CR68]).Synapses do not form a homogeneous group, but different types of synapse have different plasticity properties ([@CR2]; [@CR95]). In fact, the same presynaptic neuron makes connections to different types of target neurons with different plasticity properties for short-term ([@CR62]) and long-term plasticity ([@CR57]).

Many other experimental features could be added to this list, e.g., the role of intracellular calcium, of NMDA receptors, etc., but we will not do so; see [@CR14] and [@CR59] for reviews. We emphasize that, given the heterogeneity of synapses between different brain areas (plasticity has mainly been studied in visual or somatosensory cortex and hippocampus) and between different neuron and synapse types, we cannot expect that a single theoretical model can account for all experimental facts. In the next section, we will instead consider which theoretical principles could guide our search for suitable plasticity rules.

2.2 Theoretical concepts {#Sec4}
------------------------

Synaptic plasticity is held to be the basis for long-term memory, developmental learning, and task-specific learning. From a theoretical point of view, synaptic learning rules should therefore provide: sensitivity to correlations between pre- and postsynaptic neurons ([@CR39]) in order to respond to correlations in the input ([@CR69]). This is the essence of all unsupervised learning rulesa mechanism for the development of input selectivity such as receptive fields ([@CR12]; [@CR63]), in the presence of strong input features. This is the essence of developmental learninga high degree of stability ([@CR29]) in the synaptic memories whilst remaining plastic ([@CR35]). This is the essence of memory formation and memory maintenancethe ability to take into account the quality of task performance mediated by a global success signal (e.g. neuro-modulators, [@CR81]). This is the essence of reinforcement learning ([@CR93]).

These items are not necessarily exclusive, and the relative importance of a given aspect may vary from one subsystem to the next; for example, synaptic memory maintenance might be more important for a long-term memory system than for primary sensory cortices. There is so far no rule which exhibits all of the above properties; moreover, theoretical models which reproduce some aspects of experimental findings are generally incompatible with other findings. For example, traditional learning rules that have been proposed as an explanation of receptive field development ([@CR12]; [@CR63]), exhibit a spontaneous separation of synaptic weights into two groups, even if the input shows no or only weak correlations. This is difficult to reconcile with experimental results in visual cortex of young rats where a unimodal distribution was found ([@CR87]). Moreover model neurons that specialize early in development on one subset of features cannot readily re-adapt later on. On the other hand, learning rules that do produce a unimodal distribution of synaptic weights ([@CR106]; [@CR77]; [@CR38]; [@CR64]) do not lead to long-term stability of synaptic changes, as the trajectories of individual synaptic weights perform random walks. Hence it appears that long-term stability of memory requires a multimodal synapse distribution ([@CR97]; [@CR13]) or additional mechanisms to stabilize the synaptic weights contributing to the retention of a memory item.

2.3 Locally computable measures {#Sec5}
-------------------------------

In a typical spiking network model, a neuron is characterized by its voltage (subthreshold) and its firing times (spikes/superthreshold). Mesoscopic measures such as population activity are not accessible for the individual synapses. As a consequence, spike-based plasticity models may be constructed from a combination of the following terms: spontaneous growth or decay (a non-Hebbian zeroorder term)---this could be a small effect that leads to slow 'homeostatic' scaling of weights in the absence of any activityeffects caused by postsynaptic spikes alone independent of presynaptic spike arrival (a non-Hebbian firstorder term). This could be an additional realization of homeostasis: if the postsynaptic neuron spikes at a high rate over hours, all synapses are down-regulatedeffects caused by presynaptic spikes, independent of postsynaptic variables (another non-Hebbian first-order term). This is typically the case for short-term synaptic plasticityeffects caused by presynaptic spikes in conjunction with postsynaptic spikes (STDP) or in conjunction with postsynaptic depolarization (Hebbian terms)all of the above effects may depend on the current value of the synaptic weight. For example, close to a maximum weight synaptic changes could become smaller.

We note that the changes induced by pre- or postsynaptic spikes need not necessarily immediately affect the synaptic weight. Alternatively, they may lead to an update of an internal hidden variable which evolves with some time constant *τ*. Hence, the hidden variable implements a low-pass filter. For example, let us denote by *δ*(*t* − *t*^*f*^) a spike of a neuron occurring at time *t*^*f*^. Then an internal variable *x* can be defined with dynamics: $$\documentclass[12pt]{minimal}
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$${{{\rm{d}}x} \over {{\rm{d}}t}} = - {x \over \tau } + \sum\limits_{tf} {} A\delta (t - {t^f})$$
\end{document}$$, such that it is updated with each spike by an amount *A* and decays between spikes with a time constant *τ* (see Fig. [1](#Fig1){ref-type="fig"}, top). If the time constant is sufficiently long and *A* = 1/*τ*, the hidden variable gives an online estimate of the mean firing rate in the spike train. Other variations in the formulation of such a 'trace' left by a spike are possible that do not scale linearly with the rate. First, instead of updating by the same amount each time, we may induce saturation, $$\documentclass[12pt]{minimal}
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$${{{\rm{d}}x} \over {{\rm{d}}t}} = - {x \over \tau } + \sum\limits_{tf} {A(1 - x\_)\delta (t - {t^f})} $$
\end{document}$$.

For *A* \< 1 the amount of increase gets smaller as the variable *x* before the update (denoted by *x*\_) approaches its maximal value of 1. Hence the variable *x* stays bounded in the range 0 ≤ *x* ≤ 1. An extreme case of saturation is given by *A* = 1, in which case the reset is always to the value of 1, regardless of the value of *x* just before. In this case, the value of the trace *x* depends only on the time since the most recent spike (see Fig. [1](#Fig1){ref-type="fig"}, bottom). We will see in the following sections that the idea of traces left by pre- or postsynaptic spikes plays a fundamental role in algorithmic formulations of short-term and long-term plasticity. For example, in the case of Hebbian long-term potentiation, traces left by presynaptic spikes need to be combined with postsynaptic spikes, whereas short-term plasticity can be seen as induced by traces of presynaptic spikes, independent of the state of the postsynaptic neuron. Fig. 1Implementation of plasticity by local variables: each spike contributes to a trace *x(t)*. The update of the trace is either by a fixed value (*top*) or to a fixed value (*bottom*)

In principle, voltage dependence could be treated in a similar fashion, see, e.g., [@CR16], but we will focus in the following on learning rules for short-term and long-term plasticity that use spike timing as the relevant variable for inducing postsynaptic changes.

3 Short-term plasticity {#Sec6}
=======================

Biological synapses have an inherent dynamics, which controls how the pattern of amplitudes of postsynaptic responses depends on the temporal pattern of the incoming spike train. Notably, each successive spike can evoke a response in the postsynaptic neuron that is smaller (depression) or larger (facilitation) than the previous one. Its time scale ranges from 100 ms to about a second. Fast synaptic dynamics is firmly established in biological literature ([@CR62]; [@CR36]), and well-accepted models exist for it ([@CR3]; [@CR62]). Neurotransmitter is released in quanta of fixed size, each evoking a contribution to the postsynaptic potential of fixed amplitude; this is known as the quantal synaptic potential ([@CR46]). The release of an individual quantum is known to be stochastic, but the details of the mechanism underlying this stochasticity remain unclear. However, the following two phenomenological models describe the average response and are therefore entirely deterministic. Both models use the idea of a 'trace' left by presynaptic spikes (see previous section), but in slightly different formulations.

3.1 Markram-Tsodyks Model {#Sec7}
-------------------------

One well-established phenomenological model for fast synaptic dynamics was originally formulated for depression only in [@CR102] and later extended to facilitating dynamics in [@CR100]. Here, we discuss the formulation of the model presented in [@CR101].

If neuron *i* receives a synapse from neuron *j* (see Fig. [2b](#Fig2){ref-type="fig"}), the synaptic current (or conductance) in neuron *i* is*w*~*ij*~*y*~*ij*~(*t*), where*w*~*ij*~ is the absolute strength and *y*~*ij*~(*t*) is a scaling factor that describes themomentary input to neuron *i*. Dropping the indices for the rest of this discussion, *y* evolves according to: $$\documentclass[12pt]{minimal}
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$${{{\rm{d}}x} \over {{\rm{d}}t}} = {z \over {{\tau _{{\rm{rec}}}}}} - {u_ + }{x_ - }\delta (t - t_j^f)$$
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$${{{\rm{d}}x} \over {{\rm{d}}t}} = {y \over {{\tau _{\rm{I}}}}} - {u_ + }{x_ - }\delta (t - t_j^f)$$
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$${{{\rm{d}}z} \over {{\rm{d}}t}} = {y \over {{\tau _{\rm{I}}}}} - {z \over {{\tau _{{\rm{rec}}}}}}$$
\end{document}$$ where *x*,*y* and *z* are the fractions of synaptic resources in the recovered, active, and inactive states respectively, *t*~*j*~^*f*^ gives the timing of presynaptic spikes, *τ*~I~ is the decay constant of PSCs and *τ*~rec~ is the recovery time from synaptic depression. These equations describe the use of synaptic resources by each presynaptic spike---a fraction *u*~+~ of the available resources *x* is used by each presynaptic spike. The variable *u*~+~ therefore describes the effective use of the synaptic resources of the synapses, which is analogous to the probability of release in the model described in ([@CR62]). The notation *x*~−~ in the update equations ([3](#Equ3){ref-type=""}) and ([4](#Equ4){ref-type=""}) is intended to remind the reader that the value of *x* just *before* the update is used. In facilitating synapses, *u*~+~ is not a fixed parameter, but derived from a variable *u* which is increased with each presynaptic spike and returns to baseline with a time constant *τ*~fac~: $$\documentclass[12pt]{minimal}
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$${{{\rm{d}}u} \over {{\rm{d}}t}} = {u \over {{\tau _{{\rm{fac}}}}}} + U(1 - u\_)\delta (t - t_j^f)$$
\end{document}$$ where the parameter *U* determines the increase in *u* with each spike. We note that the update is equivalent to the saturated trace ([2](#Equ2){ref-type=""}). The notation *u*~−~ indicates that the value of *u* is taken just before the update caused by presynaptic spike arrival. However, in ([3](#Equ3){ref-type=""}) and ([4](#Equ4){ref-type=""}) we use the value *u*~+~ just *after* the update of the variable *u*. If *τ*~fac~ → 0, facilitation is not exhibited, and *u*~+~ is identical to *U* after each spike, as is the case with depressing synapses between excitatory pyramidal neurons ([@CR102]). The model described by Eqs. [3](#Equ3){ref-type=""}--[6](#Equ6){ref-type=""} gives a very good fit to experimental results: compare Fig. [2a](#Fig2){ref-type="fig"} and [c](#Fig2){ref-type="fig"}. However, it should be noted that the values for the model parameters, including the time constants, are quite heterogeneous, even within a single neural circuit ([@CR62]). The biophysical causes of the heterogeneity are still largely unclear. Fig. 2Short-term plasticity in experiment and simulation. **a** Experimental results from rat cortex in slice. The average amplitude of the evoked postsynaptic potential in neuron *i* varies with each successive spike of the presynaptic neuron *j. Top panel*: depression; bottom panel: facilitation. **b** Schematic representation of the neuron configuration. **c** Simulation results. The membrane potential of the postsynaptic neuron *i* is shown for repeated stimulations mediated by a synapse implementing the Markram-Tsodyks model. Experimental results adapted from [@CR62], simulations performed with NEST ([@CR33])

We note that not only the usage variable *u*, but also the variable *y* in ([4](#Equ4){ref-type=""}) is essentially a 'trace' very similar to the one defined in the preceding section. To see this we eliminate the variable *x* which is possible since the total amount of synaptic resources is fixed ($\documentclass[12pt]{minimal}
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$$x + y + z = 1$$
\end{document}$). Hence ([4](#Equ4){ref-type=""}) becomes: $$\documentclass[12pt]{minimal}
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$${{{\rm{d}}y} \over {{\rm{d}}t}} = - {y \over {{\tau _I}}} + {u_ + }(1 - y\_ - z\_)\delta (t - t_j^f)$$
\end{document}$$ which is a modification of the saturated trace in ([2](#Equ2){ref-type=""}), the difference stemming from the fact that an additional 'inactive' state has been introduced. Let us now suppose that the life-time of the 'inactive' state is short, i.e. *τ*~rec~ ≪ *τ*~I~. Then *z* decays rapidly back to zero and the above equation becomes the standard saturated trace. Since *x* = 1 − *y* and d*x*/d*t* = −d*y*/d*t*, the available synaptic resources have the dynamics: $$\documentclass[12pt]{minimal}
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$${{{\rm{d}}x} \over {{\rm{d}}t}} = {{1 - x} \over {\tau {\rm{I}}}} - {u_ + }{x_ - }\delta (t - t_j^f)$$
\end{document}$$, which implies that the variable *x* is reduced at each presynaptic spike and, in the absence of spikes, approaches an asymptotic value of unity with time constant *τ*~I~.

The model defined in ([3](#Equ3){ref-type=""})--([6](#Equ6){ref-type=""}) can be solved using the technique of exact integration ([@CR76]) by exploiting the following observations. The system of differential equations ([3](#Equ3){ref-type=""})--([6](#Equ6){ref-type=""}) is essentially linear, because all products of state variables are multiplied with delta functions. Therefore, between each presynaptic spike the system can be integrated linearly, and on the occurrence of each spike the system is reset to a new initial condition. Moreover, the amount of synaptic resources is conserved --- note that the right-hand sides of ([3](#Equ3){ref-type=""})--([5](#Equ5){ref-type=""}) add up to 0---thus *z* can be eliminated from the system. Let the state of the synapse be given by: $$\documentclass[12pt]{minimal}
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$$s = \left( {\mathop x\limits_y^u } \right)$$
\end{document}$$, with the dynamics of *u* given by ([6](#Equ6){ref-type=""}), that of *y* by ([4](#Equ4){ref-type=""}) and that of *x* given by $\documentclass[12pt]{minimal}
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\end{document}$. Between two successive presynaptic firing times *t*′ and *t*″ the state of the synapse evolves linearly. At *t*″, the state of the synapse without the effects of the new spike can be calculated as: $$\documentclass[12pt]{minimal}
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   {s\left( {t\prime } \right)}  \\
   1  \\
\end{array}} \right),
$$\end{document}$$ where $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$
\Delta t - t'
$$\end{document}$ is the time difference of the two spikes and (*s*(*t*′), 1)^*T*^ is a four-dimensional vector. The closed form expression of the propagator matrix is: $$\documentclass[12pt]{minimal}
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\end{document}$$.

The state of the synapse at *t*″ is the sum of the linear evolution since *t*′ and the non-linear modification of the state due to the new spike: $$\documentclass[12pt]{minimal}
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$$s(t) = \tilde s(t) + {s_0}$$
\end{document}$$, where the initial conditions are given by: $$\documentclass[12pt]{minimal}
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$${s_0} = \left( {\matrix{ {U(1 - \tilde u)} \cr { - \tilde x[\tilde u + U(1 - \tilde u)]} \cr {\tilde x[\tilde u + U(1 - \tilde u)]} \cr } } \right)$$
\end{document}$$.

Note that the updated value of *u* is used to update the variables *x* and *y*. This reflects the assumption that the effectivity of resource use is determined not just by the history of the synapse but also by the arrival of the new presynaptic spike, thus ensuring a non-zero response to the first spike ([@CR100]).

In many simulation systems synapse models are constrained to transmit a synaptic weight rather than a continuous synaptic current. In such cases, the synaptic weight transmitted to the postsynaptic neuron is *w*~*ij*~*y*~0~, assuming the postsynaptic neuron reproduces the dynamics of the *y* variable. It is not necessary for the neuron to reproduce the *y* dynamics for each individual synapse; due to the linearity of *y* between increments, all synapses with the same *τ*~I~ can be lumped together. This is the implementation used in NEST ([@CR33]). If the postsynaptic neuron also implements an exact integration scheme (for a worked example see [@CR64]), the dynamics of *y* can be incorporated into the propagator of the dynamics of the postsynaptic neuron.

3.2 Abbott model {#Sec8}
----------------

A simpler model was developed by [@CR3], for a complete description see [@CR20]. In this model, synaptic conductance is expressed as *g*~s~ = *-g*~s~*P*~s~*P*~rel~, where *-g*~s~ is the maximum conductance, *P*~s~ is the fraction of open postsynaptic channels and *P*~rel~ is the fraction of presynaptic sites releasing transmitter. *P*~s~ generates the shape of the postsynaptic conductance, and will not be further considered here. Facilitation and depression can both be modeled as presynaptic processes that modify *P*~rel~. In both cases, between presynaptic action potentials *P*~rel~ decays exponentially with a time constant *τ*~P~ back to its 'resting' level *P*~0~. In the case of facilitation, a presynaptic spike causes *P*~rel~ to be increased by *f*~F~ (1 − *P*~rel~): $$\documentclass[12pt]{minimal}
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$$\eqalign{ & {s_0} = \left( {\matrix{ {U(1 - \tilde u)} \cr { - \tilde x[\tilde u + U(1 - \tilde u)]} \cr {\tilde x[\tilde u + U(1 - \tilde u)]} \cr  } } \right) \cr & {{{\rm{d}}{P_{r{\rm{el}}}}} \over {{\rm{d}}t}} = {{{P_0} - {P_{r{\rm{el}}}}} \over {{\tau _P}}} + {f_{\rm{F}}}(1 - {P_{r{\rm{el}}}})\delta \left( {t - t_j^f} \right) \cr} $$
\end{document}$$ where *t*~*j*~^*f*^ is the timing of the presynaptic spikes, *f*~F~ controls the degree of facilitation (with 0 ≤ *f*~F~ ≤ 1), and the factor (1−*P*~rel~) prevents the release probability from growing larger than 1. Note that ([8](#Equ8){ref-type=""}) is just a modification of the saturated trace in ([2](#Equ2){ref-type=""}) due to a nonzero 'resting' level.

In the case of depression, activity at the synapse causes *P*~rel~ to be decreased by *f*~D~*P*~rel~: $$\documentclass[12pt]{minimal}
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$${{{\rm{d}}{P_{r{\rm{el}}}}} \over {{\rm{d}}t}} = {{{P_0} - {P_{r{\rm{el}}}}} \over {{\tau _P}}} + {f_{\rm{D}}}{P_{r{\rm{el}}}}\delta \left( {t - t_j^f} \right)$$
\end{document}$$, where *f*~D~ controls the degree of depression (with 0 ≤ *f*~D~ ≦ 1), and the factor *P*~rel~ prevents the release probability from becoming less than 0. Note that with an equilibrium value *P*~0~ = 1 (which is always possible) this equation is equivalent to the that of the simplified Tsodyks model without the inactive state ([7](#Equ7){ref-type=""}).

4 Long-term plasticity (STDP) {#Sec9}
=============================

Experimentally reported STDP curves vary qualitatively depending on the system and the neuron type---see [@CR2] and [@CR9] for reviews. It is therefore obvious that we cannot expect that a single STDP rule, be it defined in the framework of temporal traces outlined above or in a more biophysical framework, would hold for all experimental preparations and across all neuron and synapse types. The first spike-timing experiments were perform by Markram and Sakmann on layer 5 pyramidal neurons in neocortex ([@CR60]). In the neocortex, the width of the negative window seems to vary depending on layer, and inhibitory neurons seem to have amore symmetric STDP curve. The standard STDP curve that has become an icon of theoretical research on STDP (Fig. [1](#Fig1){ref-type="fig"} in [@CR11]) was originally found for pyramidal neurons in rat hippocampal cell culture. Inverted STDP curves have also been reported, for example in the ELL system in electric fish. This gives rise to different functional properties ([@CR8]).

4.1 Pair-based STDP rules {#Sec10}
-------------------------

Most models of STDP interpret the biological evidence in terms of a pair-based update rule, i.e. the change in weight of a synapse depends on the temporal difference between pairs of pre- and postsynaptic spikes: $$\documentclass[12pt]{minimal}
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$$\eqalign{ & \Delta {w ^ + } = {F_ + }(w ) \cdot \exp ( - \left| {\Delta t} \right|/{\tau _ + }){\rm{ if}}\Delta t > 0 \cr & \Delta {w ^ - } = - {F_ - }(w ) \cdot \exp ( - \left| {\Delta t} \right|/{\tau _ - }){\rm{ if}}\Delta t \le 0 \cr} $$
\end{document}$$ where $\documentclass[12pt]{minimal}
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$$\Delta t = t_j^f - t_j^f$$
\end{document}$ is the temporal difference between the post- and the presynaptic spikes, and *F*~±~(*w*) describes the dependence of the update on the current weight of the synapse. A pair-based model is fully specified by defining: (i) the form of *F*~±~(*w*); (ii) which pairs are taken into consideration to perform an update. In order to incorporate STDP into a neuronal network simulation, it is also necessary to specify how the synaptic delay is partitioned into axonal and dendritic contributions.

A pair-based update rule can be easily implemented with two local variables: one for a low-pass filtered version of the presynaptic spike train and one for the postsynaptic spike train. The concept is illustrated in Fig. [3](#Fig3){ref-type="fig"}. Let us consider the synapse between neuron *j* and neuron *i*. Suppose that each spike from presynaptic neuron *j* contributes to a trace *x*~*j*~ at the synapse: $$\documentclass[12pt]{minimal}
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$${{{\rm{d}}{x_j}} \over {{\rm{d}}t}} = - {{{x_j}} \over {{\tau _x}}} + \mathop \Sigma \limits_{t_j^f} \delta \left( {t - t_j^f} \right)$$
\end{document}$$, where *t*~*m*~^*f*^ denotes the firing times of the presynaptic neuron. In other words, the variable is increased by an amount of one at themoment of a presynaptic spike and decreases exponentially with time constant *τ*~*x*~ afterwards; see the discussion of traces in Sect. [2.3](#Sec5){ref-type="sec"}. Similarly, each spike from postsynaptic neuron *i* contributes to a trace *y*~*i*~: $$\documentclass[12pt]{minimal}
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$${{{\rm{d}}{y_i}} \over {{\rm{d}}t}} = - {{{y_i}} \over {{\tau _y}}} + \mathop \Sigma \limits_{t_j^f} \delta \left( {t - t_i^f} \right)$$
\end{document}$$, where *t*~*i*~^*f*^ denotes the firing times of the postsynaptic neuron. On the occurrence of a presynaptic spike, a decrease of the weight is induced proportional to the momentary value of the postsynaptic trace *y*~*i*~. Likewise, on the occurrence of a postsynaptic spike a potentiation of the weight is induced proportional to the trace *x*~*j*~ left by previous presynaptic spikes: $$\documentclass[12pt]{minimal}
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$$\Delta w _{ij}^ + \left( {t_i^f} \right) = {F_ + }({w _{ij}}){x_j}(t_i^f)$$
\end{document}$$$$\documentclass[12pt]{minimal}
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$$\Delta w _{ij}^ - \left( {t_j^f} \right) = - {F_ - }({w _{ij}}){y_j}(t_j^f)$$
\end{document}$$, or alternatively: $$\documentclass[12pt]{minimal}
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$${{{\rm{d}}{w _{ij}}} \over {{\rm{d}}t}} = - {F_ - }({w _{ij}}){y_i}(t)\delta (t - t_j^f) + {F_ + }({w _{ij}}){x_j}(t)\delta (t - t_i^f)$$
\end{document}$$. A pseudo-code algorithm along these lines for simulating arbitrary pair-based STDP update rules that is suitable for distributed computing is given in [@CR64]. Fig. 3Implementation of pair-based plasticity by local variables. The spikes of presynaptic neuron *j* leave a trace *x*~*j*~(*t*) and the spikes of the postsynaptic neuron *i* leave a trace *y*~*i*~(*t*). The update of the weight *w*~*ij*~ at the moment of a postsynaptic spike is proportional to the momentary value of the trace *x*~*j*~(*t*) (*filled circles*). This gives the amount of potentiation due to pre-before-post pairings. Analogously, the update of *w*~*ij*~ on the occurrence of a presynaptic spike is proportional to the momentary value of the trace *y*~*i*~ (*t*) (*unfilled circles*), which gives the amount of depression due to post-before-pre pairings

Depending on the definition of the trace dynamics (accumulating or saturating, see Sect. [2.3](#Sec6){ref-type="sec"}), different spike pairing schemes can be realized. Before we turn to the consequences of these subtle differences (Sect. [4.1.2](#Sec15){ref-type="sec"}) and the implementation of synaptic delays (Sect. [4.1.3](#Sec16){ref-type="sec"}), we now discuss the choice of the factors *F*~+~ (*w*) and *F*~−~ (*w*), i.e. the weight dependence of STDP.

### 4.1.1 Weight dependence of STDP {#Sec11}

The clearest experimental evidence for the weight dependence of STDP can be found in [@CR11], see Fig. [4a](#Fig4){ref-type="fig"}. Unfortunately, it is difficult to interpret this figure accurately, as the unit of the ordinate is percentage change, and thus not independent of the value on the abscissa. An additional confounding factor is that the timing interval used in the spike pairing protocol varies considerably across the data. However, even given these drawbacks, the rather flat dependence of the percentage weight change for depression (Δ*w*/*w* ≈ constant) suggests a multiplicative dependence of depression on the initial synaptic strength (Δ*w* ∞ *w*). For potentiation the picture is less clear. Fig. 4 aPercentage change in peak synaptic amplitude after performing the [@CR11] spike pairing protocol as a function of initial synaptic amplitude. Data from [@CR11]. **b** As in **a**, but the absolute weight change is plotted rather than the percentage weight change, and a double logarithmic representation is used. Fitted additive potentiation update, *gray dashed curve*; fitted multiplicative potentiation update, *solid gray curve*; fitted power law update (slopes 0.4 and −1), *black curves*. Figure adapted from [@CR64]

Instead of plotting the percentage weight change, Fig. [4b](#Fig4){ref-type="fig"} shows the absolute weight change in double logarithmic representation. The exponent of the weight dependence can now be determined from the slope of a linear fit to the data, see [@CR64] for more details. A multiplicative update rule (*F*~−~(*w*) α *w*) is the best fit to the depression data but a poor fit to the potentiation data. The best fit to the potentiation data is a power law update (*F*~+~(*w*) α *w*^*μ*^). The quality of an additive update (*F*~+~(*w*) = *A*~+~) fit is between the power law fit and the multiplicative fit.

#### 4.1.1.1 Unimodal versus bimodal distributions {#Sec12}

The choice of update rule can have a large influence on the equilibrium weight distribution in the case of uncorrelated Poissonian inputs. This was first demonstrated by [@CR77], see Fig. [5](#Fig5){ref-type="fig"}. Here, the behavior of an additive STDP rule (*F*~+~(*w*)=*λ*, *F*~−~(*w*)=*λα*, where *λ* ≪ 1 is the learning rate and *α* an asymmetry parameter) is compared with the behavior of a multiplicative STDP rule ($\documentclass[12pt]{minimal}
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$${F_ + }(w ) = \lambda (1 - w )$$
\end{document}$, *F*~−~(*w*)=*λαw*, with *w* in the range \[0, 1). In the lowest histograms, the equilibrium distributions are shown for a neuron receiving 1,000 uncorrelated Poissonian spike trains at 10 Hz. In the case of additive STDP, a bimodal distribution develops, whereas in the case of multiplicative STDP, the equilibrium distribution is unimodal. Experimental evidence currently suggests that a unimodal distribution of synaptic strengths is more realistic than the extreme bimodal distribution depicted in Fig. [5a](#Fig5){ref-type="fig"}, see, for example, [@CR104] and [@CR90]. [@CR38] extended this analysis by regarding additive and multiplicative STDP as the two extrema of a continuous spectrum of rules: *F*~−~(*w*)=*λαw*^*μ*^, $\documentclass[12pt]{minimal}
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$${F_ + }(w ) = \lambda {(1 - w )^\mu }$$
\end{document}$. A choice of *μ* = 0 results in additive STDP, a choice of *μ* = 1 leads to multiplicative STDP, and intermediate values result in rules which have an intermediate dependence on the synaptic strength. Fig. 5**a** Histogram showing the equilibrium distribution of synaptic efficacies using the additive STDP rule with *τ* = 10 ms, *α* = 1.05, *λ* = 0.005. The upper two histograms show the behavior of a single synapse. In the *top panel* the presynaptic neuron is repeatedly stimulated before the postsynaptic neuron. In the middle panel the timing relation is reversed. The *bottom* histogram is the distribution of synaptic efficacies in a network of *N* = 1,000 excitatory cells with Poisson activation times and mean input rate *r*~in~ = 10 Hz. These cells converge on a single conductance-based integrate and fire cell with parameters *τ*~*m*~ = 20 ms, *τ*~s~ = 5 ms, *V*~s~ = 5, and *g*~*s*~ = 0.01. **b** As in **a**, but for multiplicative STDP. Adapted from [@CR77]. **c** Equilibrium weight distribution in logarithmic gray scale as a function of the weight dependence exponent *μ* for an integrate and fire neuron driven by 1,000 uncorrelated Poisson processes at 10Hz. Adapted from [@CR38]

[@CR38] further demonstrated that the unimodal distribution is the rule rather than the exception for update rules of this form. A bimodal distribution is only produced by rules with a very weak weight dependence (i.e. *μ* ≪ 1). Moreover, the critical value for *μ* at which bimodal distributions appear decreases as the the effective population size *Nrτ* increases, where *N* is the number of synapses converging onto the postsynaptic neuron, *r* is the rate of the input spike trains in Hz and *τ* is the time constant of the STDP window (assumed to be equal for potentiation and depression). Figure [5c](#Fig5){ref-type="fig"} shows the equilibrium distributions as a function of *μ* for *N* = 1,000, *r* = 10Hz and *τ* = 0.02 s. *μ*~crit~ is already very low for this effective population size. Because of the high connectivity of the cortex, we may expect that the effective population size in vivo would be an order of magnitude greater, and so the region of bimodal stability would be vanishingly small according to this analysis. It is worth noting that in the case that a sub-group of inputs is correlated, a bimodal distribution develops for all values of *μ*, whereby the synaptic weights of the correlated group become stronger than those of the uncorrelated group (data not shown---see [@CR38]). In contrast to a purely additive rule, the peaks of the distributions are not at the extrema of the permitted weight range. Moreover, the bimodal distribution does not persist if the correlations in the input are removed after learning. A unimodal distribution for uncorrelated Poissonian inputs and an ability to develop multimodal distributions in the presence of correlation is also exhibited by the additive/multiplicative update rule proposed by [@CR106]: *F*~+~(*w*)=*λ*, *F*~−~(*w*)=*λθw*; and by the power law update rule proposed by [@CR64] and also [@CR91]: *F*~+~(*w*) *α λw*^*μ*^, *F*~−~(*w*) α *λαw*.

#### 4.1.1.2 Fixed point analysis of STDP update rules {#Sec13}

An insight into the similarity of behavior of all of these formulations of STDP with the exception of the additive update rule can be obtained by considering their fixed point structure. Equation ([10](#Equ10){ref-type=""}) gives the updates of an individual synaptic weight. If the pre- and postsynaptic spike trains are stochastic, the weight updates can be described as a random walk. Using Fokker-Planck mean field theory, the average rate of change of synaptic strength corresponds to the drift of the random walk, which can be expressed in terms of the correlation between the pre- and postsynaptic spike trains ([@CR48]; [@CR50]; [@CR49]; [@CR77]; [@CR38]). Writing the presynaptic spike train as $\documentclass[12pt]{minimal}
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$${\rho _j} = {\Sigma _{t_j^f}}\delta \left( {t - t_j^f} \right)$$
\end{document}$ and the postsynaptic spike train as $\documentclass[12pt]{minimal}
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$${\rho _i} = {\Sigma _{t_i^f}}\delta \left( {t - t_i^f} \right)$$
\end{document}$, the mean rates are *ν*~*i/j*~=〈*ρ*~*i/j*~〉. Assuming stationarity, the raw cross-correlation function is given by $$\documentclass[12pt]{minimal}
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$${\Gamma _{ji}}(\Delta t) = {\left\langle {{\rho _j}(t){\rho _i}(t + \Delta t)} \right\rangle _t}$$
\end{document}$$ i.e. averaging over *t* while keeping the delay Δ*t* between the two spike trains fixed. The synaptic drift is obtained by integrating the synaptic weight changes given by ([10](#Equ10){ref-type=""}) over Δ*t* weighted by the probability, as expressed by ([16](#Equ16){ref-type=""}), of the temporal difference Δ*t* occurring between a pre- and post-synaptic spike: $$\documentclass[12pt]{minimal}
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$$\dot w = - {F_ - }(w)\int\limits_{ - \infty }^0 {{\rm{d}}\Delta t{K_ - }(\Delta t){\Gamma _{ji}}(\Delta t) + {F_ + }(w)} \int\limits_0^\infty {{\rm{d}}\Delta t{K_ + }(\Delta t){\Gamma _{ji}}(\Delta t)} $$
\end{document}$$, where $\documentclass[12pt]{minimal}
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$${K_ \pm }(\Delta t) = \exp ( - \left| {\Delta t} \right|/{\tau _ \pm })$$
\end{document}$, the window function of STDP.

As we are only interested in the qualitative structure of fixed points rather than their exact location, we will simplify the analysis by assuming that the pre- and postsynaptic spike trains are independent Poisson processes with the same rate, i.e. \<*ρ*~*i*~\>=\<*ρ*~*j*~\>=*ν* and Γ~*ji*~(Δ*t*) = *ν*^2^. We can therefore write: $$\documentclass[12pt]{minimal}
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$$\dot w = - {F_ - }(w ){\tau _ - }{\nu ^2} + {F_ + }(w ){\tau _ + }{\nu ^2}$$
\end{document}$$.

In general, the rate *ν* of a neuron is dependent on the weight of its incoming synapses and so the right side of this equation cannot be easily determined. However, we can reformulate the equation as: $$\documentclass[12pt]{minimal}
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$${{\dot w } \over {{\nu ^2}}} = - {F_ - }(w){\tau _ - } + {F_ + }(w){\tau _ + }$$
\end{document}$$.

The fixed points of the synaptic dynamics are given by definition by *.w* = 0, and therefore also by *˙w*/*ν*^2^ = 0. Figure [6](#Fig6){ref-type="fig"} plots ([18](#Equ18){ref-type=""}) for a range of *w* and a variety of STDP models. In all cases except for additive STDP the curves pass through *˙w*/*ν*^2^ = 0 at an intermediate value of *w* and with a negative slope, i.e. for weights below the fixed point there is a net potentiating effect, and for weights above the fixed point there is a net depressing effect, resulting in a stable fixed point which is not at an extremum of the weight range. In the case of additive STDP there is no such fixed point, stable or otherwise. Fig. 6The fixed point structure of STDP: The synaptic drift ˙w scaled by the square of the pre- and postsynaptic firing rate *ν* is plotted as a function of the synaptic weight *w* for various formulations of STDP. Model parameters chosen for visual clarity as only the qualitative behavior is relevant. Additive, *gray dash-dotted curve*; multiplicative, *gray dashed curve*; van Rossum, *gray curve*; intermediate Gütig, *black curve*; power law, *dashed black curve*

The behavior of the additive model can be assessed more accurately by relaxing the assumption that pre- and postsynaptic spike trains can be described by independent Poisson processes. Instead, we consider a very simple neuron model in which the output spike train is generated by an inhomogeneous Poisson process with rate $\documentclass[12pt]{minimal}
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$${\nu _i}({u_i}) = {[\alpha {u_i} - {\nu _0}]_ + }$$
\end{document}$ with scaling factor *α*, threshold *ν*~0~ and membrane potential $\documentclass[12pt]{minimal}
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$${u_i}(t) = {\Sigma _j}{w _{ij}}\varepsilon (t - t_j^f)$$
\end{document}$, where *∈*(*t*) denotes the time course of an excitatory postsynaptic potential generated by a presynaptic spike arrival. The notation \[*x*\]~+~ denotes a piecewise linear function: \[*x*\]~+~ = *x* for *x* \> 0 and zero otherwise. In the following we assume that the argument of our piecewise linear function is positive so that we can suppress the square brackets. Assuming once again that all input spike trains are Poisson processes with rate *ν*, the expected firing rate of the postsynaptic neuron is simply: $$\documentclass[12pt]{minimal}
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$${\nu _i} = - {\nu _0} + \alpha \nu \bar \varepsilon \matrix{ \Sigma \cr j \cr } {w _{ij}}$$
\end{document}$$, where ¯ε=*ε∈*(*s*)d*s*, the total area under an excitatory postsynaptic potential. The conditional rate of firing given an input spike at time *t*~*j*~^*f*^ is given by $$\documentclass[12pt]{minimal}
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$${\nu _i}(t) = - {\nu _0} + \alpha \nu \bar \varepsilon \matrix{ \Sigma \cr j \cr } {w _{ij}} + \alpha {w _{ij}}\varepsilon (t - t_j^f)$$
\end{document}$$, thus the postsynaptic spike train is correlated with the presynaptic spike trains. This term shows up as additional spike-spike correlations in the correlation function Γ~*ji*~. Hence, in addition to the terms in ([18](#Equ18){ref-type=""}), the synaptic dynamics contains a term of the form *αvw F*~+~(*w*) *εK*~+~(*s*)ƒ(*s*)d*s* that is linear rather than quadratic in the presynaptic firing rate ([@CR48], [@CR49]). With this additional term, ([18](#Equ18){ref-type=""}) becomes $$\documentclass[12pt]{minimal}
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$${{\dot w } \over \nu } = {\nu _i}[ - {F_ - }(w){\tau _ - } + {F_ + }(w){\tau _ + }] + \alpha w {F_ + }(w)\smallint {K_ + }(s)\varepsilon (s){\rm{d}}s$$
\end{document}$$. For the multiplicative models the argument hardly changes, but for the additive model it does. For $\documentclass[12pt]{minimal}
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$$\eqalign{ & s \cr & C = {F_ - }(w ){\tau _ - } - {F_ + }(w ){\tau _ + } > 0 \cr} $$
\end{document}$, the additive model has a fixed point which we find by setting the right-hand side of ([19](#Equ19){ref-type=""}) to zero, i.e. $$\documentclass[12pt]{minimal}
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$$0 = - C{\nu _i} + \alpha w{C_{{\rm{ss}}}}$$
\end{document}$$, where *C*~ss~ = *F*~+~(*w*)*εK*~+~(*s*)*∈*(*s*)d*s* denotes the contribution of the spike-spike correlations. In contrast to the curves in Fig. [6](#Fig6){ref-type="fig"}, the slope at the zero-crossing is now positive, indicating instability of the fixed point. This instability leads to the formation of a bimodal weight distribution that is typical for the additive model. Despite the instability of individual weights (which move to their upper or lower bounds), the mean firing rate of the neuron is stabilized ([@CR49]). To see this we consider the evolution of the output rate d*ν*~*i*~/d*t* = *αν¯ε*Σ~*j*~d*w*~*ij*~/d*t*. Since $\documentclass[12pt]{minimal}
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$$d{w _{ij}}/{\rm{d}}t = - C{\nu _i}\nu + \alpha \nu {w_{ij}}{C_{{\rm{ss}}}}$$
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$$\alpha \nu \bar \varepsilon {\Sigma _j}{w _{ij}} = {\nu _i} + {\nu _0}$$
\end{document}$, we can write: $$\documentclass[12pt]{minimal}
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$${{d{\nu _i}} \over {{\rm{d}}t}} = - \alpha {\nu ^2}\bar \varepsilon NC{\nu _i} + \alpha \nu ({\nu _i} + {\nu _0}){C_{{\rm{ss}}}}$$
\end{document}$$ where *N* is the number of synapses converging on the post-synaptic neuron. Thus we have a dynamics of the form: $$\documentclass[12pt]{minimal}
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$${{d{\nu _i}} \over {{\rm{d}}t}} = {{({\nu _i} - {\nu _{{\rm{FP}}}})} \over {{\tau _\nu }}}$$
\end{document}$$ with a fixed point given by: $$\documentclass[12pt]{minimal}
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$${\nu _{{\rm{FP}}}} = {{{C_{{\rm{ss}}}}{\nu _0}} \over {NC\nu \bar \varepsilon - {C_{{\rm{ss}}}}}}$$
\end{document}$$ and a time constant $\documentclass[12pt]{minimal}
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$${\tau _\nu } = {(\alpha \nu [NC\nu \bar \varepsilon - {C_{{\rm{ss}}}}])^{ - 1}}$$
\end{document}$. Note that stabilization at a positive rate requires that *ν*~0~ \> 0 and*C* \> 0. The first condition states that, in the absence of any input, the neuron does not show any spontaneous activity, and this is trivially true for all standard neuron models, including the integrate-and-fire model. The latter condition is equivalent to the requirement that the integral over the STDP curve be negative: $\documentclass[12pt]{minimal}
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$$\smallint {\rm{d}}s[{F_ + }(w){K_ + }(s) - {F_ - }(w){K_ - }(s)] = - C < 0$$
\end{document}$. Exact conditions for stabilization of output rates are given in [@CR49]. Since for constant input rates *ν* we have $\documentclass[12pt]{minimal}
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$${\nu _i} = {\nu _0} + \alpha \nu \bar \varepsilon {\Sigma _j}{w_{ij}}$$
\end{document}$, stabilization of the output rate implies normalization of the summed weights. Hence STDP can lead to a control of total presynaptic input and of the postsynaptic firing rate --- a feature that is usually associated with homeostatic processes rather than Hebbian learning per se ([@CR48], [@CR49]; [@CR89]).

Note that the existence of a fixed point and its stability does not crucially depend on the presence of soft or hard bounds on the weight. Equations ([18](#Equ18){ref-type=""}) and ([19](#Equ19){ref-type=""}) can equate to zero for hard-bounded or or unbounded rules.

#### 4.1.1.3 Consequences for network stability {#Sec14}

Results on the consequences of STDP in large-scale networks are few and far between, and tend to contradict each other. Part of the reason for the lack of simulation papers on this important subject is the fact that simulating such networks consumes huge amounts of memory, is computationally expensive, and potentially requires extremely long simulation times to overcome transients in the weight dynamics which can be of the order of hundreds of seconds of biological time. A lack of theoretical papers on the subject can be explained by the complexity of the interactions between the activity dynamics of the network and the weight dynamics, although some progress is being made in this area ([@CR17]).

It was recently shown that power law STDP is compatible with balanced random networks in the asynchronousirregular regime ([@CR64]), resulting in a unimodal distribution of weights and no self-organization of structure. This result was verified for [@CR38] STDP for an intermediate value of the exponent (*μ* = 0.4). Although it has not yet been possible to perform systematic tests, it seems likely that all the formulations of STDP with the fixed point structure discussed in Sect. [4.1.1.1](#Sec12){ref-type="sec"} would give qualitatively similar behavior. The results for additive STDP seem to be more contradictory. [@CR43] reported self-organization of neuronal groups, whereas the chief feature of the networks investigated by [@CR40] seems to be extensive withering of the synaptic connections. In the former case, it is the existence of many strong synapses which defines the network, in the latter, the presence of many weak ones. This discrepancy may be attributable to different choices for the effective stabilized firing rates ([20](#Equ20){ref-type=""}) in combination with different choices of delays in the network, see Sect. [4.1.3](#Sec16){ref-type="sec"}.

### 4.1.2 Spike pairing scheme {#Sec15}

There are many possible ways to pair pre- and postsynaptic spikes to generate a weight update in an STDP model. In an all-to-all scheme, each presynaptic spike is paired with all previous postsynaptic spikes to effect depression, and each postsynaptic spike is paired with all previous presynaptic spikes to effect potentiation. This is the interpretation used for the fixed point analysis in Sect. [4.1.1.1](#Sec12){ref-type="sec"} and can be implemented using local variables as demonstrated in Sect. [4.1](#Sec10){ref-type="sec"}. In a nearest neighbor scheme, only the closest interactions are considered. However, there are multiple possible interpretations of nearest neighbor, as can be seen in Fig. [7](#Fig7){ref-type="fig"}. Nearest neighbor schemes can also be realized in terms of appropriately chosen local variables. The symmetric nearest-neighbor scheme shown in Fig. [7a](#Fig7){ref-type="fig"} can be implemented by pre- and postsynaptic traces that reset to 1, rather than incrementing by 1 as is the case for the all-to-all scheme. In the case of the presynaptic centered interpretation depicted in Fig. [7B](#Fig7){ref-type="fig"}, the postsynaptic trace resets to 1 as in the previous example, but the presynaptic trace must be implemented with a slightly more complicated dynamics: $$\documentclass[12pt]{minimal}
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$${{{{\rm{d}}_{xj}}} \over {{\rm{d}}t}} = - {{{x_j}} \over {{\tau _x}}} + \sum\limits_{t_j^f} {(1 - x_j^ - )\delta (t - t_j^f) - } \sum\limits_{t_j^f} {x_j^ - \delta (t - t_i^f)} $$
\end{document}$$, where *t*~*j*~^*f*^ and *t*~*i*~^*f*^ denote the firing times of the pre- and postsynaptic neurons respectively, and *x*~*j*~^−^ gives the value of *x*~*j*~ just before the update. In other words, the trace is reset to 1 on the occurrence of a presynaptic spike and reset to 0 on the occurrence of a postsynaptic spike. Similarly, the reduced symmetric interpretation shown in Fig. [7c](#Fig7){ref-type="fig"} can be implemented by pre- and postsynaptic 'doubly resetting' traces of this form. Fig. 7Examples of nearest neighbor spike pairing schemes for a presynaptic neuron *j* and a postsynaptic neuron *i*. In each case, the *dark gray* indicate which pairings contribute toward depression of a synapse, and *light gray* indicate which pairings contribute toward potentiation. **a** Symmetric interpretation: each presynaptic spike is paired with the last postsynaptic spike, and each postsynaptic spike is paired with the last presynaptic spike ([@CR64]). **b** Presynaptic centered interpretation: each presynaptic spike is paired with the last postsynaptic spike and the next postsynaptic spike ([@CR42]; [@CR18]: Model II). **c** Reduced symmetric interpretation: as in **c** but only for immediate pairings ([@CR18]: Model IV, also implemented in hardware by [@CR80])

It is sometimes assumed that the scheme used makes no difference, as the ISI of cortical network models is typically an order of magnitude larger than the time constant of the STDP window. However, this is not generally true ([@CR49]; [@CR42]; [@CR64]). For a review of a wide variety of schemes and their consequences, particularly with respect to selectivity of higher-frequency inputs, see [@CR18]. Experimental results on this issue suggest limited interaction between pairs of spikes. [@CR87] found that their data was best fit by a nearest neighbor interaction similar to Fig. [7c](#Fig7){ref-type="fig"} but giving precedence to LTP, i.e. a postsynaptic spike can only contribute to a post-before-pre pairing if it has not already contributed to a pre-before-post pairing. However, this result may also be due to the limitations of pair-based STDP models to explain the experimentally observed frequency dependence, see Sect. [4.2](#Sec17){ref-type="sec"}. More recently, [@CR26] demonstrated that the amount of LTD was not dependent on the number of presynaptic spikes following a postsynaptic spike, suggesting nearest-neighbor interactions for depression as in Fig. [7c](#Fig7){ref-type="fig"}. However, the amount of LTP was negatively correlated with the number of presynaptic spikes preceding a postsynaptic spike. This suggests that multiple spike pairings contribute to LTP, but not in the linear fashion of the all-to-all scheme, which would predict a positive correlation between the number of spikes and the amount of LTP. Again, these results are good evidence for the limitations of pair-based STDP rules.

### 4.1.3 Synaptic delays {#Sec16}

Up until now we have referred to Δ*t* as the temporal difference between a pre- and a postsynaptic spike, i.e. $\documentclass[12pt]{minimal}
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$$\Delta t = t_i^f - t_j^f$$
\end{document}$. However, many classic STDP experiments are expressed in terms of the temporal difference between the start of the EPSP and the postsynaptic spike ([@CR60]; [@CR11]). In fact, when a presynaptic spike is generated at *t*~*j*~^*f*^, it must first travel down the axon before arriving at the synapse, thus arriving at $\documentclass[12pt]{minimal}
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$$t_j^s = t_j^f + {d_{\rm{A}}}$$
\end{document}$, where *d*~A~ is the axonal propagation delay. Similarly, a postsynaptic spike at *t*~*i*~^*f*^ must backpropagate through the dendrite before arriving at the synapse at $\documentclass[12pt]{minimal}
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$$t_i^s = t_i^f + {d_{{\rm{BP}}}}$$
\end{document}$, where *d*~BP~ is the backpropagation delay. Consequently, the relevant temporal difference for STDP update rules is $\documentclass[12pt]{minimal}
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$$\Delta {t^s} = t_i^s - t_j^s$$
\end{document}$ as initially suggested by [@CR32] and [@CR21]. [@CR82] showed that under fairly general conditions, STDP may cause adaptation in the presynaptic and postsynaptic delays in order to optimize the effect of the presynaptic spike on the postsynaptic neuron. In order to calculate the synaptic drift as in (17), we therefore need to integrate the synaptic weight changes over Δ*t*^*s*^, weighted by the raw cross-correlation function *at the synapse*. With $\documentclass[12pt]{minimal}
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$${\Gamma _{ji}}(\Delta t) = {\Gamma _{ji}}(\Delta {t^s} + ({d_{\rm{A}}} - {d_{{\rm{BP}}}}))$$
\end{document}$, we reformulate ([17](#Equ17){ref-type=""}) as: $$\documentclass[12pt]{minimal}
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$$\dot w = - {F_ - }(w)\int\limits_{ - \infty }^0 {{\rm{d}}\Delta {t^s}{K_ - }(\Delta {t^s}){\Gamma _{ji}}(\Delta {t^s} + ({d_{\rm{A}}} - {d_{{\rm{BP}}}})) + {F_ + }(\omega )} \int\limits_{ - \infty }^0 {(\Delta {t^s}){\Gamma _{ji}}(\Delta {t^s} + ({d_{\rm{A}}}} - {d_{{\rm{BP}}}}))$$
\end{document}$$.

In the case of independent Poisson processes as in Sect. [4.1.1.1](#Sec12){ref-type="sec"}, the shift of the raw cross-correlation function by (*d*~A~ − *d*~BP~) has no effect, as Γ~*ji*~(Δ*t*)} is constant. Generally, however, this is not the case. For example, networks of neurons, both in experiment and simulation, typically exhibit oscillations with a period several times larger than the synaptic delay, even when individual spike trains are irregular (see [@CR51], for discussion). If the axonal delay is the same as the backpropagation delay, i.e. *d*~A~ = *d*~BP~ = *d/*2, where *d* is the total transmission delay of the spike, the raw cross-correlation function at the synapse is the same as the raw cross-correlation at the soma: $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}
$$\Gamma _{ji}^s(\Delta {t^s}) = {\Gamma _{ji}}(\Delta {t^s} + ({d_{\rm{A}}} - {d_{{\rm{BP}}}})) = {\Gamma _{ji}}(\Delta t)$$
\end{document}$$. This situation is depicted in Fig. [8b](#Fig8){ref-type="fig"}. Let *w*~0~ be the synaptic weight for which the synaptic drift given in ([21](#Equ21){ref-type=""}) is 0, i.e. the fixed point of the synaptic dynamics for the cross-correlation shown. If the axonal delay is larger than the backpropagation delay, this results in a shift of the raw cross-correlation function to the left. This is shown in Fig. [8a](#Fig8){ref-type="fig"} for the extreme case of *d*~A~ = *d*, *d*~BP~ = 0, resulting in a net shift of *d*. This increases the value of the first integral in ([21](#Equ21){ref-type=""}) and decreases the second integral, such that*˙w*\< 0 at*w*~0~. Conversely, if the axonal delay is smaller than the backpropagation delay, the raw cross-correlation function is shifted to the right (Fig. [8c](#Fig8){ref-type="fig"}, for the extreme case of *d*~A~ = 0, *d*~BP~ = *d*). This decreases the value of the first integral in ([21](#Equ21){ref-type=""}) and increases the second integral, such that *˙w* \> 0 at *w*~0~. Therefore, a given network dynamics may cause systematic depression, systematic potentiation or no systematic change at all to the synaptic weights, depending on the partition of the synaptic delay into axonal and dendritic contributions. Systematic synaptic weight changes can in turn result in qualitatively different network behavior. For example, in [@CR64] small systematic biases in the synaptic weight dynamics were applied to a network with an equilibrium characterized by a unimodal weight distribution and medium rate (\< 10 Hz) asynchronous irregular activity dynamics. Here, a small systematic depression led to a lower weight, lower rate equilibrium also in the asynchronous irregular regime, whereas a systematic potentiation led to a sudden transition out of the asynchronous irregular regime: the activity was characterized by strongly patterned high-rate peaks of activity interspersed with silence, and the unimodal weight distribution splintered into several peaks. Fig. 8Different partitions of synaptic delays and the resulting shift of the raw cross-correlation function as perceived at the synapse (*black curves*) with respect to the raw cross-correlation function as perceived at the soma (*gray curves*). The cross-correlation functions shown are purely illustrative and do not result from a specific network model. **a** All synaptic delay is axonal, backpropagation delay is 0. The synaptic raw cross-correlation function is shifted to the left by *d*. **b** The axonal delay is the same as the backpropagation delay. The synaptic raw cross-correlation function is identical to the somatic raw cross-correlation function. **c** All synaptic delay is dendritic, axonal delay is 0. The synaptic raw cross-correlation function is shifted to the right by *d*. See [@CR82] for amore detailed treatment of the partitioning of synaptic delays

4.2 Beyond pair effects {#Sec17}
-----------------------

There is considerable evidence that the pair-based rules discussed above cannot give a full account of STDP. Specifically, they reproduce neither the dependence of plasticity on the repetition frequency of pairs of spikes in an experimental protocol, nor the results of recent triplet and quadruplet experiments.

STDP experiments are usually carried out with about 60 pairs of spikes. The temporal distance of the spikes in the pair is of the order of a few to tens of milliseconds, whereas the temporal distance between the pairs is of the order of hundreds of milliseconds to seconds. In the case of a facilitation protocol (i.e. pre-before-post), standard pair-based STDP models predict that if the repetition frequency is increased, the strength of the depressing interaction (i.e. post-before-pre) becomes greater, leading to less net potentiation. This prediction is independent of whether the spike pairing scheme is all-to-all or nearest neighbor (see Sect. [4.1.2](#Sec15){ref-type="sec"}). However, experiments show that increasing the repetition frequency leads to an increase in potentiation ([@CR87]). Other recent experiments employed multiple-spike protocols, such as repeated presentations of symmetric triplets of the form pre-post-pre and post-pre-post ([@CR10]; [@CR27]; [@CR107]; [@CR26]). Standard pair-based models predict that the two sequences should give essentially the same results, as they each contain one pre-post pair and one post-pre pair. Experimentally, quite different results are observed.

Here we review two examples of simple models which account for these experimental findings. For other models which also reproduce frequency dependence or multiple-spike protocol results, see [@CR1], [@CR82] and [@CR4].

### 4.2.1 Triplet model {#Sec18}

One simple approach to modeling STDP which addresses these issues is the triplet rule developed by [@CR72]. This model is based on sets of three spikes (one presynaptic and two postsynaptic). As in the case of pair-based rules, the triplet rule can be easily implemented with local variables as follows. Similarly to pair-based rules, each spike from presynaptic neuron *j* contributes to a trace *x*~*j*~ at the synapse: $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}
$${{{{\rm{d}}_{xj}}} \over {{\rm{d}}t}} = - {{{x_j}} \over {{\tau _x}}} + \sum\limits_{t_j^f} {\delta (t - t_j^f)} $$
\end{document}$$, where *t*~*j*~^*f*^ denotes the firing times of the presynaptic neuron. Unlike pair-based rules, each spike from postsynaptic neuron *i* contributes to a fast trace *y*~*i*~^1^ and a slow trace *y*~*i*~^2^ at the synapse: $$\documentclass[12pt]{minimal}
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$${{{\rm{d}}y_i^1} \over {{\rm{d}}t}} = - {{y_i^1} \over {{\tau _1}}} + \delta (t - t_i^f)$$
\end{document}$$$$\documentclass[12pt]{minimal}
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$${{{\rm{d}}y_i^2} \over {{\rm{d}}t}} = - {{y_i^2} \over {{\tau _2}}} + \delta (t - t_i^f)$$
\end{document}$$, where *τ*~1~ \< *τ*~2~, see Fig. [9](#Fig9){ref-type="fig"}. LTD is induced as in the standard STDP pair model given in ([13](#Equ13){ref-type=""}), i.e. the weight change is proportional to the value of the fast postsynaptic trace *y*{sr*i*/1} evaluated at the moment of a presynaptic spike. The new feature of the rule is that LTP is induced by a triplet effect: the weight change is proportional to the value of the presynaptic trace *x*~*j*~ evaluated at the moment of a postsynaptic spike and also to the slow postsynaptic trace *y*~*i*~^2^ remaining from previous postsynaptic spikes: $$\documentclass[12pt]{minimal}
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$$\Delta w_{ij}^ + \left( {t_i^f} \right) = {F_ + }({w_{ij}}){x_j}(t_i^f)y_i^2(t_i^{f - })$$
\end{document}$$ where *t*~*i*~^*f*−^ indicates that the function *y*~*i*~^2^ is to be evaluated before it is incremented due to the postsynaptic spike at *t*~*i*~^*f*^. Analogously to pair-based models, the triplet rule can also be implemented with nearest-neighbor rather than all-to-all spike pairings by an appropriate choice of trace dynamics, see Sect. [4.1.2](#Sec15){ref-type="sec"}. Fig. 9Implementation of the triplet rule by local variables. The spikes of presynaptic neuron *j* contribute to a trace *x*~*j*~(*t*), the spikes of postsynaptic neuron *i* contribute to a fast trace *y*~*i*~^1^(*t*) and a slow trace *y*~*i*~^2^(*t*). The update of the weight *w*~*ij*~ at the moment of a presynaptic spike is proportional to the momentary value of the fast trace *y*~*i*~^1^(*t*) (*unfilled circles*), as in the pair-based model (see Fig. [3](#Fig3){ref-type="fig"}). The update of the weight *w*~*ij*~ at the moment of a postsynaptic spike is proportional to the momentary value of the trace *x*~*j*~(*t*) (*black filled circles*) and the value of the slow trace *y*~*i*~^2^(*t*) just before the spike (*gray filled circles*)

The triplet rule reproduces experimental data from visual cortical slices ([@CR87]) that increasing the repetition frequency in the STDP pairing protocol increases net potentiation (Fig. [10](#Fig10){ref-type="fig"}). It also gives a good fit to experiments based on triplet protocols in hippocampal culture ([@CR107]). The main functional advantage of such a triplet learning rule is that it can be mapped to a Bienenstock-Cooper-Munro learning rule ([@CR12]): if we assume that the pre- and postsynaptic spike trains are governed by Poisson statistics, the triplet rule exhibits depression for low postsynaptic firing rates and potentiation for high postsynaptic firing rates. If we further assume that the triplet term in the learning rule depends on the mean postsynaptic frequency, a sliding threshold between potentiation and depression can be defined. In this way, the learning rule matches the requirements of the BCM theory and inherits the properties of the BCM learning rule such as input selectivity. From BCM properties, we can immediately conclude that the model should be useful for receptive field development. Note that earlier efforts to show that STDP maps to the BCM model ([@CR42]; [@CR82]) demonstrated neither an exact mapping nor a sliding threshold. The exact relationship between the above triplet model and other models is discussed in [@CR72]. Fig. 10The triplet rule reproduces the finding that increased frequency of pair repetition leads to increased potentiation in visual cortex pyramidal neurons. Data from [@CR87], figure adapted from [@CR72]

### 4.2.2 Suppression model {#Sec19}

An alternative model to address the inability of standard pair-based models to account for data obtained from triplet and quadruplet spike protocols was developed by [@CR27]. They observed that in triplet protocols of the form pre-post-pre, as long as the intervals between the spikes were reasonably short (\< 15 ms), the timing of the pre-post pair was a better predictor for the change in the synaptic strength than either the timing of the post-pre pair or of both timings taken together. Similarly, in post-pre-post protocols, the timing of the first post-pre pairing was the best predictor for the change of synaptic strength. On the basis of this observation, they proposed a model in which the synaptic weight change is not just dependent on the timing of a spike pair, but also on the *efficacy* of the spikes. Each spike of presynaptic neuron *j* sets the presynaptic spike efficacy *∈*~*j*~ to 0 whereafter it recovers exponentially to 1 with a time constant *τ*~*j*~. The efficacy of the *n*th presynaptic spike is given by: $$\documentclass[12pt]{minimal}
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$$\varepsilon _j^n = 1 - \exp \left( { - \left( {t_j^n - t_j^{n - 1}} \right)/{\tau _j}} \right)$$
\end{document}$$, where *t*~*j*~^*n*^ denotes the *n*th spike of neuron *j*. In other words, the efficacy of a spike is suppressed by the proximity of a previous spike. Similarly, the postsynaptic spike efficacy is reset to 0 by each spike of postsynaptic neuron *i*, recovering exponentially to 1 with time constant *τ*~*i*~. The model can be implemented with local variables as follows. Each presynaptic spike contributes to an efficacy trace *∈*~*j*~(*t*) with dynamics: $$\documentclass[12pt]{minimal}
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$${{{\rm{d}}{\varepsilon _j}} \over {{\rm{d}}t}} = - {{{\varepsilon _j} - 1} \over {{\tau _i}}} - \sum\limits_{t_j^f} {\varepsilon _j^ - \delta (t - t_i^f)} $$
\end{document}$$, where *∈*~*j*~^−^ denotes the value of *∈*~*j*~ just before the update. The standard presynaptic trace *x*~*j*~ given in ([11](#Equ11){ref-type=""}) is adapted to take the spike efficacy into account: $$\documentclass[12pt]{minimal}
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$${{{\rm{d}}{x_j}} \over {{\rm{d}}t}} = - {{{x_j}} \over {{\tau _x}}} - \sum\limits_{t_j^f} {\varepsilon _j^ - \delta (t - t_i^f)} $$
\end{document}$$, i.e. each presynaptic spike increments *x*~*j*~ by the value of the spike efficacy before the update. Similarly, each postsynaptic spike contributes to an efficacy trace *∈*~*i*~(*t*) with dynamics: $$\documentclass[12pt]{minimal}
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$${{{\rm{d}}{\varepsilon _i}} \over {{\rm{d}}t}} = - {{{\varepsilon _i} - 1} \over {{\tau _i}}} - \sum\limits_{t_j^f} {\varepsilon _i^ - \delta (t - t_i^f)} $$
\end{document}$$, and a postsynaptic trace *y*~*i*~ with increments weighted by the postsynaptic spike efficacy: $$\documentclass[12pt]{minimal}
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$${{{\rm{d}}{y_i}} \over {{\rm{d}}t}} = - {{{y_i}} \over {{\tau _y}}} + \sum\limits_{t_j^f} {\varepsilon _i^ - \delta (t - t_i^f)} $$
\end{document}$$

The weight updates on the occurrence of a post- or presynaptic spike are therefore given by: $$\documentclass[12pt]{minimal}
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$$\Delta w _{ij}^ + \left( {t_j^f} \right) = {F_ + }({w _{ij}}){x_j}(t_j^f)\varepsilon _i^ - (t_i^f)$$
\end{document}$$$$\documentclass[12pt]{minimal}
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$$\Delta w _{ij}^ - \left( {t_j^f} \right) = - {F_ - }({w _{ij}}){y_j}(t_j^f)\varepsilon _j^ - (t_j^f)$$
\end{document}$$.

This model gives a good fit to triplet and quadruplet protocols in visual cortex slice, and also gives a much better prediction for synaptic modification due to natural spike trains ([@CR27]). However, it does not predict the increase of LTP with the repetition frequency observed by [@CR87]. A revised version of the model ([@CR26]) also accounts for the switch of LTD to LTP at high frequencies by modifying the efficacy functions.

4.3 Voltage dependence {#Sec20}
----------------------

Traditional LTP/LTD experiments employ the following induction paradigm: the postsynaptic neuron is held at a fixed depolarization while one or several presynaptic neurons are activated. Often a presynaptic pathway is stimulated extracellularly, so that several presynaptic neurons are activated. Depending on the level of the postsynaptic membrane potential, the activated synapses increase their efficacy while other non-activated synapses do not change their weight ([@CR5]; [@CR6]). More recently, depolarization has also been combined with STDP experiments. In particular, [@CR88] showed a dependence of synaptic weight changes on the synaptic membrane potential just before a postsynaptic spike.

There is an ongoing discussion whether the voltage dependence is more fundamental than the dependence on postsynaptic spiking. Indeed, voltage dependence alone can generate STDP-like behavior ([@CR16]), as the membrane potential behaves in a characteristic way in the vicinity of a spike (high shortly before a spike, and low shortly after). Alternatively, a dependence on the slope of the postsynaptic membrane potential has also been shown to reproduce the characteristic STDP weight change curve ([@CR79]). The voltage effects caused by back-propagating spikes is implicitly contained in the mechanistic formulation of STDP models outlined above. In particular, the fast postsynaptic trace *y*~1~ in the above triplet model could be seen as an approximation of a back-propagating action potential. However, the converse is not true: a pure STDP rule does not automatically generate a voltage dependence. Moreover, synaptic effects caused by subthreshold depolarization in the absence of postsynaptic firing cannot be modeled by standard STDP or triplet models.

4.4 Induction versus maintenance {#Sec21}
--------------------------------

We stress that all the above models concern induction of potentiation and depression, but not their maintenance. The induction of LTP may take only a few seconds: for example, stimulation with 50 pairs of pre- and postsynaptic spikes given at 20Hz takes less than 3 s. However, afterwards the synapse takes 60 min or more to consolidate these changes, and this process may also be interrupted ([@CR25]). During this time synapses are 'tagged', that is, they are ready for consolidation. Consolidation is thought to rely on a different molecular mechanism than that of induction. Simply speaking, gene transcription is necessary to trigger the building of new proteins that increase the synaptic efficacy.

### 4.4.1 Functional consequences {#Sec22}

Long-term stability of synapses is necessary to retain memories that have been learned, despite ongoing activity of presynaptic neurons. A simple possibility used in many models is that plasticity is simply switched off once the neuron has learned what it should. This approach makes sense in the context of reward-based learning: the learning rate goes to zero once the actual reward equals the expected reward and learning stops automatically (see Sect. [5.2](#Sec27){ref-type="sec"}). It also makes sense in the framework of supervised learning (see Sect. [5.1](#Sec26){ref-type="sec"}). Learning is normally driven by the difference between desired output and actual output. However, in the context of unsupervised learning it is inconsistent to switch off the dynamics. Nevertheless, receptive field properties should be retained for a fairly long time even if the stimulation characteristic changes.

### 4.4.2 Bistability model {#Sec23}

A simple model of maintenance has been proposed by [@CR28]. The basis of the model is a hidden variable that has an unstable fixed point (threshold). If the variable has a value above threshold it converges towards 1; otherwise towards 0. To stay within the framework of the previous sections, let us suppose that the weight *w* is calculated by one of the STDP or short-term plasticity models. Maintenance is implemented by adding on top of the STDP dynamics a slow bistable dynamics ([@CR31]): $$\documentclass[12pt]{minimal}
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\end{document}$$, where *τ*~a~ is a time constant of consolidation in the range of several minutes of biological time. The result is that in the absence of any stimulation, individual synapses evolve towards binary values of 0 or 1 which are intrinsically stable fixed points of the slow dynamics. As a result, rather strong stimuli are necessary to perturb the synaptic dynamics.

### 4.4.3 Biological evidence {#Sec24}

Whether single synapses themselves are binary or continuous is a matter of intense debate. Some experiments have suggested that synapses are binary ([@CR71]; [@CR68]). However, this would seem to result in a bistable distribution of weights which is at odds with the unimodal distribution reported by other studies ([@CR104]; [@CR87]; [@CR90]), and with the finding that the magnitude of LTP/LTD increases with the number of spike pairs in a protocol until saturation is reached ([@CR26]).

Some possibilities to reconcile these findings include: (i) since pairs of neurons form several contacts with each other, it is likely that in standard plasticity experiments several synapses are measured at the same time; (ii) LTP and STDP results are typically reported as pooled experiments over several pairs of neurons. Under the assumption that the upper bound is not the same for all synapses, a broad distribution could result; (iii) both unimodal distribution and bimodal distributions could be stable. Untrained neurons would show a unimodal distribution whereas neurons that have learned to respond to a specific pattern would develop a bimodal distribution of synaptic weights ([@CR97]); (iv) all synapses are binary, but the efficacy of the 'strong' state is subject to short-term plasticity and homeostasis; (v) some synapses are binary and some are not. Potentially a combination of several of these possibilities must be considered in order to explain the experimental findings.

5 Supervised and reinforcement learning {#Sec25}
=======================================

All the models considered in Sect. [4](#Sec9){ref-type="sec"} are unsupervised 'Hebbian' rules: changes are triggered as a result of combined action of pre- and postsynaptic neurons. The postsynaptic neuron itself is driven by its input arising from presynaptic neurons. There is no notion of whether or not the postsynaptic output is 'good' or 'useful'. If, however, the local variables are combined with global teacher or reinforcement signals, completely different learning paradigms are possible.

5.1 Supervised learning {#Sec26}
-----------------------

Supervised plasticity has been demonstrated experimentally by [@CR24]: the behavior of a (cortical) neuron can be changed by pairing some class of stimuli with an (artificial) increase of neural activity while pairing another class of stimuli with a decrease of responsiveness. Theoretical studies have demonstrated that a teacher-forced STDP approach can be used to learn precise spike times ([@CR53]; [@CR72]). In a natural situation, this would mean that a few strong neural inputs can drive the neuron and therefore drive learning of other inputs. If these strong inputs are controlled in a task-specific way, they act as a teacher for the postsynaptic neuron. For a practical realization of this idea see [@CR16].

5.2 Reinforcement learning {#Sec27}
--------------------------

If neuronal activity leads to actions, feedback may arise from the environment in forms of reward (a piece of pizza) or punishment (burnt fingers). It is thought that success of an action is signaled by neuromodulators---a top candidate is dopamine ([@CR81]). Dopamine signals are closely related to a quantity in reinforcement learning known as *δ*, that can be interpreted as the difference between the received reward and the expected reward. Here 'reward' means current or future rewards that can be reliably predicted. In reinforcement learning, the difference between actual and expected rewards plays an important role for the update of weights in *Q*-learning, SARSA, and related variants of temporal difference learning ([@CR93]).

Under a suitable interpretation of the role of pre- and postsynaptic neurons, the weight update rules can be derived from an optimality framework ([@CR73]). The learning rule can be interpreted as a Hebbian learning based on joined pre- and postsynaptic activity, but conditioned on the presence of a global reward signal. Variants of such reinforcement rules for spiking neurons have been developed ([@CR85]; [@CR73]; [@CR41]; Florian 2007).

6 Discussion {#Sec28}
============

Pair-based STDP models can be decomposed into three aspects: weight dependence, spike-pairing scheme and delay partition (Sect. [4.1](#Sec10){ref-type="sec"}).We have shown that all of these aspects can have significant consequences for the behavior of the model system under investigation. However, in many cases there is not enough experimental data to settle these questions definitively. Therefore, choices for each aspect should be made consciously and take into consideration the relevant available experimental findings. Moreover, these choices should be explicitly documented and critically addressed: it should be clear to what extent results depend on the specific choices.

In particular, the choice of STDP weight dependence is critical. The available evidence suggests that both potentiation and depression are dependent on the weight. Whereas it is useful to start with very simplified models to gain insight, we now know that STDP models which assume some weight dependence produce qualitatively different behavior from the additive model. Moreover, weight dependent rules are no harder to implement computationally than additive rules. In the absence of fresh experimental evidence supporting an additive rule, weight dependent rules should therefore be considered as the standard.

Pair-based models of STDP have their limitations. They give incorrect predictions for many experiments such as triplet and quadruplet protocols and cannot account for synaptic modification due to natural spike trains or pairing protocols at different frequencies. Models of STDP that are beyond the pair-based framework (Sect. [4.2](#Sec17){ref-type="sec"}) can account for these findings at the cost of only a small number of additional variables, and so should attract increasing theoretical interest.

In this manuscript, we have considered models in which synaptic modifications depend only on spike timing. However, this ignores many aspects of synaptic plasticity which may prove to be of great importance to the functioning of the brain, and will therefore have to be taken into consideration in future phenomenological modeling. Most STDP models assume that the absolute synaptic strength is modified (but see [@CR82]). However, it may turn out that a formulation in terms of the release probability is a more accurate description, thus allowing a unified view of short-term and long-term plasticity. Additionally, STDP has been shown to be sensitive to a number of factors beyond spike timing, for example active dendritic properties and the location of the synapse on the dendrite --- see [@CR45] for a review. There is also substantial evidence that inhibition is an important physiological feature fine-tuning induction and maintenance of LTP/LTD. Inhibition gates induction of LTP/LTD as a function of physiological conditions and physiologically-induced changes in the activity of networks ([@CR52]; [@CR70]; [@CR74]; [@CR92]; [@CR67]; [@CR96]). Here, the main challenge is to derive appropriate phenomenological models from experiments and detailed biophysical models. Finally, although some progress has been made in investigating the interactions of STDP with other plasticity mechanisms such as homeostasis and heterosynaptic spread of LTP/LTD([@CR106]; [@CR98], [@CR97]; [@CR99]), this complex topic remains largely unexplored. In this area, the main challenge is to perform analytical and simulation studies which can identify and characterize their composite effects, and investigate their functional consequences.
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