We introduce a method to prove metastability of the contact process on Erdös-Rényi graphs and on configuration model graphs. The method relies on uniformly bounding the total infection rate from below, over all sets with a fixed number of nodes. Once this bound is established, a simple comparison with a well chosen birth-and-death process will show the exponential growth of the extinction time. Our paper complements recent results on the metastability of the contact process on configuration model graphs with a heavy tailed degree distribution: we do not require heavy tails, but our method does not (yet) show that metastability occurs in the heavy tailed case for any fixed infection rate.
Introduction
Consider an Erdös-Rényi graph with N nodes, and edge-probability p (possibly p(N )). Denote the set of nodes by V N and the set of edges by E N . Define, for i, j ∈ V N , A ij to be 1 if the edge from i to j exists, and otherwise A ij = 0. We can describe the contact process through the state-space S N = P(V N ), the powerset of V N , by specifying the transfer rates. Choose an infection rate τ (possibly τ (N )). For I ∈ S N (I ⊂ V N ) we have
• For all j ∈ I c , the rate from I to I ∪ {j} is given by τ i∈I A ij .
• For all j ∈ I, the rate from I to I \ {j} is given by 1.
There is an absorbing state, namely the set ∅. However, it is expected that for τ large enough, there exists a metastable distribution. This is usually reformulated to the fact that the expectation of the hitting time T N of the empty set grows exponentially in N ; see for example [1] . We suggest a different approach. Consider the modified contact process by forbidding singletons to heal, so for all i ∈ V N , the rate from {i} to ∅ equals 0. This process does not have an absorbing state, since with high probability (V N , E N ) is connected, and therefore this Markov process will have a stationary distribution which gives positive probability to every subset I, other than the empty set. We will call this distribution the meta-stable distribution for the true contact process. It is clear what a natural coupling is between the contact process and the modified contact process: they stay exactly the same precisely until they reach any singleton state. When they reach a singleton state, we flip a coin and the contact process either dies out, or it continues to follow the modified process.
The advantage of the modified process is that we can analyse the stationary distribution, and try to bound the hitting timeT N of the set of singleton states. By the natural coupling, it follows that if we didn't start in the empty set, we have that T N ≥T N . So if we could find an exponential lower bound for E(T N ), we would have an exponential bound for E(T N ).
Detailed balance
To analyse the stationary distribution of the modified contact process, given by the probabilities {π I | I ⊂ V N }, we start by defining S N,k as the collection of all subsets of V N of size k:
The modified process lives on 1≤k≤N S N,k , and from S N,k it can only move to either S N,k−1 or S N,k+1 . We can write down the detailed balance equation for moving between S N,k and S N,k+1 :
where L I := i∈I j∈I c A ij is the number of links between I and I c . Now define the stationary probability of S N,k asp k (we leave out N in this notation):
Suppose we have a lower bound on L I , valid for all I ∈ S N,k ; call this bound M N,k . Then detailed balance would imply for all 1 ≤ 
3 Bounding the number of links Fix I ∈ S N,k , so #I = k. Clearly, the number of links between I and I c has a binomial distribution, when we consider the Erdös-Rényi graph to be random (when we start the (modified) contact process, we fix the randomly chosen graph):
Now take ρ < 1 and use Chernoff's bound to obtain
(1−ρ) 2 pk(N −k) .
Bounding the binomial coefficient by
we conclude that
Since the exponent on the right-hand side has its maximum over [1, N/2] in k = 1 for N large enough, and since the left-hand side is symmetric in k around N/2, we conclude that for all 1 ≤ k ≤ N − 1
Multiplying by N − 1 and taking M N,k = ρpk(N − k) leads to
So for N large, we have with high probability that for all 1 ≤ k ≤ N − 1 and all I ∈ S N,k the number of links between I and I c is bounded from below:
Upper bound
It will also be useful to consider an upper bound for the number of links L I between I and I c . This can be done using again Chernoff's bound for the binomial distribution, and keeping in mind that
We now take 1 <ρ < 1/p. Define
So we see that
In other words, with high probability we will have a graph that satisfies for all 1 ≤ k ≤ N − 1 and all
4 Auxiliary Markov chain
We will now define an auxiliary Markov chain, with state space V N = {1, . . . , N }. We use the following transfer rates:
• For 1 ≤ k ≤ N − 1, the rate from k to k + 1 is given by τ M N,k .
• For 2 ≤ k ≤ N , the rate from k to k − 1 is given by k.
There is a unique stationary distribution for this Markov chain, and we denote the corresponding probabilities by p k . Then detailed balance gives us for 1
We compare this to Equation (1) . It follows that
In particular this implies thatp
Summing over i and rearranging gives
Consequently, we find
and since
This means that if X is a random variable with probabilities {p k }, andX has probabilities {p k }, thenX is stochastically larger than X. Note thatX corresponds to the stationary distribution of the number of infected nodes in the modified contact process, and X corresponds to the auxiliary Markov chain. If we can bound the hitting time of the event {X = 1}, then we have a lower bound for the hitting time of having only one node infected in the modified contact process. For this it is enough to upper bound p 1 .
Auxiliary stationary distribution
From Equation (4) it follows that for any 2 ≤ k ≤ N ,
First suppose τ > 0 is fixed (i.e., it does not depend on N ). Then we can find a trivial upper bound for p 1 by considering k = ηN , for some small η:
This proves that p 1 → 0 superexponentially. In other words, the expected hitting time in the modified contact process of having only one infected node, starting from the stationary distribution, grows like e ηN log(N ) , for some η > 0, and therefore also the extinction time of the actual contact process grows at this superexponential speed. We have seen and heard arguments that the extinction time cannot grow faster than exponential; the reason being that in a fixed time interval, all nodes could heal with exponentially small probability. However, in that same interval many infection events will also take place, which explains that it is possible to have superexponential extinction time.
Now consider τ that depends on N : we choose
with λ > 1. Then we choose ρ < 1 such that c := ρpN τ > 1 (we can get c arbitrarily close to λ). By choosing N large enough, we can again ensure with arbitrarily high probability that the adjacency matrix A of the random graph satisfies (2). So, given such a graph, we know thatp 1 ≤ p 1 , and this will give us the desired bound on the expected extinction time.
Using simple integral bounds, we can see that for 2 ≤ k ≤ N ,
Since c > 1, we can see that
This means that p k /p 1 grows exponentially fast in N , and since p k ≤ 1, we conclude that p 1 decreases exponentially fast to 0. This proves that the expected extinction time of the contact process with τ = λ/N p grows exponentially with N . We know that if 1/τ is greater than the largest eigenvalue of A, the extinction time only grows logarithmically in N . It is not hard to see that the largest eigenvalue of A is somewhere close to N p (since i,j E(A ij ) = (N 2 − N )p), so we cannot expect that if we choose λ < 1, we would get exponential extinction time. In this sense, our method gives the optimal bound for the existence for meta-stability. Of course, we need further research to see how the contact process behaves if 1/τ ≈ N p.
Metastable distribution
We can study more than just the extinction time. Suppose we are interested in the metastable distribution of the total number of infected sites, when τ = λ/N p, for λ > 1.
Critical Erdös-Rényi graphs
In this section we will assume that p = σ/N , for σ > 0. In fact, we need to choose σ > 4 log(2), for technical reasons that will soon become clear. We wish to extend the results of Section 3. Suppose γ, ρ ∈ (0, 1) and k = γN . Again we let L I be the number of links between I and I c and use a well-known bound on binomial probabilities to conclude that
Filling in that p = σ/N , we can find some constant C > 1 such that for N large enough,
where G(ρ) = ρ log(ρ) + 1 − ρ. We also know that
with
Therefore,
The exponent is negative if σG(ρ)γ(1 − γ) > H(γ). These functions both have their maximum at γ = 1 2 , see plot below. The function G(ρ) is decreasing with maximum G(0) = 1, so the exponent can only be negative if σ > 4 log(2).
For σ > 4 log(2), define ρ σ ∈ (0, 1) such that log(2) = σG(ρ σ )/4. Then, for σ > 4 log(2) and ρ ∈ (0, ρ σ ), there exists a minimal γ ρ ∈ (0, 1/2) such that
These inequalities imply that, as N → ∞,
We use this result to assume that for all
Using (1), we get for all these k that
For k 0 < k 1 in this range, we find
To find the smallest infection rate τ for which exponential extinction time is possible, we want ρ to be large and k 0 and k 1 to be small, i.e. close to γ ρ N where γ ρ is small as well. Therefore, we definẽ
Then we can choose ρ ∈ (0, ρ σ ) close enough toρ σ and η ∈ (0, 1 − 2γ ρ ) small enough, such that
We conclude that for k 0 = γ ρ N and k 1 = (γ ρ + η)N , with high probability we have that
Since k 1 − k 0 grows linearly in N , this proves thatp γρN decreases exponentially in N . Therefore, if we start with all sites infected, the expected time until the contact process hits a set with γ ρ N infected sites, grows exponentially in N . This proves that the extinction time grows exponentially in N .
Remark that for large σ, we can choose ρ such that γ ρ is close to 0 and such that (7) still holds. Clearly, this corresponds to a maximal value of ρ(1 − γ) ≈ 1. This also means that the critical value for τ for large σ is close to 1/σ = 1/N p, just like in the super critical Erdös-Rényi graph.
Configuration model
In this section we will consider the configuration model. We consider a random variable D ∈ {1, 2, . . . and an iid sequence of degrees D 1 , . . . , D N with D 1 ∼ D. Since D i = 0 means that this node will never interact with other nodes, we could leave them out and still have O(N ) nodes left. This is why we will assume without loss of generality that
Given the degree sequence, the configuration model creates a random graph by completely randomly assigning the 'half-stubs" to each other, creating links in that way. We will not care about self-loops, double links or an odd number of total degrees: self-loops and a left-over stub are ignored, and multiple links will simply mean that the infection rate between such nodes is an integer multiple of τ .
We will derive bounds for the number of links between a set of nodes and its complement. We will consider an arbitrary I ∈ S N,k , where k = γN . In that case, we expect the number of links between I and I c to be linear in N , if we keep a fixed degree distribution. Choose l = ρN . Our goal is to find a combination of γ and ρ such that with sufficiently high probability the sets I and I c have at least ρN links between them. Define the random variable L I as the number of outgoing links of set I. First we will study the number of stubs in I and I c .
Define the independent random variables
We need the following trivial consequence of Cramér's Theorem. Define
to be the Legendre transform or rate function of the random variable D.
Lemma 8.1 For closed intervals F 1 , F 2 ⊂ R, we have that
and lim sup
Proof. Cramér's Theorem gives for any closed set F ⊆ R,
. Then for N large enough, and since F 1 is an interval,
Since R is a lower semi-continuous function and F 1 is an interval, we can take the limit for ε ↓ 0 to conclude that lim sup
The second statement follows completely analogously.
From the previous lemma we conclude that with high probability the numbers of stubs in I and I c will not be too small. The next step in our argument is to show that this implies that the number of links L I between I and I c is unlikely to be small. If we have two sets of nodes, one set having n 1 stubs and the other having n 2 stubs, then the probability distribution of the number of links L between these two sets is given in the following elementary combinatorial result, given without proof.
Lemma 8.2 Suppose we have a vase with n 1 red balls and n 2 white balls, and we take them out pairwise, completely at random. If S = n 1 + n 2 is odd, one ball will stay left behind. Denote by L the number of mixed pairs that is drawn, i.e., pairs consisting of a red and a white ball. First suppose that S is even. Then for all l such that 0 ≤ l ≤ min(n 1 , n 2 ) and such that n 1 − l (and therefore also n 2 − l) is even, we have
For all other l we have P(L = l) = 0. Now suppose that S is odd. Take 0 ≤ l ≤ min(n 1 , n 2 ). If n 1 − l is even (and therefore n 2 − l is odd), we have
The probabilities given in this lemma go to zero exponentially fast for most choices of l. In the next lemma, we give a left tail estimate for L I given that the numbers of stubs of I and I c are at least n 1 and n 2 . Note that the expected number of links in case of exactly n 1 and n 2 stubs is approximately λ := n 1 n 2 /(n 1 + n 2 ). We denote x log(x) by nlg(x) and define nlg(0) = 0.
Lemma 8.3 Define the function φ by
whenever 0 ≤ l ≤ min(n 1 , n 2 ) and let φ(n 1 , n 2 ; l) = +∞ otherwise. Then for all 0 ≤ l ≤ λ,
Proof. We will use the following bounds that come from Stirling's approximation: 1 2 log(2πn) + nlg(n) − n < log(n!) < 1 2 log(2πn) + nlg(n) − n + 1 12n .
We will assume that S = n 1 + n 2 even, for S odd a similar approach works. For l > min(n 1 , n 2 ), clearly P(L = l) = 0. For 0 < l < min(n 1 , n 2 ), we have
It follows by Stirling's bounds that log(P(L = l)) ≤ l log(2) + nlg( 1 2 (n 1 + n 2 )) + nlg(n 1 ) + nlg(n 2 ) − nlg(l)
For l = min(n 1 , n 2 ), some terms drop, but the same bound holds. For l = 0, we find
for all l ≥ 0. Note that φ(n 1 , n 2 ; l) ≥ 0 and φ(n 1 , n 2 ; λ) = 0. If l < λ, then φ is decreasing in l and increasing in n 1 and n 2 . Consequently, if k ≤ l < λ and n 1 ≥ n 1 , n 2 ≥ n 2 , then φ(n 1 , n 2 ; k) > φ(n 1 , n 2 ; l) and therefore
whenever 0 ≤ l ≤ λ.
We expect the number of links between I and I c to be of order N , so we choose l = ρN . If ρ is smaller than the expected fraction of links, the probability to have less than l links goes to zero exponentially fast. The next lemma quantifies the rate of convergence, and it is an adaption of Varadhan's Integral Lemma. Note that for all a 1 , a 2 , ρ > 0,
Lemma 8.4 Fix γ ∈ (0, 1). For any I ∈ S N,k , with k = γN , and any ρ > 0 such that ρ < γ(1 − γ)E(D) (we allow for E(D) = +∞), we have that
Proof. Fix a large integer K and define
We use the fact that (n 1 , n 2 ) → P(L I ≤ ρN | S 1 = n 1 , S 2 = n 2 ) is decreasing in n 1 and in n 2 : the more stubs you have, the more likely it is to have more links. We need the following modification of the function φ:
Since φ(a 1 , a 2 ; ρ) = 0 when a 1 a 2 = ρ(a 1 + a 2 ),φ is a continuous function. In this way, we make sure that the bound (8) holds for all l ≥ 0, when we replace φ byφ. We can use this to get a large deviation result, also using property (10) of φ (inherited byφ) and Lemma 8.1:
Sinceφ is a well-behaved function and R is convex, we can take the limit for K → ∞, and conclude that lim sup
All we need to check now is that the infimum on the right-hand side is obtained for (a 1 , a 2 ) with a 1 a 2 ≥ (a 1 + a 2 )ρ, so that we can replaceφ by φ (since φ >φ everywhere else). Note that if a 1 = γE(D 1 ) and a 2 = (1 − γ)E(D 1 ), then the bound on ρ guarantees that a 1 a 2 > ρ(a 1 + a 2 ). The rate function R(x) is decreasing for x ∈ (0, E(D 1 )) and increasing for x > E(D 1 ), so if we move (a 1 , a 2 ) in a straight line towards (γE(D 1 ), (1 − γ)E(D 1 )) (if E(D 1 ) = +∞, we simply increasing both), we will decrease the value of γR(a 1 /γ) + (1 − γ)R(a 2 /(1 − γ)). Now if (a 1 , a 2 ) is such that a 1 a 2 < ρ(a 1 + a 2 ), we can move in a straight line towards (γE(D 1 ), (1 − γ)E(D 1 )) until a 1 a 2 = ρ(a 1 + a 2 ); the functioñ φ(a 1 , a 2 ; ρ) will remain 0, but γR(a 1 /γ) + (1 − γ)R(a 2 /(1 − γ)) will decrease, proving that the infimum is attained in the set {(a 1 , a 2 ) | a 1 a 2 ≥ ρ(a 1 + a 2 )}, whereφ = φ.
Inspired by the previous lemma, we define for γ ∈ (0, 1) and
It is not hard to see that Ψ(γ, ρ) is decreasing in ρ. Taking the limit ρ ↓ 0 causes no problems, since φ(a 1 , a 2 ; 0) =
It is not hard to check that γ → φ(γu 1 , (1−γ)u 2 ; 0) is a concave function on (0, 1) for all (u 1 , u 2 ) ∈ R 2 + , so Ψ(γ; 0) is a positive concave function, symmetric in γ = 1 2 . Now define the set
If G = ∅, then our method cannot be used for that particular distribution of D. When G = ∅, we define
Theorem 8.5 Using the notation from above, if G = ∅ and τ > 1/µ 0 , then there exist constants c 1 , c 2 > 0 such that
Proof. Choose the infection rate τ such that
Then there exist γ ∈ (0, Choose k 0 = γN and k 1 = (γ + η)N . Since N γ N ≤ e H(γ )N , we can use Lemma 8.4 to conclude that with high probability, for all k 0 ≤ k ≤ k 1 and all sets I ∈ S N,k we will have at least ρN links between I and I c . Then Equation (1) tells us that
This proves that the expected extinction time grows exponentially in N for τ > 1/µ 0 .
If P(D ≤ 1) > 0, it is not hard to see that
This follows from taking u 1 = 1 and u 2 = E(D) in (11), and taking the limit for γ → 0. The other natural point to compare Ψ(γ, 0) and H(γ) is at γ = 1/2:
For the second equality we use that on the line u 1 + u 2 = c, the function φ is convex. The last equality follows from the fact that the rate function R is the Legendre transform of the cumulant generating function λ → log(E(e λD )), and the Legendre transform is an involution. This implies that
We conclude:
Corollary 8.6 If the distribution of D is such that
then there exists τ > 0 such that the extinction time grows exponentially.
Using Jensen we see that
so our condition implies that E(D) > 2, which in turn implies that E(D 2 ) > 2E(D); this condition implies that there is one giant component in the graph.
Two examples
We will consider our method for two examples, namely constant degree and the Poisson distribution. First suppose that P(D = d 0 ) = 1, for some d 0 ∈ {1, 2, . . .}. It is not hard to see that in that case,
This means that if d 0 ≥ 3, we will be able to find τ large enough, such that the expected extinction time grows exponentially with N . To get a bound on τ , we have to determine µ 0 . We see that G = (0, Then we wish to maximize λ(γ)(1 − γ)d 0 (= ρ/γ). It turns out that λ(γ) is a decreasing function, which means that the optimal value for ρ/γ can be found near γ = 0. For small γ, the leading order term in Ψ(γ, ρ) and H(γ) is γ log(γ). It is not hard to check that for fixed λ, Ψ(γ, λγ(1 − γ)d 0 ) = 1 2 (λ − 1)d 0 γ log(γ) + O(γ).
The leading order term in H(γ) is given by −γ log(γ), so this leads to
Therefore, we find that
If we have a configuration model graph with constant degree 3 or higher, and τ > 1/(d 0 − 2), then we will have an exponentially growing expected extinction time.
Now consider D ∼ Pois(µ). Since P(D = 0) > 0, we could condition on D ≥ 1, but it would make our calculations worse, so we will not do that. We know that log(E(e λD )) = µ(e λ − 1) and R(x) = x log(
We can use Corollary 8.6 to find a lower bound for µ such that we know there exists τ > 0 for which the extinction time grows exponentially (we can even improve this bound by conditioning on D ≥ 1). However, we are interested in the lower bound for τ when µ is large, so in other words, we want to find µ 0 for large µ. For this, we fix a small γ > 0 and a λ ∈ (0, 1) close to 1. For u = µ + K √ µ, we see that
This means that if we define ρ = λγ(1 − γ)µ, we get Ψ(γ, ρ) = φ(γ, 1 − γ; λγ(1 − γ)) · µ + o(µ).
For large µ, this will be bigger than H(γ), so
In other words, for large µ, we will have exponential extinction time for τ slightly larger than 1/µ, just like in the critical Erdös-Rényi graph with large σ. We would like to mention that the method we have shown here is not able to predict that for heavy tailed degree distributions, we will exponential extinction time for any τ > 0. Also, we do not claim that our bounds for τ or even for the existence of τ are optimal: this would require further research.
