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Abstract
We investigate in details a first order differential calculus with right partial derivatives set up by
a not necessarily invertible Yang–Baxter operator. The optimal algebra for this calculus has a natural
structure of a braided Hopf algebra and it is isomorphic to the quantum symmetric algebra. The
induced to the optimal algebra and to the free cover algebra calculi are right covariant. They are
bicovariant if and only if the related braiding is involutive. By means of the P.M. Cohn theory we
show that the subalgebra of constants for the cover free differential algebra is a free algebra and an
ad-invariant left coideal. If the given algebra is finitely generated then every differential left ideal
is generated by constants, a noncommutative Taylor series decomposition formula is valid, and the
category of locally nilpotent modules over the operator algebra is semisimple with the only simple
object that is isomorphic to the optimal algebra as a module. We find a necessary and sufficient
condition for a 1-form to be a complete differential.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
The general concept of the noncommutative differential calculus appears in the famous
paper by S.L. Woronowicz [34], where a deep theory of the bicovariant calculi on Hopf
algebras has been developed. A differential calculus on an associative unitary algebra S
is defined by a linear map d from S into a bimodule M such that the Leibniz formula
d(uv)= du ·v+u ·dv is valid, see [19, Part IV]. If S has a distinguished (finite or infinite)
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i ∈ I , as a right module then the calculus is called (right) coordinate, originally a first order
differential calculus with right partial derivatives, while the generators may be considered
as coordinate noncommutative functions. This type of calculi has been effectively used by
R.H. Fox [7] for the investigation of various problems in topology and combinatorial group
theory.
The problems considered in this paper are closely connected with the recent publications
[1–4,8–11,35]. In [9] C. Frønsdal and A. Galindo consider, in fact, a coordinate calculus
on the free algebra C〈ξ1, . . . , ξn〉 with the following commutation rules
ξi · dξj = qij dξj · ξi, qij ∈ C. (1)
In particular case when qik = qdiaik with generalized Cartan matrix ‖aik‖ this type
of calculi naturally appear on homogeneous components of Drinfeld–Jimbo quantum
universal enveloping algebras (the operators ir and ri defined by G. Luztig in [21, p. 8]
are precisely the left and right partial derivatives).
We consider a more general case of (right) coordinate calculi (not only on a free algebra)
with commutation rules
yi · dyk =
∑
s,j
α
sj
ik dys · yj , (2)
where the operator τ :yi ⊗ yk → ∑s,j αsjik ys ⊗ yj satisfies the braid relation τ1τ2τ1 =
τ2τ1τ2. We do not suppose neither τ is invertible nor the given differential algebra is
finitely generated (unless it is specified). We shall refer to a calculus of this type as an
YB-calculus. We show that every braided Hopf algebra with primitive generators under a
week homogeneity restriction has a natural YB-calculus (in particular the calculi defined
by W.D. Nichols [26, Section 3.3] and by M. Graña in [11, Definition 2.7, p. 243], see
also [25] are of this type), and vice versa any YB-calculus defines a natural structure of a
braided Hopf algebra both on the free cover differential algebra and on the optimal algebra
(nevertheless the given algebra may not have that structure). The notion of the optimal
algebra for a differential calculus appears in [2–4]. For calculus defined by (2) with an
arbitrary τ this is the only differentially simple homogeneous algebra. In Theorem 4.11 we
show that the optimal algebra for an YB-calculus coincides with the quantum symmetric
algebra defined in [26,31–34]. Then, in Theorem 5.1, we find a nice differential form for
the natural homomorphism Ω of the free algebra onto the quantum symmetric algebra
Ω(u)=
∑
i1,i2,...,in
∂nu
∂yˆi1∂yˆi2 · · ·∂yˆin
(
yˆi1 yˆi2 · · · yˆin
)
, (3)
where the symbols (yˆi1 yˆi2 · · · yˆin ) are the linear generators of the quantum Shuffle algebra
and u is an arbitrary element of total degree n. In the particular case (1) the homomorphism
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proved a formula that can be written in our terms as follows
det
∥∥∥∥∂n(ξπ(1)ξπ(2) · · · ξπ(n))∂ξµ(1)∂ξµ(2) · · ·∂ξµ(n)
∥∥∥∥= n∏
s=2
( ∏
|J |=s
J⊆{1,2,...,n}
(
1−
∏
i =j
i,j∈J
qij
)(s−2)!(n−s+1)!)
,
where π,µ run through the permutation group Sn, while the parameters qij are defined
in (1).
We show that the above YB-calculus defined on a braided Hopf algebra with primitive
generators is right covariant (Proposition 4.7). It is bicovariant if and only if τ 2 = 1 (Propo-
sition 4.9). In Theorem 4.14 by means of P.M. Cohn theory we prove that the algebra of
constants (this is the kernel of d) for the cover free differential algebra is a free subal-
gebra and ad-invariant left coideal. This easily implies that the two-sided ideal generated
by nonscalar constants is generated by homogeneous constants as a free one-sided ideal.
Later, we will see that every differential ideal in arbitrary finitely generated algebra with
YB-calculus is generated by constants as a left ideal (Theorem 7.9). Theorem 4.1 implies
also that in the case of FG-calculus on the free algebra the nonscalar constants of minimal
degree are the quantum Lie operations introduced by the author [15]. This provides a link
between C. Frønsdal classification of constants [10] and the investigation of quantum Lie
operations and Lie algebras in braided categories [15–17,27–29].
If for every pair i, k there exists just a finite number of pairs s, j with αsjik = 0 then the
operator algebra generated by partial derivations is isomorphic to the quantum symmetric
algebra with the transposed braiding (see Corollary 6.2, and [11, Proposition 2.9]). This
allows one to use a pairing of quantum symmetric algebras defined by N. Andruskiewitsch
and M. Graña [1, Theorem 3.2.29]. The pairing provides a link with the paper by
D.P. Zhelobenko [35] devoted to the investigation of differential calculus set up by dual
pairs of bialgebras. Even though one may not directly apply the results of [35] in our
situation, the main theorems of [35] are valid in our case as well: Corollaries 6.4, 6.5,
and Theorem 7.3 are analogous to the density, structural, and uniqueness theorems of D.P.
Zhelobenko [35, pp. 375–376]. In the last section under additional restriction that the space
of generators is finite-dimensional we find necessary and sufficient conditions for a 1-form
to be a complete differential (Theorem 7.1) and prove a noncommutative Taylor formula
(Theorem 7.7) that generalizes [9, Lemma 1.6.3(c), p. 718] and implies the cited above
fact that every differential left ideal in every finitely generated algebra with YB-calculus is
generated by constants as a left ideal (Theorem 7.9).
In the text we use both exponential and functional notations for actions of operators,
nevertheless we consider the exponential notation as the basic one; that is the composition
of operators is given by (AB)(x)= x(AB) = (xA)B = B(A(x)).
2. Preliminaries
Let S be an algebra with a right coordinate calculus d :S→M generated by ‘coordinate
functions’ yi , i ∈ I. On S we may define right partial derivatives according to the formula
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∑
i
dyi · ∂u
∂yi
. (4)
The bimodule structure on M defines commutation rules
v · dyk =
∑
s
dys ·Ask(v), (5)
where the maps Ask :S→ S satisfy the relations
Ask(uv)=
∑
j
Asj (u)A
j
k(v). (6)
The Leibniz formula is equivalent to the following relations for the partial derivatives
∂(uv)
∂yk
= ∂u
∂yk
v +
∑
j
Akj (u)
∂v
∂yj
. (7)
Conversely, if commutation rules (5) are given, then there exists at most one (right) coor-
dinate differential calculus with these commutation rules (see details in [19, Section 12.3]
or in these very notations in [4, Section 1 and Theorem 2.1]).
The differential calculus on S defines two important algebras with the induced calculus.
One of them is a free algebra Ŝ freely generated by yˆi , i ∈ I , with the cover differential that
is defined by the same commutation rules (5) with yˆi in place of yi. The second algebra is
defined as follows.
Definition 2.1 [4, Definition 4.1]. Let W be the sum of all differential ideals J  Ŝ that do
not contain polynomials with nonzero scalar terms. The quotient algebra S = Ŝ/W is said
to be the optimal algebra for the calculus (5).
Recall that a (right) ideal J is called differential if ∂J/∂yi ⊆ J, i ∈ I. This implies
Aki (J )⊆ J since according to (7) we have ∂(uyi)/∂yk = (∂u/∂yk) · yi +Aki (u). Therefore
(see [4, Theorem 3.1]) the quotient algebra Ŝ/J with respect to any differential ideal (in
particular S) also has the calculus set up by (5).
If S has a system of defining relations without scalar terms then we have a chain of
differential homomorphisms Ŝ→ S→ S, however in the general case we have just Ŝ→ S
and Ŝ→ S.
Suppose additionally that the maps Ask on the generators take up the form A
s
k(yi) =∑
j α
sj
ik yj , α
sj
ik ∈ k:
yi · dyk =
∑
α
sj
ik dys · yj , (8)
s,j
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operator form
yLs ∂k = δks +
∑
i,j
α
kj
si ∂
iyLj , (9)
where yL is the operator of left multiplication by y and ∂k is the partial derivation
with respect to yk (cf. [9, Abstract]). The ideal of relations for S has been described in
[4, Theorem 4.2].
Theorem 2.2. If the calculus is set up by (8) then the kernel W of the homomorphism
Ŝ→ S, yˆi → y¯i is a homogeneous space W =W0 +W1 +W2 + · · · that satisfies:
(1) W0 =W1 = 0;
(2) Wn is the largest Ask-invariant subspace of Un = {f | degf = n, ∀i (∂f/∂yi) ∈
Wn−1}.
By this theorem we see that both algebras Ŝ and S are homogeneous with respect to the
ordinary degree function δ(yi)= 1, while S does not need to be so in general.
Lemma 2.3 (A. Borowiec [4, Proposition 4.3]). The optimal algebra for (8) is differentially
simple, that is W is a maximal differential ideal.
An arbitrary (2,2)-tensor αsjik uniquely defines the coordinate calculus (8) on the free
algebra k〈Y 〉 and on all of its differential homomorphic images. This tensor sets a linear
map
τ :V ⊗ V → V ⊗ V, yi ⊗ yk →
∑
s,j
α
sj
ik ys ⊗ yj (10)
on the generators space V =∑kyi. Denote by τi , i < n, the linear map
id⊗ · · · ⊗ id︸ ︷︷ ︸
i−1
⊗ τ ⊗ id⊗ · · · ⊗ id︸ ︷︷ ︸
n−i−1
:V ⊗n → V⊗n. (11)
For each permutation π ∈ Sn we fix the operator πb :V ⊗n → V ⊗n defined by the following
recurrence formula:
πb = (πtπ(n)tπ(n)+1 · · · tn−1)bτn−1τn−2 · · · τπ(n), (12)
where ti = (i, i + 1) are the elementary transpositions. Certainly the permutation
πtπ(n)tπ(n)+1 · · · tn−1 does not move the last index (the permutations act from the left to
the right).
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π(j). On the tensor space T (V )=⊕∞n=0 V ⊗n the shuffle product is defined by
u v =
∑
π∈S(k)
πb(uv), (13)
where S(k) is the set of all k-shuffles, u ∈ V ⊗k, v ∈ V ⊗(n−k). The algebra 〈T (V ),〉
is associative if and only if τ satisfies the braid relation τ1τ2τ1 = τ2τ1τ2 (such operator
τ is called braiding, or R-matrix, or Yang–Baxter operator provided that it is invertible,
nevertheless in this paper we keep the same names even if τ is not invertible; respectively
we call the related calculus (8) as an YB-calculus).
Denote by νk the ‘longest’ k-shuffle
νk =
(
1 2 · · · k k + 1 · · · n
n− k + 1 n− k + 2 · · · n 1 · · · n− k
)
. (14)
For an arbitrary α the linear map (10) has a natural extension to the tensor space T (V ):
τ (u⊗ v)= νbk (u⊗ v), u ∈ V ⊗k, v ∈ V⊗(n−k). (15)
The definition (12) shows
νbk = (τkτk−1 · · · τ1)(τk+1τk · · · τ2) · · · (τn−1τn−2 · · · τn−k). (16)
Therefore one may use the following recurrence formulae to calculate the extended τ :
τ
(
u⊗ (yt ⊗ v)
)=∑
s
ys ⊗ τ
(
Ast (u)⊗ v
)
, (17)
where Ask are extended to T (V ) by A
s
k(u ⊗ v) =
∑
j A
s
j (u)⊗ Ajk(v). Since τkτs = τsτk
provided that |k− s|> 1, we may rewrite (16) in the form
νbk = (τkτk+1 · · · τn−1)(τk−1τk · · · τn−2) · · · (τ1τ2 · · · τn−k).
Hence one may add to (17) the following formula
τ
(
(u⊗ yt )⊗ v
)=∑
s
τ
(
u⊗Bst (v)
)⊗ ys, (18)
where Bsk(yi)=
∑
j α
js
ki yj and B
s
k(u⊗ v)=
∑
j B
j
k (u)⊗Bsj (v).
If (10) satisfies the braid relation then so does its extension on T (V ). In this way both
the shuffle algebra and the free algebra Ŝ = k〈Ŷ 〉 get the structures of braided algebras.
Let τ ′ be any braiding on the algebra S. We say that τ ′ is induced by (10) if the natural
homomorphism ϕ : Ŝ → S respects the braidings. In this case we keep the denotation τ
for the braiding on S. For example, the quantum symmetric algebra, that is the subalgebra
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The space S ⊗ S has a structure of associative algebra related to τ , that is
(w⊗ u) · (v⊗ r)=wτ(u⊗ v)r. (19)
We denote this algebra by S ⊗ S.
The braided algebra S is called braided Hopf algebra if it has a (braided) coproduct
∆b :S→ S⊗S, a counit ε :S→ k, and a (braided) antipode σb :S→ S that satisfy all the
Hopf algebra axioms with ⊗ in place of ⊗.
For example, 〈T (V ),〉 get the braided Hopf algebra structure
∆b(yi1 ⊗ · · · ⊗ yin)=
n∑
k=0
yi1 ⊗ · · · ⊗ yik ⊗ yik+1 ⊗ · · · ⊗ yin (20)
with the counit ε(V ⊗k) = 0, k > 0, and the antipode σb(u) = (−1)nµb(u), where µ is
the mirror permutation µ = (1, n)(2, n − 1) · · · , u ∈ V ⊗n. The free algebra Ŝ = k〈Ŷ 〉
is braided Hopf algebra with the same counit, antipode, and the coproduct set up by
∆b(yˆi) = yˆi ⊗ 1 + 1 ⊗ yˆi . Since (20) implies ∆b(yi) = yi ⊗ 1 + 1 ⊗ yi in the shuffle
algebra, the natural homomorphism
Ω : k
〈
Ŷ
〉→ Sτ (V ), yˆi → yi (21)
is a homomorphism of braided Hopf algebras.
If α satisfies the braid relation, the formula (13) for n factors, ui ∈ V ⊗ki , 1  i  n,
takes up the form
u1  u2  · · ·  un =
∑
π∈S(k1,k2,...,kn)
πb(u1u2 · · ·un), (22)
where S(k1, k2, . . . , kn) is the set of (k1, k2, . . . , kn)-shuffles, i.e., the set of permutations
π such that
π(1) < π(2) < · · ·< π(k1), π(k1 + 1) < π(k1 + 2) < · · ·< π(k1 + k2), . . . ,
π(k1 + · · · + kn−1 + 1) < π(k1 + · · · + kn−1 + 2) < · · ·< π(k1 + · · · + kn−1 + kn).
Since the set of (1,1, . . . ,1)-shuffles equals the group Sn, we get an explicit form for the
homomorphism Ω :
Ω(u)=
∑
π∈Sn
πb(u), u ∈ V ⊗n. (23)
Suppose that for every pair s, j there exists just a finite number of pairs i, k with αsjik = 0.
In this case on the reduced dual V 0 (this is the space span by the projections xk :V → k;
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τ t
(
xi ⊗ xk)=∑
j,s
αiksj x
s ⊗ xj . (24)
If τ is a braiding, then so is τ t , in particular the free algebra R̂ = k〈xˆk | k ∈ I 〉 and the
quantum symmetric algebra Sτ t (V 0) have the above braided Hopf algebra structures.
Theorem 2.4 (N. Andruskiewitsch, M. Graña). There exists a braided bialgebra pairing
〈−,−〉 on Ŝ× R̂ that becomes non-degenerate while reducing to Sτ (V )×Sτ t (V 0), that is:
(i) 〈yˆi , xˆk〉 = δki ;
(ii) 〈u,f h〉 =∑(u)〈u(1)b , f 〉〈u(2)b , h〉;
(iii) 〈uv,h〉 =∑(h)〈u,h(1)b 〉〈v,h(2)b 〉;
(iv) 〈Ŝ,w〉 = 0 if and only if w ∈ kerΩ0;
(v) 〈v, R̂〉 = 0 if and only if v ∈ kerΩ.
Proof. The proof follows from [1, Theorem 3.2.29, p. 73] with W = V 0 in case (a). ✷
If R is an algebra and C a subalgebra of R, we call C left closed in R if for any
ci, . . . , cn ∈ C, which are left linearly independent over R (that is ∑ rici = 0 implies
ri = 0), if ∑ rici ∈ C, then ri ∈ C. Right closed subalgebras are defined analogously.
Theorem 2.5 (P.M. Cohn). Every right or left closed subalgebra of a free algebra is free.
Proof. Follows from [5, Theorem 3.3, p. 102, and Proposition 4.2, p. 106]. ✷
Theorem 2.6 (P.M. Cohn). Every right or left ideal L of a free algebra is free. The
weak D-basis with respect to the ordinary degree function, D(yˆi) = 1, is the set of free
generators.
Proof. Follows from [5, Corollary 4.3, p. 106]. The construction of the weak D-basis in
[5, p. 98] shows in particular that if L is homogeneous then the free generators are so as
well. ✷
In the construction of the quantum symmetric algebra we mainly follow M. Rosso [31,
32], where the restriction for τ to be invertible (as well as in Theorem 2.4) is not essential
since one may use the braid semigroup instead of the braid group. Essentially the same
construction, one of the braided bitensor algebra, has been introduced independently by
P. Schauenburg [33] in terms of braided categories. Before this W.D. Nichols [26] had
used a similar construction applied to Hopf bimodules over a bialgebra in order to provide
examples of bialgebras of type one. The most important example of the braided bitensor
algebras is the Woronowicz external algebra. S.L. Woronowicz uses (23), up to changing
τ by −τ, for the definition of the external algebra [34, pp. 154–155], while P. Schauenburg
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rem 2.9]. One may find more information on braided categories and braided Hopf algebras
in [1,6,22,23].
3. Examples
Here we briefly consider some examples of YB-calculi.
1. The first non trivial example is given by the trivial YB-operator, αsjik = 0. The formula
(7) for partial derivatives turns into Dk(uv) = Dk(u)v + u0Dk(v), where u0 is the free
term of the polynomial u. This formula defines the Fox calculus on the free group algebra
(up to left–right symmetry, and replacement of the generators yi ← 1− xi, see [7, p. 549,
formula (1.2)]).
2. If α reduces to an (1,1)-tensor,2 αsjik = δji δskαsi , i, j, k, s ∈ I, then the commutation
rules take up the form yi · dyk = αki dyk · yi, that essentially coincides with (1). Evidently
such α always satisfies the braid relation. It is invertible if and only if all αki are nonzero.
We shall refer to this calculus as FG-calculus (after C. Frønsdal and A. Galindo [9,10])
even if some of αki are zero or the set of generators is infinite. Of course in this particular
case the investigation easily reduces to finite I.
3. Suppose that α has a form of (1,2)-tensor (see the footnote), αsjik = δskαjik . The
commutation rules take the form
yi · dyk = dyk ·
∑
j
α
j
ikyj . (25)
The braid relation in its coordinate form is the following system of equations∑
p,q,t
α
pq
ik α
tn
qsα
jm
pt =
∑
t,q,r
α
qr
ks α
jt
iqα
mn
tr , i, j, k, s,m,n ∈ I, (26)
see [14, p. 168, formula (1.1)]. Since αuvwz = 0, provided that u = z, we get p = k, t = s,
t = j, and q = s, q = j, r =m. Thus (26) reduces to
αmks(AkAs −AsAm)= 0, k, s,m ∈ I, (27)
where by At we denote the finite-row matrix ‖αjit‖. In other words the braid relation is
equivalent to the following condition:
if AkAs =AsAm then αmks = 0. (28)
Denote by S the semigroup generated by the matrices Ak, k ∈ I. This semigroup acts on
V =∑i∈I kyi in the natural way, yiAk =∑j αjikyj . At the same time V has a grading
by S with
2 Still α is a (2,2)-tensor since under replacement of the basis it may lose this form.
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∑
Ai=σ
kyi
(in particular if σ as a matrix is not equal to one of the Ai ’s, then Vσ = 0). In terms of these
action and grading the relation (28) is equivalent to
V µσ ⊆
∑
σµ=µν
Vν, σ,µ, ν ∈ S. (29)
Conversely, suppose that a semigroup S acts faithfully on the linear space V and V is
graded by S so that (29) holds. If w is a homogeneous element, denote by s(w) an element
from S such that w ∈ Vs(w). The map
τ :v⊗w→w⊗ vs(w) (30)
satisfies the braid relation and hence defines an YB-calculus.
This map is invertible if and only if all elements of S are invertible (as endomorphisms).
In this particular case denote by G the group generated by S in End(V ). We may extend
the grading up to a grading by G putting Vg = 0, provided that g ∈ G \ S. The relation
(29) takes up the form
V µσ = Vµ−1σµ, µ,σ ∈ S. (31)
Indeed, the equation σµ= µν has not more then one solution, ν = µ−1σµ. If l ∈ Vµ−1σµ,
we have lµ−1 = vσ +∑ν =σ vν with vλ ∈ Vλ, λ ∈ S. This implies
l − vµσ =
∑
ν =σ
vµν ∈ Vµ−1σµ ∩
∑
ν =σ
Vµ−1νµ = 0,
which proves (31). It is easy to see that (31) retains valid for µ,σ ∈ G, that is V is an
Yetter–Drinfeld module over the group algebra k[G].
Note that in this case the investigation does not reduce to finite-dimensional V : If V
has finite dimension then G must be a finite extension of its center. Indeed, since the sum∑
Vg is direct, the equality V hg = Vh−1gh shows that all conjugation orbits defined by g
with Vg = 0 are finite. This is equivalent for the indices [G : C(g)] of the centralizers
C(g) = {h ∈G | gh = hg} to be finite. Since G as a group is generated by a finite set of
elements Ai, i ∈ I , while all g ∈G with Vg = 0 belong to this set, we get [G :C(G)]<∞.
At the same time the group algebra of any infinite group has a lot of Yetter–Drinfeld
modules.
We see also, that if the semigroup S is not embeddable into a group (has no cancellation
property, or one of the Mal’tcev conditions, see [24], fails), then (30) is never invertible.
4. The general case of (2,2)-tensors has a detailed treatment in the book [14, Chapter 3].
In [30, Section 3.7] D.E. Radford and J. Towber provide a characterization of not
necessarily invertible braidings in terms of Yetter–Drinfeld structures over a bialgebra,
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QYBE.
5. In the papers by J. Hietarinta [12,13] one may find a classification (hence, examples)
of all (not necessarily invertible) solutions of the (Quantum) Yang–Baxter equation when
dimV = 2.
4. A calculus on primitively generated braided Hopf algebras
Let S be a braided Hopf algebra generated by some braided subspace V = ∑kyi
of its primitive elements, with the braiding (not necessarily invertible) induced by its
restriction (10) on V . Suppose additionally that the decomposition S = k+ V + V 2 + · · ·
is homogeneous in the first two members, that is S = k ⊕ V ⊕ S(2), where S(2) =
V 2 + V 3 + · · · (the last sum is not necessarily direct).
Theorem 4.1. The commutation rules (8) correctly define a right coordinate calculus on S.
The coproduct on S has the following decomposition
∆b(u)≡ 1⊗ u+
∑
i
yi ⊗ ∂u
∂yi
(
modS(2)⊗ S). (32)
The partial derivatives are connected with the coproduct by
∆b
(
∂u
∂yk
)
=
∑
(u)
∂u
(1)
b
∂yk
⊗ u(2)b . (33)
The maps Akj satisfy all the FRT-relations,∑
k,l
αklij A
n
l
(
Amk (u)
)=∑
k,l
αmnkl A
l
j
(
Aki (u)
)
, (34)
and they are connected with the partial derivatives by
∂Akj (u)
∂yi
=
∑
t,s
αkits A
s
j
(
∂u
∂yt
)
. (35)
Proof. The homogeneity restriction implies that for each u the elements ϕi(u) such that
∆b(u)≡ 1 ⊗ u+∑i yi ⊗ ϕi(u) (modS(2) ⊗ S) are uniquely defined. Direct calculations
show that ϕi satisfy (7) with Ajk set up by
τ (u⊗ yk)=
∑
yj ⊗Ajk(u). (36)
j
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respects the braiding), these A’s satisfy (6), and we have a coordinate calculus du =∑
dyk · ϕk(u) with (8) that fulfills (32).
Thus we have
∆b(u)≡ 1⊗ u+
∑
i
yi ⊗ ∂u
∂yi
+
∑
u(1)∈S(2)
u(1)⊗ u(2).
This implies
(
∆b
)2
(u) = 1⊗ 1⊗ u+
∑
i
yi ⊗ 1⊗ ∂u
∂yi
+
∑
i
1⊗ yi ⊗ ∂u
∂yi
+
∑
u(1)∈S(2)
∆b
(
u(1)
)⊗ u(2). (37)
The coproduct is coassociative, hence we may write also
= 1⊗ 1⊗ u+
∑
i
1⊗ yi ⊗ ∂u
∂yi
+ 1⊗
∑
u(1)∈S(2)
u(1)⊗ u(2)
+
∑
i
yi ⊗∆b
(
∂u
∂yi
)
+
∑
u(1)∈S(2)
u(1)⊗ u(2)⊗ u(3). (38)
Since (32) is already proved, we have
∆b
(
u(1)
)≡ 1⊗ u(1) +∑
k
yk ⊗ ∂u
(1)
∂yk
(
modS(2)⊗ S).
Therefore (37) and (38) imply
∆b
(
∂u
∂yi
)
= 1⊗ ∂u
∂yi
+
∑
u(1)∈S(2)
∂u(1)
∂yi
⊗ u(2) =
∑
(u)
∂u(1)
∂yi
⊗ u(2).
Since for each pair (i, j) there exists just a finite number of pairs (k, l) with αklij = 0, the
left-hand side sum of (34) is finite. The relations (5) show that for every fixed u and i there
exist only a finite number of nonzero Aki (u). Therefore for fixed i, j, u there exist only
a finite number of nonzero Alj (A
k
i (u)), and the right-hand sum in (34) is finite as well.
The equality (34) turns into the Yang–Baxter relation, provided that u = ys. Denote by
Dmnij (u) the difference between the both sides of (34). By means of (6) and small standard
calculations (see [14, p. 189]) we have
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∑
s,k
Dskij (u)A
n
k
(
Ams (v)
)+∑
s,k
Akj
(
Asi (u)
)
Dmnsk (v).
This allows one to get Dmnij (uv)= 0 by evident induction.
To prove (35) we extend Akj on S ⊗ S by Akj(u ⊗ v) =
∑
s A
k
s (u) ⊗ Asj (v). Then by
the standard braid technique we have Akj (UV )=
∑
s A
k
s (U)A
s
j (V ) in S ⊗ S for arbitrary
U,V. This implies that the difference Dkj (u) = ∆b(Akj (u)) − Akj(∆b(u)) satisfies the
relation Dkj (uv)=
∑
s D
k
s (u)D
s
j (v). Since D
k
j (yi)= 0, we get by induction ∆b(Akj (u))=
Akj (∆
b(u)). By means of (32), we have
1⊗Akj (u)+
∑
i
yi ⊗
∂Akj (u)
∂yi
=Akj (1⊗ u)+Akj
(∑
i
yi ⊗ ∂u
∂yi
)
,
which implies (35). ✷
Remark. The equality (34) follows by applying (y∗i ⊗ y∗j ⊗ id) to both sides of the braid
equation evaluated on (u⊗ ym ⊗ yn), where y∗i has value of 1 on yi and 0 on the others
yj ’s and vanishes also on S(2) and 1.
Similarly, the equality (35) follows from the axioms of braided Hopf algebras (namely,
that the comultiplication is compatible with the braiding) applying (y∗k ⊗ y∗i ⊗ id) to
τ (∆⊗ id)(u⊗ yj ).3
We note also that the equality (35) admits a direct proof by induction without the ‘braid
technique.’ Indeed, denote by T kij (u) the difference between the right- and the left-hand
sides of (35). By means of (6), (7), and small routine calculations we get
T kij (uv)=
∑
s
T kis (u)A
s
j (v)+
∑
s,t
Ait
(
Aks (u)
)
T stj (v)+
∑
s,t
Dkist (u)A
t
j
(
∂v
∂ys
)
, (39)
that allows one to make the inductive step, since Dkist (u)= 0 by (34). We see, however, that
the braid relation, Dkist (yj )= 0, is still important for (35) to be valid.
Corollary 4.2. All primitive elements from S(2) are constants.
Proof. We have u⊗1+1⊗u≡ 1⊗u (modS(2)⊗S), hence (32) implies ∂u/∂yi = 0. ✷
Corollary 4.3. The algebra of constants is a right coideal, that is ∆b(C)⊆ C ⊗ S.
Proof. If ∂u/∂yk = 0, then by (33) we have ∑(u)(∂u(1)b /∂yk) ⊗ u(2)b = 0. This implies
∂u
(1)
b /∂yk = 0 since one may suppose that the set {u(2)b } is linearly independent. ✷
3 These two notes are due to the referee.
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constants are far from always being primitive.
Lemma 4.4. A product uv of two primitive elements is primitive if and only if τ (u⊗ v)=
−u⊗ v.
Proof. ∆b(uv)− uv⊗ 1− 1⊗ uv = u⊗ v + τ (u⊗ v). ✷
Corollary 4.5. Every constant c of a minimal degree in S(2) is primitive.
Proof. By Corollary 4.3 we have ∆b(c) =∑(c) c(1)b ⊗ c(2)b with c(1)b ∈ C. The degree of
c
(1)
b is less than that of c, unless c
(1)
b = c. Since c has the minimal degree inC(2) = C∩S(2),
we have c(1)b = 0 with two exceptions c(1)b = 1, c(1)b = c, that is c is primitive. ✷
Corollaries 4.2 and 4.5 show that in the case of FG-calculus on the free algebra the
‘minimal’ constants coincide with the ‘minimal’ quantum Lie operations introduced by
the author [15]. This provides a link between C. Frønsdal classification of constants [10]
and the investigation of quantum Lie operations and Lie algebras in braided categories
[15–17,27–29].
Corollary 4.6. Ask(C)⊆ C.
Proof. Follows from (35). ✷
Proposition 4.7. The calculus defined in Theorem 4.1 is right covariant.
Proof. Recall that a calculus is right covariant if the relation
∑
k akdbk = 0 always implies∑
k ∆
b(ak)(d ⊗ 1)∆b(bk)= 0. We have
∑
k
akdbk =
∑
k,i
akdyi
∂bk
∂yi
=
∑
k,i,j
dyjA
j
i (ak)
∂bk
∂yi
.
Therefore
∑
k akdbk = 0 implies
∑
k,i A
j
i (ak)(∂bk/∂yi)= 0 for all j. Let us apply ∆b to
these equalities. By means of (33) and ∆b(Aji (u))=Aji (∆b(u)) we get
∑
k,i,s
∑
(ak),(bk)
(
A
j
s
(
a
(1)
k
)⊗Asi (a(2)k ))(∂b(1)k∂yi ⊗ b(2)k
)
= 0.
At the same time
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k
∆b(ak)(d ⊗ 1)∆b(bk)
=
∑
k
(∑
(ak)
a
(1)
k ⊗ a(2)k
)(∑
(bk)
db
(1)
k ⊗ b(2)k
)
=
∑
k
(∑
(ak)
a
(1)
k ⊗ a(2)k
)(∑
i
dyi
∑
(bk)
∂b
(1)
k
∂yi
⊗ b(2)k
)
=
∑
k,s,i
∑
(ak)
(
a
(1)
k dys ⊗Asi
(
a
(2)
k
))∑
(bk)
∂b
(1)
k
∂yi
⊗ b(2)k
=
∑
j
(dyj ⊗ 1)
[∑
k,i,s
∑
(ak),(bk)
(
A
j
s
(
a
(1)
k
)⊗Asi (a(2)k ))(∂b(1)k∂yi ⊗ b(2)k
)]
= 0. ✷
Theorem 4.8. The following commutation rules with Bjk set up in (18) correctly define a
left coordinate calculus on S:
d∗yk · v =
∑
j
B
j
k (v) · d∗yj , (40)
where the left partial derivatives satisfy
∂∗(uv)
∂yk
= u∂
∗v
∂yj
+
∑
j
∂∗u
∂yj
Bkj (v). (41)
The coproduct on S has the following decomposition
∆b(u)≡ u⊗ 1+
∑
i
∂∗u
∂yi
⊗ yi
(
modS ⊗ S(2)). (42)
The partial derivatives are connected with the coproduct by
∆b
(
∂∗u
∂yk
)
=
∑
(u)
u
(1)
b ⊗
∂∗u(2)b
∂yk
. (43)
The maps Bkj satisfy all the FRT-relations,∑
αlkjiB
n
l
(
Bmk (u)
)=∑αnmlk Blj (Bki (u)), (44)
k,l k,l
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∂∗Bkj (u)
∂yi
=
∑
t,s
αikst B
s
j
(
∂∗u
∂yt
)
; ∂B
k
j (u)
∂yi
=
∑
t,s
αisj tB
k
s
(
∂u
∂yt
)
. (45)
Proof. Analogous to that of Theorem 4.1. ✷
Remark. We have to stress that in general the constants corresponding to these two calculi
are different, C = C∗, however all primitive elements and hence, all nonzero constants of
the minimal degree are the same. Moreover the second equality of (45) impliesBkj (C)⊆ C,
and of course Akj (C∗)⊆ C∗ is also true since ∆b(Ajk(u))=Ajk(∆b(u)) with (42) imply
∂∗Akj (u)
∂yi
=
∑
t,s
αsitj A
k
s
(
∂∗u
∂yt
)
. (46)
In particular, the inductive procedure given in Theorem 2.2 yields Wn = W∗n and hence
these two calculi have the same optimal algebra.
Proposition 4.9. The calculus defined in Theorem 4.1 is bicovariant if and only if d = d∗
or, equivalently, τ 2 = id.
Proof. Arguments similar to that of Corollary 4.7 show d∗ is left covariant. Thus d = d∗
implies the bicovariant condition. In this case we have
u · dyk =
∑
j
dyj ·Ajk(u)=
∑
j,t
Btj
(
A
j
k(u)
)
dyt,
that is
∑
j B
t
j (A
j
k(u)) = uδtk. Therefore formulae (17) and (18) imply τ 2(u ⊗ yk) =∑
j τ (yj ⊗Ajk(u))=
∑
t,j B
t
j (A
j
k(u))⊗ yt = u⊗ yk, hence τ 2 = id.
Conversely, suppose that d is left covariant. Let us rewrite the equality (8) in the form
yi · dyk −
∑
s,j
α
sj
ik
(
d(ysyj )− ysdyj
)= 0.
The left covariant condition would imply
∆b(yi)(1⊗ d)∆b(yk)=
∑
s,j
α
sj
ik
(
∆b(1)(1⊗ d)∆b(ysyj )−∆b(ys)(1⊗ d)∆b(yj )
)
.
By direct calculations this equality reduces to
yi ⊗ dyk =
∑
α
sj
ik α
tq
sj yt ⊗ dyq.
s,j,t,q
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d = d∗. ✷
Lemma 4.10. A two sided ideal J generated by Ask, B
s
k -invariant coideal D, ∆b(D) ⊆
D ⊗ S + S ⊗D, is a braided Hopf ideal, that is the quotient algebra S/J has a natural
braided Hopf algebra structure.
Proof. We have τ (SDS ⊗ yi)⊆∑j yj ⊗Aji (SDS) =∑j,k,l yj ⊗Ajk(S)Akl (D)Ali(S)⊆
S ⊗ J. Since the braiding on S is induced by (10), we may use (17) in order to check by
induction τ (J ⊗ S)⊆ S ⊗ J. In a perfect analogy using (18) we get τ (S ⊗ J )⊆ J ⊗ S.
Further ∆b(SDS) ⊆ ∆b(S)(D ⊗ S + S ⊗ D)∆b(S) ⊆ J ⊗ S + S ⊗ J, so that J is
a coideal. This coideal is antipode stable. Indeed, if u ∈ J is an element of the minimal
degree with σb(u) /∈ J then ∆b(u) = 1 ⊗ u + u ⊗ 1+ ∑u(1) ⊗ u(2), where for every
addend in the sum either u(1) ∈ J or u(2) ∈ J. By the choice of u we have either u(1) ∈ J
or σb(u(2)) ∈ J. Since ε(u) = 0, the definition of the antipode yields a contradiction
σb(u)=−u−∑u(1)σ b(u(2)) ∈ J. ✷
Now we consider an arbitrary algebra S˜ with coordinate differential calculus (8)
generated as an algebra by the vector space V = {∑kyi}.
Theorem 4.11. If the (2,2)-tensor αsjik in (8) satisfies the braid relation then the optimal
algebra has a natural structure of braided Hopf algebra and as a braided Hopf algebra it
is isomorphic to the quantum symmetric algebra Sτ (V ).
Proof. Since α satisfies the braid relation, the cover free differential algebra Ŝ = k〈Ŷ 〉 has
the structure of a braided Hopf algebra (see Section 2). Hence we may apply Theorem 4.1
and its corollaries to Ŝ.
By induction on n we will prove that Wn = Un (see Theorem 2.2) and Ŝ/In has
the natural braided Hopf algebra structure, where In is a two-sided ideal generated by
W1 +W2 + · · · +Wn. For n = 0,1 this statement is trivial. Suppose that it is valid for
n= k. By Corollary 4.5 applied to Ŝ/Ik, all elements of Uk+1 are primitive by modulo Ik.
In particular Uk+1 is a coideal (mod Ik). Corollary 4.6 implies both Uk+1 ≡Wk+1 (modIk)
and Ajk(Wk+1)⊆Wk+1 (mod Ik). The second equality of (45) implies Bjk (Wk+1)⊆Wk+1
(mod Ik). This allows us to use Lemma 4.10 that says Ik+1 is a braided Hopf ideal. Since
W =∑n In, the optimal algebra S has a natural braided Hopf algebra structure.
By Theorem 4.1 the quantum symmetric algebra has a calculus set up by (8). Therefore
by definition of the optimal algebra kerΩ ⊆W.
Let n be minimal with Wn = (kerΩ)n. ThenΩ(Wn) are constants of the minimal degree
in Sτ (V ). By Corollary 4.5 the space Ω(Wn) consists of primitive elements. However
the definition (20) immediately implies that the quantum shuffle algebra, and hence the
quantum symmetric algebra, have no primitive elements of degree  2. ✷
In the proof we obtain also the following statement.
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Wn =Un, see Theorem 2.2.
We define the brackets on S in the following way
[u,w] = uw− τ (u,w), (47)
where τ (u,w) is the element of S that appears from τ (u ⊗ w) under replacement of ⊗
with the multiplication.
Lemma 4.13. The algebras of constants satisfy [C,Y ] ⊆ C and [Y,C∗] ⊆ C∗.
Proof. Let c ∈C, by means of (17) and (7) taking into account Corollary 4.6 we have
∂
∂yk
[c, yi] = ∂
∂yk
(
cyi −
∑
j
yjA
j
i (c)
)
=Aki (c)−Aki (c).
In the same way [Y,C∗] ⊆ C∗. ✷
We may apply the above results to the algebras of constants in Ŝ.
Theorem 4.14. The algebra of constants Ĉ is a free subalgebra and a left coideal with
[Ĉ, Ŷ ] ⊆ Ĉ. The algebra Ĉ∗ is a free subalgebra and a right coideal with [Ŷ , Ĉ∗] ⊆ Ĉ∗.
Proof. Let us note first that Ĉ is left closed in Ŝ. Consider a set c1, . . . , cn ∈ Ĉ left linearly
independent over Ŝ. The relation
∑
i rici ∈ Ĉ implies
∑
i (∂ri/∂yˆk)ci = 0. Since ci are
left linearly independent over Ŝ, we get ∂ri/∂yˆk = 0, that is ri ∈ Ĉ, which required. In a
perfect analogy Ĉ∗ is right closed in Ŝ. It remains to use Theorem 2.5. ✷
By Theorem 2.6 the space Ĉ(2) df= Ĉ ∩ Ŝ (2) is a free left ideal of Ĉ, say Ĉ(2) =∑
λ⊕ Ĉcλ, where {cλ} is the week D-basis, while (Ĉ∗)(2) df= Ĉ∗ ∩ Ŝ (2) is a free right ideal
(Ĉ∗)(2) =∑λ⊕ c∗λĈ, with {c∗λ} being the week D-basis of (Ĉ∗)(2).
Corollary 4.15. The two sided idealW of Ŝ generated by nonscalar constants Ĉ(2) equals
the left free ideal∑λ⊕ Ŝcλ. The two sided idealW∗ of Ŝ generated by nonscalar constants
(Ĉ∗)(2) equals the right free ideal ∑λ⊕ c∗λŜ.
Proof. The left ideal generated by Ĉ(2) certainly equals
∑
λ Ŝcλ. This sum is direct
since
∑
vλcλ = 0 implies ∑(∂vλ/∂yˆk)cλ = 0, and one may use evident induction on
the maximum degree of vλ, taking into account that cλ, by definition, are left linearly
independent over Ĉ. Thus we need to show only that this sum is a two-sided ideal.
By formula (47) and (17) we get
cλyk = [cλ, yk] +
∑
yˆjA(cλ)
j
k ∈ Ŝ Ĉ(2) =
∑
⊕ Ŝcλ
j λ
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The statement for Ĉ∗ is similar. ✷
Remark. Of course W ⊆W since according to the procedure described in Theorem 2.2
all nonscalar constants belong to W. Below in Proposition 7.6 we will see that if V = k[Y ]
is a finite-dimensional braided space thenW =W∗ is the relations ideal W of the optimal
algebra.
5. Homomorphism Ω
Theorem 5.1. If τ is a braiding (not necessarily invertible) then the homomorphism
Ω : Ŝ → 〈T (V ),〉, yˆi → yi (see (21), (23)) has the following representation in terms
of the differential calculus (8). If u ∈ Ŝ = k〈Ŷ 〉 is a homogeneous element of degree n,
then
Ω(u)=
∑
i1,i2,...,in
∂nu
∂yˆi1∂yˆi2 · · ·∂yˆin
(
yˆi1 yˆi2 · · · yˆin
)
. (48)
Proof. The following elegant proof is due to M. Graña.4 Denote by Di the Fox partial
derivations, Di(yˆju) = δiju, defined on the free algebra k〈Ŷ 〉. For every u ∈ k〈Ŷ 〉 of
degree n we may write
u=
∑
i1,i2,...,in
Din
(
Din−1
(· · ·(Di1(u)) · · ·))yˆi1 · · · yˆin−1 yˆin . (49)
Following D. Flores de Chela and J.A. Green [9] denote by (yˆi1 · · · yˆin) the linear generators
of Shτ (V )
df= 〈T (V ),〉 and extend ( ) by linearity to the whole of Shτ (V ), so that
Shτ (V ) = (k〈Ŷ 〉). Then Sτ (V ) is generated by primitives yi = (yˆi) as an algebra, while
the formula (49) takes up the form
(u)=
∑
i1,i2,...,in
uDi1Di2 · · ·Din(yˆi1 · · · yˆin−1 yˆin), (50)
since all of uDi1Di2 · · ·Din are scalars.
Formula (32) and definition (20):
∆b
((
yˆi1 · · · yˆin
))= n∑
k=0
(
yˆi1 · · · yˆik
)⊗ (yˆik+1 . . . yˆin), (51)
4 The author’s original proof see in [18, Theorem 4.3].
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∂(w)
∂(yˆi)
= (wDi), (w) ∈ Sτ (V ). (52)
Let Ω(v) = (w), w ∈ k〈Ŷ 〉. Since Ω is a homomorphism of differential algebras, it
commutes with partial derivatives. Therefore by means of (50) and (52) we have
Ω(v) = (w)=
∑
i1,i2,...,in
wDi1Di2 · · ·Din(yˆi1 · · · yˆin−1 yˆin)
=
∑
i1,i2,...,in
∂n(w)
∂(yˆi1)∂(yˆi2) · · ·∂(yˆin)
(
yˆi1 yˆi2 . . . yˆin
)
=
∑
i1,i2,...,in
∂nΩ(v)
∂(yˆi1)∂(yˆi2) · · ·∂(yˆin)
(
yˆi1 yˆi2 . . . yˆin
)
=
∑
i1,i2,...,in
Ω
(
∂nv
∂yˆi1∂yˆi2 · · ·∂yˆin
)(
yˆi1 yˆi2 . . . yˆin
)
, (53)
which proves (48), since in the last formula Ω acts on scalars. ✷
6. Algebra of differential operators
Denote by Ĥ a free algebra generated by symbols xˆk, Â kj , where j, k ∈ I. On Ŝ we
define a structure of right Ĥ -module
u · xˆk = ∂u
∂yˆk
; u · Â kj =Akj (u); 1 · Â kj = δkj . (54)
Let us introduce the degree function on Ĥ by D(xˆk) = 1, D(Âkj ) = 0. Denote by Ĥn a
subspace of degree n elements. We define a bilinear form on Ŝ × Ĥ in the following way:
〈u,h〉 =
{
u · h if u ∈ Ŝn, h ∈ Ĥn;
0 if u ∈ Ŝn, h ∈ Ĥm, n =m,
(55)
where Ŝn is a subspace span by all words in yˆi of length n.
Let R̂ be the free subalgebra of Ĥ generated by xˆi , i ∈ I. By di we denote the
differential di : R̂→ Ĥ , di(uv)= di(u)v+udi(v), with the initial conditions di(xˆk)= Â ki .
The action (54) satisfies the following relation:
uyˆi · h= u · dih, h ∈ R̂. (56)
Indeed, if h= xˆkh1 then according to (7) we have
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[
∂u
∂yˆk
yˆi +Aki (u)
]
· h1.
Using induction we may continue
= ∂u
∂yˆk
· dih1 + u · Â ki h1 = u · di
(
xkh1
)
.
Denote by X̂n the set of all words in xˆk of length n, and consider the linear space
kX̂n of all maps from X̂n to k with the standard linear structure (ϕ+ ξ)(h)= ϕ(h)+ ξ(h),
(αϕ)(h)= αϕ(h). One may identify kX̂n with the set of formal infinite linear combinations
of words ϕ =∑ϕ(h)h. In particular R̂n ⊆ kX̂n , where the equality appears if and only if
Ŷ is finite. We extend the form (55) on Ŝn × kX̂n by
〈u,ϕ〉 =
∑
h∈X̂n
ϕ(h)〈u,h〉. (57)
Let us define by induction the linear maps Fkj : R̂n → kX̂n . First, we put Fkj (xˆi)(xˆs)=
αkisj . We see that for any given s, j there exists just a finite number of k, i with Fkj (xˆi)(xˆs) =
0 (see (8)). Then, we suppose that the F ’s are defined on all words of length m< n in such
a way that for every given h1 ∈ X̂m, j ∈ I , there exist just a finite number of h ∈ X̂m, t ∈ I ,
with F tj (h)(h1) = 0. We define
Fkj
(
xˆih
)(
xˆsh1
)=∑
t
αkist F
t
j (h)(h1). (58)
Next, we have to check that for given xˆsh1, j there exists just a finite number of xˆih, k
such that Fkj (xˆ
ih)(xˆsh1) = 0. This follows from (8) since for given s, t there exists just a
finite number of k, i with αkist = 0, while by the inductive supposition for given h1, j there
exists just a finite number of t, h with Fkj (h)(h1) = 0.
In the additive form this definition means Fkj (xˆih) =
∑
t F
k
t (xˆ
i)F tj (h), that can be
extended by induction to Fkj (f h)=
∑
t F
k
t (f )F
t
j (h), where the product on kX̂n is defined
by the distributive low, (ϕξ)(h)=∑fg=h ϕ(f )ξ(g).
The maps Fkj are connected with the bilinear form by〈
u,F kj (h)
〉= 〈Akj(u),h〉, (59)
that is the F ’s are nothing more than the transposed A’s. To see this we write the relation
(35) in the operator form, u ·Â kj xˆi = u ·
∑
s F
k
s (xˆ
i)Â sj , and then generalize it by the evident
induction to
u · Â kj h= u ·
∑
Fks (h)Â
s
j . (60)s
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Suppose further (until the rest of this section) that for every pair i, k there exists just a
finite number of pairs s, j with αsjik = 0, while V still may have infinite dimension. This
restriction is not invariant, that is even if the given coordinate representation of a tensor α
does not satisfy this condition, the change of basis may provide this property. Under this
condition the operators Fkj are linear transformations of R̂, that is F
k
j (xˆ
i) =∑s αkisj xˆs,
F kj (f h)=
∑
t F
k
t (f )F
t
j (h).
On the free algebra Rˆ generated by xˆi , i ∈ I , we define a left coordinate calculus
d0xˆk · h=
∑
j
F kj (h) · d0xˆj (61)
with the left partial derivatives
∂0(f h)
∂xˆk
= f ∂
0h
∂xˆk
+
∑
j
∂0f
∂xˆj
F
j
k (h), (62)
and the related braiding
τ t
(
f xˆk ⊗ h)=∑
j
τ t
(
f ⊗ Fkj (h)
)
xˆj . (63)
Denote by H the quotient algebra of Ĥ subject to relations
∑
k,l
αklij A
m
k A
n
l =
∑
k,l
αmnkl A
k
i A
l
j , (64)
Akjx
i =
∑
t,s
αkits x
tAsj , (65)
where we omit the hats over elements if they are considered to be in H. By Theorem 4.1
(formulae (34) and (35)) the formulae (54) and (55) correctly define the structures of right
H -module on Ŝ and the bilinear form on Ŝ×H. Moreover if S˜ is an arbitrary algebra with
the coordinate calculus (8), the cover differential homomorphism ξ : Ŝ→ S˜ preserves both
the partial derivatives and the operators Aki . Therefore (54) also defines the structure of
right H -module on S˜ (but in general not the form).
We note that (65) implies by induction Akjf =
∑
s F
k
s (f )A
s
j , so that by means of (62)
we have
dih=
∑
h1A
k
i h2 =
∑ ∑
s
h1F
k
s (h2)A
s
i =
∑
s
∂0h
∂xs
Asi . (66)h=h1xkh2 h=h1xkh2
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uy˜i · h= u ·
∑
s
∂0h
∂xs
Asi , u ∈ S˜. (67)
In particular, since 1 ·Asj = δsj , for u ∈ Ŝ we get
〈
uyˆi, h
〉= 〈u, ∂0h
∂xi
〉
. (68)
Proposition 6.1. The restriction of the form (55) on Ŝ × R̂ coincides with the Andruskie-
witsch–Graña pairing (Theorem 2.4).
Proof. Since properties (i), (ii) of Theorem 2.4 uniquely define the form, it suffices to
check (ii) by induction:
〈
u,xif h
〉 = 〈 ∂u
∂yi
, f h
〉
=
∑〈( ∂u
∂yi
)(1)
b
, f
〉〈(
∂u
∂yi
)(2)
b
, h
〉
.
By means of (33) we may continue
=
∑
(u)
〈
∂u
(1)
b
∂yi
, f
〉〈
u
(2)
b , h
〉=∑
(u)
〈
u
(1)
b , x
if
〉〈
u
(2)
b , h
〉
. ✷
Corollary 6.2. The subalgebra generated by partial derivations ∂/∂yi in End(S˜) is
isomorphic to the d0-optimal algebra R.
Proof. Consider the natural homomorphism ϕ : R̂ → End(S˜), xˆi → ∂/∂y˜i . We have to
show that ker(ϕ) =W 0, where W 0 =∑nW 0n is defined in Theorem 2.2 with W 0n = U0n
(see Corollary 4.12).
If W 0k ⊆ ker(ϕ) and h ∈ W 0k+1, then by definition ∂0h/∂xs ∈ W 0k , thus formula (67)
implies h ∈ ker(ϕ), and by induction W 0 ⊆ ker(ϕ).
If ker(ϕ) = W 0, we may choose an element h = hm + · · · + hM ∈ ker(ϕ) \ ker(Ω0)
(we use Theorem 4.11) whose minimal homogeneous component, hm, does not belong
to ker(Ω0). Hence by Proposition 6.1 and Theorem 2.4(iv) we find uˆ ∈ Ŝm such that
〈uˆ, hm〉 = 0. Since by definition (55), uˆ · hm = 〈uˆ, hm〉, we get a contradiction
0 = uˆ · hm = uˆ · h= ξ
(
uˆ · h)= u˜ · h= 0,
where ξ : Ŝ→ S˜ is the cover differential homomorphism. ✷
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by a finite-dimensional braided space V. The subalgebra generated by partial derivations
∂/∂yi in the operator algebra End(B(V )) is naturally isomorphic to the Nichols algebra
B(V 0).
Proof. Recall that by [11, Definition 1.3.3] the quantum symmetric algebra is called a
Nichols algebra provided that the operator τ is rigid (see [11, Definition 1.3.1]). Therefore
the statement follows from Theorem 4.11 and Corollary 6.2 with S˜ = Sτ (V )= B(V ). ✷
Due to Corollary 6.2 we may identify x¯i with the operators ∂/∂yi . Consider the algebra
of left multiplications SL ⊆ End(S), and denote by D the algebra of differential operators
generated by partial derivations and SL. In this case S has a natural structure of a right
D-module. The map L : s → sL is antiisomorphism, so that SL is isomorphic to Sopp. If
we replace S with Ŝ, S, or more generally with any differential algebra S˜ generated by
‘coordinate functions’ {y˜i , i ∈ I }, we get the operator algebras D̂ ⊆ End(Ŝ ), D ⊆ End(S),
and D˜ ⊆ End(S˜), respectively. The following statement is analogous to the Zhelobenko
density theorem [35, p. 375].
Corollary 6.4. The D-module S is irreducible and its centralizer equals k. In particular
D is dense in End(S), that is for every finite-dimensional subspace F ⊆ S we have
End(S)|F = D|F .
Proof. Let A be a submodule, and a ∈A be a nonzero element in A of a minimal degree.
All partial derivatives a · x¯i have lesser degree, thus a is a constant. By Theorem 2.2 and
Corollary 4.12 the optimal algebra has no nonscalar constants. This implies 1 ∈ A and
A= S.
If an operator U ∈ End(S) centralizes D, then it centralizes SL. Therefore U is a right
multiplication, U(v)= va, a ∈ S. We have
∂a
∂y¯i
=U(1) · x¯i =U
(
1 · x¯i
)= 0,
and again by Theorem 2.2 and Corollary 4.12, a ∈ k. The last equality follows from the
Jacobson density theorem. ✷
The following statement is analogous to the Zhelobenko structural theorem [35, p. 375].
Corollary 6.5. The algebra D˜ is isomorphic to a skew product RS˜L ∼=k R ⊗ S˜ defined by
the following commutation relations:
y˜Ls x¯k = δks +
∑
i,j
α
kj
si x¯
i y˜Lj . (69)
Proof. This statement has been proved by M. Graña [11, Lemma 3.5] if α reduces to a
(1,2)-tensor with a finite group G (see Section 3) and S˜ = Sτ (V ). In the general case the
proof is similar.
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yˆs xˆ
k = δks +
∑
i,j
α
kj
si xˆ
i yˆj , cˆλ = 0, dˆλ = 0, (70)
where cˆλ, dˆλ run through the relations ideals of R and S˜L respectively. The relations (69)
follow from (9). Hence there exists a natural homomorphism ϕ :B → D˜, ϕ(yˆs) = y˜Ls ,
ϕ(xˆk)= x¯k. The first of the relations (70) allows us to set up all generators xˆk before yˆj in
all monomials, that is the natural linear map µ :R⊗ S˜L→ B is an epimorphism.
It remains to show that the kernel of the composition µϕ equals zero. Let
∑
r¯i ⊗ s˜i be
a nonzero element in the kernel. We may suppose that s˜i are linearly independent, while
r¯i are nonzero. The sum
∑
r¯i s˜
L
i is a zero operator on S˜. Therefore we have a differential
identity
∑
s˜i (u · r¯i )= 0, all u ∈ S˜.
Denote by di the degree of the minimal nonzero homogeneous component of r¯i , and let
d = mindi. We have ξ(Ŝd ) · r¯i = ξ(Ŝd · r¯i )⊆ k, where ξ : R̂→ R˜ is the cover differential
homomorphism. Hence the identity
∑
s˜i (u · r¯i )= 0, u ∈ ξ(Ŝd ) implies ξ(Ŝd ) · r¯i = 0, all i.
Let r¯i = hd + · · ·+ hM be an element with minimal nonzero homogeneous component hd
of degree d. We have
〈
Ŝd , hd
〉= Ŝd · hd = ξ( Ŝd · hd)= ξ( Ŝd · r¯i)= ξ( Ŝd) · r¯i = 0.
This contradicts Proposition 6.1 and Theorem 2.4(iv). ✷
7. Locally nilpotent modules and Taylor decomposition
Since now until the rest of the paper we will suppose that the set of the distinguished
generators yi, 1 i  n, is finite. Denote by S˜ an arbitrary algebra generated by y˜1, . . . , y˜n
that admits the YB-calculus (8) with y˜i in place of yi, so that yˆi → y˜i is a homomorphism
of differential algebras.
Theorem 7.1. Let {fˆ = 0 | fˆ ∈ B} be any system of homogeneous defining relations of the
optimal algebra R for the calculus d0 set up by (61). The system of equations
∂U
∂yi
= vi, 1 i  n, vi ∈ S˜, (71)
has a solution U = u ∈ S˜ if and only if for every fˆ =∑ni=1 xˆiwi ∈ B we have
n∑
i=1
vi ·wi = 0 in S˜.
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0 = u · fˆ =
∑
i
∂u
∂yi
·wi =
∑
i
vi ·wi.
The converse statement we will prove later as a consequence of the Taylor series
decomposition. To prove the Taylor formula we need Theorem 7.1 only for S˜ = S and
S˜ = Ŝ in the homogeneous form.
Lemma 7.2. The system of differential equations (71) with vi ∈ Sm has a solution
U = u ∈ Sm+1, provided that for every fˆ =∑ni=1 xˆiwi ∈ B of degree  m+ 1 we have∑n
i=1 vi ·wi = 0 in S.
Proof. An arbitrary element r ∈ R̂m+1 has a form r = ∑i xˆiri , where ri ∈ R̂m. We
define a linear map Y : R̂m+1 → k by the formula Y (r) = ∑i〈vi, ri〉. Let us show
that Y (Wm+1) = 0, where Wm are defined in Theorem 2.2. Consider an arbitrary
element c ∈ Wm+1. This element has a representation c = ∑j aj fˆj bj , where aj , bj
are monomials in xˆi , while fˆj ∈ B. If aj is nonempty, aj = xˆicji , then we have
Y (aj fˆj bj ) = 〈vi , cji fˆj bj 〉 = 0, since cji fˆj bj ∈ Wm, and 〈Ŝ,Wm〉 = 0. If aj = 1, then
fˆj bj =∑i xˆiwibj , and
Y
(
fˆj bj
)=∑
i
〈vi,wibj 〉 =
∑
i
〈vi ·wi, bj 〉 =
〈∑
i
vi ·wi, bj
〉
= 0.
Thus the map Y correctly defines a functional Y :Rm+1 → k. Since the spaces Rm and
Sm have finite dimension, by Proposition 6.1, there exists an element u ∈ Sm+1, such that
Y (r)= 〈u, r〉, r ∈Rm+1. We have
〈vi, r〉 = Y
(
x¯ir
)= 〈u, x¯ir 〉= 〈 ∂u
∂y¯i
, r
〉
.
Proposition 6.1 implies that U = u ∈ Sm+1 is a solution of (71). ✷
Now we are ready to prove that the category of right D-modules with locally nilpotent
action of R is semisimple with the only simple object, R (this statement is akin to
the Zhelobenko uniqueness theorem [35, p. 376]). Recall that R acts locally nilpotent
on a right module M if for every m ∈ M there exists a number n = n(m), such that
m · x¯i1 x¯i2 · · · x¯in = 0 for all i1, . . . , in.
Theorem 7.3. Every right D-module M on which R acts locally nilpotent is isomorphic to
a direct sum of copies of S. More precisely
M ∼= C(M)⊗k S,
where C(M)= {m ∈M |m · x¯i = 0} is the space of constants in M.
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Lemma 7.4. The submodule M0 generated by the space of constants C(M) of any right
D-module M has the following decomposition
M0 ∼= C(M)⊗k S.
Proof. We have C(M) · D = (C(M) · R) · SL = C(M) · SL. Therefore the linear map
µ :C(M)⊗k S→M0 defined by the formula∑
i
ai ⊗ s¯i →
∑
i
ai · s¯Li (72)
is an epimorphism of linear spaces. Further we have
∂(s¯u¯)
∂y¯k
= ∂s¯
∂y¯k
· u¯+
∑
j
Akj
(
s¯
) ∂u¯
∂y¯j
s¯, u¯ ∈ S.
In operator form this equality coincides with
s¯Lx¯k =
(
∂s¯
∂y¯k
)L
+
∑
j
x¯j
(
Akj
(
s¯
))L
. (73)
Using this relation we may prove that µ is a module homomorphism:
µ
[(
a⊗ s¯) · x¯k] = µ(a ⊗ s¯ x¯k)= µ(a⊗ ∂s¯
∂y¯k
)
= a ·
(
∂s¯
∂y¯k
)L
= a ·
(
s¯Lx¯k −
∑
j
x¯j
(
Akj
(
s¯
))L)= (a · s¯L) · x¯k = µ(a⊗ s¯) · x¯k.
To prove the lemma it remains to note that kerµ = 0. Consider a nonzero element
U =∑ai ⊗ s¯i in kerµ with minimal ∑deg(s¯i). We have
∑
ai ⊗ ∂s¯i
∂y¯k
=
(∑
ai ⊗ s¯i
)
x¯k ∈ kerµ, thus ∂s¯i
∂y¯k
= 0.
By Theorem 2.2 and Corollary 4.12 the elements s¯i are scalars, so that U ∈ C(M) ∩
kerµ= 0. ✷
Lemma 7.5. The submoduleM0 is differentially closed, that is m · x¯k ∈M0 for all k implies
m ∈M0.
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m · x¯k =∑ ci ⊗ s¯ki . If fˆ =∑ xˆkwk ∈ B is a relation in the optimal algebra R then
0=m ·
∑
x¯kwk =
∑(
m · x¯k) ·wk =∑
i
ci ⊗
∑
k
s¯ki wk.
Therefore
∑
k s¯
k
i wk = 0 for all i. According to Lemma 7.2, for every i there exists ui ∈ S,
such that
ui · x¯k = ∂ui
∂y¯k
= s¯ki .
Consider the difference c=m−∑i ci ⊗ ui. We have(
m−
∑
i
ci ⊗ ui
)
· x¯k =m · x¯k −
∑
ci ⊗ uix¯k = 0.
Thus c ∈ C(M), and m= c+∑ ciui ∈M0. ✷
To prove Theorem 7.3 it suffices to note that the differential closure of the zero
submodule equals M, provided that R acts locally nilpotent on M.
Proposition 7.6.
(a) The idealW of relations of the optimal algebra S equalsW =W∗, see Corollary 4.15.
(b) Lemma 7.2 is valid for Ŝ.
Proof. We will prove these statements by a joint induction on degree.
If m = 0, or m = 1, then Wm = Wm just because W1 = W0 = 0, while for m = 0
the system (71) always has a solution uˆ = ∑αi yˆi, where vˆi = αi ∈ k. Suppose that
Wm =Wm, m k, and (b) is correct for all m< k.
(a) Let vˆ ∈Wk+1. By Theorem 2.2 and the inductive supposition, we have
∂vˆ
∂yˆi
=
∑
λ
sˆiλcλ, sˆ
i
λ ∈ Ŝ,
where cλ are homogeneous constants defined in Corollary 4.15. If fˆ =∑ni=1 xˆiwi ∈ B
then
0 = vˆ · fˆ =
∑(∑
sˆiλcλ
)
·wi =
∑(∑
sˆiλ ·wi
)
cλ.i λ λ i
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∑
i sˆ
i
λ · wi = 0. Evidently deg(cλ)  2.
Therefore we may apply the inductive supposition (b) to each of the following system of
differential equations
∂Uλ
∂yˆi
= sˆiλ.
Let Uλ = vˆλ ∈ Ŝk−deg(cλ) be the solutions. Then the difference c = vˆ −
∑
λ vˆλcλ is a
constant of degree k + 1, and vˆ = c+∑λ vˆλcλ ∈Wk+1.
(b) Consider the system (71) in Sk. By Theorem 7.1 it has a solution u¯ in Sk. In terms
of the algebra Ŝ this signifies that there exists uˆ1 ∈ Ŝk, such that
∂uˆ1
∂yˆi
− vˆi ∈Wk−1.
By the inductive supposition (a) we have Wk−1 =Wk−1, that is
∂uˆ1
∂yˆi
− vˆi =
∑
λ
sˆiλcλ.
If fˆ =∑ xˆiwi ∈ B, then
∑
i
(
∂uˆ1
∂yˆi
− vˆi
)
·wi = uˆ1 · fˆ −
∑
i
vˆi ·wi = 0.
Therefore
0 =
∑
i
(∑
λ
sˆiλcλ
)
·wi =
∑
λ
(∑
i
sˆiλ ·wi
)
cλ.
Since elements cλ are left independent, this equality implies
∑
i sˆ
i
λ ·wi = 0 for all λ. We
have deg(sˆiλ) = k − deg(cλ) < k − 1. Thus by the inductive supposition (b) each of the
following system of equations has a solution Uλ =wλ ∈ Ŝ:
∂Uλ
∂yˆi
= sˆiλ.
Now we see that Û = uˆ1 −∑λ wλcλ is a solution in Ŝ of (71) with vˆi in place of vi .
To proof the equalityW∗ =W∗ one may consider the left coordinate calculus d∗ on R̂
in a perfect analogy (see Remark to Theorem 4.8). ✷
Now we may prove the noncommutative Taylor formula. It appears in [9, Lem-
ma 1.6.3(c)] for the case of FG-calculus (that is when α reduces to a (1-1)-tensor, see
Section 3).
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uˆ= c(uˆ)+∑
k
yˆk
∂uˆ
∂yˆk
+
∑
n2
∑
i
Ai
∂nuˆ
∂yˆi1∂yˆi2 · · ·∂yˆin
, (74)
where c(uˆ) is a constant; i= (i1, . . . , in) runs through the set of all n-tuples of the indices;
Ai are universal polynomials of degree n (that is they do not depend on uˆ).
Proof. Firstly we are going to construct by induction a sequence of operatorsΩ0,Ω1, . . . ,
Ωm, . . . ∈ D̂ that satisfies the following three properties:
1. Ω0 = id;
2. Φm
df=Ωm −Ωm−1 ∈ RmŜLm;
3. Ŝk ·Ωm ⊆ Ĉ for all k m, where Ĉ is the algebra of constants in Ŝ.
Let us fix a basis r¯µ of the space Rm+1. By Proposition 6.1 and Theorem 2.4(iv) and (v)
there exists a dual basis v¯µ of the space Sm+1. Denote by vˆµ some preimages of these
elements in Ŝm+1. We define
Φm+1 =−
∑
µ
r¯µ
(
vˆµ ·Ωm
)L
, Ωm+1 =Ωm +Φm+1. (75)
We have to check just the third property. If k m, then Ŝk · Rm+1 = 0 and consequently
Ŝk ·Ωm+1 = Ŝk ·Ωm ⊆ Ĉ according to the inductive supposition. Further, for an arbitrary
µ we have
∂(vˆµ ·Ωm+1)
∂yˆi
= vˆµ ·Ωmx¯i + vˆµ ·Φm+1x¯i .
Since by definition vˆµ · r¯ν = 〈v¯µ, r¯ν〉 = δνµ, we may calculate the second addend taking
into account the definition (75) of Φm+1:
−vˆµ ·
∑
ν
r¯ν
(
vˆν ·Ωm
)L
x¯i =−vˆµ ·Ωmx¯i.
Thus Ωm+1 maps all the elements vˆµ to constants.
Consider elements of degree m + 1 from the ideal W of relations in S¯. By
Proposition 7.6 applied to Ŝ, the ideal W is free left ideal generated by constants. If
u is a constant, then u · Φk = 0 for all k  1. Therefore u · Ωm+1 = u is a constant.
If u ∈ Wm+1 has the form wc, where c is a homogeneous nonscalar constant then
u · Ωm+1 = (w · Ωm−d+1)c, where d > 1 is the degree of c, since w · Φk = 0 for
k > deg(w)=m− d + 1. Using the first statement of Proposition 7.6 and Corollary 4.15
we see that Ωm+1 maps the whole of the space Ŝm+1 to Ĉ.
If we apply the above inductive procedure to m= 0, we get Φ1 =−∑k x¯kyˆL.k
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uˆ= uˆ ·Ωm − uˆ ·Φ1 − uˆ ·Φ2 − · · · − uˆ ·Φm. (76)
If we rewrite the actions of Φk in the explicit form, we get (74). ✷
Corollary 7.8. The Taylor series decomposition is valid in an arbitrary finitely generated
algebra with right coordinate differential calculus set up by a Yang–Baxter operator (not
necessarily invertible).
Proof. It suffices to apply the homomorphism yˆi → y˜i to (74). ✷
Theorem 7.9. Every left differential ideal J of an arbitrary finitely generated algebra
S˜ with right coordinate differential calculus set up by a Yang–Baxter operator (not
necessarily invertible) is generated by constants.
Proof. Denote by S˜m the space generated by all monomials in y˜i of length  m. We
have S˜m · x¯j ⊆ S˜m−1, and J =⋃m1 Jm, where Jm = J ∩ S˜m. If in the Taylor formula
u˜ ∈ Jm, then c(u˜) ∈ C ∩ Jm, where C is the subalgebra of all constants in S˜. To prove
Jm ⊆ S˜(C ∩ Jm) we use induction on m. If u˜ ∈ Jm then all derivatives in the Taylor
formula belong to Jm−1. Inductive supposition implies u − c(u˜) ∈ S˜(C ∩ Jm−1), hence
u ∈ S˜(C ∩ Jm−1)+ (C ∩ Jm). ✷
Proof of Theorem 7.1. If (71) has a solution U = u˜ ∈ S˜ then by the Taylor formula the
sum
u˜1 =
∑
k
y˜kvk +
∑
n2
∑
i
Ai
∂n−1vi1
∂y˜i2∂y˜i3 · · ·∂y˜in
(77)
is a solution as well, since u˜− u˜1 = c(u˜) is a constant. Thus our task is to show that (77)
solves the system, provided that the conditions of the theorem are met.
In the tensor product of spaces R̂⊗k Ŝ consider a set of the following elements
Ψm+1,k =
∑
µ
[∑
j
rˆµ,mxˆ
j ⊗Akj
(
sˆµ,m
)+ rˆµ,m+1 ⊗ ∂sˆµ,m+1
∂yˆk
]
, (78)
where Φm+1 = −∑µ r¯µ,m+1sˆLµ,m+1, sˆµ,m+1 = vˆµ,mΩm are defined in (75), and rˆµ,m+1
are fixed preimages of r¯µ,m+1 in R̂m+1. Evidently Ψm,k ∈ R̂m ⊗k Ŝm, and Ψ1,k = xˆk ⊗ 1.
The element Ψm,k has a decomposition
Ψm,k =
∑
j
fˆj,m,k ⊗ sˆj,m,k, (79)
where sˆj,m,k ’s are linearly independent. We claim that all fˆj,m,k ’s are relations in R.
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relation in R. Let us multiply (76) from the right by x¯k:
uˆ · x¯k =−uˆ ·Φ1 · x¯k − uˆ ·Φ2 · x¯k − · · · − uˆ ·Φm · x¯k.
Since the Leibnitz formula (7) has the following operator form
sˆL · x¯k =
(
∂sˆ
∂yˆk
)L
+
∑
j
x¯j
(
Akj
(
sˆ
))L
, (80)
the definition (78) implies
0 = uˆ · ν(Ψ2,k)+ uˆ · ν(Ψ3,k)+ · · · + uˆ · ν(Ψm+1,k)=
m∑
l=2
∑
j
sˆj,l,k
(
uˆ · f¯j,l,k
)
, (81)
where ν(rˆ ⊗ sˆ)= r¯ sˆL. Since m is minimal, uˆ · f¯j,l,k = 0, l < m, and (81) defines a linear
dependence of sˆj,m,k ’s. A contradiction.
Thus fˆj,l,k =∑i xˆiwj,l,k,i belong to the relations ideal of the optimal algebra R. The
theorem conditions imply
∑
i vi · wj,l,k,i = 0 in S˜. Now using again the formula (80),
definition (78) and decomposition (79), we get
∂u˜1
∂y˜k
− vk =
m∑
l=2
(∑
j
s˜j,l,k
∑
i
vi ·wj,l,k,i
)
= 0
in the algebra S˜. ✷
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