This paper deals with the classes S 3 ( , , b) of strong distribution functions defined on the interval
Introduction
It is known (see for example [15] ) that the monic polynomials B (l) n (t), n 0, defined for each l ∈ Z, by the L-orthogonality condition b a t −n+s+l B (l) n (t) d (t) = 0, 0 s n − 1, for n 1,
exist and if we write For any given integer l, the sequence of Laurent polynomials {t − (n+1)/2 B (l) n (t)}, form a sequence of orthogonal Laurent polynomials in relation to the distribution d . Polynomials such as B (l) n (t) were introduced in [11] in order to solve the strong Stieltjes moment problem and later these polynomials and the orthogonal Laurent polynomials were explored in many articles.Applications of these polynomials include differential equations and electrostatics [7] , quadrature rules [10, 15] , two-point Padé approximation [5, 6, 9, 12] and moment preserving approximation [2] . For a survey on orthogonal Laurent polynomials and strong moment theory see [8] . For simplicity, we refer to the polynomials B (l) n (t) as Laurent-orthogonal polynomials or L-orthogonal polynomials.
The polynomials B (l) n (t) satisfy the recurrence relation
B (l) n+1 (t) = (t − (l) n+1 )B (l) n (t) − (l)
n+1 tB (l) n−1 (t), n 1
with B n can be generated using the q-d algorithm (see [12] ), given by 
where
n (t) also satisfy other relations (see [13] ) such as
and
, n 1.
As shown in [11] for B (0) n (t), the zeros of the polynomials B (l) n (t) are real, distinct and they lie inside (a, b).
Let a = 2 /b, 0 < < b ∞ and be such that 2 ∈ Z. We say that the distribution function belongs to the class S 3 ( , , b) (or ∈ S 3 ( , , b)) if is a strong distribution function on [a, b] with the additional property
Clearly Eq. (8) implies that m = 2(m+ ) −m−2 . The notation S 3 ( , , b) was introduced in [4] , where some properties of the polynomials B (r) n (t) associated with ∈ S 3 ( , , b) were considered. For example, it was shown that for any l ∈ Z,
In this article we give information on polynomials obtained as linear combinations of the L-orthogonal polynomials B (0) n (t) when the associated distribution function ∈ S 3 ( , , b). The results given in this article provide technics for obtaining examples of strong distributions with explicitly known information on their L-orthogonal polynomials.
Linear combinations
Let r be a positive integer. We consider the sequence of real monic polynomials {B n ( n,1 , . . . , n,r ; t)}, n r, defined by
where n,1 , . . . , n,r ∈ R. Then it follows from the L-orthogonality relation (1) that
It is known (see [4] ) that the polynomials B n ( n,1 , . . . , n,r ; t) has at least n−r zeros of odd multiplicity inside (a, b). Lemma 1. Let r be a positive integer, let Q n (t) be a real monic polynomial of degree n > r such that
Then there exist r real numbers n,1 , . . . , n,r such that Q n (t) = B n ( n,1 , . . . , n,r ; t).
Proof. We can write
Setting s=n−1, n−2, . . . , r+1, r, and using the L-orthogonality relation (1), we obtain the homogeneous triangular system of n − r equations in the n − r unknowns c 0 , c 1 
Since the diagonal elements do not vanish, the only solution is c 0 = c 1 = · · · = c n−r−1 = 0. By setting c n−j = n,j for j = 1, 2, . . . , r, we then obtain the required result.
By using the above lemma we can prove the following result. Proof. For n = r the result is obvious. For n > r setting t = 2 /t in (11) and using (8) it follows that
Since r = 1 − 2 , then t −s−2 for s = r, r + 1, . . . , n − 1 is equivalent to t −n+s for s = n − 1, n − 2, . . . , r, and we obtain that
Hence from Lemma 1 the result follows.
These results can be found in [17] for the special case r = 1 − 2 = 1. In this work, based on the result of Theorem 1, we seek for the values of the parameters n,1 , . . . , n,r ∈ R that satisfy t n B n ( n,1 , . . . , n,r ; 2 /t) B n ( n,1 , . . . , n,r ; 0) = B n ( n,1 , . . . , n,r ; t). Now we give some definitions which we use throughout this work.
If a monic polynomial R n (t) of degree n satisfy
we call it a -inversive polynomial. Since |R n (0)| = n , the zeros of R n (t) are symmetrically (inversely) positioned about and/or − . Hence, if n is odd then R n (t) has a zero of odd multiplicity at t = or at t = − .
We classify the -inversive polynomials into two types:
n . This means that R n (t) must have a zero of odd multiplicity at t = − .
We note that when 2 is an odd integer, since all the zeros of B n . Based on results found in [1] we can state the following.
Lemma 2. Let {R m (t)} be a sequence of monic polynomials whereR m (t) is of degree m and -inversive
of type A. Then given any monic polynomial R n (t), n 1 with the -inversive property (12), the following holds:
The proof of part 1 of this lemma can be found in [1] . The proof of part 2 follows from part 1, since R n (t) is -inversive of type B implies (t + ) −1 R n (t) is -inversive of type A.
Polynomials B n ( n,1 ; t) when ∈ S 3 (0, , b)
We know that the zeros of the polynomials B n ( n,1 ; t) for any strong distribution function , defined on [a, b] , are real, distinct and at least n − 1 of these zeros are inside (a, b).
According to Theorem 1, it is appropriate to consider the polynomials B n ( n,1 ; t) when the associated distribution function is in S 3 (0, , b) . This was done in Sri Ranga et al. [17] where they have shown that for any n 1,
In particular,
is a -inversive polynomial of type B, and its only zero which lies outside ( 2 /b, b) is equal to − .
In [16] Sri Ranga has shown that 
n (t) are -inversive polynomials of type A.
Polynomials
Following Theorem 1 we consider the polynomials B n ( n,1 , n,2 ; t) = B (0)
and from (10) we obtain 
n−2 (t), using (4), (6) and (7) we obtain
n−1 B
(1)
n tB (1) n−2 (t))
n−1 (t)).
n−1 − n,2 , and C (2) n =C (2) n ( n,1 , n,2 )=(
n + n,2 . Hence the previous equation can be written as B n ( n,1 , n,2 ; t) = B (1) 
n tB (1) n−2 (t).
Hence, if t n B n ( n,1 , n,2 ; 2 /t)/(− ) n = B n ( n,1 , n,2 ; t), then from (13) and (14) we have
Comparing the two above expressions for B n ( n,1 , n,2 ; t) we conclude that C (1) n = 0. This concludes part 1 of the theorem.
To prove part 2 of the theorem let D (1) n =D
n ( n,1 )= n,1 −(
n + ) and D (2) n =D (2) n ( n,2 )= n,2 +
n . Then we first obtain from (4) and (5) that
Now applying (6) and (7), this becomes (2) n )B (1) n−1 (t)
n D (1) n + D (2) n )tB (1) n−2 (t).
If B n ( n,1 , n,2 ; t) is -inversive polynomial of type B, then from (13) and (15) we obtain
n−1 D (1) n − D (2) n )B (1) n−1 (t)
Comparing the two above expressions for B n ( n,1 , n,2 ; t) we get
n D (1) n + D (2) n )tB (1) n−2 (t), 
n .
Remark 2. Theorem 2 also gives us that, if ∈ S 3 (−1/2, , b) then the polynomial
is -inversive of type A, for any A n,1 ∈ R and A n,2 = (
n−1 . The last equality of the above equation comes from (14) by taking C (1) n ( n,1 , n,2 )=0. Hence, for example, if¯
is -inversive polynomial of type A. Similarly, for example, ifˆ
is -inversive polynomial of type A.
Another interesting choice for A n,1 is the one that makes the polynomial in (16) to have a zero at the point t = − . Because of the symmetry of the polynomial in (16) and since only two zeros of B n ( A n,1 , A n,2 ; t) can be out side of the interval (a, b) , the zero at t = − must be of multiplicity 2. Letting t = − in (16) we then obtain 
Then the monic polynomialB
n−1 ; t), n 2 is -inversive of type A and
Proof. From the three term recurrence relation (2) for B (1) n (t) we obtain the first result of the corollary. From (11) we know that
we then obtain the L-orthogonality relation (17) . To obtain the last part of the corollary, we first compare the coefficients of t n−1 on both sides in (19) and obtaiñ
where B 
Example 1.
We consider the strong distribution function given by
where 0 < < b < ∞, = √ ab, which belongs to the class
For this distribution function, from results given in [3] one can determine that
n+1 = , n 3,
We now use Corollary 1 to obtain information on the polynomialsB 
n−1 ; t), n 2,
We can write˜ A n,1 , n 4, explicitly. Note that for j = 0, 1 and n 2,
where 0 = −(1 + 2 / ) and 1 = 1. The expression on the right-hand side is a continued fraction of order n (n terms). We now use the following known result:
where U n (x) = sin((n + 1) )/ sin( ), with x = cos , is the nth degree Chebyshev polynomial of the second kind and the expression on the right hand side is a continued fraction of order n. From this result and from the properties of the numerators and denominators of continued fractions, we then obtaiñ
for n 2. Here T n (x) = cos(n ) is the nth degree Chebyshev polynomial of the first kind.
From (18) the coefficients of the recurrence relation forB Then we can write the coefficients˜
2n+1 , n 1, explicitly as
Example 2. The log-normal distribution (see [14] ) is given by
with 0 < q < 1, q = e −2 2 . This is a very interesting distribution function in the sense that can be classified as any one of the class S 3 ( , , ∞) by taking = q ( −1) . The choice = − The moments of this distribution function are explicitly given in [14] . Hence, assuming ∈ S 3 (−1/2, q −3/2 , ∞), we obtain using the q-d algorithm
Application of Corollary 1 gives
n−1 ; t), n 2, satisfying the L-orthogonality
The numbers˜ A n,1 can be generated bỹ
and, for n 4,
.
Polynomials
The idea presented in the previous sections can be extended for the linear combination B n ( n,1 , n,2 , n,3 ; t) = B −1, , b) distribution function. We give in Theorem 3 the main results for this case.
In (9) letting = −1, we have
and from (10), for example, that
n = 2 , n 1. It is also easy to prove that
Theorem 3. Let n 3. Let the parameters n,1 , n,2 , n,3 ∈ R be such that the -inversive property
holds. Let
n and
n . Then for any n,1 ∈ R,
Proof. By using relations (4), (6) and (7) we obtain B n ( n,1 , n,2 , n,3 ; t) = B (1) n (t)
n−1 B (1) n−1 (t) +
(tB (1) n−3 (t) − B (1) n−2 (t)).
This can be written as
n−1 − n,2 )B (1) n−1 (t)
n + n,2 )tB (1) n−2 (t)
(tB (1) n−3 (t) + B (1) n−2 (t)). Now, by using (2) and (3) we can write
n (t) + F n B (1) n−1 (t) + G n tB (1) n−2 (t) + H n tB (1) n−3 (t),
where 
n−1 G n ) (1) n−2
(1) n−2 tB (1) n−3 (t).
We now compare the two expressions (24) and (26) for B n ( n,1 , n,2 , n,3 ; t) to get information about F n , G n and H n . Since B n ( n,1 , n,2 , n,3 ; t) is monic we must have
Since (1) n =
n+1 +
n Eq. (27) implies F n = −
n (
n+1 + F n )/ 
Hence results (22) of the theorem follows from (25) and conditions (27) and (28). Results (23) of the theorem can be obtained in a similar way using the relation t n B n ( n,1 , n,2 , n,3 ; 2 /t)/(− ) n = −B n ( n,1 , n,2 , n,3 ; t).
