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Abstract
We apply machine-learning to the study of dessins d’enfants. Specifically, we in-
vestigate a class of dessins which reside at the intersection of the investigations of
modular subgroups, Seiberg-Witten curves and extremal elliptic K3 surfaces. A deep
feed-forward neural network with simple structure and standard activation functions
without prior knowledge of the underlying mathematics is established and imposed
onto the classification of extension degree over the rationals, known to be a difficult
problem. The classifications exceeded 0.93 accuracy and around 0.9 confidence rela-
tively quickly. The Seiberg-Witten curves for those with rational coefficients are also
tabulated.
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1 INTRODUCTION & SUMMARY
1 Introduction & Summary
Alexander Grothendieck’s Dessins d’enfants, or childrens’ drawings, laid a cornerstone of
modern mathematics, inspiring a confluence of geometry, combinatorics, and number theory.
Having learnt of the remarkable theorem of Belyˇı [1] which relates the existence of algebraic
models of Riemann surfaces to that of analytic properties of rational functions thereon,
Grothendieck launched an entire programme [2] by pictorially representing1 this structure
as bipartite graphs (the dessin) drawn on the Riemann surface. He hypothesised dessins
d’enfants in their current form as a conceptual representation of the absolute Galois group
over the rationals, one the most mysterious and least understood objects in number theory.
Subsequently, he developed a generalisation of Belyˇı’s theorem which extends the surfaces
considered in the mapping to more general Riemann surfaces. Properties of the mapping
are identified with combinatorial invariants of the dessin d’enfant graphs [2] (q.v. several
standard introductory books and lecture notes in [4, 5, 6, 7]).
Remarkably, this beautiful story has more recently found its place in theoretical physics,
especially in supersymmetric gauge theories and string theory. These have ranged from a
novel way of factorizing [8] Seiberg-Witten curves [9], to realizing [10, 11, 12] brane-tilings
and dimer models, which is the most general method [13] of understanding AdS5/CFT4 for
toric Calabi-Yau spaces, as well as to certain elliptic K3-surfaces [14] and their relation [15]
to generalized quiver gauge theories [16].
One downside to the esquisse is that Belyˇı maps are notoriously difficult to compute
explicitly: whilst the dessin is easy to draw, the underlying map to the Riemann sphere
could very quickly involve algebraic numbers unimaginable from the shape of the graph. To
give an example from physics, the brane-tiling/dessin for the so-called suspended pinched
point Calabi-Yau singularity had been known for a decade [13] and consists of a simple
triangle-rectangle tessellation of the doubly-periodic plane, but it took years [17] to construct
the Belyˇı map as a rational function. Indeed, as always, Grothendieck’s power lies in the
profundity of an abstract panorama, rather than in the mundanity of computation and
untidy expressions.
Recently, a paradigm was established to see whether the latest techniques in machine-
learning (ML) and data science can be used to study mathematical structures, and in par-
ticular, whether otherwise prohibitive calculations could be bypassed, at least stochastically
[18]. Indeed, [18, 19, 20, 21] brought about machine-learning to string/gauge theory (see
[22, 23, 24] and references therein for reviews). Various problems in mathematics and theo-
retical physics have been put to the test by neural-networks and classifiers with architectures
without a priori knowledge of the underlying mathematical structures.
An intuitive hierarchy of difficulty is beginning to emerge [27]: numerical algorithms such
as those finding Calabi-Yau volumes [19] and Ricci-flat metrics [28] seem most amenable to
ML, slightly less behaved though oftentimes comparable in performance are problems in
1Interestingly, F. Klein had the vision, when considering and 11-fold cover of the Riemann sphere, to
draw a diagram which he called Linienzu¨ge (line-tracks) [3], which is really a prototype for a dessin.
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algebraic geometry over C such as topological invariants and bundle cohomology [18, 20, 21,
29, 30]. Luckily for string theory, these two classes of problems are the most typical ones
encountered. At the next level of difficulty are algebraic and combinatorial problems, such
as determining the simplicity of finite groups [31] and property of graphs [32, 33]. The very
zenith of complexity, as expected, is number theory. To have a neural network predict the
next prime, for instance, would be unfathomable: indeed simple experiments in [18] showed
that the AI is doing no better than randomly guessing. Yet, problems in number theory
are still within the grasp of algebraic geometry and analysis seems to be slightly better than
random guesses: the archetypal problem, the Birch-Swinnerton-Dyer conjecture, was subject
to various ML algorithms in [34] and found to be so.
It is therefore natural to question, uniting our above two strands of thought, how the
discipline of dessins d’enfants, overarching algebraic geometry, graph theory and algebraic
number theory, responds to ML. Given the paucity of available data - in part due to the
aforementioned difficulty of computing Belyˇı maps - it is a challenge to find a suitable
dataset on which we could try supervised and unsupervised machine-learning. Fortunately,
a convenient set of dessins has been established in the literature, with the added bonus
of involving some further elegant mathematics and physics. Simultaneously exploiting the
method of [8] which related dessins to Seiberg-Witten curves, that of [35, 36] in recognizing
that the j-invariant of elliptic K3-surfaces are Belyˇı, as well as that of [37, 38] in representing
the Cayley coset graph of congruence subgroups of the modular group PSL(2,Z) as bipartite
graphs (and hence to N = 2 generalized quiver theories [15, 39]), [14] focused on a set of
112 distinguished K3 surfaces, the so-called extremal ones.
These K3 surfaces of concern are elliptically fibred over P1 so the j-invariant of the fibering
elliptic curves are naturally a rational function j(z) of the base projective coordinate of P1.
Interestingly, j(z) is a Belyˇı map onto the base Riemann sphere and gives a dessin d’enfant.
Most of these have been determined explicitly [36], and at least the extension-degree over
Q for all of them are computed. Meanwhile, the monodromy group of the covering of P1
(equivalently, the cartographic group of the dessin) were computed in [14]. We will therefore
take a two-pronged approach in this paper. First, we complete the task of [15] (wherein 33
special cases of the 112, corresponding to torsion-free congruence subgroups of PSL(2,Z)
were translated to Seiberg-Witten curves) and provide the full correspondence of modular-
subgroup/elliptic K3 surface/dessins/Seiberg-Witten curves for the 112 extreme K3 surfaces.
Second, and this is a much more curious and potentially very useful direction, we ask
the question: can aspects of dessins be machine-learnt? Specially, we can ask the following
simple classification problem to a neural network (NN) with no knowledge of mathematics:
given the dessin, drawn as a bipartite graph on a plane, there is an intrinsic integer, viz., the
transcendence degree over Q, which is crucial to the underlying number theory and which is
difficult to obtain; can this degree be learned by training the NN in a supervised way?
The purpose of this paper is to address these two directions. The Seiberg-Witten curves
can be found algorithmically and are tabulated in appendix B. Surprisingly, a relatively
simple deep-feed-forward NN, which takes the adjacency matrix of the dessin as input and
the transcendence degree as output, can reach accuracy in the 90%’s rather quickly. This
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suggests the possibility of a way to directly understand the Galois orbits of dessins, and
thence the absolute Galois group, from the adjacency of the graphs, at least stochastically.
The paper is structured to provide an introduction to the dessin d’enfant graphs in
sections §2.1 and §2.2; explaining their importance in the Galois theory context, and their
relation to Calabi-Yau manifolds in the context of algebraic geometry and string theory.
Next, the mechanism of producing Seiberg-Witten curves, motivating the study of dessins
for considering physical theories in the IR limit, is presented in section §2.4. Following this
the analysis of the machine-learning methods to classify the dataset are given in section
§3. The results show success in identifying a dessin’s extension degree from its adjacency
matrix. The appendices provide further discussion of the Belyˇı pair - dessin equivalence, and
list both the full dataset of dessins analysed, and the corresponding Seiberg-Witten curves.
2 Dramatis Personnae
We begin with a rapid introduction of the various ingredients from the mathematics and the
physics, highlighting in a data-base of dessins denfants which will be central to our analysis.
2.1 dessins d’enfants
2.1.1 Belyˇı’s Theorem and Graph Theory
Let X be a smooth, compact, connected Riemann surface. A remarkable theorem [1] states
that
Theorem 2.1 (Belyi). X has an algebraic model over Q IFF there exists a (surjective) map
β : X → P1 which is ramified at exactly 3 points.
The covering map β has come to be known as a Belyˇı Map. The depth of this theorem
stems from the following. We know that a Riemann surface of genus g, as an algebraic
variety, can be written, for example, as a hyper-elliptic curve2, i.e., as a polynomial of degree
2g + 1 (or 2g + 2) in C2 with coordinates (x, y). The coefficients in this polynomial dictate
the complex structure and in principle could be arbitrary complex numbers. Belyˇı’s theorem
tells us that IFF one can find a rational map ζ = β(x, y) from X to P1 with coordinate ζ
which is ramified (not 1-1) at precisely 3 points, then the complex coefficients are algebraic
numbers [4].
Now, by Mo¨bius transformation ζ 7−→ aζ+b
cζ+d
, for a, b, c, d ∈ C on the coordinate ζ of
P1, any 3 generic points can be taken to (0, 1,∞). In other words, Belyˇı’s theorem dictates
2We should, of course, include the point at infinity by projectivising C2 to P2 but for convenience, we
will work in the affine patch with ordinary coordinates (x, y) and remember to include (∞,∞) explicitly.
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that IFF we can find a rational function β(x, y) on X at whose pre-images for 0, 1 and ∞
the Taylor series after the constant term (which is, of course, 0, 1, or ∞ respectively) starts
at an order n > 1, then X has complex structure over Q. The positive integer n is called
the ramification index.
We emphasize that β is a covering map and thus highly surjective in that there could be
an arbitrary number of pre-images of (0, 1,∞) and we need to perform Taylor series at all of
these pre-images. We can collect all the ramification indices into a so-called passport, which
is the list of ramification indices for each of these pre-images of 0, 1, and∞. Grothendieck’s
insight was to realize that the Belyˇı map gives an embedded graph on X as follows:
Definition 2.1. Consider β−1(0), which is a set of points on Σ that can be coloured as white,
and likewise β−1(1), black. The pre-image of any simple curve with endpoints 0 and 1 on
P1 is a bipartite graph embedded in Σ whose valency at a point is given by the ramification
index (i.e., order of vanishing of Taylor series) on β. This is the dessin d’enfant.
Restricted by Riemann-Hurwitz, β−1(∞) is not an independent degree of freedom, but
is rather taken 1-to-1 to the faces in the bipartite graph, with the number of sides of the
polygonal face being twice the ramification index. The passport can then be written as[
r0(1), r0(2), . . . , r0(B)
∣∣ r1(1), r1(2), . . . , r1(W ) ∣∣ r∞(1), r∞(2), . . . , r∞(I)] , (2.1)
where r0(j) is the valency (ramification index) of the j-th white node, likewise r1(j), that for
the j-th black node, and r∞(j), half the number of sides to the j-th face. The passport does
not uniquely determine it since one further needs the connectivity between the white/black
nodes, but it is nevertheless an important quantity. The degree of the Belyˇı map is the
row-sum d =
∑
j
r0(j) =
∑
j
r1(j) =
∑
j
r∞(j) and is the degree of β as a rational function.
The collection of (X, β) gives the Belyˇı pair which can be used to represent a dessin.
Throughout this paper we will only be concerned with genus zero or planar dessins.
That is, the Belyˇı maps will be from X = P1 (with coordinate z) to P1 (with coordinate ζ)
and will be a rational function in a single complex variable. That is,
ζ = β(z) = P (z)/Q(z) : P1z → P1ζ (2.2)
with polynomials P (z) and Q(z).
The dessins considered in this study are also clean as well as planar, such that the degree
of all black vertices is 2, these are the pre-images of 1. Of course, which colour we choose for
pre-images of 0 or 1 is purely by convention and we adhere to that of colouring pre-images
of 0 and 1 as white and black respectively. Moreover, 0, 1 and ∞ can be transformed freely
amongst themselves by SL(2;C) so we need to fix a convention for β from the start as well.
An example of a clean planar dessin is given in figure 1; this will be our running example
in this section and the various mathematical and physical structures described in this paper
will be explicitly shown as we proceed with this introduction.
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1
34
5 6
78
2
Figure 1: An example of a dessin
d’enfant. This dessin is of the type
examined in this paper, it is a planar
dessin, and also clean - hence only the
white vertices are labelled.
The passport is

38
212
46
, where 38 means there are 8
white nodes of valency 3, 212 means there are 12 black
nodes of valency 2 (this means that the dessin is clean
in that all of one colour have valency 2). Finally, the 46
means that there are 6 faces - note that we are drawing
on P1 ' S2 so there is a point at infinity for which there
is an exterior face in addition to the 5 visible ones. The
triangulation of the dessin faces leads to a list of number
of triangles for each face which is exactly twice each entry
of the passport. Of course, this example dessin is precisely
the cube, drawn on a sphere.
The Belyˇı pair corresponding to this dessin can be reproduced, and the mapping to P1
gives the Belyˇı function up to biholomorphism. Choosing a version equivalent to the Belyˇı
map provided in [40], we see that this dessin’s Belyˇı map is:
β(z) =
(z8 − 14z4 + 1)3
(−108z4(z4 + 1)4) , (2.3)
noting that this Belyˇı map differs to the map provided in [38] by a birational transformation.
Calculating the preimages of {0, 1,∞} under (2.3), the dessin in figure 1 can be reproduced.
The preimages of 0 correspond to roots of the Belyˇı map numerator. The preimages of 1
correspond to roots of the polynomial formed from the difference of the Belyˇı map numerator
and denominator. Finally the preimages of ∞ are given by the limit z 7→ ∞, or the roots
of the Belyˇı map denominator. Furthermore, the ramification at preimage z0 is the leading
order of the Taylor series of β(z) at z0. In summary: In each case the number of preimages
Images
β(z)
Preimages
z
No. of
Preimages
Ram.
Ind.
0
√
2±√3 ,−
√
2±√3 , i
√
2±√3 ,−i
√
2±√3 8 3
1
±1 ,±i ,
±
(
1 + 1√
2
+ i
√
1
2
(3 + 2
√
2
)
,±
(
1 + 1√
2
− i
√
1
2
(3 + 2
√
2
)
,
±
(
1− 1√
2
+ i
√
1
2
(3− 2√2
)
,±
(
1− 1√
2
+ i
√
1
2
(3− 2√2
) 12 2
∞ 0 ,± 1√
2
(
1 + i) ,± 1√
2
(
1− i) ,∞ 6 4
Table 1: The preimages of {0, 1,∞}, along with their multiplicities, for a Belyˇı map corresponding to
congruence modular subgroup Γ(4).
and the multiplicities agree with this example dessin’s passport. Therefore producing the 8
trivalent white vertices, 12 bivalent black vertices, and 6 faces (including the outer face) of
the dessin in this example.
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2.1.2 Dessin Transformations and Galois Representation
It is through Belyˇı’s theorem that dessins provide the surface they are embedded in with
an obvious Riemann structure, since through interpretation of the dessin, the surface X
can be described via algebraic curves with coefficients as algebraic numbers. The key to
Grothendieck’s Esquisse is that the combinatorial interpretation of dessins d’enfants is re-
lated to the absolute Galois group over the algebraic rational numbers. This group describes
how these algebraic curves (and hence dessins also) transform into each other [6]. This
interpretation of dessins d’enfants is as an object to represent the combinatorial invari-
ants associated with the action of the absolute Galois group 3 of the rational numbers,
Gal
(
Q /Q
)
. The group Gal
(
Q /Q
)
, has no direct description, it is hence through Belyˇı’s
theorem that dessin d’enfant graphs become of interest, to study this group [7, 42].
The important relation which the theory of dessins capitalises on is an equivalence be-
tween several categories. The equivalence relates the category of embedded dessin graphs
with: finite sets under permutation; field extensions; and certain types of algebraic curves.
Since field extensions are directly related to the definition of the absolute Galois group, it is
through this categorical equivalence that representations of the Galois group act faithfully on
dessins d’enfants. This is what makes dessins so useful in studying the elusive Gal
(
Q , Q
)
group.
Triangulation of the dessin allows the original Riemann surface’s algebraic curve from
the Belyˇı pair to be reproduced up to homeomorphism. This process is further explained in
appendix A. This triangulation process also directly demonstrates the category equivalence
to finite sets under permutation, by defining reflection operators over the triangles produced.
Reconsidering the absolute Galois group, action of its elements may change the subfields
of the algebraic completion which the Belyˇı functions are defined over, this maps Belyˇı pairs
to each other, and hence corresponds to this mapping within orbits of dessins. The orbit
of a dessin is all dessins that the absolute Galois group can transform the original dessin
into. The largest orbit in the dataset we consider corresponds to a quartic extension of the
rationals, as shown in appendix C corresponding to passport: 12-5-3-2-1-1. The minimal
polynomial associated with the quartic root used in the extension hence has 4 distinct roots
(since the extension is also separable). Therefore each dessin in this Galois orbit corresponds
to an extension of the rationals by one of these 4 roots. The root corresponding to each of
these dessins is used in defining the coefficients of its Belyˇı map.
The dessins therefore act as tools to identify invariants and other properties of the rational
absolute Galois group. Invariants such as degree sequence (the list of vertex degrees), and
the stabiliser of the orbit act as important insights from the theory of dessins into study
3In defining the Galois group, Galois extensions of a base field are considered. These are algebraic
field extensions which are both normal, and separable [41, 42]. A Galois group is then the group of all
automorphisms of a Galois extension which fix the base field. Beyond these the absolute Galois group of a
field, requires a specific extension of the base field known as the separable closure of the field. Note that
since the base field considered, Q, is perfect, the separable closure is equal to its algebraic closure denoted
Q.
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of this group [6]. Importantly the size of the orbit of a dessin corresponds to the degree of
the field extension, and it is classification according to this degree which machine-learning
is used for in this study.
2.2 Modular K3 Surfaces
Having introduced dessins, let us move on to two seeming unrelated subjects: subgroups of
PSL(2,Z) and K3 surfaces. It is remarkable that they both give rise to dessins.
2.2.1 Subgroups of the Modular Group PSL(2,Z)
Consider the modular group Γ = PSL(2,Z), which is an infinite group generated by two el-
ements Γ := 〈S, T |S2 = (ST )3 = I〉. The most familiar subgroup is the principal congruence
subgroup4
Γ(m) := {A ∈ Γ : A = I mod m} . (2.4)
A principal congruence subgroup of level m is one which contains Γ(m) but not Γ(n) for
any n < m. There are more exotic congruence subgroups of Γ defined by modulo operations
such as in (2.4).
The Cayley graph (where elements of the groups are nodes and there is a link between two
vertices if there exists a group multiplication taking one to another) for Γ is a freely generate
trivalent tree, with each trivalent vertex replaced by a triangle. The triangles correspond to
S3 = I and the edges, to T 2 = I. For any finite index subgroup Γ′ of Γ we can let vertices
be cosets of Γ′ within Γ and likewise create a graph, this time finite (number of vertices is
equal to the index, the number of cosets). This is the Schreier-Cayley coset graph for Γ′ and
is a finite trivalent graph. In fact, every finite trivalent graph can be generated this way: one
could find some appropriate Γ′ ⊂ Γ. The point is that all Schreier-Cayley coset graphs are
clean dessins, by placing a black node on every edge. For instance, our running example5 of
figure 1 is the coset graph for the congruence subgroup Γ(4).
In [37], all torsion-free, genus zero6, congruence subgroups were classified. There are only
33 of them. The conjugacy class decomposition of the modular group using these subgroups
leads to indexes: {6, 12, 24, 36, 48, 60}, where the restriction to a multiple of 6 is shown
through use of the Riemann-Hurwitz formula (see [14] for a detailed review).
4More technically, a principle congruence subgroup is the kernel of a reduction modulo n morphism, i.e.,
it is what maps to the identity under pin : SL(2,Z) 7−→ SL(2,Z/nZ). A congruence subgroup is then any
subgroup which contains a principle congruence subgroup for some n ≥ 1; additionally the smallest n such
that the nth principle congruence subgroup is contained is known as the level of the subgroup [43].
5There is a peculiar ADE story here, the coset graphs for Γ(m), m = 3, 4, 5, are precisely the tetrahedron,
the cube/octahedron and the dodecahedron/icosahedron.
6The genus here means the genus of modular curve formed from the quotient of the subgroup’s action
on the upper half plane H . Genus zero means that H quotiented by the subgroup is simply a Riemann
sphere.
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The action of the modular subgroups can be extended from H to H × C such that:
(τ, z) 7−→
(
γτ,
z +mτ + n
cτ + d
)
, for γ =
(
a b
c d
)
, m, n ∈ Z , (2.5)
where γ denotes action of an element of one of the subgroups. Now taking the quotient of
H × C by this extended automorphism gives the modular curve from before the extension
with an elliptic fibration to form the unique ’modular surface’ for that subgroup, called the
Shioda surface. The index of the subgroup used gives the Euler number of the corresponding
modular surface [14].
The modular surfaces formed from the index 24 torsion-free genus zero congruence sub-
groups are K3 surfaces, whilst those from index 36 subgroups are Calabi-Yau 3-folds (al-
though these are instead fibrations over P2C) [14]. As an aside, from here dessins may also
be considered to nicely arise as the structure of brane tilings formed from these Calabi-Yau
manifolds when used in Type IIB superstring theory [24]. Whilst also the extremal elliptic
K3 (modular) surfaces arise in F-theory [25, 26]. The point is that whilst only 9 of the 33
torsion-free congruence subgroups are index 24 and give K3 surfaces, it was realized in [14]
that if you relax the condition that the subgroup has to be defined by some congruence
(mod) relation, then you can obtain all extremal K3 surfaces, to which we now turn.
2.2.2 Dessins from j -maps
Now, a surface elliptically fibred over P1 takes the form of a Weierstraß equation:
y2 = x3 + g2(z)x+ g3(z) , (2.6)
where the coefficients g2 and g3 are functions of the base Riemann sphere’s complex coordi-
nate z. The modular discriminant is
∆ := 4g2(z)
3 − 27g3(z)2 , (2.7)
and as a discriminant it indicates the degeneracy of roots of the cubic part of the Weierstraß
equation. Modular forms are particularly useful in creating Galois representations, as well as
appearing in many other useful areas of mathematics also. In general they are holomorphic
functions on H , and satisfy the condition
f
(
az + b
cz + d
)
= (cz + d)kf(z) , (2.8)
for weight k. This condition shows the response of a modular form to action of the modular
group on its input. Using the modular discriminant, a weight zero modular form can be
defined, this is known as the j-invariant:
j(z) :=
4g2(z)
3
∆
=
(
4g2(z)
3
4g2(z)3 − 27g3(z)2
)
, (2.9)
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which is a modular function (in fact the unique one that generates the field of modular-
invariants). Since the form is weight zero it is hence invariant under action of the modular
group. These j -invariants can therefore be considered as endomorphisms of the Riemann
sphere, which are ramified at {0, 1,∞}. Note that some definitions of j(z) may include an
additional factor of 1728, requiring a further Mo¨bius transformations to convert the second
ramified point from 1728 7→ 1 [38].
The key observation is that due to the ramification structure of (2.9), the j -invariant, is
Belyˇı! For j(z) = 0 this requires g2(z) = 0, and the cubic dependence on it in the invariant
function makes each root into a three-fold ramification point; these are the white nodes of the
dessin. Equivalently j(z) = 1 requires g3(z) = 0, and the square dependence here makes each
root into a two-fold ramification point; the black nodes. Finally the j(z) = ∞ singularities
require the modular discriminant ∆ = 0 (or z 7→ ∞). Thus, each modular surface gives a
dessin via its j-invariant.
In particular, the degree of the j -invariant’s numerator equals the surface’s index (here
24). So that the z 7→ ∞ limit remains a singularity we require the denominator to have a
lower leading order, hence the g32 and g
2
3 factors but be of the same degree (both being 24),
so the leading power of g32 can be negated. This makes the invariants g2 and g3 of degree 8
and 12 respectively, leading to 8 trivalent white nodes, and 12 bivalent black nodes in these
dessins.
Henceforth, we will focus on extremal K3 surfaces where all singular fibres are of
Kodaira type In and there are exactly 6 of these fibres (q.v. [35] and [14] for further dis-
cussions). These 6 Kodaira singularities act as a 6-part partition of the mapping’s degree
(which is 24), giving the passport information. These 6 ramifications induce the 6 faces of
the dessins (including the outside face, since the dessin is truly drawn on a sphere). There
are 112 elliptic modular K3 surfaces which are extremal (indeed, there are 199 6-partitions
of 24 but [35] showed only 112 are allowed) and we will focus on these in this paper. Note
that if dessins are in the same Galois orbit they necessarily have the same passport (but not
vice versa).
For instance, our example in figure 1 corresponds to
g2(z) =
1
3
√
4
(
z8 − 14z4 + 1) ,
g3(z) =
1
3
√
3
(
z12 + 33z8 − 33z4 − 1) . (2.10)
Using these functions in (2.6), the Weierstraß equation for the modular surface is:
y2 = x3 +
x
3
√
4
(
z8 − 14z4 + 1)+ 1
3
√
3
(
z12 + 33z8 − 33z4 − 1) , (2.11)
which then gives the defining equation of the K3 surface as a hypersurface in the anticanonical
bundle of P2[x:y:z] via the Weierstrass equation (2.6). This is the modular surface which
corresponds to the extended quotient action of the congruence modular subgroup Γ(4) on
H .
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2.3 The Dessin Database
In summary, we study 112 extremal semi-stable K3 elliptic fibrations, in which case the
modular K3 surfaces have index 24. The j-invariant of each is a Belyˇı map with passport
3W
2B
na11 , n
a2
2 , ..., n
ak
k
 ,
W = number of preimages of 0 = 8
B = number of preimages of 1 = 12
{naii } = cusp widths of elliptic modular K3 surface
(2.12)
such that ∑
i
ai = 6 ,
∑
i
ai · ni = 24 . (2.13)
Each dessin is planar, trivalent, and clean and corresponds to a Schreier-Cayley coset graph
of a particular subgroup of the modular group PSL(2;Z). Of these, 9 are congruence
subgroups, including the principal ones Γ(m), m = 3, 4, 5.
All such K3 surfaces and associated dessins were classified in [35] and [36], the carto-
graphic and modular subgroups were computed in [14]. The reader is also referred to the
website [40] for the hand-drawn dessins. For reference, we include all dessins (along with their
field extensions and adjacency matrices) in appendix C. Of these surfaces only 9 correspond
to congruence subgroups, the remainder correspond to more general subgroups [14, 35].
One might note that there are more than 112 diagrams and there are, in fact, 191 dessins
in the dataset. There are 112 distinct passports in this dataset, however the dessins sort
themselves into 125 orbits of varying degree extension, where the degree of extension is
equal to the size of the orbit. In some cases, for example 8-8-3-3-1-1 in appendix C, there
are multiple orbits per passport (here one orbit of size one - with no degree extension, and
one orbit of size two - with quadratic degree extension); and this accounts for the extra 13
orbits.
Within orbits some graphs are isomorphic, this is where some roots of the minimal
polynomial are complex. Since the minimal polynomial is defined over the field of (real)
rational numbers, any root with non-zero imaginary part also has its complex conjugate as
a root. These pairs of conjugate roots of the polynomial correspond to dessins which are
isomorphic, but chirality flipped. For example in appendix C, considering passport: 7-6-5-
3-2-1, there is one orbit associated to this passport which is cubic, it hence has 3 dessins
belonging to it, corresponding to the 3 roots of a cubic polynomial (the minimal polynomial).
As the polynomial has only real rational coefficients, its roots must be decomposed into: one
real root, and one pair of complex conjugate roots (note there could have been 3 distinct real
roots, but here this is not the case). The conjugate pair gives the isomorphic B & C dessins,
which share the same adjacency matrix. Therefore there are only 155 distinct matrices in the
dataset, corresponding to the 155 dessins unique up to isomorphism. To further exemplify
this, note that in some cases (7-7-3-3-2-2) the polynomial has distinct real roots giving non-
isomorphic dessins, but in others (7-7-4-4-1-1) the roots are a complex conjugate pair giving
isomorphic dessins, but flipped. As explained in §2.1.2, dessins are embedded graphs so how
they are drawn on the Riemann sphere makes a difference.
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Because our dessins are clean, it suffices to only draw the white nodes and the graph is,
at least combinatorically, completely captured by 8× 8 adjacency matrices which we will
define shortly. These are shown next to the dessins in the appendix, and will constitute the
data input to be analysed in §3.
As mentioned, one key feature of a dessin d’enfant is the algebraic field in which the
algebraic model for the underlying Riemann surface X (as well as the Belyˇı map) lives.
Oftentimes, the minimal polynomial defining the extension, even for relatively innocuous
looking dessins, could be enormous and because dessins are number-theoretic, the coefficients
in these polynomials are completely rigid and are very precise integers (giving the roots as
specific algebraic numbers). For example, for the relatively simple brane-tiling of the so-
called X3,0 toric gauge theory, the defining polynomial’s coefficients were found [44] to be
integers on the order of 10200.
Importantly, for our dataset, the Weierstraß equation of the K3 surface is defined over
Q, or some extension of Q involving a square, cubic, or quartic root. This means that
the extension degree of all our dessins are 1, 2, 3, or 4 (where 1 means Q itself). Where
the field is an extension of Q, the Galois representation maps between the roots of the
polynomial defining the extension and in each case this corresponds to a different dessin.
Hence the number of dessins corresponding to each passport equals the sum over the orbits’
field extension degrees for all orbits with this passport ramification data. For example, in
appendix C, passport: 10-10-1-1-1-1, has 3 dessins; it also has two orbits (one degree 2
from the quadratic extension, and one degree 1 where there is no extension), satisfying the
3 = 2 + 1.
2.4 Seiberg-Witten Theory
In this final subsection of setting the stage, we come to the physics of our dessins.
2.4.1 Sieberg-Witten Curves
Seiberg-Witten theory [9] considers the low energy IR limit of N = 2 supersymmetric gauge
theories. More specifically it allows for exact description of the coulomb branch vacuum
manifold by defining it in terms of a hyperelliptic curve - the ’Seiberg-Witten curve’. Now,
points of the N = 2 vacuum manifold defined by the hyperelliptic curve can be lifted to
N = 1 vacua through deformation with a tree level superpotential. At these special points,
which are singularities of the manifold, dessins naturally arise as combinatoric representations
of the root structure of the Seiberg-Witten hyperelliptic curve. A correspondence can hence
be considered between phases of the N = 1 vacua and classes of dessins in Galois orbits [8].
For a general U(N) gauge theory with L massive scalars (masses mi respectively), the
Seiberg-Witten curve takes the form:
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y2 = 〈det(zI − Φ)〉2 − 4Λ2N−L
L∏
i=1
(z +mi) , (2.14)
with Φ the adjoint scalar in the coulomb branches vector multiplet, Λ, a cut-off measure
which controls the energy limit of the theory [8, 45], and the deformation term (second on
the RHS) is prescribed by the N = 1 superpotential.
The insight of [8] is that (2.14) can be identified with Belyˇı maps of clean dessins by first
making the association:
PN(z) := 〈det(zI − Φ)〉 ,
B(z) := − 4Λ2N−L
L∏
i=1
(z −mi) .
(2.15)
In addition another function A(z) is defined, such that it has an equivalent form to the
function B(z), which can more generally be written
A(z) =
∏
i
J iui(z) , B(z) =
∏
i
Givi(z) , (2.16)
for Jui and Gvi as sets of polynomials of degrees ui and vi respectively. These functions are
designed so as to satisfy the relation: A−B = P 2N . Then, the map defined by
β(z) :=
A(z)
B(z)
= 1 +
P 2N(z)
B(z)
, (2.17)
is Belyˇı. The preimages of 0 correspond to the roots of A(z), due to the form of A(z) defined
in (2.16) each of the Jui polynomials of degree ui will lead to ui roots, and as the whole
polynomial is raised to the power of i in A(z)’s definition, each root/ramification point will
have valency i also. Correspondingly the roots of PN(z) give the Belyˇı map preimages of 1,
and since it is squared in the Belyˇı map definition these points will have valency 2 - giving
clean dessins exclusively. Finally the preimages of ∞, the final ramification point of the
Belyˇı map, are given by the roots of B(z) (as well as the A(z) 7→ ∞ limit).
A general Seiberg-Witten (SW) curve does not factorise as simply as represented by
(2.16). However tuning the superpotential parameters can cause the roots of the functions
to coincide, giving this polynomials raised to powers structure. It is at these isolated singu-
larities along the N = 1 branches caused by the superpotential tuning that the dessins are
formed from the usual branch-less structure of the roots, since the roots now have higher
valencies.
Specifically, for the dessins we are considering, A(z) and B(z) take the form:
A(z) = J38 , B(z) = G
2
12 , (2.18)
to match the form of the passport given in §2.1.1.
13
2 DRAMATIS PERSONNAE 2.4 Seiberg-Witten Theory
In the physical theory at these points the superpotential has triggered a magnetic Higgs
mechanism. Here the symmetry breaking of the full gauge group for the N = 2 Seiberg-
Witten curve leaves a residual symmetry group preserving a submanifold of the curve which
corresponds to one of the N = 1 vacua. Thus, there are number-theoretic special points in
N = 1 vacua. Indeed, [15] further associates elliptic K3 surfaces and modular congruence
subgroups to these distinguished points.
A primary aim in the field of Galois theory is to find invariants which can distinguish
between different orbits of Gal
(
Q /Q
)
. Since these orbits correspond to orbits of dessins,
they thus also provide tools for distinguishing between different branches of the N = 1
vacua. The tools they relate to are holonomy measures for the gauge connections of the
residual symmetry groups occurring at these N = 1 vacua. Through this connection if there
is an exact correspondence between all invariants distinguishing Galois orbits, and order
parameters which distinguish vacua branches, there is potential to draw physical insight
from the use of dessins more explicitly in the physical theories [8, 46].
2.4.2 Dessins to Seiberg-Witten Curves
Thus armed, we can now put our foregoing discussions together and algorithmically follow the
process laid out in Cachazo et al. [8] to convert the Belyˇı maps of the relevant dessins, some
of whose Belyˇı maps have already been computed by F. Beukers [40], into Seiberg-Witten
curves.
We reverse the procedure in (2.16) and (2.17), and for convenience set α := −4Λ2N−L.
Then starting with (2.17), where A(z) and PN(z) are monic polynomials and B(z) =
α
∏L
i (z −mi) with mi as the complex roots of B(z). The SW curve is then given by:
y2 = PN(z)
2 + α
L∏
i
(z +mi) . (2.19)
The polynomials for the Belyˇı maps of dessins with rational coefficients are provided in
reference [40] with the following correspondence to the polynomials listed above:
A(z) = x3(z)/a ,
B(z) = k(z)/a ,
P 2N(z) = y
2(z)/a ,
(2.20)
where a is a constant that may be required to make the polynomials A(z) and PN(z) monic.
The algorithm for this computation is given by Algorithm 1.
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Algorithm 1: Algorithm taking Belyˇı maps and calculating the equivalent SW curve
Input: x(z) and k(z)
Output: y2, the SW curve corresponding to the Belyˇı map x
3
k
q(z) = x3(z)− k(z)
a = coefficient in front of the highest order term in q(z)
P 2N(z) =
q(z)
a
// Now PN is a monic polynomial
B(z) = k(z)
a
// Now the polynomials are in the form required by the correspondence above
α = coefficient in front of the highest order term in B(z)
B′(z) = B(−z)
α
B′(z) = ±B′(z) // Needed to keep the leading order term positive
y2 = P 2N(z) + α ·B′(z)
For our running example of figure 1, we make use of (2.3) and (2.14) and substitute the
relation: P 2N(z) = A(z) − B(z). Then noticing that since the roots of B(z) (given by the
preimages of∞ in table 1, excluding∞) are either 0 or occur in ± pairs, then the form swap
B(z) = α
L∏
i=1
(z −mi) 7−→ α
L∏
i=1
(z +mi) = B(z) , (2.21)
reproduces B(z). This makes the Seiberg-Witten curve
y2 = (A(z)−B(z)) +B(z) = A(z) = (z8 − 144 + 1)3 , (2.22)
as given in appendix B.
Now, when the field extension is degree 1 (i.e., all coefficients in β are rationals and
scalable to integers), the Belyˇı maps have been computed by [40]. We start from these and
obtain the list of SW curves, as presented in appendix B.
3 Classifying the Dessin Extensions
We now come to the highlight of our computations, where a simple fully connected Neural
Network (NN), with no knowledge of the underlying mathematics, was created that is able
to predict the extension degree.
3.1 Data Engineering
We begin by setting up the data. Because the dessins are all clean, the information from the
black nodes can be suppressed (each edge has one, and only one black node) and we only
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need to know how the white nodes are linked (in fact, each white node has valency 3 by
construction). Thus, graph-theoretically, each dessin is captured by adjacency matrices M,
defined such that:
• Each vertex for a given dessin is labelled between 1 and 8.
• If a single edge connected vertices i and j then a 1 was entered in the element Mij
and Mji.
• If there were 2 edges connecting these vertices then a 2 would be entered into the
corresponding element. If an edge connected a vertex to itself then this would count
as 2 connections and hence a 2 was entered as that element Mii, etc.
As the dessins are not directed, the adjacency matrices are symmetric. The dessin dataset,
along with the corresponding matrices are shown in appendix C.
We make a few remarks. First, M is defined only up to permutation via relabelling the
nodes, so we need to take this into account. Next, we see from the appendix that multiple
dessins could have the same M. Luckily, these are precisely Galois conjugates so they have
the same extension degree. Therefore, there is no ambiguity in our classification problem.
As is well established, the effectiveness of a NN is almost always improved by increasing
the size of the dataset used to train it [47, 48]. To artificially increase the size of the dataset
from just shy of 200 to 160,000 we precisely exploit the freedom in choice of relabelling
the vertices. Algorithm 2 loops through every unique pair of vertices a, b and outputs the
adjacency matrix that would have been created, by following the rules above, if vertex a
was labelled as b and vertex b labelled as a. This algorithm was applied twice, firstly to the
matrices constructed directly from the dessins and then to that output, each time increase
the amount of data by a factor of 29.
The proportion of the dataset that had a particular extension was as follows: rational
39.8%, quadratic 34.6%, cubic 23.6%, quartic 0.02%. These were the same before and after
the data extension.
In summary, we now have a labelled dataset of size around 160,000 of the form
M8×8 −→ Extension Degree over Q , (3.1)
where the degree is 1, 2, 3 or 4. This constitutes a perfect 4-category classification problem
for machine-learning.
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Algorithm 2: Algorithm to increase the size of the dataset. It loops through all pairs of
vertices and creates a new adjacency matrix as if these 2 vertices were labelled as each other.
Input: M, The original adjacency matrix of the dessin
Output: M′, The new adjacency matrix after vertices have been relabelled. Outputs a new
matrix for every (a, b) combination
for a = 1 to 7 do:
for b = a+ 1 to 8 do:
// a and b are the indices in M of the vertices performing the label swapping
for i = 1 to 8 do:
// i and j are the indices of the new element of M′
if i 6= (a or b) and j 6= (a or b) then:
M′ij =Mij
else if i 6= (a or b) and j = b then:
M′ib =Mia
...
and so on for all combinations of i and j. If an element of M′ has an index of
’a’ then the value of that element is equal to the corresponding element of M
where the relevant index is replaced by ’b’ and vice versa
...
output: save the current M′
3.2 Setup of the Machine-Learning Model
We create a deep feed-forward neural network (a multi-layer perceptron) using the Tensor-
Flow Keras Library [49], consisting of several fully connected (known as dense in the Keras
documentation) layers [50, 51]. The activation function for each of these fully connected
layers was the ReLU function7. Finally, the output layer was a dense layer with 4 neurons
with the softmax activation function8. The output of each of these 4 neurons represents the
probability that the dessin had a particular extension. A schematic of this model is found
in figure 2.
7This is the Re(ctified) L(inear) U(nit), defined as f(x) = max(0, x) for x ∈ R.
8A soft max layer returns n floating point values which sum to unity. Each value represents the probability
that input is of a particular category. That is, f(zi) = exp(zi)
(∑k
j=1 exp(zj)
)−1
: Rk → Rk.
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Figure 2: Schematic showing the details of the neural network. All of the layers, excluding the output layer,
have the same hyper-parameters.
The model was complied with the following specifications [49]:
• Loss function: sparse categorical cross-entropy. When training the model,
the parameters of the NN get adjusted to minimise the loss function. Cross-entropy
is the required loss function for discrete categories of data [51]. Specifically, the cross-
entropy used is − 1
n
n∑
j=1
C∑
i=1
yji log(yˆ
j
i ) where n is the number of samples in the training,
indexed by j and C is the number of categories (here 4), indexed by i. Moreover, y
is the sample label (here the extension degree) and yˆ is the predicted value for the
degree.
• Optimizer: adam with the default Keras hyper-parameters. Adam is one of the many
modern improvements on the stochastic gradient descent algorithm. Comparison with
other, similar, optimizers suggest adam to be the best generic choice [52].
• Metric: accuracy. Metrics do not influence the training of the model, they specify
what data to output at the end to judge the effectiveness of the model. accuracy
means the output is the fraction of predictions the model got correct [49].
To measure the bias we introduce a bias loss function defined as:
L =
(∑
i
( n˜i
Ntest
− ni
Ntotal
ni
Ntotal
)2)
/Ni , (3.2)
the summation is over all the different categories, n˜i/Ntest is the predicted fraction of that
category in the test (/validation) data, ni/Ntotal is the actual fraction of that category in the
training data (as the training data is much larger than the test data it doesn’t matter if this
is the fraction of that category in just the training data or in the both test and training data
combined), and Ni is the number of categories. This measure gives the average fractional
difference between the predicted and actual fraction of each category.
3.3 NN Results
The style of machine-learning used in this study is: supervised learning. In this style the
initial dataset is partitioned into a training set and a test set; and both sets are composed of
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Parameters Accuracy
MCC
Bias Loss Function
Q Square Cubic Quartic Multiclass
Epochs: 31
Layers: 5
Neurons: 256
0.930 0.87 0.86 0.91 0.91 0.88 0.21
Epochs: 17
Layers: 5
Neurons: 512
0.935 0.89 0.87 0.91 0.75 0.88 0.23
Epochs: 31
Layers: 4
Neurons: 512
0.939 0.88 0.85 0.90 0.84 0.87 0.22
Table 2: The results of three neural networks in predicting degree of extension of elliptically fibred K3
surfaces. Results show the accuracy and MCC measures, as well as the bias loss function for each network.
defined inputs (here adjacency matrices) and outputs (here degrees of the field extension).
The network is fed the training set, as many times as the number of epochs specified, during
the fitting process. Then after the network has been trained, it is tested (or ’evaluated’) on
the test data which it has not seen before. The proportion of correct classifications on the
unseen test data gives the accuracy measure of the network’s success.
The other measure is Matthew’s Correlation Coefficient (MCC), it is defined in reference
to the confusion matrix which is a 4-entry matrix measuring probabilities of correct (positive)
and incorrect (negative) predictions of True and False hypotheses respectively. Using this,
MCC is defined as the square root of the normalised χ2 statistical measure:
φ :=
√
χ2
N
=
tp · tn− fp · fn√
(tp+ fp)(tp+ fn)(tn+ fp)(tn+ fn)
, (3.3)
for {tp, tn, fp, fn} representing {true positive, true negative, false positive, false negative}
respectively [22].
From the dataset 300 dessins were selected, at random, to act as the test data, and the
rest were used to train the model. A different random set was selected every time the NN
was trained and tested, removing systematic errors that could have occurred if the test data
was not representative of the whole population.
Once the general model was setup a range of different parameter choices were tested, with
each choice being trained and tested 5 times, and averages taken. Compiling and testing the
models took on the order of about an hour each using a standard personal computer (64 bit,
i5 2.7Ghz i5 dual core, 16GB ram, linux mint). Combinations of the following parameters
were tried:
• Epochs: 10, 17, 24, 31. This is the number of times the NN runs through the dataset.
• Layers: 3, 4, 5. Each layer was the same type (dense), had the same number of neurons
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and same activation function (ReLU). Note that this number does not include the final
output layer which was a dense softmax layer with 4 neurons.
• Neurons per layer: 64, 128, 256, 512.
Table 2 shows, for all setups that resulted in over 93% accuracy, the parameters, Matthews
Correlation Coefficient (MCC) [53] and the evaluation of the Bias Loss Function. The
individual correlation coefficients given were calculated as if they were binary data: a result
was considered positive if the network’s prediction gave the correct degree, and negative if it
was predicted to be any of the other three degrees. For the total correlation coefficient the
multi-class case was used as given in the reference above.
The final figure, figure 3, shows the learning curves monitoring the NN’s accuracy over
the training epochs. The NN quickly reaches high accuracies of classification in few epochs,
and with large amounts of data held back from validation such that less data is used in
training the NN.
(a) (b)
Figure 3: (a) shows how varying the proportion of the data held back for validation affects the overall
accuracy of the model. The model quickly converges to an above 0.85 accuracy for as little as 50% of the
data used for training (s.t. 50% held back for validation). (b) compares the accuracy of the model when
evaluated on the training data and when evaluated on the validation data, both showing consistently high
accuracies for few epochs. Both figures are for the 4 layers, 512 neurons, 31 epoch model.
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4 Conclusion & Outlook
In this paper we have initiated the study of machine-learning applied to dessins d’enfant, as
part of the recently advocated programme to see whether AI can deep-learn structures of
mathematics [18, 27, 22]. The key aspect of the programme is the following: given the rapid
increase of available data in pure mathematics and mathematical physics, gathered over
the last decade or so, ranging from algebraic geometry, to group theory and combinatorics,
to number theory, can neural networks and classifiers - often without any prior knowledge
of the underlying mathematics - uncover more efficient methods of computation and raise
unexpected conjectures. As mentioned in the introduction, various experiments by a host of
collaborations have shown this to be a fruitful venture.
As a concrete play-ground, we have taken 191 dessins which reside at the cusp of several
intertwining fields of investigation: subgroups of the modular group, extremal elliptic K3
surfaces as Shioda modular surfaces, and N = 1 Seiberg-Witten curves. We have first
completed the mapping amongst these quantities in the present context. Then, we have
launched the examination of the question: can one “look” at a dessin and classify its degree
of extension over Q? Indeed, a central theme of Grothendieck’s Esquisse is to understand
how dessins furnish a representation of the absolute Galois group which governs all algebraic
extensions over Q.
Rather surprisingly, we find that a simple multi-layer perceptron with standard activa-
tion functions such as ReLU and linear layers can classify this problem within our dataset,
enhanced by permutation equivalence to a size of the order 105, to over 90% accuracy and
confidence around 0.9. This is quite contrary to the fact how difficult it is to compute explicit
Belyˇı maps and to the intuition built over the last couple of years how number-theoretical
problems respond poorly to machine-learning. Perhaps, dessins are closer to complex anal-
ysis than to number theory, as opposed to BSD [34], which seems more resilient to modern
data-scientific methods.
Of course, we have only skimmed the surface. There is an infinitude of dessins of varying
complexity and it is known that Gal
(
Q /Q
)
acts even faithfully on genus 0 and genus 1
families thereof individually. Can our neural network extrapolate to these? Indeed, as a
part of more ambitious plan, can we establish machine-learning models which help compute
actual Belyˇı maps? Indeed, what about other aspects of dessins, such as cartographic groups
and permutation triples, many of which have also found their place in theoretical physics;
can these be machine-learnt? There are undoubtedly many other questions we leave to future
investigations.
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Appendix A Reproducing the Riemann Surface
To further motivate the study of dessins, importantly one can reproduce the Riemann sur-
face’s algebraic curve, X, used in the Belyˇı pair definition of a dessin, as described in §2.1.1,
up to a homeomorphism. In this process the dessin is triangulated, and this triangulation
also proves important in linking the dessins to the finite set category.
Starting with a dessin, first vertices are introduced into each isolated part of the dessin
(i.e., one within each loop, and another outside the dessin); these are associated to the points
of the Belyˇı function ramified at infinity. Then edges from each of these ‘infinity’ vertices are
drawn to all vertices of the dessin along the boundary of the isolated section of the dessin.
This is all vertices which edges can be drawn to without having to cross another edge, noting
there may be duplicate vertices where the vertices appear more than once in the region’s
boundary.
This process triangulates the dessin, such that all the isolated sections are now bound by
3 vertices (one of each of {white ◦, black •, infinity ∞}). This is shown in figure 4. If the
triangle is bounded in a clockwise/anticlockwise direction by the vertex order: white 7→ black
7→ ∞; then the section is associated to a lower/upper half plane. The half planes are then
glued along the appropriate boundaries [4]. Importantly since the dessin is truly embedded
on the Riemann sphere in our case, the outside ’face’ is identified with the opposite half
plane to the usual vertex ordering of the boundary as seen from the representation in the
figure.
Figure 4: The process of converting a dessin into the corresponding Riemann surface. The first graph shows
an arbitrary dessin. The second shows the inclusion of the ’infinity’ ramification vertices (red crosses) in
each isolated region of the dessin; and the additional edges drawn to all vertices bounding the region - the
triangulation process. The final graph shows each triangulated region associated to either the lower (blue
triangle) or upper (blue plus) half planes according to the boundary orientations. These planes are then
glued together along each boundary to give the Riemann surface.
This produces a Riemann surface homeomorphic to the original X in the Belyˇı pair used
to define the dessin. Note since the graph-theoretic degree of a vertex leads to twice as
many half planes around it, which are correspondingly glued, it becomes clear this degree
represents the ramification degree of the surface cover. This Riemann surface produced may
then be mapped to the Riemann sphere, and this mapping is then equivalent to the Belyˇı
function from the original Belyˇı pair, up to a biholomorphism. Therefore an equivalent Belyˇı
pair is produced, and the relation between these pairs is appropriately defined within the
Galois-theoretic structure.
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After triangulation there now exists three order 2 permutations on the triangles, which
are reflections in each of the triangles edges. The full cartographic group is then the group
of permutations of these triangles generated by these 3 reflections. Combining the reflection
operators (denoted a, b, and c), three permutation operators can be defined: {σ, α, φ} :=
{ab, bc, ca} respectively; note that also due to the order two nilpotence of reflection operators
σ · α · φ = 1 . (A.1)
Since each triangle is associated to one edge from the original dessin, these permutation
operators may be thought of as generating permutations of the dessin. This defines the
cartographic group, as the edge set permutations generated by these permutation operators.
However due to the property from (A.1), only two generators are required. This then defines
the equivalence, there is a bijection between isomorphism classes of dessins (under permuta-
tion) and conjugacy classes of finite index subgroups of the free group generated by {σ, α}.
This gives another practical use for dessins in examining free groups [5].
Appendix B Generated Seiberg-Witten Curves
Here we include the Seiberg-Witten curves for all dessins with rational coefficients, and hence
defined over the field Q, as listed in appendix C, and [36]. Note those defined over fields
which are extensions of the rationals are not included.
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Appendix C The Dessin d’Enfant Dataset
Below the 191 dessins d’enfants, as shown in [14, 36], are presented. Here the white nodes
have been arbitrarily labelled from 1 to 8; and the respective adjacency matrices for these
labellings are also given. The true dataset used in computation used some (but not all)
permutations of these labellings. The dessins are organised with respect to their 6-tuple
ramification data, and those with identical 6-tuples are sub-denoted with alphabetic denom-
inations. If these are also isomorphic they are drawn together with the same adjacency
matrix.
In addition to the 6-tuple partition of 24 which represents the 6 singular Kodaira fibre
types of the corresponding semi-stable elliptically fibred K3 surface, the field which the
modular surface’s Weierstraß equation is defined over is given in brackets. Where there is
no extension Q is written; where the extension is by roots of a quadratic polynomial one
of the roots is given (i.e.
√
a); and where the extension is by a root of a cubic or quartic
polynomial, ’cubic’ or ’quartic’ are written respectively.
Note that since dessins of the same orbit have the same 6-tuple partition, whilst there
may also be multiple orbits with the same 6-part partition, this causes the number of dessins
per partition to equal the sum of the degrees of the orbits which share the partition in
consideration.

0 1 0 1 1 0 0 0
1 0 1 0 0 1 0 0
0 1 0 1 0 0 1 0
1 0 1 0 0 0 0 1
1 0 0 0 0 1 0 1
0 1 0 0 1 0 1 0
0 0 1 0 0 1 0 1
0 0 0 1 1 0 1 0

1
34
5 6
78
2
4-4-4-4-4-4 (Q)

0 1 0 1 1 0 0 0
1 0 1 0 0 1 0 0
0 1 0 0 0 0 1 1
1 0 0 0 1 0 0 1
1 0 0 1 0 1 0 0
0 1 0 0 1 0 1 0
0 0 1 0 0 1 0 1
0 0 1 1 0 0 1 0

1 2 3
4 5 6 7 8
5-5-4-4-3-3 (Q)

0 1 1 1 0 0 0 0
1 0 0 0 2 0 0 0
1 0 0 0 0 1 1 0
1 0 0 0 0 1 0 1
0 2 0 0 0 1 0 0
0 0 1 1 1 0 0 0
0 0 1 0 0 0 0 2
0 0 0 1 0 0 2 0

1
2
5
3 4
6
7 8
5-5-5-5-2-2 (Q)

0 2 1 0 0 0 0 0
2 0 0 0 1 0 0 0
1 0 0 1 0 1 0 0
0 0 1 0 1 0 1 0
0 1 0 1 0 0 0 1
0 0 1 0 0 0 1 1
0 0 0 1 0 1 0 1
0 0 0 0 1 1 1 0

1 2
3 4 5
6 7 8
6-5-4-4-3-2 (Q)
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
0 1 1 1 0 0 0 0
1 0 0 1 0 1 0 0
1 0 0 1 0 0 1 0
1 1 1 0 0 0 0 0
0 0 0 0 0 1 1 1
0 1 0 0 1 0 0 1
0 0 1 0 1 0 0 1
0 0 0 0 1 1 1 0

1
2 3
4
5
6 7
8
6-6-3-3-3-3 (Q)

0 2 0 0 1 0 0 0
2 0 0 0 0 1 0 0
0 0 0 1 1 0 1 0
0 0 1 0 0 1 0 1
1 0 1 0 0 0 1 0
0 1 0 1 0 0 0 1
0 0 1 0 1 0 0 1
0 0 0 1 0 1 1 0

1 2
3 4
5 6
7 8
6-6-4-3-3-2 (Q)

0 2 1 0 0 0 0 0
2 0 0 1 0 0 0 0
1 0 0 1 1 0 0 0
0 1 1 0 0 0 0 1
0 0 1 0 0 1 0 1
0 0 0 0 1 0 2 0
0 0 0 0 0 2 0 1
0 0 0 1 1 0 1 0

1 2
3 4
5 6 7 8
6-6-4-4-2-2 (Q)

0 1 1 1 0 0 0 0
1 0 0 1 0 1 0 0
1 0 2 0 0 0 0 0
1 1 0 0 0 0 1 0
0 0 0 0 0 1 1 1
0 1 0 0 1 0 0 1
0 0 0 1 1 0 0 1
0 0 0 0 1 1 1 0

1
2 3 4
5
6 7
8
6-6-5-3-3-1 (Q)

0 2 1 0 0 0 0 0
2 0 0 1 0 0 0 0
1 0 0 1 1 0 0 0
0 1 1 0 0 0 1 0
0 0 1 0 0 0 1 1
0 0 0 0 0 2 0 1
0 0 0 1 1 0 0 1
0 0 0 0 1 1 1 0

1 2
3 4
5 6 7
8
6-6-5-4-2-1 (Q)

0 1 2 0 0 0 0 0
1 2 0 0 0 0 0 0
2 0 0 1 0 0 0 0
0 0 1 0 0 0 0 2
0 0 0 0 0 1 2 0
0 0 0 0 1 2 0 0
0 0 0 0 2 0 0 1
0 0 0 2 0 0 1 0

1
2
3
4
5
6
7
8
6-6-5-5-1-1 A (
√
3)

2 1 0 0 0 0 0 0
1 0 1 0 0 0 1 0
0 1 0 1 0 0 1 0
0 0 1 0 0 1 0 1
0 0 0 0 2 0 0 1
0 0 0 1 0 0 1 1
0 1 1 0 0 1 0 0
0 0 0 1 1 1 0 0

1
2
3 4
5 6
7
8
6-6-5-5-1-1 B (
√
3)

0 2 1 0 0 0 0 0
2 0 0 0 0 1 0 0
1 0 0 1 0 0 1 0
0 0 1 0 2 0 0 0
0 0 0 2 0 1 0 0
0 1 0 0 1 0 0 1
0 0 1 0 0 0 0 2
0 0 0 0 0 1 2 0

1 2
3 4 5 6
7 8
6-6-6-2-2-2 (Q)
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
0 1 1 1 0 0 0 0
1 0 0 1 1 0 0 0
1 0 2 0 0 0 0 0
1 1 0 0 0 0 1 0
0 1 0 0 0 0 1 1
0 0 0 0 0 2 0 1
0 0 0 1 1 0 0 1
0 0 0 0 1 1 1 0

1
2 3 4
5 6
7
8
6-6-6-4-1-1 (Q)

0 2 1 0 0 0 0 0
2 0 0 1 0 0 0 0
1 0 0 1 0 1 0 0
0 1 1 0 0 0 1 0
0 0 0 0 0 1 1 1
0 0 1 0 1 0 0 1
0 0 0 1 1 0 0 1
0 0 0 0 1 1 1 0

1 2
3 4
5
6 7
8
7-5-4-3-3-2 (Q)

2 1 0 0 0 0 0 0
1 0 1 0 0 1 0 0
0 1 0 1 0 0 0 1
0 0 1 0 1 0 1 0
0 0 0 1 0 1 1 0
0 1 0 0 1 0 0 1
0 0 0 1 1 0 0 1
0 0 1 0 0 1 1 0

1
2
3 64 5
7
8
7-5-4-4-3-1 (Q)

0 1 0 1 0 1 0 0
1 0 2 0 0 0 0 0
0 2 0 0 1 0 0 0
1 0 0 0 1 1 0 0
0 0 1 1 0 0 0 1
1 0 0 1 0 0 1 0
0 0 0 0 0 1 0 2
0 0 0 0 1 0 2 0

1 2 3
4 5
6 7
8
7-5-5-3-2-2 (Q)

0 1 2 0 0 0 0 0
1 2 0 0 0 0 0 0
2 0 0 1 0 0 0 0
0 0 1 0 1 0 0 1
0 0 0 1 0 1 0 1
0 0 0 0 1 0 2 0
0 0 0 0 0 2 0 1
0 0 0 1 1 0 1 0

1
2
3
4
5 6 7 8
7-5-5-4-2-1 A (
√
2)

2 1 0 0 0 0 0 0
1 0 1 0 1 0 0 0
0 1 0 1 0 0 0 1
0 0 1 0 1 1 0 0
0 1 0 1 0 0 0 1
0 0 0 1 0 0 2 0
0 0 0 0 0 2 0 1
0 0 1 0 1 0 1 0

1
2
3 4 5
6
7
8
7-5-5-4-2-1 B (
√
2)

0 1 1 1 0 0 0 0
1 0 0 1 1 0 0 0
1 0 2 0 0 0 0 0
1 1 0 0 0 1 0 0
0 1 0 0 0 1 1 0
0 0 0 1 1 0 0 1
0 0 0 0 1 0 0 2
0 0 0 0 0 1 2 0

1
2 3 4
5 6
7 8
7-6-4-4-2-1 (Q)

0 2 1 0 0 0 0 0
2 0 1 0 0 0 0 0
1 1 0 1 0 0 0 0
0 0 1 0 0 0 0 2
0 0 0 0 0 1 2 0
0 0 0 0 1 2 0 0
0 0 0 0 2 0 0 1
0 0 0 2 0 0 1 0

1 2
3
4
5
6
7
8
7-6-5-3-2-1 A (cubic)
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
0 1 1 0 0 1 0 0
1 0 1 0 0 0 1 0
1 1 0 1 0 0 0 0
0 0 1 0 2 0 0 0
0 0 0 2 0 1 0 0
1 0 0 0 1 0 1 0
0 1 0 0 0 1 0 1
0 0 0 0 0 0 1 2

1
2 4 5 6
7
8
3
1
6 5 4
3
2
7
8
7-6-5-3-2-1 B & C (cubic)

0 1 2 0 0 0 0 0
1 2 0 0 0 0 0 0
2 0 0 1 0 0 0 0
0 0 1 0 0 1 0 1
0 0 0 0 0 1 1 1
0 0 0 1 1 0 0 1
0 0 0 0 1 0 2 0
0 0 0 1 1 1 0 0

1
2
3
4
5
6 7 8
7-6-5-4-1-1 (Q)

0 2 0 0 1 0 0 0
2 0 1 0 0 0 0 0
0 1 0 2 0 0 0 0
0 0 2 0 0 0 1 0
1 0 0 0 0 0 1 1
0 0 0 0 0 2 0 1
0 0 0 1 1 0 0 1
0 0 0 0 1 1 1 0

1 2 3 4
5
6
7
8
7-6-6-2-2-1 (Q)

0 2 0 0 0 1 0 0
2 0 1 0 0 0 0 0
0 1 0 2 0 0 0 0
0 0 2 0 0 0 1 0
0 0 0 0 0 1 1 1
1 0 0 0 1 0 0 1
0 0 0 1 1 0 0 1
0 0 0 0 1 1 1 0

1 2 3 4
5
6 7
8
7-7-3-3-2-2 A (
√
7)

0 2 1 0 0 0 0 0
2 0 1 0 0 0 0 0
1 1 0 1 0 0 0 0
0 0 1 0 0 0 0 2
0 0 0 0 0 2 1 0
0 0 0 0 2 0 1 0
0 0 0 0 1 1 0 1
0 0 0 2 0 0 1 0

1 2
3
4
5 6
7
8
7-7-3-3-2-2 B (
√
7)

0 0 1 0 1 0 1 0
0 2 0 1 0 0 0 0
1 0 0 1 0 0 0 1
0 1 1 0 1 0 0 0
1 0 0 1 0 0 0 1
0 0 0 0 0 2 1 0
1 0 0 0 0 1 0 1
0 0 1 0 1 0 1 0

1
2
3 4 5 6 7
8
1
2
7 6 5 4 3
8
7-7-4-4-1-1 A & B (
√−7)

0 1 1 1 0 0 0 0
1 0 1 0 0 0 1 0
1 1 0 0 0 0 0 1
1 0 0 0 1 0 0 1
0 0 0 1 2 0 0 0
0 0 0 0 0 2 1 0
0 1 0 0 0 1 0 1
0 0 1 1 0 0 1 0

1 2
3
4 5 6 7
8
7-7-5-3-1-1 A (
√
21)

2 1 0 0 0 0 0 0
1 0 1 1 0 0 0 0
0 1 0 1 0 0 0 1
0 1 1 0 0 0 0 1
0 0 0 0 0 1 2 0
0 0 0 0 1 2 0 0
0 0 0 0 2 0 0 1
0 0 1 1 0 0 1 0

1
2
3 4
5
6
7
8
7-7-5-3-1-1 B (
√
21)
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
2 1 0 0 0 0 0 0
1 0 0 0 1 0 1 0
0 0 2 1 0 0 0 0
0 0 1 0 1 0 1 0
0 1 0 1 0 0 0 1
0 0 0 0 0 2 0 1
0 1 0 1 0 0 0 1
0 0 0 0 1 1 1 0

1
2
3
4
5 6 7
8
7-7-7-1-1-1 (Q)

0 2 1 0 0 0 0 0
2 0 0 1 0 0 0 0
1 0 0 1 1 0 0 0
0 1 1 0 0 1 0 0
0 0 1 0 0 1 1 0
0 0 0 1 1 0 0 1
0 0 0 0 1 0 0 2
0 0 0 0 0 1 2 0

1 2
3 4
5 6
7 8
8-4-4-4-2-2 (Q)

2 1 0 0 0 0 0 0
1 0 1 0 1 0 0 0
0 1 0 1 0 1 0 0
0 0 1 0 1 0 1 0
0 1 0 1 0 0 0 1
0 0 1 0 0 0 1 1
0 0 0 1 0 1 0 1
0 0 0 0 1 1 1 0

1
2
3 4 5
6
7 8
8-4-4-4-3-1 (Q)

0 2 1 0 0 0 0 0
2 0 1 0 0 0 0 0
1 1 0 1 0 0 0 0
0 0 1 0 1 0 0 1
0 0 0 1 0 1 0 1
0 0 0 0 1 0 2 0
0 0 0 0 0 2 0 1
0 0 0 1 1 0 1 0

1 2
3
4
5 6 7 8
8-5-4-3-2-2 (Q)

2 1 0 0 0 0 0 0
1 0 0 0 1 1 0 0
0 0 0 1 1 0 1 0
0 0 1 0 0 1 0 1
0 1 1 0 0 0 1 0
0 1 0 1 0 0 0 1
0 0 1 0 1 0 0 1
0 0 0 1 0 1 1 0

1
2
3 4
5 6
7 8
8-5-4-3-3-1 A (
√
10)

0 1 2 0 0 0 0 0
1 2 0 0 0 0 0 0
2 0 0 1 0 0 0 0
0 0 1 0 0 1 1 0
0 0 0 0 0 1 1 1
0 0 0 1 1 0 0 1
0 0 0 1 1 0 0 1
0 0 0 0 1 1 1 0

1
2
3
4
5
6 7
8
8-5-4-3-3-1 B (
√
10)

0 2 1 0 0 0 0 0
2 0 0 1 0 0 0 0
1 0 0 1 1 0 0 0
0 1 1 0 0 1 0 0
0 0 1 0 0 0 2 0
0 0 0 1 0 0 0 2
0 0 0 0 2 0 0 1
0 0 0 0 0 2 1 0

1 2
3 4
5 6
7 8
8-6-4-2-2-2 (Q)

2 1 0 0 0 0 0 0
1 0 1 1 0 0 0 0
0 1 0 1 0 0 1 0
0 1 1 0 0 0 0 1
0 0 0 0 0 2 1 0
0 0 0 0 2 0 0 1
0 0 1 0 1 0 0 1
0 0 0 1 0 1 1 0

1
2
3 4
5 6
7 8
8-6-4-3-2-1 A (
√
2)
32
C THE DESSIN D’ENFANT DATASET

0 2 1 0 0 0 0 0
2 0 1 0 0 0 0 0
1 1 0 1 0 0 0 0
0 0 1 0 0 1 0 1
0 0 0 0 0 1 1 1
0 0 0 1 1 0 0 1
0 0 0 0 1 0 2 0
0 0 0 1 1 1 0 0

1 2
3
4
5
6 7 8
8-6-4-3-2-1 B (
√
2)

2 1 0 0 0 0 0 0
1 0 1 0 0 1 0 0
0 1 0 1 0 0 1 0
0 0 1 0 2 0 0 0
0 0 0 2 0 1 0 0
0 1 0 0 1 0 0 1
0 0 1 0 0 0 0 2
0 0 0 0 0 1 2 0

1
2
3 4 5 6
7 8
8-6-5-2-2-1 (Q)

2 1 0 0 0 0 0 0
1 0 1 1 0 0 0 0
0 1 0 1 0 1 0 0
0 1 1 0 0 0 0 1
0 0 0 0 0 1 1 1
0 0 1 0 1 0 0 1
0 0 0 0 1 0 2 0
0 0 0 1 1 1 0 0

1
2
3 4
5
6 7 8
8-6-5-3-1-1 A (
√
5)

0 1 2 0 0 0 0 0
1 2 0 0 0 0 0 0
2 0 0 1 0 0 0 0
0 0 1 0 0 1 0 1
0 0 0 0 0 1 1 1
0 0 0 1 1 0 0 1
0 0 0 0 1 0 2 0
0 0 0 1 1 1 0 0

1
2
3
4
5
6 7 8
8-6-5-3-1-1 B (
√
5)

0 1 1 1 0 0 0 0
1 0 0 1 0 1 0 0
1 0 2 0 0 0 0 0
1 1 0 0 1 0 0 0
0 0 0 1 0 0 2 0
0 1 0 0 0 0 1 1
0 0 0 0 2 1 0 0
0 0 0 0 0 1 0 2

1
2 3 4
5
76
8
1
4 3 2
5
7 6
8
8-6-6-2-1-1 A & B (
√−3)

0 2 1 0 0 0 0 0
2 0 1 0 0 0 0 0
1 1 0 1 0 0 0 0
0 0 1 0 0 0 1 1
0 0 0 0 2 1 0 0
0 0 0 0 1 0 1 1
0 0 0 1 0 1 0 1
0 0 0 1 0 1 1 0

1 2
3
4
5
6
7 8
8-7-3-3-2-1 (Q)

0 1 1 0 0 0 1 0
1 0 0 2 0 0 0 0
1 0 0 0 2 0 0 0
0 2 0 0 0 1 0 0
0 0 2 0 0 0 1 0
0 0 0 1 0 0 1 1
1 0 0 0 1 1 0 0
0 0 0 0 0 1 0 2

1
2 3
4 5
6 7
8
1
3 2
5 4
7 6
8
8-7-4-2-2-1 A & B (
√−7)

2 0 1 0 0 0 0 0
0 0 1 1 1 0 0 0
1 1 0 0 0 1 0 0
0 1 0 0 1 0 0 1
0 1 0 1 0 1 0 0
0 0 1 0 1 0 0 1
0 0 0 0 0 0 2 1
0 0 0 1 0 1 1 0

1
2 3
4 5 6
7
8
1
3 2
6 5 4
7
8
8-7-4-3-1-1 A & B (
√−6)
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
2 1 0 0 0 0 0 0
1 0 1 0 1 0 0 0
0 1 0 0 0 1 1 0
0 0 0 2 0 1 0 0
0 1 0 0 0 1 0 1
0 0 1 1 1 0 0 0
0 0 1 0 0 0 0 2
0 0 0 0 1 0 2 0

1
2
3 4 5
6
7 8
8-7-5-2-1-1 A (cubic)

0 1 2 0 0 0 0 0
1 2 0 0 0 0 0 0
2 0 0 1 0 0 0 0
0 0 1 0 1 0 0 1
0 0 0 1 0 1 1 0
0 0 0 0 1 2 0 0
0 0 0 0 1 0 0 2
0 0 0 1 0 0 2 0

1
2
3
4
5
6
7 8
1
2
3
4
6
5
8 7
8-7-5-2-1-1 B & C (cubic)

0 1 1 1 0 0 0 0
1 0 0 1 1 0 0 0
1 0 2 0 0 0 0 0
1 1 0 0 0 0 1 0
0 1 0 0 0 1 1 0
0 0 0 0 1 2 0 0
0 0 0 1 1 0 0 1
0 0 0 0 0 0 1 2

1
2 3 4
5 6
7
8
1
4 3 2
6 5
7
8
8-7-6-1-1-1 A & B (
√−3)

0 1 2 0 0 0 0 0
1 0 0 2 0 0 0 0
2 0 0 0 1 0 0 0
0 2 0 0 0 1 0 0
0 0 1 0 0 0 2 0
0 0 0 1 0 0 0 2
0 0 0 0 2 0 0 1
0 0 0 0 0 2 1 0

1 2
3 4
5 6
7 8
8-8-2-2-2-2 (Q)

2 1 0 0 0 0 0 0
1 0 1 1 0 0 0 0
0 1 0 1 0 1 0 0
0 1 1 0 0 0 0 1
0 0 0 0 2 0 1 0
0 0 1 0 0 0 1 1
0 0 0 0 1 1 0 1
0 0 0 1 0 1 1 0

1
2
3 4
5
6 7 8
8-8-3-3-1-1 A (Q)

0 1 1 1 0 0 0 0
1 0 1 0 1 0 0 0
1 1 0 1 0 0 0 0
1 0 1 0 0 0 1 0
0 1 0 0 0 1 1 0
0 0 0 0 1 2 0 0
0 0 0 1 1 0 0 1
0 0 0 0 0 0 1 2

1
2 3 4
5 6
7
8
1
4 3 2
56
7
8
8-8-3-3-1-1 B & C (
√−2)

0 1 1 0 0 1 0 0
1 2 0 0 0 0 0 0
1 0 0 1 0 0 0 1
0 0 1 0 2 0 0 0
0 0 0 2 0 1 0 0
1 0 0 0 1 0 0 1
0 0 0 0 0 0 2 1
0 0 1 0 0 1 1 0

1
2
3 4 5 6
7
8
8-8-4-2-1-1 (Q)

0 2 1 0 0 0 0 0
2 0 1 0 0 0 0 0
1 1 0 1 0 0 0 0
0 0 1 0 0 1 1 0
0 0 0 0 0 1 1 1
0 0 0 1 1 0 0 1
0 0 0 1 1 0 0 1
0 0 0 0 1 1 1 0

1 2
3
4
5
6 7
8
9-4-3-3-3-2 (Q)
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
2 1 0 0 0 0 0 0
1 0 1 1 0 0 0 0
0 1 0 1 0 1 0 0
0 1 1 0 0 0 1 0
0 0 0 0 0 1 1 1
0 0 1 0 1 0 0 1
0 0 0 1 1 0 0 1
0 0 0 0 1 1 1 0

1
2
3 4
5
6 7
8
9-5-3-3-3-1 (Q)

0 2 1 0 0 0 0 0
2 0 0 1 0 0 0 0
1 0 0 1 1 0 0 0
0 1 1 0 1 0 0 0
0 0 1 1 0 1 0 0
0 0 0 0 1 0 0 2
0 0 0 0 0 0 2 1
0 0 0 0 0 2 1 0

1 2
3 4
5
6
7
8
9-5-4-3-2-1 A (cubic)

0 2 1 0 0 0 0 0
2 0 0 0 1 0 0 0
1 0 0 1 0 1 0 0
0 0 1 0 1 1 0 0
0 1 0 1 0 0 1 0
0 0 1 1 0 0 1 0
0 0 0 0 1 1 0 1
0 0 0 0 0 0 1 2

1 2
3
4 5
6
7
8
2 1
3
5 4
6
7
8
9-5-4-3-2-1 B & C (cubic)

0 1 2 0 0 0 0 0
1 2 0 0 0 0 0 0
2 0 0 1 0 0 0 0
0 0 1 0 1 0 1 0
0 0 0 1 0 2 0 0
0 0 0 0 2 0 0 1
0 0 0 1 0 0 0 2
0 0 0 0 0 1 2 0

1
2
3
4
5
6
7
8
9-5-5-2-2-1 (Q)

0 2 1 0 0 0 0 0
2 0 1 0 0 0 0 0
1 1 0 1 0 0 0 0
0 0 1 0 1 0 1 0
0 0 0 1 0 0 1 1
0 0 0 0 0 2 0 1
0 0 0 1 1 0 0 1
0 0 0 0 1 1 1 0

1 2
3
4
5 6 7
8
9-6-3-3-2-1 A (cubic)

0 2 1 0 0 0 0 0
2 0 0 0 0 0 1 0
1 0 0 1 1 0 0 0
0 0 1 0 1 1 0 0
0 0 1 1 0 1 0 0
0 0 0 1 1 0 1 0
0 1 0 0 0 1 0 1
0 0 0 0 0 0 1 2

1 2
3
4 5
6 7
8
2 1
3
4 5
67
8
9-6-3-3-2-1 B & C (cubic)

2 1 0 0 0 0 0 0
1 0 1 1 0 0 0 0
0 1 0 1 0 1 0 0
0 1 1 0 0 0 0 1
0 0 0 0 0 1 1 1
0 0 1 0 1 0 0 1
0 0 0 0 1 0 2 0
0 0 0 1 1 1 0 0

1
2
3 4
5
6 7 8
9-6-4-3-1-1 (Q)

2 1 0 0 0 0 0 0
1 0 2 0 0 0 0 0
0 2 0 1 0 0 0 0
0 0 1 0 0 0 0 2
0 0 0 0 0 1 2 0
0 0 0 0 1 2 0 0
0 0 0 0 2 0 0 1
0 0 0 2 0 0 1 0

1
2
3
4
5
6
7
8
9-6-5-2-1-1 A (cubic)
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
0 2 1 0 0 0 0 0
2 0 0 0 0 0 1 0
1 0 0 1 0 1 0 0
0 0 1 0 1 1 0 0
0 0 0 1 2 0 0 0
0 0 1 1 0 0 1 0
0 1 0 0 0 1 0 1
0 0 0 0 0 0 1 2

1 2
3
4 5
6
7
8
2 1
3
5 4
6
7
8
9-6-5-2-1-1 B & C (cubic)

2 1 0 0 0 0 0 0
1 0 2 0 0 0 0 0
0 2 0 1 0 0 0 0
0 0 1 0 0 0 0 2
0 0 0 0 0 2 1 0
0 0 0 0 2 0 1 0
0 0 0 0 1 1 0 1
0 0 0 2 0 0 1 0

1
2
3
4
5 6
7
8
9-7-3-2-2-1 A (cubic)

0 2 1 0 0 0 0 0
2 0 1 0 0 0 0 0
1 1 0 1 0 0 0 0
0 0 1 0 0 1 1 0
0 0 0 0 2 1 0 0
0 0 0 1 1 0 0 1
0 0 0 1 0 0 0 2
0 0 0 0 0 1 2 0

1 2
3
4
5 6
7 8
1 2
3
4
6 5
8 7
9-7-3-2-2-1 B & C (cubic)

0 2 1 0 0 0 0 0
2 0 0 1 0 0 0 0
1 0 0 1 1 0 0 0
0 1 1 0 0 0 1 0
0 0 1 0 0 1 1 0
0 0 0 0 1 2 0 0
0 0 0 1 1 0 0 1
0 0 0 0 0 0 1 2

1 2
3 4
5 6
7
8
2 1
4 3
6 5
7
8
9-7-4-2-1-1 A & B (
√−7)

2 1 0 0 0 0 0 0
1 0 1 0 0 0 1 0
0 1 0 1 0 0 1 0
0 0 1 0 0 2 0 0
0 0 0 0 2 1 0 0
0 0 0 2 1 0 0 0
0 1 1 0 0 0 0 1
0 0 0 0 0 0 1 2

1
2
3 4 5 6
7
8
9-7-5-1-1-1 (Q)

2 1 0 0 0 0 0 0
1 0 0 1 0 0 1 0
0 0 0 0 1 2 0 0
0 1 0 0 1 0 1 0
0 0 1 1 0 1 0 0
0 0 2 0 1 0 0 0
0 1 0 1 0 0 0 1
0 0 0 0 0 0 1 2

1
2
3
4 5
6 7
8
9-8-3-2-1-1 A (cubic)

0 2 1 0 0 0 0 0
2 0 0 0 0 1 0 0
1 0 0 1 1 0 0 0
0 0 1 2 0 0 0 0
0 0 1 0 0 1 1 0
0 1 0 0 1 0 1 0
0 0 0 0 1 1 0 1
0 0 0 0 0 0 1 2

1 2
3 4
5 6
7
8
2 1
4 3
6 5
7
8
9-8-3-2-1-1 B & C (cubic)

2 1 0 0 0 0 0 0
1 0 1 1 0 0 0 0
0 1 0 0 0 2 0 0
0 1 0 0 0 0 2 0
0 0 0 0 2 0 0 1
0 0 2 0 0 0 0 1
0 0 0 2 0 0 0 1
0 0 0 0 1 1 1 0

1
2
3 4
5
6 78
9-9-2-2-1-1 A (Q)
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
2 1 0 0 0 0 0 0
1 0 2 0 0 0 0 0
0 2 0 1 0 0 0 0
0 0 1 0 0 0 0 2
0 0 0 0 2 1 0 0
0 0 0 0 1 0 2 0
0 0 0 0 0 2 0 1
0 0 0 2 0 0 1 0

1
2
3
4
5
6
7
8
9-9-2-2-1-1 B (cubic)

0 2 1 0 0 0 0 0
2 0 0 0 0 1 0 0
1 0 0 2 0 0 0 0
0 0 2 0 0 0 1 0
0 0 0 0 2 1 0 0
0 1 0 0 1 0 1 0
0 0 0 1 0 1 0 1
0 0 0 0 0 0 1 2

1 2
3
4 5 6
7
8
2 1
3
6 5
4
7
8
9-9-2-2-1-1 C & D (cubic)

0 2 1 0 0 0 0 0
2 0 1 0 0 0 0 0
1 1 0 1 0 0 0 0
0 0 1 0 1 1 0 0
0 0 0 1 0 1 1 0
0 0 0 1 1 0 0 1
0 0 0 0 1 0 0 2
0 0 0 0 0 1 2 0

1 2
3
4
5 6
7 8
10-4-3-3-2-2 (Q)

2 1 0 0 0 0 0 0
1 0 1 1 0 0 0 0
0 1 0 1 1 0 0 0
0 1 1 0 0 1 0 0
0 0 1 0 0 1 1 0
0 0 0 1 1 0 0 1
0 0 0 0 1 0 0 2
0 0 0 0 0 1 2 0

1
2
3 4
5 6
7 8
10-4-4-3-2-1 (Q)

0 2 1 0 0 0 0 0
2 0 1 0 0 0 0 0
1 1 0 1 0 0 0 0
0 0 1 0 1 1 0 0
0 0 0 1 0 0 2 0
0 0 0 1 0 0 0 2
0 0 0 0 2 0 0 1
0 0 0 0 0 2 1 0

1 2
3
4
5 6
7 8
10-5-3-2-2-2 (Q)

2 1 0 0 0 0 0 0
1 0 2 0 0 0 0 0
0 2 0 1 0 0 0 0
0 0 1 0 1 0 0 1
0 0 0 1 0 1 0 1
0 0 0 0 1 0 2 0
0 0 0 0 0 2 0 1
0 0 0 1 1 0 1 0

1
2
3
4
5 6 7 8
10-5-4-2-2-1 A (cubic)

0 2 1 0 0 0 0 0
2 0 0 1 0 0 0 0
1 0 0 1 1 0 0 0
0 1 1 0 0 0 1 0
0 0 1 0 0 2 0 0
0 0 0 0 2 0 1 0
0 0 0 1 0 1 0 1
0 0 0 0 0 0 1 2

1 2
3 4
5
6
7
8
2 1
4 3
5
6
7
8
10-5-4-2-2-1 B & C (cubic)

2 1 0 0 0 0 0 0
1 0 1 0 0 1 0 0
0 1 0 1 0 0 1 0
0 0 1 0 2 0 0 0
0 0 0 2 0 1 0 0
0 1 0 0 1 0 1 0
0 0 1 0 0 1 0 1
0 0 0 0 0 0 1 2

1
2
3 4 5 6
7
8
10-5-5-2-1-1 A (
√
5)
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
0 1 2 0 0 0 0 0
1 2 0 0 0 0 0 0
2 0 0 1 0 0 0 0
0 0 1 0 2 0 0 0
0 0 0 2 0 1 0 0
0 0 0 0 1 0 0 2
0 0 0 0 0 0 2 1
0 0 0 0 0 2 1 0

1
2
3
4
5
6
7
8
10-5-5-2-1-1 B (
√
5)

2 1 0 0 0 0 0 0
1 0 1 1 0 0 0 0
0 1 0 1 1 0 0 0
0 1 1 0 0 1 0 0
0 0 1 0 0 0 2 0
0 0 0 1 0 0 0 2
0 0 0 0 2 0 0 1
0 0 0 0 0 2 1 0

1
2
3 4
5 6
7 8
10-6-3-2-2-1 (Q)

2 1 0 0 0 0 0 0
1 0 1 0 0 1 0 0
0 1 0 1 0 0 1 0
0 0 1 0 2 0 0 0
0 0 0 2 0 0 1 0
0 1 0 0 0 0 1 1
0 0 1 0 1 1 0 0
0 0 0 0 0 1 0 2

1
2 3
4
5
76
8
10-6-4-2-1-1 A (Q)

2 1 0 0 0 0 0 0
1 0 2 0 0 0 0 0
0 2 0 0 1 0 0 0
0 0 0 0 1 1 1 0
0 0 1 1 0 1 0 0
0 0 0 1 1 0 1 0
0 0 0 1 0 1 0 1
0 0 0 0 0 0 1 2

1
2
3
4 5 6
7
8
10-6-4-2-1-1 B (Q)

2 1 0 0 0 0 0 0
1 0 1 0 0 1 0 0
0 1 0 1 0 0 1 0
0 0 1 0 1 0 1 0
0 0 0 1 2 0 0 0
0 1 0 0 0 0 1 1
0 0 1 1 0 1 0 0
0 0 0 0 0 1 0 2

1
2 3
4 5
76
8
10-6-5-1-1-1 A (Q)

2 1 0 0 0 0 0 0
1 0 1 1 0 0 0 0
0 1 2 0 0 0 0 0
0 1 0 0 0 0 0 2
0 0 0 0 0 1 2 0
0 0 0 0 1 2 0 0
0 0 0 0 2 0 0 1
0 0 0 2 0 0 1 0

1 2 3
4
5
6
7
8
10-6-5-1-1-1 B (cubic)

0 1 2 0 0 0 0 0
1 2 0 0 0 0 0 0
2 0 0 1 0 0 0 0
0 0 1 0 0 1 1 0
0 0 0 0 2 1 0 0
0 0 0 1 1 0 1 0
0 0 0 1 0 1 0 1
0 0 0 0 0 0 1 2

1
2
3
4
5 6
7
8
1
2
3
4
6 5
7
8
10-6-5-1-1-1 C & D (cubic)

2 1 0 0 0 0 0 0
1 0 1 1 0 0 0 0
0 1 0 0 2 0 0 0
0 1 0 0 0 2 0 0
0 0 2 0 0 0 1 0
0 0 0 2 0 0 0 1
0 0 0 0 1 0 0 2
0 0 0 0 0 1 2 0

1
2
3 4
5 6
7 8
10-7-2-2-2-1 (Q)
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
2 1 0 0 0 0 0 0
1 0 1 1 0 0 0 0
0 1 2 0 0 0 0 0
0 1 0 0 0 0 0 2
0 0 0 0 0 2 1 0
0 0 0 0 2 0 1 0
0 0 0 0 1 1 0 1
0 0 0 2 0 0 1 0

1 2 3
4
5 6
7
8
10-7-3-2-1-1 A (
√
21)

0 1 1 0 1 0 0 0
1 0 1 1 0 0 0 0
1 1 0 0 1 0 0 0
0 1 0 2 0 0 0 0
1 0 1 0 0 1 0 0
0 0 0 0 1 0 2 0
0 0 0 0 0 2 0 1
0 0 0 0 0 0 1 2

1 2 3
4
5
6
7
8
10-7-3-2-1-1 B (
√
21)

2 1 0 0 0 0 0 0
1 0 1 0 1 0 0 0
0 1 0 0 0 1 1 0
0 0 0 2 0 1 0 0
0 1 0 0 0 1 1 0
0 0 1 1 1 0 0 0
0 0 1 0 1 0 0 1
0 0 0 0 0 0 1 2

1
2
3 4 5
6
7
8
10-7-4-1-1-1 (Q)

2 1 0 0 0 0 0 0
1 0 1 0 0 1 0 0
0 1 0 0 1 0 1 0
0 0 0 2 1 0 0 0
0 0 1 1 0 0 1 0
0 1 0 0 0 0 1 1
0 0 1 0 1 1 0 0
0 0 0 0 0 1 0 2

1
2 3
4 5
6
7
8
10-8-3-1-1-1 (Q)

2 1 0 0 0 0 0 0
1 0 1 1 0 0 0 0
0 1 2 0 0 0 0 0
0 1 0 0 0 0 0 2
0 0 0 0 2 1 0 0
0 0 0 0 1 0 2 0
0 0 0 0 0 2 0 1
0 0 0 2 0 0 1 0

1 2 3
4
5
6
7
8
10-9-2-1-1-1 A (
√
5)

2 1 0 0 0 0 0 0
1 0 2 0 0 0 0 0
0 2 0 1 0 0 0 0
0 0 1 0 0 0 1 1
0 0 0 0 2 0 1 0
0 0 0 0 0 2 0 1
0 0 0 1 1 0 0 1
0 0 0 1 0 1 1 0

1
2
3
4
5 6
7 8
10-9-2-1-1-1 B (
√
5)

2 1 0 0 0 0 0 0
1 0 1 0 0 1 0 0
0 1 0 1 0 0 1 0
0 0 1 2 0 0 0 0
0 0 0 0 2 1 0 0
0 1 0 0 1 0 1 0
0 0 1 0 0 1 0 1
0 0 0 0 0 0 1 2

1
2
3 4
5 6
7
8
1
2
5 6
8 7
3
4
10-10-1-1-1-1 A & B (
√
5)

2 1 0 0 0 0 0 0
1 0 1 1 0 0 0 0
0 1 2 0 0 0 0 0
0 1 0 0 0 0 0 2
0 0 0 0 2 0 1 0
0 0 0 0 0 2 1 0
0 0 0 0 1 1 0 1
0 0 0 2 0 0 1 0

1 2 3
4
5 6
7
8
10-10-1-1-1-1 C (Q)
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
2 1 0 0 0 0 0 0
1 0 2 0 0 0 0 0
0 2 0 1 0 0 0 0
0 0 1 0 0 1 1 0
0 0 0 0 0 1 1 1
0 0 0 1 1 0 0 1
0 0 0 1 1 0 0 1
0 0 0 0 1 1 1 0

1
2
3
4
5
6 7
8
11-4-3-3-2-1 (Q)

2 1 0 0 0 0 0 0
1 0 1 1 0 0 0 0
0 1 0 0 1 0 1 0
0 1 0 0 1 1 0 0
0 0 1 1 0 0 1 0
0 0 0 1 0 0 1 1
0 0 1 0 1 1 0 0
0 0 0 0 0 1 0 2

1
2 3
4 5
6 7
8
11-4-4-3-1-1 (Q)

0 2 1 0 0 0 0 0
2 0 1 0 0 0 0 0
1 1 0 1 0 0 0 0
0 0 1 0 2 0 0 0
0 0 0 2 0 1 0 0
0 0 0 0 1 0 0 2
0 0 0 0 0 0 2 1
0 0 0 0 0 2 1 0

1 2
3
4
5
6
7
8
11-5-3-2-2-1 (Q)

2 1 0 0 0 0 0 0
1 0 1 1 0 0 0 0
0 1 0 1 1 0 0 0
0 1 1 0 1 0 0 0
0 0 1 1 0 1 0 0
0 0 0 0 1 0 0 2
0 0 0 0 0 0 2 1
0 0 0 0 0 2 1 0

1
2
3 4
5
6
7
8
11-5-3-3-1-1 A (
√
5)

2 1 0 0 0 0 0 0
1 0 1 0 0 1 0 0
0 1 0 1 1 0 0 0
0 0 1 0 1 0 1 0
0 0 1 1 0 0 1 0
0 1 0 0 0 0 1 1
0 0 0 1 1 1 0 0
0 0 0 0 0 1 0 2

1
2 3
4 5
6 7
8
11-5-3-3-1-1 B (
√
5)

2 1 0 0 0 0 0 0
1 0 1 1 0 0 0 0
0 1 2 0 0 0 0 0
0 1 0 0 0 0 1 1
0 0 0 0 0 2 1 0
0 0 0 0 2 0 0 1
0 0 0 1 1 0 0 1
0 0 0 1 0 1 1 0

1 2 3
4
5 6
7 8
11-5-4-2-1-1 A (cubic)

0 1 2 0 0 0 0 0
1 2 0 0 0 0 0 0
2 0 0 1 0 0 0 0
0 0 1 0 1 0 1 0
0 0 0 1 0 2 0 0
0 0 0 0 2 0 1 0
0 0 0 1 0 1 0 1
0 0 0 0 0 0 1 2

1
2
3
4
5
6
7
8
1
2
3
4 5
6
7
8
11-5-4-2-1-1 B & C (cubic)

0 1 2 0 0 0 0 0
1 2 0 0 0 0 0 0
2 0 0 0 1 0 0 0
0 0 0 2 1 0 0 0
0 0 1 1 0 1 0 0
0 0 0 0 1 0 0 2
0 0 0 0 0 0 2 1
0 0 0 0 0 2 1 0

1
2
3
4 5
6
7
8
11-5-5-1-1-1 (Q)
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
2 1 0 0 0 0 0 0
1 0 2 0 0 0 0 0
0 2 0 1 0 0 0 0
0 0 1 0 1 0 1 0
0 0 0 1 0 0 1 1
0 0 0 0 0 2 0 1
0 0 0 1 1 0 0 1
0 0 0 0 1 1 1 0

1
2
3
4
5 6 7
8
11-6-3-2-1-1 A (cubic)

0 2 1 0 0 0 0 0
2 0 1 0 0 0 0 0
1 1 0 1 0 0 0 0
0 0 1 0 1 0 1 0
0 0 0 1 0 1 1 0
0 0 0 0 1 2 0 0
0 0 0 1 1 0 0 1
0 0 0 0 0 0 1 2

1 2
3
4
5 6
7
8
1 2
3
4
56
7
8
11-6-3-2-1-1 B & C (cubic)

2 1 0 0 0 0 0 0
1 0 1 0 0 1 0 0
0 1 0 0 1 0 1 0
0 0 0 2 1 0 0 0
0 0 1 1 0 0 1 0
0 1 0 0 0 0 1 1
0 0 1 0 1 1 0 0
0 0 0 0 0 1 0 2

1
2 3
4
5
6 7
8
11-6-4-1-1-1 A (
√
33)

2 1 0 0 0 0 0 0
1 0 1 1 0 0 0 0
0 1 2 0 0 0 0 0
0 1 0 0 0 1 0 1
0 0 0 0 0 1 1 1
0 0 0 1 1 0 0 1
0 0 0 0 1 0 2 0
0 0 0 1 1 1 0 0

1 2 3
4
5
6 7 8
11-6-4-1-1-1 B (
√
33)

0 2 1 0 0 0 0 0
2 0 0 0 1 0 0 0
1 0 0 1 1 0 0 0
0 0 1 2 0 0 0 0
0 1 1 0 0 1 0 0
0 0 0 0 1 0 2 0
0 0 0 0 0 2 0 1
0 0 0 0 0 0 1 2

1 2
3 4
5
6
7
8
2 1
4 3
5
6
7
8
11-7-2-2-1-1 A & B (
√−7)

2 1 0 0 0 0 0 0
1 0 1 1 0 0 0 0
0 1 2 0 0 0 0 0
0 1 0 0 0 0 1 1
0 0 0 0 2 1 0 0
0 0 0 0 1 0 1 1
0 0 0 1 0 1 0 1
0 0 0 1 0 1 1 0

1 2 3
4
5
6
7 8
11-7-3-1-1-1 A (cubic)

2 1 0 0 0 0 0 0
1 0 1 0 0 1 0 0
0 1 0 1 1 0 0 0
0 0 1 2 0 0 0 0
0 0 1 0 0 1 1 0
0 1 0 0 1 0 1 0
0 0 0 0 1 1 0 1
0 0 0 0 0 0 1 2

1
2
3 4
5 6
7
8
1
2
4 3
6 5
7
8
11-7-3-1-1-1 B & C (cubic)

2 1 0 0 0 0 0 0
1 0 1 1 0 0 0 0
0 1 2 0 0 0 0 0
0 1 0 0 1 0 0 1
0 0 0 1 0 1 0 1
0 0 0 0 1 2 0 0
0 0 0 0 0 0 2 1
0 0 0 1 1 0 1 0

1 2 3
4
5 6 7 8
11-9-1-1-1-1 (Q)
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
2 0 1 0 0 0 0 0
0 2 0 0 1 0 0 0
1 0 0 1 0 0 1 0
0 0 1 0 1 1 0 0
0 1 0 1 0 0 0 1
0 0 0 1 0 2 0 0
0 0 1 0 0 0 0 2
0 0 0 0 1 0 2 0

1 2
3 54
6
7 8
6
4
3 1 5 2
7 8
6
4
1 3 2 5
7 8
11-8-2-1-1-1 A, B, & C (cubic)

0 2 1 0 0 0 0 0
2 0 1 0 0 0 0 0
1 1 0 1 0 0 0 0
0 0 1 0 2 0 0 0
0 0 0 2 0 1 0 0
0 0 0 0 1 0 1 1
0 0 0 0 0 1 0 2
0 0 0 0 0 1 2 0

1 2
3
4
5
6
7 8
12-3-3-2-2-2 (Q)

2 1 0 0 0 0 0 0
1 0 1 1 0 0 0 0
0 1 0 1 1 0 0 0
0 1 1 0 1 0 0 0
0 0 1 1 0 1 0 0
0 0 0 0 1 0 1 1
0 0 0 0 0 1 0 2
0 0 0 0 0 1 2 0

1
2
3 4
5
6
7 8
12-3-3-3-2-1 (Q)

2 1 0 0 0 0 0 0
1 0 2 0 0 0 0 0
0 2 0 1 0 0 0 0
0 0 1 0 1 1 0 0
0 0 0 1 0 1 1 0
0 0 0 1 1 0 0 1
0 0 0 0 1 0 0 2
0 0 0 0 0 1 2 0

1
2
3
4
5 6
7 8
12-4-3-2-2-1 A (Q)

0 2 1 0 0 0 0 0
2 0 1 0 0 0 0 0
1 1 0 1 0 0 0 0
0 0 1 0 1 0 1 0
0 0 0 1 0 2 0 0
0 0 0 0 2 0 1 0
0 0 0 1 0 1 0 1
0 0 0 0 0 0 1 2

1 2
3
4
5
6
7
8
1 2
3
4
5
6
7
8
12-4-3-2-2-1 B & C (
√−3)

2 1 0 0 0 0 0 0
1 0 1 1 0 0 0 0
0 1 0 1 1 0 0 0
0 1 1 0 0 1 0 0
0 0 1 0 0 1 1 0
0 0 0 1 1 0 1 0
0 0 0 0 1 1 0 1
0 0 0 0 0 0 1 2

1
2
3 4
5 6
7
8
12-4-3-3-1-1 A (Q)

2 1 0 0 0 0 0 0
1 0 1 1 0 0 0 0
0 1 2 0 0 0 0 0
0 1 0 0 0 1 1 0
0 0 0 0 0 1 1 1
0 0 0 1 1 0 0 1
0 0 0 1 1 0 0 1
0 0 0 0 1 1 1 0

1 2 3
4
5
6 7
8
12-4-3-3-1-1 B (Q)
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
2 1 0 0 0 0 0 0
1 0 1 0 1 0 0 0
0 1 0 1 0 1 0 0
0 0 1 0 0 0 2 0
0 1 0 0 0 1 0 1
0 0 1 0 1 0 1 0
0 0 0 2 0 1 0 0
0 0 0 0 1 0 0 2

1
2 3 4
75 6
8
12-4-4-2-1-1 (Q)

2 1 0 0 0 0 0 0
1 0 2 0 0 0 0 0
0 2 0 1 0 0 0 0
0 0 1 0 1 1 0 0
0 0 0 1 0 0 2 0
0 0 0 1 0 0 0 2
0 0 0 0 2 0 0 1
0 0 0 0 0 2 1 0

1
2
3
4
5 6
7 8
12-5-2-2-2-1 (Q)

2 1 0 0 0 0 0 0
1 0 1 1 0 0 0 0
0 1 0 1 0 0 1 0
0 1 1 0 1 0 0 0
0 0 0 1 0 2 0 0
0 0 0 0 2 0 1 0
0 0 1 0 0 1 0 1
0 0 0 0 0 0 1 2

1
2
3 4
5
67
8
1
2
4 3
5
6
7
8
12-5-3-2-1-1 A & B (quartic)

0 1 2 0 0 0 0 0
1 2 0 0 0 0 0 0
2 0 0 1 0 0 0 0
0 0 1 0 1 1 0 0
0 0 0 1 2 0 0 0
0 0 0 1 0 0 1 1
0 0 0 0 0 1 0 2
0 0 0 0 0 1 2 0

1
2
3
4 5
6
7 8
1
2
3
5 4
6
7 8
12-5-3-2-1-1 C & D (quartic)

2 1 0 0 0 0 0 0
1 0 1 1 0 0 0 0
0 1 0 0 2 0 0 0
0 1 0 0 0 2 0 0
0 0 2 0 0 0 1 0
0 0 0 2 0 0 1 0
0 0 0 0 1 1 0 1
0 0 0 0 0 0 1 2

1
2
3 4
5 6
7
8
12-6-2-2-1-1 A (Q)

0 1 0 2 0 0 0 0
1 0 1 0 0 0 1 0
0 1 2 0 0 0 0 0
2 0 0 0 1 0 0 0
0 0 0 1 0 2 0 0
0 0 0 0 2 0 1 0
0 1 0 0 0 1 0 1
0 0 0 0 0 0 1 2

1 2 3
4
5
6 7 8
12-6-2-2-1-1 B (Q)

2 1 0 0 0 0 0 0
1 0 1 1 0 0 0 0
0 1 2 0 0 0 0 0
0 1 0 0 1 0 1 0
0 0 0 1 0 0 1 1
0 0 0 0 0 2 0 1
0 0 0 1 1 0 0 1
0 0 0 0 1 1 1 0

1 2 3
4
5 6 7
8
12-6-3-1-1-1 (Q)

0 2 0 1 0 0 0 0
2 0 0 0 1 0 0 0
0 0 2 1 0 0 0 0
1 0 1 0 1 0 0 0
0 1 0 1 0 0 1 0
0 0 0 0 0 2 1 0
0 0 0 0 1 1 0 1
0 0 0 0 0 0 1 2

1
2
3 4
5
6 7 8
1
4 3 2
5
6 7 8
12-7-2-1-1-1 A & B (
√−3)
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
0 2 1 0 0 0 0 0
2 0 1 0 0 0 0 0
1 1 0 0 1 0 0 0
0 0 0 2 1 0 0 0
0 0 1 1 0 1 0 0
0 0 0 0 1 0 1 1
0 0 0 0 0 1 0 2
0 0 0 0 0 1 2 0

1 2
3
4 5
6
7 8
13-3-3-2-2-1 (Q)

2 1 0 0 0 0 0 0
1 0 1 1 0 0 0 0
0 1 2 0 0 0 0 0
0 1 0 0 1 1 0 0
0 0 0 1 0 1 1 0
0 0 0 1 1 0 0 1
0 0 0 0 1 0 0 2
0 0 0 0 0 1 2 0

1 2 3
4
5 6
7 8
13-4-3-2-1-1 (Q)

2 1 0 0 0 0 0 0
1 0 1 1 0 0 0 0
0 1 2 0 0 0 0 0
0 1 0 0 1 1 0 0
0 0 0 1 0 0 2 0
0 0 0 1 0 0 0 2
0 0 0 0 2 0 0 1
0 0 0 0 0 2 1 0

1 2 3
4
5 6
7 8
13-5-2-2-1-1 A (
√
65)

2 1 0 0 0 0 0 0
1 0 2 0 0 0 0 0
0 2 0 1 0 0 0 0
0 0 1 0 2 0 0 0
0 0 0 2 0 1 0 0
0 0 0 0 1 0 0 2
0 0 0 0 0 0 2 1
0 0 0 0 0 2 1 0

1
2
3
4
5
6
7
8
13-5-2-2-1-1 B (
√
65)

2 1 0 0 0 0 0 0
1 0 1 0 1 0 0 0
0 1 0 1 1 0 0 0
0 0 1 2 0 0 0 0
0 1 1 0 0 1 0 0
0 0 0 0 1 0 0 2
0 0 0 0 0 0 2 1
0 0 0 0 0 2 1 0

1 2 3 4
5
6
7
8
13-5-3-1-1-1 (Q)

2 1 0 0 0 0 0 0
1 0 2 0 0 0 0 0
0 2 0 1 0 0 0 0
0 0 1 0 0 1 1 0
0 0 0 0 2 1 0 0
0 0 0 1 1 0 1 0
0 0 0 1 0 1 0 1
0 0 0 0 0 0 1 2

1
2
3
4
6
7
8
5
1
2
3
4
6 5
7
8
13-6-2-1-1-1 A & B (
√−3)

2 1 0 0 0 0 0 0
1 0 0 1 0 1 0 0
0 0 2 1 0 0 0 0
0 1 1 0 0 0 1 0
0 0 0 0 2 1 0 0
0 1 0 0 1 0 1 0
0 0 0 1 0 1 0 1
0 0 0 0 0 0 1 2

1
2
3 4 5 6
7
8
13-7-1-1-1-1 (Q)

2 1 0 0 0 0 0 0
1 0 2 0 0 0 0 0
0 2 0 1 0 0 0 0
0 0 1 0 2 0 0 0
0 0 0 2 0 1 0 0
0 0 0 0 1 0 1 1
0 0 0 0 0 1 0 2
0 0 0 0 0 1 2 0

1
2
3
4
5
6
7 8
14-3-2-2-2-1 (Q)
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
2 1 0 0 0 0 0 0
1 0 1 0 1 0 0 0
0 1 0 1 1 0 0 0
0 0 1 2 0 0 0 0
0 1 1 0 0 1 0 0
0 0 0 0 1 0 1 1
0 0 0 0 0 1 0 2
0 0 0 0 0 1 2 0

E
G
1 2 3 4
5
6
7 8
14-3-3-2-1-1 A (Q)

2 1 0 0 0 0 0 0
1 0 1 1 0 0 0 0
0 1 0 1 1 0 0 0
0 1 1 0 1 0 0 0
0 0 1 1 0 1 0 0
0 0 0 0 1 0 2 0
0 0 0 0 0 2 0 1
0 0 0 0 0 0 1 2

1
2
3 4
5
6
7
8
14-3-3-2-1-1 B (Q)

2 1 0 0 0 0 0 0
1 0 2 0 0 0 0 0
0 2 0 1 0 0 0 0
0 0 1 0 1 0 1 0
0 0 0 1 0 2 0 0
0 0 0 0 2 0 1 0
0 0 0 1 0 1 0 1
0 0 0 0 0 0 1 2

1
2
3
4
5
6
7
8
1
2
3
4
5
6
7
8
14-4-2-2-1-1 A & B (
√−7)

2 1 0 0 0 0 0 0
1 0 1 0 0 1 0 0
0 1 0 1 0 0 1 0
0 0 1 0 1 0 1 0
0 0 0 1 2 0 0 0
0 1 0 0 0 0 1 1
0 0 1 1 0 1 0 0
0 0 0 0 0 1 0 2

1
2 3
6
4 5
7
8
14-4-3-1-1-1 (Q)

2 1 0 0 0 0 0 0
1 0 1 1 0 0 0 0
0 1 0 0 0 2 0 0
0 1 0 0 1 0 1 0
0 0 0 1 2 0 0 0
0 0 2 0 0 0 1 0
0 0 0 1 0 1 0 1
0 0 0 0 0 0 1 2

1
2
3
4 5
6
7
8
14-5-2-1-1-1 A (Q)

2 1 0 0 0 0 0 0
1 0 1 1 0 0 0 0
0 1 2 0 0 0 0 0
0 1 0 0 2 0 0 0
0 0 0 2 0 1 0 0
0 0 0 0 1 0 0 2
0 0 0 0 0 0 2 1
0 0 0 0 0 2 1 0

1 2 3
4
5
6
7
8
14-5-2-1-1-1 B (cubic)

2 1 0 0 0 0 0 0
1 0 2 0 0 0 0 0
0 2 0 1 0 0 0 0
0 0 1 0 1 1 0 0
0 0 0 1 2 0 0 0
0 0 0 1 0 0 0 2
0 0 0 0 0 0 2 1
0 0 0 0 0 2 1 0

1
2
3
4 5
6
7
8
1
2
3
5 4
6
7
8
14-5-2-1-1-1 C & D (cubic)

2 1 0 0 0 0 0 0
1 0 1 0 1 0 0 0
0 1 0 1 1 0 0 0
0 0 1 2 0 0 0 0
0 1 1 0 0 0 1 0
0 0 0 0 0 2 1 0
0 0 0 0 1 1 0 1
0 0 0 0 0 0 1 2

1
2
3 4
5
6 7 8
1
2
4 3
5
6 7 8
14-6-1-1-1-1 A & B (
√−3)
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
2 1 0 0 0 0 0 0
1 0 1 1 0 0 0 0
0 1 2 0 0 0 0 0
0 1 0 0 2 0 0 0
0 0 0 2 0 1 0 0
0 0 0 0 1 0 1 1
0 0 0 0 0 1 0 2
0 0 0 0 0 1 2 0

1 2 3
4
5
6
7 8
15-3-2-2-1-1 A (Q)

2 1 0 0 0 0 0 0
1 0 2 0 0 0 0 0
0 2 0 1 0 0 0 0
0 0 1 0 1 1 0 0
0 0 0 1 2 0 0 0
0 0 0 1 0 0 1 1
0 0 0 0 0 1 0 2
0 0 0 0 0 1 2 0

1
2
3
4 5
6
7 8
1
2
3
5 4
6
7 8
15-3-2-2-1-1 B & C (
√−15)

2 1 0 0 0 0 0 0
1 0 1 1 0 0 0 0
0 1 0 1 1 0 0 0
0 1 1 0 1 0 0 0
0 0 1 1 0 0 1 0
0 0 0 0 0 2 1 0
0 0 0 0 1 1 0 1
0 0 0 0 0 0 1 2

1
2
3 4
5
6 7 8
15-3-3-1-1-1 (Q)

2 1 0 0 0 0 0 0
1 0 1 0 1 0 0 0
0 1 0 2 0 0 0 0
0 0 2 0 1 0 0 0
0 1 0 1 0 0 1 0
0 0 0 0 0 2 1 0
0 0 0 0 1 1 0 1
0 0 0 0 0 0 1 2

1
2
3
4
5
6 7 8
1
2
3
4
5
6 7 8
15-4-2-1-1-1 A & B (
√−15)

2 1 0 0 0 0 0 0
1 0 1 1 0 0 0 0
0 1 2 0 0 0 0 0
0 1 0 0 1 1 0 0
0 0 0 1 2 0 0 0
0 0 0 1 0 0 0 2
0 0 0 0 0 0 2 1
0 0 0 0 0 2 1 0

1 2 3
4 5
6
7
8
1 2 3
45
6
7
8
15-5-1-1-1-1 A & B (
√−15)

2 1 0 0 0 0 0 0
1 0 2 0 0 0 0 0
0 2 0 1 0 0 0 0
0 0 1 0 2 0 0 0
0 0 0 2 0 1 0 0
0 0 0 0 1 0 2 0
0 0 0 0 0 2 0 1
0 0 0 0 0 0 1 2

1
2
3
4
5
6
7
8
16-2-2-2-1-1 (Q)

2 1 0 0 0 0 0 0
1 0 2 0 0 0 0 0
0 2 0 1 0 0 0 0
0 0 1 0 1 1 0 0
0 0 0 1 0 1 1 0
0 0 0 1 1 0 0 1
0 0 0 0 1 0 2 0
0 0 0 0 0 1 0 2

1
2
3
4
5 6
7 8
16-3-2-1-1-1 A (Q)

2 1 0 0 0 0 0 0
1 0 1 1 0 0 0 0
0 1 2 0 0 0 0 0
0 1 0 0 1 1 0 0
0 0 0 1 2 0 0 0
0 0 0 1 0 0 1 1
0 0 0 0 0 1 0 2
0 0 0 0 0 1 2 0

1 2 3
4 5
6
7 8
1 2 3
45
6
7 8
16-3-2-1-1-1 B & C (
√−2)
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
2 0 1 0 0 0 0 0
0 2 0 1 0 0 0 0
1 0 0 1 1 0 0 0
0 1 1 0 0 1 0 0
0 0 1 0 0 1 1 0
0 0 0 1 1 0 0 1
0 0 0 0 1 0 2 0
0 0 0 0 0 1 0 2

1 2
3 4
5 6
7 8
16-4-1-1-1-1 (Q)

2 1 0 0 0 0 0 0
1 0 2 0 0 0 0 0
0 2 0 1 0 0 0 0
0 0 1 0 2 0 0 0
0 0 0 2 0 0 1 0
0 0 0 0 0 2 1 0
0 0 0 0 1 1 0 1
0 0 0 0 0 0 1 2

1
2
3
4
5
6 7 8
17-2-2-1-1-1 A (
√
17)

2 1 0 0 0 0 0 0
1 0 2 0 0 0 0 0
0 2 0 0 1 0 0 0
0 0 0 2 1 0 0 0
0 0 1 1 0 1 0 0
0 0 0 0 1 0 2 0
0 0 0 0 0 2 0 1
0 0 0 0 0 0 1 2

1
2
3
54
6
7
8
17-2-2-1-1-1 B (
√
17)

2 1 0 0 0 0 0 0
1 0 1 1 0 0 0 0
0 1 2 0 0 0 0 0
0 1 0 0 1 1 0 0
0 0 0 1 0 1 1 0
0 0 0 1 1 0 0 1
0 0 0 0 1 0 2 0
0 0 0 0 0 1 0 2

1 2 3
4
5 6
7 8
17-3-1-1-1-1 (Q)

2 1 0 0 0 0 0 0
1 0 1 1 0 0 0 0
0 1 2 0 0 0 0 0
0 1 0 0 2 0 0 0
0 0 0 2 0 0 1 0
0 0 0 0 0 2 1 0
0 0 0 0 1 1 0 1
0 0 0 0 0 0 1 2

1 2 3
4
5
6 7 8
18-2-1-1-1-1 A (Q)

2 1 0 0 0 0 0 0
1 0 1 0 1 0 0 0
0 1 2 0 0 0 0 0
0 0 0 2 1 0 0 0
0 1 0 1 0 1 0 0
0 0 0 0 1 0 2 0
0 0 0 0 0 2 0 1
0 0 0 0 0 0 1 2

1 2 3
4 5
6
7
8
1 2 3
45
6
7
8
18-2-1-1-1-1 B & C (
√−3)

2 1 0 0 0 0 0 0
1 0 1 0 1 0 0 0
0 1 2 0 0 0 0 0
0 0 0 2 1 0 0 0
0 1 0 1 0 0 1 0
0 0 0 0 0 2 1 0
0 0 0 0 1 1 0 1
0 0 0 0 0 0 1 2

1 2 3
4 5
6 7 8
19-1-1-1-1-1 (Q)
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