Abstract-This paper presents an approach to using semantic web services in managing production processes. In particular, the devices in the production systems considered expose web service interfaces through which they can then be controlled, while semantic web service descriptions formulated in web ontology language for services (OWL-S) make it possible to determine the conditions and effects of invoking the web services. The approach involves three web services that cooperate to achieve production goals using the domain web services. In particular, one of the three services maintains a semantic model of the current state of the system, while another uses the model to compose the domain web services so that they jointly achieve the desired goals. The semantic model of the system is automatically updated based on event notifications sent by the domain services.
languages. Independence of controller-specific standards can be achieved when the device controllers expose web service interfaces that allow the devices to be controlled. Some current remote terminal units (RTUs) provide this capability. Effectively, the production system machines are abstracted as web services, which allows the tools and methods developed for web service orchestration to be applied in managing production processes. In addition, semantic web service technologies facilitate the automation of web service discovery, invocation, and composition [8] .
A manufacturing work flow can be prescribed using business process execution language (BPEL) [9] , and semantic annotations can be used in finding matching web services for the partner links declared in the BPEL process [10] . However, the approach fails to exploit the full potential of semantic web service descriptions. In particular, changes to the set of web services available tend to invalidate the BPEL processes. Moreover, determining the semantic resemblance of different condition and effect expressions is challenging.
Semantic web service descriptions allow the automatic composition of web services to achieve complex goals. Automatic service composition eliminates the need to describe work flows syntactically. For example, the production of a certain product can be accomplished by simply formulating an expression that describes the desired goal state. Query languages, such as SPARQL [11] , allow queries to be formulated which, when evaluated over a semantic model of a production system, specify whether a production goal has been satisfied. A software agent can then use the queries and semantic web service descriptions for composing and executing process prescriptions that achieve the goals [12] . However, the use of OWL-S service descriptions enriched with SPARQL expressions in the achievement of complex goals while maintaining an accurate domain description remains a largely uncharted research area, which this paper aims to explore in detail.
This paper presents an approach where a software agent implemented as a web service composes semantic web services to fulfill production goals. The web service, Service Monitor, maintains a record of all available semantic web services suitable for service composition. Finally, Service Monitor executes the process prescriptions composed to achieve the goals. Thus the production of a product can be achieved by simply invoking Service Monitor with an appropriate goal query.
Service Monitor relies on another specialized web service, Ontology Service, for access to domain information describing the current world state. In addition, a third service, Orchestration Engine, allows BPEL processes to be executed which automatically invoke Service Monitor with preformulated goal queries. Implementing the three software agents as web services renders them more robust to implementation changes and allows them to be geographically dispersed as long as there is a network connection between the web services. This paper is structured as follows. Section II presents a survey of the current state of research on semantic web service composition. Section III discusses the proposed approach to controlling production systems through semantic web service composition. Section IV presents an example where the approach is applied to a virtual production system consisting of a complex conveyor line and a set of workstations. Finally, Section V concludes and considers issues requiring improvement and further research.
II. RELATED WORK
Web service descriptions are typically formulated in web services description language (WSDL) [13] , which only describes the syntax of communicating with a web service. Semantic description languages are required for expressing the meaning of service interface elements, such as operations and data types. In particular, "OWL for services" (OWL-S) [14] and web service modeling ontology (WSMO) [15] have attained wide acceptance as semantic web service description languages.
OWL-S is based on web ontology language (OWL) [16] , which extends resource description framework (RDF). OWL-S service descriptions consist mainly of three types of elements, namely ServiceProfiles, ServiceModels, and ServiceGroundings. This paper refers to these three element types respectively simply as profiles, processes and groundings. Both profiles and processes are able to describe the inputs, outputs, preconditions and effects of web services. While profiles are mainly intended for use in web service discovery, the processes provide the information necessary to invoke the services. However, for OWL-S processes to be executed, they must be grounded to the underlying web services through OWL-S groundings. Although several types of groundings can be defined, WSDL groundings are the most widely used grounding type [14] .
Groundings provide the links from semantic web service descriptions to the underlying syntactic web service interfaces. For example, groundings map each OWL-S atomic process to a WSDL operation [14] . Hence, modifications to a syntactic web service interface typically also necessitate modifications in the groundings included in the semantic service description. However, groundings may also be provided dynamically [14] .
Semantic annotations for WSDL and XML schema (SAWSDL) [17] makes it possible to add references to semantic concepts in WSDL elements. As SAWSDL is noncommittal regarding the semantic description language used or the type of concepts referenced through SAWSDL annotations, [18] provides recommendations on using SAWSDL with OWL-S. For example, since WSDL operations most directly correspond to OWL-S processes, the SAWSDL annotations attached to WSDL operations should refer to OWL-S processes [18] .
The semantic annotations in SAWSDL refer to semantic concepts through URIs, but the actual method of retrieving the semantic descriptions is unspecified. For example, the URIs may resolve to external documents. Alternatively, XML-based semantic descriptions, such as OWL-S, may be embedded into the WSDL document [17] .
While OWL-S processes may have preconditions that specify when the processes can be executed, the effects of OWL-S processes are described through results. Each process may have zero or more results, each with different conditions and effects. Thus, a process may have different effects depending on the situation in which the process is executed.
However, while OWL-S is based on the RDF/XML syntax, it allows any expression language to be used for describing conditions and effects. Some potential expression languages are XML-based, such as SWRL [19] , while others are textual, such as SPARQL [11] . In addition to selecting the language for expression, the details of applying the language are an unrestricted design choice. For example, the SPARQL query language includes four different query types, which yield different types of results.
While OWL-S is suitable for formulating process prescriptions, BPEL can be considered more standardized [20] . For example, [20] applies BPEL processes in the domain of enterprise systems and dynamically generates mediator services that automatically resolve syntactical incompatibilities between service interfaces. The approach eliminates the need to manually prescribe data transformation scripts in, for example, OWL-S groundings. However, the task of automatically prescribing the appropriate data transformations appears rather complex. Moreover, the approach is noncommittal regarding the automatic composition of the overall process prescription, which is the main focus of this paper.
Semantic web service description languages facilitate automated web service composition. However, the majority of publications focus mainly on determining service suitability according to the input and output types, which may be due to the neutrality of OWL-S with regard to expressing service conditions and effects [12] . While concentrating on input and output types may be sufficient with information-providing web services, conditions and effects are essential in describing worldaltering web services. For example, in the factory automation domain, web services typically represent production devices, such as conveyors. Therefore, the focus is on world-altering web services.
WSMO is a widely-accepted alternative to OWL-S for formulating semantic web service descriptions. While OWL-S is based on OWL and requires the use of some other language in formulating web service conditions and effects, WSMO descriptions are formulated entirely in a specific formal language, web service modeling language (WSML) [15] .
Regardless of the semantic language selected, composing semantic web services to achieve a goal essentially entails solving a planning problem. A planning problem can be formulated as the tuple , where is the set of all possible states the system may have, is the initial state, is the goal state, A is the set of actions, and is the state transition relation. describes which actions may be applied to each state, and to which state the system will transition as a result of applying the action [21] .
For example, [22] presents a framework that converts web service composition tasks into planning problems expressed in planning domain definition language (PDDL) [23] . Once a solution plan has been found, the framework converts it into an OWL-S composite process description. The framework translates atomic OWL-S processes to planning operators, from which it derives the set of actions.
Translating OWL-S descriptions to PDDL is advantageous because PDDL is widely used in AI planning and several planners support it. In addition, due to the influence of PDDL on the development of OWL-S, translations between the two languages can be automated [24] .
To reduce the complexity of planning, hierarchical task network (HTN) planning requires that the planning domain description includes a set of method definitions that specify how complex tasks can be hierarchically decomposed into smaller tasks [25] . The planning problem can then be specified as a list of tasks to perform given a certain planning domain and initial state. The planner attempts to solve the problem by applying the methods to each task in the task list. Thus the planner hierarchically breaks down each task into a partially ordered set of subtasks, until a sequence of atomic planning operators is obtained, which corresponds to a solution plan [25] . For example, the SHOP2 planner [25] applies HTN planning.
To find a sequence of web service operations that leads to the fulfilment of a goal, a software agent may build a graph rooted at the initial domain state, so that each node represents the domain states resulting from different operation invocations [12] . If each operation is considered to result in a different domain state, the generated graphs are trees [12] . Unfortunately, the number of web services and operations available tends to dramatically impair web service composition efficiency [26] .
Reference [12] demonstrates the use of OWL-S and SPARQL in selecting web services capable of achieving a goal. In particular, SPARQL ASK type queries, which evaluate to Boolean values, are applicable for expressing goals, while CON-STRUCT type queries allow the expression of web service operation conditions and effects [12] . While the SPARQL/Update language actually appears more suitable for expressing effects, it is still at a rapidly evolving development stage, and hence [12] focuses on using CONSTRUCT queries to represent effects. This paper will focus on the use of OWL-S with SPARQL and SPARQL/Update as the expression languages. The paper applies the guidelines presented in [12] for representing the world states with RDF graphs. However, while [12] focuses on service discovery, or selection, and only outlines the possibility of sequential service composition, this paper elaborates on the latter. Furthermore, this paper presents an approach to updating the semantic model of the world state based on OWL-S, SPARQL and event notifications.
The use of SPARQL in this paper differs from that presented in [12] . Mainly, instead of combining conditions and effects in SPARQL CONSTRUCT queries, SPARQL ASK queries are used in expressing conditions and SPARQL/Update statements in expressing effects. SPARQL/UPDATE appears preferable for expressing effects because SPARQL CONSTRUCT queries can only express "positive effects," i.e., statements that are true after executing a process. In contrast, the INSERT/DELETE statement of SPARQL/Update also makes it possible to specify "negative effects," i.e., statements that do not hold after executing a process, in a single expression. While [12] points out that one could use two CONSTRUCT queries to express both positive and negative effects, OWL-S appears to provide no constructs for discriminating between expressions that represent positive and negative effects.
While domain ontologies are essential in modeling production systems [27] , there is no definitive standard for structuring such ontologies. For example, [28] presents the PABADIS'PROMISE approach, which includes a metamodel for domain ontologies. Furthermore, [28] demonstrates using the model with agent-based control systems. Somewhat similarly, [29] uses a domain model in optimizing a web service-based production system. Although the domain ontology used in [29] is not based on a metamodel, the ontology is divided into layers, so that specific use cases extend the concepts defined in the template level. Reference [27] surveys the current approaches of using ontologies in describing manufacturing systems.
To reduce the effort involved in developing and maintaining domain ontologies, [30] proposes an approach to automatically creating ontology models for web service-based systems. However, it seems debatable whether an automatically-generated model could be used in developing an expert system, such as the optimization system presented in [29] .
The OOONEIDA Project [31] facilitates the reconfigurability of production systems through the concepts introduced in the IEC 61499 standard [32] . In particular, it perceives the concept of an IEC 61499 function block as a vehicle for intellectual property inserted into a reconfigurable device or machine. Furthermore, [31] proposes building a knowledge repository using a semantic language such as OWL. However, [31] leaves the actual structure of the ontologies unspecified.
This paper applies the service-based approach presented in [33] , in which a specialized web service carries out semantic web service composition and planning. To achieve greater decentralization, the domain ontology, which includes product definitions, is also hosted by another specialized web service. The two web services will be called respectively the Service Monitor and the Ontology Service.
A more distributed service composition framework has been proposed in [34] . However, the approach presented in [34] relies on more sophisticated web services, service agents, that combine web services and agent technology.
III. A SEMANTIC WEB SERVICE COMPOSITION PATTERN BASED ON OWL-S AND SPARQL
The approach proposed in this paper involves three web services with specialized functionality to control production systems. The services have the following names: Orchestration Engine, Ontology Service, and Service Monitor. Orchestration Engine executes BPEL processes defining the desired production goals, Ontology Service maintains an OWL model of the current world state, and Service Monitor composes the available semantic web services to achieve the production goals considering the current world model. The three web services can be used in BPEL-based web service orchestration [10] . However, because BPEL operates primarily on syntactic web service descriptions, it plays a considerably smaller part in the approach described in this paper.
Similarly to [12] , the approach described in this section uses OWL-S and SPARQL to semantically describe the available web services while using OWL for describing world states. In addition, this section presents an approach to automatically updating the world model based on event notifications sent by the semantic web services. Fig. 1 illustrates the interaction between Orchestration Engine, Ontology Service, and Service Monitor to compose domain web services. Orchestration Engine executes a BPEL process, which invokes the FulfilGoal operation of Service Monitor with the appropriate production goal and restriction expressions. This step is represented by interaction 1 in Fig. 1 . Service Monitor then invokes Ontology Service to determine the temporally accurate domain data (2) . Based on the current domain state and the semantic domain web service descriptions, Service Monitor plans a sequence of atomic process executions to achieve the goal. If Service Monitor finds such a sequence, it generates and executes a corresponding OWL-S composite process. The composite process comprises an OWL-S Sequence element which contains Perform elements that sequentially execute the atomic processes with appropriate input values. As each atomic process is grounded to a WSDL operation, Service Monitor effectively invokes a sequence of domain web service operations (4) . As the web services are invoked, their internal states change, causing them to send event notifications (5) . Service Monitor analyzes the semantic descriptions of the notification operations, which are also included in the OWL-S documents, and sends the appropriate domain model update requests to Ontology Service (6) . Hence, the domain model hosted on Ontology Service remains synchronized with the most recent production system state while Service Monitor fulfils a production goal. The latter step is described in detail in Section III-C and corresponds in principle to the belief revision function abstractly introduced in [12] .
A. Composition Pattern Overview
To support scenarios in which domain web services send no event notifications, Service Monitor has an optional mode that can be activated and deactivated by invoking the SetReactToNotifications operation. By default, Service Monitor reacts to incoming notifications. When the mode is deactivated, Service Monitor ignores event notifications and, instead, each time Service Monitor executes an atomic process, it generates a SPARQL/Update statement to accordingly update the domain model and submits the statement to Ontology Service by invoking the ExecuteUpdate operation.
Ontology Service hosts a semantic model of the production system, which is called the domain ontology. To enable reliable decision-making, the domain model must remain synchronized with any changes in the world state. Therefore, Ontology Service provides the ExecuteUpdate and ExecuteUpdateWithMapping operations which allow SPARQL/Update expressions to be executed to update the model. The latter operation additionally accepts a mapping for variable values and condition expressions for deciding which of the update expressions to execute. In addition, the GetNewerOntologyModel operation allows the current time stamp of the domain model and a network address to be retrieved from which the entire model can be downloaded.
Service Monitor maintains a record of the OWL-S descriptions of all available semantic web services. The combined semantic service descriptions form the service model. Service Monitor discovers available web services using WS-Discovery. After discovering a service, it retrieves the WSDL definition. Since WSDL can only describe the syntactic interface of a web service, an OWL-S document is needed to describe the service semantically. For Service Monitor to locate the OWL-S document, it must be embedded into the WSDL document. If the OWL-S document is extensive, the WSDL document may contain only a statement importing the main document from an external URL.
When Service Monitor is used in BPEL-based web service orchestration, its purpose is mainly to find semantic matches for web service interfaces appearing in BPEL process partner links [10] . Once Service Monitor determines a set of suitable web services, Orchestration Engine attempts to modify the BPEL process to refer to the new syntactic interfaces. However, since the SPARQL expressions in the OWL-S service condition and effect statements refer to instance data in the domain ontology, selecting an appropriate web service requires that the latest domain data is available. Moreover, calculating the semantic resemblance between two SPARQL expressions is problematic. The current version of Service Monitor therefore follows the common approach of ignoring condition and effect expressions when computing the semantic resemblance between two services. The new approach presented in this paper solves the problem by automatically composing appropriate process prescriptions in OWL-S based on production goals formulated in SPARQL.
In the new approach, the temporally accurate instance data, along with the service precondition and effect expressions, makes it possible to determine the applicability of services in achieving a specific production goal. However, since instance data is required, the service selection, or composition, must be performed immediately prior to attempting to achieve the goal [12] .
Service Monitor provides the FulfilGoal operation for achieving production goals. When the operation is invoked, Service Monitor attempts to plan a process sequence for achieving the goal. Once Service Monitor has found a solution plan, it generates the corresponding OWL-S composite process description, stores it in the knowledge base, which is encapsulated by an OWLKnowledgeBase object provided by the OWL-S API [35] , and executes the composite process. In addition to a single SPARQL ASK query representing the goal, the FulfilGoal operation accepts additional parameters for guiding the planning process. The additional parameters are discussed in the following paragraphs, and they should reduce the number of different system state trajectories that Service Monitor will have to consider. Without such a reduction, the search algorithm discussed in Section III-B may exhibit poor performance and deplete the memory resources available.
First, the service client may break down a complex goal into a set of sufficiently simple subgoals. Hence, the inputs comprise an array of SPARQL queries representing the subgoals that must be fulfilled in order to achieve the final goal, which is represented by the last array element. Provided that the client is able to break down the goal into sufficiently simple subgoals, Service Monitor can sequentially solve the subgoals instead of attempting to find a solution plan achieving the final goal at once.
Finally, the FulfilGoal operation accepts as input a SPARQL ASK query representing a restriction that all the intermediate domain states must satisfy. This allows the planning algorithm to ignore any system trajectories traversing the disallowed domain states.
In summary, the approach presented in this paper involves developing a BPEL process that invokes the FulfilGoal operation of Service Monitor with a SPARQL ASK query stating the production goal. In the simplest case, the BPEL process contains only a single invocation of the FulfilGoal operation preceded by the assignment of the BPEL variables with the appropriate queries. However, the process may also contain more complex logic, such as a ForEach loop repeating a sequence of FulfilGoal operation invocations. Orchestration Engine executes the BPEL process, effectively requesting Service Monitor to fulfill the production goals.
B. Service Composition Algorithm
When determining a service composition capable of accomplishing a production goal, Service Monitor analyzes the changes different OWL-S processes would cause in the domain state. As the search progresses, the algorithm builds a state-space graph according to Algorithm 1. Following [12] , the nodes of the graph are domain states, each of which is represented by an RDF graph containing the statements that are valid in the state. A directed arc between two nodes represents an OWL-S process with a certain combination of input values causing a change in the domain model and hence a transition to a new state-space node.
Algorithm 1 is based on Algorithm 1 in [12] . However, the algorithm in this document is different in that it also considers conditional process effects, which in OWL-S are called Results. In particular, while the algorithm of [12] considers process preconditions and effects to be grouped in a single CONSTRUCT query, Algorithm 1 first evaluates the preconditions (ASK queries) and then proceeds to evaluate the conditions (ASK queries) of each process result. Only if both the preconditions of the process and the conditions of the result evaluate to true does the algorithm evaluate the result effect expressions (SPARQL/Update statements).
However, the main difference between Algorithm 1 and the algorithm in [12] is that while the latter selects all operation invocations that directly lead from the current state to the goal state, the former attempts to find the minimal sequence of operation invocations that leads from the current world state to the goal state.
Because Algorithm 1 analyzes all system trajectories that are possible with the set of OWL-S processes available, the statespace expands rapidly as the algorithm proceeds to new levels. In each domain state, the algorithm considers each applicable OWL-S process result. In addition, since different input values may cause different changes in the domain state, the search algorithm considers all potential combinations of input values for each result.
The search algorithm is based on breadth-first search and terminates after encountering a domain state satisfying the goal. Hence, the algorithm evaluates the ASK query representing the goal in each encountered domain state. However, to conserve memory and accelerate node comparison, the state-space graph nodes contain only the differences in the associated domain states compared to the initial state.
Using breadth-first search instead of depth-first search makes it possible to expand the search graph one level at a time, which guarantees that any solution plan discovered is minimal. However, to avoid exceeding memory limits, the search algorithm must contain an additional termination condition. For example, Algorithm 1 uses the maximum considered plan length, denoted by maxDepth, to determine when to discontinue the search.
Both the memory requirements and computational complexity of Algorithm 1 are exponential in the number of OWL-S processes available. This is because the algorithm will analyze the entire state space until finding a state satisfying the goal. In particular, it does not prune branches of the state space that cannot lead to a goal state. However, because of the elaborate computation and evaluation of each condition and effect expression, provided infinite memory and computational resources, the planner will eventually find the minimal solution plan. Consequently, the search algorithm is both sound and complete. Despite the exponential complexity, Algorithm 1 is practically applicable, provided that the goal expression is accompanied by a restriction expression that allows the planner to focus on only the state space trajectories that lead to the goal state. The restriction expression is provided as an optional argument to the Service Monitor FulfilGoal operation.
Algorithm 1

C. Event-Based Domain Model Updating
To determine the modifications required to the domain model after receiving an event notification, Service Monitor requires that the possible event notification types are described semantically. Thus, each notification operation in a service WSDL description should include an SAWSDL modelReference pointing to an appropriate semantic concept. According to [36] , an OWL-S atomic process with output parameters only corresponds to a notification operation. Hence, the approach of using SAWSDL to associate WSDL operations with OWL-S atomic processes proposed in [18] is also applicable to notification operations, albeit with the restriction that the referenced OWL-S processes only have output parameters.
When Service Monitor discovers a semantic web service, it searches the associated OWL-S description for atomic processes that have only outputs and extracts their information into an object model, which will be compared to incoming event notifications. However, Service Monitor ignores any preconditions defined for such OWL-S processes, as preconditions state when a process may be executed, which is impractical for event notifications. On the other hand, process results are essential because they allow several conditional effects to be defined that an event notification may cause on the domain model. In particular, result condition expressions allow the selection of the correct result, and the effect expressions of the chosen result are executed to update the domain model.
The output parameters of the notification process are also essential in determining how the domain model should be updated upon receipt of an event notification. The values of the outputs may be referenced by the result condition and effect expressions through SPARQL variables.
When Service Monitor receives an event notification, it retrieves the correct OWL-S process based on the SAWSDL modelReference annotation of the corresponding WSDL notification operation. It then builds a value mapping for the output parameters of the process based on the XML data extracted from the notification message and the XSLT transformations defined in the OWL-S process grounding. Finally, Service Monitor invokes the ExecuteUpdateWithMapping operation of Ontology Service, passing as input parameters the value mapping as well as the grouped condition and effect expressions of each process result. Thus, Ontology Service updates the ontology model to correspond to the changed situation.
IV. APPLICATION EXAMPLE
A production line from the SOCRADES project [37] has served as a model for the virtual system used in the development and testing of the approach proposed in this paper. While the approach described in this paper has not been tested on a physical system, a more detailed description of the original production line can be found in [38] . The production line includes 29 conveyor segments, three of which are lifters, as well as five workstations. Fig. 2(a) shows a schematic of the demonstration line, and Fig. 2(b) shows a top-down map of the individual conveyor segments. The two-dimensional map highlights the workstation locations with dotted rectangles. In addition, the map illustrates the path of a pallet in the scenario presented later in this section. The starting and ending points Fig. 3 . Domain ontology contains product, equipment, and process descriptions. All of the relations between the OWL classes are object properties, except for "hasOrder," which is a datatype property.
of the path are marked with a dot and a rectangle, respectively. The numbers next to the workstations represent the order in which the pallet must visit each workstation.
The five conveyor segments in the lower part of Fig. 2(b) represent the lower conveyor frame, which allows a pallet to be transported to an earlier position on the line. The start lifter, S_ML_L1, allows a pallet to be transported from the lower conveyor frame to the upper conveyor frame. The end lifter, E_ML_L1, allows a pallet to be transported to the lower conveyor line from the end of the production line. The intermediate lifter, M_ML_L1, allows a pallet to be transported in both directions between the upper and lower conveyor line as well as conveying a pallet on same conveyor line.
The production line is described with a domain ontology including a total of 36 classes, and Fig. 3 shows a UML diagram illustrating the relations between the most relevant OWL classes. While the domain ontology combines all the information corresponding to the process, product and equipment ontologies described in [27] , the product descriptions in particular are considerably simplified compared to those outlined in [27] . Each product requires a sequence of operations, and the class Pair allows representing the ternary relation between an operation sequence, an included operation and the operation order. In the domain ontology, the operation sequence performed on a product is associated with the pallet carrying the product. Therefore, instances of the class Pallet are associated with instances of the class OperationSequence through the property hasReceivedProcessing.
The production system modeled includes two machine categories: conveyor segments and workstations. Each of the devices is represented by a web service, which allows the devices to be controlled through web service interfaces. Hence, there are two types of web services. For the sake of simplicity, in the virtual model, all services of the same category are modeled using a similar web service. Only the semantic descriptions differ between the service instances.
The virtual model of the system consists of 34 web services simulating the behavior of the web services in the actual production line. The virtual web services are implemented using a DPWS tool kit [39] for Java programming language. Devices profile for web services (DPWS) [40] specifies the minimal implementation requirements for web services compliant with a core set of web service specifications. Each of the services includes both a syntactic WSDL description and a semantic OWL-S description.
The conveyor web service comprises four essential WSDL operations: TransferIn, TransferOutStart, TransferOutStop and StatusChanged. The former three operations are request-response type operations, and hence, their SAWSDL annotations point to OWL-S atomic processes with both input and output parameters, while the latter operation is a notification operation, hence its SAWSDL annotation points to an OWL-S atomic process with output parameters only.
For example, unloading a pallet from one conveyor to an adjacent conveyor can be achieved by first invoking the TransferOutStart operation on the former conveyor, then the TransferIn operation on the latter conveyor, and finally invoking the TransferOutStop operation on the former conveyor.
The workstation web service includes only one request-response type operation, PerformOperation, and one notification operation, OperationCompleted. Hence there are only two OWL-S processes. However, for each of the five workstations and 29 conveyor segments, there is a separate variant of the OWL-S description, and in total the semantic descriptions include 126 OWL-S processes. The service composition algorithms consider 92 of the processes as planning operators, while the remaining 34 represent event notifications signaling world state changes.
The following code examples focus on the web service representing the conveyor segment M_LL_C2 in Fig. 2 . For the sake of simplicity, both the conveyor segment and the corresponding web service will henceforth be denoted as Conveyor 2.
Listing 1 shows the the OWL-S process TransferInProcess2. The process corresponds to the WSDL operation TransferIn of Conveyor 2. Listing 1 includes only a partial view of the process including the conditions and effects of a successful execution of the process. The conditions and effects are specified as SPARQL and SPARQL/Update expressions embedded directly into the OWL-S document. The expressions refer to the OWL individual bcBasicConv2, which represents Conveyor 2 in the domain model. For representation purposes, the code listing includes extra line breaks, each of which is indicated by a pair of arrows.
Lines 10-16 in the condition expression of Listing 1 require that an initially loaded source conveyor must be unloading to Conveyor 2, while lines 17-19 require that the source conveyor is in the direction specified by the process input parameter TransferInserviceIn2, which is represented by a SPARQL query variable with the same name. The value of the variable denotes the direction from which Conveyor 2 should load In the effect expression of Listing 1, lines 30-32 state that the source conveyor no longer contains a pallet, while lines 33-35 state that Conveyor 2 contains a pallet after the execution of the OWL-S process. In addition, lines 36-41 specify that the pallet on Conveyor 2 is the one that was originally on the source conveyor.
The OWL-S process StatusChangedProcess2, which corresponds to the StatusChanged event notification of Conveyor 2, has two results. One of these signals the event that the conveyor motor state has changed, and the other additionally signals that a pallet has been transferred to the conveyor. The effect and condition expressions are quite similar to the those presented for TransferInProcess2. The WSDL notification operation refers to the corresponding OWL-S process through an SAWSDL annotation as illustrated in Listing 2.
To demonstrate the application of the proposed approach, this section considers the goal of producing a certain product in the production line. The product, denoted as product A, requires five operations to be performed. As each of the operations is performed by a different workstation, the pallet carrying the product must visit each of the workstations in the production line once. Hence, although the domain ontology specifies the sequence of required operations, a planning process is necessary to determine the exact procedure for performing the operations on the product using the web services available.
To initiate the planning process, a BPEL process can be created to invoke the FulfilGoal operation of ServiceMonitor with the goal of having all the required operations performed on the pallet and the restrictions that only one conveyor may be unloading at a time and that the sequence of performed operations must remain consistent with the required sequence in all intermediate domain states. The restrictions effectively reduce the state-space graph size and focus the search on only a few potential execution traces, thus allowing Algorithm 1 to succeed. The SPARQL query in Listing 3 represents the production goal, Listing 4. Restriction query specifies that only one conveyor may unload at a time and that the operation sequence performed on product A must be consistent with the operation sequence required.
while Listing 4 expresses the aforementioned restrictions on the intermediate states.
In the goal query, lines 3-7 count the number of operations performed on the product, and lines 8-11 count the number of operations required to produce one unit of product A. Lines 12-22 count the number of matching entries in the sequence performed and the sequence required. Finally, line 27 uses the three computed values to specify that the sequence performed should be equal to the sequence required. In addition, lines 23-26 together with line 28 require that all conveyors are stopped in the goal state.
In the restriction query, lines 3-9 count the number of operations performed on the product, and lines 10-20 count the number of matches in the operation sequence required and the sequence performed. Lines 22-25 count the number of conveyors that are running, lines 26-28 find the conveyor with the pallet and lines 29-37 find the conveyors that are unloading to the conveyor currently holding the pallet. Finally, lines 39-41 use the computed values to require that the operation sequence performed is a beginning subsequence of the sequence required, that at most one conveyor motor may be active at a time, and that an active conveyor segment must be either the one currently holding the pallet or a neighboring upstream conveyor segment.
When Service Monitor initially receives a request to fulfill the goal, it composes a new composite OWL-S process with 128 web service invocations. The composed plan involves moving the pallet through the path depicted in Fig. 2(b) and invoking the workstation services with correct input parameters. On a desktop computer with two 3 gigahertz CPU cores and 3.7 gigabytes of RAM, the associated planning process is completed in approximately 20 s. On subsequent requests, after the completed product has been removed from the system, Service Monitor may directly reuse the previously composed OWL-S process if the pallet is at the same initial location.
Service Monitor automatically composes the condition and effect expressions of a composed OWL-S process, which may cause them to be somewhat inaccurate. Hence, whenever the solution plan discovered consists of a previously composed OWL-S process, Service Monitor simulates the plan execution by considering the condition and effect expressions of the atomic web service descriptions. Unless the simulated resulting world state satisfies the goal, Service Monitor attempts to determine a new solution plan without the previously composed process. For example, in the example scenario considered, Service Monitor simulates the execution result for a plan consisting of 131 web service invocations in approximately 400 milliseconds.
V. CONCLUSION This paper described a set of specialized web services that jointly apply OWL and SPARQL in composing and invoking semantic domain web services. The results show that the approach allows automatic achievement of complex goals while maintaining a temporally accurate domain model, provided that the web services are augmented with adequate semantic descriptions and event notifications.
In the composition pattern proposed, decision-making is solely the responsibility of the Service Monitor web service. Currently, exactly one instance of Service Monitor is assumed to exist at a time. Moreover, the approach considers only sequential production goal achievement. Parallel goal achievement could be accomplished by allowing several decision-making processes on one or more Service Monitor instances. The case of several Service Monitor instances in particular requires the development of a sophisticated and reliable coordination solution.
It is difficult to find similar semantic web service monitoring and composition approaches against which to compare this performance. However, directly using OWL models and SPARQL expressions in planning appears to require that the planner investigates all possible system state trajectories. In particular, even the relatively simple goal presented in Section IV must be accompanied by a rather detailed restriction expression to guide the planner.
While OWL, SPARQL, and SPARQL/Update are highly expressive languages, developing an efficient planning algorithm appears to require that the semantic descriptions are transformed into more suitable formats, such as PDDL, prior to planning.
The approach would allow domain engineers to model the systems and web services in the above mentioned expressive and widely supported languages, while still enabling the efficient and automatic composition of web services.
The reuse of previously composed OWL-S processes requires that Service Monitor stores each process composed into the service model, which may excessively increase the number of statements in the model and the knowledge access delays. Furthermore, modifications in the set of semantic web services available may render previously composed composite OWL-S processes suboptimal or inapplicable. However, it will be unnecessary to store and reuse previously composed composite processes after the development of a more sophisticated planning algorithm.
