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Abstract This study first validates the ASGS algorithm devel-
oped in part I with an analytical solution in a simplified dynam-
ical system and with a real storm surge event. It then assesses
the computational efficiency by the ASGFmethod compared to
the traditional method. By analyzing a realistic case, the ASGF
method is shown to be three orders of magnitude more compu-
tationally efficient than the traditional method. Using the singu-
lar value decomposition (SVD) and the fast Fourier transform
and its inverse (FFT/IFFT), this study further demonstrates how
to compress atmospheric forcing data and how to cast the
ASGF convolution as a simple and efficient regression model
for data assimilation. When tested with the real storm surge
event, the output from the regression model can account for
98 % of the observed variance.
Keywords ASGF convolution . SVD . FFT/IFFT . Linear
regression . Storm surges . Data assimilation
1 Introduction
In part I of this study, Xu (2015) proposed a new method of
modeling storm surges called the ASGF method, which uses
the all-source Green’s function (ASGF) as its core technique.
The ASGF is a matrix pre-calculated from a numerical storm
surge model. Each column of the ASGF matrix is a Green’s
function that corresponds to an impulse at a grid point; there
are as many such columns as the total number of model grid
points. As shown in Eq. (45) of Appendix 3 in part I (copied
here with the subscripts and tilde sign omitted), a complex
storm surge model can be described as a simple convolution:
η ¼ G* f ð1Þ
where G is an ASGF matrix prepared for a point of interest
(POI), f is a time-variant globally distributed atmospheric
forcing vector, and η is the solution to the time series of the
sea surface elevation at the POI. Part I also interpreted the
meaning of the ASGF from different perspectives. It also in-
troduced the memory time scale of the ocean to remember past
storm surges and the sampling rate for the ASGF (cf. Sections
3.2 and 3.3 in part I).
This paper is the second part of this study and will first test
the ASGF convolution with a simple case and then with a
realistic case. It will then assess the computational efficiency
of the ASGF method compared to the traditional method.
Then, a regressionmodel based on the ASGF convolution will
be developed for data assimilation. The simple case test will
be performed in a non-rotational, rectangular basin with a flat
bottom. The analytical solution to the wave motions in such a
basin is obtainable and can be used to verify the ASGF con-
volution. Section 2.1 will focus on this simple case test. The
realistic case test will be presented in Section 2.2, where real
storm surges observed at Sept-Îles in Quebec, Canada, in the
Gulf of St. Lawrence in December 2010 will be used to test
the performance of the ASGF convolution. The analysis of the
computational efficiency of the ASGFmethod will be present-
ed in Section 3.
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To obtain a regression model, this study uses the singular
value decomposition (SVD) to decompose the ASGF convo-
lution matrix. The application of SVD provides two benefits:
the atmospheric forcing field can be significantly compressed,
which in turn can facilitate data storage and speed up data
retrieval and computations, and the singular values from the
SVD can be used as the regression parameters to best fit the
simulations to the observations. These points are described in
detail in Sections 4 and 5. This study will also demonstrate
how the fast Fourier transform and its inverse (FFT/IFFT) can
be used to speed up the ASGF convolution. Three appendixes
provide complementary details and a MATLAB function that
is used to compute the ASGF convolution.
2 Testing the ASGF algorithm
This section tests the ASGF algorithm in two ways: validating
the algorithm with a simple problem for which an analytical
solution is available as a standard for comparison, and testing
the ASGF algorithm with a real storm surge event to see how
well the predictions by the algorithm agree with the observa-
tions. As wewill see soon, the algorithm passes both tests very
well.
2.1 Test in a simplified dynamical system
This subsection validates the ADI and ASGF numerical ap-
proaches with an analytical solution in a rectangular, non-ro-
tational, and flat-bottom basin. Appendix 1 details how to
obtain the analytical solution driven by an arbitrary atmo-
spheric forcing field and by a constant west wind. Equation
(A34) in the appendix shows how the sea surface evolves
under the constant and uniform west wind; it is used in this
study for comparison with the numerical solution.
To obtain the numerical solution to the same test problem,
the Arakawa C-grid (Arakawa and Lamb 1977) is placed over
the rectangular basin: let a=b=100km be the sizes of the
rectangular basin, and let Δx=Δy=1km be the grid spacing.
The abovementioned constant and uniformly wind stresses are
applied to the velocity points of the grid. Additionally, the real
water depth at Sept-Îles, h=41m, is set to be the depth of the
basin. The friction parameter is set to κ=0.0028 m/s. (cf.
Eqs. (A1) to (A5)).
The above specifications completely determine the numer-
ical solution. Snapshots of the solution at four times are pre-
sented in the left panels of Fig. 1, together with their analytical
counterparts on the right panels. The numerical solution was
obtained using Eq. (10) in part I with the ADI scheme, where a
10-sec time step was used. The maximum domain-wise abso-
lute differences of the two solutions are noted in the left
panels. As shown, the numerical solution is very close to the
analytical solution, differing by approximately 1mm, which is
approximately 1 % of the relative error. The top three panels
on the left and right both show how the constant west wind
results in the sea level dropping down at the west coast and
piling up at the east coast within the first 30 min. Both the left
and right bottom panels show that the sea level appears to be a
plane with a constant slope over 1 day (i.e., 1440 min). The
constant slope was developed through a series of decaying
waves, which are clearly shown in the next figure.
The ASGFs used in this study are derived from Eq. (10), the
correctness of which hence needs to be verified first. The com-
parison shown in Fig. 1 gives a satisfactory test result.
However, it would not be adequate if this concluded the com-
parison because there is a significant amount of algebra in-
volved from Eq. (10) to the ASGF convolution. In the com-
parisons shown in Figs. 2 and 3 below, the numerical solutions
are all obtained using the ASGF convolution, Eq. (1). Figure 2
consists of four panels, where panels A and B show the time
series of the sea levels near the east and west coasts (i.e., half
grid size away from the coasts) for the first 12 hours, and
panels C and D show the same time series but over 72 hours,
which all demonstrate the closeness between the numerical
solution in green and the analytical solution in red (the red is
almost completely masked by the green). The maximum of the
absolute and relative errors of the numerical solutions for the
entire length of the time series is shown on the panels. The
maximum absolute error is 4.23 mm, and the relative error is
1 %. Figure 3 shows the sea levels after 3 days from the west to
the east coast: The straight line in red is the analytical solution
given by Eq. (A36), and the two green “+” symbols are the
outputs of the ASGF convolution. As shown, the two green “+
” symbols lie perfectly on the theoretical line. The value of the
sea-surface slope calculated based on the two green
“+” symbols and the value of the theoretical asymptotic
slope are denoted as “slope” and τ/gh, respectively, in the
panel. The two values are shown to be very close, with a
difference of 7.7562×10−10.
2.2 Test with a real storm surge event
The ASGF algorithm is now tested with a real storm surge
case. Between the 6th and 7th of December 2010, a large
storm moved over the Estuary and Gulf of St. Lawrence.
Figure 4a shows a snapshot of the air pressures at the mean
sea level based on the Modern-Era Retrospective Analysis for
Research and Applications (MERRA) data. The storm caused
a large surge in the sea level that damaged coastal highways
and many residential properties (Fig. 4b, c). For this test, the
tidal gauge station at Sept-Îles, which is operated by the
Canadian Hydrographic Service, is used as the POI
(Fig. 4d). TheASGFmatrixG for this POI has been calculated
and is shown in part I (see Section 4.1 and Fig. 3 in part I). The
MERRA dataset is used to supply the atmospheric forcing
field. This dataset was produced by NASA and is available
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at http://gmao.gsfc.nasa.gov/merra/. It is a re-analyzed dataset
that uses NASA’s global data assimilation system and a vari-
ety of global observing systems and is meant to provide the
science and applications communities with a state-of-the-art
global dataset. Its temporal resolution is hourly, its spatial
resolution is 0.50 degrees of latitude and 0.67 degrees of lon-
gitude, and it covers a time period from 1979 to the present.
This dataset is adopted in this study because of its
highly realistic solutions, its fine temporal resolution,
and its global coverage. For any hour, the MERRA
dataset provides a forcing vector of 408,622 elements
consisting of the points of air pressures and wind stress-
es in the global ocean.
Equation (1) should be computed through the fast Fourier
transform (FFT) and its inverse (IFFT) because the computa-
tional efficiency will be significantly enhanced thereby.
Computing a convolution through FFT/IFFT is known as the
convolution theorem or the convolution rule (Strang 1986).
Equation (B16) in Appendix 2.B4 shows how the theorem can
be applied to matrices; Appendix 2.B5 shows how the theorem
is implemented in a MATLAB function, conv_FFT. Figure 5
compares the observation and the simulation; the red curve is the
simulation computed using the function conv_FFT. The figure
shows that the observed surge that peaked at 0 hours on 7
December is well captured by the simulation. The overall agree-
ment between the observation and simulation for the entire
Fig. 1 Comparison of the sea-
surface elevations, driven by the
west wind, given by the numerical
solution (the left panels) with
those given by the analytical
solution at four times indicated in
the titles of the panels. The
maximum of the absolute
differences between the numerical
and analytical solutions are noted
in each of the left panels in units
of mm
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simulation period (441 hours) is also good. γ2, which is defined
below, quantitatively measures the overall misfit:
γ2 ¼ sum of squares of misfits
sum of sqaures of observations
: ð2Þ
A smaller value of this ratio indicates a better agreement. The
value of γ2 shown in the title of the figure is 0.18, which means
that 82 % of the observed variance is accounted for by the
simulation. The agreement is very satisfactory, considering that
no data assimilation technique has been applied yet. Section 5
Fig. 2 Comparison of the solutions obtained by the analytical method
and the numerical ASGF method: Panels a to d show the time series of
the sea levels at two points near the west and east coasts, where panels a
and b are zoomed-in views of c and d. The analytical curves are shown in
red, and the ASGF curves are shown in green; the red curves are almost
completely masked by the green curves. The maximum absolute and
relative differences between the versions of the solutions are denoted
by: max|er|/max|η|
Fig. 3 Asymptotic sea surface by the analytical solution (in red) and by the ASGFmethod, which is denoted by the two green B+^ symbols. The slope of
the sea surface based on the two green B+^ symbols is denoted as the slope, whose value is very near to the analytical value given by τ(gh)−1
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will introduce a data assimilation technique, with which the
value of γ2 will be further reduced to 0.02. The effects of global
forcing and the global ocean geometry have been accounted for
in the simulation by the ASGF.
3 Analysis of the computational efficiency gain
for the forced wave problem
This section analyzes the computational efficiency gained by
the ASGF method compared to the traditional method. The
number of multiplications involved in each of the methods to
complete a given simulation task will be used to indicate their
computational efficiency; the method that involves fewer mul-
tiplications is a more efficient method. To use the number of
multiplications as a measure of computational efficiency is a
standard approach; for example, the efficiency of the FFT
algorithm is assessed by considering how many fewer multi-
plications it requires than the discrete Fourier transform (DFT)
algorithm. Addition and subtraction operations are not
counted because they are far less computationally expensive
than multiplications. A division can be treated as a multipli-
cation of the inverse of the divisor.
Using "#*"trad and "#*"asgf to denote the number of mul-
tiplications required by the traditional and ASGF methods
respectively, we can define the following measure to quantify




When gain>0 or gain<0, the ASGF method is more or less
efficient, respectively, than the traditional method. When
gain=0, the efficiencies of the two methods are equal.
As noted at the end of Section 2 in part I, it is appropriate to
view Eq. (10) of part I as a representative of the traditional
method. The number of multiplications per time step required
by Eq. (10) of part I can be generally expressed as N×m,
where N indicates the number the elements of the state vector
and m indicates the number of multiplications needed to up-
date each of the elements; the latter value depends on the
Fig. 4 a Air pressure at mean sea level. b, c Damage to the coastal
highway and residential properties caused by the storm surge. d
Location of Sept-Îles, which was used in the simulation of the storm
surge. Note that the longitudes and latitudes shown in panel a are not
the same as those in panel d; those in panel a are based on the rotated
spherical coordinates used in the model
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actual difference scheme involved in Eq. (10) of part I.
Appendix 5 in part I analyzes the ADI scheme (Leendertse
1967) and finds thatm=12. Although not shown in Appendix
5 in part I, it could be easily found that m=3 for Sielecki’s
(1968) explicit-implicit (EI) scheme. The ADI method re-
quires a higher value of m than the EI scheme; however, the
former is unconditionally stable, whereas the latter is only
conditionally stable. In the real case shown later, the time step
with the ADI scheme can be 60 sec, whereas the time step
with the EI scheme can only be 5 sec because it is constrained
by the CFL condition. The total number of multiplications
involved in a simulation is proportional to m and inversely
proportional to the time step; thus, the ADI scheme is pre-
ferred to the EI scheme in terms of computational efficiency
in addition to its nearly perfect conservation of the total ener-
gy, as discussed in Appendix 1 of part I.
Using T as the total simulation time and Δttrad as the time
step used by the traditional method, the number of time steps
is T/Δttrad. The total number of the multiplications involved
can then be calculated by:
}#*}trad ¼ T=Δttradð ÞNm: ð4Þ
To perform the same simulation, the ASGF method uses
Eq. (B16) in Appendix 2.B3, which uses the FFT/IFFT to
quickly perform the ASGF convolution. The number of mul-
tiplications required by Eq. (B16) is expressed in Eq. (B20) in
the appendix and is copied here as "#*"asgf:




where n indicates the number of columns of the matrix G
(which is the same as that of F), Δtsmp is the sampling rate
used to prepare the matrixG (cf. Section 3.3 of part I), and Lopt
is an optimal piecewise convolution length, which is intro-
duced and discussed in detail in Appendix 2.B4.






















where the specific numbers pertaining to the realistic case
shown in Section 2.2 and consequently p=2 have been
substituted in the second step. Equation (7) shows that the
ASGF method is 7.3255×103 times more efficient than the
traditional method for the realistic case. The gain is three or-
ders of magnitude and is contributed by the following three
factors.
The first contributing factor is Δtsmp/Δttrad, which is the
ratio of the ASGF sampling rate to the time step used by the
traditional model. The ASGF sampling rate, Δtsmp, can be
arbitrarily large and is chosen to be the same as the time
resolution of a given atmospheric forcing field, which is
3600 sec for the MERRA forcing field. The choice of the
sampling rate does not affect the accuracy of the solution; it
only matters how frequently we sample the model solution (cf.
Section 3.3 of part I). Conversely, the choice of Δttrad cannot
be as arbitrary. Although the ADI scheme may be
Fig. 5 Comparisons of the storm
surge simulations (in red) with
observations (in black) at Sept-
Îles for part of December
2010. The value of γ2 shown in
the title indicates the overall misfit
between the observations and
simulations. There are 441 hourly
data points in each time series
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unconditionally stable, the choice of the time step must also
consider the accuracy of the model solution; a larger time step
produces a less accurate model solution. For the real storm
surge case presented in the previous section, Δttrad=60sec
was chosen and is already 12 times as large as the CFL con-
dition time step (i.e., 5 sec) that must be used if the difference
scheme was the EI scheme instead of the ADI scheme. Thus,
the ratio Δtsmp/Δttrad contributes a factor of 60 to the gain.
The second contributing factor is a ratio of the number of
grid points in the storm surge model to that of the atmospheric
model, N/n. In the above example, N=32,224,425 and n=
408,622; their ratio contributes a factor of 78.86 to the gain.
An atmospheric model usually has a coarser grid than does an
ocean model. The traditional model must spread the coarse-
gridded forcing data onto the more-finely gridded ocean mod-
el. The ASGF method does the opposite: it folds the more-
finely gridded ocean model to fit to the coarse-gridded atmo-
spheric field (see Appendix 3 in part I for details).
The third contributing factor is m/[(0.5+0.5/p+0.5/
n)log2Lopt+1], of which the numerator is the number of mul-
tiplications per time step required by the traditional model,
and the denominator is the number of multiplications per time
step required by the ASGF convolution via the FFT/IFFT. The
ADI scheme makes the numeratorm=12, and the value of the
denominator is 7.75 when n=408, 622, p=2, and log2Lopt=9
(Appendix 2.B3 states that the optimal piecewise convolution
length Lopt is 2
9 when LG=72); thus, the third ratio contributes
a factor of 1.5 to the gain.
The gain expressed by Eqs. (6) or (7) is theoretical. We can
also obtain an empirical gain by recording how much com-
puter time is required by the ASGF and the traditional
methods to perform simulations with the same length. To per-
form the simulation shown in Fig. 5, the ASGF method re-
quired 10.6036 sec1 using conv_FFT in Appendix 2.B5. To
perform the same simulation, the traditional method using the
ADI scheme required 9.2210×104sec when Δt=60sec and
the same grid was used. The ratio of the latter to the former
is 8.6961×103, which is close to the theoretical gain obtained
by Eq. (7). Both the empirical and theoretical gains indicate
that the ASGFmethod is three orders of magnitude faster than
the traditional method.
4 SVD compression of the forcing field
The convolution matrix G is generally short and wide. The
sizes of G for the real case example used above are 72×
408622; this large aspect ratio implies that there is a large null
space that can be squeezed out for the sake of computational
efficiency and data assimilation. The singular value
decomposition (SVD, e.g., Strang 2007) is the method to find

















whereU and [V V2] are unitary matrices (i.e.,U
TU=UUT=I
and [V V2]
T[V V2]=[V V2][V V2]
T=I, in which each I is
an identity matrix with its appropriate dimensions under-
stood), and S is a diagonal matrix with non-negative real num-
bers on the diagonal, which are known as the singular values
ofG. Next to S in the middle is a zero matrix, whichmakesV2








The singular values are arranged in descending order. They
regulate the importance of the input modes. Figure 6 shows
the singular values of G for Sept-Îles; values larger than one
(there are 39 of them) amplify the effects of the corresponding
forcing components, whereas those less than one (there are 33
of them) reduce the effects. The figure also indicates a ratio of
the last singular value versus the first singular value, which is
0.0019 and means that the significance of mode 72 is less than
0.2 % of that of mode 1. In retrospect, this may justify the
choice of 72 hours as the memory time scale for calculating
the matrix G.
Substituting Eq. (9) into Eq. (1) results in:
η ¼ USVT * f ð10Þ
¼ USð Þ* VT f  ð11Þ
¼ USð Þ*ψ ð12Þ
where the associative property of the matrices in convolution
is used in the second step (see Eq. (B5) in Appendix 2.B2),
and a new forcing vector ψ in the third step is defined as:
11
m n nm × ××
= TV f . 
The new forcing vector is a compressed forcing vector. The
uncompressed forcing vector, f, has 408,622 elements, where-
as the compressed one, ψ, has only 72 elements. The com-
pression rate is 5675 times; thereby, the storage and retrieval
of the forcing data are greatly facilitated. For example, the
global MERRA atmospheric data from 1979 to 2013 require
400 GB of disk space. The SVD compression reduces the size
of this dataset to 72MB per POI. If we have 1000 POIs, which
1 All the computations mentioned in the paper are carried out in Dell M
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is perhaps a quite large number in practice, the total disk space
required to store the compressed forcing data is 70 GB, which
can be easily stored on a portable computer.
The SVD compression also increases the computational
efficiency. The convolution of η using Eq. (12) is much faster
than using Eq. (10) because there is much less to convolute
after the compression. The convolution theorem discussed in
Appendix 2.B4 can be well applied to Eq. (12) to further
increase computational efficiency. UsingUS andψ as the first
and second input to the function conv_FFT in Appendix 2.B5,
the same simulation shown in Fig. 5 would be completed in
0.0018 sec; this would increase the empirical gain, which was
discussed at the end of the last section, from three orders of
magnitude to seven orders of magnitude.
The gain in computational efficiency due to the SVD com-
pression of the forcing data was not accounted for in favor of
the ASGF method in the last section because one could argue
that the data compression itself requires time. However, the
gain due to the SVD compression should not be overlooked.
Actually, the retrieval of the forcing data from a computer’s
hard disk takes much more time than does the compression
performed within the RAM. Therefore, if 1000 POIs are con-
sidered, we can simultaneously compress the same forcing
vector f for these POIs once the forcing vector is loaded into
the RAM. The time required for the forcing data compression
per POI is thus reduced by a factor of 1000. The
abovementioned 34 years of hourly MERRA forcing field
data were compressed this way for all of the permanent tidal
gauges in eastern Canada. The compressions need to be
performed only once. Then, simulations of storm surges for
any period within the 34 years period for any of the POIs can
be performed quickly. For example, it takes only half of a
second to compute a 10-year-long hourly simulation. Such a
high simulation speed can make simulated storm surges in-
stantaneously available for further related studies. We may
find that many of our studies are explorative, requiring repet-
itive simulations in order to determine a best approach or to
draw a conclusion. For example, in data assimilation with
weighted least-squares regression, we may have to try many
simulations with different weighting schemes. Without an in-
stantaneous simulation capability, such explorative studies
would be greatly hindered.
5 From the ASGF convolution to a regression model
From Eq. (12), we have:
η ¼ USð Þ*ψ ð14Þ
which we can transform into:
η ¼ U* Sψð Þ ð15Þ
using the associative property shown in Eq. (B5) in
Appendix 2.B2. The following relationship has been
proved in Appendix 3:
U* Sψð Þ ¼ U*Ψð Þs ð16Þ
Fig. 6 Singular values of the
ASGF matrix, G, at Sept-Îles
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where S and s are of the same content but are arranged
differently, so are Ψ and ψ. Substituting Eq. (16) into
Eq. (15), we have:
η ¼ Cs ð17Þ
where C is a matrix given by the column-wise convo-
lution between the matrix U and Ψ:
C ¼ U*Ψ ð18Þ
which can be computed very quickly with the FFT/
IFFT. The MATLAB function conv_FFT provided in
Appendix B5 can be used to evaluate the C matrix. It
takes only one second to evaluate a C matrix with
10 years of hourly forcing field.
By admitting an error term, ε, which may consist of
errors from the observations, the forcing data, and im-
perfections of the model, we can rewrite Eq. (17) as a
regression model:
η ¼ C s þ ε ð19Þ
where s should now be viewed as a vector of regression
parameters. These parameters originate from the surge
model based on the SVD of G; they can now be relaxed
from the given values to best fit the observations. The
least-squares fitting parameter vector, ŝ, is given by:
s^ ¼ CTC −1CTηo ð20Þ
where ηo is the observed data (i.e., the detided signals). The
least-squares fitted solution, η^, is given by:
η^ ¼ Cs^ ð21Þ
(e.g., Strang 1986, 2007; Seber and Lee 2012).
Section 2.2 shows a simulation of storm surges at Sept-Îles
for 441 hours, starting from December 1, 2010. The simula-
tion is performed without data assimilation. The γ2 value,
which measures the misfit between the simulations and the
observations (see Eq. (2)), is equal to 0.18. Let us now see
how much the regression model described in Eq. (19) can
further reduce the misfit. The simulation without data assim-
ilation from Fig. 5 is copied in the top panel of Fig. 7. The
simulation with data assimilation using Eqs. (19) to (21) is
shown on the bottom panel of the figure. As shown, the data
assimilation significantly improves the fitting between the
simulation (in red) and the observations (in black). The γ2
value is reduced to 0.02, which indicates that 98 % of the
observed variance is accounted for by the simulation.
Fig. 7 Comparisons of the
simulations (in red) of storm
surges against the observations (in
black) at Sept-Îles for part of
December 2010. The simulation
shown in the top panel is obtained
without data assimilation,
whereas the simulation on the
bottom panel is obtained with
data assimilation. The value of γ2
shown in each panel measures the
overall misfits between the
observation and the simulations.
There are 441 hourly data points
in the time series
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6 Summary and discussions
This paper is the second part of this study. Starting with the
ASGF convolution of Eq. (1) developed in part I, this paper
first validated the ASGF algorithm with an analytical solution
obtained from a simplified dynamical system: waves in a non-
rotational, rectangular basin with a flat bottom. The validation
produced excellent results (Figs. 1, 2 and 3). The ASGF algo-
rithm was then further tested with a real storm surge event that
occurred in Sept-Îles during December 2010. The test yielded
a very satisfactory result: 82 % of the observed variance was
explained by the simulation (Fig. 5), which also indicates that
the linear and depth-averaged shallow water dynamics is in-
deed a good basis for developing the ASGF method.
The gain in the computational efficiency due to the ASGF
method compared to the traditional method was theoretically
analyzed and empirically estimated. Both the theoretical and
empirical gains indicate that the ASGF method is three orders
of magnitude faster than the traditional method in producing
the same simulation shown in Fig. 5. There are three factors
that make the ASGF method perform better than the tradition-
al method. First, to produce an hourly time series, the ASGF
method can use an hourly time step without affecting the ac-
curacy of the simulation (cf. the sampling rate discussed in
Section 3.2 of part I), whereas the traditional method has to
use a much smaller time step for the sake of computational
stability or accuracy. Second, the spatial resolution in a given
atmospheric forcing field is usually much coarser than the grid
spacing of a surge model in the ocean; consequently, the at-
mospheric forcing vector is much shorter than the surge state
vector. The ASGFmethod takes advantage of the difference in
the two spatial resolutions by compressing the columns of its
convolution matrix to fit to the shorter forcing vector; con-
versely, the traditional method must stretch the forcing vector
to fit to the longer state vector. Third, the ASGF method can
use the FFT/IFFT to speed up the computation, whereas the
traditional method cannot.
Another advantage of having cast a traditional storm surge
model into an ASGF convolution is that the SVD can be applied
to the convolution matrix. Using the SVD, the forcing data can
be greatly compressed. The real case example shows that the
compression rate is 5675 times; thus, a long forcing vector with
408,622 elements can be replaced by a shorter vector composed
of only 72 elements. The compression significantly facilitates
the storage and retrieval of the forcing data and makes the con-
volution performed more rapidly, allowing for long-term storm
surge simulations to be finished within seconds.
The most important benefit of the application of SVD is
data assimilation. With the SVD, the ASGF convolution,
Eq. (1), is cast into a regression model, Eq. (19). The singular
values can be moved from the middle position to the right
position so that it can be relaxed from being given by the
original surge model to the one best adjusted by the observed
data. The power of the regression model to fit the simulations
to the observations is well demonstrated. Without data assim-
ilation, the overall misfit between the observations and the
simulations is 0.18. With the data assimilation, the overall
misfit is decreased to 0.02 (cf. Fig. 7).
The main point of this study is that a complicated and time-
consuming storm surge model is cast into a simple and effi-
cient regression model, with which we can easily conduct
various regression analyses. The data assimilation demonstrat-
ed in the last section is not the only way; for example, a
weighting matrix could be multiplied to both sides of
Eq. (19) to allow for the large data to have more weight in
determining the least-squares solutions. Large data are more
likely caused by storms than are small data.
Due to its fast simulation speed and data assimilation ca-
pability, the ASGF regression model shown in Eq. (19) pro-
vides an effective tool for long-term hindcasts and forecasts of
storm surges.With past observations and realistic atmospheric
forcing data, a hindcast can yield the best estimated model
parameter vector s^. With the best estimated s^ and a set of
climate model solutions for the future that can be used as the
atmospheric forcing, we can climatologically forecast storm
surges. Xu et al. (2015) has taken this approach and produced
storm surges at Sept-Îles over the next hundred years, which
can serve as a database for further statistical analyses such as
extreme value analyses.
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Appendix 1: An analytical solution in a simplified
dynamical system
This section verifies the numerical approach presented in this
study with an analytical solution in a simplified dynamical
system. A rectangular, non-rotational, and flat-bottom basin
is considered. This simple setting permits an analytical solu-
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U ¼ 0 at x¼0; x ¼ a ðA4Þ
V ¼ 0 at y ¼ 0; y ¼ b ðA5Þ
where x and y are horizontal Cartesian coordinates along the
east and north directions, respectively, and the other notations
are the same as those used in Eq. (1) of part I. The lateral
boundary conditions are zero fluxes at x=(0,a) and y=(0,b),
and the initial values for η,U and Vare all assumed to be zero.















þ F t; x; yð Þ ðA6Þ
∂η
∂x
¼ 0; at x ¼ 0 and a; ðA7Þ
∂η
∂y
¼ 0; at y ¼ 0 and b; ðA8Þ
η ¼ 0; t ¼ 0 ðA9Þ
∂η
∂t






dxdy ¼ 0 for all tð Þ ðA11Þ
where:














which represents the atmospheric forcing field. The lateral
boundary conditions, namely Eqs. (A7) and (A8), are a con-
sequence of the zero normal fluxes and zero external forcing at
the solid vertical coast3.
Condition (A11) is a result of the domain-wise integra-
tion of the continuity equation4 and ensures that mass is
conserved globally. From a mathematical perspective, a
governing equation with the second-order time derivative
needs only two initial conditions, as described by
Eqs. (A9) and (A10). However, the solution so obtained
may be mathematically valid but not physical. Using
Eq. (A11) as an additional constraint helps eliminate any
unphysical solutions. Consistently, the domain-wise inte-




F t; x; yð Þdxdy ¼ 0 ðA13Þ
which can be verified by the domain-wise integration of
Eq. (A6) using Eqs. (A7), (A8), and (A11).
Equation (A6) is linear and inhomogeneous. Its solution
can be obtained with Duhamel’s principle (e.g., Courant and
Hilbert 1962) and the linear superposition principle. With
Duhamel’s principle, the inhomogeneous equation can be
modified to become homogeneous. With the linear superposi-
tion principle, the homogeneous solutions can be
superimposed to recover the inhomogeneous solution. The
solution to Eq. (A6) is:
η t; x; yð Þ ¼
Z t
0
ξ t−t 0 ; x; y
 
dt 0 ðA14Þ


















¼ 0; at x ¼ 0 and a; ðA16Þ
∂ξ
∂y
¼ 0; at y ¼ 0 and b; ðA17Þ
ξ ¼ 0; t ¼ t 0 ; ðA18Þ
∂ξ
∂t
¼ F t 0 ; x j; yi
 
; t ¼ t 0 ; x j; yi
 
∈ a; b½ : ðA19Þ
Using the technique of separation of variables (e.g., Myint-U















; t≥ t 0
0; t < t 0
8><>:
ðA20Þ
where s is a frictional parameter, ωmn are the wave frequencies,

















m ¼ 0; 1; 2;⋯;∞; n ¼ 0; 1; 2;⋯;∞; exclude m ¼ n ¼ 0ð Þ
ðA23Þ














F t; x; yð Þcos nπx
a
dxdy ðA26Þ
3 For a solid vertical coast, applying a zero or non-zero horizontal force
makes no difference if we are concerned with only water movement.
However, the former choice makes the boundary conditions homoge-
nous, which will in turn make the solution much easier to obtain.
4 Using the divergence theorem of Gauss and the zero fluxes at the coasts,
the domain-wise integral of the RHS of (A1) is zero.












where 0≤τ≤t,m=1,2,⋯ and n=1,2,⋯. The value of the fric-
tional parameter s=κ/(2h) should be chosen such that all ωnm
are real valued.
The time convolution expressed by Eq. (A14), together
with Eqs. (A20) through (A27), provides a general solution
to wave motion in the rectangular domain driven by any type
of forcing field, provided that the condition stated by
Eq. (A13) holds. As a simple example, consider a forcing field
associated with the following wind and air pressure fields:
U 10 x; yð Þ ¼ 20 m=s; for x∈ 0; að Þ; any y;0 m=s; x ¼ 0; x ¼ a; any y;
	
V 10 x; yð Þ ¼ 0;
pa x; yð Þ ¼ constant:
9>=>;
ðA28Þ
In this case, the forcing field expressed by Eq. (A12) is re-
duced to:
F ¼ − ∂τ x t; x; yð Þ
∂x
ðA29Þ
where τx can be calculated fromU10 and V10 with Eqs. (3) and
(4) in part I.
The U10 specified by Eq. (A28) represents a constant west
wind uniformly blowing east within the domain at a speed of
20 m/s. However, the wind speeds at the two boundary ends
(i.e., x=0 and x=a) are set equal to zero; this is because a non-
zero wind cannot produce any effect on a vertical concrete
wall anyway. The given wind speed is therefore a step func-
tion across the solid boundary, so is the associated wind stress.
Specifically, from x=0 to x=ε, where ε is any positive infin-
itesimal, the wind stress increases from 0 to a positive value,
and from x=a−ε to x=a, it decreases from the same positive
value to 0. Therefore, based on Eq. (A29), the forcing field F
consists of two Dirac δ− functions:
F ¼ τδ x−að Þ−τδ xð Þ ðA30Þ
where τ is a constant stress (τ=Cd|U10|U10=2.8×10
−3×202=
1.12 m2/s2). It is evident that the above F respects the condi-
tion of Eq. (A13).





when n is odd
0 when n is even
(
ðA31Þ
Bm0 ¼ 0; Bmn ¼ 0: ðA32Þ














; t≥ t 0
0; t < t 0
8><>:
ðA33Þ
and the inhomogeneous solution, Eq. (A14), can be evaluated
as:











The solution shows that the wave motion is independent of y,
which is expected because the external forcing is applied only
in the x-direction. The absence of y in the solution indicates
that the wave motion in the y-direction is uniform.
The slope of the sea surface can be determined by taking














When t→∞, the asymptotic sea surface and its slope become:



























; x∈ 0; að Þ;
0; x ¼ 0; x ¼ a:
(
ðA37Þ
In the second steps of the above equations, the following two
well-known Fourier series have been used:



















for x∈ 0; að Þ ðA39Þ
which one can verify or easily find references for5.
5 For example, for Eq. (A38), http://ocw.mit.edu/courses/mathematics/
18-03sc-differential-equations-fall-2011/unit-iii-fourier-series-and-
laplace-transform/fourier-series-basics/MIT18_03SCF11_s21_6text.pdf,
a n d f o r E q . (A 3 9 ) , h t t p : / / m a t hwo r l d . w o l f r am . c om /
FourierSeriesSquareWave.html.
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The asymptotic solutions given by Eqs. (A36) and (A37)
can also be obtained directly from the original momentum
equations. For the constant wind stress considered here, we
can immediately see the asymptotic solution from Eq. (A2):
the asymptotic u and its time derivative all vanish due to
friction. This leaves only the slope in the sea surface balancing






Integrating the above equation, we can determine the asymp-








where the integral constant is determined as const=a/2 in the
second step by the global mass conservation ∫0
a
ηdx=0.
Appendix 2: Convolution of matrices, its definition,
and properties
B1: Definition of convolution of matrices
Equation (19) in part I is copied here for convenience after
dropping the subscript “c:”
G* fð Þ kþ1ð Þ≡
Xk
i¼0
G iþ 1; :ð Þ f k−ið Þ; k ¼ 0; 1; 2;⋯; kmaxð Þ
ðB1Þ
where f is a forcing vector, which changes in time, as implied
by its superscript k. The forcing field consists of the set of the
forcing vectors f(k) (k=0,1,2,⋯,kmax). Introduce a matrix F to
accommodate the forcing vectors:
F ¼ f 0ð Þ f 1ð Þ ⋯ f kð Þ⋯ f kmaxð Þ
h iT
: ðB2Þ
A column of F is a time series of the forcing field at a partic-
ular spatial point, and a row of F is a forcing vector at a
particular time. The arrangement of the temporal-spatial infor-
mation in F is such that the temporal information is contained
in the columns, and the spatial information is contained in the
rows. The matrixG shares the same temporal-spatial informa-
tion arrangement (cf. Eq. (17) and Section 4.1 of part I). The
actual time span corresponding to the length of F is equal to
LF×ΔtF, where ΔtF is the time interval that comes with the
atmospheric model solutions, which is usually hourly. The
actual time span corresponding to the length of G is equal to
LG×Δtsmp, where Δtsmp is the sampling rate used to pre-
calculate the matrix G (cf. Section 3.3 of part I). For storm
surge problems,Δtsmp should be chosen to be the same asΔtF.
The convolution defined by Eq. (B1) can now be re-
expressed as:
G*Fð Þ kþ1ð Þ≡
Xk
i¼0
G iþ 1; :ð ÞFT :; k−iþ 1ð Þ; k ¼ 0; 1; 2;⋯; kmaxð Þ:
Using Eqs. (B2) and (B3), we can re-express Eq. (1) as:
η ¼ G*F: ðB4Þ
Equation (B3) defines a convolution between two matrices. It
is an extension from a convolution between two time series (or
to say two vectors) because the latter is a special case when
there is only one column in G and in F. Because of this con-
nection, the number of rows in G and F will be frequently
referred to as the lengths of G and F in the text below.
B2: Associative and commutative properties of matrices
in convolution
Associative property
If G=USVT, the following associative property holds:
G*f ¼ USVT * f ¼ USð Þ* VT f  ¼ U* SVT f : ðB5Þ




  kþ1ð Þ ¼Xk
i¼0




U iþ 1; :ð ÞSð Þ VT f k−ið Þ

 




U iþ 1; :ð Þ SVT f k−ið Þ

 
≡ U* SVT f




G*F ¼ F*G: ðB9Þ
In many textbooks, this property is proved for two vector
operands. It also holds when the two operands are matrices.
This can be proved as follows:
G*Fð Þ kþ1ð Þ≡
Xk
i¼0
G iþ 1; :ð ÞFT :; k−iþ 1ð Þ ðB10Þ
(B3)




F mþ 1; :ð ÞGT :; k−mþ 1ð Þ ðB11Þ
¼ F*Gð Þ kþ1ð Þ ðB12Þ
for any k=0, 1, 2, ⋯,kmax, wherem=k−i in the second step,
and the positions of G and FT are exchanged with their trans-
poses. The property is thus proved.
B3: The convolution length and the number
of multiplications
Equation (B4) may appear abstract; it may be worthwhile to
explain it with a concrete example. Without loss of generality,
let us assume that the matrix G has only two rows and the
matrix F has three rows, i.e.,G=[r0;r1] and F=[f
(0) f(1) f(2)]T.
In this case, based on the definition given in Eq. (B3), we can
























3775FT :; 3ð Þ
ðB13Þ
where η1, η2, η3 and η4 are the four convolution values at four
times (t=Δt, 2Δt, 3Δt, 4Δt, whereΔtmay equal one hour,
for example). The first term of the right-hand side (RHS)
represents a train of waves that is set into motion by the first
instantaneous forcing vector, FT(:,1). The second term is an-
other train of waves that is excited by the second instantaneous
forcing vector, FT(:,2), and similarly for the third term. The
second instantaneous forcing vector does not exist until the
second time step; this is why we see that r0 and r1 are shifted
down by one position in the column vector in the second term.
Similarly, the reason we see two zeros before r0 and r1 in the
column vector of the third term is because the instantaneous
forcing vector FT(:,3) does not exist until the third time step.
Once set into motion, these wave trains become free waves
because their associated instantaneous forces no longer exist.
The total response is a sum of these free wave trains.
This simple example assumes that there are only three suc-
cessive forces and that the wave set up by each force only lasts
two time steps; therefore, the length of the total response is four
time steps (i.e., 2+3−1=4). Generally speaking, the length of
the convolution response vector is given by the formula:
LR ¼ LG þ LF−1 ðB14Þ
where LR is the length of the response vector, LG is the length of
the convolution kernel, and LF is the length of the forcing vec-
tor. As noted at the end of Appendix 2.B1, the length of amatrix
is a synonym for the number of rows of the matrix.
The number of multiplications entailed in Eq. (B13) can be
analyzed in this way: G and F have the same number of col-
umns, and let this number be denoted as n. This means that each
row times a column on the RHS of the equation (e.g., r0×F
T(:,
1)) requires n multiplications. There are two such rows and
three such columns; the total number of multiplications is thus
2×3×n. In general, the number of multiplications, "#*"eqB3,
required to perform a convolution using Eq. (B3) is equal to:
}#*}eqB3 ¼ nLGLF: ðB15Þ
B4: Convolution theorem
The ASGF convolution can also be performed via FFT/IFFT:





where Ĝz=fft(Gz), F^z ¼ fft Fzð Þ, Gz and Fz are zero-padded
versions of G and F. The symbol “.*” denotes a dot-
multiplication operator that multiplies its two operands ele-
ment by element; and sum G^:* bF; 2
  means to sum the
product of G^:* F^ row-wisely. Note that the result of sum
G^:* bF; 2
  is a one-column vector. Appropriate zero padding
is necessary in FFT so that the tail of the resultant vector will
not be folded back to its head. Equation (B16) extends the
well-known convolution theorem (e.g., Strang 2007) from
vectors to matrices.
Computing a convolution via FFT/IFFT is generally much
faster than directly computing it according to the convolution
definition. Let us examine how many multiplications are re-
quired by Eq. (B16). When an FFTor IFFT is applied to a LR-
point vector, it requires LR/2log2(LR) multiplications if LR is a
power of 2. In Eq. (B16), there are two FFT’s applied to Gz
and Fz, both of which have n columns; this requires nLR
log2(LR) multiplications. There are also element-by-element
multiplications between Ĝ and F^, which requires nLR multi-
plications; one IFFT is applied to a one-column vector, which
is sum G^z:* F^z; 2
 
. This requires LR/2log2(LR) multiplica-
tions. The total number of multiplication is then given by:
}#*}eqB16 ¼ nLRlog2 LRð Þ þ nLR þ LR=2log2 LRð Þ
¼ 1þ 0:5=nð Þlog2 LRð Þ þ 1½ nLR: ðB17Þ




1þ 0:5=nð Þlog2 LRð Þ þ 1½ nLR
¼ 1−LG=LR þ 1=LRð ÞLG
1þ 0:5=nð Þlog2 LRð Þ þ 1½ 
ðB18Þ
where Eq. (B14) has been used. Figure 8 shows how this ratio
varies with log2LR when LG=72 and n=408,622, both of
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which pertain to the realistic example in Section 2.2. The ratio
peaks at log2LR=9, after which it monotonically decreases
toward zero. The peak ratio is 6.2, which indicates that the
calculation of the same convolution using Eq. (B16) requires
5.2 times fewer multiplications than using Eq. (B3). In other
words, Eq. (B16) is 5.2 times faster or more efficient than
Eq. (B3). After the peak, the ratio decreases but remains above
3 up to log2LR=20, which is equivalent to 119.7 years of
hourly points. Although not shown in the figure, the ratio
changes from above one to below one when log2LR increases
from 41 to 42. This indicates that for all log2LR<42, Eq. (B16)
is more efficient than Eq. (B3). The reason why the convolu-
tion theorem does not win for all LR is because the convolution
theorem is applied here to two sets of different length time
series, LG and LF, where LG is fixed, and LF increases as LR
increases. If LG and LF were of the same length and if both
increased with LR, the convolution theoremwould always win.
The peak ratio occurs at LR=2
9, which therefore should be
considered to be the optimal convolution length. Denoting this
length as Lopt, we can use the length Lf=Lopt−LG+1 to divide
the entire length of the forcing matrix into m pieces using p=
ceil(LF/Lf), where “ceil” is a function that rounds its argument
to the nearest integer toward infinity. For each piece, we can
apply the convolution theorem to obtain a response vector; we
can then assemble the piecewise response vectors into a final
long response vector. Note that cGz ¼ f f t Gzð Þ needs to be
computed only once; it can then be used for all of the pieces of
the forcing vector (more precisely, the forcing matrix). Denote
Fz
(p) as a zero-padded version of the p’th piece and still use Gz
to denote a zero-padded version of G but now only to the
length of Lopt. Then, the piecewise approach requires the
following numbers of multiplications: to compute cGz ¼ f f t
Gzð Þ once requires nLopt/2log2Lopt multiplications; to com-
pute cFz pð Þ ¼ f f t Fzð pð ÞÞ p times requires pnLopt/2log2Lopt
multiplications; to computecGz:*cFz pð Þ p times requires pnLopt
multiplications; and to compute ifft(sum(cGz:*cFz pð Þ,2)) p
times requires pLopt/2log2Lopt multiplications. The total num-
ber of multiplications entailed in Eq. (B16) with the optimal
piece-wise approach is:
}#*}eqB16 ¼ 1þ 1=pþ 1=n2 log2Lopt þ 1
 
pnLopt ðB19Þ





where the following relation is used in the second step:
T ¼ pLoptΔtsmp ðB21Þ
where T is the time span of the convolution response, and
Δtsmp is the sampling rate used to pre-calculate the matrix G
(cf. Section 3.3 of part I), which is chosen to be the same as the
time interval in a given atmospheric forcing field.













Fig. 8 Ratio of "#*"eq80/"#*"
eq90 varies with log2(LR) when LG
is fixed at 72











where the specific values of LG=72, Lopt=2
9 and n=408,622,
which are pertinent to the real storm surge case simulated in
Section 2.2, have been substituted in the second step. Equation
(B22) is general, whereas Eq. (B23) is specific because differ-
ent values of LG have different values of Lopt.
Table 1 lists the ratios for different values of LF. As shown,
the above divide-and-conquer algorithm significantly in-
creases the ratios. For example, when LF=4380×24, the ratio
is 11.2, whereas Fig. 8 shows that the ratio is below 4.2 for the
same LF (log2LF=16.6817).
In the above calculations, LG=72 has been extensively
used, which results in the optimal convolution length of
Lopt=2
9. In general, Lopt is a function of LG and can be solved
from:





where y=log2(Lopt). Table 2 lists the solutions for some values
of LG.
B5: MATLAB function conv_FFT
The MATLAB function called conv_FFT, which is given in
Table 3, implements Eq. (B16) via the divide-and-conquer
approach.
Appendix 3: Position swap between the singular
values and the compressed forcing vector
The following relation can be proven:
U* Sψð Þ ¼ U*Ψð Þs ðC1Þ
where S and s contain the same elements but are arranged
differently, so are Ψ and ψ. This relation states that the sin-
gular values contained in the diagonal matrix S and the ele-
ments in the compressed forcing vector ψ can swap positions
after an appropriate re-arrangement of their contents. The ap-
propriate re-arrangement is as follows: s is a column vector
consisting of the diagonal elements of S, i.e., s=[s1 s2 ⋯
sm]
T; ψ j ¼ ψ j

0ð Þ ψ j 1ð Þ ⋯ ψ j kmaxð Þ T is a column vector
consisting of the time series of ψj, with j=1,2,⋯,m; and
Ψ=[ψ1 ψ2 ⋯ψm].
To prove this relation, let us assume for simplicity but
without loss of generality thatU is of dimensions 2×2, so is S
U ¼ u11 u12
u21 u22
 




and that the forcing field consists of only two instantaneous
vectors, ψ(0) and ψ(1),











In this simple case, from the convolution definition given by
Eq. (B1):
U* Sψð Þ ¼
u11 u12 0 0
u21 u22 u11 u12






























¼ U1*ψ1 s1 þ U2*ψ2 s2 ðC6Þ
¼ U1*ψ1 U2*ψ2½ s ðC7Þ
Table 1 Ratios of the numbers of
multiplications for different
forcing vector lengths, LF, based
on Eq. (B22), where LG=72,
Lopt=2
9, and n=408,622. It is
assumed here that m=ceil(LF/Lf)
and Lf=Lopt−LG+1=441
LF (h) 60×24 120×24 180×24 240×24 300×24 360×24
p 4 7 10 14 17 20
"#*"eqB3/"#*"eqB16 7.6 9.4 10.2 9.9 10.3 10.6
LF (h) 730×24 1460×24 2190×24 2920×24 3650×24 4380×24
p 40 80 120 159 199 239
"#*"eqB3/"#*"eqB16 11.0 11.1 11.2 11.2 11.2 11.2
Table 2 Solutions to y=log2Lopt from Eq. (B24) for a set of LG. The
solutions are rounded to the nearest integer
LG 24 36 48 60 72 84 96 108 120 132
y=log2Lopt 7 8 8 8 9 9 10 10 10 10
LG 144 156 168 180 192 204 216 228 240 264
y=log2Lopt 10 10 11 11 11 11 11 11 11 11
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Table 3 MATLAB function Bconv_FFT,^ which is used to compute the convolution of two matrices
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where U1 and U2 are the first and second columns of U, and















These are vectors in time, whereas those defined in Eq. (C3)
are vectors in space. The same procedure demonstrated by this
simple example can be used to prove the general relationship
of Eq. (C1) by mathematical induction.
Let
C ¼ U1*ψ1 U2*ψ2 ⋯ Um*ψm½  ¼ U*Ψ:
ðC9Þ
Applying the convolution theorem to the column-wise convo-
lutions in Eq. (C9), we obtain:




where Û=fft(U) and Ψ^ ¼ fft Ψð Þ with the necessary zero
paddings. The same MATLAB function shown in Appendix
2.B5 can be used to computeCwhenU andΨ are input as the
first and second arguments to the function, and when the third
logical argument, sumcol, is set to be false.
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