A Gaussian t-design is defined as a finite set X in the Euclidean space R n satisfying the condition:
Main theorems Definition 1.1 Let X ⊂ R
n be a finite set. We say X is a Gaussian t-design if the following condition holds for any polynomial f (x) in n variables x 1 , x 2 , . . . , x n of degree at most t:
where α is a positive real number, V (R n ) = R n e sometimes known in some special cases, e.g., if e is odd, 0 ∈ X and |{||x|| |x ∈ X }| ≥ e+3 2 , then |X | ≥ ( n+e e ) + 1 as is proved in [10] . However, we think ( n+e e ) is the most natural and general bound since this is the dimension of the space consisting of all the polynomials of degree at most e on R n .
Gaussian 2e-design X is called tight if |X | = ( n+e e ) holds. The purpose of this paper is to prove the following two main theorems. Theorem 1.3 Let X be a tight Gaussian 2e-design. Let {||x|| | x ∈ X } = {r 1 , r 2 , . . . , r p } (r i = r j for i = j) and X i = {x ∈ X | ||x|| = r i }. Then the following assertions hold:
(1) p ≥ [
] + 1.
(2) ω(x) is constant on each X i .
(3) Each X i is an at most e-distance set.
Theorem 1.4 Let X be a Gaussian tight 4-design. Then the following assertions hold:
(
1) If 0 ∈ X , then X is a Gaussian tight 4-design if and only if X − {0} is a spherical tight 4-design on the sphere of radius n+2
2α 2 and the weight ω is uniquely determined as follows:
for u = 0 2 (n + 3)(n + 2) for u = n + 2 2α 2 .
(2) If p = 2 and 0 ∈ X , then n = 2 and X equals the 6 points set Remark It is known that the set X = X 1 ∪ X 2 ⊂ R 2 defined below is a tight Euclidean 4-design (cf. [3] ). ) 3 . If r 1 = r 2 , then X is a regular hexagon, which is a tight spherical 5-design. Theorems 1.3 and 1.4 will be proved in Sections 2 and 3 respectively. Section 4 will contain some concluding remarks.
Preliminaries on Gaussian designs
First we introduce some notation. Let X be a finite set in
Even if r i = 0, we count S i = {0} as a sphere and we say that X is supported by p concentric spheres centered at the origin. Let
Let ω be a positive weight function defined on X . We define ω(X i ) = x∈X i ω(x). If r i = 0, then let σ i be the Haar measure defined on each sphere S i induced by the ordinary measure of R n . We denote |S i | the area of S i , i.e., |S i | = S i dσ i (x). If r i = 0, then we define S i f (x)dσ i (x) = f (0). Hence |S i | = S i dσ i (x) = 1 for this case.
Let P(R n ) be the set of all the polynomials in n variables. Let Harm(R n ) be be the set of all the harmonic polynomials in P(R n ). Let Hom l (R n ) be the subspace of P(R n ) consisting of all the homogeneous polynomials of degree l. Let Harm l (R n ) = Harm(R n ) ∩ Hom l (R n ). We assume that the reader is familiar with the basic concepts related to spherical t-designs, see, e.g. [2, 9] .
In [19] A. Neumaier and J. J. Seidel defined Euclidean designs as follows.
holds for any polynomial f (x) in n variables of degree at most t.
In [19] , Neumaier and Seidel also showed the following theorem.
Theorem 2.2 X is a Euclidean t-design if and only if
We can easily prove the following proposition.
Proposition 2.3 A Gaussian t-design is a Euclidean t-design.
Proof: Let σ be the ordinary Haar measure on the unit sphere S n−1 in R n . Let X be a Gaussian t-design with a weight function ω. Let l and j be nonnegative integers satisfying
Hence we have
] and 1 ≤ l ≤ t. This means X is a Euclidean t-design with a weight function ω(x).
Let ϕ l,i (x), i = 1, . . . , N l be a basis of Harm l (R n ) satisfying the following condition.
where
holds for any ξ, η ∈ S n−1 , where Q l is the Gegenbauer polynomial of degree l and (ξ, η) is the ordinary inner product of vectors in R n (see e.g. [9, 15] .). The above equation is known as the addition formula. The addition formula implies Q l (1) 
For each l we consider the vector space of polynomials in one variable r equipped with the following inner product <, > l . For polynomials g(r ), h(r ) we defined
is a linearly independent set in the vector space of polynomials in one variable r , applying the Schmidt's orthonormalization method, we can construct polynomials g l, j (R), j = 0, 1, 2, . . . satisfying the following condition:
is a polynomial in one variable R of degree j and
holds.
Since g l, j (R) is a polynomial of degree j, g l, j (||x|| 2 ) is a polynomial in n variables of degree 2 j.
H l . Then we can easily see that H is a basis of the vector space P e (R n ) consisting of all the polynomials in n variables of degree at most e (see [10] , cf. [6] for a more general result).
Theorem 2.4
Let X be a Gaussian 2e-design and H be the basis of P e (R n ) defined as above. Let M be the matrix which is indexed by the set X × H, whose (u, g l, j ϕ l,i )-entry is defined by
Then we have
The following corollary is well known and proved by a basis-free argument. However, since it is also immediately obtained from Theorem 2.4, we state here. 
Proof: Since the rank of t M M is (
n+e e ), we have the Corollary.
We state Theorem 1.3 here again.
Theorem 1.3 Let X be a tight Gaussian design. Let p be the number of the concentric spheres which support X . Then the following assertions hold:
(1) [
Proof:
(1) Since |X | = ( n+e e ), the matrix M is a nonsingular square matrix. Hence M t M = I holds. To have nonsingular matrix M, we should have the property that the set of the polynomials {g e, j (||x||
]} is linearly independent on X . This implies
Hence ω(u) only depends on the norm r i of the vector u.
Suppose that u, v ∈ X i and ||u||
Here Q l (y) is a polynomial in y of degree l. Hence for each fixed value R i , the left hand side of the equation (2.4) is a polynomial in (u, v) of degree at most e. This implies that each X i is an at most e-distance set.
Proof of Theorem 1.4
In this section we consider the Gaussian tight 4-designs, i.e., the case e = 2. Since
First we give explicitly the polynomials
], satisfying
Since the Eq. (3.1) implies
Substitute the values g l, j (||u|| 2 ) in the Eq. (2.2) we obtain
,
Also the Eq. (2.4) implies
. Then the Eq. (3.6) yields
Proof of Theorem 1.4 (1): Assume 0 ∈ X . Then |X − {0}| < ( n+2 2 ). By Proposition 2.3, X is a Euclidean 4-design. Hence X − {0} is also a Euclidean 4-design. It is known that if the number of the spheres which support a Euclidean 4-design in R n is more than 1, then its cardinality must be bounded below by ( n+2 2 ). Since |X − {0}| < ( n+2 2 ), X − {0} must be contained in a sphere centered origin. Hence X − {0} is a tight spherical 4-design. We only need to verify the equation given in the definition of Gaussian design for polynomials
Let u ∈ X − {0} and ||u||
This implies
Proof of Theorem 1.4 (2): First we prove the following proposition. 
for i = 1 and 2.
Proof: By the assumption of the Proposition 3 we have X = X 1 ∪ X 2 and R 1 = r 1 2 = 0 and R 2 = r 2 2 = 0. Since the weight function is constant on each
. Because the roles of X 1 and X 2 are symmetric it is enough if we prove the Eq. (3.8) holds for i = 1. By the definition of Gaussian 4-designs we have
and 1
Also the Eq. (3.5) implies
(3.12)
By the Eqs. (3.9) and (3.12) we have
The assumption ω 2 > 0 implies 4α 4 R 1 2 + n + 2 − 2|X 1 | > 0. The Eqs. (3.10), (3.12) and (3.13) imply
Then the Eqs. (3.11), (3.12), (3.13) and (3.14) imply the following equation:
Let F(x, R) be the polynomial defined by Proof: Assume one of X i is of size n. We may assume |X 1 | = n. Then the Eq. (3.8) implies
Then the Eqs. (3.7) and (3.16) imply
However the discriminant of this quadratic equation is −128α 4 n 3 < 0, so there is no solution for A. Hence |X i | = n for i = 1, 2.
Next assume one of X i has the cardinality less than n. Then we may assume |X 1 | < n. The Eq. (3.8) implies
Since R 1 > 0 and |X 1 | < n we have
Then the Eqs. (3.7) and (3.17) imply
Then the discriminant of the quadratic equation of A given above is
Hence the discriminant of the quadratic equation of A is a negative number and there is no real valued solution for A. This is a contradiction. Therefore we have |X i | > n for i = 1, 2. Now, we may assume that |X 1 | ≥ |X 2 |. Then Proposition 3.2 implies
First we prove Theorem 1.4 (2) for n = 2. Let n = 2. Since |X | = 6 and |X i | > 2, (i = 1, 2), we have |X 1 | = |X 2 | = 3. Then Proposition 3.1 implies
Then the Eq. (3.7) implies
Since the regular triangle on the circle of radius
has edges of length
This gives the design given in the Theorem 1.4 (2). (i).
Next we assume n ≥ 3. Since the maximum cardinality of the 1-distance sets in R n is n + 1 and
> n + 1 for n ≥ 3, X 1 is a 2-distance set. Let α 1 , α 2 be the two distances of X 1 satisfying α 1 > α 2 . Let A 1 = α 1 2 and A 2 = α 2 2 . Then A 1 and A 2 are the distinct solution of the Eq. (3.7) for R = R 1 , where R 1 = r 2 1 .
Proposition 3.3 If n ≥ 7, then the following assertions hold:
(1) (
with an integer k satisfying 2 ≤ k < > 2n + 3. The theorem of LarmanRogers-Seidel [18] implies that if |X 1 | > 2n + 3 then
with an integer k satisfying 2 ≤ k <
. The Eq. (3.18) implies
Since the (3.7) must have two distinct positive solutions A 1 and A 2 the discriminant of the quadratic Eq. (3.7) of A has to be positive. This implies 4α 2 R 1 − n − 1 > 0. Solving for A 1 and A 2 with A 1 > A 2 explicitly we obtain
Let G(R) be the rational function of R defined by
and let R(x) be a continuous function of x satisfying
where F(x, R) is the polynomial defined by the Eq. (3.15). Then 19) where ε = 1 or −1. Then Proposition 3.1 implies that if there exists a Gaussian tight 4-design X satisfying 0 ∈ X and p = 2, then
is a square of an odd integer. We have the following proposition on the property of the function G(R(x)).
Proposition 3.4 Assume n ≥ 10 and n <
, then the following conditions hold:
Since R = R(x) we have
< 0. This completes the proof for (1).
Next we prove (2). Since G (R(x) ) is a decreasing function for
we only need to show that n + 6 > G(R (   (n+2)(n+1) 4 )) and n + 3 < G(R( n(n+1) 2 )). We have 
for n ≥ 10. And the denominator of (3.20) is positive because
for n ≥ 2. Hence we have
for any x satisfying
. Next we will show the second inequality. We have
The numerator of the right hand side is positive because
and the denominator of the right is positive because
Since the function G (R(x) ) is decreasing monotonously, Proposition 3.4 implies the following proposition. 
Next we prove the following proposition.
Proof:
The discriminant of the quadratic Eq. (3.21) of x is equal to
Hence the solution x of the Eq. (3.21) is not an integer.
)). Then we have
we have
The Eqs. (3.22) and (3.23) imply Compare with the list of ratios obtained by the method given by Einhorn-Schoeneberg ( [13, 14] ) we find that there is no 2-distance set with the ratios given above. The reader is referred to [3] for further explanation of the details of the proof. The authors are indebted to Makoto Tagami for the verification of this claim by using computer. 
for any n ≥ 3. Therefore F(Y ) = 0 has only one solution for Y > 0. This implies that the number of the spheres which support X having positive radius is one. Hence X contains the origin 0. Let R = R 1 = r 1 2 and R 2 = r 2 2 = 0. Applying the equation of the definition of Gaussian 4-design for f (x) = ||x|| 2 j , j = 1, 2, we obtain This implies that p = 2 and 0 ∈ X . Then Theorem 1.4 (1) implies that X is not of constant weight. This completes the proof of Theorem 1.4 (4).
Concluding remarks
(1) In the previous paper [3] , we determined tight Euclidean 4-designs (i.e., tight rotatable designs of degree 2) in R n with constant weight. (As for the definition of Euclidean t-designs in R n , see Definition 2.1 as well as [19] and [3] .) The method employed in this present paper is similar to that of [3] . Generally the treatment in the present paper is slightly simpler than the one in [3] .
basis of the space of the polynomials of degree at most 2e. So we believe the settingis satisfied for any polynomials f (x) = f (x 1 , . . . , x n ) of degree t ≤ 2e + 1 (cf. Dunkl-Xu [12] ). From our point of view, it would be interesting to consider weight function k(x) = h(r ) which depends only on r = x 1 2 + · · · + x n 2 having Tchebycheff quadrature (F) with the size |X | = ( n+e e ) and t = 2e. The main theorem in [3] implies the following theorem which may have an independent interest: (see also [2, 4, 5, 7, 9] .) Theorem 4.1 Let n (≥ 3) be not of the form n = (2l + 1) 2 − 3 and let t = 2e = 4. Then there is no weight function k(x) = h(r ) satisfying the condition (F) with a finite set X of cardinality ( n+2 2 ) for any which is invariant under the action of orthogonal group O(n) of R n and satisfying f (x)k(x)dx < ∞ for polynomials of degree at most 4.
It seems interesting to know whether there is a quadrature formula (F) with |X | = ( n+e e ), t = 2e, and k(x) = h(r ), for larger values of e. Although it is not yet answered, it seems that, in view of Theorem 4.1, it is unlikely that there are such quadratures for larger values of e.
