Improving the efficiency and accuracy of energy calculations has been of significant and continued interest in the area of materials informatics, a field that applies machine learning techniques to computational materials data. Here, we present a heuristic quantum-classical algorithm to efficiently model the energy of substitutionally disordered binary crystalline materials. Specifically, a quantum circuit, that scales linearly in its parameters, is designed to predict the energies of quantum chemical simulations in an exponentially-scaling feature space. This circuit is trained by classical supervised-learning using data obtained from classically-computed quantum chemical simulations. The algorithm is able to detect and rectify anomalies in the data. The feasibility of the algorithm is demonstrated on the layer-structured Li-cobaltate system, a widely-used Li-ion battery cathode material component. The result shows that our quantum circuit model presents a suitable choice for modelling the energies obtained from a quantum mechanical system. Analysis of the anomalous data provides insights into the thermodynamic properties of the system studied.
I. INTRODUCTION
Materials informatics (MI) [1] [2] [3] , a recent trend in computational materials science, is a field of study that applies machine learning techniques to materials data to efficiently predict material properties [4] [5] [6] [7] [8] , ultimately aimed at accelerating materials development and deployment, e.g. for battery materials [9, 10] .
One of the challenging tasks in MI is to construct sufficiently rich models that can describe material properties realistically; often requiring expensive computations and data management that is intractable with today's computational resources [11] [12] [13] [14] . A quantum computer may be an attractive candidate to mitigate these challenges by providing greatly improved computational power, represented by its potential to solve certain exponentially-scaling problems more efficiently. Although the ability to implement useful problems on current quantum computers is limited due to decoherence and errors [15] [16] [17] , recent approaches [18] [19] [20] based on the hybridization of quantum and classical computing were successfully demonstrated on the quantum hardware currently in operation [21] [22] [23] [24] [25] [26] [27] [28] . In these hybrid approaches, a single lengthy operation on a quantum processing unit is replaced with a series of shorter processes, which are less vulnerable to the decoherence and errors, and interleaved with classically computed calibration routines.
Aligned with these approaches, here we present a hybrid quantum-classical algorithm to model the energy of substitutionally disordered binary crystalline materials. More specifically, a quantum circuit that links the energy and atomic position of materials is designed and trained by supervised-learning based on classical data instances (the result of quantum chemical simulation from classical computations). The immediate advantage of using a quantum circuit model is the availability of a quantum mechanically enhanced feature space for data representation that can encode correlations generated due to quantum entanglement which a classical model cannot. Also, the data can be fed directly into the quantum circuit model in this approach and hence problems associated with data input and output prevalent in many of the quantum machine learning algorithms does not impact this implementation [29] . The developed algorithm is applied to the layered Li x Co 2−x O 2 (LCO) system, used in Li-ion batteries, as a proof of concept demonstration. Computational advantages of this algorithm are explored and explained with an emphasis on two aspects: (i) reduction of the number of parameters and (ii) data anomaly detection. The significance of anomaly detection, especially for understanding of the magnetic interactions in the LCO system, is discussed.
II. BACKGROUND
The energy of single-crystal materials can be expressed as a function of occupation variables σ j , which indicate an atomic species on lattice site j. The total number of distinct configurations σ = σ 1 σ 2 · · · σ N on N lattice sites will be m N , where m is the number of different atomic species constituting the material, and thus m N parameters will be required to build a complete model of energy as a function of σ, E(σ), for all configurations {σ}. For example, a binary crystalline material with its atoms dispersed on N lattice sites will have 2 N distinct σ configurations that can be distinguished by 2 N parameters. If the force-field of the system is known to have an explicit formula as a function of continuous variables, e.g. pairwise potential as a function of interatomic distance, fewer number of parameters may be sufficient for modeling the energy. However, without such foreknowledge, in principle, m N parameters are needed. In practice, the number of the required parameters are reduced by using intrinsic material properties and data-science techniques. One such technique is the cluster expansion method [30] [31] [32] [33] [34] where the energy is expanded in terms of atomic clusters and the corresponding expansion coefficients are used as the parameters to model the energy. Then, the parameters are truncated by considering rotational and translational symmetries of atomic clusters, assuming a cutoff distance for effective interactions between atoms, and iteratively searching for the most representative atomic clusters while leaving out the others (compromising the accuracy). Although these techniques have been demonstrated successfully in certain areas of materials research, in particular the area of battery materials [32, [34] [35] [36] , there are still fundamental limits in increasing computational efficiency, due to the time-consuming process of sorting out the most representative parameters as well as the risk of deteriorated anomaly detection caused by incorrectly truncated parameters [37, 38] .
III. APPROACH
We develop a hybrid quantum-classical algorithm to efficiently model the energy of a binary crystalline material as a function of σ (σ j = ±1). A quantum circuit model can model complicated correlations in a data-set generated using quantum mechanical techniques. In our algorithm, a parameterized quantum circuit is trained by minimizing a cost function that measures the difference between the energies predicted from the quantum circuit and those computed via classical techniques. Once converged, the trained model will be capable of predicting the energy of arbitrary σ without performing classical energy calculations. Workflow of the proposed algorithm is as illustrated in FIG. 1.
Our design principle for quantum circuit assigns one qubit to each occupation variable and entangle every pair of the nearest neighbor qubits. While there can be several variants in arranging the entangling operators on a circuit, we adopted one with the circuit depth increasing linearly in the number of qubits for simplicity. The designed quantum circuit model consists of two consecutive layers of parameterized single and two qubit operations acting on N qubits where each layer is given by the following unitary transformation:
In Eq. (1), σ j denotes the occupation variable on lattice site j, andX j andẐ j denote the Pauli operators at the lattice site j. { Θ} = {φ j , θ j , θ j,j+1 } indicate the free parameters in the circuit to be learned. We use two consecutive layers of the unitary circuit presented in Eq. (1) to represent quantum chemical interactions in the lattice system. There are overall 6N − 2 free parameters in this circuit for a lattice system with N lattice sites. Based on the results in [22, 39, 40] , we believe that this circuit model would be hard to simulate classically. Refer to Appendix C for more discussion on the properties of the quantum circuit used. The overall structure of the designed quantum circuit is as illustrated in FIG. 2 and detailed circuit for a 4 lattice site system is provided in Appendix D. The energy of the lattice system for a given configuration σ is evaluated as the expectation value of the state |ψ(σ) given in Eq. (2)
with respect to theX 1Ŷ2 · · ·X N −1ŶN operator using a quantum processing unit. Note that theX 1Ŷ2 · · ·X N −1ŶN operator was chosen to reduce the effects from the unintentional parity-symmetries of occupation variables and hence to distinguish σ effectively (see Appendix C). Thus, the energy predicted by this model, E QC , is: Workflow of the proposed algorithm -σ and E are the configuration of occupation variables and the energy from classically-computed quantum chemical simulation (density functional theory calculation in this study), respectively, per each data instance. The parameters { Θ} and s, which are the coefficients of the quantum circuit and a scaling factor, respectively, are used to predict the energy E QC for a given σ and optimized classically through minimization of a cost function. tol1 and tol2 are the thresholds to determine if the parameters were converged and the cost reached the minimum, respectively, while tol3 is used to identify data instances with anomaly. E QC(k) and E (k) are the energies for the k-th configuration σ (k) in the training set. The training set is updated by correcting the anomalous data instances and adding new data instances. Variational quantum-classical optimization process and data anomaly detection process are denoted by blue-dashed and red-dotted regions, respectively.
FIG. 2. Illustration of the proposed quantum circuit -(a) the entire circuit and (b) one layer. The circuits consists of a set of free parameters { Θ n } = {θ n j , θ n j,j+1 , φ n j } where the subscript denotes the lattice site(s) and the superscript specifies the layer number. The two-qubit operator V (θ n j,j+1 , σjσj+1) denotes e iθ n j,j+1 σ j σ j+1ẐjẐj+1 and represents the entangling operator between qubits j and j + 1 on the layer n.
In Eq. (3), we introduce a scaling factor, s, which is also an optimization parameter, to account for the overall scale of the predicted energies. With the inclusion of the scaling factor, the total number of parameters to be optimized is 6N − 1. E QC , as a function of σ, is then compared with the energy, obtained from classically-computed quantum chemical simulation. This algorithm was implemented using IBM's open source Qiskit Aqua software and the results were simulated using the statevector-simulator provided within Qiskit [41] . In this study, density functional theory (DFT) was used to calculate the energy classically, E DF T . To help with the optimization procedure, the classical DFT energy data was pre-processed. Details of this procedure are outlined in Appendix A.
Data instances from the DFT calculations are divided into two sets, training set and test set. Both E QC and E DF T are obtained for all configurations in the training set. The coefficients ({ Θ 1 }, { Θ 2 }) and the scaling parameter s are then optimized to minimize the cost, defined as the Root-Mean-Square-Error (RMSE) of the E QC (σ) compared with the E DF T (σ) for each configuration σ in the training set, as follows.
In Eq. (4), N data is the number of data instances in the training set and i denotes the i th data instance. This optimization process is carried out using a combination of Constrained Optimization BY Linear Approximation (COBYLA) [42] and Adaptive Moment Estimation (Adam) [43] . The COBYLA optimization algorithm is applied until the number of iterations for parameter optimization reach the preset maximum of 10,000, or the a preset error tolerance, tol 1 of less than 10 −4 . In the former case, the optimization parameters are then refined further using Adam algorithm until the tolerance reaches tol 1 . After the completion of the optimization run (refer to FIG. 1) , if the evaluated cost is found to be higher than a fixed value, tol 2 , all data instances used for training which show a discrepancy of greater than tol 3 between E QC and E DF T are examined by performing DFT calculations for the same σ but with updated DFT parameters, the initial values of magnetic moments in this study. If the E DF T from the re-run DFT calculation is lower than the current value, the data point is replaced with new value in the training set. Otherwise, a new data instance is created by performing a DFT calculation for a similar σ and added to the training set. We refer to this process as anomaly detection and treatment (see Appendix B for more detail). The sequence of parameter optimization, anomaly detection and treatment (referred to as a round) is repeated until the obtained cost is less than a preset value tol 2 = 0.03 eV per cation (or 0.015 eV per atom). This value for tol 2 was adopted considering its ratio the variation of E DF T in the training set to ensure the circuit can effectively distinguish the energies of distinct σ. tol 3 was set to be flexible during rounds; 0.1 eV per cation was used in initial rounds and then 0.06 eV per cation was used later. The algorithm and quantum circuit are applied to the LCO system, a core component in one of widely used Liion battery cathodes, lithium Nickel-Manganese-Cobalt oxides, abbreviated as NMC. While the LCO system have been modeled in many previous computational research studies, its magnetic properties have been rarely studied due to difficulties in calculating magnetic moments precisely (refer to Appendix A). Anomaly detection and treatment process in our algorithm is expected to mediate these difficulties. Ideally, the layered LiCoO 2 (LCO at x = 1) consists of alternating cation (Li or Co) layers with one anion (O) layer between each cation layer. However, in our model cationic lattice sites are assumed to be occupied by either Li or Co, considering cations-intermixing, in particular, when the chemical composition of LCO deviates from x = 1. Oxygen atoms are assumed to reside in anion layers and, thus, only cationic lattice sites are assigned σ j . While σ j can have any value unless it nullifies the associated coefficients, we adopted +1 for Co and -1 for Li in this study, for convenience.
IV. RESULTS AND DISCUSSION
At first, the algorithm was applied to a 4 cationic lattice site LCO system. In the 4 lattice site system, the total number of possible configurations, {σ}, is 16. Therefore, in principle, 16 parameters should be sufficient to model the energy of the system. However, the spin-polarized DFT calculations (used in this study) often fail to converge to the ground state, especially for transition-metal oxides, and predict a number of different thermodynamically-meta-stable states for identical σ due to the slow convergence of magnetic moment (see Refs [36, [44] [45] [46] ), producing many more than 2 N data instances for N lattice site system, including anomalous data instances due to unconverged magnetic moments. Thus, the anomaly detection and treatment process is essential for reliable modeling. In a parallel effort, we also modeled this 4 lattice site system classically (16 parameters was small enough for classical approaches) to provide a benchmark result for our algorithm. The parameters and expansion basis were formulated using the cluster expansion method without any truncation, and the same process as the anomaly detection and treatment in our algorithm was applied.
The training set used consisted of 30 data instances. Note that a few instances of the training set had identical σ but different energies due to distinct magnetic moments of ions, rendering the training on such an inconsistent data set inefficient. After the parameter optimization in the 1st round, the value of the cost function reduced to 0.10 eV/cation from the initial value of 0.38 eV/cation. We also observed that data instances that displayed a large discrepancy between E DF T and E QC were often not fully-converged for their magnetic moments. For example, a large E QC − E DF T was observed for LiCoO 2 (LCO at x = 1) data instances with magnetic Co ions, while the oxidation state of Co ions at x = 1 is known to be Co 3+ which is nonmagnetic. Those data instances with large E QC − E DF T were updated by the procedure for anomaly detection and treatment (see Methods). This process was repeated to the fourth round and the resultant cost reduced to 0.018 eV/cation (or 0.009 eV/atom), corresponding to 1.55% of the variation of E DF T in the training set, which ranged from -11.596 to -10.431 eV per cation. The corresponding mean absolute percentage error (MAPE) was 0.096%. As stated earlier, we also modeled E(σ) classically. The resultant cost was 0.12 eV/cation after the first round and then reduced to 0.018 eV/cation after the fourth round, which are almost the same as the result from our algorithm.
The algorithm was then applied to a 8 cationic lattice site LCO systems. As stated earlier, many more than 2 8 data instances can be produced from DFT calculations due to the slow convergence of magnetic moment. The initial training set had 72 data instances of randomly chosen and distinct σ. The anomaly detection and treatment process was then applied. After 6 rounds tolerance criterion for the cost function was met. The final size of the training set increased to 88 data instances and the resultant cost was 0.028 eV/cation. The performance of this training result can be assessed by comparing E DF T (i) and E QC(i) , which is shown in FIG. 3(a) . The cost 0.028 eV per cation corresponds to 1.58% of the variation in E DF T values of the training set that ranged from -11.451 eV to -9.746 eV per cation. The corresponding MAPE was 0.20%. We remark that in our algorithm the energy of the system is not decomposed into the parameters of interatomic interaction energies which is typically required by classical approaches; where they are pre-truncated before fitting or selected via an iterative search process. Instead, our algorithm represents the energy of material system by a parameterized quantum circuit as a whole, avoiding the risk of severe pre-truncation of parameters and time-consuming iterative selection process. Modeling a system as a whole also brings computational efficiency in anomaly detection and treatment by reducing the risk of over-fitting to a specific set of (selected) parameters.
At the end of each round, we investigated if there was a relationship between the anomalous data and the chemical composition of materials. In general, E QC − E DF T tended to be larger in the Co-rich region (2 − x ≥ 1.5). This tendency is compatible with the fact that CoO, which is the LCO system with the highest Co content, has a cubic structure, clearly different from the hexagonal plane structure of the host LCO system. On the other hand, Li 2 O 2 , the LCO system with the highest Li content, also has a different crystal structure from the LCO but still contains partial geometric similarities to the host LCO system, such as hexagonal planar structure and octahedral cationic sites in every other cation layers. Thus the geometric compatibility with the host LCO system may be less significant in the Li-rich region. See Appendix E for the illustration of their geometric structures. As explained in Methods, in the training, the energies of geometrically optimized structures are used. Thus, as the rounds proceed, the coefficients are trained to represent the energies of the structures which are more geometrically-compatible with the host LCO system. The result also infers that data instances can be grouped into roughly two regions, the Co-rich region and the other region, based on the geometric compatibility with host LCO system. Note that this grouping of data instances was learned through the rounds and not by a presumption on the geometric structure. This result can be considered as another evidence for the feasibility of the developed algorithm.
We also investigated how the magnetic moments changed with each round. The GGA+U scheme, which was employed in this study for DFT calculations, adds artificial Coulomb interaction of localized electrons manually and often fails to predict accurate magnetic moments, especially for transition-metal oxides [36, 47, 48] . Hence, the magnetic moments obtained in this study will be used only to estimate a general tendency, not exact magnetic interactions It is shown that the magnetic moment has values localized mostly around 0 or 1 at the 1st round while it is more dispersed after the 6 th round. In particular, the population of 3µ B bin grows significantly. According to the one-to-one comparison of magnetic moment between GGA+U and hybrid-DFT calculations (using the HeydScuseriaErnzerhof (HSE) functional [49] ), which provides more reliable value of magnetic moment, 3µ B from GGA+U corresponds to 0.11µ B from HSE while the ones less than 3µ B corresponds to zero [36] . The population of the data instances which have Co ions with greater than 3µ B magnetic moment was 2.7% and 18% of the training set at the 1st and the 6th round, respectively. This result implies that the magnetic moments of Co ions were predicted to be zero in most data instances in initial rounds but were corrected in later rounds by the anomaly detection and treatment process. It also suggests to consider magnetic interactions between Co ions to better understand the thermodynamic behaviors of the LCO system.
The optimized coefficients were then used to predict the energy for the test set (data instances that were not included to the training set), to investigate whether the optimization was over-fitted to the training set. As the incompatibility between the Co-rich region and the other regions was already indicated, all the data instances in the test set were for the ones with 2 − x < 1.5. 40 data instances were prepared considering a typical ratio of the test set to the training set. The results are shown in FIG. 4 . Although the cost was as high as 0.112 eV per cation without anomaly detection and treatment, it reduced to 0.045 eV per cation after the anomaly detection and treatment were applied. R 2 also increased from 0.905 to 0.985. The corresponding MAPE was 0.34%.
V. CONCLUSION AND OUTLOOK
In summary, we developed a heuristic quantum-classical algorithm to model the energy of substitutionally disordered binary crystalline materials as a function of atomic species on lattice sites via iterative learning based on the data of classically-computed quantum chemical simulation results but in quantum-enhanced feature space. We expect a quantum circuit model to be particularly suitable for representing data generated from a quantum mechanical system. The developed algorithm is expected to bring two computational advantages the number of parameters increases linearly with the number of lattice sites and anomalous data can be detected and treated efficiently, as demonstrated on the LCO system. We remark that these advantages were possible because the energy of material systems is governed by only a few representative parameters while it is still computationally expensive to identify such parameters classically. Although it was demonstrated on relatively small size systems, the developed algorithm should be applicable to larger systems. We recognize that heuristic variational quantum-classical algorithms can face issues like barren plateaus [50] during the optimization process, these issues can however be addressed by using clever techniques of leveraging parameter values optimized for smaller systems when studying a larger system along with global optimizers. While in this study the anomaly of data was assessed using the magnetic moments of ions, other types of material properties, such as geometric distortion can be used as well. We believe this study encourages follow-up experimental study, running the algorithm on quantum computing hardware. In this case, the entangling operators in the circuit are suggested to be rearranged (but within the same block of entangling operators) to satisfy conditions required for hardware experiments. The layered Li-cobaltate system has R3m space group with alternating layers of Li and Co ions, as illustrated in FIG. 5. In this study, the same layered structure is adopted as the host structure of the LCO system but each lattice site is assumed to be occupied by either Li or Co ion without hard-separating Li and Co layers, considering the occurrence of cation-mixing. The supercell of the 4 cationic lattice site system was defined by taking the region illustrated in FIG. 5(a) . The energies of the LCO system, E DF T , were obtained classically with DFT using the generalized gradient approximation (GGA) with the Perdew-Burke-Ernzerhof parametrization [51] , as implemented in Vienna Ab-initio Software Package (VASP) [52] [53] [54] [55] . The +U scheme is employed to account for the effect from electron localization [56, 57] , which is typical in transition metal oxides. U value of 3.4 is chosen for Co ions. A cutoff energy of 520 eV is used and the k-point mesh is adjusted to ensure convergence of 1 meV per atom. The volume and shape of the supercell are allowed to change during the relaxation. While Co ions in LiCoO 2 (the LCO at x=1) are in general known to be Co 3+ and nonmagnetic, they may have different oxidation state and magnetic states at other compositions. Hence, the spin-polarized DFT calculations are performed in this study. The initial value of magnetic moment is given to each ion and allowed to change during the relaxation. In principle, the magnetic moments are supposed to be relaxed to the ones of the ground state regardless of the initial values. However, in practice, the relaxation of magnetic moments is very slow and several meta-stable states can be predicted for one identical σ [36, [44] [45] [46] , creating anomalous data. In this study, we assigned 0.05 for the initial values of magnetic moment. After the calculation is finished, the value of σ j is determined by the species of the atom located within a certain distance from the lattice site j. We used 0.35 A for that distance in this study; the distance between the nearest neighbor cations is around 2.85Å in the LCO system. Although E DF T can be used directly in the optimization, in general the optimization becomes more efficient when the scale of variation in training values is smaller. For this purpose, xE 0 Li + (1 − x)E 0 Co is subtracted from E DF T (eV per cation) and then used during the optimization of the circuit parameters. Note that E 0
Li and E 0 Co are not reference energies but artificially-designed factors to disperse the convertedẼ DF T evenly in [-,+] range. In this study, E 0
Li and E 0 Co are set to -10.39 eV and -11.65 eV, respectively. Once the parameters are optimized, xE 0
Co are added back to the values evaluated from the circuit to convert to E QC (eV per cation).
1. One DFT calculation is performed continuing from the previous DFT calculation results, the geometry of the supercell, the atoms' position, and the magnetic moments, to confirm that there were no numerical artifacts in the previous DFT calculation.
2. DFT calculations are performed again with the magnetic moments initialized to values from the ones in previous DFT calculation. If the energy returned is lower, the data point is updated in the training set, i.e. the old energy is replaced with the new energy.
3. If lower energy is not predicted from the second step, DFT calculation is performed for a new σ with a single lattice site, σ j , altered. The altered lattice site is selected randomly. This new data instance is then added to the training set.
The second step was essential for this study, because the LCO system contains transition-metal ions which we believe are affected significantly by magnetic interactions if magnetized. During the initial rounds, we considered the surrounding Li ions on the same layer to select the best candidates for initial magnetic moment of Co ions. For example, if Co ions fully occupy one layer, those Co ions will be likely to have Co 3+ oxidation state, which is non-magnetic.
In this case, 0.05 initial magnetic moment was assigned to Co ions which were predicted to have non-zero magnetic moment from previous DFT calculation. On the other hand, if Co ions share the layer with Li ions, the oxidation state of those Co ions may be different from 3+. In this case, the Co ions were assigned 1.05 and 3.05 if they were predicted to be 0.05 from previous DFT calculation. In the later rounds, the correlation between the distribution of Co ions and their magnetic moments tended to be manifest and thus we adopted those values. The second step may be less significant in the modeling of nonmagnetic materials.
Appendix C: Properties of the Quantum Circuit
One-qubit and two-qubit operators in the proposed circuit are used to represent the interactions from atomic clusters. For example, the interaction energy of pair cluster σ 1 σ 2 can be explained directly by ENT(q 1 ,q 2 ), which indicates the entanglement between qubit 1 and qubit 2, while the interaction energy of σ 1 σ 3 cluster can be explained indirectly by a combination of entanglements ENT(q 3 , ENT(q 1 ,q 2 )) and ENT(q 2 ,q 3 ).
As the occupation variables are encoded in Z-axis only, rotations along the X-axis, R X operators, are also added to provide more degrees of freedom. The inclusion of an additional layer of the single and two qubit operators will provide more degrees of freedom and entanglement to generate a richer feature space for describing the energy of the system. The quantum circuit ansatz used is also chosen to be hardware efficient for a system made of superconducting qubits with predominantly linear connectivity.
The choice of the operator X 1 Y 2 X 3 · · · X N −1 Y N for estimating the energy of the system was made to overcome the inherent parity symmetries in different configurations since σ i takes values of ±1 only. For example, operator with tensor product of all Z operators for N qubits would not be able to distinguish between configurations having equal number of +1s. Another suitable choice for the measurement operators would be to randomly pick one of the three Pauli operators for each lattice site and keep it fixed throughout the implementation. Note that, here we have chosen a single operator to estimate the energy, a linear combination of multiple N qubit operators can also be used but may require additional optimization parameters.
The coefficients in the proposed circuit should be able to distinguish the different set of occupation variables effectively. This test is conducted by calculating E QC (σ) while varying σ and the value of one coefficient in the range of [0, 2π] (other coefficients are fixed to 1.0). If a coefficient produces a same constant outcome for all the σ's, it will fail to distinguish between different σ. Note that the existence of a constant coefficient is acceptable because it can be used to account for the reference energy, linear terms, and background errors. We examined 9 different σ's:11111111, 11111111,11111111, · · · ,11111111 where1 represents -1. The results are illustrated in FIG. 6. It is shown that each parameter produces different values of E QC for different value of occupation variables, which illustrates its capability to distinguish distinct σ effectively. There are four constant coefficients which produce a constant E QC in the entire range [0, 2π], however, we remark that those constants vary with σ's. 
