Abstract. Unlike Grothendieck'sétale fundamental group, Nori's fundamental group does not fulfill the homotopy exact sequence in general. We give necessary and sufficient conditions which force exactness of the sequence.
Introduction
Let f : X → S be a proper separable morphism of connected schemes, with Y locally noetherian. Let x → X be geometric point, with image s → S. Grothendieck shows in [13, Exposé X, Corollaire 1.4 ] that one has a homotopy exact sequence π 1 (X s , x) −→ π 1 (X, x) −→ π 1 (S, s) −→ 1 where π 1 (X, x) is hisétale fundamental group. From this he deduces [13, Exposé X, Corollaire 1.7] that if S is a k scheme, where k is an algebraically closed field, and X = Y × k S, with Y proper, taking f to be the projection and x = (y, s), one has Künneth formula π 1 (Y × k S, x) = π 1 (Y, y) × π 1 (S, s).
Then he shows [13, Exposé X, Corollaire 1.8] that this implies base change
if X is proper connected over an algebraically closed field k and K ⊃ k is an algebraically closed extension. For a reduced and geometrically connected scheme X over a perfect field k, endowed with a rational point x ∈ X(k), Nori in [8] defined his fundamental group π N (X, x), a k-proalgebraic group, as the projective system of k-finite flat algebraic groups G for which there is a flat G-torsor h : Y → X with trivialization h −1 (x) = G. If X is proper, he shows that π N (X, x) is the Tannaka group of the category of essentially finite bundles, themselves being subquotients of finite bundles in the category of bundles, semistable of degree zero on all curves. Finite bundles are those which satisfy a nontrivial polynomial equation which coefficients in Z. The rational point x yields the neutralization of the category. Mehta-Subramanian [6] show the Künneth formula if X = Y × k S with Y, S proper and geometrically connected, and show that base change need not hold true (see [5, Theorem 4] and the references given there for further developments). In this article, we show that the homotopy exact sequence need not hold true for Nori's fundamental group, even if f : X → S is projective smooth and S is projective smooth as well. We further investigate conditions which force exactness. Let X be a reduced and geometrically connected scheme X over a perfect field k, endowed with a rational point x ∈ X(k). Let us call a finite bundle V G-saturated with respect to x if V = h * O Y where h : Y → X is a principal bundle under a finite k-group scheme G such that h −1 (x) = G. The notion in fact does not depend on the choice of the rational point x if one allows a finite field extension (see Proposition 3.3 ). Our main theorem says
Then the following two conditions are equivalent:
I. For all finite k-group schemes G, and for all G-saturated finite bundles V on X with respect to x, f * V satisfies base change in a neighbourhood
Here the notion of a separable morphism is the one defined by Grothendieck in [13, Exposé X, Définition 1.1]. It implies in particular that f is flat, and that for all closed points t ∈ S, the fiber X t is reduced. Thus, together with the assumption f * O X = O S , for any closed point t ∈ S and any point x t ∈ X, rational over the residue field k(t) of t, and mapping to it, π N 1 (X t , x t ) is well defined as a k(t)-progroup scheme. The theorem has the immediate corollary: Corollary 1.2. Let the assumptions be as in the Theorem. Then for all essentially finite bundles V on X, f * V is an essentially finite bundle on S.
The counter-example
Let M be a moduli scheme of smooth genus g ≥ 2 curves over Spec (Z), as constructed in [7, Corollary 7 .14], and letM be the compactification obtained by adding semistable curves at the boundary (see [7, ] makeM a fine moduli scheme. Moreover, M is smooth over U (see [9] , for example). The universal family h : X →M defines the invertible sheaf λ = det(h * ω X /M ). Writing A g for the moduli scheme of polarized abelian varieties with a level Nstructure, consider the Satake compactificationÂ g,C of A g,C = A g × U Spec (C), a projective compactification obtained by adding g disjoint strata, isomorphic to A i,C for i = g − 1, . . . , 0 (see [7, Appendix D to Chapter 5] and the references given there). The Torelli map M → A g extends over Spec (C) to a morphism
by mapping the moduli point of a semistable curve to the moduli point of the Jacobian of the normalization. If ∆ 0 denotes the boundary divisor ofM C corresponding generically to curves of genus (g − 1) with one node, its image inĀ g,C is 3(g − 1) − 3 dimensional, hence of codimension 3 in ϕ(M C ). The other boundary components ∆ i parametrize generically the union of two curves of genus (g − i) and i, respectively. Here the codimension of the image is again 3, if (g − i) ≥ i > 1 whereas it is 2 for (g − i) > i = 1.
One way to constructÂ g,C is by choosing a smooth compactificationĀ g,C of A g,C by a normal crossing divisor and a Deligne extension of the universal weight one variation of Hodge structures. Then the sections of the ν-th power of the determinant of the (1, 0) Hodge bundle define a morphism fromĀ g,C to P M C , whose restriction to A g,C is an embedding. For ν sufficiently large the compactification A g,C is the image of the map. The uniqueness of the Deligne extension implies that the induced rational map
is in fact a morphism, defined by the global sections of the restriction of the invertible sheaf λ ν toM C .
This morphism extends to a U-rational map ϕ :M −→ P M U , regular over some open dense subscheme V of U. WritingM for the image of ϕ one finds for g ≥ 3:
In 2) the residue field κ(s) of s is a finite field. We denote by k the algebraic closure of κ(s). We set
the subset M ord (k) of M(k) consisting of points representing ordinary curves is a nontrivial Zariski open. Since k is algebraically closed, by the property 2) there is a smooth projective curve S ⊂ M such that S(k) ∩ M ord (k) is Zariski dense in S. As M is a fine moduli scheme, the universal family of curves induces a nonisotrivial smooth projective family f : X → S of genus ≥ 3 curves over S, with the property that the locus in S on which the fibers X s are ordinary is a nontrivial dense open S 0 ⊂ S. By Raynaud's theorem [10, Théorème 5] , the nonisotriviality of f implies that f has fibers which are not ordinary, that is S \ S 0 = ∅. We first base change f to f 1 : X 1 → S 1 by a finite separable morphism S 1 → S, such that S 1 is a smooth geometrically irreducible projective curve, and f 1 has a section S 1 → X 1 . We still have the property that S 1 \ S to be finiteétale, with T 0 to be geometrically connected, such that the pullback of G 0et trivializes. We define T to be the smooth compactification of T 0 . Theétale morphism T 0 → S 0 1 extends to a ramified cover T → S 1 . We denote by f T : X T → T the pullback family. So f T is not isotrivial. Over the dense open subscheme T 0 the fibers are ordinary and over the non-empty closed subscheme T \ T 0 they are not. In addition, over T 0 there are g sections σ j of G 0et , which generate the F p -vector space G 0et , hence form a basis of the restriction G 0et to any point in T 0 . Since the pullback of G is finite over T , the sections σ j extend to sections of G, hence of the relative Picard group P . For t ∈ T \ T 0 given, the p-rank of G drops at t, thus a suitable non-zero linear combination of the σ j will be the unit in the restriction P t for some t ∈ T \ T 0 . We conclude that there exists a line bundle
On the other hand, the p-power multi-
is surjective on points. We conclude that there is a
For this example, we study the sequence
It is exact on the right: f T has a section so surely π
We study the left exactness.
is not exact on the left.
Proof. In [4, Remarks 2.10], we translate exactness in categorial terms. We do not need this precise study here. If the complex was exact on the left, then in particular, any Nori essentially finite bundle on X which restricts to the trivial bundle on X t would necessarily come from the base. The L constructed is Nori finite by a), it does not come from T by b), yet it trivializes on X t by c).
Remark 2.2. Starting from the example f T : X T → T of Theorem 2.1, we could glue to T another smooth projective k-curve C along t ∈ (T \ T 0 )(k). We would then glue to X T the surface C × k X t along X t . Set B = T ∪ C, with T ∩ C = {t}, and
We would thus so obtain an example where for all rational points c in the connected component C of B and all rational points y of X c = X t , the complex
Conditions which force the homotopy exact sequence
Let X be a proper reduced scheme over a perfect field k with H 0 (X, O X ) = k. We denote by C N (X) the category of essentially finite bundles defined by Nori in [8] . Recall that the Hom are just those of the coherent category. The finite objects are vector bundles V such that two polynomials f, g ∈ N[T ] exist with f = g and f (V ) ∼ = g(V ). The essentially finite objects are the bundles which are subquotients of finite bundles in the category of bundles which are semistable of degree 0 on all curves mapping to X. Lemma 3.1. Let Z be a proper reduced scheme over k, such that
Proof. The first part is contained in [8, p.89] . As for the second part: if V is finite with equation f (V ) ∼ = g(V ), then τ * (V ) is finite with the same equation
, a subbundle of a quotient bundle of an essentially finite bundle is essentially finite if and only if it has degree 0 on all curves. So if W is a subquotient of a finite bundle V such that its degree on all curves mapping to X is zero, it is in particular true for the curves which factor over Z. Thus τ * (W ) is essentially finite.
We now endow X with a rational point x ∈ X(k). This neutralizes C N (X) by the tensor functor ω x :
Moreover, since h is a torsor, one has
so in fact V is not only essentially finite, it is finite and fulfills the very simple equation
Definition 3.2. Let G be a finite flat k-group scheme. A finite bundle V on X is called G-saturated with respect to x ∈ X(k) if there is a principal bundle
The notion of saturation for a finite bundle depends on the choice of the rational point x. However, if one allows finite extensions of the ground field, it does not. Proposition 3.3. Let X be proper reduced scheme over a perfect field k such that H 0 (X, O X ) = k. If V be a G-saturated with respect to x, then for any other closed point y ∈ X, there is a finite extension ℓ of the residue field k(y) of y such that V ⊗ k ℓ is G ⊗ k ℓ-saturated with respect to y ⊗ k(y) ℓ.
Proof. Let C ⊂ C N (X) be the full subcategory spanned by V . The base changed category C ⊗ k k(y) has two neutral fiber functors ω x ⊗ k k(y) and ω y . By Deligne's theorem [2, Proposition 6.6], Iso ⊗ (ω x ⊗ k k(y), ω y ) is represented by a finite k(y)-torsor under both finite k(y)-group schemes Aut ⊗ (ω x ⊗ k k(y)), and Aut ⊗ (ω y ). By definition G = Aut ⊗ (ω x ). Thus it splits over a finite extension ℓ ⊃ k(y) of k(y). One has base change for the extensions ℓ ⊃ k(y) ⊃ k ([8, Proposition 5]). Thus the finite ℓ-group scheme
is isomorphic to the finite ℓ-group scheme
Thus the regular ℓ-representations ℓ[Aut ⊗ (ω x )] and ℓ[Aut ⊗ (ω y )] are isomorphic as well. This shows that V ⊗ k ℓ is G ⊗ k ℓ-saturated with respect to both x ⊗ k ℓ and y ⊗ k(y) ℓ.
Let f : X → S be a proper separable morphism such that H 0 (X, O X ) = k and f * O X = O S . Let V be a G-saturated finite bundle with respect to x. Then f * V is a O S -coherent sheaf of O S -algebras. We define µ : T = Spec S f * V → S. Recall from [13, Exposé X, Définition 1.1] that a k-scheme Z is separable if Z ⊗ k K is reduced for all field extensions K ⊃ k, and that a morphism f : X → S of kschemes is separable if it is flat, and if for all points s ∈ S, the fiber X s := X × S s is separable. Furthermore, if f : X → S is separable, and T → S is any morphism of k-schemes, then the base change morphism f T : X T → T is separable as well. 
Proof. By taking the base change s → S of Y → X, we obtain a G-principal
As an extreme example, the principal bundle could completely split. We consider its reduction in the sense of Nori which we explain now. Let H be the Tannaka group of the subcategory (h s ) * (O Ys ) of C N (X s ), and let β : R s → X s be the principal bundle under H, Tannaka dual to k [H] . As in [8, 2.2 Definition], one uses the G-principal bundle h s to define the tensor functor
It induces a homomorphism H → G, together with a factorization
The morphism R s → Y s over X s is a morphism of principal bundles, under H for
We claim that H is normal in G. By construction, the k-group scheme G lies in Aut(Y /X), thus it maps to Aut(Y s /X s ) ⊂ Aut(Y s ). This is to say that the G action on Y stabilizes the fiber Y s (as well as all other fibers indeed, but we shall not use this). Thus the k-linear action of G on ω
Let L ⊂ G be the maximal subgroup scheme that acts trivially on this space. Consider the principal bundle ν :
Restricting to X s we have principal bundles ν s : Y s → Z s under L and λ s : Z s → X s under K. By the separability assumption for f : X → S, one has
By construction K acts faithfully on H 0 (Y s , O Ys ) and hence on H 0 (Z s , O Zs ). Let A be the Tannaka group of the subcategory in C N (X s ) generated by λ s * (O Zs ) = W | Xs . Then Tannaka duality yields the morphism A → K which is injective. Since K acts faithfully on H 0 (Z s , O Zs ) and A acts trivially, we conclude that W | Xs is trivial and A is trivial too. Thus Z s = X s × k K. Let e ∈ K be the unit, and k(e) = k be its residue field. Define Y s,e to be the component of Y s above Z s × k e = X s . Then ν s | Ys,e : Y s,e → Z s × k e is an L-principal bundle, with H 0 (Y s,e , O Ys,e ) = k. We conclude that this principal bundle coincides with the H-principal bundle R s → X s and H = L as subgroups of G. We have from above
By assumption, f * W and f * V are locally free and satisfy base change in a neighbourhood U of s which is dense in S (as S is irreducible). Thus
has dimension r over the residue field of any point t ∈ U. It follows that one has
Let t ∈ S be a closed point in S. Its residue field k(t) is a finite (separable) extension of k. As
W | Xt lies in C N (X t ) by Lemma 3.1. Thus its maximal trivial subobject
has rank ≤ r. On the other hand, by semi-continuity [12, Théorème 7.
is the residue field of t. We conclude that dim k(t) H 0 (X t , W | Xt ) = r for all closed points t ∈ S. This implies (loc.cit.) that f * W is a vector bundle of rank r, fulfills base change on S, and hence satisfies
On the other hand, since λ is a principal bundle under K, one has the isomorphism W ⊗ O X W ∼ = r · W of vector bundles over X. Applying f * to this relation, together with the assumption f * O X = O S and projection formula, we obtain the isomorphism
By construction it satisfies σ −1 (s) = K. We conclude that f * W is Ksaturated with respect to s It remains to see that the inclusion f * W ⊂ f * V , which is an isomorphism over U ⊂ S, is in fact an isomorphism. Since the inclusion W ⊂ V comes from Tannaka duality, the quotient is a vector bundle. By [12, Théorème 7.7.6], f * (V /W ) is of the shape Hom O S (Q, O S ) for some coherent sheaf Q. Writing locally Q as the quotient of two vector bundles, one sees that f * (V /W ) locally lies in a vector bundle. So does f * V /f * W as f * V /f * W ⊂ f * (V /W ). But the support of f * V /f * W is closed in S \ U. Since U is dense, this is impossible. This finishes the proof. Remarks 3.5. A. We observe in the theorem, that the bundle f * W satisfies base change, i.e. that f * W ։ H 0 (X t , W | Xt ) for all closed point t ∈ S. It does not follow from the proof that f * V = f * W also has the base change property. Indeed, as we have seen in our counter-example in the previous section, this is not necessarily the case. B. As we have seen in Remark 2.2, in Theorem 3.4 one really needs the irreducibility of S. C. Nevertheless one can extend Theorem 3.4 to the case where S is reducible. For each W ∈ C N (X), one has to require that the rank of f * W is constant on all generic points of S. In addition, one needs rational points s j in each connected component S j of S such that the assumption of Theorem 3.4 holds near s j . In fact, given the sheaf V on X, one can first restrict everything to an irreducible component of S. The argument used in the proof shows at the end that f * V is locally free of rank r componentwise on S, and hence f * V will be locally free of rank r as well. 
Proof. By [8, 2-nd Corollary, p.90], the complex is exact on the right. This amounts to saying that the subcategory S := f * C N (S) of C N (X) is full and closed under taking subquotients in C N (X). The functor f * : C N (S) → S is an equivalence of categories. Let C ⊂ C N (X) be a finite subcategory, with G = Aut ⊗ (C) its k-Tannaka group scheme, which is a quotient of π N (X, x). We overtake the notations of the proof of Theorem 3.4. Then f * identifies f * V with W , and
Thus one has a commutative diagram
where H was defined as Ker(G → K).
According to the proof of Theorem 3.4, H is realized as the Tannaka group of h * (O Ys ) ⊂ C N (X s ). Thus the induced homomorphism π 1 (X s , x) → H is surjective. This finishes the proof. Proof. Let V be an essentially finite bundle on X. Let
is an isomorphism in a neighbourhood of s. We apply the same argument as in the proof of Theorem 3.6 to conclude that f * W = W 0 = f * V . This shows that f * V is an essentially finite bundle on S. On the other hand, one has
Thus f * V satisfies base change in a neighbourhood of s. This finishes the proof. (X, x) . Let G be a finite quotient of π N (X, x) and V be a G-saturated finite bundle with respect to x. By Proposition 3.3, V is G-saturated with respect to all closed points of X. On the other hand, there is a non-empty open U ⊂ S such that f * V = (f • h) * O Y satisfies base change. Taking a basis point s ∈ U(k) and x ∈ f −1 (U)(k), we can apply Theorem 3.4. So
is a principal bundle under the finite k-group K which is a quotient of G, and f * V is saturated with respect to K. Thus T → S, which is the Stein factorization of f • h, is in particular finiteétale. On the other hand, in the proof of Theorem 3.4, we constructed a principal bundle on β :
is an exact sequence. Said differently, Theorem 3.6 yields a different proof of Grothendieck's homotopy exact sequence theorem in the shape: f : X → S proper separable over k =k, X and S geometrically connected, x ∈ X(k) mapping to s ∈ S(k), then one has the homotopy exact sequence. Here in the formulation we skipped the properness of S, as it is not used for the torsor property of T → S. In fact, one could also say that we consider the group scheme H = Ker G S → Aut(f * V ) . As G is defined over k and is k-étale, H has to be a constant group scheme. By the base change property on a nontrivial open, we conclude that H = H × k S. This invites one to wonder whether in general, over a reduced irreducible scheme S, even proper, if H ⊂ G S is a flat subgroup scheme of a constant finite group scheme, H is constant as well. This is not the case. Alexander Beilinson pointed out the following example. Let k be a perfect field, S = P 1 /k. Let Z σ − → G 2 a be the blow up of the origin (0, 0). Then one has a morphism a : Z → P 1 . The P 1 -group scheme
is a finite flat (in fact even Zariski locally trivial) subgroupscheme of G P 1 , which is not constant.
4.2.
Künneth. The argument for the Künneth formula in [6] is extreme simple, so there is no point in trying to make it better. Yet we wish to mention that the Theorem 3.6 allows to recover the Künneth formula. Let us briefly explain how. Consider X = Z × k S with f being the second projection and g : X → Z the first one. The rational point x has the shape x = (y, s). The homomorphism
is defined over k. It is an isomorphism if and only if it is after a finite base change ℓ ⊃ k. So given V a G-saturated finite bundle with respect to G, we can find a point x ′ over a finite extension such that f * V has base change locally at s ′ and g * V has base change locally at z ′ . So we can apply the construction used in the proof of 3.4 for this bundle and the two projections over a finite field extension, and one obtains both the exact sequence 1 → H → G → K → 1 and 1 → K → G → H → 1. This splits G over this finite extension. Of course, we assumed in Theorem 3.6 that S is irreducible. However, as in Remark 3.5 one can easily avoid this assumption in Theorem 3.4. This is all one needs for the Künneth formula.
