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Abstract: A visual servoing control system implemented in a SCARA robot based on an optimized kinematic 
algorithm in order to reduce the manufacturing and processing time in arbitrary work areas is presented. 
The robot uses two cameras for performing the calibration in real-time automatic way and determining the 
complete workspace and position allowed for the effector based on a novel modification of the 
Position/pose-based technique without pre-planned task. Finally, the results show that the time for initial 
calibration is drastically reduced and the control system planning optimal trajectories considering 
obstacles in the complete workspace. 
Key words: control system, trajectory planning, mapping work area, visual servoing system, optimized 
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1. INTRODUCTION 
 
 Nowadays, Visual Servoing (VS) techniques 
are more frequently being used in the control of 
robot manipulators using visual perception of 
the robot mechanical structure (e.g. final 
effector), workpiece location and complete 
workspace [1,2]. On the other hand, 
conventional manipulators present several issues 
such as the initial configuration (i.e. manual 
teaching of robot positions or automatic pre-
planned task) for particular work conditions (e.g. 
workspace limited, obstacles in the workspace, 
etc.), among others [3,4]. Thus, conventional 
robots can increase the manufacturing-
processing time with a high dependency on 
humans, leading to a non-desired cost-effect in a 
dynamical industrial sector. Moreover, visual 
servoing robots reduce drastically the high 
human dependency given a priori knowledge of 
coordinates of its workpieces and workspace. 
Therefore, these are a versatile solution as a 
countermeasure for the trade-off mentioned 
[5,6]. 
 Although there are exist two configurations 
of the effector and the camera (end-point open / 
closed-loop control) relate to the camera 
position, the industrial needs impose specific 
modifications according the industrial process 
[7,8]. Some proposes uses two views of the same 
object as input signals to a Convolutional Neural 
Network (CNN) and fuzzy Q-learning but it 
require high-end digital processing and in some 
cases they are not suitable for industrial 
application that requires reduced processing 
time [9,10]. 
 In addition, some applications use an eye-in- 
hand camera sensor [11]; however, the 
dynamical and velocity of the robot affects the 
performance of the eye-in-hand sensor. In fact, 
many visual servoing control systems are not 
suitable for real industrial application. 
  
2. ROBOT DESIGN AND CONTROL 
SYSTEM BACKGROUND 
 
Figure 1 shows the SCARA (Selective 
Compliant Assembly Robot Arm) robot 
mechanical structure and the complete 
380 
 
 
experimental set-up. In particular, the 
parameters Denavit - Hartenberg (DH) are 
needed for calculate the kinematic and dynamic, 
also the center of mass is necessary for the 
fastening of the entire structure. The simplified 
model of direct kinematics for the robot is: 
 
 
(1) 
 
, where, x and y represents the location of the 
final tool, l1 and l2 are the distances of the links, 
q1 and q2 are the rotational position of the 
motors. The Jacobian matrix (J(q)) of the robot 
results in: 
 
(2) 
 
Here, v and w are the lineal and angular 
speed, respectively [12,13]. Therefore: 
 
(3
) 
Basically, the automatic visual servoing 
control system uses the algorithm presented in 
[10] for two principal objectives: 1) 
Determination of the complete arbitrary 
workspace of the robot without pre-planned 
tasks, and 2) Establishment of the optimal 
trajectory for movements of the final effector 
from an initial (p1) point to a final point (p2) 
with / without obstacles. 
With respect to the image and framestore 
based on the data and address, many processes 
are needed. The image capture takes into 
account the illumination, surface reflectance, 
spectral characteristics and color temperature for 
different material and sensors, among other 
important factors [11]. Based on the last, the 
system proposed in this paper consider a strict 
control of such variables in an industrial 
environment. Thus, the perception of the real 
dimension (workspace) is needed, therefore, the 
Figure 1 shows the aerial view of the Camera #2 
that allows modeling the robot workspace. At 
the same time, the Camera #1 is used to increase 
the operation accuracy. Regarding the planes 
(axis) of the cameras and image plane coordinate 
systems, some parameters are needed to define: 
X and Y parameters represent the real directions 
corresponding to the image plane X*1,2 and Y*1,2 
directions for each camera, respectively (i.e. 
coordinates of a point on the image plane or 
projective-perspective transform). Those 
equations can now be written in terms of pixel 
coordinates as: 
 
 
(4) 
(5) 
 
Here, αx and αy are the horizontal and vertical 
scale factors, respectively, (X0, Y0) is the pixel 
coordinate of the principal axis defined earlier, 
world coordinates (x,y,z) and f is the object view 
point. In addition, the original image function 
I(x,y) is sampled by the discrete CCD (Charge-
Coupled Device,) to form the signal I(i,j), where 
i and j are the pixel coordinates [14]. The 
Nyquist period is 2 pixels, so fine image detail, 
that with a period of less than 2 pixels 
 
 
Fig. 1. SCARA robot designed and manufactured for 
implemented the visual control system and optimized 
kinematic algorithm and Complete workspace. 
 
Next, the particular position information 
based on X*1,2 and Y*1,2 is used by the optimized 
kinematic algorithm to planning the trajectory of 
the final effector In our case, a Modified 
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Position/pose-based (MPBVS) technique is used 
for controlling the position of each degree of 
freedom of the robot and increase the accuracy 
using two cameras. Figure 2 shows the principal 
interface of the software development in .Net 
using a USB-Camera (1280 x 720), where 
diverse circles define the following process: 1) 
Camera select, 2) Image capture, 3) object color 
select, 4) position coordinate (pixels), 5) real 
position of the object. 
 
 
Fig. 2. Principal interface of the software .Net. 
 
The robot is auto-calibrated as an initial task 
when the complete system is fixed in a particular 
area in the industry. Figure 3 shows the first 
position of the calibration process, where the 
robot localizes the maximum vertical point in its 
workspace. Next, it localizes the maximum 
horizontal point (related with X0 and Y0, 
respectively), followed for minimum point in 
each axis. 
As Figure 3 shows, many red points present 
the path of the final effector, in particular, 200 
intermediate point between the initial and final 
point of the trajectory planned by the visual 
control system. 
 
 
Fig, 3. Automatic calibrating of the SCARA robot for 
vertical axis. 
 
Fig. 4. Automatic calculation of the real position of the 
object. 
 
Fig. 5 shows the robot movements 
considering the visual perception of both 
cameras in order to determine in an initial way 
the workspace available for particular industry 
process. Although the Camera #2 can visualize 
an initial workspace available, our control 
system requires the information of the Camera 
#1 for increase the accuracy of the effector and 
obstacles positions. 
 
 
Fig. 5. Simultaneous visual inspection of both cameras in 
order to determine the workspace. 
  
3. RESULTS AND DISCUSSION  
 
Figure 6a) shows the performance of the 
complete system considering two different work 
area (WA) and without obstacles (i.e. clear work 
are). Basically, the WAs have geometric and 
dimensional differences according a 
manufacturing private processes. In particular, 
the position error for each axis (i.e. x and y axis, 
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px and py, respectively) was measuring based in 
an initial location of the final effector. The 
results show that the final effector shows a 
greater position error due to the initial arbitrary 
position, mainly for the industrial work area #2. 
In addition, the time required for the complete 
calibration setting is 15 and 25 seconds 
approximately for work area #2 and #1, 
respectively. As Figure 6a) shows, the initial 
position error is variable according to the initial 
position of the effector in the quadrants (Q1, Q2, 
Q3 and Q4) that the Camera #2 monitors. Thus, 
the position error is from 19% up to 52 %, 
although negative position error is possible. In 
addition, Fig. 6a) shows that there are exist some 
negative position error due to the algorithm 
used. This is in order to determine a secure 
region for external limit of each work area, 
although is possible delete the negative values. 
On the other hand, Fig. 6b) shows the real-time 
tracing of trajectories of the final effector 
considering different conditions in the WAs. 
 
 
Fig. 6. a) Time required for setting of the robot in two 
different industrial work area without obstacles, b) 
Trajectories determined by the automatic visual serving 
control system with different conditions of the WA. 
Black and red traces consider an obstacle; blue trace not 
consider exists an obstacle. 
 
The figure shows the complete workspace 
detected by the Camera #2, 80 x 80 cm, from -
40 up to +40 cm per axis. In particular, two 
trajectories were determined by the visual 
servoing control in presence of obstacles; 
therefore, the optimum trajectory is not a pseudo 
direct or straight line. On the other hand, the 
trajectory determined without consider obstacles 
is pseudo direct. Finally, the Table 1 shows the 
complete performance of automatic visual 
servoing control system using the optimized 
kinematic algorithm. The quadrant shown 
represent the initial position of the final effector 
(e.g. initial position in quadrant 1 (Q1)). 
Therefore, the automatic visual servoing control 
system allows mapping the WA #1 without 
obstacles in a time lapse from 13.2 up to 16.1 
seconds. However, the same WA with obstacles 
requires 23.2 seconds maximum. On the other 
hand, the WA #2 requires more calibration time 
for without / with obstacles conditions. 
 
Table 1 
Calibration time required for mapping the work area 
 
  
4. CONCLUSION  
 
Automatic visual serving control system for 
industrial robots using an optimized kinematic 
algorithm is proposed in order to reduce the 
calibration time of conventional robots and in an 
indirect way reduced the manufacturing time 
and increase the industrial capabilities. The 
proposed system is based on a novel 
modification of the Position/pose-based 
technique using two cameras for increase the 
mapping accuracy of the work area. The final 
results show that the time required for mapping 
is reduce in comparative with the manual 
mapping performed in conventional robot 
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systems. In addition, due to the environmental 
space conditions controlled of the work area, the 
visual servoing control system is based on the 
color of the targets and obstacles, however, a 
modeling error and noise in image feature 
measurements are necessaries for other 
particular industrial applications [15]. 
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SISTEMUL DE CONTROL VIZUAL DE SERVOING AUTOMAT PENTRU ROBOTI 
INDUSTRIALI ÎN ZONELE DE MUNCĂ ARBITRARĂ BAZATE PE TEHNICA  
M-PBVS 
 
Rezumat: Este prezentat un sistem de control vizual al servirii implementat într-un robot SCARA 
bazat pe un algoritm cinematic optimizat pentru a reduce timpul de fabricație și procesare în zonele 
de lucru arbitrare. Robotul folosește două camere pentru efectuarea calibrării în mod automat în timp 
real și pentru a determina spațiul de lucru complet și poziția permisă pentru efector pe baza unei 
modificări inedite a tehnicii bazate pe poziție / poziție, fără sarcină pre-planificată. În cele din urmă, 
rezultatele arată că timpul de calibrare inițială este redus drastic și sistemul de control planifică 
traiectorii optime, luând în considerare obstacolele din spațiul de lucru complet. 
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