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Abstract
Network data has arisen as one of the most common forms of information collection. This is due
to the fact that the scope of studies not only focuses on subjects alone, but also on the relationships
among subjects. In this thesis, we address two major challenges in the network analysis.
In the first part of the thesis, we focus on the detection of community structure in the network. In
practical, within-community members are more likely to be connected than between-community
members, which is also reflected in that the edges within a community are intercorrelated. How-
ever, existing probabilistic models for community detection such as the stochastic block model
(SBM) are not designed to capture the dependence among edges. In the first part, we propose a
novel community detection approach to incorporate intra-community dependence of connectivities
through the Bahadur representation. The proposed method does not require specifying the likeli-
hood function, which could be intractable for correlated binary connectivities. In addition, the
proposed method allows for heterogeneity among edges among different communities. In theory,
we show that incorporating correlation information can achieve a faster convergence rate compared
to the independent SBM, and the proposed algorithm has a lower estimation bias and accelerated
convergence speed compared to the variational EM. Our simulation studies show that the proposed
algorithm outperforms the existing variational EM algorithm assuming conditional independence
among edges. We also demonstrate the application of the proposed method to agricultural product
trading networks from different countries.
In the second part, we focus on the joint prediction of pairwise link and hyperlink under multi-
layer networks to incorporate high-order relations in network, which are not considered in the tra-
ditional graph representation models which only predict two-way pairwise relations. We propose
a novel joint network embedding approach on simultaneously encoding pairwise links and hyper-
links onto a latent space to capture the dependency between pairwise and multi-way links, which
ii
allows inference of potential unobserved hyperlinks. The major advantage of the proposed embed-
ding procedure is that it incorporates both the pairwise relationships and subgroup-wise structure
among nodes to utilize high-order network information. In addition, the proposed method intro-
duces the hierarchical dependency among links to infer potential hyperlinks, and leads to a better
link prediction. In theory, we establish the estimation consistency for the proposed embedding
approach, and provide a faster converge rate compared to hyperlink prediction using pairwise links
only. Numerical studies on both simulation settings and Facebook ego-network show that the pro-
posed method improves both hyperlink and pairwise link predictions accuracy compared to the
existing link prediction methods.
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Chapter 1
Introduction
Network data has arisen as one of the most common forms of information collection, due to the
fact that the scope of studies not only focuses on subjects alone, but also on the complex relations
or associations among interacting units in a system. Networks consist of two components: (1)
nodes or vertices corresponding to basic units of a system, and (2) edges representing connec-
tions between nodes. These two main components can have various interpretations under different
contexts of applications. For example, nodes might be humans in social networks; molecules,
genes, or neurons in biology networks; or web pages in information networks. Edges could be
friendships, alliances, URLs, or citations. In this thesis, we propose novel methods incorporating
more structured information in network data. We mainly focus on two research areas: community
detection and hyperlink prediction.
1.1 Community Detection
For network data analyses, identifying communities is essential to provide deep understanding of
relationships among nodes within a community and between communities to address scientific,
social and political problems [115, 18, 44, 114, 86, 66, 78]. In terms of other applications, com-
munity detection plays an important role in decomposing original large-scale network structures
[119, 111, 93] into several subnetworks with more simplified structures [27], and facilitates scal-
able computation for further analyses.
Under the statistics framework, the popular stochastic block model (SBM) [51] assumes the ob-
served network with community structure is generated from an underlying generating process and
the node clustering is achieved through the maximum likelihood method. The core assumption for
the SBM and its variants is that connectivities are conditional independent given their communi-
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ties. However, the conditional independency assumption typically does not hold in practice and the
high-order clustering information based on the dependency among connectivities might be lost. In
Chapter 2, we propose a novel community detection method to detect the joint community struc-
tures among multiple networks. The proposed method can simultaneously integrate the marginal
and correlation information from edge connectivities to distinguish communities from each other
by utilizing a truncated Bahadur representation [14].
1.2 Hyperlink Prediction
In many applications of network data, the complex interactions among multiple nodes are often
presented in multiway relations and can be expressed by a hypergraph [26, 34, 92]. Consequently,
hyperlink prediction has become one important aspect in network analysis, which infers potential
high-order associations of a hypergraph. Statistically, hyperlink prediction further expands link
prediction from two-way relations to multiway relations. In contrast to pairwise links reflecting
two-way concordance, hyperlinks focus on a joint concordance among a group of nodes with many
potential subgraph configurations, which could be hidden or unobserved in practice. In addition,
the configuration space for hyperlink prediction becomes much larger than that for pairwise link
prediction, attributed to the nature of hyperlinks with combinations of multiple nodes. All of these
make hyperlink prediction very challenging, which also motivate us to develop innovative models
to improve link prediction through integrating high-order structures of networks.
In Chapter 3, we develop a novel approach to encode the potential subgroup structure onto a
latent space, capturing the multiway link dependency to infer potential unobserved hyperlinks.
The major advantage is that hyperlink prediction can be performed for high-order interactions
through observed pairwise links in addition to the unobserved high-order subgroup structure, where
the subgroup structure enhances hyperlink prediction by borrowing information from the within-
subgroup dependency. A major novelty of the proposed research lies in the joint modeling of
observed two-way and hidden multiway relations of network analysis.
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Chapter 2
Community Detection with Dependent Network
Connectivities
2.1 Introduction
There are increasing researches on scientific complex systems involve multiple networks [60, 116],
where each individual network exhibits heterogeneous features through edge weights or edge den-
sity. However, these edges are also interconnected by underlying similarities such as shared net-
work structures.
In this chapter, our goals are to detect the common community structures among multiple net-
works, which are motivated by sociology or neuroscience applications. One particular application
for this type of data structure is from neuroimaging, where neuron connectivities in the brain are
presented as network for each individual. Although the network connectivities vary for differ-
ent subjects, it is also of scientific interest to identify the network community structure of brain’s
anatomical regions shared by all subjects, which is associated with functionally-specialized ar-
eas or general cognitive functions [70, 67, 20, 8, 77]. In addition, similar type of data structure
can be found in the literature of international trading data which consists of a number of single
trading network among countries, where each trading network corresponds to a specific product
[38, 110]. Identifying the underlying trading groups of nations governed by their geographical and
socio-economical similarity [110, 17] can be of political or business interest.
The network community detection can be summarized in the following two main categories. The
first approach is the spectral method [102, 40, 12], which recovers dense connectivities through the
low-rank approximation of the adjacent matrix of the network. The spectral methods on node clus-
tering can be extended from a single network to multiple networks setting [109, 113, 21, 70]. One
critical drawback of the spectral method is that it lacks stability to achieve lowest misclassification
error, especially when the networks are sparse or the degrees of nodes are high (e.g., hubs [62]).
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However, the estimation from spectral methods can serve as good initial values for other network
analyses.
The second approach is to search a partition of nodes which optimizes a global criterion over
all possible partitions, where the criterion function measures the goodness of fit of a partition
such as the modularity [83] or likelihood function under a certain statistical model for observed
networks. One particular network model is the stochastic block model (SBM) [51]. Alterna-
tively, the likelihood-based community detection methods are proposed such as profile likelihood
[22, 106, 68, 10], degree-corrected blockmodel [56, 122] incorporating the heterogeneity of nodes’
degrees, latent position model [48, 49] considering latent distance to handle overlapping communi-
ties [4, 16]. Under the multiple networks setting, [67] develops the likelihood approach to identify
the shared communities. In general, optimizing the likelihood criterion could be computationally
intensive, and may suffers from ignoring small communities [43].
The common key assumption for the above methods is that connectivities are conditional inde-
pendent given the membership of nodes. However, the network data are likely dependent among
connectivities, which are also considered in several random network modelings [50, 65, 58, 31].
For community detection, the conditional independency assumption typically does not hold in
practice and therefore could lead to a misspecified model [97, 11, 112]. For example, friendships
within a social community or functional connectivities in brain networks tend to be highly corre-
lated.
In addition, under conditional independence, the community structure can only be identified
based on the marginal mean discrepancy of connectivities between within-communities and across-
communities. Specifically, as a fundamental assumption of the independent SBM, the marginal
mean discrepancy is required to be greater than a sharp threshold to guarantee community de-
tectability ([75, 79]). However, the marginal mean discrepancy assumption might not hold, while
the correlations among edges could be non-negligible and highly informative in identifying com-
munity structures. We show that the proposed method is able to incorporate the correlation in-
formation to achieve consistent community detection when the marginal mean discrepancy is in-
significant.
More recently, the SBM has been extended to address the heterogeneity feature of within-
community for multiple network samples. For example, [108, 90] apply a fixed-effect model
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through an independent intercept without incorporating information from other networks. Alterna-
tively, a random-effects model is proposed to incorporate heterogeneity [91, 121], which borrows
information from multiple networks. However, both of these approaches require the specification
of a distribution for the random effects. In addition, an EM-type algorithm is implemented to in-
tegrate out the random-effects, [91, 121] which could be computationally expensive when the size
of the community or the network size is large.
In this chapter, we propose a novel community detection method to jointly model commu-
nity structures among multiple networks. The proposed method can simultaneously incorpo-
rate the marginal and correlation information to differentiate within-community and between-
community connectivities. The key idea is to approximate the joint distribution of correlated
within-community connectivities by using a truncated Bahadur representation [14]. Although
the approximate likelihood function is not the true likelihood, it is able to maximize the true
community memberships and serves as a tighter lower bound to the true likelihood compared
with the independent SBM likelihood. Consequently, we identify communities via maximizing
the approximate likelihood function, which also serves as a discriminative function for mem-
bership assignments of nodes. In particular, within-community correlations provide an addi-
tional community-concordance measurement to capture high-order discrepancy between within-
community and across-community networks, and therefore increase discriminative power to iden-
tify communities.
The main advantages and contributions of the proposed method can be summarized as follows.
The proposed method incorporates correlation information among connectivities to achieve more
accurate community detection than the variational EM method using marginal information only.
The improvement of the proposed community detection method is especially powerful when the
marginal information is relatively weak in practice. In addition, compared to the existing random-
effects model, the proposed method is more flexible in modeling the heterogeneity of communities
for multiple networks and heterogeneity of correlations among edges. Furthermore, it does not
require a distribution specification among within-community connectivities.
In addition, we establish the consistency of the community estimation for the proposed approx-
imate likelihood under a general within-community edge correlation structure and show that the
proposed method achieves a faster convergence rate of membership estimation compared to the
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independent likelihood. In terms of computational convergence, the proposed algorithm achieves
a lower estimation bias and a faster convergence rate compared to the variational EM algorithm
at each iteration via incorporating additional correlation information. The theoretical development
in this paper is nontrivial, since establishing membership estimation consistency is more challeng-
ing under the framework of conditional dependency among edges compared to the existing ones
assuming the conditional independent model. Furthermore, we show that the convergence of the
variational EM algorithm [74] is a special case of our method under the conditional independent
SBM.
Computationally, we develop a two-step iterative algorithm which is not sensitive to initial val-
ues as in the standard variational EM algorithm. In addition, compared to the existing fixed-effects
SBM with independent intercepts or the random-effects SBM, the proposed method has lower
computational complexity, as it does not involve integration of random effects as in [91], or esti-
mating the fixed effects for each network as in [90]. Simulation studies and a real data application
also confirm that the proposed method outperforms the existing variational EM significantly, espe-
cially when the marginal information of observed networks is weak. This chapter is organized as
follows: Section 2.2 introduces the background of the proposed method. Section 2.3 introduces the
proposed method to incorporate correlation information for community detection. Section 2.4 pro-
vides an algorithm and implementation strategies. Section 2.5 illustrates the theoretical properties
of the proposed method. Section 2.6 demonstrates simulation studies, and Section 2.7 illustrates
an application to world agricultural products trading data. The last section provides conclusions
and some further discussion.
2.2 Background and Notation
In this section, we provide background and notation of the proposed community detection. The
stochastic block model (SBM) [51] is a form of hierarchical modeling which captures the com-
munity structure for networks. Consider M symmetric and unweighted sample networks Y =
{Y m}Mm=1 = {(Y mij )N×N}Mm=1 with N nodes for K communities. Let {zi}Ni=1 be the mem-
bership for each node and zi ∈ {1, 2, · · · , K}, and denote the membership assignment matrix
Z = {(Ziq)n×K} ∈ {0, 1}N×K , where Ziq = 1{zi = q}. Here Z has exactly one 1 in each
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row and at least one 1 in each column for no-null communities. The unknown membership
zi ∈ {1, 2, · · · , K} can be modeled as a latent variable from a multinomial distribution:
zi ∼Multinominal(1, αi),
where i = 1, · · · , N , αi = {αi1, · · · , αiK} and
∑K
k=1 αik = 1. Given the membership of nodes,
the observed edges between two nodes {(Y mij )n×n}Mm=1 typically follow a Bernoulli distribution:
fql(Y
m
ij ) := P (Y
m
ij |zi = q, zj = l) ∼ Bern(µql), for i, j ∈ {1, · · · , N}, q, l = 1, · · · , K, (2.1)
where µql is the probability of nodes i and j being connected.
For the heterogeneous stochastic blocks model, the marginal mean µql for each block in the mth
network can be modeled as a logistic model to incorporate heterogeneity among edges:
µmql = exp(βqlxij)/
{
1 + exp(βqlxij)
}
, (2.2)
where (xij)N×N are edge-wise covariates, and edges within the same community preserve homo-
geneity by sharing a block-wise parameter βql. The joint likelihood function can be decomposed
into a summation of edge-wise terms following the conditional independence assumption:
logP (Y ;Z) =
M∑
m=1
K∑
q=1
N∑
i=1
Ziqlogαq +
M∑
m=1
K∑
q,l=1
N∑
i<j
ZiqZjlfql(Y
m
ij ; βql). (2.3)
The latent membership Z is estimated by E(Z|Y ) through the maximum likelihood estimator
of model parameters Θ = {βql; q, l = 1, · · · , K; αq; q = 1, · · · , K} in (2.3). However, the
classical EM algorithm is not applicable here, because the conditional distribution P (Z|Y ) =
P (Y ;Z)∑
Z P (Y ;Z)
becomes intractable in the expectation step.
The variational EM algorithm [74, 53] is one of the most popular inference methods, and can be
applied to approximate the likelihood P (Z|Y ) by a complete factorized distribution R(Z, τ ) =
N∏
i=1
h(Zi; τi), where h(·) denotes a multinomial distribution, τ = (τ1,· · · ,τN) and τi = (τi1,· · · ,τiK)
is a probability vector such that
∑K
q=1 τiq = 1. In the expectation step, the likelihood logP (Y;Z) is
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averaged over R(Z) such that for any τ , ER(Z,τ )
{
logP (Y;Z)
}
≤ EP (Z|Y )
{
logP (Y;Z)
}
where,
ER(Z,τ )
{
logP (Y ;Z)
}
= −
M∑
m=1
K∑
q=1
N∑
i=1
τiqlogτiq +
M∑
m=1
K∑
q=1
N∑
i=1
τiqlogαq+
M∑
m=1
K∑
q,l=1
N∑
i<j
τiqτjlfql(Y
m
ij ).
Instead of directly maximizing EP (Z|Y )
{
logP (Y ;Z)
}
, the variational EM approach alternatively
maximizes its lower bound ER(Z,τ )
{
logP (Y ;Z)
}
over model parameters Θ and variational pa-
rameters τ , and clusters nodes by τ through ẑi = argmaxk{τ̂ik, k = 1, · · · , K}.
Throughout this paper, we consider the conditional version of SBM (CSBM) [22, 102, 33],
where the true membership Z∗ is fixed. The conditional stochastic block model framework as-
sumes conditional independence among edges, i.e., Y mi1j1 and Y
m
i2j2
are independent given nodes’
membership zi1 , zi2 , zj1 , zj2 , and the corresponding log-likelihood of observed sample networks is:
logLind(Y |Z) =
1
M
M∑
m=1
K∑
q,l=1
N∑
i<j
ZiqZjl
{
ymij log µql + (1− ymij )log (1− µql)
}
. (2.4)
The above log-likelihood can serve as a discriminant function in clustering membership Z in that
if logLind(Y |Z1) > logLind(Y |Z2) given two membership assignments Z1 and Z2, then Z1 is
preferred over Z2, since the likelihood for the observed sample networks is higher. Naturally, Z∗
can be estimated by
Ẑ = argmax
Z
logPind(Y |Z).
The SBM in (2.4) allows one to differentiate within-community and between-community nodes via
utilizing only the marginal information, in that the average connectivity rates within-communities
are higher than those between-communities. However, the underlying conditional independence
assumption among edges is too restrictive and practically infeasible. In most community detection
problems it is common that edges within communities are more correlated. For example, social
connections among friends are highly correlated in social networks. However, the dependency
among edges is not captured by the traditional SBM, which could lead to significant information
loss of the community structure.
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2.3 Methodology
2.3.1 Community Detection with Dependent Connectivity
In this chapter, we incorporate within-community correlation to improve accuracy and efficiency
in identifying communities, in addition to utilizing the edges’ marginal mean information, since
within-community dependency contains additional information regarding the membership of nodes.
This is especially effective when the marginal mean is not informative in differentiating between
and within communities’ connectivity.
In this section, we propose an approximate likelihood function to capture the dependency among
within-community edges. We assume that each observed sample networks Y mn×n follow a multi-
variate binary distribution P (Y m) define in (2.1), where there exists correlations among within-
community edges. Specifically, the correlation among a pair of edges (Y mi1j1 , Y
m
i2j2
) within a com-
munity is denoted as: corr(Y mi1j1 , Y
m
i2j2
) = ρq(i1, i2, j1, j2) ∈ (−1, 1) given nodes zi1 , zi2 , zj1 and
zj2 are in the same community q, where 1 ≤ i1 < j1 ≤ N, 1 ≤ i2 < j2 ≤ N, (i1, j1) 6= (i2, j2)
and q = 1, · · · , K. Note that correlations among each pair of edges are allowed to be different.
Equivalently, the edges in community k show strong dependency only when
N∑
i<j;u<v
ZikZjkZukZvkρq(i, j, u, v)ŷ
m
ij ŷ
m
uv
is large, where ŷmij and ŷ
m
uv are standardization of Y
m
i1j1
and Y mi2j2 by adjusting their marginal means.
Note that correlations among edges can be incorporated for community detection on multiple net-
works. For example, [90, 91] utilize random effects to model the heterogeneity of the connectivities
for an individual network, which leads to a positive correlation among the edges within the same
community. In practice, both positive and negative correlations among edges could occur. For
example, the positive pairwise correlations among edges are more likely to produce star or triad
relations, and are widely observed in social networks [101, 100]. The negative correlation among
edges could occur when there are the competitive relations among local retailers within the same
geographical region.
The exponential random graph models (ERGMs) [100] can incorporate dependency among
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edges. However, it differs from the block-dependency modeling in terms of capturing different
network features. Specifically, the ERGMs characterize specific interest subgraphs in the network
through the edge dependency. In addition, nodes are equivalent or exchangeable under the ERGMs
such that realizations of subgraphs are assumed to be independent and serve as individual samples
for the model. In contrast, the block-dependency approaches associate the edge dependency with
the underlying community structure to capture the overall correlation intensity within communi-
ties instead of capturing the dependent structure in specific subgroups. In addition, nodes in the
block-dependency model are not exchangeable as they might belong to different communities.
2.3.2 Approximate Likelihood
In this section, we propose an informative approximation of the true log-likelihood to cluster Z
via incorporating interactions among edges within a community in addition to marginal mean
information. This is because the exact joint likelihood function of correlated binary distribution
P (Y m) is computationally intractable. Specifically, we construct an approximate likelihood as a
substitute of the true likelihood by facilitating the Bahadur representation [14]. That is, we retain
the low-order dependency information among edges within-communities and discard the high-
order dependency for computational efficiency. Although the approximate likelihood is not a true
likelihood, it still serves the purpose of estimating the membership of nodes.
Consider T dependent binary random variables, then the joint likelihood can be represented
through the Bahadur representation:
P (Y1 = y1, · · · , YT = yT ) =
T∏
j=1
µ
yj
j (1− µj)1−yj
[
1 +
∑
1≤j1<j2≤T
ρj1j2 ŷj1 ŷj2+∑
1≤j1<j2<j3≤T
ρj1j2j3 ŷj1 ŷj2 ŷj3 + · · ·+ ρ12···T ŷ1ŷ2 · ·ŷT
]
, (2.5)
where
µj = E(Yj), ŷj =
yj − E(yj)√
E(yj)(1− E(yj))
, (2.6)
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and
ρj1j2 = E(ŷj1 ŷj2), ρj1j2j3 = E(ŷj1 ŷj2 ŷj3), · · · , ρ12···T = E(ŷ1ŷ2 · ·ŷT ).
The idea of Bahadur representation is to approximate the joint distribution of dependent binary
random variables as a function of moments with a sequential order. For the community detection
problem, the binary random variables represent within-community edges, and the corresponding
joint distribution can be explicitly decomposed into a marginal part and a correlation part. The
marginal part consists of all the marginal mean µij for each edge, which can be directly modeled
through the dependency of the mean on covariates as in (2.2). The correlation part consists of
interactions among all possible pairwise-associations of normalized edges, which add correlation
information beyond a conditional independence likelihood model. Note that the conditional in-
dependence model is a special case of the proposed model when the correlation is zero, and the
corresponding Bahadur representation collapses to a marginal part only, which is equivalent to the
logLind(Y |Z) in (2.4).
There are two major challenges in applying the Bahadur representation to model the interac-
tions among within-community edges. First, the dimension of correlation parameters could be
high if all the high-order interactions in (2.5) are incorporated, and this could lead to an increasing
computational demand as the size of community grows. To solve this problem, we retain all the
second-order interactions, but ignore interactions for higher orders beyond the second order, since
the pairwise interactions among edges could be most important. In addition, we can further reduce
the number of parameters via a homogeneous correlation structure such that all the pairwise cor-
relations in each community are assumed to be the average within-community correlation given
the sign of correlations are consistent in a community, which can be simplified as an exchangeable
correlation structure. The rationales of this simplification are based on the following. First, the
pairwise correlation parameter ρq(i1, i2, j1, j2) is a nuisance correlation parameter to enhance clus-
tering. Second, both the numerical experiments and theoretical findings show that the density of
pairwise correlation among within-community edges plays a more important role than the intensity
of the correlation in affecting clustering performance.
The second challenge is that the range of the correlation coefficient could be constrained by the
marginal means [39]. Consequently, the correlation parameter space is more restrictive if the vari-
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ability of marginal means among edges is large. Nevertheless, our primary goal is to construct an
objective function which can incorporate information from the marginal mean and correlations of
edges within-community, and the objective function is not necessarily the true likelihood function.
In the proposed method, we instead construct an approximate likelihood which is more flexible for
incorporating highly dependent communities while still achieving computational efficiency.
Specifically, we construct an approximate likelihood L̃(Y |Z) incorporating correlated within-
community edges as follows:
logL̃(Y |Z) = 1
M
{
M∑
m=1
K∑
q,l=1
N∑
i<j
ZiqZjl
{
ymij log µql + (1− ymij )log (1− µql)
}
+
M∑
m=1
log
{
1 +
K∑
k=1
1
2
max{
N∑
i<j;u<v
(i,j)6=(u,v)
ZikZjkZukZvkρijuvŷ
m
ij ŷ
m
uv, 0}
}}
, (2.7)
where µql and ŷmij are formulated in (2.2) and (2.6), and ρijuk is the pairwise correlation between
ŷmij and ŷ
m
uv. Notice that the first term in (2.7) is the same as the marginal mean model, and the
second term in (2.7) measures the concordance among edges within communities clustering Z.
We denote the second term of (2.7) as
logLcor(Y |Z) =
1
M
{
M∑
m=1
log
{
1 +
K∑
k=1
1
2
max{
N∑
i<j;u<v
(i,j)6=(u,v)
ZikZjkZukZvkρijuvŷ
m
ij ŷ
m
uv, 0}
}}
. (2.8)
Compared with logLind(Y |Z) in (2.4), the proposed logL̃(Y |Z) has more discriminative power
over Z, since it utilizes more information of the observed dependency within communities cor-
responding to clustering Z. In addition, the nonnegativity of logLcor(Y |Z) ensure the fact that
logL̃(Y|Z) ≥ logLind(Y|Z) is guaranteed, which implies that adding additional correlation in-
formation among edges can be more informative given within-community correlation exists. This
leads to higher classification accuracy and estimation efficiency through maximizing (2.8).
The key part of the proposed method is to predict memberships of nodes through the Bayes
factor constructed by the proposed logL̃(Y |Z). Suppose the memberships of other nodes Z−i are
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known, then we classify node i based on the following Bayes factor:
L̃(Y|Z−i, Ziq = 1)
L̃(Y|Z−i, Zik = 1)
= exp
{
logL̃(Y|Z−i, Ziq = 1)− logL̃(Y|Z−i, Zik = 1)
}
.
If the above Bayes factor > 1, then the probability of node i in community q is larger than that of
community k. The Bayes factor can be further decomposed as:
L̃(Y|Z−i, Ziq = 1)
L̃(Y|Z−i, Zik = 1)
=
Lind(Y|Z−i, Ziq = 1)
Lind(Y|Z−i, Zik = 1)
Lcor(Y|Z−i, Ziq = 1)
Lcor(Y|Z−i, Zik = 1)
, (2.9)
which contains both the marginal ratio and the correlation ratio. It is clear that when the marginal
information is weak in differentiating two communities, the marginal ratio is close to 1, and if the
correlation ratio is informative, it can enhance the Bayes factor to improve community detection.
In addition, the correlation ratio also serves as a correction to lower the estimation bias.
We illustrate the advantage of the proposed method in (2.8) over the conditional independent
likelihood (2.4) using a simple numerical illustration. Specifically, we generate multiple networks
based on the SBM with 30 nodes evenly split between two communities. The marginal means of
within-community and between-community edges are the same at 0.5, implying that the marginal
mean is not informative. We assume a true exchangeable correlation ρ = 0.6 for within-community
edges. Figure 2.1 illustrates that the likelihood function changes as memberships of nodes change
with some misclassified nodes. The left graph is based on the conditional independent SBM uti-
lizing only marginal information, which does not differentiate the two communities at all due to
weak marginal information. However, the proposed approximate likelihood in the right graph
has high differentiation power for the nodes’ memberships, and reaches maximum when the true
memberships are selected.
2.4 Algorithm and Implementation
In this section, we propose a two-step algorithm to maximize the proposed approximate likelihood
function. In addition, we provide implementation strategies to improve the stability and efficiency
of the algorithm.
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2.4.1 Algorithm
To estimate the true membershipZ∗ of nodes, we can ideally search through all the possibleZ and
choose the one with the largest logL̃(Y |Z). However, this becomes infeasible when the number
of nodes N and the number of communities K increases. In the following, we propose an iterative
two-step algorithm to maximize logL̃(Y |Z) in (2.7).
Algorithm 1
Step 1: Input an initial membership probability for each node: α(0)iq , 1 ≤ i ≤ N, 1 ≤ q ≤ K
through spectral clustering on individual sample networks.
Estimate each pairwise correlation {ρ(i, j, u, v)} through the empirical estimator by ({Y mij , Y muv}Mm=1.
Step 2: At the sth iteration, given {β(s−1)ql , ρ
(s−1)
q }Kq,l=1 and {α
(s−1)
i }Ni=1 from the (s− 1)th iteration:
(i) Maximization: block-wise update β(s)ql and ρ
(s−1)
q , q, l = 1, · · · , K;
(a) Obtain β(s)ql through GEE with current membership as working correlation;
(ii) Expectation: given {β(s)ql , ρ
(s)
q }Kq,l=1 , update {α
(s)
i }Ni=1:
α
(s)
iq =
α
(s−1)
iq L̃(Y|α
(s−1)
−i ,Ziq=1)∑K
k=1 α
(s−1)
ik L̃(Y|α
(s−1)
−i ,Zik=1)
, i = 1, · · · , N, q = 1, · · · , K.
Step 3: Iterate until max
1≤i≤N
|α(s)i − α
(s−1)
i | < ε.
Step 4: Obtain the membership zi of clusters by
{α(s)i }Ni=1: zi = maxk{α
(s)
i1 , · · · , α
(s)
iK}, i = 1, · · · , N .
Here we directly maximize the approximate likelihood instead of a true likelihood as in the EM
algorithm. In the expectation step, we alternatively update membership of each node while fixing
other nodes, where L̃(Y|α−i;Zik) has the same formulation as L̃(Y |Z) in (2.7) with {Ziq}N×K
replaced by its expectation {αiq}N×K , except Zik. Note that αiq is not the expectation under the
true underlying joint distribution P (Y, Z) = P (Y |Z)P (Z). Instead, it corresponds to the distri-
bution defined by the approximate likelihood in (2.8). In the expectation step, the memberships
are updated through the Bayes factor in (2.9) with the proposed L̃(Y|Z). In the maximization
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step, we estimate the community-wise parameters βql through the generalized estimating equation
where the working correlation is exchangeable structure given the current membership of nodes
and estimated average correlation ρq. Note that the variational EM is a special case of the proposed
algorithm if the correlation information is ignored and the conditional independent model in (2.4)
is assumed.
2.4.2 Computation and Implementation:
To ensure computational stability, the community-wise parameters βql could be estimated through
a simplified generalized estimation equation assuming an independent working correlation in algo-
rithm 1. This is because the primary interest of community detection is classification accuracy, and
the empirical studies show that correlation information plays a relatively minor role in parameter
estimation.
We can achieve a better approximation to the true likelihood if higher-order moments are in-
corporated in the Bahadur representation in (2.6), which also increases its discrimination power.
However, higher-order correlation could also increase the computational cost. Alternatively, we
can recover partial higher-order interactions (e.g., the fourth order) derived from low order inter-
actions (e.g., the second order). For example, consider four normalized edges Ŷ mi1j1 , Ŷ
m
i2j2
, Ŷ mi3j3 and
Ŷ mi4j4 within the same community k with a positive fourth order correlation among them, we have
E
(
Ŷ mi1j1Ŷ
m
i2j2
Ŷ mi3j3Ŷ
m
i4j4
)
≥ E
(
Ŷ mi1j1Ŷ
m
i2j2
)E
(
Ŷ mi3j3Ŷ
m
i4j4
) = ρi1j1i2j2ρi3j3i4j4 . (2.10)
To simplify notation, denote (Z1kZ2kŶ m12 , Z1kZ3kŶ
m
13 , · · · , Z2kZ3kŶ m23 , · · · , Z(N−1)kZNkŶ m(N−1)N)
as (γm1 , γ
m
2 , · · · , γmN0), where N0 =
N2−N
2
. Then the second-order interaction term for the commu-
nity k in Lcor(Y |Z) is
ρk
2
N∑
i<j,u<v
(i,j)6=(u,v)
ZikZjkZukZvkŷ
m
ij ŷ
m
uv = ρk
N0∑
s<t
γms γ
m
t .
Based on (2.11) and given Z, we can approximate the fourth-order interaction for community k
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under the exchangeable correlation structure by its lower bound:
N0∑
s1<t1,s2<t2
(s1,t1) 6=(s2,t2)
E(γms1γ
m
t1
γms2γ
m
t2
)
2
γms1γ
m
t1
γms2γ
m
t2
≥
N0∑
s1<s2,t1<t2
(s1,t1)6=(s2,t2)
ρ2k
2
γms1γ
m
t1
γms2γ
m
t2
=
(
ρk
N0∑
s<t
γms γ
m
t
)2
−ρ2k
N0∑
s<t
(γms γ
m
t )
2.
(2.11)
Note that the above lower bound of the fourth-order interaction can be calculated by the second-
order interaction term in Lcor(Y |Z). Therefore, we can still incorporate higher-order terms in
logL̃(Y |Z) without additional computational cost. For other types of non-exchangeable correla-
tion structures, we can incorporate partial higher-order correlation similarly as above. The main
difference is that each pair of edges is associated with a specific correlation given a dependency
structure. Therefore, the simplified lower bound for higher-order correlations such as (??) does
not hold in general, and could have a more complex form depending on the specific correlation
structure.
In the following, we also provide some guidelines for determining the number of communities
K and initial membership of nodes. For a single network, the criterion-based methods choose K
to maximize a certain probabilistic criterion such as the integrated likelihood [45, 37, 64], com-
posite likelihood BIC [104] or modularity criterion [24]. In addition, spectral methods estimate K
through the spectral property of the transformed adjacent matrix, such as a Laplacian matrix [82],
non-backtracking matrix [25] or Bethe Hessian matrix [103]. In the hierarchical Bayesian frame-
work, the number of communities is treated as a model parameter given a certain prior distribution
and is jointly estimated with nodes’ memberships using the MCMC [45, 84, 85]. For multiple
networks, we can extend the above techniques to estimate a consensus number of communities
combining observed realizations of the SBM from each individual network.
In the context of the proposed within-community dependent modeling, we can first perform
the modularity-maximizing method or spectral clustering on each individual network to obtain K,
then take the average of these individual estimated K, which can be treated as a consensus number
of communities. The above procedure is sensible under two considerations. First, each sample
network is a realization of the SBM so that the individual estimation of K is randomly distributed
around the true underlying K. Thus the average of individual estimations provides an estimation
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of K with low-bias and low-variance. Second, the spectral clustering or modularity methods are
more favorable than other methods, due to their relatively low computational cost in estimating K.
This is especially effective when the sample size of networks is large.
As an EM-type algorithm, the proposed optimization procedure can only guarantee the local
maximum and requires multiple initializations to find the global maximum. In this paper, we
obtain the membership initializations through spectral clustering on different sample networks, a
benchmark algorithm for the traditional SBM. Spectral clustering is a model-free clustering algo-
rithm and is able to provide a warm start for nodes’ memberships.
2.5 Theoretical Results
In this section, we establish the consistency of the estimated nodes’ membership based on the
independent likelihood and the approximate likelihood approaches. In addition, we provide the
computational convergence theorem for the proposed iterative algorithm in section 4. Compared
to the independent likelihood approach, we show that the approximate likelihood approach leads
to a computationally faster convergence rate regarding nodes’ membership estimation.
2.5.1 Consistency of Nodes’ Membership Estimation
In this subsection, we study the consistency of the maximization likelihood estimator for both the
independent likelihood and the approximate likelihood at the population level. With the indepen-
dence assumption among within-community edges, the consistency and convergence rate of the
MLE estimator can be obtained by [29, 120]. However, the convergence property of the MLE
remains unknown if there exists a local dependence among edges.
One significant distinction using the independence assumption if the edges are correlated is
that the increasing number of nodes and number of edges do not necessarily guarantee a lower
misclassification rate and computationally faster convergence. This is because the discrepancy
between marginal means from within-community and between-community is not accumulated due
to the pairwise correlation, though it can be accumulated through increasing the number of sample
networks. However, we show that the proposed approximated approach is able to benefit from the
17
increasing number of nodes, and therefore achieves a faster computational convergence compared
to the independent likelihood approach.
In the following theorems, we assume that edges within the same block have the same marginal
mean such that µzizj := E(Y
m
ij |i ∈ q, j ∈ l) = ηNcij , where ηN ∈ (0, 1] is a sparsity parameter
controlling the average node degree. We denote that the true marginal means as Θ = {µql, 1 ≤
q < l ≤ K}, and assume the following two regularity conditions regarding identifiability:
(C1). Suppose for every q 6= q′, 1 ≤ q, q′ ≤ K, there exists at least one l ∈ {1, · · · , K} such
that µql 6= µq′l. In addition, all the cql are bounded such that cql ∈ [ζ, 1− ζ], q, l = 1, · · · , K with
ζ > 0.
For a more general case where the edgewise marginal means vary due to their varying covariates
in (2.2), Theorem 2.1 and Theorem 2.2 can be generalized under the assumption similar to (C1)
in that the edgewise marginal means in each community lie within K disjoint balls centered at
vectors (µ1q, · · · , µKq), q = 1, · · · , K, respectively.
(C2). Community sizes from all sample networks are bounded above and below by κ1N ≤
|{i ∈ {1, 2, · · · , N} : Z∗iq = 1}| ≤ κ2N, q = 1, · · · , K, where κ1 and κ2 are constants such that
0 < κ1 < κ2 < 1.
In the following, we establish the consistency of membership estimation for both the inde-
pendent likelihood approach and the proposed approximate likelihood approach. For the within-
community edges, we define the edgewise second-order pairwise correlation density as
λ = λmij :=
#|{(u, v) : |cor(Y mij , Y muv )| > 0, Zu = Zv = k}|
Nk(Nk − 1)/2− 1
for edge Y mij in community k
where k = 1, 2, · · · , K and Nk(Nk − 1)/2− 1 is the number of edges within community k for the
sample networkY m. For simplicity, we assume the homogeneous second-order correlation density
such that λmij = λ for all the within-community edges. Here λ ∈ [0, 1] severs as a counterpart of
sparsity parameter ηN commensurate with edge correlation density, and determines the intensity
of local dependency within a community. Specifically, λ = 0 indicates that within-community
edges are all independent, while λ = 1 indicates that all edges within a community are pair-wisely
correlated. In addition, correlation density λ is allowed to depend on the number of nodes, and
increases such that it can model a more general class of correlation structure. For example, in a
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hub structure, an edge is only correlated with those sharing the same hub nodes and the density
λ = Nk−1
N2k−1
= ON(
1
Nk
).
To establish asymptotic consistency for the proposed likelihood, we assume the sparsity of high-
order correlation among within-community edges.
(C3). The number of third and fourth-order correlations defined in (2.5) among within-community
edges do not exceed the order of the size of second-order correlations. Specifically, for edge Y mij
in community k, #|{(i, j), (u1, v1), (u2, v2) : E(ŶijŶu1v1Ŷu2v2) 6= 0}| ≤ ON(λ(N2k )). In ad-
dition, #|{(i, j), (u1, v1), (u2, v2), (u3, v3) : E(ŶijŶu1v1Ŷu2v2Ŷu3v3) 6= 0}| ≤ ON(λ(N2k )), k =
1, 2, · · · , K.
In general, assume that the pairwise correlations among the within-community edges are suffi-
cient to cover a broad class of Markov dependence modeling under the general exponential random
graph model. This includes the most commonly used edge dependence configurations such as a
star, a triangular shape subnetwork [81] and the k-triangles shape [89]. Although considering that
the additional higher-order edge correlation improves the model’s complexity, it could increase
higher computational cost and instability. Empirically, it is sensible to assume that higher-order
correlation only exists when second-order correlation already exists among edges, for the sake of
identifiability and interpretability of the model. Otherwise, it could lead to the ’near degeneracy’
[47] when a higher-order dependency masks a lower-order dependency.
Let PZ∗ := P(·|Z = z∗; Θ) denote the conditional distribution of edges given the true member-
ship of nodes and true parameters.
Theorem 2.1. Under the regularity conditions (C1)-(C3), we establish the convergence rate of the
membership estimator z using the independent likelihood approach. That is, for every t > 0 and
z 6= z∗,
PZ∗
{ Lind(Y |Z = z; Θ)
Lind(Y |Z = z∗; Θ)
> t
}
= O
(
exp
{
− C1
c∗rηNNM
1 + ρκ2ηNN min(r, κ2λN)
})
, (2.12)
where r = ‖z − z∗‖0 is the number of misclassified nodes up to the permutation labeling, ρ is
the largest pairwise correlation among within-community edges, C1 is a positive constant, and
c∗ = min
(q,l),(q′,l′)
{DKL(cql||cq′l′) : cql 6= cq′l′}, where DKL denotes the Kullback–Leibler divergence
distance.
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Given the convergence rate based on the independent likelihood ratio, we can characterize the
convergence of its estimated node membership as following:
Corollary 2.1. Under the same conditions given in Theorem 2.1, using the independent likelihood
approach, for every t > 0
PZ∗
{
sup
{z 6=z∗}
Lind(Y |Z = z; Θ)
Lind(Y |Z = z∗; Θ)
> t
}
= O
(
N exp
{
− c
∗ηNNM
1 + ηNλN2)
})
. (2.13)
For the independent likelihood approach, the convergence rate depends on the number of sample
networkM , the marginal sparsity parameter ηN and the density of the pairwise correlation λ among
within-community edges. If there is no pairwise correlation among edges, e.g., λ = 0, then
the convergence rate in (2.13) increases to ON,M
{
N exp(−ηNNM)
}
, which degenerates to the
convergence rate established in [29] under the conditional independent modeling given constant
marginal mean ηN = 1. In addition, the convergence of proposed node membership estimator
can be guaranteed under the sparse growth rate of q = (logcN)/N for some constant c > 1,
which is consistent with the existing results in [1]. In general, The probability of true membership
goes to 1 as M or the node size N increases under a relatively sparse pairwise correlation, e.g.,
ηNλN
2 = oN(1).
In the case of the exchangeable correlation structure for within-community edges, hence λ = 1,
the convergence rate in (2.12) decreases to the order of ON,M
{
exp(− rM
min(r,κ2N)
)
}
, and therefore
does not benefit from the increasing number of nodes. In this case, the consistency relies on accu-
mulating independent sample networks. Theorem 2.1 also implies that the independent likelihood
approach is unable to fully accumulate discriminative power from the increasing number of nodes
when there exists dependency among within-community edges. Indeed, the convergence rate of the
independent likelihood approach decreases in terms of network size N as the within-community
correlation density λ increases. However, we show that the proposed approximate likelihood ap-
proach still benefits from increasing nodes size even under the exchangeable correlation structure
among edges.
Theorem 2.2. Under the regularity conditions (C1)-(C3), we establish the convergence rate of the
estimator z using the proposed approximate likelihood approach. That is, for every t > 0, z 6= z∗,
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and λ > 0,
PZ∗
{ L̃(Y |Z = z; Θ)
L̃(Y |Z = z∗; Θ)
> t
}
= O
(
exp
{
− C2
rλNM(c∗ηN + λN
2)
1 + ρκ2N min(r, κ2λN)
})
, (2.14)
where N > ON( 1λ), r = ‖z − z
∗‖0 is the number of misclassified nodes up to the permutation
labeling, C2 is a positive constant, ρ is the largest within-community correlation, and c∗ is defined
in Theorem 2.1.
Similarly, we characterize the convergence of the proposed method by the following corollary:
Corollary 2.2. Under the same conditions given in Theorem 2.2, the proposed approximate likeli-
hood approach leads to the following convergence rate, for every t > 0
PZ∗
{
sup
{z 6=z∗}
L̃(Y |Z = z; Θ)
L̃(Y |Z = z∗; Θ)
> t
}
= O
(
N exp
{
− (c
∗ηN + λN
2)M
N
})
. (2.15)
Given λ > 0, for the same number of network M and node size N , the proposed approximate
likelihood approach is able to achieve a faster convergence rate in (2.15) compared with (2.13)
since the convergence rate in (2.14) has an additional term of λ2N3M on the numerator compared
to the convergence rate in (2.12). Specifically, the proposed approach is most superior under the
exchangeable correlation structure (λ = 1), where the convergence rate of the independent like-
lihood is at the order of ON,M
{
exp(−M/N)
}
, in contrast to the proposed convergence rate of
ON,M
{
exp(−NM)
}
. Intuitively, incorporating the correlation information increases the effective
sample size of within-community edges. Under the sparsity assumption of higher-order correlation
among edges, the proposed approach benefits from accumulating information on the second-order
interactions among edges, while the independent likelihood approach only accumulates informa-
tion from the first-order marginal mean of edges. It is noticeable that the marginal sparsity ηN
affects the convergence rate of the membership estimator not only through marginal information
but also through its constraints on the edge-wise correlation with intensity λ. In general, the num-
ber of edges correlated with other nodes decreases as sample networks become sparser in that
0 ≤ λ ≤ ON(ηN).
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2.5.2 Computational Convergence for the Proposed Algorithm
In this subsection, we provide the computational convergence property of the proposed algorithm
in Section 4. The main difference between the proposed method and the variational EM lies in
the Bayes factor of (2.9) in the expectation step from Algorithm 1. If we replace L̃(Y |Z) by
the conditional independent likelihood Lind(Y |Z) in (2.4) in the expectation step, the standard
variational EM becomes a special case of Algorithm 1. Notice that [120] establishes computational
convergence with the minimax rate of misclassification only when the within-community edges are
independent. In addition, it assumes that the within-community marginal means are all the same,
which is too restrictive in practice.
In the following, we establish the computational convergence for the proposed approximate
likelihood. Specifically, we are able to show a faster convergence speed and a lower estimation
bias compared to the existing one based on the independent likelihood in [120]. The following
Theorem 2.3 also relaxes the homogeneous marginal mean assumption and allows the marginal
means from within-community and between-community to be different. We denote the estimated
memberships of nodes at the sth iteration asα(s) = (α(s)1 , · · · , α
(s)
N ) from Algorithm 1. In addition
to the assumptions (C1-C3) in Section 5.1, we require two regularity conditions for the following
theorems:
(C4). Suppose the distance between initial membershipα(0) and true membership z∗ is bounded:
‖α(0) − z∗‖1 ≤ cN1−φ, where φ ∈ (0, 1) is a constant.
A common issue for most EM-type algorithms including the one proposed is that they only guar-
antee convergence to a local optimum. If the likelihood function is unimodal, then the EM-type
algorithm converges to the MLE as the unique global optimum. However, the proposed approx-
imate likelihood is non-convex and multi-modal. Therefore, we assume that the initials are in
the neighborhood of the MLE to ensure the convergence of the EM algorithm[15, 118]. Condi-
tion C4 is a common assumption to guarantee computational convergence for EM-type algorithms
[120, 54, 57].
(C5). The estimated marginal mean µ̂ql has a bounded bias from the truth, i.e., 0 < γ1 ≤ µ̂qlµql ≤
γ2, q, l = 1 · · · , K,.
Theorem 2.3. Under the regularity conditions (C1)-(C5) and given N is sufficiently large, we
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establish the convergence property of Algorithm 1 via incorporating correlation information. That
is, with the correlation density 1
λ
= oN(N
φ
2 ), as M and N increase with ON( 1λ) < N and M ≤
o(N2−φ/2), then
E‖α(s+1) − z∗‖1 ≤ c1NK exp
{
− c2
λ(c∗ηNN + λN
3)M
1 + λN2
}
+
c3‖αs − z∗‖1
λNM
, (2.16)
where c1, c2, c3 are positive constants, and c∗ is defined in Theorem 2.1.
In Theorem 2.3, the first term on the right hand side of the inequality represents the estimation
bias which measures the discrepancy between the community structure and its realization. Al-
though we do not show that the order of estimation bias in the first term achieves the minimax
rate, there is a connection between our result and the minimax rate when M = 1. That is, our
theorem implies that it has the same order as the minimax rate established for a single network
case in Theorem 3 of [120].
The second term provides a decreasing rate of misclassification along each iteration. Theorem
2.3 indicates that the estimated memberships are closer to the true memberships compared to the
previous iteration step at a rate of 1
λNM
, where a larger sample size M or node size N contribute
a faster convergence and a lower estimation bias. In general, Theorem 2.3 guarantees the conver-
gence of the iterative algorithm even without incorporating correlation information, but improves
the convergence rate and estimation bias when correlation information is incorporated.
Specifically, in contrast to the computational convergence rates in Theorem 3.1 of [120], our
Theorem 2.3 shows that incorporating the correlation information enables us to reduce the estima-
tion bias and accelerate the convergence rate. Specifically, if we consider the M sample networks
generated independently from a SBM with the node size N , then the proposed approximate likeli-
hood approach reduces the order of the estimation bias to ON,M
{
N exp(−c′λNM)
}
in (2.16) as
the dependency intensity λ increases and approaches to ON,M
{
N exp(−cNM)
}
, which is equiv-
alent to the minimax rate established in [120] treating edges as independent. Compared with the
convergence rate of the membership estimator assuming conditional independence, incorporating
within-community correlation accelerates the computational convergence rate from ON,M( 1√MN )
[120] to ON,M( 1λNM ) in (2.16) when there is a sufficiently large number of correlated edges satis-
fying λ > 1√
MN
within a community.
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2.6 Numerical Studies
In this section, we conduct simulation studies to illustrate the performance of the proposed method
on community detection in networks for dependent edges within-community. In particular, we
compare our method to the existing variational EM method which assumes conditional indepen-
dence among edges. Besides the comparison between the proposed method and independent like-
lihood method, we also conduct numerical comparisons between the propose method and existing
multiple network community detection methods under different within-community dependency
structure. Specifically, [70] proposes a spectral methods based on the optimal weighted average
of multiple adjacent matrices (weighted average network), and the weighted average low-rank ap-
proximation (WALRA) which replaces an average of adjacent matrices by an average of low-rank
approximation to each adjacent matrix. [113] proposes to jointly embed multiple adjacent matrices
to a common subspace for clustering (joint embedding). [67] proposes an EM-based algorithm to
recover community structure from the multiple noisy realizations of network (network denoising).
2.6.1 Study 1: Networks with Dependent Within-community Connectivity
In the first simulation study, we consider networks where edges within the same community are
correlated and compare the performance of various methods under different network sample sizes
with various magnitudes of marginal means for within-community and between-community.
Suppose the memberships of nodes Z∗ = {Z1, · · · ,Zn} in the networks are given with K
communities, where Zi is a binary indicator vector corresponding to the membership of nodes i.
Conditional on Z∗, edges in each sample network are generated following the Bernoulli marginal
distribution as in (2.1), where within-community edges follow an exchangeable correlation struc-
ture as in (2.5). Here we assume that between-community edges are independent from each other.
The block-wise marginal means µql (q, l = 1, · · · , K) are associated with edgewise covariates
through (2.2). In addition, the edgewise covariates follow a uniform distribution, where within-
communities covariates
xmij ∼ Unif(a1, a2) if Ziq = Zjq = 1, (2.17)
24
and between-community covariates
xmij ∼ Unif(b1, b2) if Ziq 6= Zjq, q = 1, · · · , K. (2.18)
Although the probability of each edge is different, the edges within the same community share
the same coefficient βql in (2.2). In the following simulation studies, we generate correlated un-
weighted edges through the R package "MultiOrd."
Specifically, the sample networks consist of 40 nodes split into two communities. In a balanced
community network, each community has 20 nodes. In an unbalanced case, two communities
are comprised of 10 and 30 nodes, respectively. We compare the performance under different
sample sizes of networks with M = 20, 40 and 60, and different intensities of within-community
dependency with correlation coefficient ρ = 0, 0.3 and 0.6.
To simulate a weak marginal signal case, we let the block-wise parameters be β11 = 1, β22 = 1.5
and β12 = β21 = 0. The means of within-community and between-community covariates are 0
with a1 = b1 = −0.2 and a2 = b2 = 0.2 in (2.17) and (2.18). Here, although the marginal mean
of within-community edges is slightly larger than that of between-community edges on average
due to the convexity of the logistic link function in (2.2), the marginal means of within-community
edges and between-community edges are very close.
For a strong marginal signal case, the block-wise parameters are β11 = 0.3, β22 = 0.6 and
β12 = β21 = 0.2. The within-community covariates are generated via (2.17) with a1 = 0.9 and
a2 = 1.1, and between-community covariates are generated from (2.18) with b1 = −0.8 and
b2 = −0.6. Note that there is a distinct gap between within-community and between-community
marginal means, thus the marginal signal is more dominant for nodes within communities.
We use the Adjusted Rand Index (ARI) to measure the performance of clustering. The ARI
takes a value between −1 and 1, where 1 represents a perfect matching of true memberships and
predicted memberships of clustering, 0 indicates a random clustering and a negative value indicates
that the agreement is less than the expectation from a random result. In the following simulations,
we choose five fixed initial memberships of nodes in both balanced and unbalanced communities.
These initials can be obtained from spectral clustering on sample networks. The Adjusted Rand
Indices based on these chosen initials range between 0.30 to 0.34 under the unbalanced community
25
case and between 0.25 to 0.29 under the balanced community case, which are far from the true
memberships.
We compare the performance of clustering and parameter estimation for the proposed method
applying the second-order (Bahadur2nd) and the fourth-order (Bahadur4th) Bahadur approximation,
and the variational EM (VEM) approach with only marginal information.
In Table 2.1 and Table 2.2, the proposed method with the second-order and fourth-order approx-
imations outperform the variational EM in clustering. Specifically, under the weak marginal signal
case in Table 1, the Adjusted Rand Index of the variational EM are 0.34 under different network
sizes and correlation strengths, which are similar to the ones calculated by fixed initials. In addi-
tion, since the distributions of marginal means from within-community and between-community
are similar, the variational EM marginal approach barely improves over the initial memberships as
it only utilizes the marginal information. However, the proposed method with the second-order or
fourth-order Bahadur representation improves on the ARI by about 280%, compared to the VEM
when ρ = 0.3 and ρ = 0.6. In addition, the performance of the proposed method improves by
1 ∼ 5% as the number of sample networks increases from 20 to 60. Furthermore, incorporating
the fourth-order interaction can slightly improve the accuracy of clustering.
We notice that when the correlation is as moderate as 0.3, the proposed method still achieves
significant improvement over the variational EM and almost fully recovers the true memberships
of clustering. We consider this as an intrinsic advantage of the proposed method in capturing the
relatively weak dependency among edges to improve the clustering. This is because the proposed
method not only captures pairwise dependency but also reflects connectivities among nodes within
a community. That is, even a weak dependency among pairwise connectivities can lead to an
accumulative information recovery of clustering.
Table 2.2 illustrates the clustering performance when the marginal signal is strong. In con-
trast to Table 2.1, the variational EM significantly improves on clustering because of the large
discrepancy between the within-community marginal mean and the between-community marginal
mean. Nevertheless, incorporating the correlation among within-community edges still improves
the clustering accuracy by 20% to 26% under various sample sizes of networks and intensities of
correlation. The clustering accuracy of the proposed method improves when either the sample size
or the correlation increases. In general, stronger correlation and a larger sample size lead to better
26
performance when the marginal signal itself is strong.
In addition to clustering, we also provide estimation of the marginal parameters. Tables 2.3, 2.4
and 2.5 compare parameter estimation between the proposed method and the variational EM when
the marginal signal is weak. For within-community parameters β11 and β22, the estimation of the
proposed method consistently reduces bias 30 ∼ 99% more than the variational method, except
when M = 20 and ρ = 0.6. This is because the sample size M = 20 is not sufficiently large
to offset the high variance among highly-correlated within-community edges. For the between-
community parameter β12, the estimation bias of the proposed method consistently decreases more
than 80% compared to the VEM under all settings. Additionally, the standard errors of the proposed
estimator decrease faster than the variational method as the sizes of networks increase.
For simulation settings, we generate the probability for within-community edges as 0.55 and
for between-community edges is 0.50. We generate a mixture correlation structure to include both
positive and negative pairwise correlations among edges within a community with equal propor-
tions. The magnitude of pairwise edge correlation is |ρ| = 0.5 for all the correlation structure
settings.
The results in Table 2.8 indicate that the propose method outperforms other competing methods
for various correlation structure settings as most of competing methods only utilize the first-order
marginal discrepancy among within-community and between community edges, but ignore the
second-order discrepancy. The improvement from the proposed method incorporating the second-
order discrepancy is more significant under the mixture correlation setting as the marginal discrep-
ancy between intra-community and inter-community edges is less compared to other correlation
structure such as the exchangeable or AR(1) with positive within-community correlations.
To demonstrate the practical feasibility of the proposed method on handling large networks, we
further conduct simulations on the settings where each sample network consists of 500 nodes with
two balanced communities. Specifically, within each community, there exists a subgroup of 100
nodes such that edges within the same subgroup are pairwisely correlated with the mixture cor-
relation structure. To accelerate the convergence, the propose method adopts nodes’ membership
estimations from network denoising [67] as a warm start. The result provided in Table 2.9 indicates
that the proposed method is able to improve classification accuracy on the nodes’ memberships us-
ing a warm start initialization, and outperforms competing methods.
27
We also investigate the clustering performance of the independent likelihood and the proposed
approximate likelihood approach given different within-community second-order correlation den-
sity λ in (??). The setting is similar to the weak marginal signal cases. Specifically, the sample
networks contain two communities with identical pairwise within-community correlation ρ = 0.6.
The sizes of the sample networks and nodes are M = 40, N = 40. The density λ increases from
0.01 to 1. The Adjusted Rand Index comparisons are illustrated in Figure 2.2. In general, the
approximate likelihood approach has improving performance when the correlation connectivities
among within-community edges increase, in contrast to the independent likelihood approach. Fig-
ure 2.2 shows that the true membership recovery using the approximate likelihood approach is high
even when the second-order within-community correlation is relatively sparse (λ = 0.05), while
the independent likelihood approach performs poorly with a constant ARI regardless of λ . This
finding supports Theorem 2.1 and 2.2 in that the proposed method produces an accelerated decay
in misclassification rate as λ increases.
2.6.2 Study 2: Networks with Additional Dependence between Different
Communities
In Study 2, we also investigate whether the proposed method holds for a more general dependency
structure among edges from different communities, for example, correlation among edges between
different communities
corr(Y mi1j1 , Y
m
i2j2
) = ρ̃, given zi1 = zj1 = q, zi2 = zj2 = l, q 6= l, (2.19)
where ρ̃ ≤ ρq in (2.5) in general. While (2.5) characterizes the concordance of edges within
a community, (2.19) also captures the heterogeneity of sample networks. The heterogeneity of
multi-layer networks is common in community detection.
In this simulation, we demonstrate that the proposed method is still robust when there is het-
erogeneity of connectivities among sample networks. To simulate the dependency among inter-
community connectivity, we split M sample networks into 10 groups. Within each group, we add
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the random effects γk to the within-community marginal means:
µmqq =
exp(βqlx
m
ij )
1 + exp(βqlxmij )
+ γk, M
k − 1
10
≤ m ≤M k
10
,
where γk ∼ N(0, σ2), k = 1, · · · , 10, m = 1, · · · ,M , and q = 1, . . . , K. The variance σ of
the random effect γk captures the intensity of dependency among inter-community connectivities,
which increases as σ increases. We set σ = 0.5 to represent a weak inter-community dependency
and σ = 1.5 for a strong inter-community dependency, while the other settings remain the same
as in simulation Study 1. Our primary interest is to compare clustering performance between the
proposed method and the variational method under the weak marginal signal case.
Tables 2.6 and 2.7 illustrate the clustering performance between the variational method and
the proposed method under balanced and unbalanced community sizes, respectively. When the
within-community correlation is moderate at 0.3, the proposed method improves the clustering
accuracy by 170% to 257% for various network sizes and σ. For strong correlation ρ = 0.6, the
improvement is between 210% to 257%. In particular, the proposed method has better performance
when the networks have strong intra-community correlation and large sample sizes under both
weak and strong inter-community correlation cases. In addition, using the fourth-order Bahadur
representation improves the accuracy by 6% and 14% when σ = 0.5 and σ = 1.5 compared to
the second-order Bahadur representation, indicating that the higher-order method still enhances
the clustering outcome under the misspecified model. It is interesting to note that the performance
of the proposed method decreases by 5% to 15% when the inter-community correlation is strong
and the number of networks is small, compared to the same setting with weak inter-community
correlation. However, the performances under both weak or strong inter-community correlation
are similar when the sample size of networks increases. In conclusion, the proposed method is
robust against misspecified dependency structure when the sample size increases.
2.7 Real Data Example
In this section, we apply the proposed method to the 2010 Worldwide Food Import/Export Network
dataset [38] from https://github.com/CompNet/MultiplexCentrality/tree/master/
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data/FAO_Multiplex_Trade. We create 364 networks among 214 countries with a total of
318,346 edges, where each network captures the trading connections of a specific food product
among countries.
The primary goal of the study is to identify the common trading communities among different
countries shared by food and agricultural product networks. The phenomenon of common com-
munity structures for international food-trade multi-networks has been recently studied and sup-
ported by [110, 69, 17, 9]. In general, the community structure in trade networks of food products
is highly influenced by factors of geographical, climatic, socio-economic and political relations
among different countries.
One significant feature of these networks is that the average empirical correlation of the pairwise
connection among trading countries is 0.29. Therefore, the SBM based on the conditional inde-
pendent assumption among edges could possibly lead to a biased network clustering of countries.
We first preprocess the data to select nodes corresponding to the trading countries which are
most relevant, the number of communities and the initial memberships of countries. Note that
several major countries dominate the world economy and lead a high number of trading connec-
tivities, while the other countries with limited agricultural product categories have fewer trading
connections with other countries for specific product networks. Here we focus on the partial trad-
ing networks consisting of major countries whose corresponding degrees of nodes are larger than
9, which results in 51 countries with major economic impact in the world, such as the United
States, mainland China, Japan and some European countries. The average empirical correlation of
the trading connections among these countries is 0.22, indicating that the connectivity dependency
should be considered in clustering these countries’ trading networks.
In general, there are two major procedures to select the number of communities. First, we
can perform the Louvain method for community detection on each individual trading network
to obtain the number of communities which maximizes the modularity and the size of the largest
community. Next we take the average of the number of communities on networks whose number of
communities is smaller than 10 and whose largest community size is larger than 14. This procedure
removes the 18% of the product trading networks whose countries are commercially isolated from
other countries, as our goal is to detect the commercial communities among the countries which
are more connected with other countries. After preprocessing, the average number of communities
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is 4.9 and we set it to be 4, and there are 296 sample networks remaining in the following analysis.
Table 2.10 and Figure 2.2 provide the estimated agricultural products trading communities
among 51 countries based on the independent likelihood model using variational EM and the pro-
posed method. Table 2.11 provides the estimation of international communities from the compet-
ing methods mentioned in Section 2.6. In the following, we focus on the comparison of clustering
results between the independent likelihood method and the proposed method as the results from
comparisons between the proposed method and other competing methods could be inferred simi-
larly.
For the proposed method, we implement the fourth-order Bahadur approximation since it can
better capture high-order within-community connectivity dependency. Table 2.10 presents the
clustering outcome among countries according to the variational method and the proposed method.
The countries in the same community under the variational method are marked with the same color,
while the newly formed communities based on the proposed method are illustrated on the right
sides of Table 2.10 and Figure 2.2. In general, the Adjusted Rand Index for clustering between the
variational method and the proposed method is 0.43, indicating that the communities detected by
the two methods are quite different. The clustering results from the proposed method incorporating
within-community dependency are more interpretable compared to the variational EM using only
marginal information.
In particular, the proposed method identifies communities 1 and 2 (red and cyan color commu-
nities on the right panel of Figure 2.2) which are highly associated with their geographical and
climate environments. However, these features are not detected by the variational method. For ex-
ample, community 1 with the cyan color on the left of Figure 2.2 based on the variational method
mainly consists of two types of countries: one group comprises Nordic and Eastern European
countries, and the other group consists of countries in Latin American and Africa. In contrast,
the proposed method clusters countries from geographically neighboring countries in east Europe,
including Austria, Poland and Romania which are clustered with other communities by the vari-
ational method. Community 2 with blue color on the left of Figure 2.2 based on the variational
method contains northern countries such as Canada as well as tropical countries. However, the
proposed method identifies community 2 with tropical coastal countries and Arabian Peninsula
countries, which provides more meaningful community clusters compared to the variational EM
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method.
The variational method and proposed method detect the same third community with orange
color in Figure 2.2 which contains 7 major countries from the European Union: Belgium, France,
Germany, Italy, Netherlands, Spain and the UK.
The fourth community from the variational method colored with red on the left of Figure 2.2
consists of 11 Eastern European countries, and all are categorized in community 1 from the pro-
posed method. Community 4 with blue color on the right of Figure 2.2 in the proposed method
includes countries with large populations or more developed agricultural product trading, such as
mainland China, U.S.A, India and Japan.
Similar to the independent likelihood approach, the clustering of countries based on other com-
peting methods (e.g., weighted average network, WALRA, and joint embedding) do not show clear
intrinsic patterns or similarity among nations within the same community. In contrast, the proposed
method groups countries based on geographical and climatic similarity. In particular, geographical
distance can be differentiable in terms of the likelihood function on clustering countries for the
same trading community across different products, and this finding is also supported by [110].
In terms of parameter estimation, the average probability of having trading connections for com-
munities 1 and 2 based on the variational method are 0.21 and 0.52, respectively. For the proposed
method, the estimated correlations of connectivities within communities 1 and 2 are both 0.22, and
the corresponding average within-communities connection rates are 0.28 and 0.22, respectively.
The relatively low connection rates and correlations may be related to the low diversity and high
overlaps of product categories due to more restrictive geographical and climate environments.
For community 3, the corresponding estimated marginal parameters β33 from the proposed
method and the variational method are 2.58 and 2.00 respectively, both of which indicate that
the trading connection rate within European Union communities is greater than 88% on average.
This strong marginal signal of within-community connection explains that the additional correla-
tion information is less influential in clustering. Additionally, the estimated correlation within the
third community is 0.58, implying a high connection rate within-community. For community 4, the
corresponding average connection rate is 0.49 based on the variational method, and the estimated
within-community average connection rate and the correlation are 0.61 and 0.27, respectively. This
is because community 4 involves large population countries with more frequent trading on product
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categories due to their higher food diversity than other countries.
2.8 Discussion
In this chapter, we propose a new community detection method for networks incorporating the
underlying dependency structure among connectivities. To model the correlation without specify-
ing a joint likelihood for correlated edges, we construct an approximate likelihood based on the
Bahadur representation which decomposes a joint distribution into a marginal term and high-order
interaction terms. The proposed method provides flexible modeling on the correlation structure
which can be specified through the interaction term in the approximate likelihood.
In theory, we establish the consistency of the nodes’ membership estimator based on the pro-
posed approximate likelihood and show that it achieves a faster convergence than the independent
method. In addition, we show that the proposed iterative algorithm possesses desirable conver-
gence properties. In particular, we show that the proposed approximate approach can achieve
a faster computational convergence and a lower clustering bias compared to the variational EM
algorithm. Furthermore, we show that the variational EM algorithm is a special case of our al-
gorithm under the conditional independent model, which confirms that incorporating correlation
information improves the accuracy for community detection.
Our numeric studies indicate that incorporating the within-community correlation among edges
can improve the clustering performance compared to the marginal model, even under a moderately
misspecified model on inter-community dependency. The improvement of community detection
is more significant when the marginal signal is weak, which is less informative for distinguishing
between within-community and between-community networks. In addition, the proposed method
enables us to achieve more accurate parameter estimation.
In this chapter, we only consider incorporating the within-community dependency. It would
be worthy of further research to investigate more generalized dependency structures to include
between-community dependency as well.
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2.9 Figures and Tables
Figure 2.1: Likelihood of multiple networks with 30 nodes from two communities. Left:
Traditional SBM likelihood. Right: The proposed pseudolikelihood incorporating correlation
information.
Figure 2.2: Clustering performance comparisons between independent likelihood and the
proposed approximate likelihood approach incorporating the second-order and fourth-order
correlations.
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Table 2.1: Adjusted Rand Index between estimated membership and true membership for
networks with two communities and weak marginal signal averaging on 50 replicates.
Unbalanced community Balanced community
M = 20 M = 40 M = 60 M = 20 M = 40 M = 60
ρ = 0
VEM 0.38 0.41 0.48 0.31 0.28 0.28
Bahadur2nd 0.36 0.41 0.47 0.32 0.29 0.29
Bahadur4th 0.35 0.37 0.47 0.30 0.29 0.30
ρ = 0.3
VEM 0.34 0.34 0.34 0.28 0.28 0.28
Bahadur2nd 0.94 0.98 0.99 0.96 0.99 1.00
Bahadur4th 0.96 0.99 1.00 0.99 0.99 1.00
ρ = 0.6
VEM 0.34 0.34 0.34 0.29 0.28 0.28
Bahadur2nd 0.96 0.99 0.99 0.97 1.00 1.00
Bahadur4th 0.99 1.00 1.00 0.99 1.00 1.00
Table 2.2: Adjusted Rand Index between estimated membership and true membership for
networks with two communities and strong marginal signal averaging on 50 replicates.
Unbalanced community Balanced community
M = 20 M = 40 M = 60 M = 20 M = 40 M = 60
ρ = 0
VEM 0.78 0.92 0.98 0.76 0.90 0.97
Bahadur2nd 0.73 0.91 0.97 0.77 0.92 0.98
Bahadur4th 0.69 0.86 0.95 0.72 0.92 0.98
ρ = 0.3
VEM 0.78 0.81 0.83 0.68 0.79 0.84
Bahadur2nd 0.99 0.99 1.00 0.98 1.00 1.00
Bahadur4th 0.99 0.99 1.00 0.99 1.00 1.00
ρ = 0.6
VEM 0.78 0.89 0.83 0.84 0.92 0.88
Bahadur2nd 0.99 1.00 1.00 0.99 1.00 1.00
Bahadur4th 0.99 1.00 1.00 0.99 1.00 1.00
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Table 2.3: Estimation of within-community parameter β11 = 1 for networks with two
communities and weak marginal signal.
Unbalanced community Balanced community
M = 20 M = 40 M = 60 M = 20 M = 40 M = 60
ρ = 0
VEM 0.560.42 0.590.29 0.580.20 0.640.32 0.570.16 0.640.18
Bahadur2nd 0.570.42 0.580.30 0.570.21 0.610.28 0.570.16 0.660.20
Bahadur4th 0.520.42 0.550.28 0.570.19 0.580.27 0.580.18 0.650.19
ρ = 0.3
VEM 0.490.30 0.500.17 0.520.14 0.580.24 0.580.18 0.590.12
Bahadur2nd 0.810.48 0.840.32 0.890.27 0.950.24 0.930.16 0.920.14
Bahadur4th 0.850.47 0.830.31 0.890.27 0.960.24 0.930.16 0.930.14
ρ = 0.6
VEM 0.560.22 0.540.20 0.520.15 0.610.27 0.610.16 0.600.14
Bahadur2nd 1.010.42 1.040.35 1.000.29 0.950.31 1.000.19 0.960.15
Bahadur4th 0.990.25 1.050.15 1.010.13 0.970.31 1.010.19 0.970.16
Table 2.4: Estimation of within-community parameter β22 = 1.5 for networks with two
communities and weak marginal signal.
Unbalanced community Balanced community
M = 20 M = 40 M = 60 M = 20 M = 40 M = 60
ρ = 0
VEM 1.430.43 1.420.34 1.450.26 1.180.40 0.940.16 0.940.15
Bahadur2nd 1.500.39 1.490.31 1.450.25 1.210.42 0.930.21 0.970.22
Bahadur4th 1.560.37 1.490.30 1.460.23 1.190.47 0.940.24 0.960.22
ρ = 0.3
VEM 1.310.23 1.400.11 1.370.11 1.050.21 0.920.16 0.920.16
Bahadur2nd 1.560.19 1.500.10 1.490.09 1.480.22 1.450.19 1.440.14
Bahadur4th 1.550.19 1.500.09 1.490.09 1.480.22 1.450.19 1.450.14
ρ = 0.6
VEM 1.460.16 1.430.16 1.380.13 1.160.21 1.090.21 1.060.22
Bahadur2nd 1.730.29 1.600.15 1.520.12 1.730.28 1.600.29 1.640.15
Bahadur4th 1.690.25 1.600.15 1.520.13 1.730.26 1.610.29 1.640.15
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Table 2.5: Estimation of within-community parameter β12 = 0 for networks with two
communities and weak marginal signal.
Unbalanced community Balanced community
M = 20 M = 40 M = 60 M = 20 M = 40 M = 60
ρ = 0
VEM 0.520.35 0.570.24 0.470.22 0.220.31 0.390.14 0.410.11
Bahadur2nd 0.510.32 0.580.23 0.480.21 0.230.30 0.410.16 0.390.15
Bahadur4th 0.510.29 0.630.22 0.480.20 0.250.28 0.400.17 0.410.13
ρ = 0.3
VEM 0.680.24 0.680.13 0.690.10 0.420.14 0.350.12 0.400.10
Bahadur2nd −0.020.25 0.000.15 0.000.11 0.030.20 −0.050.16 −0.020.12
Bahadur4th −0.020.24 0.000.14 0.000.11 0.030.18 −0.060.16 0.030.12
ρ = 0.6
VEM 0.720.17 0.710.11 0.700.09 0.410.18 0.450.11 0.480.11
Bahadur2nd −0.050.17 −0.030.13 0.020.11 0.000.19 0.010.12 0.030.12
Bahadur4th −0.040.17 −0.030.13 −0.020.11 −0.020.18 0.000.12 0.030.11
Table 2.6: Performance comparison given misspecified inter-community correlation with
balanced community and weak marginal signal averaging on 50 replicates.
σ = 0.5 σ = 1.5
M = 20 M = 40 M = 60 M = 20 M = 40 M = 60
ρ = 0.3
VEM 0.28 0.28 0.29 0.28 0.28 0.29
Bahadur2nd 0.90 0.99 1.00 0.76 0.99 0.99
Bahadur4th 0.96 1.00 1.00 0.87 0.98 1.00
ρ = 0.6
VEM 0.28 0.28 0.29 0.28 0.28 0.29
Bahadur2nd 0.94 0.99 1.00 0.87 0.99 1.00
Bahadur4th 0.99 1.00 1.00 0.94 0.99 1.00
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Table 2.7: Performance comparison given misspecified inter-community correlation with
unbalanced community and weak marginal signal averaging on 50 replicates.
σ = 0.5 σ = 1.5
M = 20 M = 40 M = 60 M = 20 M = 40 M = 60
ρ = 0.3
VEM 0.32 0.33 0.33 0.33 0.33 0.33
Bahadur2nd 0.89 0.98 0.99 0.89 0.95 0.97
Bahadur4th 0.95 0.99 0.99 0.93 0.94 0.94
ρ = 0.6
VEM 0.34 0.33 0.34 0.33 0.33 0.33
Bahadur2nd 0.91 0.96 0.98 0.91 0.95 0.94
Bahadur4th 0.95 0.96 0.97 0.92 0.93 0.92
Table 2.8: Performance comparison given weak marginal signal on the 40× 40 networks with
two communities.
Exchange AR(1) Mixture
Sample size M =30 M = 50 M = 30 M = 50 M = 30 M = 50
Proposed method 0.977 1 0.951 1 0.955 1
Weighted average network 0.104 0.255 0.506 0.917 -0.01 0.02
Weighted average low-rank approx 1 1 0.218 0.148 0.027 0.026
Joint embedding 0.32 0.66 0.64 0.80 0.15 0.17
Network denoising -0.002 0.09 0.91 0.99 0.367 0.637
Table 2.9: Performance comparison given weak marginal signal on the 80 sample networks where
each has 500 nodes.
Proposed method Weighted ave network WALRA Network denoising
0.64 0.13 0.08 0.52
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Table 2.10: Clustering of nations in the agricultural products trading networks for 4 communities.
VEM Bahadur4th
Community 1
Brazil, Denmark, Finland, Ireland Austria, Denmark, Finland, Ireland, Poland
Lebanon, Russia, Sweden, Switzerland Russia, Sweden, Switzerland, Turkey
Turkey, Ukraine, Argentina, Israel Bulgaria, Croatia, Czech, Greece, Hungary
Mexico, Norway, Portugal, Chile Israel,Lithuania, Norway, Portugal
South Africa, Qatar Romania, Slovakia, Slovenia, Ukraine
Community 2
Australia, Canada, Hong Kong, Mainland Brazil, Hong Kong, Taiwan, Indonesia
Taiwan, India, Indonesia, Malaysia Lebanon, Philippines, Korea, Argentina
Japan, Philippines, Korea, Singapore Mexico, Chile, New Zealand, Qatar
Thailand, U.S.A, New Zealand South Africa
Community 3
Belgium, France, Germany, Italy Belgium, France, Germany, Italy
Netherlands, Spain, United Kingdom Netherlands, Spain, United Kingdom
Community 4
Austria, Poland, Bulgaria, Croatia Australia, Canada, Mainland, India
Czech, Greece, Hungary, Lithuania Japan, Malaysia, Singapore, U.S.A
Romania, Slovakia, Slovenia Thailand
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Table 2.11: Clustering of nations for the agricultural products trading networks based on competing
methods
Weighted average network WALRA Joint embedding
Com 1
Brazil, Denmark, Finland, Ireland, Austria, Denmark, Finland, Romania, Australia, Brazil, Hong Kong,
Lebanon, Russian, Sweden, Switzerland Ireland, Lebanon, Poland, Slovakia Taiwan, Indonesia, Japan, Lebanon
Turkey, Ukraine, Argentina, Israel Russian, Sweden, Switzerland Malaysia, Philippines, Korea
Lithuania, Mexico, Norway, Portugal Turkey, Ukraine, Bulgaria, Croatia Thailand, Argentina, Mexico
Chile, South Africa, Qatar Israel, Lithuania, Norway, Portugal Chile, New Zealand, Canada
Czech, Greece, Slovenia, Hungary Singapore, South Africa, Qatar
Com 2
Taiwan, Canada, Mainland, New Zealand
Hong Kong, Australia, Singapore
India, Indonesia, Thailand, Japan" Mainland Mainland, India, U.S.A
Malaysia, Philippines, Korea, U.S.A
Com 3
Belgium, France, Germany, Italy Belgium, France, Germany, Italy Belgium, France, Germany, Italy
Netherlands, Spain, United Kingdom Netherlands, Spain, United Kingdom Netherlands, Spain, United Kingdom
Com 4
Austria, Poland, Bulgaria, Croatia Australia, Brazil, Canada, Mexico Austria, Denmark, Finland, Ireland
Czech, Greece, Hungary Hong Kong, Taiwan, India, Chile Poland, Russian, Sweden, Switzerland
Romania, Slovakia, Slovenia Indonesia, New Zealand, Japan Turkey, Ukraine, Bulgaria, Croatia
Malaysia, Philippines, Korea, Qatar Czech, Greece, Hungary, Israel
Singapore, Thailand, U.S.A Lithuania, Norway, Portugal
Argentina, South Africa Romania, Slovakia, Slovenia
40
2.10 Notation and Proofs
2.10.1 Notation
In the following, we denote the membership of node as random variable zi, i = 1, · · · , N . Then
Z = {z1, z2, · · · , zN}. Accordingly, we define the true membership of nodes as z∗i ∈ {1, 2, · · · , K},
i = 1, · · · , N and z∗ = {z∗1 , z∗2 , · · · , z∗N}. We denote P ∗(·) = P (·|Z = z∗) as the conditional
probability of observed networks given the true nodes’ membership z∗. The number of misclas-
sified nodes is denoted as r such that ‖z − z∗‖0 = r for z 6= z∗. Define the t-th sample network
as Y t = (Y tij)N×N and t-th sample network standardized by µ̂aa as Ŷ
t,a = (Ŷ t,aij )N×N where
Ŷ t,aij =
Y tij−µ̂aa√
µ̂aa(1−µ̂aa)
, a = 1, · · · , K, t = 1, · · · ,M . We further define the s-th column of Ŷ t,a
as Ŷ t,a·s . ρijuv denotes pairwise correlation between two edges Y
t
ij and Y
t
uv. Given the empirical
estimation ρ̂ijuv = ρijuv almost sure as M increase, we assume {ρijuv} are known in the following
proofs.
Denote α = (α1, · · · , αN) as the estimated probability of nodes’ memberships. Specifically,
let αi = (αi1, · · · , αiK)1×K be the probability of nodes i belonging to each community where∑K
q=1 αiq = 1, i = 1, · · · , N . For simplicity of notation, if the subscripts indicate the community
then αq = (α1q, · · · , αNq)1×N represents the probability of each node belonging to community
q, where q = 1, · · · , K. Similarly, z∗q = {z∗1q, z∗2q, · · · , z∗Nq} is a binary vector indicating nodes
whose true membership belongs to community q, q = 1, · · · , K. Let vec(·) stand for the operation
of vectorizing a matrix into a column.
The following lemma is introduced as the technical steps in the proofs of Theorem 2.1, Theorem
2.2 and Theorem 2.3. The proofs of Lemma 1 is provided in the supplemental material.
lemma 2.1. Consider function f1(x) =
√{
x log
µzizj
µz∗
i
z∗
j
+ (1− x) log 1−µzizj
1−µz∗
i
z∗
j
}
+
and denote
X+t = {f1(Y t12), f1(Y t13), · · · , f1(Y tN−1,N)}
where {Y tij}N×N are generated through the stochastic block model in section 3.1 and satisfy condi-
tion C1, C2 and C3. Define the covariance matrix of X+t as Σ1. Then X
+
t is a subgaussian vector,
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i.e.,
L = inf{α ≥ 0 : E(exp(〈z,X+t − E(X+t )〉)) ≤ exp{α2〈Σ1z, z〉}/2, z ∈ RN(N−1)/2} ≤ C
for some positive constant C.
Proof: recall thatX+t is a binary vector. For any random vector z such that dim(z) = dim(X+t ),
consider random vectors ε = Σ1/21 z, Ut = Σ
−1/2
1 {X+t − E(X+t )}. Therefore,
Var(Ut) = Σ
−1/2
1 Σ1Σ
−1/2
1 = I.
Given each element in Ut is bounded such that |(Ut)i| ≤ C1 and E((Ut)i) = 0 ,1 ≤ i ≤ n(n−1)2 , we
have
E{exp
(
〈z,X+t − E(X+t )〉
)
}
=E
{
exp
(
〈Σ1/21 z,Σ
−1/2
1 (X
+
t − E(X+t ))〉
)
} = E
{
exp
(
〈ε, Ut〉
)
}
= E{
∏
i=1
exp
(
εi(Ut)i
)
} = E{E(E(E(V1)V2)V3) · · · Vn(n−1)/2},
where
V1 = E{exp
(
ε1(Ut)1
)
|(Ut)2, · · · , (Ut)n(n−1)/2},
V2 = E{exp
(
ε2(Ut)2
)
|(Ut)3, · · · , (Ut)n(n−1)/2},
...
Vn(n−1)/2 = E{exp
(
εn(n−1)/2(Ut)n(n−1)/2
)
}.
According to the Hoeffding’s lemma, we have
Vi ≤ exp{
ε2iC
2
1
2
}, i = 1, · · · , n(n− 1)/2.
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Therefore,
E{exp
(
〈z,X+t − E(X+t )〉
)
} ≤
∏
i=1
exp{ε
2
iC
2
1
2
} = exp{C
2
1
2
〈ε, ε〉}
= exp{C
2
1
2
〈Σ1z, z〉}.
Therefore, X+t is a subgaussian random vector. In addition, denote L as subgaussian norm of X
+
t
such that
L = inf{α ≥ 0 : E(exp(〈z,X+t − E(X+t )〉)) ≤ exp{α2〈Σ1z, z〉}/2}.
Then we have L ≤ C
2
1
2
.
2.10.2 Proof of Theorem 2.1
Given the independent model in (2.4), we can simplify the likelihood ratio between a random
membership z and the true membership z∗ as
log
Pind(Y |Z = z)
Pind(Y |Z = z∗)
=
1
M
M∑
t=1
∑
i<j
{
Y tij log
µzizj
µz∗i z∗j
+ (1− Y tij) log
1− µzizj
1− µz∗i z∗j
}
. (2.20)
We define two transformation functions f1(x) and f2(x) as:
f1(x) =
√{
x log
µzizj
µz∗i z∗j
+ (1− x) log
1− µzizj
1− µz∗i z∗j
}
+
,
f2(x) =
√{
x log
µzizj
µz∗i z∗j
+ (1− x) log
1− µzizj
1− µz∗i z∗j
}
−.
where {}+ and {}− are positive part and negative part of a random variable. The previous summa-
tion can be decomposed as positive part and negative part:
log
Pind(Y |Z = z)
Pind(Y |Z = z∗)
=
1
M
M∑
t=1
∑
i<j
{f 21 (Y tij)− f 22 (Y tij)}.
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Define the vectorized edges in the t th sample network as:
X+t = {f1(Y t12), f1(Y t13), · · · , f1(Y tN−1,N)}, X−t = {f2(Y t12), f2(Y t13), · · · , f2(Y tN−1,N)}. (2.21)
Note that each element in X+t or X
−
t is a bounded binary random variable. In addition, as f1(Y tij)
or f2(Y tij) only rescale Y
t
ij then they preserve the within-community correlation among Y
t
ij . Then
we consider the following quadratic forms
Q1 =
M∑
t=1
〈X+t , X+t 〉, Q2 =
M∑
t=1
〈X−t , X−t 〉.
such that
log
Pind(Y |Z = z)
Pind(Y |Z = z∗)
=
1
M
(Q1 −Q2) and E(log
Pind(Y |Z = z)
Pind(Y |Z = z∗)
) =
1
M
(EQ1 − EQ2).
Denote the centralized version quadratic forms Q1 and Q2 as Q1 and Q2 such that
Q1 =
M∑
t=1
〈X+t − E(X+t ), X+t − E(X+t )〉,Q2 =
M∑
t=1
〈X−t − E(X−t ), X−t − E(X−t )〉.
Denote the following quadratic difference as:
∆(Q1,Q1) := (Q1 − E(Q1))− (Q1 − E(Q1)) = 2
M∑
t=1
〈E(X+t ), X+t − E(X+t )〉
∆(Q2,Q2) := (Q2 − E(Q2))− (Q2 − E(Q2)) = 2
M∑
t=1
〈E(X−t ), X−t − E(X−t )〉
For any t > 0, we have
P ∗
{ Pind(Y |Z = z)
Pind(Y |Z = z∗)
> t
}
= P ∗
{
(Q1 − EQ1)− (Q2 − EQ2) > M(log t)− E(Q1 −Q2)
}
≤P ∗
{
Q1−EQ1>
M log t−E(Q1−Q2)
2
}
+P ∗
{
Q2−EQ2<−
M log t−E(Q1−Q2)
2
}
=P ∗
{
Q1−EQ1>
M log t−E(Q1−Q2)
2
−∆(Q1,Q1)
}
+P ∗
{
Q2−EQ2<−
M log t−E(Q1−Q2)
2
−∆(Q2,Q2)
}
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where
P ∗
{
Q1−EQ1>
M log t−E(Q1−Q2)
2
−∆(Q1,Q1)
}
(2.22)
≤1
2
P ∗
{
|Q1−EQ1|>
M log t−E(Q1−Q2)
2
−∆(Q1,Q1)
}
P ∗
{
Q2−EQ2>
M log t−E(Q1−Q2)
2
−∆(Q2,Q2)
}
≤ 1
2
P ∗
{
|Q2−EQ2|>
M log t−E(Q1−Q2)
2
−∆(Q2,Q2)
}
. (2.23)
Next, we estimate each of the term in (2.22). Given the {Y tij}Mt=1 are binary random variables and
the setting that any two within-community edges Yi1j1 and Yi2j2 have a nonnegative correlation
corr(Yi1j1 , Yi2j2) ≥ 0. Notice that
corr
(
f1(Yi1j1), f1(Yi2j2)
)
=
 corr(Yi1j1 , Yi2j2) if µzizj ≥ µz∗i z∗j−corr(Yi1j1 , Yi2j2) if µzizj < µz∗i z∗j .
We denote the covariance matrix of X+t and X
−
t as Σ1 and Σ2. Notice that a term in (2.20) is zero
only when its corresponding node membership is misclassified. Define the the number of nonzero
term in (1) as Nr given ‖z − z∗‖0 = r. Then we have Nr = 12rNM . According to Lemma 1, X
+
t
is a subgaussian vector with a bounded subgaussian norm L ≤ C1 where C1 is a positive constant
and
L = inf{α ≥ 0 : E(exp(〈z,X+t − E(X+t )〉)) ≤ exp{α2〈Σ1z, z〉}/2}. (2.24)
Next we estimate ‖Σ1‖F , ‖Σ1‖op and ‖Σ2‖F , ‖Σ2‖op where ‖ · ‖F is the matrix Frobenius norm
and ‖ · ‖op is the matrix spectral norm. Denote
Λ = diag
(√
Var{(X+t )12},
√
Var{(X+t )13}, · · · ,
√
Var{(X+t )N−1,N}
)
.
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Then ‖Σ1‖op = ‖ΛRΛ‖op ≤ C2‖R‖op where R is the correlation matrix of X+t and based on (C1),
C2 ≤ max
1≤i<j≤n
Var{(X+t )ij} ≤ ηN max{log
ζ
1− ζ
, log
1− ζ
ζ
}.
Denote the largest eigenvalue of R as λR. From the Gershgorin circle theorem, we have
λR ≤ 1 + max
i=1,··· ,N(N−1)/2
∑
j 6=i
|Rij|.
Denote the number of node in the largest community is Nk. Note that the misclassification number
of node ‖z − z∗‖0 = r and edgewise correlation density λ both affect the sparsity of R, we have
for each row in R:
∑
j 6=i
|Rij| ≤ ρNk min(r, λNk) ≤ ρκ2N min(r, κ2λN),
where ρ = max
i,j
Rij . Therefore, we have
‖Σ1‖op ≤ C{1 + ρκ2ηNN min(r, κ2λN)},
for some constant C. Similarly we have a same upper bound for ‖Σ2‖op. Notice that the dimension
of R is Nr × Nr and Nr ≤ rN . In each row of R, the number of non-zero elements is less than
1 +Nk min(r, λNk). Therefore, we have
‖Σ1‖2F ≤ C2ρ2rηNN{1 + κ2ηNN min(r, κ2λN)}.
Then we are able to estimate the upper bound for the first term in (2.22). According to the gener-
alized Hanson-Wright inequality in ([30]), we have:
1
2
P ∗
{
|Q1 − EQ1| > s
}
≤ exp
{
− C min
( s2
L4‖Σ1‖2F‖A‖2F
,
s
L2‖Σ1‖op‖A‖op
)}
. (2.25)
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where s = M log t−E(Q1−Q2)
2
−∆(Q1,Q1), A = IM×M and L is subgaussian norm of X+t defined
in (2.24). Then we have L ≤ C1 and ‖A‖2F = M, ‖A‖op = 1. To estimate s, notice
E(Q1 −Q2) = E[
M∑
t=1
∑
i<j
{
Y tij log
µzizj
µz∗i z∗j
+ (1− Y tij) log
1− µzizj
1− µz∗i z∗j
}
]
= −M
∑
i<j
{
µz∗i z∗j log
µz∗i z∗j
µzizj
+ (1− µz∗i z∗j ) log
1− µz∗i z∗j
1− µzizj
},
where there are total Nr non-zero terms in the summation. We introduce the function
k(x, y) = x log(x/y) + (1− x) log(1− x)/(1− y).
Notice that k(x, y) > 0 for every x, y ∈ (0, 1). Then we define:
c∗ := min{k(cql, cq′l′)} > 0 (2.26)
where the minimum are taken over {((q, l), (q′, l′)) |cq,l 6= cq′,l′}. Given that ηN = oN(1), it can
be shown that k(µql, µq′l′)  ηNk(cql, cq′l′). Combined with Nr = 12rNM , we have −E(Q1 −
Q2) >
c∗
2
rηNNM . To estimate ∆(Q1,Q1), given all the elements in X+t are bounded, we denote
ω1 = max1≤i<j≤nE{(X+t )ij}, ω2 = max1≤i<j≤n Var{(X+t )ij}
P
(
|∆(Q1,Q1)| >
c∗
2
rNM
)
≤ P
(
ω1|
M∑
t=1
Nr∑
i=1
(X+ti − E(X+ti )| >
c∗
2
rNM
)
≤ ω
2
1MVar(
∑Nr
i=1X
+
ti )
c∗2r2N2M2/4
≤ ω
2
1(ω2rN(2 + ρλrN))
c∗2r2N2M
≤ O(ηN
M
)
Therefore, as M or N increases s is dominated by −E(Q1 −Q2) with probability approaching 1.
Then for any fixed t > 0, s > ON( c
∗
2
rNM). Therefore, we have
min
( s2
L4‖Σ1‖2F‖A‖2F
,
s
L2‖Σ1‖op‖A‖op
)
≥min
( ( c∗
2
rηNNM)
2
C21MC2ρ
2rN{1 + κ2ηNN min(r, κ2λN)}
,
c∗
2
rηNNM
C1C2{1 + ρκ2ηNN min(r, κ2λN)
)
≥C3
c∗rηNNM
1 + ρκ2ηNN min(r, κ2λN)
.
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where C3 = c
∗
C21C2ρ
2 . Hence for (2.25) we have:
1
2
P ∗
{
|Q1 − EQ1| > s
}
≤ exp
{
− C c
∗rηNNM
1 + ρκ2ηNN min(r, κ2λN)
}
,
where C is a positive constant. Follow Lemma 1, X−t is also subgaussian vector. Then we can
obtain a same upper bound for
1
2
P ∗
{
|Q2−EQ2|>
M log t−E(Q1−Q2)
2
}
in (2.22) through the above procedure. Therefore,
P ∗
{ Pind(Y |Z = z)
Pind(Y |Z = z∗)
> t
}
≤ exp
{
− C c
∗rηNNM
1 + ρκ2ηNN min(r, κ2λN)
}
.
2.10.3 Proof of Corollary 2.1
Given Theorem 2.1, we have
PZ∗
{
sup
{z 6=z∗}
Lind(Y |Z = z; Θ)
Lind(Y |Z = z∗; Θ)
> t
}
≤ PZ∗
{ N∑
r=1
∑
‖z−z∗‖1=r
Lind(Y |Z = z; Θ)
Lind(Y |Z = z∗; Θ)
> t
}
≤
N∑
r=1
PZ∗
{ ∑
‖z−z∗‖1=r
Lind(Y |Z = z; Θ)
Lind(Y |Z = z∗; Θ)
> t
}
≤
N∑
r=1
(
N
r
)
(K − 1)r exp
{
− C c
∗rηNNM
1 + ρκ2ηNN min(r, κ2λN)
}
≤
N∑
r=1
(
N
r
){
(K − 1) exp
{
− C c
∗ηNNM
1 + ληNN2
}}r ≤ (1 + {(K − 1) exp{− C c∗ηNNM
1 + ληNN2
}}
)N − 1
ON exp
{
− C c
∗ηNNM
1 + ληNN2
}
48
2.10.4 Proof of Theorem 2.2
We continue use the notations in the previous proof of Theorem 2.1. First decompose the proposed
approximate likelihood in two parts:
log
L̃(Y |Z = z)
L̃(Y |Z = z∗)
= log
Pind(Y |Z = z)
Pind(Y |Z = z∗)
+
1
M
M∑
t=1
log
1 +
∑K
k=1 max
{ N∑
i<j;u<v
(i,j)6=(u,v)
zikzjkzukzvkρijuvŶ
t,k
ij Ŷ
t,k
uv , 0
}
1 +
∑K
k=1 max
{ N∑
i<j;u<v
(i,j)6=(u,v)
z∗ikz
∗
jkz
∗
ukz
∗
vkρijuvŶ
t,k
ij Ŷ
t,k
uv , 0
} .
Notice that ρijuv is the empirical estimator based in Ŷ
t,k
ij and Ŷ
t,k
uv , then ρijuvŶ
t,k
ij Ŷ
t,k
uv > 0 with high
probability. Based on the mean value theorem, we have for some constant C1 that
log
1 +
∑K
k=1 max
{ N∑
i<j;u<v
(i,j) 6=(u,v)
zikzjkzukzvkρijuvŶ
t,k
ij Ŷ
t,k
uv , 0
}
1 +
∑K
k=1 max
{ N∑
i<j;u<v
(i,j) 6=(u,v)
z∗ikz
∗
jkz
∗
ukz
∗
vkρijuvŶ
t,k
ij Ŷ
t,k
uv , 0
}
=C1
K∑
k=1
{
max
( N∑
i<j;u<v
(i,j)6=(u,v)
zikzjkzukzvkρijuvŶ
t,k
ij Ŷ
t,k
uv , 0
)
−max
( N∑
i<j;u<v
(i,j)6=(u,v)
z∗ikz
∗
jkz
∗
ukz
∗
vkρijuvŶ
t,k
ij Ŷ
t,k
uv , 0
)}
≤C1
K∑
k=1
{ N∑
i<j;u<v
(i,j)6=(u,v)
(zikzjkzukzvk − z∗ikz∗jkz∗ukz∗vk)ρijuvŶ
t,k
ij Ŷ
t,k
uv
}
. (2.27)
Notice in summation (2.27), the terms are non-zero only when zikzjkzukzvk 6= z∗ikz∗jkz∗ukz∗vk. We
denote two node sets
ξ1 = {(i, j, u, v)|zikzjkzukzvk = 1, z∗ikz∗jkz∗ukz∗vk = 0, k = 1, · · · , K},
ξ2 = {(i, j, u, v)|z∗ikz∗jkz∗ukz∗vk = 1, zikzjkzukzvk = 0, k = 1, · · · , K}.
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where #|ξ1| = N1 and #|ξ2| = N2. Given the number of misclassified nodes ‖z − z∗‖0 = r,
we have N1 = O(rN3) and N2 = O(rN3). In the following, we construct the augmented edge
vectors for the t th sample network by incorporating the vectorized pairwise edge interaction in
(2.27) such that:
X̃+t =
{
X+t ,
(√C1
2
{ρijuvŶ t,kij Ŷ
t,k
uv }+
)
1×N1︸ ︷︷ ︸
(i,j,u,v)∈ξ1
zikzjkzukzvk=1
k=1,··· ,K
,
(√C1
2
{−ρijuvŶ t,kij Ŷ
t,k
uv }+
)
1×N2︸ ︷︷ ︸
(i,j,u,v)∈ξ2
z∗ikz
∗
jkz
∗
ukz
∗
vk=1
k=1,·,K
}
,
X̃−t =
{
X−t ,
(√C1
2
{ρijuvŶ t,kij Ŷ
t,k
uv }−
)
1×N1︸ ︷︷ ︸
(i,j,u,v)∈ξ1
zikzjkzukzvk=1
k=1,··· ,K
,
(√C1
2
{−ρijuvŶ t,kij Ŷ
t,k
uv }−
)
1×N2︸ ︷︷ ︸
(i,j,u,v)∈ξ2
z∗ikz
∗
jkz
∗
ukz
∗
vk=1
k=1,··· ,K
}
.
where X+t and X
−
t are defined in (2.21). Denote the covariance matrix for X̃
+
t and X̃
−
t are Σ̃1 and
Σ̃2 respectively. Since the second-order terms in X+t and X
−
t such as
√
C1
2
{ρijuvŶ t,kij Ŷ
t,k
uv }+ only
rescale the original edgewise interaction Ŷ t,kij Ŷ
t,k
uv then they preserve the third-order and fourth-
order correlation within communities such that
|E
{
f1(Y
t
i1j1
)
√
C
2
{ρijuvŶ t,ki2j2Ŷ
t,k
i3j3
}+
}
| = |E(Ŷ t,ki1j1Ŷ
t,k
i2j2
Ŷ t,ki3j3)|,
|E
{
f2(Y
t
i1j1
)
√
C
2
{ρijuvŶ t,ki2j2Ŷ
t,k
i3j3
}−
}
| = |E(Ŷ t,ki1j1Ŷ
t,k
i2j2
Ŷ t,ki3j3)|,
|E
{√C
2
{ρijuvŶ t,ki1j1Ŷ
t,k
i2j2
}+
√
C
2
{ρijuvŶ t,ki3j3Ŷ
t,k
i4j4
}+
}
| = |E(Ŷ t,ki1j1Ŷ
t,k
i2j2
Ŷ t,ki3j3Ŷ
t,k
i4j4
)|,
|E
{√C
2
{ρijuvŶ t,ki1j1Ŷ
t,k
i2j2
}−
√
C
2
{ρijuvŶ t,ki3j3Ŷ
t,k
i4j4
}−
}
| = |E(Ŷ t,ki1j1Ŷ
t,k
i2j2
Ŷ t,ki3j3Ŷ
t,k
i4j4
)|.
Notice that each element in X̃+t or X̃
−
t is a bounded binary random variable. Follow the same
procedure in Lemma 1, we can show that both X̃+t and X̃
−
t are subgaussian random vectors such
that L1 ≤ C2, L2 ≤ C2 for some constant C2 where L1, L2 are subgaussian norm of X̃+t and X̃−t .
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Then consider the following quadratic forms:
Q̃1 =
M∑
t=1
〈X̃+t , X̃+t 〉, Q̃2 =
M∑
t=1
〈X̃−t , X̃−t 〉.
Therefore, we have
log
L̃(Y |Z = z)
L̃(Y |Z = z∗)
≤ 1
M
(Q̃1 − Q̃2).
Denote the centralized version quadratic forms Q̃1 and Q̃2 as Q̃1 and Q̃2 such that
Q̃1 =
M∑
t=1
〈X̃+t − E(X̃+t ), X̃+t − E(X̃+t )〉, Q̃2 =
M∑
t=1
〈X̃−t − E(X̃−t ), X̃−t − E(X̃−t )〉.
Denote the following quadratic difference as:
∆(Q̃1, Q̃1) := (Q̃1 − E(Q̃1))− (Q̃1 − E(Q̃1)) = 2
M∑
t=1
〈E(X̃+t ), X̃+t − E(X̃+t )〉
∆(Q̃2, Q̃2) := (Q̃2 − E(Q̃2))− (Q̃2 − E(Q̃2)) = 2
M∑
t=1
〈E(X̃−t ), X̃−t − E(X̃−t )〉
Similar to (2.22), for any fixed t > 0:
P ∗
{ L̃(Y |Z = z)
L̃(Y |Z = z∗)
> t
}
≤ P ∗
{ 1
M
(Q̃1 − Q̃2) > log t
}
≤P ∗
{
Q̃1 − EQ̃1 >
M log t− E(Q̃1 − Q̃2)
2
}
+ P ∗
{
Q̃2 − EQ̃2 < −
M log t− E(Q̃1 − Q̃2)
2
}
=P ∗
{
Q̃1−EQ̃1>
M log t−E(Q̃1−Q̃2)
2
−∆(Q̃1, Q̃1)
}
+P ∗
{
Q̃2−EQ̃2<−
M log t−E(Q̃1−Q̃2)
2
−∆(Q̃2, Q̃2)
}
≤1
2
P ∗
{
|Q̃1−EQ̃1|>
M log t−E(Q̃1−Q̃2)
2
−∆(Q̃1, Q̃1)
}
+
1
2
P ∗
{
|Q̃2−EQ̃2|>
M log t−E(Q̃1−Q̃2)
2
−∆(Q̃2, Q̃2)
}
. (2.28)
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Next we estimate ‖Σ̃1‖F , ‖Σ̃1‖op and ‖Σ̃2‖F , ‖Σ̃2‖op. Denote
Λ̃ = diag(Λ, sd
(√1
2
{ρijuvŶ t,kij Ŷ
t,k
uv }+
)
1×N1︸ ︷︷ ︸
(i,j,u,v)∈ξ1
zikzjkzukzvk=1
k=1,··· ,K
, sd
(√1
2
{−ρijuvŶ t,kij Ŷ
t,k
uv }+
)
1×N2︸ ︷︷ ︸
(i,j,u,v)∈ξ2
z∗ikz
∗
jkz
∗
ukz
∗
vk=1
k=1,··· ,K
),
then ‖Σ̃1‖op = ‖Λ̃R̃Λ̃‖op ≤ C3‖R̃‖op where R̃ is the correlation matrix of X̃+t and C3 is the largest
variance of elements in X̃+t . Denote the largest eigenvalue of R̃ as λR̃. From the Gershgorin circle
theorem, we have
λR̃ ≤ 1 + max
i
∑
j 6=i
∣∣∣R̃ij∣∣∣ .
Given that the misclassification number of node ‖z−z∗‖0 = r, edgewise correlation density λ and
condition C3, for each row in R̃, there exists some constant C4>0 such that:
∑
j 6=i
|Rij| ≤ C4ρNk min(r, λNk) = C4ρκ2N min(r, κ2λN), (2.29)
where ρ = max
i,j
R̃ij . Therefore, we have
‖Σ̃1‖op ≤ C3{1 + C4ρκ2N min(r, κ2λN)}.
Similarly, ‖Σ̃2‖op follows a same upper bound. Notice that the dimension of R̃ is (Nr+N1 +N2)×
(Nr + N1 + N2). Under the condition C3, in each row of R̃, the number of non-zero elements is
less than 1 + C4Nk min(r, λNk). Therefore, we have for a constant C ′ > 0:
‖Σ̃1‖2F ≤C3ρ2(Nr +N1 +N2){1 + C4κ2N min(r, κ2λN)}
≤C ′ρ2(rN + rN3){1 + C4κ2N min(r, κ2λN)}.
According to the generalized Hanson-Wright inequality in ([30]):
1
2
P ∗
{
|Q̃1 − EQ̃1| > s
}
≤ exp
{
− C min
( s2
L41‖Σ̃1‖2F‖A‖2F
,
s
L21‖Σ̃1‖op‖A‖op
)}
, (2.30)
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where s = M log t−E(Q̃1−Q̃2)
2
−∆(Q̃1, Q̃1), A = IM×M and L1 is subgaussian norm of X̃+t . Notice
‖A‖2F = M, ‖A‖op = 1. Given (2.27), we have
E(Q̃1 − Q̃2) = E(Q1 −Q2) + C1
K∑
k=1
{ N∑
i<j;u<v
(i,j) 6=(u,v)
(zikzjkzukzvk − z∗ikz∗jkz∗ukz∗vk)ρijuvE(Ŷ
t,k
ij Ŷ
t,k
uv )
}
.
Denote ρmin as the lower bound of all non-zero correlation among edges such that E(Ŷ
t,k
ij Ŷ
t,k
uv ) =
ρijuv ≥ ρmin. Given the edges from different communities are independent and within-community
correlation density λ, we have for some positive constant C5,
#|{(i, j, u, v) : E(Ŷ t,kij Ŷ t,kuv ) 6= 0, (i, j, u, v) ∈ ξ2}| = λN1 = λC5rN3,
#|{(i, j, u, v) : E(Ŷ t,kij Ŷ t,kuv ) 6= 0, (i, j, u, v) ∈ ξ1}| ≤ λ
(
r
4
)
.
Assume that r ≤ cN for some constant 0 < c < 1, we have for some constant c0 > 0:
−E(Q̃1 − Q̃2) ≥
c∗
2
rNM + λM
C1ρ
2
min
2
(C5rN
3 −
(
r
4
)
) ≥ c0r(c∗ηNN + λN3)M.
To estimate ∆(Q̃1, Q̃1), given all the elements in X̃+t are bounded, we denote
ω3 = max
i
E{(X̃+t )i}, ω4 = max
i
Var{(X̃+t )i}.
According to the definition of X̃+t and N1 = O(rN3), N2 = O(rN3), there exists a positive
constant C+ such that #|X̃+t | = rN2 + C
+rN3, therefore
P
(
|∆(Q̃1, Q̃1)| > c0r(c∗ηNN + λN3)M
)
(2.31)
≤ P
(
ω3|
M∑
t=1
#|X̃+t |∑
i=1
(X̃+ti − E(X̃+ti )| > c0r(c∗ηNN + λN3)M
)
≤ ω
2
3MVar(
∑#|X̃+t |
i=1 X̃
+
ti )
c20r
2(c∗ηNN + λN3)2M2
53
From the assumption (C3), there exists a positive constant ω5 such that
Var(
#|X̃+t |∑
i=1
X̃+ti ) =
#|X̃+t |∑
i=1
Var(X̃+ti ) +
∑
i,j
Cov(X̃+ti , X̃
+
tj ) (2.32)
≤ω4(
rN
2
+ C+rN3) + w4ρ(
λr2N2
4
+ rN3 · ω5λN2 + rN · ω5λN2)
Through combining (2.31) and (2.32), give λ > 0 we have
P
(
|∆(Q̃1, Q̃1)| > c0r(c∗ηNN + λN3)M
)
≤ ω
2
3ω4
c20M
(
1
2rλ2N5
+
C+
rλ2N3
+
ρ
4λN4
+
ρω5
rλN
+
ρω5
rλN3
)
Therefore, given N > ON( 1λ) and M,N increasing, s is dominated by −E(Q̃1 − Q̃2) with prob-
ability approaching 1. Given any fixed t > 0, s > ON(r(c∗ηNN + λN3)M). For the first term in
(2.30),
s2
L41‖Σ̃1‖2F‖A‖2F
≥ r
2(c∗ηNN + λN
3)2M2
L41C
′ρ2(rN + rN3){1 + C4κ2N min(r, κ2λN)}M
.
For the second term in (2.30),
s
L21‖Σ̃1‖op‖A‖op
≥ r(c
∗ηNN + λN
3)M
L21C
′{1 + C4ρκ2N min(r, κ2λN)}
.
Given λ > 0, we have for some constant C6 > 0
min
( s2
L41‖Σ̃1‖2F‖A‖2F
,
s
L21‖Σ̃1‖op‖A‖op
)
≥ C6
rλNM(c∗ηN + λN
2)
1 + C4ρκ2N min(r, κ2λN)
. (2.33)
Follow the same procedure we can show a upper bound for P ∗
{
|Q̃2 − EQ̃2| > s
}
with a same
order to (2.33). Combined with (2.28) and (2.30), we have for λ > 0 and some constant C > 0:
PZ∗
{ L̃(Y |Z = z; Θ)
L̃(Y |Z = z∗; Θ)
> t
}
≤ exp
{
− C rλNM(c
∗ηN + λN
2)
1 + C4ρκ2N min(r, κ2λN)
}
,
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2.10.5 Proof of Corollary 2.2
The proof follows a similar discussion for Corollary 2.1.
2.10.6 Proof of Theorem 2.3
Follow the notations introduced in Theorem 2.1 and Theorem 2.2, we further define that w =
max P
(s)(Zi=q)
P (s)(Zi=l)
, i = 1, · · · , N, q, l = 1, · · · , K. Let E stands for the operator of expectation step
in Algorithm 1 in Section 4.
We first consider the misclassification of updated estimated membership for node s, e.g., E(zs)
from the current estimation αs. We denote that α−s as the probability estimations of nodes’ mem-
berships at current step except node s and assume the true membership of node s is b, i.e., z∗s = b.
If we use the marginal likelihood, then:
‖E(zs)− z∗s‖1 =
| P (zs = 1)L̃(Y |α−s; zs = 1)∑K
q=1 P (zs = q)L̃(Y |α−s; zs = q)
− 0|+ · · ·+| P (zs = b)L̃(Y |α−s; zs = b)∑K
q=1 P (zs = K)L̃(Y |α−s; zs = K)
−1|
≤ 2
∑
q 6=b P (zs = q)L̃(Y |α−s; zs = q)∑K
q=1 P (zs = q)L̃(Y |α−s;Zs = q)
≤ 2w
K∑
q 6=b
L̃(Y |α−s; zs = q)
L̃(Y |α−s; zs = b)
= 2w
K∑
q 6=b
min[1, exp{log L̃(Y |α−s;Zs = q)− log L̃(Y |α−s; zs = b)}]. (2.34)
Then given node s belongs to different communities while the estimated membership for other
nodes α−s are fixed. We decompose the proposed approximate likelihood into marginal part and
correlation part in the following: log L̃(Y |α−s; zs) = logLmar(Y |α−s; zs)+logLcor(Y |α−s; zs).
The marginal likelihood logLmar(Y |α−s; zs),
logLmar(Y |α−s; zs = a)
=
1
M
M∑
t=1
[
log
K∏
q,l
N∏
i 6=j 6=s
{
µ
Y tij
ql (1− µql)
(1−Y tij)
}αiqαjl
︸ ︷︷ ︸
not depend on zs
+
K∏
q=1
N∏
i 6=s
{
µ
Y tis
qa (1− µqa)(1−Y
t
is)
}αiq].
Therefore, the discrepancy among marginal likelihood is
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logLmar(Y |α−s; zs = a)− logLmar(Y |α−s; zs = b)
=
1
M
M∑
t=1
K∑
q=1
N∑
i 6=s
[
αiq{Y tis log
µ̂qa
µ̂qb
+ (1− Y tis) log
1− µ̂qa
1− µ̂qb
}
]
=
1
M
M∑
t=1
K∑
q=1
N∑
i 6=s
[
αiq{Y tis log
µqa
µqb
+ (1− Y tis) log
1− µqa
1− µqb
}
]
+
1
M
M∑
t=1
K∑
q=1
N∑
i 6=s
[
αiq{Y tis log
µqaµ̂qb
µ̂qaµqb
+ (1− Y tis) log
(1− µqa)(1− µ̂qb)
(1− µ̂qa)(1− µ̂qb)
}
]
We can decompose the marginal discrepancy into four parts:
logLmar(Y |α−s; zs = a)− logLmar(Y |α−s; zs = b)
=
1
M
M∑
t=1
K∑
q=1
N∑
i 6=s
(αiq − z∗iq){Y tis − E(Y tis)}(log
µqa
µqb
− log 1− µqa
1− µqb
)︸ ︷︷ ︸
A1
+
1
M
M∑
t=1
K∑
q=1
N∑
i 6=s
[
(αiq − z∗iq){EY tis log
µqa
µqb
+ (1− EY tis) log
1− µqa
1− µqb
}
]
︸ ︷︷ ︸
A2
+
1
M
M∑
t=1
K∑
q=1
N∑
i 6=s
[
z∗iq{Y tis log
µqa
µqb
+ (1− Y tis) log
1− µqa
1− µqb
}
]
︸ ︷︷ ︸
A3
+
1
M
M∑
t=1
K∑
q=1
N∑
i 6=s
[
αiq{Y tis log
µqaµ̂qb
µ̂qaµqb
+ (1− Y tis) log
(1− µqa)(1− µ̂qb)
(1− µ̂qa)(1− µ̂qb)
}
]
︸ ︷︷ ︸
A4
.
For the correlation part, we consider the pairwise interaction terms in the logLcor(Y |α). Notice
that for t = 1, · · · ,M
N∑
i<j;k<g
(i,j)6=(k,g)
αiaαjaαkaαgaρijkgŶ
t,a
ij Ŷ
t,a
kg = (
N∑
i 6=s
αsaαiaŶ
t,a
si )(
N∑
i<j
αiaαjaŶ
t,a
ij )−
N∑
i 6=s
(αiaŶ
t,a
si )
2 + Ata,
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where Atq does not depend on zs. Since the first term (
∑N
i 6=s αsaαiaŶ
t,a
si )(
∑N
i<j αiaαjaŶ
t,a
ij ) =
o(N3) and the second term
∑N
i 6=s(αiaŶ
t,a
si )
2 = o(N), without loss of generality, we can keep the
first dominating term when N is large. For the correlation part logLcor(Y |α−s; zs), if αsq =
0, q 6= a and αsa = 1:
logLcor(Y |α−s;Zs = a) =
1
M
M∑
t=1
{
1 +
K∑
q=1
ρq
2
max(
N∑
i<j;k<g
(i,j)6=(k,g)
αiqαjqαkqαgqŶ
t,q
ij Ŷ
t,q
kg , 0)
}
=1 +
1
M
M∑
t=1
K∑
q=1
ρq
2
Atq︸ ︷︷ ︸
A
+
ρa
2
(
N∑
i 6=s
αsaαiaŶ
t,a
si )(
N∑
i<j
αiaαjaŶ
t,a
ij )︸ ︷︷ ︸
Ba
.
Through the Taylor expansion, the discrepancy of correlation information when node s belongs to
different communities a and b:
logLcor(Y |α−s;Zs = a)− logLcor(Y |α−s;Zs = b) = log(1 +A+Ba)− log(1 +A+Bb)
= log(1 +
Ba −Bb
1 +A+Bb
) ≤ CA(Ba −Bb),
where CA is a constant relating to the gradient of function log(1 + 1/x) at A. Then we set
ρ = min ρq, q = 1, · · · , K
Ba −Bb = (
N∑
i 6=s
αiaŶ
t,a
si )(
N∑
i<j
αiaαjaŶ
t,a
ij )− (
N∑
i 6=s
αibŶ
t,b
si )(
N∑
i<j
αibαjbŶ
t,b
ij )
≤ ρ
4
(
〈αa ⊗ vec(αTaαa), Ŷ t,a·s ⊗ vec(Ŷ t,a)〉 − 〈αb ⊗ vec(αTb αb), Ŷ t,b·s ⊗ vec(Ŷ t,b)〉
)
.
57
For the simplicity of notation, we define and decompose the correlation discrepancy as followings:
B :=
M∑
t=1
ρCA
4M
(
〈αa ⊗ vec(αTaαa), Ŷ t,a·s ⊗ vec(Ŷ t,a)〉−〈αb ⊗ vec(αTb αb), Ŷ
t,b
·i ⊗ vec(Ŷ t,b)〉
)
=
ρCA
4M
M∑
t=1
(
〈αa ⊗ vec(αTaαa)− z∗a ⊗ vec(z∗Ta z∗a), Ŷ t,a·s ⊗ vec(Ŷ t,a)〉−︸ ︷︷ ︸
〈αb ⊗ vec(αTb αb)− z∗b ⊗ vec(z∗Tb z∗b ), Ŷ t,b·s ⊗ vec(Ŷ t,b)〉
)︸ ︷︷ ︸
misclassification error:B1
+
ρCA
4M
M∑
t=1
(
〈z∗a ⊗ vec(z∗Ta z∗a), Ŷ t,a·s ⊗ vec(Ŷ t,a)〉 − 〈z∗b ⊗ vec(z∗Tb z∗b ), Ŷ t,b·s ⊗ vec(Ŷ t,b)〉
)
︸ ︷︷ ︸
estimation bias:B2
.
Notice that min{1, exp(x)} ≤ exp(x0) +
∑m−1
l=0
1−exp(x0)
m
1{x ≥ (1 − l/m)x0} and set x0 =
−α′MN , where α′ = λ(c
∗ηN+λN
2)
1+λN2
. Given (2.34), we have:
E‖αs+1 − z∗‖1 ≤ 2wNK exp(−α′MN) + 2w
m−1∑
l=0
K∑
a=1
∑
b 6=a
∑
i:z∗i =b
1− exp(α′MN)
m
E(L2)
(2.35)
where E(L) = P
(
A+B ≥ m−l
m
x0
)
. For some specific t > 0,
P
(
A+B ≥ m− l
m
x0
)
= P
(
A1 +A2 +A3 +A4 +B1 +B2 ≥
m− l
m
x0
)
≤P
(
A1 +B1 ≥ t
)
+P
(
A3 +B2 ≥
m− l
m
x0 − t−A2 −A4
)
. (2.36)
We then transfer A3 +B2 into a quadratic form. For each community q, q = 1, · · · , K define the
transformations:
f+q (x) =
√[
z∗iq{Y tis log
µqa
µqb
+ (1− Y tis) log
1− µqa
1− µqb
}
]
+
,
f−q (x) =
√[
z∗iq{Y tis log
µqa
µqb
+ (1− Y tis) log
1− µqa
1− µqb
}
]
−
,
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X+t = {f+1 (Y t1s), · · · , f+1 (Y tns), f+2 (Y t1s), · · · , f+2 (Y tNs), · · · , f+K(Y
t
1s), · · · , f+K(Y
t
Ns)},
X−t = {f−1 (Y t1s), · · · , f−1 (Y tNs), f−2 (Y t1s), · · · , f−2 (Y tNs), · · · , f−K(Y
t
1s), · · · , f−K(Y
t
Ns)}.
Notice that the total number of non-zero terms in X+t or X
−
t is N . We define the node sets
ξ̃a = {(i1, i2, i3)|z∗i1az
∗
i2a
z∗i3a = 1} ξ̃b = {(i1, i2, i3)|z
∗
i1b
z∗i2bz
∗
i3b
= 1}.
Note #|ξ̃a| = o(N3a ) and #|ξ̃b| = o(N3b ) where Na and Nb are number of node in community a
and b. We further define augmented edges vectors:
X̄+t =
(
X+t ,
(CA
4
√
{ρi1si2i3Ŷ
t,a
i1s
Ŷ t,ai2i3}+
)
1×#|ξ̃a|︸ ︷︷ ︸
(i1,i2,i3)∈ξ̃a
,
(CA
4
√
{−ρi1si2i3Ŷ
t,b
i1s
Ŷ t,bi2i3}+
)
1×#|ξ̃b|︸ ︷︷ ︸
(i1,i2,i3)∈ξ̃b
)
,
X̄−t =
(
X−t ,
(CA
4
√
{ρi1si2i3Ŷ
t,a
i1s
Ŷ t,ai2i3}−
)
1×#|ξ̃a|︸ ︷︷ ︸
(i1,i2,i3)∈ξ̃a
,
(CA
4
√
{−ρi1si2i3Ŷ
t,b
i1s
Ŷ t,bi2i3}−
)
1×#|ξ̃b|︸ ︷︷ ︸
(i1,i2,i3)∈ξ̃b
)
.
Denote the covariance of X̄+t and X̄
−
t as Σ̄1 and Σ̄2. Note that each element in X̄
+
t or X̄
−
t is a
bounded binary random variable. Similarly, X̄+t and X̄
−
t are subgaussian vectors. Therefore,
A3 +B2 =
1
M
M∑
t=1
(
〈X̄+t , X̄+t 〉 − 〈X̄−t , X̄−t 〉
)
=
1
M
(Q̄1 − Q̄2),
E(A3 +B2) =
1
M
(EQ̄1 − EQ̄2).
Denote s = m−l
m
x0 − t − A2 − A4 − E(A3 + B2), we estimate E(A3 + B2), A2 and A4
in the following. Given z∗s = b and the result in (2.26), we have for some constant c > 0 and
q = 1, · · · , K:
E
[
{Y tis log
µqa
µqb
+ (1− Y tis) log
1− µqa
1− µqb
}
]
= µqb log
µqa
µqb
+ (1− µqb) log
1− µqa
1− µqb
< −c < 0.
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Then
EA3 =
1
M
M∑
t=1
K∑
q=1
N∑
i 6=s
[
z∗iq{µqb log
µqa
µqb
+ (1− µqb) log
1− µqa
1− µqb
}
]
< −c∗ηN(N − 1).
Given edges from different communities are independent and correlation density λ, there exists a
constant C > 0 such that
EB2 =
ρCA
4
[
〈αa ⊗ vec(αTaαa), E{Ŷ t,a·s ⊗ vec(Ŷ t,a)}〉−〈αb ⊗ vec(αTb αb), E{Ŷ
t,b
·i ⊗ vec(Ŷ t,b)}〉
]
=− ρCA
4
〈αb ⊗ vec(αTb αb), E{Ŷ
t,b
·i ⊗ vec(Ŷ t,b)}〉 ≤ −CλN3b .
Therefore, −E(A3 +B2) ≥ c′(c∗ηNN + λN3) for some positive constant c′. Based on condition
C1 that µql, q, l = 1, · · · , K are bounded, it can be shown that |EY tis log
µqa
µqb
+(1−EY tis) log
1−µqa
1−µqb
|
is bounded then |A2| = ON(N). From condition (C5), we have
log
γ1
γ2
≤ log µqaµ̂qb
µ̂qaµqb
≤ log γ2
γ1
and log
1− γ2
1− γ1
≤ log (1− µqa)(1− µ̂qb)
(1− µ̂qa)(1− µ̂qb)
≤ log 1− γ1
1− γ2
Define γ = max{− log γ1
γ2
, γ2
γ1
,−1−γ2
1−γ1 ,
1−γ1
1−γ2}. Then we have
|A4| =|
1
M
M∑
t=1
K∑
q=1
N∑
i 6=s
[
αiq{Y tis log
µqaµ̂qb
µ̂qaµqb
+ (1− Y tis) log
(1− µqa)(1− µ̂qb)
(1− µ̂qa)(1− µ̂qb)
}
]
|
≤γ|
K∑
q=1
N∑
i 6=s
αiq| ≤ γN
Therefore we have |A2 +A4| = ON(N). We choose t = −E(A3+B2)2 and x0 = −α
′MN where
α′ > 0. As the function of node size N , M and λ are constrained in the range M ≤ o(N2− η2 )
and λN
η
2 > 1, where η is defined in condition C4. Then m−l
m
x0 = oN(E(A3 +B2)). Therefore,
E(A3 +B2) is dominant term in s such that s ≥ −C ′λN3 where C ′ > 0 is a constant. Follow a
similar discussion in (2.29) and condition C3, we have the upper bound for ‖Σ̄1‖op:
‖Σ̄1‖op ≤ c0(1 + c1λN2).
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In addition, from #|X+t | = N , #|ξ̄a| = o(N3a ), #|ξ̄b| = o(N3b ) and condition (C3), we have the
upper bound for ‖Σ̄1‖2F :
‖Σ̄1‖2F ≤ C1N(1 + c1λN2) + C2N3(1 + c2λN2),
where C1, C2, c1, c2 are constants. Then we estimate the upper bound for the second term in (2.36)
following the similar decentralized quadratic decomposition in Theorem 2.5.1 and Theorem 2.5.3:
P
(
A3 +B2 ≥
m− l
m
x0 − t−A2 −A4
)
= P
{
(Q̄1 − EQ̄1)− (Q̄2 − EQ̄2) > Ms
}
≤1
2
P
{
|Q̄1 − EQ̄1| >
Ms
2
}
+
1
2
P
{
|Q̄2 − EQ̄2| >
Ms
2
}
.
According to the generalized Hanson-Wright inequality in ([30]):
1
2
P
{
|Q̄1 − EQ̄1| > s
}
≤ exp
{
− C min
( s2M2
L̄41‖Σ̄1‖2F‖A‖2F
,
sM
L̄21‖Σ̄1‖op‖A‖op
)}
, (2.37)
where A = IM×M and L̄1 is subgaussian norm of X̄+t . Notice that
s2M2
L̄41‖Σ̄1‖2F‖A‖2F
≥ (C
′λN3)2M2
L̄41{C1N(1 + c1λN2) + C2N3(1 + c2λN2)}M
.
sM
L̄21‖Σ̄1‖op‖A‖op
≥ C
′λN3M
L̄21c0(1 + c3λN
2)
.
Given λN
η
2 > 1, we have for some constant C∗ > 0
C min
( s2M2
L̄41‖Σ̄1‖2F‖A‖2F
,
sM
L̄21‖Σ̄1‖op‖A‖op
)
≥ C∗λMN.
The upper bound for P
{
|Q̄2 − EQ̄2| > Ms2
}
can be similarly obtained. Therefore,
P
(
A3 +B2 ≥
m− l
m
x0 − t−A2
)
≤ exp(−C ′λMN).
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Next, we estimate the term P
(
A1 +B1 ≥ t
)
. Notice
E(A1) = E
[ 1
M
M∑
t=1
K∑
q=1
N∑
i 6=s
(αiq − z∗iq){Y tis − E(Y tis)}(log
µqa
µqb
− log 1− µqa
1− µqb
)
]
= 0,
E(B1) =
ρCA
4M
M∑
t=1
[
〈αa ⊗ vec(αTaαa)− z∗a ⊗ vec(z∗Ta z∗a), E{Ŷ t,a·s ⊗ vec(Ŷ t,a)}〉−
〈αb ⊗ vec(αTb αb)− z∗b ⊗ vec(z∗Tb z∗b ), E{Ŷ t,b·s ⊗ vec(Ŷ t,b)}〉
]
.
Given condition (C4) such that ‖α− z∗‖1 = cN1−η, 0 < η < 1,
B1 =
ρCA
4M
M∑
t=1
{
〈αa ⊗ vec(αTaαa)− z∗a ⊗ vec(z∗Ta z∗a), Ŷ a·s ⊗ vec(Ŷ a)〉−
〈αb ⊗ vec(αTb αb)− z∗b ⊗ vec(z∗Tb z∗b ), Ŷ b·s ⊗ vec(Ŷ b)〉
}
.
Notice that for any community a = 1, · · · , K,
‖(vec(αTaαa)− vec(z∗Ta z∗a))‖2 ≤ ‖αa ⊗ (αa − z∗a)‖2 + ‖(αa − z∗a)⊗ z∗a‖2
≤ ‖αa‖2‖(αa − z∗a)‖2 + ‖(αa − Z∗a)‖2‖z∗a‖2,
‖E(Ŷ t,a·s )‖2 ≤
√
N
µ̂aa(1− µ̂aa)
, ‖E(Ŷ t,a)‖2 ≤
√
N2
µ̂aa(1− µ̂aa)
.
Therefore, we have
〈αa ⊗ vec(αTaαa)− z∗a ⊗ vec(z∗Ta z∗a), E{Ŷ t,a·s ⊗ vec(Ŷ t,a)}〉
≤‖αa ⊗ vec(αTaαa)− z∗a ⊗ vec(z∗Ta z∗a)‖2‖E{Ŷ t,a·s ⊗ vec(Ŷ t,a)}‖2
≤
(
‖αa ⊗ vec(αTaαa)− vec(z∗Ta z∗a))‖2 + ‖(αa − z∗a)⊗ vec(z∗Ta z∗a)‖2
)
‖E{Ŷ t,a·s ⊗ vec(Ŷ t,a)}‖2
≤‖αa − z∗a‖2 ·
(
‖αa‖22 + ‖z∗a‖22 + ‖αa‖2‖z∗a‖2
)
·‖E(Ŷ t,a·s )‖2 ·‖E(Ŷ t,a)‖2 ≤
3N ∗N3/2
µ̂aa(1− µ̂aa)
‖αa − z∗a‖2.
Since ‖αa − z∗a‖2 =
√
‖αa − z∗a‖22 ≤
√
‖α− z∗‖1 for any a = 1, · · · , K, then for some constant
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C > 0,
|E(B1)| ≤ CN3−
η
2 .
We define edge vectors Ỹt, t = 1, · · · ,M and membership vector θa,b as:
Ỹt =
{
Y t·s − E(Y t·s), · · · , Y t·s − E(Y t·s)︸ ︷︷ ︸
NK
, Ŷ t,a·s ⊗ vec(Ŷ t,a), Ŷ t,b·s ⊗ vec(Ŷ t,b)
}
,
θa,b =
[
(αiq − z∗iq)(log
µqa
µqb
− log 1− µqa
1− µqb
)︸ ︷︷ ︸
i=1··· ,N
, · · · , (αiK − z∗iK)(log
µKa
µKb
− log 1− µKa
1− µKb
)︸ ︷︷ ︸
i=1··· ,N
,
ρCA
4
{αa ⊗ vec(αTaαa)− z∗a ⊗ vec(z∗Ta z∗a)},
ρCA
4
{αb ⊗ vec(αTb αb)− z∗b ⊗ vec(z∗Tb z∗b )}
]
.
Notice for a, b = 1, · · · , K, we have
‖θa,b‖22 ≤ µ2‖α− z∗‖22+‖αa ⊗ vec(αTaαa)−z∗a ⊗ vec(z∗Ta z∗a)‖22+‖αb ⊗ vec(αTb αb)−z∗b ⊗ vec(z∗Tb z∗b )‖22
≤ µ2‖α− z∗‖1 + C1N2(‖αa − z∗a‖1 + ‖αb − z∗b‖1),
where µ2 := max{(log µqaµqb − log
1−µqa
1−µqb
)}, q = 1, · · · , K and C1 > 0 is a constant. Then we can
transform Var(A1 +B1) into
Var(A1 +B1) =
1
M
M∑
t=1
Var(θa,bỸt) =
1
M
M∑
t=1
θTa,bCov(Ỹt, Ỹt)θa,b ≤
1
M
‖Cov(Ỹt, Ỹt)‖op‖θa,b‖22.
From the condition (C3) and same discussion in (2.29), we have for some constant C > 0 and
c > 0:
‖Cov(Ỹt, Ỹt)‖op ≤ C(1 + cλN2).
Given 1
λ
= o(N
η
2 ), we have E(A1+B1) = oN(E(A3+B2)) then the E(A3+B2) is dominating
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in the term {t− E(A1 +B1)}2. Based on the Markov inequality, for some constant C2 > 0
P
(
A1 +B1 ≥ t
)
≤ Var(A1 +B1)
{t− E(A1 +B1)}2
≤ ‖Cov(Ỹt, Ỹt)‖op‖θa,b‖
2
2
M{c′(N + λN3)}2
≤C(1 + cλN
2){µ2‖α− z∗‖1 + C1N2(‖αa − z∗a‖1 + ‖αb − z∗b‖1)}
(c′(N + λN3))2M
≤2Cc{µ2‖α− z
∗‖1 + C1N2(‖αa − z∗a‖1 + ‖αb − z∗b‖1)}
c′2(1 +
√
λN2)2M
≤C2
Nη/4(‖αa − z∗a‖1 + ‖αb − z∗b‖1)
(1 + λN2+
η
4 )M
.
Combined upper bound of P
(
A1 + B1 ≥ t
)
and P
(
A3 + B2 ≥ s
)
with (2.35), there exists
positive constant c1 > 0, c2 > 0, c3 > 0 such that:
E‖αs+1 − z∗‖1 ≤ 2wNK exp(−α′MN) + 2w
m−1∑
l=0
K∑
a=1
∑
b 6=a
∑
i:z∗i =b
1− exp(α′MN)
m
E(L2)
≤2wKN exp(−α′MN)+2wmKN exp(−C ′λMN)+2wmKNC2
Nη/4(‖αa−z∗a‖1+‖αb !−z∗b‖1)
(1 + λN2+
η
4 )M
≤c1NK exp(−c2α′MN) +
c3N
1+ η
4 ‖αs − z∗‖1
(1 + λN2+
η
4 )M
.
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Chapter 3
High-order Embedding for Hyperlink Prediction
3.1 Introduction
Hyperlinks generalize the traditional pairwise links through capturing the interaction among a
group of nodes. Specifically, a hyperlink is called m-size if it is a set containing m nodes. Figure
3.1 illustrates the differences between pairwise links and hyperlinks. Hyperlinks occur frequently
in social networks and recommender systems involving user-driven contents. For example, web-
sites like Delicious, Last.fm and Flickr provide online-tagging systems allowing annotations of
different types of resources such as documents, music, and photos. In this case, the system involves
not only pairwise relations between users and resources but also three-way user-tag-resource re-
lations that cannot be captured by pairwise relations using the traditional network formulation.
Furthermore, in sentence generation, pairwise adjacent relations between words, represented by
low-order gram models, fail to capture the remote dependency and ordering among multiple words.
To render cohesive contextual meaning, high-order gram models are necessary to select groups of
potentially linked words.
Figure 3.1: The left network is formulated by pairwise links; the right one is formulated by three
hyperlinks e1, e2 and e3. Each of them is a 3-size hyperlinks connecting 3 nodes.
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Figure 3.2: Partial Mtb-human protein-protein interaction network. The human protein complexes
(light green) could be formulated as hyperlinks instead of the cliques.
Another example is gene detection in a gene interaction network. The focus is to identify genes
which have mutations associated with subtypes of cancer. In this situation, pairwise relations be-
tween genes fail to capture the collaborative high-order interactions of one gene with a subgroup
of other genes. In other words, the traditional network formulation based on pairwise relations
breaks down. However, it is essential to identify subgroups of genes which are functionally asso-
ciated with each other and can potentially formulate a protein complex [36, 99, 35, 42]. .From a
biological perspective, many other networks typically involve multilateral and high-order relations
[61] in order to reflect the complex relations among proteins and metabolism. Figure 3.3 illustrates
part of interaction network between Mycobacterium tuberculosis (Mtb) proteins and human pro-
teins. In general, Mtb proteins interact with the host proteins and replicate inside of host’s immune
cells. Through introducing the hyperlink for the human protein complex instead of modeling hu-
man protein individually, we are able to capture the interaction of Mtb protein with human protein
complex, while the traditional pairwise link representation does not have the capacity to achieve
this goal.
As indicated by these examples, it is critical to identify the potential multiway relations among
multiple units, or high-order relations represented by hyperlinks. Unfortunately, existing methods
for prediction and inference of hyperlinks use the information only from observed pairwise links
[52, 55, 107, 6, 76, 72, 73, 5] or observed hyperlinks [61, 71, 125, 2, 123, 124, 46]. One major
challenge for these methods is that hyperlinks are likely to be partially observed or completely
missing in practice. Therefore, unlike the case of pairwise relations, inferring high-order relations
is much more challenging and requires additional modeling effort. For example, identification
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of a hyperlink of a protein complex connecting with multiple genes requires additional biological
experimentation and validation, while, in social networks, inferences about local social circles may
require additional information involving high-order interactive relations.
Related works on classification and community detection require an inference of hyperlinks
from pairwise links. For instance, [32, 95, 2] suggest methods based on hyperlink expansions or
random walks to reconstruct hyperlinks from pairwise links. These methods use a principle of
generating hyperlinks based on pre-specified relations among hyperlinks and pairwise links, while
treating hyperlinks as a subgraph with a certain configuration such as a fully-connected clique
or star-shaped subgroup of nodes. However, this heuristic principle is not feasible to uncover
complex network structures defined by high-order relations. Moreover, they are not adaptive to
different structures of hyperlinks, which tend to lead misspecified hyperlinks, especially in the
absence of the true knowledge of pairwise links and hyperlinks. In addition, the aforementioned
methods mainly focus on node classifications and detection of the global community structures
rather than identifying subgroup structures.
To overcome the foregoing difficulties of modeling hidden structures of high-order relations, in
this chapter we develop a novel network embedding procedure to jointly model pairwise links and
high-order hyperlinks simultaneously to capture complex high-order interactions. In particular, we
proceed in a hierarchical fashion in that pairwise and multiway relations are modeled at differ-
ent resolutions. E.g., pairwise relations are structured by low-level node-wise network features,
while hyperlinks capture multiway relations via high-level subgroup-wise features. Jointly they
can identify the subgroup configuration and capture the hyperlink-generating features effectively.
This empowers incorporating more complete and rich information from the observed network. One
advantage of this hierarchical modeling is that hyperlink prediction can borrow information from
the existing known pairwise relations. More specifically, in the presence of a hyperlink connecting
two nodes, they are more likely to form a pairwise relation as compared with nodes in the absence
of a hyperlink. On the other hand, nodes that are highly connected by pairwise links may suggest
the presence of a potential hyperlink among them. In addition, this principle of network connec-
tivity also reflects the nature of reality. For example, any two proteins connected by a hyperlink
defined as a protein complex [41, 98, 61], have a higher probability to build a pairwise connec-
tion; while a group of proteins with a dense or certain pattern of pairwise functional associations is
67
more likely to form a hyperlink as a functional subgroup [13, 94, 59, 80]. In general, the proposed
hyperlink prediction framework provides cohesive statistical modeling for both pairwise links and
hyperlinks, which enhance the mutual inference between pairwise links and hyperlinks.
In addition, we provide the consistency of the proposed estimation and show that our method
achieves a faster convergence rate compared to the existing embedding procedures only utilizing
pairwise link information since we are able to incorporate either the observed or inferred hyper-
links via the joint embedding procedure. The theoretical development using the large deviation
theory is nontrivial, since the pairwise links and hyperlinks are correlated intrinsically in that the
independent model cannot be assumed. In contrast, the most of the existing probability concen-
tration tools are established under the independent model. Furthermore, the established theoretical
properties can be extended to joint embedding procedure with a general loss function beyond the
L2 loss in this paper, hence more complex and non-linear latent features can be captured.
This chapter is organized as follows: Section 3.2 introduces the background and necessary no-
tations of the proposed method. Section 3.3 introduces the proposed joint embedding method and
the inference procedure from observed pairwise link to hyperlinks. Section 3.4 illustrates the theo-
retical properties of the proposed embedding method under the scenarios where the hyperlinks are
observed or inferred from pairwise links. Section 3.5 demonstrates simulation studies, and Section
3.6 illustrates an application of proposed method on the Facebook ego-network. The last section
provides conclusions and some further discussion.
3.2 Background and Notations
We define an observed network G = (V ,E), where V = {vi}Ni=1 denotes a set of N nodes
and E is a set of observed pairwise links. For an undirected and unweighted network, G can
be represented through a symmetric binary adjacent matrix Y = {Yij}1≤i 6=j≤N in that Yij = 1
if eij ∈ E, otherwise Yij = 0. In addition, we define an m-order uniform hypergraph on V as
GH = (V ,H = {ei}i∈I), where I is an index set of m-tuple indices i = {i1, i2, · · · , im}. To
represent the hyperlink, we introduce a m-order tensor Y ∈ {0, 1}Rm such that Yi1i2,··· ,im = 1
if there exists an m-order hyperlink connecting nodes vi1 , vi2 , · · · , vim , i.e., ei1,i2,··· ,im ∈ H and
Yi1i2,··· ,im = 0 otherwise. Denote the sets of observed pairwise links and hyperlinks as ΩY and ΩY .
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Therefore, the number of observed pairwise links and hyperlinks are |ΩY | and |ΩY |.
We develop a generative learning framework for hyperlink prediction. Specifically, we assume
that both the pairwise link Yij and hyperlinks Yi1i2,··· ,im are generated through Bernoulli distribution
through the interaction among their endpoint vertices asP
(
Yij|vi, vj
)
andP
(
Yi1i2,··· ,im |vi1 , ··, vim
)
.
The proposed method for hyperlink prediction consists of two steps. First, for each node vi, a r-
dimensional latent vector representation Zi = (Zi1, · · · , Zir) is introduced so that the concordance
between Zi and {Zj}j 6=i represents the observed or inferred relations between node vi and other
nodes {vj}j 6=i, where each element in Zi represents a latent feature of node vi and encodes its local
neighborhood information of a network. Typically, r needs to be much smaller than N because
mapping an observed network onto a latent space would increase the estimation efficiency of latent
factors while reducing the variation of prediction. In the second step, underlying pairwise links or
hyperlinks are inferred based on estimated latent feature factors {Zi}Ni=1 of each node. In general,
there is a high probability that nodes are connected through a hyperlink when their corresponding
latent factors have a strong concordance.
3.3 Methodology
3.3.1 Reconstruction of Pairwise Relations in a Latent Space:
To better understand the key idea, we begin our discussion with pairwise relations. To incorporate
observed pairwise relations into a latent space, we propose to minimize a cost function to estimate
latent factors Z = {Zi}Ni=1:
L1(Z) = −
1
|ΩY |
∑
Yij∈ΩY
(Yij − log σ
[
ZiZ
T
j
]
)2, (3.1)
where |ΩY | is the number of total observed pairwise links, β1 is the offset parameters and σ(·) is
a link function that transforms the concordance between latent factors from two nodes (measured
by a larger value of ZiZTj ) into the probability of a pairwise link, e.g, a sigmoid function as we
adopted in this paper. Intuitively, two latent factors Zi and Zj are encouraged to be similar in the
presence of a pairwise link between nodes vi and vj with Yij = 1. Otherwise, latent factors from
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two isolated nodes tend to be dissimilar.
3.3.2 Reconstructing Inferred High-order Relations in Latent Space:
Hyperlink prediction is more challenging since hyperlinks are often unobserved, and configura-
tions for high-order associations involve more uncertainty and requires more sophisticated high-
dimensional modeling tools. One key innovation of the proposed method is to infer hyperlinks
using the structure of latent factors expressed in high-order tensors. Assume that m-order relations
are defined as m-order hyperlinks, we can formulate them by an m-order tensor Y ∈ {0, 1}Nm .
Specifically, if there is a hyperlink connecting m nodes {vi1 , · · · , vim}, then Yi1i2···im = 1. To
reduce the dimensionality, we model the m-order hyperlinks as a low-rank concordance structure
on the latent feature space of nodes Z through the CANDECOMP/PARAFAC (CP) tensor decom-
position:
P (Yi1i2,··· ,im = 1) = σ(
∑
(i,j)∈{i1i2,··· ,im}
ZiZ
T
j +
[ r∑
k=1
Zi1kZi2k · · ·Zimk
]
)
. Analogous to measuring the pairwise concordance via an inner product among latent factors,
we apply the generalized inner product
∑r
k=1 Zi1kZi2k · · ·Zimk to measure the joint concordance
among a group of m latent factors. Note that the joint concordance cannot be directly inferred by
the pairwise concordance in the sense that even ZiZTj is large for any pair (i, j) ∈ {i1, i2, · · · , im},
though it is still possible that
∑r
k=1 Zi1kZi2k · · ·Zimk is small. This implies that the joint con-
cordance capturing high-order relations cannot be substituted by pairwise relations. In addi-
tion, incorporating both pairwise links and hyperlinks on the same latent space also introduces
a dependency between hyperlinks and pairwise links as
∑r
k=1 Zi1kZi2k · · ·Zimk is correlated with
{ZiZTj }(i,j)∈{i1,··· ,im}, implying that we should utilize the dependency for hyperlink and pairwise
link prediction as they can borrow information from each other. More importantly, a hierarchical
dependency allows a better interpretation in many scientific problems as compared to performing
inferences of pairwise links or hyperlinks separately.
Subsequently, we incorporate the inferred hyperlinks information into the latent space of nodes,
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and encourage the latent factors Z such that the below hyperlink loss function decreases:
L2(Z) = −
1
|ΩY |
∑
Yi1i2···im∈ΩY
wi1i2···im
{
Yi1i2···im − σ
( ∑
(i,j)∈{i1i2,··· ,im}
ZiZ
T
j +
r∑
k=1
Zi1kZi2k · · ·Zimk
)}
,
(3.2)
where wi1i2,··· ,im is the weight for observed or inferred hyperlink Yi1i2···im , ΩY is the set of incor-
porated m-order hyperlinks, and |ΩY | is the total number of hyperlinks. If there exists a potential
hyperlink connecting nodes {i1, i2, · · · , im} in a hypergraph, then decreasing the loss function
in (3.2) encourages a joint concordance among latent factors {Zi1 , Zi2 , · · · , Zim}. Consequently,
we preserve inferred high-order relations among nodes in the embedding latent space of nodes.
In terms of latent factors estimation, (3.1) and (3.2) serve as the second-order moment and the
m-order moment estimations of Z, respectively. Intuitively, incorporating additional moment in-
formation of latent factors Z reduces the estimation bias while increasing the efficiency, which
leads to a more accurate estimation of latent factor Z.
3.3.3 Joint Network Embedding for Pairwise Links and Hyperlinks Prediction:
Combining the previous two parts, we estimate the latent features of nodes by jointly incorporating
observed pairwise links and inferred hyperlinks through the following combined loss function:
L(Z) = − 1
|ΩY |
∑
Yij∈ΩY
(Yij − σ
[
ZiZ
T
j
]
)2 (3.3)
− 1
|ΩY |
∑
Yi1i2···im∈ΩY
wi1i2···im
{
Yi1i2···im − σ
( ∑
(i,j)∈{i1i2,··· ,im}
ZiZ
T
j +
r∑
k=1
Zi1kZi2k · · ·Zimk
)}2
+ λ‖Z‖2,
Due to randomness or noisy sources of information, spurious pairwise links can cause some hyper-
links to be incorrectly observed or inferred. Therefore, we impose the weight function wi1i2,··· ,im
in (3.2) to downweigh these spurious links through penalization. In addition, in a network system
with many potential hyperlinks, we are more interested in those important hyperlinks in the sense
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that they either capture the local subgroup structures in the network or have high importance. To
achieve these two goals, we adopt the penalization term ‖Z‖2 to control the total concordance
among the latent features of nodes such that we penalize more on those isolated hyperlinks which
are highly discordant with observed pairwise links. Furthermore, the penalization term ‖Z‖2 im-
poses a low-rank structure of latent features which can mitigate the singularity problem when the
degree of nodes is smaller than the rank of latent factors.
3.3.4 Inferring Potential Hyperlinks through Observed Pairwise Links
Another innovation of the proposed framework is that potential unobserved hyperlinks can be
inferred from observed pairwise links. Although desired high-order relations represented by hy-
perlinks can be captured by the complex subgroup structure of a network, only a small number of
hyperlinks are directly observed to infer potential hyperlinks in many applications. Nevertheless, it
is still feasible to infer potential hyperlinks from observed pairwise links through their dependent
information. This is due to the fact that pairwise links and hyperlinks characterize similar types of
relations but at different group levels. In the proposed framework, this dependency is introduced
through node-wise latent factors in a hierarchical fashion, serving as building blocks for model-
ing concordance shared by both pairwise links and hyperlinks. Therefore, we can incorporate the
inferred hyperlink information to capture the subgroup structures. For illustration, we state the in-
ference procedure for a three-order hyperlink, which consists of two steps based on the hyperlink
modeling in (3.2):
P (Yi1i2j3 = 1) = σ
(
ZTi1Zi2 + Z
T
i1
Zi3 + Z
T
i2
Zi3 +
r∑
k=1
Zi1kZi2kZi3k
)
. (3.4)
First, we approximate the pairwise concordanceZTi1Zi2+Z
T
i1
Zi3+Z
T
i2
Zi3 within the potential hyper-
link Yi1i2j3 . In the second step, the three-order concordance is approximated through the similarity
of neighbourhood among nodes {i1, i2, i3}. Next, we assign hyperlinks to those three-way tuples
{i1, i2, i3} that have large pairwise concordance and three-order concordance simultaneously.
Step 1: Approximate pairwise concordance within hyperlinks: Given that the probability
of pairwise links Yij depends on the pairwise concordance ZTi Zj based on (3.1), it is reasonable
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to approximate ZTi1Zi2 + Z
T
i1
Zi3 + Z
T
i2
Zi3 through Yi1i2 + Yi1i3 + Yi2i3 . Define the set of node
combination Ω1 = {(i1, i2, i3)|ZTi1Zi2 +Z
T
i1
Zi3 +Z
T
i2
Zi3 is large}. Therefore, we can approximate
Ω1 by a set Ω̂1 = {(i1, i2, i3)|Yi1i2 +Yi1i3 +Yi2i3 ≥ η1}with a specified positive threshold η1, where
η1 can be chosen as the empirical quantile of {ZTi Zi}1≤i<j≤N . Intuitively, if all the nodes within a
hyperlink are pairwisely connected, then their latent features are close in terms of the distance on
the latent space spanned by Z, thus lead to a large value for ZTi1Zi2 + Z
T
i1
Zi3 + Z
T
i2
Zi3 .
Step 2: Approximate three-order concordance within hyperlinks: Define the set of node
combination Ω2 = {(i1, i2, i3)|
∑r
k=1 Zi1kZi2kZi3k is large}. The main difference between the
pairwise concordance and three-order concordance is that former indicates latent features shared
by pairwise nodes while the latter indicates the latent features shared by all three nodes. To account
for the high-order similarity, we consider the similarity between node i and j as corr(Y·i, Y·j),
measuring the global similarity between node i and j in terms of their neighbourhood pattern.
A large corr(Y·i, Y·j) indicates Zi and Zj are more concordant in each element. Therefore, we
approximate Ω2 by the set:
Ω̂2 = {(i1, i2, i3)|corr(Y·i1 , Y·i2) + corr(Y·i1 , Y·i3) + corr(Y·i2 , Y·i3) ≥ η2}
with specific positive threshold η2, e.g., an empirical quantile, where Ω2 collects those nodes such
that their latent factors are more similar.
Finally, we collect a 3-tuples (i1, i2, i3) of nodes such that (i1, i2, i3) ∈ Ω̂1 ∩ Ω̂2 among which
have a higher probability to formulate a three-way hyperlink according to (3.4). Therefore, Ω̂1∩Ω̂2
is treated as inferred hyperlinks and can be incorporated into the joint embedding loss function in
(3.3).
3.3.5 Embeddings Estimation
We embed each node into the latent features Z which is estimated by minimizing the joint loss
function in (3.3). In contrast to existing pairwise link or hyperlink embedding approaches involv-
ing matrix factorization [76, 96, 3, 19, 28, 88, 123, 124], the proposed embedding approach utilizes
tensor decomposition to preserve high-order relations in the latent space, which could entail high
computational cost especially when the order of tensorm is high. However, since there is no order-
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ing for the hyperlinks connecting nodes, the inferred hyperlinks tensor Y is super-symmetric such
that Yi1i2,··· ,im = Yϕ(i1)ϕ(i2),··· ,ϕ(im), where ϕ is the order permutation mapping. On this ground, we
develop the following algorithm to minimize (3.3) while taking advantage of the super-symmetry
of a hyperlink tensor to reduce the computational cost.
In general, we estimate the embedding of nodes Z through the coordinate gradient descent
algorithm where both the gradient and Hessian matrix have explicit forms. The detailed algorithm
is summarized as follows:
Algorithm: Gradient Descent Algorithm with Parallel Computing
1. (Initialization) Input observed pairwise links Y , inferred hyperlinks Y , hyperlinks weights
W, the rank r, tuning parameters λ, the learning rate η, the initial value Z(0) and the error
bound ε > 0.
2. (Latent-vectors Z update) At the sth iteration (s ≥ 1), update Z(s).
(i) Update each Z(s)i ; i = 1, · · · , N , iteratively using a gradient descent formula:
Z
(s+1)
i = Z
(s)
i − η
[∂2L(Zi;Z(s))
∂Z2i
]−1∂L(Zi;Z(s))
∂Zi
, (3.5)
where ∂L(Zi;Z
(s))
∂Zi
, ∂
2L(Zi;Z
(s))
∂Z2i
are the first and second derivatives in terms of Zi.
3. (Stopping Criterion) Terminate if |L(Z
(s))−L(Z(s−1))|
L(Z(s−1))
< ε. Set Ẑ = Z(s). Otherwise set
s← s+ 1 and go to step 2.
One advantage of the proposed algorithm is that it utilizes the super-symmetry property of a
hyperlink tensor to update the latent vector corresponding to different tensor modes simultaneously
instead of updating each mode iteratively. In addition, the node-wise latent vector updating in
(3.5) can be performed independently of each other, which makes it feasible for parallelization to
accelerate computation.
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3.3.6 Link Prediction through Node-wise Embedding:
After mapping each node into the latent space spanned by column vectors of (ZT1 , Z
T
2 , · · · , ZTN)
consisting of the observed pairwise links and inferred hyperlinks, we predict potential pairwise
links and hyperlinks through an estimated degree of concordance among the latent features of
nodes. Specifically, to predict a pairwise link between nodes vi and vj , consider
P
(
Yij = 1|(vi, vj)
)
= exp(ZiZ
T
j )/(1 + exp(ZiZ
T
j )). (3.6)
Similarly, to predict an m-order hyperlink among a group of nodes vi1 , vi2 , · · · , vim , we have
P
(
Yi1i2,··· ,im = 1|(vi1 , vi2 , · · · , vim)
)
= σ
[ ∑
(i,j)∈{i1i2,··· ,im}
ZiZ
T
j +
r∑
k=1
Zi1kZi2k · · ·Zimk
]
. (3.7)
Although the main focus is link prediction, identifying the latent feature space of nodes is also
fundamentally important as it permits exploration of other types of network structures. For ex-
ample, in community detection, detection of the community structures of a network bear conse-
quences in biology, marketing, and social science. In other situations, we may develop a clustering
algorithm to identify homogeneous subgroups of nodes in a latent space for an embedding set of
learned nodes. Moreover, node classification can be performed in a semi-supervised fashion to pre-
dict a node’s label, in which only a small proportion of nodes are labeled while a large proportion
of nodes are unlabeled.
One direct application of the proposed method is document categorization. First, each word in
a document is projected as a latent vector representation according to word co-occurrences in a
dictionary, where a pairwise link means their adjacent relation between two words in a document
and a hyperlink indicates joint semantic similarity among a group of words. Then the partial
observed labels of words and their embedding representations are used for a downstream classifier
for categorization.
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3.4 Theoretical Results
In this section, we focus on establishing the theoretical guarantee for the proposed joint embed-
ding methods. Specifically, we obtain the asymptotic properties of the predicted link generating
probability as it directly associate with the prediction accuracy. Consider the underlying pairwise
link generating process associated with the node-wise latent factors Z:
E(Yij) = θ
pair
ij =
exp(ZiZ
T
j )
1 + exp(ZiZTj )
; 1 ≤ i < j ≤ N. (3.8)
The hyperlink generating process associates with the latent factors Z through:
E(Yi1i2···im) = θ
hyper
i1i2···im = σ(
∑
1≤i<j≤m
ZiZ
T
j +
r∑
k=1
Z1rZ2r · · ·Zmr); (3.9)
where σ(·) = exp(·)/(1 + exp(·)), 1 ≤ i1 < i2 < · · · < im ≤ N.
Denote the parameters set Θ = {θpairij , θ
hyper
i1i2···im ; 1 ≤ i 6= j ≤ N, 1 ≤ i1 6= · · · 6= im ≤ N} ∈
S ⊆ RN×N ∪RNm . Given the generating probability set Θ, either hyperlinks or pairwise links are
generated independently from the Bernoulli distribution Bern
{
1, P
{
σ(Θ)
}}
, where σ(·) is the
logistic link function. Therefore the prediction accuracy only relies on the estimation error of Θ,
and the link prediction accuracy can be established through investigating the convergence property
of Θ estimator.
In the following, we establish the asymptotic property of the proposed estimator solving the
joint embedding loss function:
ljoint(Θ;Y ,Y) = lpair(Θ;Y ) + lhyper(Θ;Y) + λ‖Θ‖2, (3.10)
where lpair(Θ;Y ) and lhyper(Θ;Y) are the loss functions in (3.1) and (3.2) representing the em-
bedding either through pairwise links or hyperlinks. Consider a sample estimator Θ̂ satisfying:
ljoint(Θ̂;Y ,Y) ≤ inf
Θ∈S
ljoint(Θ;Y ,Y) + τ, (3.11)
where τ goes to zero as the number of observed links increases. Because of the non-convex nature
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of loss function (3.10) in terms of Θ, obtaining the global minimizer for (3.10) is in general chal-
lenging. However, we establish the convergence property for an alternative estimator satisfying
(3.11) such that it only needs to be approaching the global minimizer as the sample size increases.
In practice, we can seek a suboptimal solution with less computational cost instead of the optimal
solution which can be either infeasible or computationally expensive. To establish the estimation
consistency, we have the following assumption:
(C1): the node-wise latent factors are uniformly bounded such that ‖Z‖∞ ≤ C for some positive
constant C. Therefore the parameter set Θ is also uniformly bounded.
Remark 3.1.: This assumption requires that the underlying search space for the latent factors is
bounded which is a common assumptions for the latent factor model.
In the following, we establish the link prediction consistency through the convergence property
of the sample estimator Θ̂ based on observed pairwise links and observed hyperlinks.
Theorem 3.1. Denote that Θ0 is the underlying true link generating probability. Given the as-
sumption (C1), for a sample estimator Θ̂ satisfying (3.11), we have:
P
(
‖Θ̂−Θ0‖F√
N3 +N2
≥ η
)
≤ 7 exp
(
−c(|ΩY |+ |ΩY |)η2
)
,
where c ≥ 0 is a constant, η = max
(
ε, λ1/2
)
, and the best possible rate ε ∼
(
1
(|ΩY |+|ΩY |)1/2
)
is
achieved when λ ∼ ε2 with ∼ denoting shrinking at the same order.
Theorem 3.1 states that if the magnitude of penalty term shrinks to zero with an appropriate
rate as the sample size of links |ΩY | + |ΩY | increases, then the proposed method can achieve the
convergence rate of 1
(|ΩY |+|ΩY |)1/2
at most. The Theorem 3.1 provides a theoretical guarantee for
the proposed joint embedding strategy in the sense that the estimator converges faster compared to
the estimator utilizing only pairwise links Y or hyperlinks Y , which correspond to rate 1|ΩY |1/2 and
1
|ΩY |1/2
respectively. Intuitively, both observed pairwise links and hyperlinks serve as independent
sample moments with different orders. Therefore, the proposed method is able to utilize all the
sample information to achieve a faster convergence.
Next we develop the convergence property of the proposed joint embedding estimator that incor-
porates the inferred hyperlinks instead of directly observed hyperlinks. Intuitively, the hierarchical
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dependency between pairwise links and hyperlinks allows us to infer unobserved potential hyper-
links from the observed pairwise links, and thus to recover partial high-order relations from the
second-order relation. The main difference between incorporating observed hyperlinks and in-
ferred hyperlinks is that the benefits of inferred hyperlinks depend on the quality of the inferred
procedure. In this paper, we consider the case for inferring the 3-order hyperlink and establish the
result accordingly. For a general m-order hyperlink case, the theoretical justification is analog to
the third-order hyperlink case, but requires more intensive analysis as each hyperlink is correlated
with more pairwise links.
Consider an inference procedureM(·) ∈ [0, 1]:
Yi1i2i3 =M(Yi1i2 , Yi1i3 , Yi2i3 ,Y )
where (Yi1i2 , Yi1i3 , Yi2i3) indicates pairwise connection status among nodes {i1, i2, i3}, and Yi1i2i3
is corresponding the inferred hyperlink connection status. To establish the convergence property,
it is necessary to bound the inference error through the following assumption:
(C2): For a third-order hyperlink inference procedureM(·), and ε > 0, we assume that
1
|ΩY |
∑
Yi1i2i3∈ΩY
(
M(Yi1i2 , Yi1i3 , Yi2i3)− Yi1i2i3
)2 ≤ O(ε2),
where Yi1i2i3 is a hyperlink given the underlying true generating probility θi1i2i3 and ε is the bias
for the inferred hyperlinks. Since the effective sample size of inferred hyperlinks depends on
the number of observed pairwise links, assumption (C2) indicates that the average inference bias
should decrease as the number of observed pairwise links increases.
In Theorem 3.2, we establish the convergence property for the joint embedding estimator via
incorporating inferred hyperlinks:
Theorem 3.2. Assume that the third-order hyperlinks are inferred through an inference procedure
satisfying assumptions (C1) and (C2) with ε > 0, then for an sample estimator Θ̂ satisfying (3.11),
we have:
P
(
1√
N3 +N2
‖Θ̂−Θ0‖F ≥ η
)
≤ 7 exp
(
−c1|ΩY ∪Ŷ |η
4
)
,
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where c1 is positive constant, and |ΩY ∪Ŷ | =
|Ω2Y |/N+|ΩY |
maxi di
, and di denotes the degree of node
i ∈ {1, 2, · · · , N}, η = max
(
ε, λ1/2
)
. The best possible rate ε ∼ 1|ΩY ∪Ŷ |1/2 can be achieved when
λ ∼ ε2.
Remark 3.2.: The consistency established in Theorem (3.1) and Theorem (3.2) are readily to be
generalized for a broad class of loss function. Specifically, the convergence rate is determined by
the metric entropy ([87]) of the parameters space, which depends on the quantity ω = α
rN
with
α denoting the smoothness of loss function, and rN being the number of total parameters. In
this paper, since we adopt the L2 loss function and the logistic link function to connect underlying
parameters Θ and link generating probabilities in (3.8) and (3.9), then ω =∞ as both L2 loss func-
tion and logistic function are infinite differentiable. For the general loss function, the convergence
rate can be determined through estimating the corresponding metric entropy following Theorem
5.2 of ([23]).
Instead of utilizing any observed high-order information directly, the proposed method aug-
ments the sample size |ΩY | from observed pairwise links to the size
|Ω2Y |/N+|ΩY |
maxi di
through the in-
ferring hyperlinks. The data augmentation relies on the hierarchical dependency between pairwise
links and hyperlinks, and Theorem 3.2 states that the proposed joint embedding integrating the
data augmentation leads to a faster convergence rate the ones embedding only through observed
sample ΩY if the bias from inferring procedure can be controlled. However, the extent of the data
augmentation from pairwise links could be limited by the set of sample pairwise links since the
inferred hyperlinks could be non-informative on the unobserved pairwise links. In addition, the
inference naturally introduces the dependency between pairwise links and hyperlinks, or depen-
dency between hyperlinks and hyperlinks sharing overlapped nodes, which reduces the effect size
of augmented hyperlinks. This is rather different to the observed hyperlink case where all pairwise
links and hyperlinks are independent samples.
3.5 Numerical Study
In this section, we conduct simulation studies to illustrate the performance of the proposed method
on pairwise link and hyperlink predictions on network. In particular, we investigate two scenarios
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where either the incorporated hyperlinks are observed or inferred through the observed pairwise
links.
3.5.1 Study 1: Link Predictions When the Hyperlinks are Observed
In the first simulation study, we consider the network generated from a true underlying latent
space model and compare the performance of various methods under different missing rates for
the observed pairwise links and hyperlinks.
Suppose there are N = 50 nodes in the network and the latent factors Z = {Zi}Ni=1 for these
nodes are generated from the following 5-dimensional multivariate Gaussian distribution such that
Zi ∼ N (µk, 0.5I), 10k + 1 ≤ i ≤ 10(k + 1)(k = 0, 1, 2, 3, 4), where
µ1 = (0.5, 0.5, 0.5, 0.5,−0.5),
µ2 = (0.5,−0.5, 0.5,−0.5, 0.5),
µ3 = (−0.5, 0.5,−0.5, 0.5,−0.5),
µ4 = (−0.5,−0.5,−0.5,−0.5, 0.5),
µ5 = (0, 0, 0, 0, 0).
Denote the undirected and unweighted adjacent matrix for the generated network as Y . Given
the latent factors Z, a specific pairwise link connecting node i and node j is generated from the
Bernoulli distribution based on the concordance of their latent factors such that
Yij ∼ Bern(Pij), Pij = exp(〈Zi, Zj〉)/{1 + exp(〈Zi, Zj〉)}. (3.12)
After generating random network based on latent factors Z, we randomly choose some pairs of
nodes in the network and mask their connecting status to serve as missing links with associated
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missing rate of 20%. Therefore, the generated adjacency matrix is formulated as:
Yij =

1, link exists between i and j,
0, no link between i and j ,
−1, observation is missing.
.
To simplify the formulation, we consider 3-order hyperlinks, where each hyperlink Yijk is di-
rectly generated from the same latent factors Z to mimic a case where hyperlinks are directly
observed. That is,
Yijk ∼ Bern(Pijk), Pijk = σ(ZiZTj + ZiZTk + ZjZTk +
5∑
r=1
ZirZjrZkr), (3.13)
where σ(·) can be a logistic link. This follows the previous hierarchical modeling such that the
hyperlinks are also consistent with the pairwise links. Notice the hyperlinks and pairwise links are
conditional independent to each other given the shared latent factors Z, and can serve as indepen-
dent samples in generating probability Pij and Pijk.
The training dataset consists of both the pairwise links and hyperlinks which are generated
directly. Specifically, we randomly split the set of observed pairwise links {Yij|Yij 6= −1, 1 ≤
i 6= j ≤ N} into training, validation and test sets with the proportion at 50%, 15% and 15%,
respectively. For generating the training and test datasets for hyperlinks, we follow a more strict
sampling procedure instead of randomly sampling. The training hyperlinks are sampled from the
testing pairwise links. That is, for each testing pairwise link Yij , we collect hyperlinks to form a
candidate set Ωij = {Yijk|Yjk 6= −1, Yik 6= −1} to ensure that the pairwise links within hyperlinks
set are partially observed. Then we randomly select a hyperlink Yijk′ from this candidates set Ωij
corresponding to testing link Yij . Finally, we choose these sampled hyperlinks as training dataset
Y = {Yijk′} for the joint loss function (3.12).
Following this procedure, the size of the training 3-order hyperlinks is about 1000 given a net-
work with node size at N = 50, which accounts for about 0.4% of all possible 3-order hyperlinks.
Compared with the number of pairwise links, the number of hyperlinks is relatively sparser. This
is consistent with the real application settings in the sense that the high-order or multi-way relation
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is typically more difficult to observe and costs more to verify in contrast to the pairwise links. In
terms of testing hyperlinks, we collect the 3-order hyperlinks such that pairwise links within hy-
perlinks are observed {Yijk|Yij 6= −1, Yik 6= −1, Yjk 6= −1, 1 ≤ i 6= j 6= k ≤ N}. The rationale
for such selection is that given two-way relations are observed, inferring the hyperlinks is more
accurate and interpretable.
We provide a sample network generated from the above procedure on training and testing sets
in Figure 3.3. The solid red lines and shaded circles represent the pairwise links and 3-order
hyperlinks serving as training data respectively. The dashed lines and circles are the pairwise links
and hyperlinks serving as the testing links. Notice that for each testing pairwise link, it is included
in at least one training hyperlink. Similarly, for each testing hyperlink, the within pairwise links
are observed. Modeling and utilizing the hierarchical dependency between pairwise links and
hyperlinks is essential for the proposed method since it enables us to borrow information from
both pairwise links and hyperlinks to improve the prediction.
Figure 3.3: Sample network generated through the hierarchical relation between pairwise links
and hyperlinks
To investigate the performance of incorporating hyperlinks on improving the link prediction,
we compare six different methods. The first three methods are based on the proposed framework.
Specifically, the first one obtains the estimation of the latent factors Z through the loss function
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in (3.1), which is equivalent to utilize only observed pairwise links for embedding, and is denoted
as PLE. The second method estimates the latent factors Z through the loss function defined in
(3.2), which amounts to encoding only the training hyperlinks into Z, and is denoted as HLE.
The proposed method is denoted as PLE+HLE that incorporates both pairwise links and hyper-
links to jointly estimate Z through the proposed loss function (3.3). In addition, we also compare
the proposed method with other three popular and state-of-art network embedding methods such
as learning graph representations with global structural information (GraRep), large-scale infor-
mation network embedding (LINE) and scalable feature learning for networks (Node2Vec). In
general, they encode the observed pairwise or high-order relations into the node-wise latent factors
through decomposing a series of graphical laplacian matrices with different orders, or encourag-
ing Z to be conformed with the similarity among nodes obtained from biased random walk on
network.
We obtain node-wise embedding estimation through different methods mentioned above and
then predict the probability of testing links to be connected following (3.6) and (3.7). The perfor-
mance of prediction is measured by the AUC (area under the ROC curve) indicator for the testing
links.
Table 3.1: The AUC of link predictions on test data (test) and the entire network (global), HLE
and PLE are based on parts of the proposed joint loss function.
Link Prediction
Pairwise Link 3rd-order Hyperlink
METHOD test global test global
PLE+HLE 0.733 0.771 0.765 0.765
HLE 0.651 0.643 0.647 0.649
PLE 0.666 0.747 0.661 0.649
GreRep 0.598 0.570 0.576 0.565
LINE 0.568 0.509 0.546 0.542
Node2Vec 0.486 0.497 0.501 0.499
The prediction results are illustrated in the Table 3.1, which shows that the proposed joint em-
bedding method consistently outperforms other methods in terms of achieving higher AUC score.
Specifically, although estimating latent factors through pairwise links or hyperlinks separately
might not be adequately capture both two-way relations and three-way relations, the proposed
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joint estimation approach is able to capture pairwise or hyperlinks simultaneously. For the pair-
wise link prediction, the proposed joint estimation (PLE+HLE) achieves about 10% improvement
compared with pairwise link embedding (PLE) on test dataset. This indicates that the proposed
method is capable of borrowing additional information for a two-way relation from the associated
three-way hyperlinks, and obtain a more accurate pairwise similarity estimation. In addition, the
joint embedding also achieves 18% improvement on hyperlink prediction compared to using hy-
perlink embedding (HLE) alone, indicating that the proposed method can make a better prediction
for hyperlinks by utilizing the two-way relations within hyperlinks. This strategy of borrowing
mutual information is built on utilizing the hierarchical dependency between pairwise links and
hyperlinks through latent factors sharing between (3.1) and (3.2). Meanwhile, the joint embed-
ding strategy takes advantage of this dependency to encode both two-way relations and multi-way
relations into latent factors Z, hence achieve better performance in both prediction tasks.
Compared with other three embedding methods, the proposed method achieves about 18% to
52% improvement for pairwise link prediction, and about 32% to 50% improvement for hyper-
link prediction on test datasets. The improvement of the proposed method demonstrates that the
high-order proximity captured by hyperlinks is crucial for inferring potential pairwise links. In
terms of hyperlink prediction, the collection of two-way relations alone is not sufficient to deter-
mine the underlying multi-way relations. In addition, although all these methods indeed extract
high-order relations through random walks or multi-step transition probabilities, the high-order
information are essentially decomposed and formulated as pairwise relations, which leads to in-
formation loss for the high-order concordance and subgroups. The performance on pairwise link
predictions from competing methods is generally inferior as they are not designed to incorporate
the hierarchical dependency between pairwise links and hyperlinks. In addition, the simulated
networks have relatively large randomness on the location of links, which do not possess specific
structures represented in any of competing methods, as the competing methods are more oriented
to specific application contexts.
3.5.2 Study 2: Link Prediction with the Hyperlinks Inferred
In numerical study 1, the incorporated hyperlinks are directly sampled from the correctly specified
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generating process. However, in practice, hyperlinks are typically difficult to detect or verify
as the complexity of high-order relations grows fast as the number of involved nodes increases.
Consequently, the hyperlinks can be sparse, or almost unobserved, and are likely misspecified.
In this subsection, we generate the simulation setting to mimic the situation where partial hy-
perlinks are misspecified or hyperlinks are not directly observed but inferred from the observed
pairwise links. The inferred hyperlinks could be misspecified due to the error propagation from
misspecified pairwise links, randomness in sampling, and the discrepancy between the two-way
relations and multi-way relations. Therefore, the prediction using inferred hyperlinks tends to be
less power than that of incorporating observed hyperlinks. However, the intrinsic hierarchical de-
pendency and latent factor sharing between hyperlinks and pairwise links still benefit the recovery
if partial high-order information from an appropriate inference procedure since the proposed data
augment procedure collects more information than the observed two-way relations.
We first investigate the performance of proposed methods which incorporate partially misspec-
ified hyperlinks. The training dataset and testing dataset are generated following the same setting
as in numerical study 1. The pairwise links are generated by (3.12) and randomly split into training
set and testing set after removing the 20% of links, and treat them as missing. The third-order hy-
perlinks are generated through (3.4) and sampled following the previous one to form hierarchical
relations with pairwise links. We also randomly sample 30% hyplerinks in the training dataset and
flip their signs. That is
Y ′ijk = 0 if Yijk = 1,
Y ′ijk = 1 if Yijk = 0.
We replace these selected {Yijk} by {Y ′ijk} to mimic the scenario of misspecified hyperlinks. The
prediction results are illustrated in Table 3.2, showing that the joint embedding of pairwise links
and partially misspecified hyperlink still leads to better prediction performance. Specifically, under
the 20% missing rate, the improvement of joint modeling pairwise links only (PLE) is 19% on the
pairwise links and 28% on the hyperlinks for the test set. While the improvement over the only
hyperlinks (HLE) is 7% on the pairwise links and 11% on the hyperlinks for the test set, which
indicates the improvement is relatively robust even with misspecified high-order information. In
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Table 3.2: The AUC on the test data and entire network with 30% misspecified hyperlinks.
Missing 20% Missing 50%
Pairwise Links
test dataset
PLE+HLE 0.756 0.691
HLE 0.708 0.642
PLE 0.635 0.593
entire network
PLE+HLE 0.833 0.770
HLE 0.718 0.650
PLE 0.818 0.739
3rd-order hyperlinks
test dataset
PLE+HLE 0.813 0.744
HLE 0.738 0.660
PLE 0.634 0.626
entire network
PLE+HLE 0.800 0.719
HLE 0.732 0.650
PLE 0.598 0.576
addition, when the number of observed pairwise links increases when the missing rate is 20%,
and the number of hyperlinks from training set increases accordingly, both of all these methods
improve. In particular, the improvement of PLE on hyperlink predictions demonstrates the benefits
of introducing the dependency between pairwise link and hyperlink. In addition, the proposed joint
embedding (PLE+HLE) and hyperlink embedding (HLE) gain a more significant improvement
compared to the pairwise link embedding (PLE), which confirm that hyperlinks encode additional
high-order relations that may not be substituted by two-way relations.
The following numerical experiment investigate performance of the proposed method when in-
corporating inferred hyperlinks instead of observed hyperlink. The hyperlinks in the training set
are not sampled from the underlying true model (3.13). Instead, we generate training hyperlinks
from observed pairwise links through the inferred procedure introduced in Section 3.4. The per-
formance of the link predictions are illustrated in Table 3.3.
Table 3 shows that the proposed joint embedding method still achieves better performance
compared with embedding methods using partial information. Specifically, the joint embedding
achieve 8% improvement compared with the inferred hyperlink embedding (HLE) in both pair-
wise link and hyperlink predictions. In addition, two-way relations can only recover partial multi-
way relations, and therefore the inferred hyperlinks suffer from the high-order information loss.
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Table 3.3: The AUC of link predictions by incorporating inferred three-order hyperlinks on test
data (test) and the entire network (global)
Link Prediction
Pairwise Link 3rd-order Hyperlink
test global test global
PLE+HLE 0.690 0.830 0.715 0.702
HLE 0.635 0.653 0.659 0.645
PLE 0.680 0.820 0.703 0.688
Compared with the pairwise link embedding (PLE), the joint embedding method achieves slightly
improvement in pairwise links and hyperlinks even though we do not observe any hyperlink infor-
mation. However, the improvement is limited due to that the dependency is only moderate, and
restrictive information borrowed from dependency between pairwise links and hyperlinks.
3.6 Real Data Application
In this section, we apply the proposed joint link prediction method to the Facebook social circles
network dataset (https://snap.stanford.edu/data/egonets-Facebook.html), which con-
tains the ego-network. Each ego denotes a specific user in Facebook, and his or her associated
ego-network is the social network corresponding to this user’s friends in Facebook. One of the
important attributes of ego-network is that it contains the social circles defined by the user, which
leads to subgroups among people in the ego-network. Currently, social circle is a common func-
tionality for many popular social medium such as Facebook, Google and Twitter. The purpose
of introducing social circle is to allow users to organize their own social network to mitigate the
’information overload’ through filtering contents or status updates posted by friends in specific
groups. In addition, it allows users to protect their privacy by hiding or sharing personal informa-
tion for specific groups of friends.
The major distinction between social circles and traditional social communities is that social
circles are in general highly overlapped and can be hierarchically nested, therefore people in the
ego-network generally might belong to multiple circles. In addition, unlike the social communi-
ties identified with the dense internal connections, social circles are formulated through specific
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attributes of friends selected by the user. For example, a user might cluster his or her social net-
works according to categories such as college friends, high school friends, department friends or
colleagues from the department.
Currently, social media adopts two methods to formulate social circles in the ego-network. The
first one requires the user to manually group the people, which is time consuming and cannot
be updated automatically when the user adds more friends. The second approach categorizes
social circles through identifying people sharing common predefined attributes. However, it fails
to incorporate the user’s individual preferences and suffers from the missing profile information.
In this subsection, we apply the proposed approach and investigate the performance of learning the
user-specified clustering through network embedding.
The network includes 224 nodes as users and 6384 undirected pairwise links as friend rela-
tionships. In addition, there are 14 overlapped circles within the network, which are formulated
according to the similarity of social features among people defined by the user, such as students of
common universities, sports teams and relatives. These circles are in general with large size such
that the on average each circle contains 40 nodes and the largest circle contains 201 nodes. The
ego-network is illustrated in Figure 3.4.
We first randomly split the pairwise links in the ego-network into training, validation and test
sets with the proportion of 50%, 35% and 15%. Incorporating of the multi-way information re-
quires more elaborate preprocess. We first discard the most non-informative social circles, i.e., the
largest social circle with size 201 such that almost all the people are within it that some specific
attributes shared by almost all the people, which is not of our interest since we focus on the affect
of multi-way relation on the subgroup structures, while the large social circle is non-informative in
differentiating subgroup-specific attributes.
Next we encode the social circles as observed multi-way relations and incorporate it into the
proposed method. In most of hyperlink embedding literature in adopting tensor representation, the
nonhomogeneous hyperlink size is a non-trivial problem as a possible combination of nodes con-
nected by a hyperlink can increases exponentially as the size of hyperlinks increases. One solution
is to concatenate multiple tensors with different orders where each encoded hyperlink has a spe-
cific size. However, this strategy is infeasible in the context of ego-network as the total number of
circles is small while their sizes are large. Consequently, this kind of representation strategy leads
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to a set of ultra-sparse high-order tensors, which could suffer from high computational instability
during the decomposition.
To solve this problem, we propose an alternative solution and apply it to encode the social
circles. Instead of directly encoding the original social circles through high-order tensor, we first
decompose the social circles into the three-way hyperlinks according to the following rule: Yijk =
1 if people {i, j, k} are in the same original social circles, and Yijk = 0 otherwise, where Yijk
is the third-order hyperlink connecting status among {i, j, k}. Therefore, the multi-way relations
from the original social circles are represented as third-order hyperlinks, and then encoded into a
third-order tensor. The local multi-way relations in the original social circles are captured by the
three-way relations and the global subgroups can be approximately recovered by the collections
of the overlapped third-order hyperlinks. After the decomposition, the original social circles are
transformed into a set of third-order hyperlinks which might downweigh those important bridge
links lying from the overlaps of multiple social circles. In practice, we select those overlapping
three-order hyperlinks for training set. Through this preprocess, instead of using multiple high-
order sparse tensors, we obtain a third-order dense tensor, to facilitate the downstream analysis.
The numerical results also demonstrate that the proposed encoding strategy provides an adequate
approximation for original high-order relations. Finally, we follow the procedure in the simulation
study 1 to sample the training hyperlinks. The size of hyperlink training set is about 4,400 after
the preprocess steps, and the proportions for positive instances ({(i, j, k)|Yijk = 1}) and negative
instances ({(i, j, k)|Yijk = 0}) are balanced.
We also investigate the performance of the proposed method and other competing network em-
bedding methods on predicting both two-way and multi-way relations on the ego-network. The
two-way relation prediction is measured by the AUC on the testing pairwise links. Specifically,
we predict the pairwise link Yij through P (Yij = 1) =
exp(ZiZ
T
j )
1+exp(ZiZTj )
, where Z = {Zi}Ni=1 are the
estimated latent factors.
In addition to the pairwise link prediction, we also investigate the performance of hyperlink
prediction to evaluate whether the social circle information has been encoded into nodes’ latent
factors. Instead of directly predicting the original social circles, we predict the joint memberships
of specific m nodes, i.e., whether they belong to the same social circle or not, and compare the
result with original circles. This task is still challenging in the sense that although the training
89
Figure 3.4: The ego network in the facebook dataset, where the social circles are marked as
polygons with different colors
hyperlinks is third-order, the prediction on the hyperlinks for the test has high order beyond three.
We choose the order of testing hyperlinks as m = 6, 10, and the prediction is based on estimated
Z through
P (Ai1i2···im = 1) =
exp(
∑
(i,j)∈{1,··· ,m} ZiZ
T
j )
1 + exp(
∑
(i,j)∈{1,··· ,m} ZiZ
T
j )
.
For the proposed method PLE+HLE, and the counter methods of using PLE and HLE separately,
the rank of Z is chosen at r = 5. For the tuning parameters in other three methods, we adopt the
strategies recommended by the original papers or the packages. In addition, our empirical study
shows that their performance are not sensitive to the tuning parameters.
The comparison of performance is illustrated in Table 3.4. For the two-way relation prediction,
the proposed joint embedding method has the best performance. It achieves about 6.5% improve-
ment over the best existing method GreRep, 37% improvement over LINE and 70% improvement
over Node2vec. Again, the real data analyses show the importance and benefits of borrowing
high-order relation information for the two-way relation predictions. The incorporated third-order
hyperlinks recover the underlying subgroup structure, and the estimated latent features character-
ize the subgroup attributes. If partial subgroup information are recovered, the two-way relations
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Table 3.4: AUC of link prediction for ego-network
Link Prediction
Pairwise Link 6-order Hyperlink 10-order Hyperlink
test global test test
PLE+HLE 0.850 0.868 0.750 0.920
HLE 0.792 0.788 0.740 0.890
PLE 0.825 0.868 0.599 0.569
GreRep 0.798 0.815 0.770 0.505
LINE 0.624 0.598 0.510 0.754
Node2Vec 0.498 0.496 0.492 0.485
from the subgroup level provide supplementary information regarding possibility of their friend-
ship besides the concordance between their own individual latent features. In addition, the inferior
performance of LINE and Node2Vec might result from their random-walk nature, which leads to
biased and inefficient estimation of latent factors Z on the relatively sparse ego-network as the
pairwise links only account for 13% on the total possible friendships.
In terms of the multi-way relation prediction, the proposed method is the second best for 6-
order hyperlink prediction. However, it is closed to GreRep with 2.6% difference in AUC. For the
prediction of the 10-order hyperlinks, the proposed method performs the best, and achieves 22%
improvement over the best existing method LINE. It is noticeable that although the partial embed-
ding method PLE and the GreRep perform well for the two-way relation prediction, they do not
possess the consistent performance for hyperlink predictions, which indicates that the social cir-
cles indeed encode the significant high-order relations information which could not be represented
through two-way relations. Therefore, it demonstrates the importance to incorporate the high-order
information for predicting multi-way relation. In addition, although we only incorporate three-way
relations into the proposed method, the estimated latent factors Z lead to a good prediction for the
higher-order relations beyond the third order, implying that the proposed multi-way relation de-
composition provides an adequate approximation for high-order relations, and the estimated Z are
able to encode the subgroup information.
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3.7 Discussion
In this chapter, we propose a new network link prediction method. The major innovation of the
proposed method is to incorporate the multi-way relation into the network embedding process and
therefore jointly embeds the hyperlinks and pairwise links. It allows the node-wise latent factors
to encode both of the pairwise similarity to their neighbourhood and induce cohesive high-order
subgroup. In addition, the proposed method formulates a hierarchical modeling for the link gen-
erating process to introduce the dependency between pairwise links and hyperlinks. In terms of
estimating latent factors, the link dependency allows borrowing the mutual information between
pairwise links and hyperlinks such that prediction for both pairwise links and hyperlinks can be im-
proved. In term of model interpretability, the link dependency reflects the principle that high-order
interaction among nodes in networks in general are generated from the low-order interactions.
In theory, we establish the consistency of the node-wise latent factors estimator based on the
proposed joint embedding loss function as the number of observed links increasing. In addition,
we show that the convergence rate can be improved through incorporating the hyperlinks. If the
hyperlinks are directly observed as independent samples, then the improvement depends on the
size of observed hyperlinks. On the other hand, the improvement from incorporating inferred
hyperlinks depends on the size of observed pairwise links.
In this chapter, we only consider two scenarios that all the hyperlinks are either directly ob-
served or inferred from pairwise links. However, in many real applications, the training data likely
contains a small number of hyperlinks and relatively abundant pairwise links. It is worth of fur-
ther exploration on developing an inference procedure which is capable of learning the complex
relations between hyperlinks and pairwise links. It is possible to generate low-bias hyperlinks
from a set of pairwise links, and improve the prediction performance through the proposed joint
embedding procedure.
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3.8 Notations and Proofs
3.8.1 Proof of Theorem 3.1
We first need to define the metric in the parameter space Θ in terms of the loss function. Denote
l̃joint(Θ;Y ,Y) = lpair(Θ;Y ) + lhyper(Θ;Y),
and correspondingly f(e; Θ) = l̃joint(e; Θ)−l̃joint(e; Θ0) where e ∈ Y ∪Y . Specially, considering
the metric in the parameter space
ρ2(Θ0,Θ) = E(l̃joint(Θ0;Y ,Y)− l̃joint(Θ;Y ,Y)).
Given the binary edges, it is easy to testify that f(e; Θ) is bounded such that |f(Y,Θ)| ≤ T for
some T > 0. Denote the Y and Y as the set of observed pairwise links and hyperlinks generated
from underlying model, and E = Y ∪ Y as the set of observed links.
In this paper we choose the L2 loss for estimating both pairwise generating probability θij and
three-order hyperlink generating probability θijk with l(Θ) = (Y −Θ)2, where Θ = {θij, θijk}.
Define the distance on the parameter space S as ρ(Θ,Θ0) = K1/2(Θ,Θ0) where Θ0 is the true
parameter set,
K(Θ,Θ0) =
1
N2 +N3
(
N∑
i=1
N∑
j=1
N∑
k=1
E(l(Yijk, θijk)− l(Yijk, θ0,ijk))
+
N∑
i=1
N∑
j=1
E(l(Yij, θij)
2 − l(Yij, θ0,ij)),
V (Θ,Θ0) =
1
N2 +N3
(
N∑
i=1
N∑
j=1
N∑
k=1
V ar(l(Yijk, θijk)− l(Yijk, θ0,ijk))
+
N∑
i=1
N∑
j=1
V ar(l(Yij, θij)
2 − l(Yij, θ0,ij)),
where Yij and Yijk represents the random links generating under the true model. Since the Θ0 is
the true parameters then K(Θ,Θ0) ≥ 0 and K(Θ,Θ0) = 0 only if Θ = Θ0. Then define the
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distance on the parameter space as ρ(Θ0,Θ) = K1/2(Θ,Θ0). Through calculation we have
K(Θ,Θ0) =
‖Θ−Θ0‖2
N3 +N2
,
V ar(Θ,Θ0) =
4V ar(Y )‖Θ−Θ0‖2
N3 +N2
≤ ‖Θ−Θ0‖
2
N3 +N2
.
We then split the parameter space S through: A(k1, k2) = {Θ ∈ S : k1 ≤ ρ(Θ0,Θ) ≤
2k1, J(Θ) ≤ k2}, and F (k1, k2) = {l̃joiint(Θ) − l̃joint(Θ0) : Θ ∈ A(k1, k2)}. The main pro-
cedure of the proof is to satisfies that the proposed loss function satisfying the three assumptions
for the corollary 2 in (Shen, 1994) and estimate the corresponding metric entropy to determine the
best convergence rate for the minimizer of the proposed loss function.
We first verify the proposed loss function satisfying the assumption 1 and assumption 2 for
corollary 2 in Shen (1994) [105]. By definition, we have
sup
A(k1,k2)
V (Θ0,Θ) ≤ c8k21 = c8k21
{
1 +
(
k21 + k2
)β1}
with β1 = 0. For either the pairwise or hyperlinks Y , we have with some constant c, |θ0 − θ|2 ≤
cVar {l (θ, Y )− l (θ0, Y )}. Furthermore,
|l (θ, Y )− l (θ0, Y )| = |θ0 − θ| · |2Y − θ0 − θ| .
Define a new random variable W = |2Y − θ − θ0|. Notice both Y and θ are bounded in [0, 1].
Therefore sup |W | is bounded.
Then we verify that for a constant c > 0, we have supA(k1,k2) ‖Θ0−Θ‖sup ≤ c (k
2
1 + k2)
β2 with
β2 ∈ [0, 1). Recall f(e; Θ(Z)) := l̃joint(e; Θ)−l̃joint(e; Θ0) is also function of the latent factorsZ
and the total number of parameters is γ = rN . Given the assumption (C1) and the fact that f(e;Z)
is a smooth function of Z, we have f(e;Z) ∈ W∞p [−C,C]
γ where W∞p is a Sobolev space with
p ≥ 2. From the definition of ρ(Θ0,Θ) and A(k1, k2), we have ‖f(e;Z)‖2 = ρ (Θ0,Θ) which
is bounded. Based on the lemma 2 in (Shen, 1994), it follows that ‖f(e;Z)‖∞ = ‖Θ0 −Θ‖∞ is
bounded. Then supA(k1,k2) ‖Θ0 −Θ‖sup ≤ c (k
2
1 + k2)
β with β2 = 0.
To introduce the bracket metric entropy, letN (ε, n) =
{
f l1, f
u
1 , . . . , f
l
n, f
u
n
}
be a set of functions
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from the L2 space such that max1≤i≤n
∥∥fiu − f li∥∥2 ≤ ε. Suppose for any loss function in sliced
parameter space F (k1, k2), there exists a set of {f li , fui , i = 1, · · · , n} such that almost surely
f li ≤ l̃joint(Θ)− l̃joint(Θ0) ≤ fui .
Then theL2 metric entropy with bracketing f is defined asH(ε,F(k1, k2)) = log{n : minN (ε, n)}.
Finally we estimate the smallest ε satisfying the assumption 3 through estimating the metric
entropy H (ε,F) first. Let the parameter ω = α
γ
=∞ where α =∞ is the smoothness of f , hence
pω =∞ > 1. Based on the Theorem 5.2 in [23], with a constant c the metric entropy satisfying
H
(
ε|E|,F2(k1, k2)
)
≤ cε−1/ω|E| = c.
Then for fixed k1 and k2, we estimate the order of left hand on assumption 3. Based on β1 =
0, β2 = 0 we have
ψ (k1, k2) =
√
c
U − L
L
≤
ε|E| − λ|E|
λ|E|
.
To achieve the best rate with smallest ε, the metric entropy needs to satisfy ψ ∼ |E|1/2. Accord-
ingly, the best rate for ε is ε|E| ∼ 1|E|1/2 with ε|E| ∼ λ
1/2
|E| . Given the observed pairwise links and
observed hyperlinks are independent samples from the underlying generating probability Θ0. The
result in Theorem 3.4.1 then follows by applying Corollary 2 of Shen (1994) [105].
3.8.2 Proof of Theorem 3.2
Denote the Y as the set of observed pairwise links generated from underlying model, Y as the set
of inferred hyperlinks which are unbiased to the true generating probability, and E = Y ∪ Y as
the augmented set of links. Given the dependency between pairwise links and inferred hyperlinks,
the classical Bernstein’s inequality is not applicable and therefore need the following lemma.
lemma 3.1. For any threshold t > 0 and previously defined function f(e; Θ), we have
P
[
1
|E|
∑
e∈E
(f(e; Θ)− E [f(e; Θ))] > t
]
≤ exp
(
−C |E|t
2
T 2 maxi(di)
)
,
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where |E| is the number of links, di is the degree of node i and C is a positive constant.
Proof: consider the number of pairwise links associated with an end point node i as mi, then∑N
i=1 mi = |Y |. The total number of inferred hyperlinks are
∑N
i=1 m
2
i ≥
|Y |2/N−|Y |
2
, where N is
the number of nodes in the network. Therefore, the total number of links |E| ≥
∑N
i=1m
2
i + |Y | =
|Y |2/N+|Y |
2
. We introduce the concept of smallest proper cover introduced in Christoph, et. al
(2018) [63] and it can be testified that the size of proper covers for E is O(maxi(di)). Then the
result follows from the Theorem 2 in Christoph, et. al (2018) [63].
We first introduce the following large deviation inequality. Note that the following result is
different to other similar convergence property for estimator in term of empirical process as most
of them consider the case such as Wong and Shen (1994) [117] where the samples are independent
observed, while the sample links are correlated to each other in our setting.
We first introduce the metric entropy of a class F . Given ε > 0, p > 0, denote
N (ε,F) := min
{
k : there exist f1, · · · , fK ∈ F such that min
i≤k
‖f − fi‖p < ε for all f ∈ F
}
,
and Hp(ε,F) := logN (ε,F). In the following we specify F = {f(e,Θ),Θ ∈ S}. We have the
following lemma:
lemma 3.2. Consider the function f(e; Θ) in Lemma 1, a ∈ (0, 1) and M > 0. Define t0 through
H∞(t0,F) = |E|M
2
4T 2 maxi(di)
and s = aM
64
. If
∫ t0
s
H1/2∞ (u,F)du ≤ |E|1/2Ma3/2/28,
then
P∗
[
sup
f∈F
( 1
|E|
∑
e∈E
(f(e; Θ)− E [f(e; Θ))]
)
> M
]
≤ 3 exp
(
−C (1− a)|E|M
2
T 2 maxi(di)
)
,
where C is a positive constant and P∗ is outer measure.
Proof: the proof for lemma 2 follows a similar chain argument for Theorem 2.1 in Alexander
(1984) [7] with the ψ(M,n) replaced by |E|M
2
T 2 maxi(di)
.
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Next we define a distance ρ(, ) on the parameter space S such that ρ(θ, θ0) = K1/2(θ, θ0) where
K(θ, θ0) is introduced in Theorem 4.1. Notice the argument in this proof can be extended to other
loss function satisfying certain regularization conditions instead of f(e; Θ). We continue the proof
with the L2 loss function adopted in this paper.
We divide the parameter space S into pieces as A (k1, k2) = {θ ∈ S : k1 ≤ ρ (θ0, θ) ≤
2k1, J(θ) ≤ k2} and F1 (k1, k2) =
{
l̃joint(e;θ)− l̃joint(e;θ0) : θ ∈ A (k1, k2)
}
where k1 >
0, k2 > 0. We assume that the function space F satisfying the following Assumption 1 and later
we show that the proposed loss function satisfies Assumption 1. In the following proof c′is and d
′
is
denote positive constants.
Assumption 1: the metric entropy satisfying that supk1≥1,k2≥1 ψ2 (k1, k2) ≤ c1|E|
1/2 where
ψ2 (k1, k2) =
∫ U
L
H1/2∞ (u,F1 (k1, k2)) du/L,
where U = d1ε (k21 + k2)
1/2 and L = d2λ (k21 + k2). The Assumption 1 intuitively controls the
size of function space F1(k1, k2).
Denote l̃(θ, e) = l̃joint(e; θ)− λJ(θ). Let
νn
(
l̃(θ, e)− l̃ (θ0, e)
)
= |E|−1
∑
e∈E
(
l̃ (θ, e)− l̃ (θ0, e)− E
(
l̃ (θ, e)− l̃ (θ0, e)
))
= νn
(
l̃joint(θ, e)− l̃joint (θ0, e)
)
.
For i = 1, 2, . . . , j = 0, 1, . . ., denote
Ai,j = {θ ∈ Θ : 2i−1ε ≤ ρ (θ0, θ) < 2iε, 2j−1 max (J (θ0) , 1) ≤ J(θ)
< 2j max (J (θ0) , 1)
}
.
Without loss of generality, we assume max(λ|E|, ε) ≤ 1. Therefore, given max(J(θ0), 1)λ ≤ cε2
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for any i, j ≥ 1 we have
inf
Ai,j
[K (θ0, θ) + λn (J(θ)− J (θ0))] ≥
(
2i−1ε
)2
+ λn
(
2j−1 − 1
)
J (θ0)
≥ c2λ[(2i−1)2 + (2j−1 − 1)J(θ0)],
and
inf
Ai,0
[K (θ0, θ) + λn (J(θ)− J (θ0))] ≥
(
2i−1ε
)2 − λnJ (θ0) ≥ c3 (2i−1ε)2 .
Denote M(i, j) = c2λ
[
(2i−1)
2
+ (2j−1 − 1) J (θ0)
]
and M(i) = c3 (2i−1ε)
2 then we have
I =P ∗
(
sup
{ρ(θ0,θ)≥ε,θ∈S}
|E|−1
∑
e∈E
(
l̃ (θ, e)− l̃ (θ0, e)
)
≥ −ε2/2
)
=
∞∑
i,j=1
P ∗
(
sup
Ai,j
νn
(
l̃joint(θ, e)− l̃joint (θ0, e)
)
≥M(i, j)
)
+
∞∑
i=1
P ∗
(
sup
Ai,0
νn
(
l̃joint(θ, e)− l̃joint (θ0, e)
)
≥M(i)
)
=I1 + I2.
We first bound I1 with utilizing the previous Lemma 2 on each parameter space slice Ai,j . Notice
that M(i, j) is in the order c4λ(22i + 2j). Denote t1 as H∞(t1, Ai,j) = |E|M2(i, j). Based on
Assumption 1, we have H∞(Ui,j, Ai,j) ≤ c5|E|M2(i, j) where Ui,j = d1ε(2i−1ε+ 2j) which leads
to t1 ≤ Ui,j . Also denote s1 = c6Mi,j . Therefore, by Assumption 1 on the metric entropy we have
for any i ≥ 1, j ≥ 1
∫ t1
s1
H1/2∞
(
u,F2
(
2iε, 2j
))
du/M(i, j) ≤
∫ Ui,j
L
H1/2
(
u,F2
(
2iε, 2j
))
du/L ≤ d3|E|1/2.
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Therefore in each sliced parameter space Ai,j , we are able to use Lemma 2 to have
I1 ≤ 3
∞∑
i=1
∞∑
j=1
exp
(
−c7|E|M(i, j)2/max
i
(di)
)
≤ 3
∞∑
i=1
∞∑
j=1
exp
(
−c8|E|λ2
[(
2i−1
)2
+ 2j−1
]2
/max
i
(di)
)
≤ 3 exp
(
−c9|E|λ2/max
i
(di)
)
/
[
1− exp
(
−c9|E|λ2/max
i
(di)
)]
.
Following the similar discussion we can obtain the same bound for I2, then
I ≤ 6 exp
(
−c10|E|λ2
/
max
i
(di))/
[
1− exp
(
−c10|E|λ2/max
i
(di)
)]
≤ 7 exp
(
− c10|E|λ
2
maxi(di)
)
.
It follows that
P ∗
(
sup
{ρ(θ0,θ)≥ε,θ∈S}
|E|−1
∑
e∈E
(
l̃ (θ, e)− l̃ (θ0, e)
)
≥ −ε2/2
)
≤ 7 exp
(
−c10|E|λ2/max
i
(di)
)
,
where E is the set consist of both observed pairwise links and underlying unbiased hyperlinks.
Recall that E = ΩY ∪ ΩY where ΩY is the set of observed pairwise links and ΩY is the set of the
inferred hyperlinks such that its size depends on the size of ΩY to reflect the facts that the more
pairwise links are observed the more hyperlinks we are able to infer. Given the assumption (C2)
on the inference error for hyperlinks:
1
|ΩY |
∑
Yijk∈ΩY
|Ŷijk − Yijk| ≤ O(ε2),
where Ŷijk is the inferred hyperlink from an inference procedure based on the Yij, Yik, Yjk. The
interpretation of the assumption is that the more pairwise links are observed the closer between the
distribution of hyperlinks from true model and that of inferred hyperlinks. Based on the L2 loss
function adopted in this paper and the fact that Yijk’s corresponding generating probability θijk are
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bounded, we have:
1
|ΩY |
∑
Yijk∈ΩY
|l̃(θ, Ŷijk)− l̃(θ, Yijk)| ≤ O(ε2).
Then we replace the unbiased hyperlinks Yijk by the inferred version Ŷijk therefore to incorporate
the inference error. Notice that the estimation θ̂ satisfies
|E|−1
∑
Yij ,Ŷijk∈E
l̃
(
θ̂, Yij, Ŷijk
)
≥ sup
θ∈Θ
|E|−1
∑
Yij ,Ŷijk∈E
l̃
(
θ, Yij, Ŷijk
)
− a
≥ |E|−1
∑
Yij ,Ŷijk∈E
l̃
(
θ0, Yij, Ŷijk
)
− a.
Therefore, given a ≤ O(ε2) we have
P (ρ
(
θ̂, θ0
)
≥ ε) ≤ P ∗( sup
{ρ(θ0,θ)≥ε,θ∈S}
|E|−1
∑
Yij ,Ŷijk∈E
(
l̃
(
θ, Yij, Ŷijk
)
− l̃
(
θ0, Yij, Ŷijk
))
≥ −a)
≤ P ∗( sup
{ρ(θ0,θ)≥ε,θ∈S}
|E|−1
∑
Yij ,Yijk∈E
(
l̃ (θ, Yij, Yijk)− l̃ (θ0, Yij, Yijk)
)
≥
− a− c11
|Ω2|
∑
Yijk∈Ω2
|l̃(θ, Ŷijk)− l̃(θ, Yijk)|)
≤ P ∗( sup
{ρ(θ0,θ)≥ε,θ∈S}
|E|−1
∑
Yij ,Yijk∈E
(
l̃ (θ, Yij, Yijk)− l̃ (θ0, Yij, Yijk)
)
≥ −cε2))
≤ 7 exp
(
−c10|E|λ2/max
i
(di)
)
.
If max(J(θ0), 1)λ ≤ cε2, then
P (ρ
(
θ̂, θ0
)
≥ ε) ≤ 7 exp
(
−c12|E|ε4/max
i
(di)
)
,
when λ ∼ ε2. Otherwise, if max(J(θ0), 1)λ ≥ cε2, then
P (ρ
(
θ̂, θ0
)
≥ λ1/2) ≤ P (ρ
(
θ̂, θ0
)
≥ ε) ≤ 7 exp
(
−c10|E|λ2/max
i
(di)
)
.
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Combining both two situations, we have
P (ρ
(
θ̂, θ0
)
≥ η) ≤ 7 exp
(
−c13|E|η4/max
i
(di)
)
, (3.14)
where η = max{λ1/2, ε} with ε being the smallest value satisfying Assumption 1. In the following
we testify that the proposed joint loss function satisfying the Assumption 1 and the smallest ε
can be estimated by the metric entropy inequality. For the L2 loss function we use the metric
K(Θ,Θ0) on the parameter space S defined in Theorem 4.1 such that ρ(Θ0,Θ) = K1/2(Θ,Θ0).
Recall f(e; Θ(Z)) := l̃joint(e; Θ) − l̃joint(e; Θ0) is also function of the latent factors Z and the
total number of parameters is γ = rN . Given the assumption (C1) and the fact that f(e;Z) is a
smooth function of Z, we have f(e;Z) ∈ W∞p [−C,C]
γ whereW∞p is a Sobolev space with p ≥ 2.
Finally we estimate the smallest ε satisfying the Assumption 1 through estimating the metric
entropy H∞ (ε,F). Let the parameter ω = αγ = ∞ where α = ∞ is the smoothness of f(e;Z),
hence pω = ∞ > 1 . Based on the Theorem 5.2 in [23], with a constant c the metric entropy for
F1(k1, k2) satisfying
H∞ (ε,F1(k1, k2)) ≤ c14ε−1/ω = c14ε−0 = c14.
Then for fixed k1 and k2, the order of left hand on Assumption 1,
ψ (k1, k2) =
√
c
U − L
L
≤ ε− λ
λ
.
Based on the constraint that ψ (k1, k2) ≤ c1|E|1/2, the metric entropy needs to satisfy ψ ∼ |E|1/2
to achieve the smallest ε. Accordingly, the best rate for ε is ε|Ω| ∼ 1|E|1/2 with ε|E| ∼ λ
1/2
|E| . Recall
from Lemma 1 the fact that |E| ≥ |Y |
2/N+|Y |
2
, the result in Theorem 3.4.2 then follows from (3.14).
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