Domain generalization is the problem of assigning labels to an unlabeled data set, given several similar data sets for which labels have been provided. Despite considerable interest in this problem over the last decade, there has been no theoretical analysis in the setting of multi-class classification. In this work, we study a kernel-based learning algorithm and establish a generalization error bound that scales logarithmically in the number of classes, matching state-of-the-art bounds for multi-class classification in the conventional learning setting. We also demonstrate empirically that the proposed algorithm achieves significant performance gains compared to a pooling strategy.
Introduction
Transfer learning, unsupervised domain adaptation, and weakly supervised learning all have the goal of generalizing without access to conventional labeled training data. One particular form of transfer learning that has garnered increasing attention in recent years is domain With the above notations, domain generalization is defined as follows. We are given training data sets S i = ((X i j , Y i j )) 1≤j ≤n i such that (X i j , Y i j ) ∼ P i X Y and P i X Y ∼ µ. The test data set is S T = ((X T j , Y T j )) 1≤j ≤n T such that (X T j , Y T j ) ∼ P T and P T ∼ µ. We assume all (X , Y ) pairs are drawn iid from their respective distributions, and that P 1 , . . . , P N , P T are iid from µ. The Y T j are not visible to the learner, and the goal is to accurately predict (Y T j ) 1≤j ≤n T . For any predicted estimate of a labelŶ , the accuracy is evaluated using a loss function : Y × Y → R + . For greater flexibility in the multiclass case (c > 2), the label space for prediction is relaxed to R c and a surrogate loss function : R c × Y → R + is employed.
As argued by Blanchard et al. (2011) , DG can be viewed as a conventional supervised learning problem where the input to the classifier is the extended feature space P X × X. A decision function is a function f : P X × X → R c that predictsŶ T j = f(P T X , X T j ), whereP X is the associated empirical distribution. The decision function can be separated into its components f = (f 1 , . . . , f c ) such that f m : P X × X → R, for m = 1, 2, ...c. We define the empirical training error as
and by denoting X = (P X , X ), the risk of a decision function with respect to (w.r.t.) loss as
The goal of DG is to learn an f that minimizes this risk.
Remarks: (1) Although the risk assumes that the predictor has access to P X , P X is only known through the empirical marginalP X . at training time as well as at test time. (2) Despite the similarity to standard classification in the infinite sample case, the learning task here is different, because the realizations ( X i j , Y i j ) are neither independent nor identically distributed. (3) Examples of loss functions can be found in Lee et al. (2004) , Crammer and Singer (2001) and Weston and Watkins (1998) . For detailed discussion on different multiclass loss functions and their general forms see Doğan et al. (2016) ; Tewari and Bartlett (2007) ; Ramaswamy and Agarwal (2016) .
Related Problems
DG is one of several different learning problems that seek to transfer learnt behavior across domains/tasks, including multi-task learning, learning to learn, and domain adaptation. In multi-task learning, there are several related prediction tasks, and the goal is to leverage similarity between tasks to improve performance on each of the given tasks. Thus, multi-task learning is not concerned with generalization to a new task. The problem of learning to learn (also known as meta-learning or lifelong learning) is concerned with generalization to a new task, but assumes access to labeled data for that new task. The goal here is to improve the sample complexity of a learning algorithm on the new task by leveraging the training tasks (Baxter, 2000; Maurer, 2009; Maurer et al., 2013; Pentina and Ben-David, 2015) .
In domain adaptation, the goal is to make predictions on a target domain, given labeled data from one or more related source domains. Domain adaptation problems come in two flavors: semi-supervised and unsupervised. In semi-supervised DA, in addition to labeled source data, some limited labeled data is also available in the target domain (Donahue et al., 2013) . In unsupervised DA, labeled data is not available in the target domain. Thus, multi-source unsupervised DA has the same data available as DG, and methods for one of these problems can be applied to the other. However, these problems are nonetheless different in two important ways. The first difference is that DA and DG have different goals. DA seeks to attain the Bayes risk on the target task, which is considered fixed. In contrast, DG seeks the best performance on a new, previously unseen task, which is considered random. Thus, the two problems have different notions of risk, with DG's risk being the larger of the two (see Lemma 3.1 of Blanchard et al. (2011) ). To attain optimal performance in DA, it is necessary to make assumptions relating the source and target domains, such as covariate shift, target shift, and others (Mansour et al., 2009; Redko et al., 2019; Courty et al., 2016; Zhang et al., 2013) . In contrast, it is possible to attain optimal risk in DG (asymptotically) without imposing any assumptions on how the different tasks are related.
The second difference is that methods for domain generalization do not assume access to the unlabeled testing data at training time. Thus, they do not need to be retrained when a new task is presented.
Prior Work on Domain Generalization
To our knowledge, the problem of domain generalization was proposed and first analyzed by Blanchard et al. (2011) . They introduced the notion of risk mentioned previously, proposed a kernel-based learning algorithm, and established a generalization error bound. The present paper effectively extends the work of Blanchard et al. (2011) to a multi-class setting. Since then, there has been very little theoretical work on DG. Carbonell et al. (2013) study an active learning variant of DG but in a different probabilistic setting and under the restrictive assumption that the tasks are realizable. Muandet et al. (2013) develop a feature extractor for DG for which they state a generalization error guarantee. Their analysis builds on that of Blanchard et al. (2011) and thus does not accommodate multi-class losses.
Several other empirically supported approaches to DG have also been proposed (Xu et al., 2014; Grubinger et al., 2015; Ghifary et al., 2016; Motiian et al., 2017; Li et al., 2017 Li et al., , 2018a . Many of these involve using neural networks to learn a common feature space for all tasks. It is worth noting that such methods are complementary to the one studied by Blanchard et al. (2011) and the present paper. Indeed, the kernel-based learning algorithm may be applied after having learning a feature representation by another method, as was done by Muandet et al. (2013) . There is no doubt that feature-learning will lead to improved empirical performance compared to applying the kernel based-approach on the original input space P X × X, which is typically infinite-dimensional. However, since our interest is primarily theoretical, we restrict our experimental comparison to another such algorithm that operates on the original input space, namely, a simple pooling algorithm that lumps all training tasks into a single dataset and learns a support vector classifier.
Analysis of Multi-class Classification
In the conventional supervised learning setting, early performance guarantees for multi-class classification exhibited a linear dependency on the number of classes (Kuznetsov et al., 2014; Koltchinskii and Panchenko, 2002) . More recently, refined contraction inequalities for vector-valued Rademacher complexities were developed to capture the relationship among different classes, which implies an improved square-root dependency (Lei et al., 2015; Maurer, 2016; Cortes et al., 2016) . Very recently, this square-root dependency was further improved to a logarithmic dependency by structural result on infinity-norm covering numbers (Lei et al., 2019) , owing to a careful analysis of the interactions between different components of the multivariate predictor. Our work may be viewed as extending the algorithm of Blanchard et al. (2011) to the multi-class setting, and extending their analysis by incorporating techniques from Lei et al. (2019) to obtain a generalization error bound for DG with logarithmic dependency on the number of classes.
Summary of Contributions and Outline
Our contributions include: (1) Extending the kernel-based approach to DG of Blanchard et al. (2011) from the binary classification setting to multiclass DG; (2) Proving the first known generalization error bound for multiclass DG, which admits a favorable dependency on the number of classes matching the state-of-the-art results in conventional multiclass learning. In particular, the dependency becomes logarithmic for Crammer-Singer loss and multinomial logistic loss. Our generalization error bounds apply to a general learning setting with a Lipschitz loss function and a general p-norm constraint to correlate different classes; (3) a scalable implementation based on random Fourier features and experimental demonstration of the method compared to a pooling approach.
Our analysis follows that of Blanchard et al. (2011) in a global respect, in that we decompose the generalization error into two terms: one due to the sampling of domains and one due to the sampling of training examples from the domains. At a more refined level, however, our analysis differs throughout the proof. In particular, our multiclass extension leverages Lipschitz continuity of multiclass loss functions with respect to the infinity-norm, as well as refined Rademacher complexity analysis, to obtain the aforementioned bound with logarithmic scaling in the number of classes.
In section 2 we describe the kernel-based learning algorithm. Section 3 contains our theoretical analysis, and experimental results appear in section 4.
Kernel-Based Learning Algorithm
The goal of predicting an optimal classifier on the extended feature space can be solved using kernel based algorithms. For a (symmetric positive definite) kernel k, let H k denote its associated reproducing kernel Hilbert space (RKHS) with the associated norm · k . Let k : (P X × X) × (P X × X) → R be a symmetric and positive definite kernel on P X × X, whose construction will be described below. Further letP i X be the empirical distribution for sample S i corresponding to X i j , j = 1, . . . , n i , and let X i j = (P i X , X i j ) be the extended data point. We will find a decision function
as the empirical estimate of the optimal decision function. Define the regularizer r (f) as
Hk . The kernelk can be constructed from three other kernels k x , k x and κ. Let k x and k x be kernels on X. For example, if X is R d , k x and k x could be Gaussian kernels. The so-called kernel mean embedding is the mapping Φ :
Let κ be a kernel-like function on Φ(P X ), such as the Gaussian-like function κ(
) is a kernel on P X (Christmann and Steinwart, 2010) , and we can now define the kernel on the extended feature space via a product kernel
The empirical estimate of Φ can be computed for
The representer theorem applies in a modified form for the optimization problem (3), which means that the final predictor has the form
The algorithm to learn the weights α i j is similar to multiclass extensions of SVMs such as those presented in Lee et al. (2004) applied over the extended feature space.
Generalization Error Analysis
We make the following assumptions to analyze the generalization error. For any kernel k, ϕ k (x) := k(·, x) ∈ H k denotes the canonical feature map. For any p ≥ 1 and R > 0, let
where
A I
The loss function :
and . We also assume
A III The canonical feature map ϕ κ :
Condition A III holds with α = 1 when κ is the Gaussian-like kernel on H k x . Using the stated assumptions we shall now develop generalization error bounds for multiclass DG. For the sake of simplicity, we assume that n i = n to state theoretical results.
Main Results
Under the above assumptions, we can present the main results on generalization error bounds.
Theorem 1 (Estimation error control) Let δ ∈ (0, 1). If conditions A I -A III hold, then for any R > 0, with probability at least 1 − δ
As a direct corollary, we derive generalization bounds for specific learning machines. Note that both the loss (a, ) = max j:j 1 − a + a j + Crammer and Singer (2001) Remark 2 We can argue the tightness of the generalization bound in Theorem 1 as follows. Its dependency on the number of classes is optimal in the sense that it matches the corresponding ones in the standard learning setting with the test domain identical to the training domain. In particular, it enjoys a logarithmic dependency for Lipschitz continuous loss functions with the associated Lipschitz constant independent of c (Corollary 1) and p ≤ 2. Its dependency on other parameters (e.g., N and n) matches the state-of-the-art results for DG in the binary classification setting (Blanchard et al., 2011) .
Remark 3 Although our analysis holds for a general p-norm constraint expressing the correlation among components of decision function, the specific p = 2-norm regularization is always used in practical implementations, e.g., Liblinear.
Sketch of Proof
In this subsection, we sketch the main steps in proving Theorem 1 and omit some details due to the space limit. The complete proof can be found in the appendix. Our basic strategy is to decompose the generalization error into two terms: one due to the sampling of distributions from µ and one due to the sampling of training examples from the sampled distribution. We need to introduce some useful lemmas. The following lemma quantifies the concentration behavior of the empirical average of random variables in Hilbert spaces from their expectation.
Lemma 4 (Hoeffding's Inequality in Hilbert spaces (Steinwart and Christmann, 2008) ) Let (Ω, A, P) be a probability space, H be a separable Hilbert space, and B > 0. Furthermore, let η 1 , ..., η n : Ω → H be independent H -valued random variables satisfying η i ∞ ≤ B ∀i = 1, ..., n. Then, for all δ ∈ (0, 1) with probability at least 1 − δ
Our analysis require to control Rademacher complexities of some function classes composited by a Lipschitz operator over vector-valued function classes. To this aim, we need the following lemma showing how the Rademacher complexity of this composite function class can be bounded in terms of the dimension of the output. Lemma 5 follows from Theorem 5 and Proposition 7 in Lei et al. (2019) .
Definition 1 (Rademacher complexity) Let H be a class of real-valued functions defined over a space Z and S = {z i } n i=1 ∈ Z n . The empirical Rademacher complexity of H w.r.t. S is defined as R S ( H ) = E ϵ i sup h ∈ H 1 n n i=1 ϵ i h(z i ) , where ϵ 1 , . . . , ϵ n are independent Rademacher variables, i.e., they take values in {+1, −1} with equal probabilities.
Lemma 5 ( (Lei et al., 2019) ) Let Z = X × Y be a input-output space pair and S = {z 1 , . . . ,z m } ⊂ Z m . Let H be a RKHS defined on X withk be the associated kernel. Let
Proof [Proof of Theorem 1]
The function f can be split into c components f = (f 1 , . . . , f c ). It follows from the triangle inequality that
We now control these two terms separately.
Control of Term (I).
For the first term, one can use the Lipschitz continuity of to derive that
Then we use the reproducing property of the kernel, the definition and the Hölder continuity of the kernel κ, and Hoeffding's inequality in the Hilbert space H k x (Lemma 4), to show that with probability 1 − δ
where we have used f l k ≤ R for f ∈ F p, R .
Control of Term (II).
We now turn to the term (II) in Eqn. 7. To this aim, we first consider the term (II ) as the one-sided version of term (II ) (i.e., without the absolute value)
Control of Term (IIa). Conditional to P 1 X Y ,...,P N X Y , the random variables (X i j , Y i j ) i j are independent (not identically distributed). Introduce the random variable
It can be checked by the Lipschitz continuity of that sup
Using Rademacher complexity analysis and applying Lemma 5 with m = Nn we obtain
Control of term (IIb). Introduce the random variable
By symmetrization trick in relating the deviation between empirical means from expectations to Rademacher complexities, and an application of Lemma 5 shows that
Combining terms (I), (IIa) and (IIb), we derive the final bound.
Results
We test the proposed algorithm on 4 multiclass datasets and compare it with pooling, where data from all the tasks are pooled together to learn one single classifier. Datasets description are given below and a summary is in Table 1 . Synthetic Dataset: Features for synthetic data are drawn from the unit square. Based on one of the dimensions, the data are labeled from 0 to 10, e.g., if the feature value is between 0 and 0.1, then it is labeled as 1, if it is in between 0.1 and 0.2, then it is labeled as 2, and so on. After that, the feature vectors are rotated clockwise by an angle randomly drawn from 0 to 180 degrees to get data for one task. The process is repeated 100 times to get data for 100 tasks out of which 80 are train tasks and 20 are test tasks. Fig. 1 shows 3 such tasks for θ = 0, 90 and 180 where the supports do not overlap at all, and Fig. 2 Satellite Dataset: The problem is described in the introduction, and we used the dataset presented by Sharma and Cutler (2015) modified for c = 3 spacecraft.
HAR Dataset: This is a human activity recognition using smart-phone dataset from UCI repository (Anguita et al.) . Each of 30 volunteers performed six activities (walking, walking upstairs, walking downstairs, sitting, standing, laying) wearing the smart-phone.
MNIST-MOD Dataset:
We randomly draw 1000 images from MNIST's train dataset. Then we rotate each of this image by randomly drawn angle from 0 to 180 degrees and repeat this 100 times to get data for 100 tasks. Examples for rotated MNIST dataset are shown in Fig. 3 . We use all Gaussian kernels and a novel random Fourier Feature (RFF) approximation, which extends the usual RFF approximation on Euclidean space X, Rahimi and Recht (2008) , to the extended feature space P X × X, to speed up the algorithm. We used Liblinear package for the implementation (Fan et al., 2008) . All hyperparameters were selected using five fold cross-validation and experiments were repeated 10 times. We show results in Table  2 1 .
The proposed method performs the best in three datasets and equally well in the one remaining dataset. The more our method outperforms pooling, the more knowledge can be shared between tasks. In MNIST data, our method perform marginally better than pooling. Note that we only use 1000 images for training and the accuracies can be improved further if one uses the entire MNIST training set. In case of synthetic and satellite dataset, the proposed method is significantly better. This is because similarity between tasks or domains is representative of similarity between predictors. In case of HAR dataset, proposed method doesn't improve pooling method and reason could be that all tasks are very similar to each other and pooling the data may be the best thing to do. 
Conclusion and Future Work
In this work, we extended the kernel-based algorithm for domain generalization of Blanchard et al. (2011) to the multiclass setting and proved the tightest known generalization error bound in terms of number of classes. We implemented the approach, demonstrating its improved performance w.r.t. a pooling strategy. Future work will focus on improved generalization bounds in terms of number of domains and extensions to zero shot learning. In extensions, we are interested in zero shot learning where training tasks have c classes and test tasks have c + 1 classes.
Appendix A. Proof of Theorem 1
Without loss of generality, it is assumed that n i = n. The function f can be split into c components f = (f 1 , . . . , f c ). We are interested in error bounds over
A.1 Control of term I
For the first term, it follows from the Lipschitz continuity of that
Now, let us look at the term | f l ( P i X , X i j ) − f l (P i X , X i j )| for some l ∈ {1, 2, ..., c}. Using the reproducing property of the kernel, we derive
Furthermore, according to the Hölder continuity of the kernel κ, we know
Therefore, there holds
We can bound Φ(P X ) − Φ( P X ) k x using Hoeffding's inequality in the Hilbert space H k x . Indeed, by Lemma 4 with probability at least 1 − δ we have
Combining the above two inequalities together, we derive the following inequality with at least probability 1 − δ for all j = 1, . . . , n i and l = 1, . . . , c
An union bound then implies the following inequality with at least probability 1 −δ uniformly for all i = 1, . . . , N , j = 1, . . . , n i and l = 1, . . . , c
Combining equation A.2 and A.3 together, we derive the following inequality with at least
A.2 Control of term II
We now turn to the term II. To this aim, we first consider the term (II ) as the one sided version of term (II ) i.e.,
which can be bounded by considering the following decomposition
Control of Term (IIa). Conditional to P 1 X Y ,...,P N X Y , the random variables (X i j , Y i j ) i j are independent (not identically distributed). Introduce a random variable
By the Lipschitz continuity of , for any f ∈ F p,R , P X , X , Y , we have
According to Azuma-McDiarmid's inequality McDiarmid (1989) , we derive the following inequality with probability at least 1 − δ that
Next we bound the expectation term using standard Rademacher complexity analysis and then applying the extension to Talagrand's convex concentration inequality (see Bartlett and Mendelson (2002) theorem 7 and lemma 22). Let (ϵ i j ) 1≤i ≤N ,1≤j ≤n i be i.i.d Rademacher random variables.
Recall that n 1 = · · · = n N = n. The expectation of the term in the bracket over ϵ i j is just the empirical Rademacher complexities of the class ( X , Y ) → (f( X ), Y ) : f ∈ F p, R w.r.t. the sample S := (P i X , X i j , Y i j ) , i = 1, . . . , N , j = 1, . . . , n i .. We can apply Lemma 5 with m = N n to show that where we have used 32 √ log 2 ≤ 27.
Control of term (IIb).
Introduce a random variable,
Since (P i X Y ) 1≤i ≤N are i.i.d we can apply Azuma-McDiarmid inequality McDiarmid (1989) to ξ to obtain the following inequality with probability 1 − δ ξ − E[ξ ] ≤ B log(1/δ ) 2N .
According to the standard symmetrization trick in relating the deviation between empirical means from expectations to Rademacher complexities, we also have
where the last step is due to Jensen's inequality. An application of Lemma 5 shows that
Combining the above two inequalities together and using 32 √ log 2 ≤ 27, we derive the following inequality for E[ξ ] The bound for term (II ) can be obtained by replacing δ with δ /2 as in standard Rademacher complexity analysis (Mohri et al., 2012) . Therefore, we obtain the following inequality with probability at least 1 − δ (II ) ≤ 54L RB κ B k c 
