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Abstract
In this paper a rotating two-fluid model for the propagation of internal waves is
introduced. The model can be derived from a rotating-fluid problem by including
gravity effects or from a nonrotating one by adding rotational forces in the dispersion
balance. The physical regime of validation is discussed and mathematical properties
of the new system, concerning well-posedness, conservation laws and existence of
solitary-wave solutions, are analyzed.
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1 Introduction
The purpose of this paper is to introduce and analyze a nonlinear, dispersive
model for the one-way propagation of long internal waves of small amplitude
along the interface of a two-layer system of fluids under gravity, surface tension
and rotational effects. The model can be derived from different points of view;
rotating- and nonrotating-fluid models proposed in the literature, mainly the
Ostrovsky equation, [25,12], and the Benjamin equation, [3,4,5,1], respectively.
The analysis of the new system, exposed in the present paper, is focused
on mathematical aspects concerning well-posedness, conserved quantities and
existence of solitary wave solutions. The main highlights are the following:
• Sufficient conditions on the parameters of the model are given in order to ob-
tain existence and uniqueness of solutions of the associated linear problem.
The result makes use of the theory on oscillatory integrals and regularity of
dispersive equations developed in [14] (see also [15,16,8,19,23]).
• The equation is shown to admit three conserved quantities by decaying to
zero at infinity and smooth enough solutions. A Hamiltonian formulation is
also derived.
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• One of the relevant properties of nonlinear dispersive models for wave prop-
agation is the existence of traveling-wave solutions of solitary type, [6,7] (see
[10,13] and references therein for the case of internal waves). In this sense,
and using the Concentration-Compactness theory, [22], the new model is
proved to admit such solutions, under suitable conditions on the parame-
ters. By using the Petviashvili’s iterative method, [28], to generate approx-
imations to the solitary-wave profiles, several properties of the waves are
analyzed by computational means. They concern the speed-amplitude re-
lation, the asymptotic decay and the comparison with similar structures
presented in classical rotating-fluid models like the Ostrovsky equation.
The paper is structured as follows. In Section 2, the model will be introduced,
from the general problem of propagation of internal waves along the interface
of a two-layer system and under the corresponding physical regime of valida-
tion. Its justification from existing rotating- and nonrotating-fluid models by
incorporating new physical assumptions will be discussed. Section 2 is finished
off with the analysis of linear well-posedness of the corresponding initial-value
problem (IVP) and the derivation of functionals preserved by smooth enough
solutions vanishing suitably at infinity. In particular, a Hamiltonian structure
of the problem comes out from one of these quantities. Section 3 is focused on
the existence of solitary-wave solutions. As a first approach we make a compu-
tational study, with a description of the numerical technique used to generate
approximate solitary-wave profiles and the numerical illustration of some of
their properties. Then a theoretical result of existence of these solutions, un-
der suitable conditions on the parameters of the model, is established. These
conditions for the existence will also help us to compare, by computational
means, the proposed model with classical rotating-fluid models such as the
Ostrovsky equation, with the aim of investigating the influence of the new
physical properties assumed. Conclusions and future lines of research will be
outlined in Section 4.
The following notation will be used throughout the paper. ByHs = Hs(R), s ≥
0 we denote the Sobolev space of order s, with H0 = L2(R) and norm denoted
by || · ||s (with || · || = || · ||0). For 1 ≤ q ≤ ∞, Lq = Lq(R) is the space of
q−integrable functions with norm || · ||Lq . On the other hand, W 1,q(R), q ≥ 2
(resp. W 1,qloc (R)) will stand for the space of functions in L
q (resp. locally in Lq)
with weak derivative in Lq (resp. locally in Lq).
2
2 The mathematical model
2.1 On the derivation
The two-layer interface problem for internal wave propagation, of interest for
the present paper, is idealized in Figure 1. This consists of two inviscid, homo-
Fig. 1. Idealized model of internal wave propagation in a two-layer interface.
ρ2 > ρ1; d2 > d1; ζ(x, t) denotes the downward vertical displacement of the interface
from its level of rest at (x, t).
geneous, incompressible fluids of depths di, i = 1, 2, with d2 > d1 and densities
ρi, i = 1, 2 with ρ2 > ρ1. The upper and lower layers are respectively bounded
above and below by a rigid horizontal plane, while the deviation of the in-
terface from a level of rest, denoted by ζ , is supposed to be a graph over the
bottom.
From this idealized system and in order to limit the physical regime of vali-
dation of the proposed model, some hypotheses are assumed. The first one is
described in terms of the dimensionless parameters as
ǫ :=
a
d1
<< 1, µ :=
(
d1
λ
)2
<< 1,
referred to the upper fluid layer and where a and λ denote, respectively, typical
amplitude and wavelength of a wave, see Figure 2. Thus we are assuming that
the waves considered are long and of small amplitude with respect to the upper
layer. The dispersive and nonlinear effects, governed by the parameters µ and
a
λ
Fig. 2. Amplitude (a) and wavelength (λ) of a wave.
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ǫ respectively, are assumed to be balanced in the form
µ ∼ ǫ2.
Finally, capillary and gravity forces are assumed to be nonnegligible, as well
as a dispersion effect due to the rotations of the fluids. These assumptions are
translated to the following partial differential equation (PDE) for the evolution
of the deviation of the interface
(ζt + αζx + ζζx − βHζxx − δζxxx)x = γζ, (1)
where ζ = ζ(x, t), x ∈ R, t ≥ 0, and α, γ, δ ≥ 0, β 6= 0 are constants. If H
denotes the Hilbert transform on R,
Hf(x) := 1
π
p.v.
∫ ∞
−∞
f(y)
x− y dy, (2)
being one of the nonlocal terms of (1), then the general dispersive effects
(surface tension and gravity) are controlled by the parameters β and δ (which
depend on ǫ, µ, the densities ρi, i = 1, 2 as well as the interfacial surface tension
and the acceleration of gravity, [1]). The dispersion due to the rotation is
governed by the parameter γ while α depends on the densities of the fluids.
(One can always assume α = 0 by using the change of variables x 7→ x−αt, t 7→
t, ζ 7→ ζ .) The nonlinear effects are supposed to be of quadratic type.
The equation (1) includes some well-known limiting cases from which its
derivation can be justified. These can be rotating or nonrotating models. In the
first case, one may start from the Ostrovsky equation, [2,12,10,11,13,25,26,29,30]
(ζt + αζx + ζζx − δζxxx)x = γζ, (3)
and include the hypothesis of a much larger density of the lower fluid, ρ2 >>
ρ1, which implies a relevant gravity effect represented by β and the Hilbert
transform. Alternatively, one may consider the rotation-modified Benjamin-
Ono (RMBO) equation, [12,9,20]
(ζt + αζx + ζζx − βHζxx)x = γζ, (4)
and incorporate nonnegligible surface tension effects through the term associ-
ated to δ. On the other hand, the most natural nonrotating model from which
(1) can be derived may be the Benjamin equation, [3,4,5,1]
ζt + αζx + ζζx − βHζxx − δζxxx = 0, (5)
if we assume (as in the case of the Ostrovsky equation with respect to the
Korteweg-de Vries (KdV) equation, see [12]) that the rotational effects in the
fluids are relevant enough to be included as a second nonlocal dispersive term
4
γ∂−1x ζ , where ∂
−1
x is defined as
∂−1x f(x) =
1
2
(∫ x
−∞
f(z)dz −
∫ ∞
x
f(z)dz
)
,
or equivalently
∂̂−1x f(k) = (ik)
−1f̂(k), k ∈ R\{0}, ∂̂−1x f(0) = 0, (6)
where
f̂(k) :=
∫ ∞
−∞
e−ikxf(x)dx, k ∈ R,
denotes the Fourier transform of f ∈ L2. Note that (6) requires
f̂(0) :=
∫ ∞
−∞
f(x)dx = 0.
Due to the relation with the Benjamin equation (5), equation (1) will be some-
times referred as the rotation-modified Benjamin (RMBenjamin) equation.
We finally observe that, as in the case of other models, [18], an extension of
(1) is obtained by considering general homogeneous nonlinearities f of some
degree p > 1, that is
f(λs) = λpf(s), s, λ 6= 0. (7)
in such a way that (1) can be generalized to
(ut + αux + f(u)x − βHuxx − δuxxx)x = γu, x ∈ R, t > 0. (8)
The main theoretical results below will be established for (8), although the
particular case of (1) (for which f(u) = u2/2 and p = 2)) may be of more
interest.
2.2 Well-posedness
This section concerns the well-posedness of the IVP of the linearized equation
associated to (8)
(ζt + αζx − βHζxx − δζxxx)x = γζ, (9)
ζ(x, 0) = ζ0.
Using the Fourier representation of (2)
Ĥf(k) = −isign(k)f̂(k), k ∈ R,
then the application of the Fourier transform (in x) to (9) leads to
ζ̂(k, t) = e−im(k)tζ̂0(k), k ∈ R (10)
5
where
m(k) =
γ
k
+ αk − βk|k|+ δk3, k 6= 0, m(0) = 0.
The inversion of (10) allows to write formally the solution of (9) in the oper-
ational form
ζ(x, t) = S(t)ζ0(x) =
1
2π
∫ ∞
−∞
ei(kx−m(k)t)ζ̂0(k)dk. (11)
The following lemma will be used to estimate (11).
Lemma 1 For γ, δ > 0, β satisfying β < 0 or 0 < β < 4γ1/4δ3/4 and
φ(k) =
γ
k
− βk|k|+ δk3, k 6= 0, φ(0) = 0, (12)
then |φ′′(k)| ≥ −2β + 8γ1/4δ3/4, k 6= 0.
Proof. Let k0 = (γ/δ)
1/4. One can check that if k < 0 then
φ′′(k) ≥ φ′′(−k0) = −2β + 8γ1/4δ3/4,
while if k > 0 then
φ′′(k) ≤ φ′′(k0) = 2β − 8γ1/4δ3/4.
These two inequalities, under the hypotheses on β, prove the result.✷
Following similar arguments to those of [20,21,32] for the case of the Ostrovsky
(3) and the RMBO equations, (3) and (4) respectively, we have the following
result on well-posedness of (9).
Theorem 2 Under the hypotheses of Lemma 1, let f ∈ L2 and t > 0. Then
||S(t)f ||LqtLpx ≤ C||f ||L2, (13)
for some C > 0 and where q = 4
θ
, p = 2
1−θ
, θ ∈ [0, 1].
Proof. Recall that a change of variable allows to assume α = 0 in (9). Note that
under the hypotheses on β, γ, δ of Lemma 1, the function φ in (12) satisfies
the conditions (2.1a)-(2.1e) described in [14] and applying Theorem 2.1 of this
reference, we have
||Wθ/2(t)f ||Lqt (R,Lp) ≤ C||f ||L2,
for some constant C and where
Ws(t)f(x) :=
∫
−Ω
ei(kx+φ(k)t)|φ′′(k)|s/2f̂(k)dk, s ≥ 0,
with Ω = (−∞, 0) ∪ (0,∞). Now, using Lemma 1, observe that (cf. [20,21])
||S(t)f ||LqtLpx ≤
c0
2π
||Wθ/2(t)f ||Lqt (R,Lp), c0 =
1
−2β + 8γ1/4δ3/4 ,
6
and (13) follows.✷
Note 1 It may be worth emphasizing the particular cases of (13) correspond-
ing to the limiting values θ = 0, 1:
||S(t)f ||L∞t L2x ≤ C||f ||L2, ||S(t)f ||L2tL∞x ≤ C||f ||L2.
2.3 Conserved quantities
A second mathematical property is concerned with the existence of invariant
quantites of (8) for smooth enough solutions. Similar results to those of other
rotating models, like the Ostrovsky equation, or nonrotating fluid models like
the Benjamin equation, can be derived in this case. The proof is straightfor-
ward.
Proposition 3 Assume that ζ is a smooth solution of (8) such that
ζ, ζx, ζxx, ζxxx, ζxxxx → 0,
as x→ ±∞. Then ζ satisfies the zero mass condition
I(ζ) =
∫ ∞
−∞
ζ(x, t)dx = 0, t ≥ 0 (14)
and the time preservation of the momentum and energy
V (ζ)=
∫ ∞
−∞
ζ(x, t)2
2
dx,
E(ζ)=
∫ ∞
−∞
(
α
ζ(x, t)2
2
+ F (ζ(x, t))− β
2
ζ(x, t)Hζx(x, t)
+
δ
2
(ζx(x, t))
2 +
γ
2
((∂−1x ζ)(x, t))
2
)
dx, (15)
where F ′ = f, F (0) = 0. The functional (15) is the Hamiltonian of (8) with
respect to the symplectic structure given by J = −∂/∂x.
3 Solitary wave solutions
A third mathematical property of (8), under study in the present paper, is
concerned with the existence of solitary wave solutions. These are solutions of
permanent form ζ = ϕ(x−cst) that travel with constant speed of propagation
7
cs 6= 0 and decay, along with its derivatives, to zero as X = x − cst → ±∞.
Substituting into (8) and integrating once, the profile ϕ = ϕ(X) must satisfy
(−cs + α)ϕ+ f(ϕ)− βHϕ′ − δϕ′′ − γ∂−2x ϕ = 0, (16)
where ∂−2x ϕ := ∂
−1
x (∂
−1
x ϕ)
3.1 Numerical generation
The numerical approximation to (16) may give us a first approach about the
existence of solitary wave solutions and some of their properties. In this section
this will be illustrated for the case of (1), that is when f(u) = u2/2 in (8). To
this end, a typical strategy consists of considering the profiles as solutions of
the fixed point equation
(cs − α)ϕ+ βHϕ′ + δϕ′′ + γ∂−2x ϕ︸ ︷︷ ︸
Lϕ
=
ϕ2
2︸︷︷︸
N (ϕ)
, (17)
which may be solved iteratively. Among other alternatives presented in the
literature, (see e. g. the review and references in [33]), the numerical resolution
of (17) will be here performed with the Petviahsvili’s method, [28]. This is
formulated as follows. Given an initial profile ϕ[0], the approximation ϕ[ν+1] is
computed from ϕ[ν], ν = 0, 1, . . ., by
m[ν] =
〈Lϕ[ν], ϕ[ν]〉
〈N (ϕ[ν]), ϕ[ν]〉 , (18)
Lϕ[ν+1], ϕ[ν] =
(
m[ν]
)2N (ϕ[ν]), ν = 0, 1, . . . , (19)
where L,N are, respectively, the linear and nonlinear operators defined in
(17) and 〈·, ·, 〉 denotes the Euclidean inner product. The application of the
Petviashvili’s method requires, among other conditions, a nonlinearity N of
homogeneous type. Its degree of homogeneity determines the exponent of m[ν]
in (19). This term is usually called the stabilizing factor and governs the con-
vergence of the iteration, see e. g. [27]. As for the implementation of (18), (19),
the equation (17) is typically discretized on a long enough interval (−L, L) by
a Fourier pseudospectral approximation to the values of the profiles at a uni-
form grid {xj = −L + jh, j = 0, . . . , N} of collocation points, where N ≥ 1
is an integer and h := 2L/N . The vector ϕh = (ϕh,0, . . . , ϕh,N−1)
T where ϕh,j
approximates ϕ(xj), j = 0, . . . , N − 1, satisfies a nonlinear algebraic system
Lhϕh = Nh(ϕh), (20)
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which is obviously an approximation to (17) with approximate operators
Lh,Nh to L,N respectively. The system (20) is typically solved in Fourier
space by using the Fourier symbol of the linear part, in such a way that the
equations for the discrete Fourier coefficients of the approximation ϕh will
have the form
p(k)ϕ̂h(k) = k
2N̂h(ϕh)(k), k = −N/2, . . . , N/2− 1, k 6= 0, ϕ̂h(0) = 0, (21)
where in (21), ϕ̂h(k) is the k-th discrete Fourier coefficient of ϕh, p(k) :=
k2(cs − α) + βk3|k| − δk4 − γ and we choose Nh(ϕh) = 12ϕh.2, with the dot
standing for the Hadamard product (componentwise) of vectors. The require-
ment ϕ̂h(0) = 0 is nothing but the zero mass condition (14). Thus, the Fourier
representation of the discrete version of the Petviashvili’s method (18), (19)
has the following form
m
[ν]
h =
∑
k
p(k)|ϕ̂[ν]h (k)|2
∑
k
k2
2
̂
(ϕ
[ν]
h )
2(k)ϕ̂
[ν]
h (k)
, (22)
̂
ϕ
[ν+1]
h (k)=
(
m
[ν]
h
)2 k2
2p(k)
̂
(ϕ
[ν]
h )
2(k), k 6= 0, ν = 0, 1, . . . , (23)
with ϕ̂
[ν]
h (0) = 0, ν = 0, 1, . . . , and from an initial iteration ϕ
[0]
h .
The purpose of the implementation of (22), (23) is two-fold: having more
certainty about the existence of solitary waves and deriving a computational
way to obtain approximate profiles from which some properties of the waves
and their dynamics can be discussed. Thus, Figure 3 shows some computed
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Fig. 3. Numerical approximation with α = 0, β = γ = δ = 1. Computed solitary
wave profiles.
profiles corresponding to different values of the speed and for α = 0, β =
γ = δ = 1. Two properties are suggested: the amplitude of the waves is a
decreasing function of the speed and the waves have an oscillatory decay, with
the oscillations increasing with the speed.
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Fig. 4. Numerical approximation with α = 0, β = γ = δ = 1. Phase portraits of the
computed solitary wave profiles.
These two properties are confirmed by the following figures. Figure 4 displays
the phase portraits of the profiles computed in Figure 3 and the oscillatory
decay is clearly observed. By fitting the values close to the origin, the results
suggest that the waves decay algebraically, as in the cases of the Benjamin
equation, [1] and the Ostrovsky equation, [9,10].
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Fig. 5. Numerical approximation with α = 0, β = γ = δ = 1. Speed-amplitude
relations.
Figure 5 shows the behaviour of the maximum positive excursion umax and
the minimum negative excursion umin of the profiles as functions of the speed.
This confirms how the amplitude of the waves decreases as the speed is in-
creasing. Additionally, Figure 5 also suggests a limiting value of the speed cs,
far from which the existence of the solitary-wave profiles does not seem to be
guaranteed.
Note 2 in the case β < 0, the method (22), (23) can also compute multi-
pulses. One of these is shown in Figure 6.
These computations motivate to study the existence of solitary wave solutions
of (8) theoretically. This is developed in the following subsection.
3.2 Existence of solitary wave solutions
We consider the space
10
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Fig. 6. Two-pulse for α = 0, β = −1, γ = δ = 1, p = 2, cs = 1.1 and a negative
hyperbolic-secant profile as initial data for the iteration (22), (23).
H =
{
ϕ ∈ H3/2(R)/∂−1x ϕ ∈ L2(R)
}
,
(in [23] this is denoted by X3/2) where ∂
−1
x is given by (6). In H , the norm is
defined as (cf. [23,8])
||ϕ||H = ||ϕ||H3/2 + ||∂−1x ϕ||,
or, equivalently
||ϕ||H = ||∂xϕ||+ ||D1/2x ϕ||+ ||∂−1x ϕ||,
(see (30)), where D1/2x is defined from the corresponding Fourier symbol v(ξ) =
|ξ|1/2, ξ ∈ R.
The purpose in this section is to discuss the existence of solitary-wave solu-
tions of (8) in terms of the parameters α, β, γ and δ. The discussion is based
on the corresponding studies in the literature for the Ostrovsky equation,
[23,18], and generalized versions, [19], as well as the RMBenjamin-Ono equa-
tion, [8]. In all the cases, some results of existence are obtained by applying
the Concentration-Compactness theory, [22].
We define the functionals
11
I(u)=
∫ ∞
−∞
(
−(cs − α)u2 − βuHux + γ(∂−1x u)2 + δu2x
)
dx; (24)
K(u)=−(p+ 1)
∫ ∞
−∞
F (u)dx, (25)
and consider, for λ > 0, the minimization problem
Mλ = inf{I(u) : u ∈ H,K(u) = λ}. (26)
Note 3 Note that if ψ ∈ H achieves the minimum (26) for some λ > 0, then
there is a Lagrange multiplier µ ∈ R such that I(ψ) = µK(ψ). This means
that
−βHψx − (cs − α)ψ − δψxx − γ∂−2x ψ = −µ(p + 1)f(ψ).
If µ′ = (p+ 1)µ then ϕ = (µ′)
1
p−1ψ satisfies (16).
Note 4 Note that if we integrate (7), with respect to λ, between 0 and t we
have
1
s
F (ts) =
tp+1
p+ 1
F ′(s),
which, evaluated at t = 1, implies that
(p+ 1)F (s) = sF ′(s), (27)
and, therefore, F is homogeneous of degree p + 1. Some consequences of this
are:
• The functional K in (25) is homogeneous of degree p + 1. (Note that I in
(24) is homogeneous of degree two.)
• There exists C > 0 such that
|F (u)| ≤ C|u|p+1. (28)
They will be used elsewhere.
Note 5 We denote by G = G(α, β, γ, δ, cs) the set of solutions of (16). From
the homogeneity of I and K, u ∈ G also achieves the minimum
m = m(α, β, γ, δ, cs) = inf{ I(u)
K(u)
2
p+1
; u ∈ H,K(u) > 0},
12
and therefore Mλ = λ
2
p+1m. If we multiply (8) by φ, use (27) and integrate,
we have I(ϕ) = K(ϕ), in such a way that
G =
{
ϕ ∈ H/I(ϕ) = K(ϕ) = m p+1p−1
}
Note 6 Throughout the rest of the paper the following estimates will be used:
||D1/2x u||2 ≤ ǫ2||u||2 +
1
4ǫ2
||∂xu||2, (29)
for any ǫ > 0.
||u||2≤C||∂−1x u||1/2||∂xu||1/2, (30)
||∂−1x u||∞≤C||∂−1x u||1/2||u||1/2,
for some constant C, see e. g. [23].
In order to prove that G is not empty, we need several previous results. The
first one is given in the following lemma.
Lemma 4 Assume that δ, γ > 0 and that one the following conditions holds:
(i) β < 0, cs − α < 0.
(ii) β < 0, 0 < cs − α < c∗ = 2
√
γδ.
(iii) β > 0, cs − α ≤ −β24δ .
(iv) β > 0 with 4δ − β > 0, β3 < γ(4δ − β)2 and 0 < cs − α < z+ where
z+ =
1
2
−β (1 + β
4δ
)
+ (4δ − β)
√√√√γ
δ
+
(
β
4δ
)2 .
Then Mλ > 0 for λ > 0.
Proof.
The proof of Lemma 4 is based on the following estimates of I(u):
• In the case of (i):
I(u)≥ (−β)
∫
|D1/2x u|2dx+ γ
∫
|∂−1x u|2dx+ δ
∫
|∂xu|2dx. (31)
• In the case of (ii):
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I(u)≥ (−β)
∫
|D1/2x u|2dx+ (γ −
(
cs − α
4ǫ2
)
)
∫
|∂−1x u|2dx
+(δ − ǫ2(cs − α))
∫
|∂xu|2dx. (32)
for some ǫ2 ∈
(
cs − α
4γ
,
δ
cs − α
)
.
• In the case of (iii):
I(u)≥ (α− cs − βǫ2))
∫
|u|2dx+ γ
∫
|∂−1x u|2dx
+
(
δ − β
4ǫ2
)∫
|∂xu|2dx, (33)
for some ǫ2 ∈
(
β
4δ
,
α− cs
β
)
.
• In the case of (iv):
I(u)≥ (γ − ǫ2(cs − α+ βǫ2))
∫
|∂−1x u|2dx
+
(
δ − β
4ǫ2
−
(
cs − α + βǫ2
4ǫ2
))∫
|∂xu|2dx, (34)
for some ǫ such that
β + cs − α
4δ − β < ǫ
2 < X+
X+ =
1
2
−(cs − α
β
)
+
√√√√(cs − α
β
)2
+
4γ
β
 .
The proof of (31)-(34) is as follows.
• The proof of (31) is trivial since cs − α < 0.
• For the proof of (32) we write, [23]∫
u2dx = −
∫
(∂−1x u)(∂xu)dx.
Then, for any ǫ2 > 0
−(cs − α)
∫
u2dx≥ (cs − α)
(
−ǫ2
∫
|∂xu|2dx− 1
4ǫ2
∫
|∂−1x u|2dx
)
.
This is applied to I(u), leading to (32). Since 0 < cs − α < 2
√
γδ then
cs − α
4γ
<
δ
cs − α,
14
and choosing ǫ2 ∈
(
cs − α
4γ
,
δ
cs − α
)
ensures that all the terms in the right
hand side of (32) are positive.
• For the proof of (33), we use (29) and similar arguments to those of the
previous proof to choose ǫ2.
• Proof of (34): In this case, the same strategy as above is applied twice. First,
we have
I(u)≥−(cs − α+ βǫ21)
∫
u2dx+
(
δ − β
4ǫ21
) ∫
|∂xu|2dx+ γ
∫
|∂−1x u|2dx
≥ (cs − α + βǫ21)
(
−ǫ22
∫
|∂−1x u|2dx−
1
4ǫ22
∫
|∂xu|2dx
)
+
(
δ − β
4ǫ21
)∫
|∂xu|2dx+ γ
∫
|∂−1x u|2dx
=
(
δ − β
4ǫ21
−
(
cs − α+ βǫ21
4ǫ22
)) ∫
|∂xu|2dx
+
(
γ − ǫ22
(
cs − α + βǫ21
)) ∫
|∂−1x u|2dx.
Now the two coefficients are positive when
γ − ǫ22(cs − α)− βǫ21ǫ22 > 0, (35)
(4δ − β)ǫ21ǫ22 − βǫ22 − (cs − α)ǫ21 > 0. (36)
Note that (36) implies that we need 4δ − β > 0. If we simplify by setting
ǫ21 = ǫ
2
2 = ǫ
2 then the satisfaction of (35), (36) requires to choose ǫ2 within
the range specified in (34).
Once (31)-(34) is proved, we can use (28), (29) and the estimate (14) of [8] to
have
λ = K(u) ≤ C
(
||u||2 + ||∂xu||2 + ||∂−1x u||2
)p+1
2 , (37)
for some constant C. From (37) and (30) we have
λ = K(u) ≤ C
(
||∂xu||2 + ||∂−1x u||2
)p+1
2 , (38)
for some constant C. Now, using (29) and (30) if necessary, we have that in
all the cases (i) to (iv) the right hand side of (38) can be bounded by the right
hand side of the corresponding estimate (31) to (34), in such a way that there
exists C = C(cs, p, α, β, γ, δ, ǫ
2) > 0 such that
λ = K(u) ≤ (I(u)) p+12 ,
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which implies
I(u) ≥
(
λ
C
) 2
p+1
,
for any u ∈ H . Therefore
Mλ ≥
(
λ
C
) 2
p+1
> 0.
✷
Two additional properties will be used to prove the existence result:
• From (30) (see also formula (17) in [8], along with (29) of the present paper)
we obtain the coercivity of I(u), which is then equivalent to ||u||2H in all the
cases (i) to (iv).
• Mλ is strictly subadditive in the sense that
Mλ ≤Mλ1 +Mλ−λ1 ,
for any λ1 ∈ (0, λ). Actually (see Note 5), as in [8] (see also [23] for the case
f(u) = u2/2) we have
Mλ = λ
2
p+1M1, (39)
for all λ > 0.
The main result of existence is the following.
Theorem 5 Under any of the conditions (i) to (iv) of Lemma 4, let λ > 0
and {un}n be a minimizing sequence in H for λ. Then there exist subsequences
{un}n in H, {yn}n in R and u ∈ H such that un(· + yn) → u strongly in H.
Furthermore, the function u achieves the minimum I(u) = Mλ subject to
K(u) = λ.
Note 7 The proof is similar to that of other references, see in particular
[8,17,23].
Proof. From coercivity of I, the sequence {un} is bounded in H and therefore
if we consider the L1 sequence
ρn = |D1/2x un|2 + |∂−1x un|2 + |∂xun|2.
then ρn is bounded in L
1. Thus, there is a subsequence {ρn} with
16
L = lim
n→∞
||ρn||L1,
and normalizing (by taking ρ˜n(x) = Lρn (||ρn||L1x)) we may assume ||ρn||L1 =
L for all n.
If we apply the Concentration-Compactness Lemma, [22], to ρn we have three
possibilities:
(a) Compactness: there exist yk ∈ R such that for any ǫ > 0 there is R(ǫ) > 0
such that for all k∫
|x−yk|≤R(ǫ)
ρkdx ≥
∫ ∞
−∞
ρkdx− ǫ = L− ǫ.
(b) Vanishing: For every R > 0
lim
k→∞
sup
y∈R
∫
|x−y|≤R
ρkdx = 0.
(c) Dichotomy: there exists l ∈ (0, L) such that for all ǫ > 0 there are R,Rk →
∞, yk ∈ R and k0 satisfying∣∣∣∣∣
∫
|x−yk|≤R
ρkdx− l
∣∣∣∣∣ < ǫ,
∣∣∣∣∣
∫
R<|x−yk|≤Rk
ρkdx
∣∣∣∣∣ < ǫ,
for k > k0.
The next step is ruling out possibilities (b) and (c). Here the arguments are
similar to those of, for example, [17]. Assume that (b) holds. Using (37) and
the homogeneity of F , we have
∫
|x−y|≤1
F (un)dx ≤ C
∫
|x−y|≤1
|un|p+1dx ≤ C
(∫
|x−y|≤1
ρndx
) p+1
2
,
for all y ∈ R and some constant C. By (b) one can choose n(ǫ) so large that
∫
|x−y|≤1
F (un)dx ≤ Cǫ
p−1
2
∫
|x−y|≤1
ρndx,
for n ≥ n(ǫ). Summing over intervals centered at even integers y = 2k we have
K(un) ≤ Cǫ
p−1
2 , n ≥ n(ǫ),
that is K(un) → 0 as n→ ∞, which is in contradiction with the assumption
that un is a minimizing sequence.
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Assume now that (c) holds. Define cutoff functions ξ1, ξ2 with support on |x| ≤
2 and |x| ≥ 1/2 respectively and with ξ1(x) = 1, |x| ≤ 1, ξ2(x) = 1, |x| ≥ 1.
Let us consider
uk,1(x) = ξ1 (|x− yk|/R)uk(x),
uk,2(x) = ξ2 (|x− yk|/Rk)uk(x).
Then uk,j, j = 1, 2 satisfy, for k ≥ k0
I(uk) = I(uk,1) + I(uk,2) +O(ǫ),
K(uk) =K(uk,1) +K(uk,2) +O(ǫ).
Since uk is bounded in H , then uk,1, uk,2 are bounded in H independently of ǫ.
Therefore K(uk,1), K(uk,2) are bounded and then there are subsequences such
that
λi(ǫ) = lim
k→∞
K(uk,i), i = 1, 2,
where λi(ǫ), i = 1, 2 are bounded independently of ǫ. So there is a sequence
ǫj → 0 such that λi(ǫj)→ λi for some λi with λ1+λ2 = λ. This leads to three
possibilities:
(1) λ1 ∈ (0, λ). Then, by (39)
I(uk) = I(uk,1) + I(uk,2) +O(ǫj) ≥MK(uk,1) +MK(uk,2) +O(ǫj)
=
(
K(uk,1)
2
p+1 +K(uk,2)
2
p+1
)
M1 +O(ǫj)
Taking k →∞, using that uk is a minimizing sequence and (39), we have
λ
2
p+1M1 = Mλ ≥
(
(λ1(ǫj))
2
p+1 + (λ2(ǫj))
2
p+1
)
M1 +O(ǫj).
And, finally, if j →∞ then
M1 ≥
(λ1
λ
) 2
p+1
+
(
λ2
λ
) 2
p+1
M1 > M1,
which is a contradiction.
(2) λ1 = 0 (the same applies to λ2 when λ1 = λ). From coercivity of I,
the definition of uk,1 and the hypothesis of dichotomy, we have, for some
constant C
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I(uk,1)≥C
∫ ∞
−∞
(
|D1/2x uk,1|2 + |∂xuk,1|2 + |∂−1x uk,1|2
)
dx
=C
∫
|x−yk|≤2R
(
|D1/2x uk|2 + |∂xuk|2 + |∂−1x uk|2
)
dx
=C(l +O(ǫj)).
Then
I(uk) ≥ C(l +O(ǫj)) +K(uk,2)
2
p+1M1 +O(ǫj).
As above, if k →∞ and then j →∞, we have
M1 ≥ C
(
l
λ
2
p+1
)
+
(
λ2
λ
) 2
p+1
M1 > M1.
(3) λ1 > λ (the same applies to λ2 if λ1 < 0). Then, using the positivity of I
in all the cases (i) to (iv), we estimate
I(uk) ≥ I(uk,1) +O(ǫj) ≥ K(uk,1)
2
p+1M1 +O(ǫj).
And, again, if k, j →∞, then
M1 ≥
(
λ1
λ
) 2
p+1
M1 > M1.
So (c) is also ruled out and therefore compactness (a) holds. Now we prove
that (a) implies the existence of a minimizer. (Again the arguments are similar
to, e. g. [8,17].) Since uk is bounded in H , there is a subsequence uj and u ∈ H
such that ϕj = uj(·+yj) converges weakly to u inH . Note also that, by Sobolev
embedding, un is bounded inW
1,q(R) for all q > 2, so the convergence is strong
in W 1,p+1loc (R), p > 1. Furthermore, by weak lower semicontinuity of I in H , we
have
I(u) ≤ lim
j→∞
I(ϕj) = Mλ. (40)
Now we prove that ϕj converges strongly to u in L
p+1. We take σj = |ϕj|p+1.
From (39) and compactness (a) of the ρk, σj also satisfies (a). We take ǫ > 0
and R0 > 0 so large that
∫
|x|≥R0
|u|p+1dx < ǫ.
By compactness of σj , there is j1(ǫ) and R(ǫ) > R0 such that for j > j1(ǫ)
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∫
|x|≥R(ǫ)
σjdx < ǫ, (41)∫
|x|≥R(ǫ)
|u|p+1dx ≤
∫
|x|≥R0
|u|p+1dx < ǫ. (42)
Therefore, if Bǫ = B(0, R(ǫ)), by (41), (42)
∫
R\Bǫ
|ϕj − u|p+1dx < 2p+1ǫ,
for j > j1(ǫ). On the other hand, the strong convergence in W
1,p+1
loc (R) implies
the existence of j2(ǫ) such that
∫
Bǫ
|ϕj − u|p+1dx < ǫ,
for j > j2(ǫ). Finally, if j > max{j1, j2} then
∫
R
|ϕj − u|p+1dx ≤
∫
Bǫ
|ϕj − u|p+1dx+
∫
R\Bǫ
|ϕj − u|p+1dx ≤ (1 + 2p+1)ǫ,
which implies that ϕj converges strongly to u in L
p+1. Note that since K is
locally Lipschitz on Lp+1, [17], the strong convergence implies
K(u) = lim
j→∞
K(ϕj) = λ.
Therefore I(u) ≥ Mλ which, along with (40), implies I(u) = Mλ, and u is a
minimizer of I subject to K(·) = λ. Finally, since I is equivalent to || · ||2H ,
ϕj converges weakly to u in H and I(ϕj) → I(u) = Mλ, then ϕj converges
strongly to u in H .✷
Note 8 We observe that the conditions in Lemma 4 (or in Theorem 5) seem
to be in agreement with those of the limiting case β = 0 (Ostrovsky equation)
for the existence of solitary waves. More specifically, let us assume α = 0. If
β → 0−, then condition (i) in Lemma 4 implies cs < c∗ = 2
√
γδ, while if
β → 0+ then z+ → c∗ and condition (iv) also reads cs < c∗. This coincides
with Theorem 2.1 of [18] for the generalized Ostrovsky equation.
Note 9 A second observation is that the conditions in Lemma 4 seem to be
also in agreement with the arguments exposed n [9,24] to justify the possibility
of soliton solutions in the Ostrovsky equation, with α, γ, δ > 0. Linearizing (8)
and seeking for plane wave solutions, the corresponding dispersion relation for
waves of small amplitude is
ω/k = α +
γ
k2
+ δk2 − β|k|. (43)
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Fig. 7. ω(k)/k vs k. Case β < 0.
The phase velocity (43) is displayed in Figure 7 for β < 0. in this case, linear
perturbations can only exist within a semibounded range of phase velocities,
giving the chance of having solitary waves which are not in resonance with
linear perturbations and are not subject to radiative decay.
This relation, for β > 0, is depicted in Figure 8, depending on the sign of
A = 4δ − β > 0 and B = β3 − γ(4δ − β)2. According to the arguments in
[9], solitary waves are only possible when A > 0, B < 0 see solid lines in
Figure 8(b) and (d).
3.3 Comparisons with the Ostrovsky equation
The purpose of this section is to compare, by computational means and
through the corresponding solitary waves, the equation (1) with the Ostro-
vsky equation, the classical model for internal waves in rotating fluids, which
is the limiting case of (1) by taking β = 0.
A first observation in this sense is concerned with the behaviour of the ampli-
tude of the solitary waves of (1) as function of β, illustrated in Figure 9. Note
that the maximum positive excursion of the profiles umax is decreasing and
the minimum negative excursion umin is increasing as β grows. For fixed val-
ues of the rest of the parameters, the solitary wave solutions of the Ostrovsky
equation (β = 0) gives then the maximum amplitude.
We also consder the behaviour of the limiting value of the speed to ensure the
existence of solitary waves as function of β > 0, predicted by Lemma 4 and
displayed in Figure 10. This shows that the maximum speed is a decreasing
function of β and then the maximum range of speeds to have solitary waves
is given when β = 0, that is, in the case of the Ostrovsky equation.
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Fig. 8. ω(k)/k vs k for β > 0. (a) Solid line: A > 0, B > 0
(α = γ = 1/2, β = 2, δ = 1); dashed line: A < 0, B > 0
(α = γ = 1/2, β = 2, δ = 1/4); (b) Solid line: A > 0, B < 0
(α = γ = 1/2, β = δ = 1); dashed line: A < 0, B < 0
(α = 1/2, γ = 5, β = 1, δ = 1/8); (c) Magnification of (a); (d) Magnification of
(b)
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Fig. 9. Amplitude vs β.
These two observations can explain the comparisons between the solitary
waves of (1) and of the Ostrovsky equation shown in Figures 11 and 12.
Figure 11 depicts the profiles corresponding to each equation for two values
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Fig. 11. RMBenjamin vs Ostrovsky equations. Computed solitary wave profiles with
(a) cs = 0.1, (b) cs = 0.9.
of the speed. According to this and the previous figures, note that the pres-
ence of the nonlocal term in (1) with β > 0 accelerates the formation of the
oscillations in the profiles.
This is confirmed when we compare the behaviour of the maximum (umax) and
minimum (umin) values of the waves as functions of the speed. Observe that in
the case of the minimum, the value of the profile associated to the Ostrovsky
equation is like a lower bound, while for the maximum, the corresponding
value for the Ostrovsky equation is always above.
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4 Conclusions
The present paper introduces a nonlinear dispersive nonlocal model for the
propagation of internal waves in a two-layer system and under the presence
of gravity, surface tension and rotational forces. The model can be derived
from the inclusion of gravity effects in the rotating fluid model given by the
Ostrovsky equation or by incorporating a dispersive, rotational component in
the nonrotating model of the Benjamin equation. The proposed system can
also be generalized by including nonlinear terms from quadratic to any of
homogeneous type with degree of homogeneity greater than two.
Three mathematical aspects of the model and its generalizations are ana-
lyzed. The first one is concerned with linear well-posedness and here sufficient
conditions for existence and uniqueness of solution of the corresponsing IVP
of the linear problem are established by using the theory developed in [14]
and in terms of the parameters (with the corresponding physical meaning)
of the equation. The second result is the derivation of three conservations
laws and the Hamiltonian formulation, in accordance with its limiting cases
of the Benjamin and Ostrovsky equations. Finally, the existence of solitary
wave solutions is discussed, computationally and analytically. The generation
of approximate solitary-wave profiles, described and developed in the present
paper, gives a first indication of existence of solitary waves, suggests some
of their properties (such as the amplitude-speed relation and the oscillatory
decay) and allows to make comparisons between the proposed model and the
classical rotating-fluid model given by the Ostrovsky equation. On the other
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hand, a theoretical result of existence, in terms of the parameters of the equa-
tion, is derived by using the Concentration-Compactness theory, [22], as in
related rotating and nonrotating models.
Some open questions for a future research can be finally mentioned:
• The first one is to make progress in the study of linear and nonlinear well-
posedness, as well as in the proof of regularity and asymptotic decay of the
solitary wave solutions, suggested by the numerical experiments.
• Another research line is in the study of the stability of the solitary waves,
both orbital and asymptotic, either theoretically or computationally. In this
last point, the use of efficient numerical integrators, in order to have accurate
long term simulations, is required.
• A third open question is the analysis of the influence of the rotational effects
from nonrotating-fluid models in more detail; in particular, it would be
worth studying the weak rotation limit to the Benjamin equation, in a sort
of comparison witrh the analogous property between the Ostrovsky equation
and its weak rotation limit model, the KdV equation, [19,23,31].
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