ABSTRACT Computational imaging based on projected patterns is an alternative technique to conventional imaging and removes the need for arrayed detectors. Over the last decade, compressive sensing (CS) has emerged as a potential way to perform computational imaging and has found applications in various fields. One approach with which to realize CS is the single-pixel camera (SPC), which makes it possible to acquire an object scene using a small number of coded measurements with a low-cost single-pixel sensor. A computational reconstruction algorithm is then used to recover the image from the linear measurements, which are far fewer than the number of pixels being reconstructed. Unfortunately, the noise suppression of an SPC imposes a challenging issue for reconstructing high-quality images. Nonetheless, realizing multispectral imaging with an SPC is attractive. In this paper, we present a fiber signal collection SPC that achieves highsignal-to-noise visible light imaging and multispectral imaging. We use a fiber to collect and transport the light through an ideal transmission path to replace the lens collection scheme. We develop a proof-of-concept prototype using fiber collection and analyze the system performance on object reflectivity, active area of the detector, and system noises. The fiber-based prototype system provides noticeable improvements in image quality (correlation coefficient) and the ability of multispectral (RGB) imaging compared with a conventional SPC. Our simplified approach to multispectral imaging can be readily extended to other wavebands.
I. INTRODUCTION
Compressive sensing (CS) [1] , [2] is a mathematical framework that defines how to recover original signals accurately or approximately from only a small portion of its linear projections. The key principle of CS is to make full use of the sparse or compressible [3] nature of the original data to reduce the size of sampled, transmitted, and stored data. Since its invention, CS has attracted tremendous research interest from related areas, such as compressive sampling [4] , radar imaging [5] , spectrum sensing [6] , indoor positioning [7] , and sensor networks [8] . Compressive imaging (CI) is a subset of computational photography [9] in which a scene is captured via a series of optical, transform-based modulations before being recorded at the detector. In contrast to transform imaging sensor arrays, compressive sensors take advantage of the inherent sparsity [2] , [3] in the image and can be used together with specific algorithms [10] , [11] to reconstruct a high-resolution image with reduced total measurements. In this regard, CI is the optical embodiment of CS [4] , which enables one to record and process images, videos, and other visual signals compressively. As such, a singlepixel camera (SPC) [12] , which is one of the representative implementations of CI, has demonstrated its viability in scenarios with low storage and power costs. Meanwhile, SPC can provide more detailed and visible images with respect to a conventional camera in challenging situations.
Examples of SPCs have been found in different spectrums; for example, an infrared SPC was introduced by Radwell et al. [13] and applied to produce images simultaneously in the near-infrared. As an extension to the long-wavelength spectrum portion, compressive imaging of terahertz waves with metamaterial spatial light modulators was proposed for security screening, skin cancer detection, and bio-detection [14] , [15] . Moreover, single-pixel imaging has also been applied in some challenging situations, such as remote sensing and object tracking [13] , [15] . Basically, such computational imaging systems [16] using singlepixel detectors can substitute traditional charge-coupleddevice (CCD) array sensors. Welsh et al. [17] leveraged the RGB independent channels to collect the object scene information and obtain synthesized color images. Despite the two-dimensional (2D) imaging, the results in [18] showed that 3D single-pixel video can also be achieved by using four independent single-pixel detectors. Furthermore, one stateof-the-art approach was demonstrated for video acquisition and recovery, where a particular matrix was designed to improve the quality of the reconstructed videos and optical flow was used to estimate the moving direction and decrease the motion blur [19] . In [20] , the Poisson noise model was used to analyze the performance bounds of SPC and obtain a quantitative description. Yet, to the best of our knowledge, there have been no systematic works on analyzing dominant factors that may affect imaging capability and the ways to improve the system's ability and robustness.
In this paper, we demonstrate a novel approach to achieve SPC with high SNR recovery. Our SPC utilizes fiber collection, which is an efficient transmission scheme to guide the light into the detector. A conventional single-pixel system allows a single detector to be used directly as the signal collecting device by using a spatial light modulator (SLM) to provide modulation of light from the object. Here, we replace the lenses in the reflected light path with a multimodal fiber to collect the linearly projected information from the SLM modulation. In addition, we carried out detailed examinations on the system noise, object reflectivity, and active area of the detector, and discussed how those factors influence SPC performance. We note that a variety of alternative compressed sensing algorithms [10] , [11] have been developed in recent years to reconstruct the original scene with improved details. In this paper, we employ one of these fast and efficient algorithms, known as total variation minimization by augmented Lagrangian and alternating direction algorithms (TVAL3) [10] , and demonstrate continuous highquality and real-time 2D images. The preliminary results are of 32 × 32 and 64 × 64 pixels and several different spectrums, but are extendable to higher spatial resolution (e.g., 128 × 128) and hyperspectral imaging.
The remainder of this paper is organized as follows. In Section II, we briefly introduce the CS theory and compressive imaging. In Section III, we describe the experimental setup and analyze several factors that affect the imaging. In Section IV, the SPC imaging results are discussed in detail, and conclusions are presented in Section V.
II. COMPRESSIVE IMAGING
Here, we introduce the basics of CS theory and the associated single-pixel imaging architectures.
A. COMPRESSIVE SENSING
For discrete time signals, the Shannon-Nyquist theorem has a very simple interpretation: the number of data samples must be at least as large as the dimensionality of the signal being sampled and recovered. However, in an increasing number of applications, the Shannon-Nyquist sampling theorem dictates an unnecessary and often prohibitively high sampling rate. Compressive sensing is a powerful sensing paradigm that seeks to alleviate the daunting sampling rate requirements imposed by the Shannon-Nyquist principle. CS exploits the inherent structure (or redundancy) within the acquired signal to enable sampling and reconstruction at sub-Nyquist rates [12] . Furthermore, using CS, one can directly measure the main information of the original signal and recover it through convex optimization.
In Fig. 1 we show that the CS theory mainly includes three ingredients: sparse representation, incoherent projection and signal recovery. 
1) SPARSE REPRESENTATIONS
Considering a real-valued original signal vector x of any dimension indexed as x(n), n ∈ {1, 2, . . . , N }. For 2D images, we simply reshape it to a 1D vector of N pixels. We assume that the basis
where x is the combination of K vectors chosen from , and α(n) is the weight of the basis. Furthermore, we can rewrite the equation as
There are many bases in signal sparse representations widely used for representation and compression of natural images and other data, including wavelets, the discrete cosine transform (DCT), or other transform bases.
2) INCOHERENT PROJECTIONS
As an alternative, CS acquires the information of signal directly using the measurement matrix . The measuring process can be represented by y(m) = x, φ T m , i.e., the result VOLUME 6, 2018 y(m) is the inner product of x and the mth row vector of the measurement matrix . We can write this in matrix notation as
where y is an M × 1 column vector, and the measurement matrix M ×N consists of a basis vector φ m in each row. Because M N , the recovery becomes an ill-posed problem in general. Therefore, the measurement matrix must meet a certain condition, namely the restricted isometry property (RIP) [1] . Significantly, this incoherence holds with high probability between an arbitrary fixed basis and a randomly generated one (such as Gaussian or Bernoulli ±1 vectors) [2] .
3) SIGNAL RECOVERY
Estimating the signal x from the compressive measurements y is an ill-posed problem since the system of equations is under-determined. Fortunately, α, the expression of the original signal under a certain basis, is sparse enough, and the solution of the under-determined system of equations can be achieved by solving the combinatorial optimization problem as
Here, we use · p to represent the l p norm. A fundamental result from CS theory states that a robust estimate of the vector x can be obtained from M = O(Klog(N /K )) measurements if the signal x admits a K -sparse representation and the sensing matrix A satisfies the RIP [3] , and the l 0 -norm optimization problem in Eq. (4) is equivalent to an l 1 -norm optimization problem, which has the same unique solution in the following equation:
This means that if A satisfies the RIP, the sparse signal α can be solved from the compressed signal y and the estimated value of original signal can be obtained by the following
In summary, signals with sparse transform-domain coefficients or sparse gradients can be estimated stably from the low-rate measurement y by solving a convex problem.
B. SINGLE PIXEL IMAGING
The last decade has seen rapid advancements in computational imaging, especially in the context of high-dimensional acquisition in resource-constrained situations [21] . Singlepixel systems can perform image sensing tasks with far lower costs in process, transmission, and data storage than the widely used CCD array cameras. Figure 2 shows that a conventional SPC uses a lens to form measurement modes that effectively map all parts of an object to a detector plane. Each mode contributes highly specific and localized information, and all modes can be captured simultaneously with a signal detector. Within single-pixel schemes, many types of matrices can be used to modulate the object scene, and measurements are captured sequentially. In the example shown in Fig. 2(b) , a random mask and two lenses are used to project incoherent modes that sample the entire scene. A simple SPC system consists of a SLM and a single detector that obtains the sequence of compressive measurements of the scene:
where e i represents the environment noise and φ i , x i refers to the scene projection. We assume that the 2D scene consists of n × n spatial pixels and can be vectorized as a vector x i of dimension N = n 2 . We also use the notation y 1:M to represent the measurement vectors:
If we further assume that the scene is static (as it is when we sense the scene), then x 1 = x 2 = · · · = x M and we obtain the imaging model in Eq. (8), where e represents unavoidable noises [22] . In this paper, we focus on Eq. (8) and realize it in hardware. In addition, we analyze the system factors and carry out several experiments. Figure 3 shows our SPC setup. The system resembles a conventional camera, but the object is imaged over an array of micromirrors as opposed to the traditional CCD array sensors. The object is illuminated by a broadband light source lamp (Maisiwei XD1702-140) and the object scene is mapped onto the digital mirror device (DMD) (X-digit XD-ED01N, 1024 × 768).
III. EXPERIMENTAL SETUP AND SYSTEM ANALYSIS A. EXPERIMENTAL SETUP
The DMD consists of a micromirror array, which is independently and electronically controlled to rotate around a certain hinge. The angular position of each individual micromirror admits two possible states, the +12 • and −12 • directions, referred to as ON and OFF states, respectively. In such a way, the light will be reflected to different oblique directions with respect to the DMD surface. A sequence of FIGURE 3. Fiber collection single-pixel camera. The object illuminated with incoherent light is imaged onto the surface of the DMD via a lens. Light reflected in vertical directions by the DMD is gathered by collecting lens and focused onto the entrance of optical fiber, which is connected to the detector through a SMA connector. WLS, white-light source; OBJ, object; CL, collecting lens; DMD, digital micromirror device; PD, photodetector; ADC, analog-to-digital converter; PC, computer. different patterns is coded into the DMD and the information is stored after the modulated light strikes the single detector. In the reflective direction, light is collected by a collecting lens (Thorlabs F810SMA-635) and focused into an optical fiber (Wyoptics UV600-1.0) that is connected to the single detector through a sub-miniature-a (SMA) interface. The fiber is an ideal transmission path between the lens and single detector, so it can substantially reduce the noise interference. The output of the single detector (Thorlabs APD120A/M) corresponds to the modulation scene information [e.g., y 1:M in Eq. (7)], and we can digitize the signal in the analog domain using the digital acquisition system (National Instruments USB-6221). To analyze the imaging effect with a different sensing matrix, we use an upper monitor to control the mask and display. Custom software written in LabVIEW is used to control the digitization process of the analog-to-digital converter (ADC).
The application interface is written as an application programming interface (API) function, which provides a convenient interface between the control software and the DMD. Patterns are first loaded from the control software to the RAM of the DMD main board in sequence. The display time can also be adjusted manually in the control software, which was set at 10 Hz in this experiment. In addition, another important feature of the DMD is that it provides synchronization trigger signals in reference to its display. Once a pattern is displayed, there is a trigger signal released from the DMD control circuit to the data-acquisition (DAQ) input that triggers a series of data acquisitions. Concerning the measurement patterns, various matrices can be employed in the DMD, such as the raster-scan technique [12] , a random matrix, and other structured matrices [22] . Hadamard matrices provide a convenient codification framework because binary non-negative elements can be displayed onto the DMD easily and have a lower computational complexity than other matrices [12] . To improve the sampling efficiency [18] , an orthogonal series of 2D binary patterns derived from a Walsh-Hadamard matrix are preloaded to onboard RAM on the DMD in our experiment. For a Hadamard matrix of order 4 k (k > 0), each row is reshaped into an array with 2 k × 2 k resolution and up-scaled to fill the full height (768 pixels) of the DMD.
We initially sample the scene at a resolution of 32 × 32, which requires 1024 reshaped Walsh-Hadamard patterns to be displayed and the corresponding intensities measured by the fiber-assisted single detector. Each pattern consists of the factors +1 and −1; +1 means the pixel turning ON and −1 means it turning OFF. As a result, the measurement matrix is mapped to the DMD and the non-adaptive linear measuring of the object scene is achieved. Figure 4 shows the actual setup, and there are many different factors that affect imaging quality. We have examined the effects of the object's light reflectivity, active area of the detector, and system noises. 
B. SYSTEM ANALYSIS

1) SPECIFICS OF THE DMD
The DMD is the most important part in entire system because it assists the entire mapping of CS theory to hardware. It is important to properly understand the direction of the incident light and the reflected light of the DMD. It can be seen from Fig. 5 that the micromirror has two different states after the matrix is downloaded into the control board and that the corresponding incident light will be reflected in different directions. The DMD micromirror flip angle is 12 • . In order to achieve efficient acquisition of image information from direction 1, we set the angle between our incident light and the DMD normal to 24 • . Meanwhile, there is other complementary reflection modulation information in direction 2, which is 48 • with respect to the normal direction. Theoretically, we can use the reflection information in direction 2 to VOLUME 6, 2018 construct a complementary object scene. At the same time, it is also important that our micromirrors rotate around the diagonal angles of their pixel squares, as shown in Fig. 5 . Therefore, we need to rotate the DMD chip 45 • to set the DMD system to work in an ideal state.
2) REFLECTIVITY OF OBJECT
In the process of imaging, we found that the signal amplitude is strongly related to object reflectivity, as expected. To explore how the reflectivity of the target influences the imaging characteristics of the system, we compared different object materials and analyzed the results. Figure 6 shows that when the target object is made of aluminum material, the signal amplitude is much higher than that from a paper object for the same SPC setup. The main reason, of course, is that the reflectivity of aluminum is much larger than that of ordinary paper. In this experiment, we use a square-shaped object to explore the actual imaging effects. In Fig. 7 , two different material objects are tested to verify that higher reflectivity will obtain better imaging quality. It is seen that the first-row results have poorer quality in terms of visual and noise suppression, as compared to those in the second row. Therefore, higher reflectivity implies a higher SNR of the measurements in this particular case.
3) ACTIVE AREA OF DETECTOR
As shown in Fig. 8 , the effective photographic area of our photodetector is a 1-mm-diam circle. When relevant light enters that region, it can stimulate the photodiode of the sensor to produce a photoelectric effect. In the traditional SPC system, lenses are used to collect the modulated scene information and converge the light into the detector's photosensitive area to obtain the measurement values. In the process of adjustment, we must achieve a good collimation to ensure efficient collection of signals. In Fig. 8 , H represents the object image and its relative position on the detector area. It is seen that there are many inappropriate positions of the object. We need to constantly adjust the object position until the image is entirely captured in the effective area. However, it is quite difficult to obtain the right position. Meanwhile, if the spot size is larger than the active area, it will cause a capacitor effect around the photodiode. In our system, we use a fiber to replace the lenses as the collecting component. This ensures that the DMD-reflected light is effectively and completely collected into the photosensitive area of the detector. In addition, using fiber collection greatly simplifies the complexity of system and achieves better noise suppression.
4) SYSTEM NOISE
The purpose of signal processing is to remove external noise and recover the original signal as completely as possible. In the process of SPC imaging, both the ambient noise and the system noise would influence the image quality and the imaging efficiency. In order to quantify the magnitude of the noise, we ran two sets of comparative tests as shown in Fig. 9 . We recorded the noise values for collection using the lens and using the fiber. It is seen that the lens-collection noise is about 8 mv which is much higher than that found using the fiber-collection scheme. As a matter of fact, the main source of noise contains two parts: imaging environment noise and system noise. We utilize physical isolation to suppress the environment noise and fiber collection to decrease the system noise. Since both the optical fiber and the collimating systems have low numerical aperture (NA), light coming from other directions and the ambient noise is dramatically reduced before entering the photodetector.
Even though this is a good feature and improves the image quality, it is not possible to reduce the NA of the system arbitrarily. A smaller NA decreases the field of view of the system and the total light sensed by the detector. Therefore, we choose a fiber of diameter 600 µm to match the detector's active diameter (1 mm) and achieve the maximum acquisition efficiency. The specific image recovery is discussed in detail in the following section.
IV. RESULTS AND DISCUSSION
First, we verify the advantages of the improved experimental system (fiber collection) compared with the traditional single-pixel imaging system (lens collection). On one hand, we employ the experimental device in Fig. 3 to show the imaging recovery results with a resolution of 32 × 32 pixels, and the compression ratio ranges from 0.3 to 0.8. On the other hand, we utilize the traditional experimental setup to repeat the same operation. The results are shown in Fig. 10 . The images of different compression ratios are reconstructed under the two different collection schemes. It is obvious that fiber-collection system obtains images with more uniformity and higher SNR. The reason for this is that the modulation of light propagation from the fiber experiences much less dispersion and intensity attenuation. Furthermore, the stability and robustness of the SPC system are also improved under different imaging environments.
To compare image quality, we use the correlation coefficient of the sub-sampled images with a reference image. This coefficient ranges from zero to one, depending on the resemblance of both images. The reference image is acquired under the Nyquist-Shannon criterion. The correlation coefficient is calculated using the following equation:
where A and B are the image matrices of dimension 32 × 32. A, B represent the mean of the elements in A and B. In Fig. 11 , we can see that for the same compression ratio, the fibercollection approach provides higher fidelity. In order to achieve the same quality, the conventional approach requires more acquisition operations. We then show the images obtained by the fiber-collection SPC system for a target with an interwound shape in Fig. 12 . Under the same illumination conditions (resolution and light power), it can be seen that even though the object shapes become more complex, the hook-type picture can still be clearly identified. In addition, we can distinguish the contour with approximately 30% (a CS ratio of 0.3) of all the collected data, and the SNR is not worse than the restoration effect of that in Fig. 10 under the same conditions.
To illustrate multi-spectral imaging, we use our SPC to capture a test board that consists of three different colors of paint. We find that different color paint only response to the specific wavelength in Fig. 13 . The results in Fig. 13(g) demonstrate that a colorful scene can be obtained by RGB channels and confirms the feasibility of multi-spectral imaging based on our system architecture. Furthermore, our SPC provides a flexible tradeoff between spatial and temporal resolutions of the reconstructed signals. As we increase the number of measurements used for reconstruction, the spatial quality improves, but the cost in imaging time also increases.
V. CONCLUSIONS
We have experimentally demonstrated a single-pixel imaging system based on fiber collection. Results show that such a signal collecting scheme offers several advantages for a SPC. More specifically, it performs more efficiently under low illumination and for complexly shaped targets. In addition, we analyze factors such as system noise, object reflectivity, and the active area of the detector, and discuss how these factors influence the imaging quality. The proposed method neither requires post-processing of the signal nor any a priori knowledge of the object. We compared the fiber collection with that achieved using a conventional SPC. The high quality of the reconstructed scene images indicates that the new signal collecting approach can reduce environmental noise and increase the signal-to-noise ratio. Furthermore, approximately 30% of the measurement data proved to be sufficient to reconstruct the original object scene in terms of visual details, and imaging via three different spectrums (RGB) was also achieved. We expect that this method would be useful in low-light-intensity scenarios or other challenging situations. Since this approach does not rely on a pixel array camera sensor and the operational bandwidth of the DMD can be extended beyond the visible spectrum, the proposed setup may be easily adapted to different wavelengths in which imaging is prohibitively expensive, and thus provide fullyreal-time imaging for industrial applications. 
