Abstract-This work focuses on studying the half-duplex (HD) relaying in the Multiple Access Relay Channel (MARC) and the Compound Multiple Access Channel with a Relay (cMACr). A generalized Quantize-and-Forward (GQF) has been proposed to establish the achievable rate regions. Such scheme is developed based on the variation of the Quantize-and-Forward (QF) scheme and single block with two slots coding structure. The results in this paper can also be considered as a significant extension of the achievable rate region of Half-Duplex Relay Channel (HDRC). Furthermore, the rate regions based on GQF scheme are extended to the Gaussian channel case. The scheme performance is shown through some numerical examples.
I. INTRODUCTION
By cooperating with the transmitter(s), relaying is able to benefit a conventional point-to-point communication channel [1] , a multiple access channel [2] and a compound multiple access channel [3] . The fundamental relaying schemes are decode-and-forward (DF) and compress-and-forward (CF). Comparing to the DF based schemes, CF based schemes are not limited by the decoding capability of the relay as studied in [1] - [3] , etc. Different variations of the CF based schemes have been investigated in [4] - [8] for the full-duplex channels.
Motivated by the practical constraint that relay cannot transmit and receive simultaneously in wireless communications [9] , a quantize-and-forward (QF) scheme, originates from Noisy Network Coding (NNC) [7] , has been studied for a fading half-duplex relay channel (HDRC) in [10] . A single block and two slots coding based QF scheme for the HDRC has been proposed in [10] to derive the achievable rates. In this paper, the "cheap" half-duplex relay [11] is also considered. Specifically, the achievable rate regions for the half-duplex MARC and cMACr, as shown in Fig.1 and Fig.2 , respectively, are investigated based on a variation of the QF scheme, namely the GQF scheme. Compared with the QF scheme, the proposed GQF scheme not only adopts the single block two slots coding structure but also takes into account the effect of the coexist interfered message signal at relay. Comparing with the classic CF based schemes, the proposed GQF scheme is able to simplify the operation at relay ("cheaper" relay) while keeping the advantage of the CF based schemes. The relay in the CF scheme usually takes two steps signal processing: 1) compresses (quantizes) its received signal; 2) applies WynerZiv binning of the compressed signal and send the bin index later on. However, the GQF scheme only requires a simplified relay in the sense that no Wyner-Ziv binning is necessary. The relay only needs to send the quantization index. The GQF scheme simplifies the relay encoding and can be implemented in any situations where a low-cost half-duplex relay is needed. The performance comparison between the GQF scheme and the CF scheme is also discussed in this paper. However, in order to fit in the half-duplex MARC and cMACr, the classic CF scheme has been modified. Furthermore, the rate regions based on GQF scheme are extended from the discrete memoryless channel to the Gaussian channel. The scheme performance is shown through some numerical examples.
II. SYSTEM MODEL
A HD-MARC and a HD-cMACr are considered in this work. Since a cMACr naturally reduces to a MARC if the second destination is not present, only the description for the HD-cMACr will be shown in the following.
A. Discrete Memoryless Channels
In Fig.2 , a cMACr consists two sources S 1 , S 2 and two destinations D 1 and D 2 . Relay R helps the information propagation from sources to destinations by cooperating with the sources. Relay operates in the half-duplex mode, i.e., R is either receiving signals from the source nodes (S 1 and S 2 ) or transmitting to the destinations (D 1 and D 2 ). Assume that each block length is totally l channel uses and has two slots. The first slot (R listens to the channel) and the second slot (R transmits to the channel) of a single block are of n and m channel uses, respectively. Each source S i , i = 1, 2 chooses a message W i from a message set W i = {1, 2, . . . , 2 lRi }, then encodes this message into a length n codeword with an encoding function f i1 (W i ) = X 
and
A rate pair (R 1 , R 2 ) is called achievable if there exists a message set, together with the encoding and decoding functions stated before such that P r(
B. Gaussian Channels
For the Gaussian HD-cMACr in Fig.2 , the channel transition probabilities are specified in the below:
where i ∈ {1, 2}, h j is the channel gain for j ∈ {11, 21, 12, 22, 1R, 2R, R1, R2}, and the channel noises z n i1 , z n R and z m i2 are generated independently and identically according to Gaussian distributions with zero means and unit variances. In order to clarify the CF based relaying schemes, define the auxiliary random variableŶ R as the quantized signal of relay?s reception Y R , i.e.,Ŷ R = Y R + Z Q , where Z Q is the quantization noise and is an independent Gaussian random variable with zero mean and variance σ 2 Q . The transmitters have power constraints over the transmitted sequences as
, R}, where |x| shows the absolute value of x.
III. MAIN RESULT
In this section, the achievable rate regions based on the GQF scheme for the discrete memoryless half-duplex MARC and cMACr are presented first. As a reference, the achievable rates based on a modified CF scheme is shown in the second subsection. In the last part of this section, it is shown that the achievable rate regions for the three node HDRC [10] can be treated as a special case of the result for our five node cMACr.
A. Achievable Rate Region Based on GQF Scheme
The GQF scheme is an essential variation of the classic CF. In GQF, relay quantizes its observation Y R to obtain Y R after the first slot, and then sends the quantization index u ∈ U = {1, 2, . . . , 2 lRu } in the second slot with X R . Unlike the conventional CF, no Wyner-Ziv binning is applied in the relay, which simplifies the relay operation. At the destination, decoding is also different in the sense that joint-decoding of the messages from both slots without explicitly decoding the quantization index is performed in GQF scheme.
1) Achievable Rate Region for discrete memoryless HD-MARC: In the HD-MARC, there is only one destination D 1 . The decoding is finished by D 1 found both sources messages W 1 and W 2 . The following theorem describes the achievable rate region for this discrete memoryless HD-MARC:
Theorem 1: The following rate regions are achievable over discrete memoryless HD-MARC based on the GQF scheme:
where β = n/l is fixed,
Proof: Since HD-MARC can be treated as a reduced case of HD-cMACr, the above results can be obtained by letting Y 21 = Y 22 = φ at D 2 in the proof for the Theorem 2.
2) Achievable Rate Region for discrete memoryless HDcMACr: In the HD-cMACr, the decoding is done by each of the destination D i , i = 1, 2 decodes both messages W 1 and W 2 . The following theorem describes the achievable rates:
Theorem 2: The following rate regions are achievable over discrete memoryless HD-cMACr with the GQF scheme:
where
, for all input distributions of (6).
Proof: See the first part of the Appendix. Remark 1: The major difference between the GQF scheme and the CF scheme applied in [3] is that relay does not perform binning after quantize its observation of the sources messages.
Moreover, in GQF two destinations perform one-step jointdecoding of both messages instead of sequentially decoding the relay bin index and then the source messages.
B. Achievable Rate Region Based on modified CF Scheme
The achievable rate regions based on the modified CF scheme are shown for references. The modification includes two parts: First, the relay in the classic CF scheme is now halfduplex; Second, the encoding and decoding are now using a single block two slots structure. The achievable rate regions can be summarized in the following:
Theorem 3: The following rates are achievable over discrete memoryless HD-MARC based on the modified CF scheme:
subject to
where i ∈ {1, 2}, a 1 (i), c 1 are previously defined as in (5), for all the input distributions as in (6) . Proof: Similarly as the GQF scheme, the results can be readily obtained from the proof of Theorem 4.
Theorem 4: The following rate regions are achievable over discrete memoryless HD-cMACr with the modified CF scheme:
where i ∈ {1, 2}, a 1 (i), a 2 (i), c 1 , c 2 are previously defined as in (5), for all the input distributions as in (6) .
Proof: See the second part of the Appendix. Remark 2: The GQF and the modified CF schemes provide different achievable rate regions. Note that the achievable results (9), (10), (12) and (13) should have (11) and (14) hold, which means the relay-destination link is good enough to support the compression at relay to be recovered at destination(s). If the constraint condition hold, both GQF and modified CF schemes provide the same achievable rates. Therefore, when (11) and (14) holds and a simplified relay is not required, either the modified CF or the GQF scheme can be applied in the HD-MARC and HD-cMACr. On the other hand, if a low-cost simplified relay is preferred or (11) and (14) do not hold, the GQF scheme is a superior choice.
C. Special Case of The Achievable Rates Result
In this part, we show that the achievable rate regions for the three-node HDRC [10] can be induced from the aforementioned achievable rate regions for the five-node HDcMACr. Specifically, by taking R 2 = 0 and X 21 = X 22 = Y 21 = Y 22 = φ, a HD-cMACr reduces to a three-node HDRC which contains S 1 , R and D 1 .
1) special case of GQF scheme: For the GQF scheme, since Y 21 = Y 22 = φ and R 2 = 0, the individual rate (7) become
where (15) is based on the Markov chain (X 11 ,
. Also the sum rate (8) can also be rewritten as
Observing that (16) is the same as (15). By changing the variable names accordingly, R 1 from the individual rate and the sum rate become the same as in theorem 1 of [10] . Therefore the achievable rates based on QF scheme of [10] can be treated as a special case of Theorem 2 of this work.
2) special case of modified CF scheme: Follows a similar fashion of case for the GQF scheme, the individual rate R 1 from (12) can be rewritten as:
where (17) is from mutual information identity and X 21 = X 22 = φ. Similarly using R 2 = 0, the sum rate inequality (13) can be rewritten as the same as (17). Also note that the condition for the achievable rate region (14) become
By changing the variable names respectively, the achievable rate region based on CF scheme of [10] can also be considered as a special case of the result of Theorem 4.
IV. GAUSSIAN CHANNELS AND NUMERICAL EXAMPLES
The proposed GQF scheme and the modified CF scheme are extended to the Gaussian Channels in this section. Some numerical results are shown to compare the performance of the two schemes in the Half-Duplex Gaussian MARC.
For clarity of presentation and simplicity of exposition, the extended results of the half duplex Gaussian cMACr are not shown as they have the similar performance and effect in comparing GQF and CF. For illustration purposes, it is assumed that all the codebooks used are generated according to some zero-mean Gaussian distributions and the optimality of such distribution is not claimed in this work.
Proposition 1: The following rates are achievable for the Gaussian HD-MARC with the GQF scheme: q , P 11 = P 12 = P 21 = P 22 = P R = 1, and if no relay source powers Q that maximizes the sum rate can be obtained. As reference, the achievable rates based on the modified CF scheme are shown below:
Proposition 2: The following rates are achievable for the Gaussian HD-MARC with the modified CF scheme:
where i=1,2 and (23) is the condition that makes modified CF scheme work. A smaller value of σ 2 Q meansŶ R is a less compressed observation of Y R , and hence a higher rate ofŶ R . On the other hand, the channel between relay and destination requires the rate ofŶ R to be small enough since the compression should be recovered by the destination.
β is the ratio of the first slot taken in a block. The impact of the factor β on the achievable rates is shown in Fig. 4 where same parameters as Fig. 3 are used. It can be seen that in order to maximize the achievable sum rate β should be carefully chosen. Note that if σ 2 Q was chosen to satisfy (23), (22) is the same as (20). As also shown in the Fig. 4 , both GQF and CF schemes outperform the case where no relay is available in the channel.
The achievable sum rates of the GQF scheme with optimized σ 2 Q are the same as the modified CF scheme over Gaussian HD-MARC. In general, without optimizing σ 2 Q , the CF scheme outperforms the GQF scheme. However, by choosing the optimized value of σ 2 Q , the GQF scheme, in which a low-cost simplified relay is used, is able to provide similar sum rate as the more complicated CF scheme.
V. CONCLUSION
In this paper the Half-Duplex relaying in the MARC and the cMACr have been studied. A variation of the QF scheme, the GQF scheme, based on single block coding has been proposed. The GQF scheme employs joint decoding at destinations and uses a low-cost relay. For comparison purpose, a modified CF scheme was also introduced. The achievable rate regions were obtained based on both schemes. It is also shown that the achievable rate regions for the three-node HDRC can be treated as special cases of our results obtained for the five-node channel. As a further development, the achievable rate results were also extended to the Half-Duplex Gaussian MARC. Some numerical examples were provided for performance comparison. The results indicate that the proposed GQF scheme can provide a similar performance as the CF scheme with only a simplified low-cost relay.
APPENDIX

A. Proof of Theorem 2
Assume each source message W i , i ∈ {1, 2} is independent and uniformly distributed in its message set W i = [1 : 2 lRi ]. 1) Codebook Generation: Fix any input distributions of (6) . Randomly and independently generate 2 lRj codewords x n j1 (w j ), w j ∈ W j , each according to Let ϵ ′ ∈ (0, 1). After receiving y n R , the relay tries to find a unique u ∈ U such that
is the ϵ-strongly typical set as defined in [7] . If there are more than one such u, randomly choose one in U. The relay then sends x m R (u) in the second slot. 3) Decoding: Let ϵ ′ < ϵ < 1. Upon receiving in both slots, D 1 and D 2 tries to find a unique pair of the messagesŵ 1 ∈ W 1 andŵ 2 ∈ W 2 such that
for some u ∈ U, where i = 1, 2.
4) Probability of Error Analysis: Let W i denote the message sent from source node S i , i = 1, 2. U represents the index chosen by the relay R. Based on the symmetry of the codebook construction and W 1 and W 2 are chosen uniformly from W 1 and W 2 , the probability of error averaged over W 1 ,W 2 , U over all possible codebooks is defined as
For i = 1, 2, define the following events: 
Then the probability of error can be rewritten as P r(ϵ) ≤ P r(E 0 |W 1 = 1, W 2 = 1)
+P r((E 1,(1,1) ∩ E 2,(1,1) ) c ∩ E c 0 |W 1 = 1, W 2 = 1) +P r(∪ (w1,w2)∈A E 1,(w1,w2) |W 1 = 1, W 2 = 1) +P r(∪ (w1,w2)∈A E 2,(w1,w2) |W 1 = 1, W 2 = 1), (30) where A := {(w 1 , w 2 ) ∈ W 1 × W 2 : (w 1 , w 2 ) ̸ = (1, 1)}. Assume β is fixed, then by covering lemma [12] , P r(E 0 |W 1 = 1, W 2 = 1) → 0 when l → ∞, if
where δ(ϵ ′ ) → 0 as ϵ ′ → 0. By the conditional typicality lemma [12] , P r( (E 1,(1,1) ∩ E 2,(1,1) ) c ∩ E c 0 |W 1 = 1, W 2 = 1) → 0 as l → ∞. Through some standard probability error analysis [10] , the third line and fourth line of (30) ,P r(∪ (w1,w2)∈A E i,(w1,w2) |W 1 = 1, W 2 = 1) → 0, i = {1, 2}, or fixed β = n l , 1 − β = m l , if l → ∞, ϵ → 0 and the inequalities (7) and (8) hold. Therefore, the probability of error P r(ϵ) → 0. The proof completes and the achievable rates are shown in Theorem 2.
B. Outline of Proof for the CF based Achievable Rate Region
Due to the similarity of CF and GQF schemes, the detailed proof is omitted. Note that the classic CF scheme has been modified to fit the HD MARC channel. Now the relay quantizes the received signal with rate R U after first slot, applies the Wyner-Ziv binning to further partition the set of alphabets U into 2 lRS equal size bins and sends the bin index S with X R (s) in the second slot. The destinations perform successive decoding, i.e. sequentially decode the bin index s ∈ S, quantization indexû ∈ B(ŝ) with the side information and finally the source messages (ŵ 1 ,ŵ 2 ) ∈ (W 1 , W 2 ) jointly from both slots reception.
