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Abstract. This is the second part of a series of two papers where we study the connection
between the A∞ property of the elliptic measures associated with second order divergence
form elliptic operators on some given domain and the uniform rectifiability of its boundary.
When the domain is uniform and has Ahlfors regular boundary, the case of the Laplacian
is well-understood and one has that the associated harmonic measure belongs to A∞ with
respect to the surface measure if and only if the boundary of the domain is uniformly rec-
tifiable. In this series of papers we show that the previous equivalence holds as well for
the Kenig-Pipher operators. The first step for this characterization was taken in the previ-
ous paper where we consider the case where the Kenig-Pipher condition of Carleson type
holds with sufficiently small constant. In this paper we establish the general result that is
the “large constant case” where the Kenig-Pipher condition holds with an arbitrary (large)
constant. Our approach requires a powerful extrapolation argument which uses the small
constant result proved in the first paper, as well as a mechanism to transfer the A∞ property
between a domain and its subdomains.
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1. Introduction
Early on, the work of F. and M. Riesz put in evidence the deep connection that exists be-
tween the properties of the harmonic measure of a domain and the regularity of the boundary
expressed in terms of its differentiability, that is, in terms of the existence of tangent planes
almost everywhere with respect to surface measure. Recently, the relationship between the
properties of the harmonic measure of a domain with respect to the surface measure of its
boundary and the rectifiability and/or uniform rectifiability properties of it has been an area
of active inquiry. For instance, in the scale-invariant sense and under some quantitative
topological assumptions, one can show that the A∞ property of harmonic measure is related
to the uniform rectifiability of the boundary or even to the non-tangentially approximability
of the exterior domain:
Theorem 1.1. Let Ω ⊂ Rn, n ≥ 3, be a uniform domain (bounded or unbounded) with
Ahlfors regular boundary (cf. Definitions 2.8 and 2.1), set σ = Hn−1|∂Ω and let ω−∆ denote
its associated harmonic measure. The following statements are equivalent:
(a) ω−∆ ∈ A∞(σ) (cf. Definition 2.10).
(b) ∂Ω is uniformly rectifiable. (cf. Definition 2.2 ).
(c) Ω satisfies the exterior corkscrew condition (cf. Definition 2.3), hence, in particular,
it is a chord-arc domain (cf. Definition 2.9).
This result in the present form appears in [AHMNT, Theorem 1.2]. That (a) implies
(b) is the main result in [HMU] (see also [HM2, HLMN]); that (b) yields (c) is [AHMNT,
Theorem 1.1]; and the fact that (c) implies (a) was proved in [DJ], and independently in
[Sem]. Even though this result was stated for the Laplacian, it is not hard to see that the
proof extends to second order divergence form elliptic operators with constant coefficients
(see [HMT1, CHMT]).
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With this and other recent results∗ in hand, we now understand very well how the A∞
condition of harmonic measure is related to the geometry of the domain Ω. Less is known
when one works with the elliptic measure associated with an elliptic operator with vari-
able coefficients. On the one hand, C. Kenig and J. Pipher proved in [KP] that if Ω ⊂ Rn
is a bounded Lipschitz domain and the elliptic matrix A satisfies some Carleson measure
condition, that is,
(1.2) sup
q∈∂Ω
0<r<diam(Ω)
1
rn−1
ˆ
B(q,r)∩Ω
(
sup
Y∈B(X, δ(X)2 )
|∇A(Y)|2δ(Y)
)
dX < ∞,
where here and elsewhere we write δ(·) = dist(·, ∂Ω), then the corresponding elliptic mea-
sure ωL ∈ A∞(σ). Combining this and the method of [DJ], one can see that the same holds in
a chord-arc domain and hence (c) implies (a) holds for operators satisfying the Kenig-Pipher
condition. As observed in [HMT1] one may carry through the proof in [KP] essentially un-
changed with a slight reformulation of (1.2), namely by assuming (H1) and (H2) below.
One of the main motivations of this series of papers is to understand whether the elliptic
measure of a variable-coefficient divergence form elliptic operator distinguishes between a
rectifiable and a purely unrectifiable boundary. In other words, our goal is to find classes of
variable-coefficient operators for which the A∞ property of the associated elliptic measure
guarantees that the boundary of the domain is uniformly rectifiable or equivalently if the
domain in question satisfies the exterior corkscrew condition. Geometrically we consider
uniform domains Ω ⊂ Rn with n ≥ 3 (see Definition 2.8) with Ahlfors regular boundary (see
Definition 2.1). Analytically we consider second order divergence form elliptic operators,
that is, L = − div(A(·)∇), where A =
(
ai j
)n
i, j=1
is a variable real uniformly elliptic matrix
(see (1.3) below). We assume that A satisfies the Kenig-Pipher condition, that is, (H1)
and (H2) below, and, additionally, that the associated elliptic measure is an A∞ weight (see
Definition 2.10) with respect to the surface measure σ = Hn−1|∂Ω. Our goal is to understand
how the analytic information yields geometric insight on the domain and its boundary. In
[HMMTZ] we considered the case when the Carleson condition (H2) holds with sufficiently
small constants (i.e, ‖A‖Car is small, see (1.4)). In this paper we prove the optimal result,
that is, the “large constant” case on which the Carleson condition (H2) is assumed to be just
finite. This requires an extrapolation (or bootstrapping) argument to pass from the smallness
of the Carleson norm to the case on which this norm is just finite.
Throughout his paper, and unless otherwise specified, by allowable constants, we mean
the dimension n ≥ 3; the constants involved in the definition of a uniform domain, that is,
M,C1 > 1 (see Definition 2.8); the Ahlfors regular constant CAR > 1 (see Definition 2.1);
the ellipticity constants Λ ≥ λ ≥ 1 (see (1.3)); the constants appearing in the hypotheses
(H1) and (H2); and the A∞ constants C0 > 1 and θ ∈ (0, 1) (see Definition 2.10) of the
elliptic measure.
∗We refer the reader also to recent work of Azzam [Azz], in which the author characterizes the domains with
Ahlfors regular boundaries for which ω−∆ ∈ A∞(σ): they are precisely the domains with uniformly rectifiable
boundary which are semi-uniform in the sense of Aikawa and Hirata [AH]; see also [AHMMT, AMT, HM3]
for related results in the case that ω−∆ needs not be doubling.
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We always assume that A is a (non necessarily symmetric) uniformly elliptic matrix in
the domain Ω ⊂ Rn, that is, there are uniform constants 0 < λ ≤ Λ < ∞ such that
(1.3) λ|ξ|2 ≤ A(X)ξ · ξ, |A(X)ξ · ζ | ≤ Λ|ξ| |ζ |,
for almost every X ∈ Ω and for all ξ, ζ ∈ Rn \ {0}.
For the main theorem, we also assume that A satisfies the following hypotheses:
(H1) A ∈ Liploc(Ω) and |∇A|δ(·) ∈ L
∞(Ω), where δ(·) := dist(·, ∂Ω).
(H2) |∇A|2δ(·) satisfies the Carleson measure assumption:
(1.4) ‖A‖Car := sup
q∈∂Ω
0<r<diam(Ω)
1
rn−1
ˆ
B(q,r)∩Ω
|∇A(X)|2δ(X)dX < ∞ .
The above hypotheses are also referred to as the Kenig-Pipher condition.
Our main result is as follows:
Theorem 1.5. Let Ω ⊂ Rn, n ≥ 3, be a uniform domain with Ahlfors regular boundary and
set σ = Hn−1|∂Ω. Let A be a (non necessarily symmetric) uniformly elliptic matrix on Ω
satisfying (H1) and (H2). Then the following are equivalent.
(1) The elliptic measure ωL associated with the operator L = − div(A∇) is of class A∞
with respect to the surface measure.
(2) Ω is a chord-arc domain.
(3) ∂Ω is uniformly rectifiable.
The fact that (2) =⇒ (1) follows from the work [KP] (and the slight improvement in
[HMT1]), and the fact that chord-arc domains can be approximated by Lipschitz domains.
It has been known by the work of [DJ], [Sem], [HMU], and [AHMNT] that (2) and (3) are
equivalent (under the stated background hypotheses). In this paper we close the circle by
showing (1) =⇒ (3), providing a complete geometric description of a domain in terms of
the properties of the elliptic measure of a large class of operators.
In Section 2 we provide analytic and geometric preliminaries. In Section 3 we present
three of the key ingredients of the proof, namely: Theorem 3.1 proved in [HMM1]; Theo-
rem 3.7 which comes as combination of [HMM1], [GMT]; and Theorem 3.10 obtained in
[HMMTZ]. We then describe briefly how they are used to prove Theorem 1.5.
First, we discretize the Carleson condition (1.4) in (H2) to construct the associated dis-
crete Carleson measure m (see Definition 2.32). Theorem 3.7 says that to show that ∂Ω is
uniformly rectifiable it suffices to see that for every given bounded harmonic function u in
Ω, the Carleson measure estimate in (3.8) holds. We discretize the left-hand side of such
estimate to introduce its associated non-negative discrete measure m˜. In order to obtain that
m˜ is a discrete Carleson measure, the extrapolation for Carleson measures in Theorem 3.1
ensures that we may fix a sawtooth where m is sufficiently small and see that m˜ restricted
to that sawtooth is a discrete Carleson measure. Let us then summarize what we have so
far. We have introduced two discrete measures m and m˜ associated respectively with (H2)
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and a given bounded harmonic function u in Ω. We also have a sawtooth where m is suffi-
ciently small and the goal is to see that m˜ restricted to that sawtooth is a discrete Carleson
measure. We note that the fact that m is sufficiently small in the sawtooth gives that (H2)
holds and ‖A‖Car is small with respect to that sawtooth. Hence hypothesis (a) in Theorem
3.10 holds in the appropriate sawtooth domain (see Section 4). This will allow us to invoke
the small constant case, Theorem 3.10, once we show that the elliptic measure associated to
that sawtooth is in the A∞ class. This task is the content of Section 5 where we establish a
transference principle yielding a mechanism to exchange A∞ information from a domain to
its sawtooth subdomains. We would like to note that is done not only for the Kenig-Pipher
operators but also for any operator having the property that the elliptic measure is A∞ with
respect to any “fundamental chord-arc subdomain” (cf. (2.30)). This enables us to assert
that hypothesis (b) in Theorem 3.10 is satisfied on sawtooth domains. In turn we invoke
Theorem 3.10 (in the sawtooth which is bounded by construction) to ultimately obtain that
the sawtooth is indeed a chord-arc domain, in particular its boundary is uniformly rectifi-
able. Next, we apply Theorem 3.7 to obtain that (3.8) holds in the sawtooth. In turn, this
says that m˜ restricted to that sawtooth is a discrete Carleson measure. Thus, as explained
above, Theorem 3.1 implies that m˜ is a discrete Carleson measure in Ω. Since u was an
arbitrary bounded harmonic function in our initial domain we can apply again Theorem 3.7
to conclude, as desired, that the boundary of that domain is uniformly rectifiable.
2. Preliminaries
2.1. Definitions.
Definition 2.1. We say a closed set E ⊂ Rn is Ahlfors regular with constant CAR > 1 if for
any q ∈ E and 0 < r < diam(E),
C−1AR r
n−1 ≤ Hn−1(B(q, r) ∩ E) ≤ CAR r
n−1.
There are many equivalent characterizations of a uniformly rectifiable set, see [DS2].
Since uniformly rectifiability is not the main focus of our paper, we only state one of the
geometric characterizations as its definition.
Definition 2.2. An Ahlfors regular set E ⊂ Rn is said to be uniformly rectifiable, if it has
big pieces of Lipschitz images of Rn−1. That is, there exist θ˜, M˜ > 0 such that for each q ∈ E
and 0 < r < diam(E), there is a Lipschitz mapping ρ : Bn−1(0, r) → Rn such that ρ has
Lipschitz norm ≤ M˜ and
Hn−1
(
E ∩ B(q, r) ∩ ρ(Bn−1(0, r))
)
≥ θ˜rn−1.
Here Bn−1(0, r) denote a ball of radius r in Rn−1.
Definition 2.3. An open set Ω ⊂ Rn is said to satisfy the (interior) corkscrew condition
(resp. the exterior corkscrew condition) with constant M > 1 if for every q ∈ ∂Ω and every
0 < r < diam(Ω), there exists A = A(q, r) ∈ Ω (resp. A ∈ Ωext := R
n \Ω) such that
(2.4) B
(
A,
r
M
)
⊂ B(q, r) ∩ Ω
(
resp. B
(
A,
r
M
)
⊂ B(q, r) ∩ Ωext.
)
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The point A is called a Corkscrew point (or a non-tangential point) relative to ∆(q, r) =
B(q, r) ∩ ∂Ω in Ω (resp. Ωext).
Definition 2.5. An open connected set Ω ⊂ Rn is said to satisfy the Harnack chain condi-
tion with constants M,C1 > 1 if for every pair of points A, A
′ ∈ Ω there is a chain of balls
B1, B2, . . . , BK ⊂ Ω with K ≤ M(2 + log
+
2 Π) that connects A to A
′, where
(2.6) Π :=
|A − A′|
min{δ(A), δ(A′)}
.
Namely, A ∈ B1, A
′ ∈ BK, Bk ∩ Bk+1 , Ø and for every 1 ≤ k ≤ K
(2.7) C−11 diam(Bk) ≤ dist(Bk, ∂Ω) ≤ C1 diam(Bk).
We note that in the context of the previous definition if Π ≤ 1 we can trivially form the
Harnack chain B1 = B(A, 3δ(A)/5) and B2 = B(A
′, 3δ(A′)/5) where (2.7) holds with C1 = 3.
Hence the Harnack chain condition is non-trivial only when Π > 1.
Definition 2.8. An open connected setΩ ⊂ Rn is said to be a uniform domain with constants
M,C1, if it satisfies the interior corkscrew condition with constant M and the Harnack chain
condition with constants M,C1.
Definition 2.9. A uniform domain Ω ⊂ Rn is said to be NTA if it satisfies the exterior
corkscrew condition. If one additionally assumes that ∂Ω is Ahlfors regular, the Ω is said to
be a chord-arc domain.
For any q ∈ ∂Ω and r > 0, let ∆ = ∆(q, r) denote the surface ball B(q, r) ∩ ∂Ω, and let
T (∆) = B(q, r) ∩ Ω denote the Carleson region above ∆. We always implicitly assume that
0 < r < diam(Ω). We will also write σ = Hn−1|∂Ω.
Given an open connected setΩ and an elliptic operator Lwe let {ωXL }X∈Ω be the associated
elliptic measure. In the statement of our main result we assume that ωL ∈ A∞(σ) in the
following sense:
Definition 2.10. The elliptic measure associated with L in Ω is said to be of class A∞ with
respect to the surface measure σ = Hn−1|∂Ω, which we denote by ωL ∈ A∞(σ), if there exist
C0 > 1 and 0 < θ < ∞ such that for any surface ball ∆(q, r) = B(q, r) ∩ ∂Ω, with x ∈ ∂Ω
and 0 < r < diam(Ω), any surface ball ∆′ = B′ ∩ ∂Ω centered at ∂Ω with B′ ⊂ B(q, r), and
any Borel set F ⊂ ∆′, the elliptic measure with pole at A(q, r) (a corkscrew point relative to
∆(q, r)) satisfies
(2.11)
ω
A(q,r)
L (F)
ω
A(q,r)
L (∆
′)
≤ C0
(
σ(F)
σ(∆′)
)θ
.
We may refer to (C0, θ) as the A∞ constants of ωL with respect to σ.
Since σ is a doubling measure, it is well-known that the condition ωL ∈ A∞(σ) is equiv-
alent to the fact that ωL ∈ RHq(σ) for some q > 1 in the following sense: ωL ≪ σ and the
Radon-Nikodym derivative kL := dωL/dσ satisfies the reverse Ho¨lder estimate
(2.12)
( 
∆′
(
k
A(q,r)
L
)q
dσ
) 1
q
.
 
∆′
k
A(q,r)
L dσ =
ω
A(q,r)
L (∆
′)
σ(∆′)
,
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for all ∆(q, r) = B(q, r)∩∂Ω, with x ∈ ∂Ω and 0 < r < diam(Ω), any surface ball ∆′ = B′∩∂Ω
centered at ∂Ω with B′ ⊂ B(q, r).
The constants 0 < λ ≤ Λ from (1.3), CAR from Definition 2.1, M, C1 from Definition 2.8
(see also Definitions 2.3 and 2.5), and C0 and θ from Definition 2.10 are referred to as the
allowable constants.
2.2. Construction of sawtooth domains and Discrete Carleson measures.
Lemma 2.13 (Dyadic decomposition of Ahlfors regular set, [DS1, DS2, Chr]). Let E ⊂ Rn
be an Ahlfors regular set. Then there exist constants a0, A1, γ > 0, depending only on n and
the constants of Ahlfors regularity, such that for each k ∈ Z, there is a collection of Borel
sets (“dyadic cubes”)
Dk := {Q
k
j ⊂ E : j ∈ Jk},
where Jk denotes some index set depending on k, satisfying the following properties.
(i) E =
⋃
j∈Jk
Qkj for each k ∈ Z.
(ii) If m ≥ k then either Qmi ⊂ Q
k
j or Q
m
i ∩ Q
k
j = Ø.
(iii) For each pair ( j, k) and each m < k, there is a unique i ∈ Jm such that Q
k
j ⊂ Q
m
i .
(iv) diamQkj ≤ A12
−k.
(v) Each Qkj contains some surface ball ∆(x
k
j, a02
−k) := B(xkj, a02
−k) ∩ E.
(vi) For all ( j, k) and all ρ ∈ (0, 1)
(2.14) Hn−1
({
q ∈ Qkj : dist(q, E \ Q
k
j) ≤ ρ2
−k
})
+Hn−1
({
q ∈ E \ Qkj : dist(q,Q
k
j) ≤ ρ2
−k
})
≤ A1ρ
γHn−1(Qkj).
We shall denote by D = D(E) the collection of all relevant Qkj, i.e.,
(2.15) D =
⋃
k
Dk,
where, if diam(E) is finite, the union runs over those k such that 2−k . diam(E).
Remark 2.16. For a dyadic cube Q ∈ Dk, we shall set ℓ(Q) = 2
−k, and we shall refer to this
quantity as the “length” of Q. Evidently, ℓ(Q) ≈ diam(Q). We will also write xQ for the
“center” of Q, that is, the center of the ball appearing in (v).
Assume from now on that Ω is a uniform domain with Ahlfors regular boundary and set
σ = Hn−1|∂Ω. Let D = D(∂Ω) be the associated dyadic grid from the previous result.
LetW =W(Ω) denote a collection of (closed) dyadic Whitney cubes of Ω (just dyadi-
cally divide the standard Whitney cubes from [Ste, Chapter VI] into cubes with side length
1/8 as large), so that the boxes inW form a covering of Ω with non-overlapping interiors,
and which satisfy
(2.17) 4 diam (I) ≤ dist(4I, ∂Ω) ≤ dist(I, ∂Ω) ≤ 40 diam (I)
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Let X(I) denote the center of I, let ℓ(I) denote the side length of I, and write k = kI if
ℓ(I) = 2−k. We will use “boxes” to refer to the Whitney cubes as just constructed, and
“cubes” for the dyadic cubes on ∂Ω. Then for each pair I, J ∈ W,
(2.18) if I ∩ J , Ø, then 4−1 ≤
ℓ(I)
ℓ(J)
≤ 4.
Since I, J are dyadic boxes, then I ∩ J is either contained in a face of I, or contained in a
face of J. By choosing τ0 < 2
−10 sufficiently small (depending on n), we may also suppose
that there is t ∈ (12 , 1) so that if 0 < τ < τ0, for every distinct pair I, J ∈ W(Ω),
(2.19) (1 + 4τ)I ∩ (1 + 4τ)J , Ø ⇐⇒ I ∩ J , Ø;
and
(2.20) tJ ∩ (1 + 4 τ)I = Ø.
Also, J ∩ (1 + τ)I contains an (n − 1)-dimensional cube with side length of the order of
min{ℓ(I), ℓ(J)}. This observation will become useful in Section 5. For such τ ∈ (0, τ0) fixed,
we write I∗ = (1 + τ)I, I∗∗ = (1 + 2τ)I, and I∗∗ = (1 + 4τ)I for the “fattening” of I ∈ W.
Following [HM1, Section 3] we next introduce the notion of Carleson region and dis-
cretized sawtooth. Given a cube Q ∈ D, the discretized Carleson region DQ relative to Q
is defined by
DQ = {Q
′ ∈ D : Q′ ⊂ Q}.
Let F be family of disjoint cubes {Q j} ⊂ D. The global discretized sawtooth region
relative to F is the collection of cubes Q ∈ D that are not contained in any Q j ∈ F ;
DF := D \
⋃
Q j∈F
DQ j .
For a given Q ∈ D the local discretized sawtooth region relative to F is the collection of
cubes in DQ that are not in contained in any Q j ∈ F ;
(2.21) DF ,Q := DQ \
⋃
Q j∈F
DQ j = DF ∩ DQ.
We also introduce the “geometric” Carleson and sawtooth regions. For any dyadic cube
Q ∈ D, pick two parameters η≪ 1 and K ≫ 1, and define
(2.22) W0Q := {I ∈ W : η
1
4 ℓ(Q) ≤ ℓ(I) ≤ K
1
2 ℓ(Q), dist(I,Q) ≤ K
1
2 ℓ(Q)}.
Taking K ≥ 402n, if I ∈ W and we pick QI ∈ D so that ℓ(QI) = ℓ(I) and dist(I, ∂Ω) =
dist(I,QI), then I ∈ W
0
QI
. Let XQ denote a corkscrew point for the surface ball ∆(xQ, rQ/2).
We can guarantee that XQ is in some I ∈ W
0
Q provided we choose η small enough and K
large enough. For each I ∈ W0Q, there is a Harnack chain connecting X(I) to XQ, we call it
HI . By the definition of W
0
Q we may construct this Harnack chain so that it consists of a
bounded number of balls (depending on the values of η,K). We letWQ denote the set of all
J ∈ W which meet at least one of the Harnack chains HI , with I ∈ W
0
Q, i.e.
(2.23) WQ := {J ∈ W : there exists I ∈ W
0
Q for whichHI ∩ J , Ø}.
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ClearlyW0Q ⊂ WQ. Besides, it follows from the construction of the augmented collections
WQ and the properties of the Harnack chains that there are uniform constants c and C such
that
(2.24) cη
1
2 ℓ(Q) ≤ ℓ(I) ≤ CK
1
2 ℓ(Q), dist(I,Q) ≤ CK
1
2 ℓ(Q)
for any I ∈ WQ. In particular once η,K are fixed, for any Q ∈ D the cardinality ofWQ is
uniformly bounded. Finally, for every Q we define its associated Whitney region
(2.25) UQ :=
⋃
I∈WQ
I∗.
We refer the reader to [HM1, Section 3] or [HMM2, Section 2] for additional details.
For a given Q ∈ D, the Carleson box relative to Q is defined by
(2.26) TQ := int
 ⋃
Q′∈DQ
UQ′
 .
For a given family F of disjoint cubes {Q j} ⊂ D and a given Q ∈ D we define the local
sawtooth region relative to F by
ΩF ,Q := int
 ⋃
Q′∈DF ,Q
UQ′
 = int
 ⋃
I∈WF ,Q
I∗
 ,
whereWF ,Q :=
⋃
Q′∈DF ,Q
W∗Q′ . Analogously, we can slightly fatten the Whitney boxes and
use I∗∗ to define new fattened Whitney regions and sawtooth domains. More precisely,
(2.27) T ∗Q := int
 ⋃
Q′∈DQ
U∗Q′
 , Ω∗F ,Q := int
 ⋃
Q′∈DF ,Q
U∗Q′
 , U∗Q′ := ⋃
I∈W∗
Q′
I∗∗.
Similarly, we can define T ∗∗Q , Ω
∗∗
F ,Q and U
∗∗
Q by using I
∗∗∗ in place of I∗∗.
One can easily see that there is a constant κ0 > 0 (depending only on the allowable
parameters, η, and K) so that
(2.28) TQ ⊂ T
∗
Q ⊂ T
∗∗
Q ⊂ T
∗∗
Q ⊂ κ0BQ ∩ Ω =: B
∗
Q ∩ Ω, ∀Q ∈ D.
Given a pairwise disjoint family F ⊂ D (we also allow F to be the null set) and a constant
ρ > 0, we derive another family F (ρ) ⊂ D from F as follows. Augment F by adding cubes
Q ∈ D whose side length ℓ(Q) ≤ ρ and let F (ρ) denote the corresponding collection of
maximal cubes with respect to the inclusion. Note that the corresponding discrete sawtooth
region DF (ρ) is the union of all cubes Q ∈ DF such that ℓ(Q) > ρ. For a given constant ρ and
a cube Q ∈ D, let DF (ρ),Q denote the local discrete sawtooth region and let ΩF (ρ),Q denote
the local geometric sawtooth region relative to disjoint family F (ρ).
Given Q ∈ D and 0 < ǫ < 1, if we take F0 = Ø, one has that F0(ǫ ℓ(Q)) is the collection
of Q′ ∈ D such that ǫ ℓ(Q)/2 < ℓ(Q′) ≤ ǫ ℓ(Q). We then introduce UQ,ǫ = ΩF0(ǫ ℓ(Q)),Q,
which is a Whitney region relative to Q whose distance to ∂Ω is of the order of ǫ ℓ(Q). For
later use, we observe that given Q0 ∈ D, the sets {UQ,ǫ}Q∈DQ0 have bounded overlap with
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constant that may depend on ǫ. Indeed, suppose that there is X ∈ UQ,ǫ ∩ UQ′,ǫ with Q,
Q′ ∈ DQ0 . By construction ℓ(Q) ≈ǫ δ(X) ≈ǫ ℓ(Q
′) and
dist(Q,Q′) ≤ dist(X,Q) + dist(X,Q′) .ǫ ℓ(Q) + ℓ(Q
′) ≈ǫ ℓ(Q).
The bounded overlap property follows then at once.
Lemma 2.29 ([HM1, Lemma 3.61]). Let Ω ⊂ Rn be a uniform domain with Ahlfors regular
boundary. Then all of its Carleson boxes TQ and sawtooth domains ΩF ,Q, Ω
∗
F ,Q are uniform
domains with Ahlfors regular boundaries. In all the cases the implicit constants are uniform,
and depend only on dimension and on the corresponding constants for Ω.
We say that P is a fundamental chord-arc subdomain of Ω if there is I ∈ W and m1
such that
(2.30) P = int
m1⋃
j=1
I∗j
 where I j ∈ W and I ∩ I j , Ø.
Note that the fact that I∩ I j , Ø ensures that ℓ(I) ≈ ℓ(I j). Moreover P is a chord-arc domain
with constants that only depend on n, τ and the constants used in the construction of D and
W (see [HMU, Lemma 2.47] for a similar argument).
Given a sequence of non-negative numbers α = {αQ}Q∈D we define the associated discrete
“measure” m = mα:
(2.31) m(D′) :=
∑
Q∈D′
αQ, D
′ ⊂ D
Definition 2.32. Let E ⊂ Rn be an Ahlfors regular set, and let σ be a dyadically doubling
Borel measure on E (not necessarily equal to Hn−1|∂Ω). We say that m as defined in (2.31)
is a discrete Carleson measure with respect to σ, if
(2.33) ‖m‖C := sup
Q∈D
m(DQ)
σ(Q)
< ∞.
Also, fixed Q0 ∈ D we say that m is a discrete Carleson measure with respect to σ in Q0 if
(2.34) ‖m‖C(Q0) := sup
Q∈DQ0
m(DQ)
σ(Q)
< ∞.
2.3. Properties of solutions and elliptic measures. For following lemmas, we always as-
sume that D is a uniform domain with Ahlfors regular boundary and ∆(x, r) denotes the
surface ball B(x, r) ∩ ∂D centered at x ∈ ∂D. Let L = − div(A(·)∇) be a real uniformly
elliptic operator, and we write ω = ωL for the corresponding elliptic measure. Although in
our main result we consider non necessarily symmetric uniformly elliptic matrices, we will
reduce matters to the symmetric case, in particular all the following properties will be used
in that case, hence during this section we assume that A is symmetric. All constants will
only depend on the allowable constants, that is, those involved in the fact that the domain in
question is uniform and has Ahlfors regularity boundary, and also in the uniform ellipticity
of A. In later sections we will apply these lemmas to Ω as well as its sawtooth domains
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ΩF ,Q. For a comprehensive treatment of the subject and the proofs we refer the reader to
the forthcoming monograph [HMT2] (see also [Ken] for the case of NTA domains).
Lemma 2.35 (Comparison principle). Let u and v be non-negative solutions to Lu = Lv = 0
in B(x, 4r)∩D which vanish continuously on ∆(x, 4r). Let A = A(x, r) be a corkscrew point
relative to ∆(x, r). Then
(2.36)
u(X)
v(X)
≈
u(A)
v(A)
for any X ∈ B(x, r) ∩D.
Lemma 2.37 (Non-degeneracy of elliptic measure). There exists a constant C > 1 such that
for any x ∈ ∂D, 0 < r < diam(∂D), we have
(2.38) ωX(B(x, r) ∩ ∂D) ≥ C−1 for X ∈ B(x, r/2) ∩D.
Lemma 2.39 (Change of pole formula). Let x ∈ ∂D and 0 < r < diam(∂D) be given, and
let A = A(x, r) be a corkscrew point relative to ∆(x, r). Let F, F′ ⊂ ∆(x, r) be two Borel
subsets such that ωA(F) and ωA(F′) are positive. Then
(2.40)
ωX(F)
ωX(F′)
≈
ωA(F)
ωA(F′)
, for any X ∈ D \ B(x, 2r).
In particular with the choice F = ∆(x, r), we have
(2.41)
ωX(F′)
ωX(∆(x, r))
≈ ωA(F′) for any X ∈ D \ B(x, 2r).
Lemma 2.42 (CFMS estimate). There exists a constant C ≥ 1, such that for any x ∈ ∂D,
0 < r < diam(∂D), and A = A(x, r), a corkscrew point relative to ∆(x, r), the Green’s
function G = GL satisfies
(2.43) C−1
G(X0, A)
r
≤
ωX0(∆(x, r))
rn−1
≤ C
G(X0, A)
r
for any X0 ∈ D \ B(x, 2r).
Lemma 2.44 (Doubling property of the elliptic measure). For every x ∈ ∂D and 0 < r <
diam(∂D), we have
(2.45) ωX(∆(x, 2r)) ≤ CωX(∆(x, r))
for any X ∈ D \ B(x, 4r).
Corollary 2.46 (Doubling property of the kernel). Let Q ∈ D(∂D) be a dyadic cube, and
Q˜ ∈ D be such that C−11 ℓ(Q) ≤ ℓ(Q˜) ≤ C1ℓ(Q) and dist(Q, Q˜) ≤ C1ℓ(Q) for some C1 ≥ 1.
Suppose ω ∈ RHp(σ) for some p > 1, then for XQ the corkscrew relative to Q we have
(2.47)
ˆ
Q˜
(
kXQ
)p
dσ ≤ C
ˆ
Q
(
kXQ
)p
dσ,
with a constant C depending on C1 and the allowable constants and where k = dω/dσ.
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The proof is a simple corollary of the doubling property of the elliptic measure:(  
Q˜
(
kXQ
)p
dσ
) 1
p
.
ωXQ(Q˜)
σ(Q˜)
≈
ωXQ(Q)
σ(Q)
=
 
Q
kXQdσ ≤
(  
Q
(
kXQ
)p
dσ
) 1
p
.
3. Proof by extrapolation
In this section we present some powerful tools which will be key in the proof of our main
result. After that we will describe how to apply those results in our context.
We start with [HMM1, Lemma 4.5], an extrapolation for Carleson measure result which
in a nutshell describes how the relationship between a discrete Carleson measure m and
another discrete measure m˜ yields information about m˜.
Theorem 3.1 (Extrapolation, [HMM1, Lemma 4.5]). Let σ be a dyadically doubling Borel
measure on ∂Ω (not necessarily equal toHn−1|∂Ω), and let m be a discrete Carleson measure
with respect to σ with constant M0, that is
(3.2) ‖m‖C := sup
Q∈D
m(DQ)
σ(Q)
≤ M0.
Let m˜ be another discrete non-negative measure on D defined as in (2.31), by
m˜(D′) :=
∑
Q∈D′
βQ, D
′ ⊂ D.
Assume there is a constant M1 such that
(3.3) 0 ≤ βQ ≤ M1σ(Q) for any Q ∈ D
and that there is a positive constant γ such that for every Q ∈ D and every family of pairwise
disjoint dyadic subcubes F = {Q j} ⊂ DQ verifying
(3.4) ‖mF ‖C(Q) := sup
Q′∈DQ
m
(
DF ,Q′
)
σ(Q′)
≤ γ,
we have that m˜ satisfies
(3.5) m˜(DF ,Q) ≤ M1σ(Q).
Then m˜ is a discrete Carleson measure, with
(3.6) ‖m˜‖C := sup
Q∈D
m˜(DQ)
σ(Q)
≤ M2,
for some M2 < ∞ depending on n,M0,M1, γ and the doubling constant of σ.
Theorem 3.7 ([HMM1], [GMT]). Let D be an open set satisfying an interior corkscrew
condition with Ahlfors regular boundary. Then the following are equivalent:
(a) ∂D is uniformly rectifiable.
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(b) There exists a constant C such that for every bounded harmonic function u inD, i.e.
−∆u = 0 in D, and for any x ∈ ∂D and 0 < r . diam(D), there hold
(3.8)
1
rn−1
¨
B(x,r)∩D
|∇u(Y)|2 dist(Y, ∂D) dY ≤ C‖u‖2∞.
Remark 3.9. Condition (3.8) is sometimes referred to as the Carleson measure estimate
(CME) for bounded, harmonic functions.
The direction (a) =⇒ (b) is proved by the first three authors of the present paper [HMM1,
Theorem 1.1], and the converse direction is proved by Garnett, Mourgoglou, and Tolsa
[GMT, Theorem 1.1]. As we have noted above, see Theorem 1.1, under the uniform domain
assumption, the statements (a) and/or (b) are equivalent to the fact that D is a chord-arc
domain.
Theorem 3.10 ([HMMTZ, Main Theorem]). Given the values of allowable constants M,
C1, CAR > 1, Λ ≥ λ > 0, C0 > 1, and 0 < θ < 1, there exists ǫ > 0 depending on the
dimension n and the allowable constants, such that the following holds. Let D ⊂ Rn be
a bounded uniform domain with constants M,C1 and whose boundary is Ahlfors regular
with constant CAR. Let A ∈ Liploc(D) be a symmetric elliptic matrix satisfying (1.3) with
ellipticity constants λ,Λ, such that
(a) |∇A|2 dist(·, ∂D) satisfies the Carleson measure assumption with norm bounded by
ǫ, that is,
(3.11) sup
x∈∂Ω
0<r<diam(Ω)
1
rn−1
ˆ
B(x,r)∩Ω
|∇A(Y)|2 dist(Y, ∂D) dY < ǫ .
(b) The elliptic measure ωL associated with the operator L = − div(A∇) is of class A∞,
with constants C0 and θ.
ThenD is a chord-arc domain.
The proof of Theorem 1.5 is rather involved thus we sketch below the plan of the proof.
Proof of Theorem 1.5. We first reduce matters to the case on which A is symmetric. To
do so we observe that by [CHMT, Theorem 1.6], under the assumptions (H1) and (H2), if
ωL ∈ A∞(σ) then ωLsym ∈ A∞(σ) where L
sym = − div(Asym∇) andAsym = (
ai j+a ji
2 )
n
i, j=1 is the
symmetric part of A. Note that, clearly, Asym is a symmetric uniformly elliptic matrix in Ω
with the same ellipticity constants asA. It also satisfies (H1) and (H2) with constants which
are controlled by those of A. Hence we only need to show (1) =⇒ (3) for Lsym which is
associated to the symmetric matrixAsym. That is, we may assume to begin with, and we do
so, that A is symmetric.
Our main goal is to use the above extrapolation theorem with m and m˜ two discrete
measures associated respectively with the sequences α = {αQ}Q∈D and β = {βQ}Q∈D defined
by
(3.12) αQ :=
¨
U∗Q
|∇A(Y)|2δ(Y)dY, βQ;=
¨
UQ
|∇u(Y)|2δ(Y)dY,
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where u is an arbitrary bounded, harmonic function in Ω, such that ‖u‖L∞(Ω) ≤ 1; and UQ
and U∗Q are as defined in (2.25) and (2.27) respectively. We would like to observe that by
the interior Caccioppoli inequality, βQ clearly satisfies the assumption (3.3):
βQ =
¨
UQ
|∇u(Y)|2δ(Y) dY .
∑
I∈WQ
ℓ(I)
¨
I∗
|∇u(Y)|2 dY .
∑
I∈WQ
ℓ(I)−1
¨
I∗∗
|u(Y)|2 dY
. ℓ(Q)−1
¨
U∗Q
|u(Y)|2δ(Y)dY ≤ ℓ(Q)n ≈ σ(Q),
where we have used that (2.24), the bounded overlap of the family {I∗∗}I∈W, and (2.28). We
will take any family of pairwise disjoint dyadic subcubes F = {Q j} ⊂ DQ so that (3.4) holds
for sufficiently small γ ∈ (0, 1) to be chosen and the goal is to obtain (3.5). To achieve this
we will carry out the following steps:
Step 1: We first observe that (3.2) is equivalent to the Carleson measure assumption (H2).
This is a simple calculation which uses the fact that the Whitney boxes I∗∗ which
form U∗Q have finite overlap and the definition of TQ in (2.26), details are left to the
reader.
Step 2: Given ǫ > 0 we verify that the small Carleson hypothesis (3.4) implies that if γ =
γ(ǫ) is small enough A satisfies the small Carleson assumption in the sawtooth
domain Ω∗F ,Q, that is, (3.11) holds with D = Ω
∗
F ,Q and the given ǫ. This is done in
Section 4.
Step 3: We verify that under the hypotheses (H1) and (H2), the assumption ω ∈ A∞(σ) in Ω
is transferable to any sawtooth domain, in particular, if we write ω∗ for the elliptic
measure associated with L in Ω∗F ,Q then ω∗ ∈ A∞(H
n−1|∂Ω∗
F ,Q
) and the implicit
constants are uniformly controlled by the allowable constants. See Theorem 5.1 and
Corollary 5.3.
Step 4: We combine Step 2 and Step 3 with Theorem 3.10 applied to D = Ω∗F ,Q and obtain
that Ω∗F ,Q is a chord-arc domain. More precisely, note first that Ω
∗
F ,Q is a bounded
uniform domain with Ahlfors regular boundary (see Lemma 2.29) and all the im-
plicit constants are uniformly controlled by those of Ω, that is, they do not depend
on Q or the family F . Also, Step 3 says that ω∗ ∈ A∞(H
n−1|∂Ω∗
F ,Q
) and the implicit
constants are uniformly controlled by the allowable constants. Hence for the param-
eter ǫ given by Theorem 3.10 (recall that we have assumed that A is symmetric),
which only depends on the allowable constants and is independent of Q or the fam-
ily F , we can find the corresponding γ = γ(ǫ) from Step 2 so that (3.11) holds with
D = Ω∗F ,Q and that value of ǫ. Thus Theorem 3.10 applied to D = Ω
∗
F ,Q yields
that Ω∗F ,Q is a chord-arc domain with constants that only depend on the allowable
constants.
Step 5: We next apply Theorem 3.7 with D = Ω∗F ,Q to obtain that (3.8) holds with D =
Ω∗F ,Q. Seeing that the latter implies (3.5) is not difficult. Indeed, note that any
Y ∈ ΩF ,Q satisfies δ∗(Y) := dist(Y, ∂Ω
∗
F ,Q) ≈τ δ(Y) (here we would like to remind
the reader that ΩF ,Q is comprised of fattened Whiney boxes I
∗ = (1 + τ)I while for
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Ω∗F ,Q we use the fatter versions I
∗∗ = (1 + 2τ)I). Thus by (3.8), the fact that u is
harmonic and bounded by 1 in Ω, and so in Ω∗F ,Q, and a simple covering argument,
we can conclude that
m˜(DF ,Q) .
¨
ΩF ,Q
|∇u|2δ(Y)dY ≈
¨
ΩF ,Q
|∇u|2δ∗(Y)dY
.
¨
Ω∗
F ,Q
|∇u|2δ∗(Y)dY . diam(Ω
∗
F ,Q)
n−1 ≈ ℓ(Q)n−1 ≈ σ(Q),
which is (3.5).
After all these steps have been carried out the extrapolation for Carleson measures in
Theorem 3.1 allows us to conclude that m˜ is a discrete Carleson measure. In other words,
we have proved that any bounded harmonic function in Ω satisfies (3.8) with D = Ω. As
a result, and by another use of Theorem 3.7 this time with D = Ω, we derive that ∂Ω is
uniformly rectifiable. This completes the proof of Theorem 1.5 modulo establishing Step 2
and Step 3 and this will be done in the following sections. 
Remark 3.13. For convenience we augment F by adding all sub-cubes of Q of length
2−Nℓ(Q), and let FN denote the maximal cubes in the resulting augmented collection. Note
that for each N ≥ 2, the sawtooth domain ΩFN ,Q is compactly contained in Ω (indeed is
2−Nℓ(Q)-away from ∂Ω). Note that DFN ,Q ⊂ DFN′ ,Q ⊂ DF ,Q for every 2 ≤ N ≤ N
′. In
particular, mFN ≤ mFN′ ≤ mF and thus
mF satisfies (3.4) =⇒ mFN also satisfies the (3.4) with a constant independent of N.
We are going to prove Step 2 and Step 3 for the sawtooth domain ΩFN ,Q, with constants
independent of N. Then by Step 4 and Step 5, we will have
(3.14) m˜(DFN ,Q) ≤ M1σ(Q),
with a constant M1 independent of N, and thus (3.5) follows from monotone convergence
theorem by letting N → ∞. To simplify the notations we drop from the index N from now
on and write F = FN but we keep in mind that the corresponding sawtooth domain ΩF ,Q is
compactly contained in Ω.
4. Consequences of the small Carleson hypothesis in the extrapolation theorem.
Set Ω∗ := Ω
∗
F ,Q and let ǫ be given. The goal is to see that we can find γ = γ(ǫ) ∈ (0, 1) so
that (3.4) implies
(4.1)
¨
B(x,r)∩Ω∗
|∇A(Y)|2δ∗(Y)dY ≤ ǫr
n−1,
for any x ∈ ∂Ω∗ and any 0 < r < diam(∂Ω∗). To see this we fix x ∈ ∂Ω∗ and 0 < r <
diam(∂Ω∗) ≈ ℓ(Q). Using that Ω∗ ⊂ Ω one has that δ∗(Y) ≤ δ(Y) and therefore (4.1) follows
at once from
(4.2)
¨
B(x,r)∩Ω∗
|∇A(Y)|2δ(Y)dY ≤ ǫrn−1.
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To show (4.2), we let c ∈ (0, 1) be a small constant and M˜ ≥ 1 be a large constant to be
determined later, depending on the values of η,K used in the definition of W0Q in (2.22).
We consider two cases depending on the size of r with respect to δ(x) for x ∈ ∂Ω∗. Recall
that Ω∗ is compactly contained in Ω, thus δ(x) > 0 for any x ∈ ∂Ω∗.
Case 1. r ≤ cδ(x). Since x ∈ ∂Ω∗ = ∂Ω
∗
F ,Q there exist Qx ∈ DF ,Q and Ix ∈ WQx such
that x ∈ ∂I∗∗x . We choose and fix c sufficiently small (depending just on dimension), so that
B(x, r) is contained in 2Ix. We consider two sub-cases. First if r ≤ γ
1
n δ(x) then we can
invoke (H1) to obtain
(4.3)
¨
B(x,r)∩Ω∗
|∇A(Y)|2δ(Y)dY ≤
¨
B(x,r)∩2Ix
|∇A(Y)|2δ(Y)dY .
¨
B(x,r)∩2Ix
δ(Y)−1dY
≈ ℓ(Ix)
−1 rn ≈ δ(x)−1 rn . γ
1
n rn−1.
On the other hand, if γ
1
n δ(x) ≤ r we note that
B(x, r) ∩ Ω∗ ⊂ 2Ix ∩Ω∗ ⊂
⋃
Q′∈DF ,Q
(U∗Q ∩ 2Ix).
It is clear that from construction if U∗Q′ ∩ 2Ix , Ø then ℓ(Q
′) ≈ ℓ(Ix) ≈ δ(x). Note also that
#{I ∈ W : I ∩ 2Ix , Ø} . Cn hence #{Q
′ ∈ D : U∗Q′ ∩ 2Ix , Ø} . Cn,η,K. Thus, observing
that Q′ ∈ DF ,Q′ for every Q
′ ∈ DF ,Q we obtain from (3.4)
(4.4)
¨
B(x,r)∩Ω∗
|∇A(Y)|2δ(Y)dY ≤
∑
Q′∈DF ,Q
U∗
Q′
∩2Ix,∅
¨
U∗Q
|∇A(Y)|2δ(Y)dY =
∑
Q′∈DF ,Q
U∗
Q′
∩2Ix,∅
αQ′
≤
∑
Q′∈DF ,Q
U∗
Q′
∩2Ix,∅
m(DF ,Q′) ≤ γ
∑
Q′∈DF ,Q
U∗
Q′
∩2Ix,∅
σ(Q′) . γ δ(x)n−1 . γ
1
n rn−1.
Case 2. M˜−1 ℓ(Q) < r < diam(∂Ω∗) ≈ ℓ(Q). This is a trivial case since by construction and
(3.4) we obtain
(4.5)
¨
B(x,r)∩Ω∗
|∇A(Y)|2δ(Y)dY ≤
∑
Q′∈DF ,Q
¨
U∗
Q′
|∇A(Y)|2δ(Y)dY
=
∑
Q′∈DF ,Q
αQ′ = m(DF ,Q) ≤ γσ(Q) ≈ γℓ(Q)
n−1 ≈ γrn−1.
Case 3. cδ(x) < r ≤ M˜−1 ℓ(Q). Pick xˆ ∈ ∂Ω such that |x − xˆ| = δ(x) and note that
B(x, r) ⊂ B(xˆ, (1 + c−1)r). Note also that if Q′ ∈ DF ,Q is so that U
∗
Q′ ∩ B(x, r) , Ø then we
can find I ∈ WQ′ and Y ∈ I
∗∗ ∩ B(x, r) so that by (2.24)
η
1
2 ℓ(Q′) . ℓ(I) ≈ δ(Y) ≤ |Y − x| + δ(x) < (1 + c−1) r.
and for every y ∈ Q′
|y − xˆ| ≤ diam(Q′) + dist(Q′, I) + diam(I) + |Y − x| + |x − xˆ|
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. K
1
2 ℓ(Q′) + r + δ(x) . K
1
2 η−
1
2 (1 + c−1) r.
Consequently, if we write M˜′ = C K
1
2 η−
1
2 (1 + c−1) and choose M˜ > M˜′, it follows that
ℓ(Q′) < M˜′ r < ℓ(Q) and Q′ ⊂ ∆(xˆ, M˜′r) =: ∆′.
We can then find a pairwise disjoint family of dyadic cubes {Qk}
N˜
k=1 with uniform cardi-
nality N˜ (depending on CAR and n) so that 2
−1 M˜′ r ≤ ℓ(Qk) < M˜
′ r, Qk ∩ ∆
′
, Ø for every
1 ≤ k ≤ N˜, and ∆′ ⊂
⋃N˜
k=1 Qk. Relabeling if necessary, we can assume that there exists
N˜′ ≤ N˜ so that ∆′ ∩ Q ⊂
⋃N˜′
k=1 Qk and each Qk meets ∆
′ ∩ Q for 1 ≤ k ≤ N˜′. We would like
to observe that necessarily N˜′ ≥ 1 since we have shown that Q′ ⊂ ∆′ for every Q′ ∈ DF ,Q
so that U∗Q′ ∩ B(x, r) , Ø. Also Qk ⊂ Q for 1 ≤ k ≤ N˜
′ since ℓ(Qk) < M˜
′ r < ℓ(Q) and Qk
meets Q. Moreover, for every such a Q′ we necessarily have Q′ ⊂ Qk for some 1 ≤ k ≤ N˜
′
since Q′ ⊂ ∆′ ∩ Q, hence Q′ meets some Qk and also ℓ(Q
′) < M˜′ r ≤ 2ℓ(Qk) which forces
Q′ ⊂ Qk. All these and (3.4) readily imply
(4.6)
¨
B(x,r)∩Ω∗
|∇A(Y)|2δ(Y)dY ≤
∑
Q′∈DF ,Q
U∗
Q′
∩B(x,r),∅
¨
U∗
Q′
|∇A(Y)|2δ(Y)dY =
∑
Q′∈DF ,Q
U∗
Q′
∩B(x,r),∅
αQ′
≤
N˜′∑
k=1
∑
Q′∈DF ,Q
Q′⊂Qk⊂Q
αQ′ =
N˜′∑
k=1
∑
Q′∈DF ,Qk
αQ′ =
N˜′∑
k=1
m(DF ,Qk) ≤ γ
N˜′∑
k=1
σ(Qk) . γr
n−1.
Combining what we have obtained in all the cases we see that (4.3), (4.4), (4.5), and (4.6)
give, since 0 < γ < 1, that
1
rn−1
¨
B(x,r)∩Ω∗
|∇A(Y)|2δ(Y)dY ≤ C0γ
1
n ,
for some constant C0 ≥ 1 depending on the allowable constants and where we recall that γ
is at our choice. Hence we just need to pick γ < (C−10 ǫ)
n to conclude as desired (4.2).
5. Transference of the A∞ property to sawtooth domains
In this section we show that the A∞ property for the elliptic operator L in Ω can be trans-
ferred to sawtooth subdomains with constants that only depend on the allowable constants.
We first work with sawtooth subdomains which are compactly contained in Ω and then we
consider the general case using that interior sawtooth subdomains exhaust general sawtooth
domains.
Theorem 5.1. Let Ω ⊂ Rn be a uniform domain with Ahlfors regular boundary. Let A be
a symmetric uniformly elliptic matrix on Ω and L = − div(A∇) . Assume the following two
properties:
(1) The elliptic measure ωL associated with the operator L relative to the domain Ω is
of class A∞ with respect to the surface measure.
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(2) For every fundamental chord-arc subdomain P of Ω, see (2.30), the elliptic measure
associated with L relative to the domain P is also of class A∞ with respect to the
surface measure of P, with uniform A∞ constants.
For every Q ∈ D and every family of pairwise disjoint dyadic subcubes F = {Q j} ⊂ DQ, let
Ω∗ = ΩF ,Q (or Ω∗ = Ω
∗
F ,Q) be the associated sawtooth domain, and ω∗ and σ∗ = H
n−1|∂Ω∗
be the elliptic measure for L and the surface measure of Ω∗. Then ω∗ ∈ A∞(σ∗), with the
A∞ constants independent of Q and F .
Note that if A is a non necessarily symmetric matrix satisfying hypotheses (H1) and
(H2) in Ω, we can easily verify it also satisfies the Kenig-Pipher condition relative to every
fundamental chord-arc subdomain. Indeed, since P ⊂ Ω then δP(·) ≤ δ(·) and (H1) in P is
automatic. On the other hand, let P = int
(⋃m1
j=1 I
∗
j
)
with I j ∈ W and I ∩ I j , Ø and take
x ∈ ∂P and r ≤ diam P . ℓ(I). Note that (H1) implies |∇A(Y)|2 . ℓ(I)−2 for every Y ∈ P
since δ(Y) ≈ ℓ(I) , hence
(5.2)
1
rn−1
¨
B(x,r)∩P
|∇A(Y)|2δP(Y)dY .
1
rn−1ℓ(I)2
¨
B(x,r)∩P
δP(Y)dY .
rn+1
rn−1ℓ(I)2
. 1.
That is, (H1) in P holds as well. Thus by [KP] (and the slight improvement in [HMT1]),
and the fact that chord-arc domains can be approximated by Lipschitz domains, one obtains
that the elliptic measure for L relative to P is also of class A∞ with respect to the surface
measure of P and (2) in the previous result holds. On the other hand, [CHMT, Theorem 1.6]
asserts that for any uniform domain Ω, and under the assumptions (H1) and (H2), one has
that ωL ∈ A∞(σ) if and only if ωLsym ∈ A∞(σ) where L
sym is the operator associated with the
symmetric matrix Asym = (
ai j+a ji
2
)ni, j=1. Note that A
sym is also a uniformly elliptic matrix in
Ω with the same ellipticity constants asA and satisfies (H1) and (H2) with constants which
are controlled by those of A. With all these observations we immediately get the following
corollary:
Corollary 5.3. Let Ω ⊂ Rn be a uniform domain with Ahlfors regular boundary. Suppose
that A is a (non necessarily symmetric) uniformly elliptic matrix on Ω satisfying the hy-
potheses (H1) and (H2), and that the elliptic measure ωL associated with the operator L
relative to the domain Ω is of class A∞ with respect to the surface measure. Then the elliptic
measure associated with L relative to any sawtooth domain is of class A∞, with uniform
constants.
Proof of Theorem 5.1. The proof Theorem 5.1 has several steps. We work with Ω∗ = ΩF ,Q
as the proof with Ω∗F ,Q is identical. We first assume that the sawtooth domain Ω∗ = ΩF ,Q is
compactly contained in Ω and show that ω∗ ∈ A∞(σ∗), with the A∞ constants independent
of Q and F . Here we use ω∗ to denote the elliptic measure associated with L relative to Ω∗.
Under the assumption thatΩ∗ is compactly contained inΩ, for Q fixed, let N be an integer
such that dist(Ω∗, ∂Ω) ≈ 2
−Nℓ(Q). Then Ω∗ if formed by a union of fattened Whitney boxes
of side length controlled from below by c 2−Nℓ(Q) hence Ω∗ clearly satisfies a qualitative
exterior corkscrew condition, that is, it satisfies the exterior corkscrew condition for surface
balls up to a scale of the order of 2−Nℓ(Q). In the case of the Kenig-Pipher operators,
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this information alone does not suffice to derive the desired A∞ property, with constant
independent of N; however this does give us the qualitative absolute continuity ωX∗ ≪ σ∗
for any X ∈ Ω∗ (since Ω∗ is a chord-arc domain with constants depending on N). Note that
Theorem 5.1 is nonetheless written for a more general class and it is not obvious whether
we can automatically have the desired absolute continuity. This will be shown in the course
of the proof.
Our main task is to then show that ω∗ ∈ A∞(σ∗) with constants that depend only on
the allowable constants. If we write k∗ := dω∗/dσ∗ for the Radon-Nikodym derivative, by
the change of pole formula Lemma 2.39, obtaining ω∗ ∈ A∞(σ∗), it is equivalent to prove
the following: there exists an exponent p ∈ (1,∞) and a constant C depending only on the
allowable constants such that for any surface ball ∆∗ = B∗∩∂Ω∗ centered at ∂Ω∗, with radius
smaller than the diameter of ∂Ω∗, and for X = X∆∗ ∈ Ω∗ ∩ B∗, a corkscrew point relative to
∆∗, the following holds
(5.4)
ˆ
∆∗
(
kX∗
)p
dσ∗ ≤ Cσ∗(∆∗)
1−p.
Since diam(Ω∗) ≈ ℓ(Q), it is easy to see by a standard covering argument and Harnack’s
inequality that it suffices to prove (5.4) for r∗ ≤ M
−1
1 ℓ(Q), where M1 is a suitably large
fixed constant. By hypothesis (1), ωL ∈ A∞(σ), hence it belongs to the reverse Ho¨lder class
with some exponent p1 > 1 (see (2.12)). Also, by hypothesis (2) we know that the elliptic
measure relative to any fundamental chord-arc subdomain P satisfies an A∞ condition with
respect to the corresponding surface measure with uniform bounds. In turn, there exists
p2 > 1 and a uniform constant so that any of these elliptic measures belong to the reverse
Ho¨lder class with this exponent p2 and with the same uniform constant (see (2.12)). We
shall henceforth set p := min{p1, p2}, and it is for this p that we shall prove (5.4).
To start with the proof, recall that as observed above, since dist(Ω∗, ∂Ω) ≈ 2
−Nℓ(Q), it
follows that all the dyadic cubes Q′ ∈ DF ,Q have length ℓ(Q
′) & 2−Nℓ(Q), and the cardinality
of DF ,Q is bounded by a constant C(N). Hence Ω∗ = ΩF ,Q is formed by the finite union
of Whitney regions UQ′ with Q
′ ∈ DF ,Q satisfying ℓ(Q
′) & 2−Nℓ(Q). In turn each UQ′ is a
polyhedral domain consisting of a finite number of fattened Whitney boxes with side length
of the order of ℓ(Q′). In particular there exists a finite index set N∗ so that
(5.5) ∂Ω∗ ⊂
⋃
i∈N∗
∂
(
(Ii)∗
)
∩ ∂Ω∗ =:
⋃
i∈N∗
S i∗.
where S i∗ , Ø for each i ∈ N∗, int((I
i)∗) ⊂ Ω∗, and ℓ(I
i) & 2−N . For each Ii, with i ∈ N∗, we
pick Qi ∈ DF ,Q such thatWQi ∋ I
i (there could be more than one such a Qi in which case
we just select one). Note that different Ii’s may correspond to the same Qi, but each Qi may
only repeat up to a finitely many times, depending only on the allowable constants. Since
S i∗ is contained in the boundary of a fattened Whitney box (I
i)∗,
(5.6) diam(S i∗) . ℓ(I
i) ≈ ℓ(Qi), and dist(S i∗, ∂Ω) ≥ dist((I
i)∗, ∂Ω) ≈ ℓ(Qi).
On the other hand, the fact that S i∗ ⊂ ∂Ω∗ means that I
i intersects some Ji ∈ W so that if Ji ∈
WQ′′ then Q
′′
< DF ,Q. If we pick Q˜
i ∈ D so that ℓ(Q˜i) = ℓ(Ji) and dist(Ji, ∂Ω) = dist(Ji, Q˜i)
then as mentioned right below (2.22) we have that Ji ∈ W0
Q˜i
⊂ W
Q˜i
, therefore Q˜i < DF ,Q.
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Recalling (2.20) and the comments after it, we know that tJi ⊂ Ω \ Ω∗ and ∂
(
(Ii)∗
)
∩ ∂Ω∗
contains an (n − 1)-dimensional ball with radius of the order of min{ℓ(Ii), ℓ(Ji)} ≈ ℓ(Ii).
Denote that (n − 1)-dimensional ball by ∆i∗ ⊂ S
i
∗. This implies, combined with (5.6), that
(5.7) r(∆i∗) ≈ diam(S
i
∗) ≈ ℓ(I
i) ≈ ℓ(Qi) and dist(S i∗, ∂Ω) ≈ dist(∆
i
∗, ∂Ω) ≈ ℓ(I
i) ≈ ℓ(Qi).
At this stage we consider several cases. In the Base case, see Lemma 5.9, we treat surface
balls ∆∗ with small radii so that ∆∗ is contained in a uniformly bounded union of Whitney
cubes of comparable sides. In the case when ∆∗ is large we decompose the intersection
of ∆∗ in small pieces to which the base case can be applied (Step 1). We then put all the
local estimates together to obtain a global one (Step 2). This requires Lemma 5.33 and to
consider several cases to account for all the small pieces.
Let ∆∗ = B
∗ ∩ ∂Ω∗ ⊂ Ω, with B∗ = B(x∗, r∗), x∗ ∈ ∂Ω∗ and 0 < r∗ < diam(∂Ω∗). Since
Ω∗ is a uniform domain (see Lemma 2.29), we can pick X∆∗ ⊂ B∗ ∩ Ω∗, a Corkscrew point
relative to ∆∗ in Ω∗, so that δ∗(X) := dist(X, ∂Ω∗) ≈ r∗. Write
(5.8) ∆∗ ⊂
⋃
i∈N∆∗
S i∗, where N∆∗ := {i :∈ N∗ : ∆∗ ∩ S
i
∗ , Ø}.
Lemma 5.9 (Base case). Using the notation above we have that ω∗ ≪ σ∗ in ∂Ω∗. Moreover
if there exists i ∈ N∆∗ such that r∗ ≤
τ
8ℓ(I
i) then
(5.10)
ˆ
∆∗
(
k
X∆∗
∗
)p
dσ∗ . σ∗(∆∗)
1−p ,
where k∗ := dω∗/dσ∗, p is as above, and the implicit constant only depends on the allowable
constants.
Proof. We first claim that
(5.11) 2∆∗ ⊂
⋃
i′∈N∗
Ii
′
∩Ii,∅
S i
′
∗ and 2B∗ ∩ Ω∗ ⊂
⋃
i′∈N∗
Ii
′
∩Ii,∅
(Ii
′
)∗.
In fact, for any i′ ∈ N∗, if S
i′
∗ intersects 2∆∗, or if 2B∗ ∩Ω∗ intersects (I
i′)∗, then our current
assumption gives
dist
(
(Ii)∗, (Ii
′
)∗
)
≤ dist
(
(Ii)∗ ∩ 2B∗, (I
i′ )∗ ∩ 2B∗
)
≤ diam(2B∗) = 4r∗ ≤
τ
2
ℓ(Ii),
and thus
(Ii)∗∗ ∩ (Ii
′
)∗∗ ⊃ (Ii)∗∗ ∩ (Ii
′
)∗ , Ø.
By the choice of τ, i.e., by (2.19), we then have Ii∩ Ii
′
, Ø and the claim is proved. Next, let
m1 denote the maximal number of Whitney boxes intersecting I
i. Note that m1 only depends
on the constructions of the Whitney cubes, hence just on dimension. By relabeling (5.11)
we write
(5.12) 2∆∗ ⊂
m1⋃
i′=1
S i
′
∗ and 2B∗ ∩ Ω∗ ⊂
m1⋃
i′=1
(Ii
′
)∗.
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Moreover by (5.7), for each i′ = 1, . . . ,m1, we have diam(S
i′
∗ ) ≈ ℓ(I
i′ ) ≈ ℓ(Ii). Set then
P := int
(
m1⋃
i′=1
(Ii
′
)∗
)
⊂ Ω∗,
which by construction is a fundamental chord-arc subdomain P of Ω, see (2.30). Note that
since 2B∗∩Ω∗ is open then (5.12) says that 2B∗∩Ω∗ ⊂ P and hence 2B∗∩Ω∗ = 2B∗∩P. This
and the fact that Ω∗ and P are open readily implies that 2B∗ ∩ ∂Ω∗ = 2B∗ ∩ ∂P. Moreover,
X∆∗ ∈ P (since X ∈ B∗ ∩Ω∗) and
(5.13) dist(X∆∗ , ∂P) ≈ δ∗(X∆∗) ≈ r∗ ≤
τ
8
ℓ(Ii) ≤
τ
8
diam(P) ≤ diam(P).
Let XP be a Corkscrew point for the domain P, at the scale ℓ(I
i) ≈ diam(P), i.e., XP is a
Corkscrew point in P relative to the surface ball consisting of the entire boundary of P. Thus
in particular, dist(XP, ∂P) ≈ diam(P) ≥
8
τ
r∗, hence dist(XP, ∂P) ≥ 2 c0 r∗ for some uniform
0 < c0 < 1/4.
Set u1(·) := G∗(XP, ·) and u2(·) := GP(XP, ·) in 2B∗ ∩ Ω∗ = 2B∗ ∩ P where G∗ and GP
are the Green functions for the operator L and for the domains Ω∗ and P respectively, and
where as observed above XP ∈ P ⊂ Ω∗. Fix y ∈
3
2
B∗ ∩ ∂Ω∗ =
3
2
B∗ ∩ ∂P and note that
B(y, c0r∗) ⊂ 2B∗. Note that if Z ∈ B(y, c0r∗) then
2 c0r∗ ≤ dist(XP, ∂P) ≤ |XP − y| ≤ |XP − Z| + |Z − y| < |XP − Z| + c0r∗,
and |XP − Z| > c0r∗. As a consequence, B(y, c0r∗) ⊂ 2B∗ \ B(XP, c0r∗). Hence, Lu1 = 0 and
Lu2 = 0 in we weak sense in B(y, c0r∗) ∩ Ω∗ = B(y, c0r∗) ∩ P and both are continuous in
B(y, c0r∗)∩Ω∗ = B(y, c0r∗)∩P. In particular both vanish continuously in B(y, c0r∗)∩∂Ω∗ =
B(y, c0r∗) ∩ ∂P. This means that we can use Lemma 2.35 in D = P to obtain that for every
Z ∈ B(y, c0 r∗/8)
(5.14)
u1(Z)
u2(Z)
≈
u1(X
P
∆P(y,c0r∗/2)
)
u2(X
P
∆P(y,c0r∗/2)
)
where XP∆P(y,c0r∗/2) is a corkscrew relative to B(y, c0r∗/2) ∩ P for the fundamental chord-arc
domain P. On the other hand Lemma 2.42 applied in Ω∗ (which is uniform with Ahlfors
regular boundary and the implicit constants are uniformly controlled, see Lemma 2.29) and
P (a fundamental chord-arc domain) gives for any 0 < s ≤ c0r∗/2
(5.15) u1(X
∗
∆∗(y,s)
) ≈ ωXP∗ (∆∗(y, s)) s
n−2, u2(X
P
∆P(y,s)
) ≈ ωXP
P
(∆P(y, s)) s
n−2,
where X∗∆∗(y,s) is the corkscrew point relative to ∆∗(y, s) = B(y, s) ∩ ∂Ω∗ for the uniform
domain Ω∗, X
P
∆P(y,s)
is the corkscrew point relative to ∆P(y, s) = B(y, s) ∩ ∂P for the funda-
mental chord-arc uniform domain P, and ωP stands for the elliptic measure associated with
the operator L relative to P. Note that from the definition of corkscrew condition and the
fact that B(y, s)∩Ω∗ = B(y, s)∩P it follows that X
∗
∆∗(y,s)
, X∗∆P(y,s) ∈ B(y, s)∩Ω∗ = B(y, s)∩P
and also
dist(X∗∆∗(y,s), ∂Ω∗) ≈ dist(X
∗
∆∗(y,s)
, ∂P) ≈ dist(XP∆P(y,s), ∂Ω∗) ≈ dist(X
P
∆P(y,s)
, ∂P) ≈ s.
22 S. HOFMANN, J.M. MARTELL, S. MAYBORODA, T. TORO, AND Z. ZHAO
Consequently u1(X
∗
∆∗(y,s)
) ≈ u1(X
P
∆P(y,s)
) and u1(X
P
∆P(y,c0r∗/2)
) ≈ u1(X
∗
∆∗(y,c0r∗/2)
). All these,
together with (5.14), (5.15), and Lemma 2.37, give for every 0 < s ≤ c0r∗/8
(5.16)
ωXP∗ (∆∗(y, s))
ω
XP
P
(∆P(y, s))
≈
u1(X
∗
∆∗(y,s)
)
u2(X
P
∆P(y,s)
)
≈
u1(X
P
∆P(y,s)
)
u2(X
P
∆P(y,s)
)
≈
u1(X
P
∆P(y,c0r∗/2)
)
u2(X
P
∆P(y,c0r∗/2)
))
≈
u1(X
∗
∆∗(y,c0r∗/2)
)
u2(X
P
∆P(y,c0r∗/2)
))
≈
ω
X∆∗(y,c0r∗/2)
∗ (∆∗(y, c0r∗/2))
ω
X∆P(y,c0r∗/2)
P
(∆P(y, c0r∗/2))
≈ 1.
With this in hand, we note that since y ∈ ∆∗(x∗,
3
2r∗) =
3
2B∗∩∂Ω∗ =
3
2B∗∩∂P = ∆P(x∗,
3
2r∗)
and 0 < s ≤ c0r∗/8 are arbitrary we can easily conclude, using a Vitali covering argu-
ment and the fact that both ωXP∗ and ω
XP
P
are outer regular and doubling in ∆∗(x∗,
3
2
r∗) =
∆P(x∗,
3
2r∗), that ω
XP
∗ (F) ≈ ω
XP
P
(F) for any Borel set F ⊂ ∆∗(x∗,
3
2r∗) = ∆P(x∗,
3
2 r∗). Hence
ωXP∗ ≪ ω
XP
P
≪ ωXP∗ in ∆∗(x∗,
3
2r∗) = ∆P(x∗,
3
2 r∗). From hypothesis (2) in Theorem 5.1 we
know that ωP ≪ σP := H
n−1|∂P, hence in particular ω∗ ≪ σ∗ in ∆∗(x∗,
3
2r∗). This, (5.16),
and Lebesgue’s differentiation theorem readily imply that
(5.17) kXP∗ (y) ≈ k
XP
P
(y), forHn−1-almost all y ∈ ∆∗(x∗, r∗) = ∆P(x∗, r∗),
where kP := dωP/dσP and k∗ := dω∗/dσP.
We next observe that Lemma 2.39 applied withD = Ω∗ (along with Harnack’s inequality
for the case r∗ ≈ ℓ(I
i)) and Lebesgue’s differentiation theorem yield
(5.18) k
X∆∗
∗ (y) ≈
1
ω
XP
∗ (∆∗)
kXP∗ (y) for σ∗-almost all y ∈ ∆∗.
Since P is a fundamental chord-arc subdomain P of Ω, see (2.30), as observed above ωP
belongs to the reverse Ho¨lder class with exponent p2 > 1 and so with exponent p =
min{p1, p2}. We find that since σ∗ = σP in ∆∗ = ∆∗(x∗, r∗) = ∆P(x∗, r∗)ˆ
∆∗
(
k
X∆∗
∗
)p
dσ∗ .
1(
ω
XP
∗ (∆∗)
)p ˆ
∆∗
(
kXP∗
)p
dσ∗ ≈
σP(∆P(x∗, r∗))(
ω
XP
∗ (∆∗)
)p  
∆P(x∗ ,r∗)
(
k
XP
P
)p
dσP
.
σP(∆P(x∗, r∗))(
ω
XP
∗ (∆∗)
)p
(
ω
XP
P
(∆P(x∗, r∗))
σP(∆P(x∗, r∗))
)p
≈ σ∗(∆∗)
1−p ,
where we have used (5.18), (5.17), that σ∗ = σP, the reverse Ho¨lder estimate with exponent
p for kP, and that both ∂Ω∗ and ∂P are Ahlfors regular sets with uniform bounds.
To complete our proof we need to see that ω∗ ≪ σ∗ in ∂Ω∗. Let us observe that we have
already obtained that ω∗ ≪ σ∗ in ∆∗(x∗,
3
2r∗) where x∗ ∈ ∂Ω∗ is arbitrary and r∗ ≤
τ
8ℓ(I
i)
for some i ∈ N∆∗ . We may cover ∂Ω∗ by a finite union of surface balls ∆∗(x j, r j), with r j =
2−N
M˜
ℓ(Q), where M˜ is large enough to be chosen, whose cardinality may depend on N and M˜.
Note that for every i ∈ N∗ we have, as observed before, that ℓ(I
i) & 2−Nℓ(Q) > 8
τ
2−N
M˜
ℓ(Q)
if we pick M˜ large enough. Hence, for every j, it follows that r j <
τ
8ℓ(I
i) for every i ∈ N∗
and in particular for every i ∈ N∆∗(x j ,r j). Hence the previous argument yields that ω∗ ≪ σ∗
in ∆∗(x j,
3
2
r j) for every j and consequently ω∗ ≪ σ∗ in ∂Ω∗. 
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Remark 5.19. We would like to emphasize that the fact that ω∗ ≪ σ∗ in ∂Ω∗ is automatic
for the Kenig-Pipher operators. In fact as observed above Ω∗ is a chord-arc domain and
hence ω∗ ∈ A∞(σ∗) (albeit with constants which may depend on N). The previous argument
proves that the more general hypothesis (2) in Theorem 5.1 also yields ω∗ ≪ σ∗ in ∂Ω∗.
Once the Base case has been established we can focus on proving the A∞ property for
the sawtooth. With this goal in mind we fix a surface ball ∆∗ = B∗ ∩ ∂Ω∗ ⊂ Ω, with
B∗ = B(x∗, r∗), x∗ ∈ ∂Ω∗ and 0 < r∗ < diam(∂Ω∗). Let X := X∆∗ ⊂ B∗ ∩ Ω∗ be a Corkscrew
point relative to ∆∗ in Ω∗, so that δ∗(X) ≈ r∗. Our goal is to show (5.4). As explained above
we may assume that r∗ ≤ M
−1
1 ℓ(Q), for some M1 large enough to be chosen. The Base case
(Lemma 5.9) yields (5.4) when r∗ <
τ
8ℓ(I
i) for some i ∈ N∆∗ . Hence we may assume from
now on that r∗ ≥
τ
8ℓ(I
i) for every i ∈ N∆∗ .
Step 1. Show that ˆ
∆∗
(
kX∗
)p
dσ∗ .
∑
i∈N∆∗
ˆ
Qi
(
kX
)p
dσ,(5.20)
where we recall that Qi ∈ DF ,Q is so that I
i ∈ WQi for every i ∈ N∗, and where k = dωL/dσ.
To see this, by (5.8), it suffices to obtain
(5.21)
ˆ
S i∗
(
kX∗
)p
dσ∗ .
ˆ
Qi
(
kX
)p
dσ.
for each i ∈ N∆∗ . Fix then such an i and cover S
i
∗ by a uniformly bounded number of
surface balls centered at ∂Ω∗ with small radius ∆
i,l
∗ = B
i,l
∗ ∩ ∂Ω∗ where S
i
∗ ∩ ∆
i,l
∗ , Ø and
r(∆i,l∗ ) ≈ c diam(S
i
∗) ≈ c ℓ(I
i), the constant c is chosen sufficiently small (depending on τ),
so that r(∆i,l∗ ) ≪ (τ/8)ℓ(I
i). Hence in the present scenario,
(5.22) δ∗(X) ≈ r∗ ≫ r(∆
i,l
∗ ) .
We further choose c small enough so that
(5.23) 2∆i,l∗ ⊂
⋃
i′∈N∗
Ii
′
∩Ii,∅
S i
′
∗ and 2B
i,l
∗ ∩ Ω∗ ⊂
⋃
i′∈N∗
Ii
′
∩Ii,∅
(Ii
′
)∗.
Note that there are at most a uniformly bounded number of such i′, for each l. In each ∆i,l∗
we can use the Base Case, Lemma 5.9, since by construction r(∆i,l∗ )≪ (τ/8)ℓ(I
i) and hence
(5.10) implies that
(5.24)
ˆ
∆
i,l
∗
(
k
X
∆
i,l
∗
∗
)p
dσ∗ . σ∗(∆
i,l
∗ )
1−p.
where X
∆
i,l
∗
is a corkscrew point relative to ∆i,l∗ in Ω∗. Using Lemma 2.39 applied with
D = Ω∗ and Lebesgue’s differentiation theorem we have that k
X
∗ (y) ≈ ω
X
∗ (∆
i,l
∗ )k
X
∆
i,l
∗
∗ (y) for
σ∗-a.e. y ∈ ∆
i,l
∗ . As a result, using (5.24)
(5.25)
ˆ
∆
i,l
∗
(
kX∗
)p
dσ∗ ≈
(
ωX∗ (∆
i,l
∗ )
)p ˆ
∆
i,l
∗
(
k
X
∆
i,l
∗
∗
)p
dσ∗ .
(
ωX∗ (∆
i,l
∗ )
)p
σ∗(∆
i,l
∗ )
1−p
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= σ∗(∆
i,l
∗ )
(
ωX∗ (∆
i,l
∗ )
σ∗(∆
i,l
∗ )
)p
. σ∗(∆
i
∗)
(
ωX∗ (∆
i
∗)
σ∗(∆i∗)
)p
,
where we used the Ahlfors regularity of σ∗ and the doubling properties of ω∗. We claim that
(5.26)
ωX∗ (∆
i
∗)
σ∗(∆i∗)
.
ωX(Qi)
σ(Qi)
.
To see this write u1(Y) = ω
Y
∗ (∆
i
∗) and u2(Y) = ω
Y(Qi) for every Y ∈ Ω∗ and note that
Lu1 = Lu2 = 0 in Ω∗ ⊂ Ω. For Y ∈ ∆
i
∗ ⊂ Ω∗ ⊂ Ω we have u2(Y) & 1 by Lemma 2.37 applied
in D = Ω, Harnack’s inequality, (5.7), and (2.24). Thus the maximum principle applied in
the bounded open set Ω∗ yields that u1(Y) . u2(Y) for every Y ∈ Ω∗, hence in particular
for Y = X. This and the fact that ∂Ω and ∂Ω∗ are Ahlfors regular (see Lemma 2.29) give at
desired (5.26).
Combining (5.25) and (5.26), and using Ho¨lder’s inequality and Ahlfors regularity of
σ,σ∗, we get ˆ
∆
i,l
∗
(
kX∗
)p
dσ∗ . σ(Q
i)
(
ωX(Qi)
σ(Qi)
)p
.
ˆ
Qi
(
kX
)p
dσ.(5.27)
We recall that S i∗ is covered by a uniformly bounded number of surface balls ∆
i,l
∗ . Thus
summing in l we conclude (5.21) as desired. This completes Step 1.
Step 2. Study the interaction of the elements of the family {Qi : i ∈ N∆∗}.
We first note that for every i ∈ N∆∗
(5.28) dist(∆∗,Q) ≤ dist(S
i
∗ ∩ ∆∗,Q) . ℓ(Q
i) ≈ ℓ(Ii) . r∗
Pick xˆ ∈ Q such that dist(xˆ,∆∗) = dist(Q,∆∗). If xˆ ∈ Q \ Q, we replace it by a point, which
we call again xˆ, belonging to B(xˆ, r∗/2) ∩ Q, so that xˆ ∈ Q and dist(xˆ,∆∗) . r∗. We claim
that there is a large constant C > 1 such that Qi ⊂ ∆1 where ∆1 := B(xˆ,Cr∗) ∩ ∂Ω. Indeed
if y ∈ Qi then
|y − xˆ| ≤ diam(Qi) + dist(Qi, Ii) + diam(Ii) + |yi − xˆ| . r∗,
where we have picked yi ∈ S i∗ ∩ ∆∗ for each i ∈ N∆∗ .
Consider next the covering ∆1 ⊂ ∪
N1
k=1Pk, where N1 depends on Ahlfors regularity and
dimension, and {Pk}
N1
k=1 is a pairwise disjoint collection of dyadic cubes on ∂Ω, of the same
generation, with length ℓ(Pk) ≈ r∗. Since in the present scenario, ℓ(Q
i) . r∗, we may further
suppose that ℓ(Pk) ≥ ℓ(Q
i) for every i. Moreover, since we have assumed that r∗ ≤ M
−1
1 ℓ(Q),
taking M1 large enough we may assume that ℓ(Pk) ≤ ℓ(Q) for every 1 ≤ k ≤ N1.
Note that ⋃
i∈N∆∗
Qi ⊂ ∆1 ⊂
N1⋃
k=1
Pk.
By relabeling if needed, we may assume that there exists N2, 1 ≤ N2 ≤ N1, such that Pk
meets some Qi, i ∈ N∆∗ , for each 1 ≤ k ≤ N2. Hence
⋃
i∈N∆∗
Qi ⊂
⋃N2
k=2 Pk and, necessarily,
Qi ⊂ Pk ⊂ Q, and since Q
i ∈ DF ,Q, it follows that Pk ∈ DF ,Q for 1 ≤ k ≤ N2.
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For future reference, we record the following observation. Recall that X is a Corkscrew
point relative to ∆∗ = B∗ ∩ ∂Ω∗, for the domain Ω∗; i.e., X ∈ B∗ ∩ Ω∗, with δ∗(X) ≈ r∗. By
(5.28) and for every 1 ≤ k ≤ N2 if we pick some i so that Q
i ⊂ Pk we have
r∗ ≈ δ∗(X) ≤ δ(X) ≤ dist(X, Pk) ≤ dist(X,Q
i) ≤ |X − x∗| + 2 r∗ + dist(∆∗,Qi) . r∗ ≈ ℓ(Pk).
Recalling that XPk denotes a corkscrew point relative to the dyadic cube Pk we then have that
δ(X) ≈ ℓ(Pk) ≈ δ(XPk) and also |X −XPk | . ℓ(Pk), hence by Harnack’s inequality ω
X ≈ ωXPk
and eventually kX ≈ kXPk , σ-a.e. in ∂Ω. On the other hand, we have already mentioned that
hypothesis (1) in Theorem 5.1 says that ω ∈ RHp1(σ), which clearly implies ω ∈ RHp(σ)
since p ≤ p1. Note that this reverse Ho¨lder condition is written for surface balls, but it is
straightforward to see, using Lemmas 2.13 and 2.44, that the same reverse Ho¨lder estimates
hold for any dyadic cube. All these, and the fact that both ∂Ω and ∂Ω∗ are Ahlfors regular
(see Lemma 2.29) lead to
(5.29)
ˆ
Pk
(
kXPk
)p
dσ . σ(Pk)
(
ωXPk (Pk)
σ(Pk)
)p
≤ σ(Pk)
1−p ≈ σ∗(∆∗)
1−p ,
for each k, with uniform implicit constants.
As mentioned above, for every i ∈ N∗, there exists J
i ∈ W so that Ii ∩ Ji , Ø and so
that if we pick Q˜i ∈ D with ℓ(Q˜i) = ℓ(Ji) and dist(J, ∂Ω) = dist(Ji, Q˜i) then Q˜i < DF ,Q. In
particular
(5.30) ℓ(Q˜i) ≈ ℓ(Qi) and dist(Q˜i,Qi) . ℓ(Qi).
By the definition of DF ,Q, Q˜
i
< DF ,Q means either Q˜
i ⊂ ∂Ω \ Q, or Q˜i ⊂ Q j, for some
Q j ∈ F . Given 1 ≤ k ≤ N2, for each i ∈ N∆∗ , we say i ∈ N0(k), if the first case happens,
with Qi ⊂ Pk; and if the second case happens with Q j ∈ F , and with Q
i ⊂ Pk, we say
i ∈ N j(k). For the second case we remark that
(5.31) dist(Q j, Pk) ≤ dist(Q˜
i,Qi) . ℓ(Qi) ≤ ℓ(Pk).
For each k, 1 ≤ k ≤ N2, we set
F1(k) := {Q j ∈ F : ∃ i ∈ N j(k), ℓ(Q j) ≥ ℓ(Pk)}
and
F2(k) := {Q j ∈ F : ∃ i ∈ N j(k), ℓ(Q j) < ℓ(Pk)}.
With the previous notation, (5.20), and the fact that
⋃
i∈N∆∗
Qi ⊂
⋃N2
k=2 Pk we obtainˆ
∆∗
(
kX∗
)p
dσ∗ .
∑
i∈N∆∗
ˆ
Qi
(
kX
)p
dσ(5.32)
≤
N2∑
k=1
( ∑
i∈N0(k)
ˆ
Qi
(
kX
)p
dσ +
∑
Q j∈F
∑
i∈N j(k)
ˆ
Qi
(
kX
)p
dσ
)
.
N2∑
k=1
( ∑
i∈N0(k)
ˆ
Qi
(
kXPk
)p
dσ +
∑
Q j∈F1(k)
∑
i∈N j(k)
ˆ
Qi
(
kXPk
)p
dσ
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+
∑
Q j∈F2(k)
∑
i∈N j(k)
ˆ
Qi
(
kXPk
)p
dσ
)
,
where we have used that kX ≈ kXPk , σ-a.e. in ∂Ω.
At this stage we need the following lemma. We defer its proof until later.
Lemma 5.33. LetD be an open set with Ahlfors regular boundary and write σ = Hn−1|∂D.
Let Q ∈ D = D(∂D) and suppose that D′ ⊂ D is such that each Q′ ∈ D′ satisfies one of the
following conditions for some C1 ≥ 1:
• Q′ ⊂ Q and dist(Q′, ∂Ω \ Q) ≤ C1ℓ(Q
′).
• Q′ ∩ Q = Ø, ℓ(Q′) ≤ C1ℓ(Q) and dist(Q
′,Q) ≤ C1ℓ(Q
′).
Then there is a sub-collection of distinct cubes {Q˜m}
N2
m=1, all of the same generation, with
N2 = N2(n,CAR,C1), satisfying ℓ(Q) ≤ ℓ(Q˜m) ≤ C2ℓ(Q) and dist(Q˜m,Q) ≤ C2ℓ(Q), with
C2 = C2(n,CAR,C1), for every m, such that for any s > 1 if 0 ≤ h ∈ L
s
loc(∂D, σ) then
(5.34)
∑
Q′∈D′
ˆ
Q′
hdσ ≤ C3σ(Q)
N2∑
m=1
( 
Q˜m
hsdσ
) 1
s
where C3 = C3(n,CAR,C1, s).
As a consequence, if there exists C′1 so that for each m, 1 ≤ m ≤ N2, there holds
(5.35)
( 
Q˜m
hsdσ
) 1
s
≤ C′1
 
Q˜m
h dσ
then
(5.36)
∑
Q′∈D′
ˆ
Q′
hdσ ≤ C′3
N2∑
m=1
ˆ
Q˜m
hdσ
with C′3 = C
′
3(n,CAR,C1, s,C
′
1).
Remark 5.37. It follows from the proof of that if Q′ ⊂ Q for all Q′ ∈ D′ (i.e., we only
consider the first case), then there is only one Q˜m, namely the unique one containing Q
satisfying the given conditions.
Remark 5.38. Suppose that we are under the assumptions of the previous result. Assume
further that D is a uniform domain with Ahlfors regular boundary and that ωL ∈ RHp(σ).
Then, if kL = dωL/dσ it follows that
(5.39)
∑
Q′∈D′
ˆ
Q′
(
k
XQ
L
)p
dσ .
ˆ
Q
(
kXQ
)p
dσ.
with an implicit constant depending on the allowable constants ofD, C1, p, and the implicit
constant in the condition ωL ∈ RHp(σ).
To see this we recall that from Gehring’s Lemma it follows that there exists s > 1 such
that ωL ∈ RHps(σ). This, combined with Harnack’s inequality, implies that (5.35) holds
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with h =
(
k
XQ
L
)p
. As a result (5.36) readily gives (5.39):
∑
Q′∈D′
ˆ
Q′
(
k
XQ
L
)p
dσ .
N2∑
m=1
ˆ
Q˜m
(
k
XQ
L
)p
dσ ≈
N2∑
m=1
ˆ
Q˜m
(
k
X
Q˜m
L
)p
dσ
.
N2∑
m=1
σ(Q˜m)
1−p
. σ(Q)1−p,
where we have used Harnack’s inequality (to change the pole of the elliptic measure from
XQ to XQ˜m and the fact that N2 is uniformly bounded).
We will use the previous remark to estimate (5.32). Fixed then 1 ≤ k ≤ N2 and we split
the proof in three different steps.
Step 2.1. Estimate for N0(k).
If i ∈ N0(k) we have Q˜
i ⊂ ∂Ω \ Q ⊂ ∂Ω \ Pk and
dist(Qi, ∂Ω \ Pk) ≤ dist(Q
i, Q˜i) . ℓ(Qi).
Since Qi ⊂ Pk, we may apply Lemma 5.33 to Pk and the collection D
′ := {Qi : i ∈ N0(k)}
(note that we are in the first scenario), to obtain by Remark 5.38
(5.40)
∑
i∈N0(k)
ˆ
Qi
(
kXPk
)p
dσ .
ˆ
Pk
(
kXPk
)p
dσ . σ∗(∆∗)
1−p,
where in the last inequality we have used (5.29).
Step 2.2. Estimate for Q j ∈ F1(k).
By (5.31), the cardinality of F1(k) is uniformly bounded. Moreover, for each Q j ∈ F1(k)
we necessarily have Q j ∩ Pk = Ø, since otherwise, the condition ℓ(Q j) ≥ ℓ(Pk) guarantees
that Pk ⊂ Q j, and thus Q
i ⊂ Pk ⊂ Q j ∈ F . This contradicts that Q
i ∈ DF ,Q. On the other
hand Q j ∩ Pk = Ø implies Q˜
i ⊂ Q j ⊂ ∂Ω \ Pk, for each i ∈ N j(k). Combined with (5.30),
this yields
dist(Qi, ∂Ω \ Pk) ≤ dist(Q
i, Q˜i) . ℓ(Qi).
Applying Lemma 5.33 to Pk and the collection D
′ = {Qi : i ∈ N j(k)} (note that we are in
the first scenario), we obtain from (5.39)
(5.41)
∑
i∈N j(k)
ˆ
Qi
(
kXPk
)p
dσ .
ˆ
Pk
(
kXPk
)p
dσ . σ∗(∆∗)
1−p,
where again we have used (5.29). The above estimate holds for each Q j ∈ F1(k), which as
uniformly bounded cardinality, hence
(5.42)
∑
Q j∈F1(k)
∑
i∈N j(k)
ˆ
Qi
(
kXPk
)p
dσ . σ∗(∆∗)
1−p.
Step 2.3. Estimate for Q j ∈ F2(k).
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For each Q j ∈ F2(k) we claim that
(5.43)
∑
i∈N j(k)
ˆ
Qi
(
kXPk
)p
dσ .
ˆ
Q j
(
kXPk
)p
dσ.
In fact, for each i ∈ N j(k), by (5.30) and Q˜
i ⊂ Q j, we have
(5.44) ℓ(Qi) ≈ ℓ(Q˜i) ≤ ℓ(Q j).
Since Qi ∈ DF ,Q, we either have Q
i ∩ Q j = Ø, or Q j ( Q
i. In the first case, note that
dist(Qi,Q j) ≤ dist(Q
i, Q˜i)) . ℓ(Qi),
hence Qi ∪Q j ⊂ ∆(xQ j ,C ℓ(Q j)) which xQ j being the center of Q j an a uniform constant C.
By Lemma 2.39 applied withD = Ω (or Harnack’s inequality if ℓ(Q j) ≈ ℓ(Pk)), Lebesgue’s
differentiation theorem, Lemma 2.44, and Harnack’s inequality one can see that
kXPk (y) ≈ ωXPk (Q j)k
XQj (y), for σ-a.e. y ∈ ∆(xQ j ,C ℓ(Q j)).
This, Lemma 5.33 with Q j and the collection D
′ := {Qi : i ∈ N j(k),Q
i ∩Q j = Ø} (we are in
the second scenario), and Remark 5.38 lead to
(5.45)
∑
i∈N j(k)
Qi∩Q j=∅
ˆ
Qi
(
kXPk
)p
dσ ≈
(
ωXPk (Q j)
)p ∑
i∈N j(k)
Qi∩Q j=∅
ˆ
Qi
(
k
XQj
)p
dσ
.
(
ωXPk (Q j)
)p ˆ
Q j
(
k
XQj
)p
dσ ≈
ˆ
Q j
(
kXPk
)p
dσ.
On the other hand, if Q j ( Q
i, then (5.44) gives ℓ(Q j) ≈ ℓ(Q
i), hence the cardinality of
{Qi : i ∈ N j(k),Q j ( Q
i} is uniformly bounded. On the other hand, by Lemma 2.39 applied
with D = Ω (or Harnack’s inequality if ℓ(Qi) ≈ ℓ(Pk)), Lebesgue’s differentiation theorem,
Lemma 2.44, and Harnack’s inequality we readily obtain
kXPk (y) ≈ ωXPk (Q j)k
XQj (y), for σ-a.e. y ∈ Qi.
Thus, using Corollary 2.46 we have∑
i∈N j(k)
Qi)Q j
ˆ
Qi
(
kXPk
)p
dσ ≈
(
ωXPk (Q j)
)p ∑
i∈N j(k)
Qi)Q j
ˆ
Qi
(
k
XQj
)p
dσ(5.46)
.
(
ωXPk (Q j)
)p ∑
i∈N j(k)
Qi)Q j
ˆ
Q j
(
k
XQj
)p
dσ
.
(
ωXPk (Q j)
)p ˆ
Q j
(
k
XQj
)p
dσ
≈
ˆ
Q j
(
kXPk
)p
dσ.
The claim (5.43) now follows from (5.45) and (5.46).
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To continue, let us recall that for each Q j ∈ F2(k),
ℓ(Q j) < ℓ(Pk) and dist(Q j, Pk) . ℓ(Pk),
where the second inequality is (5.31). Consequently, each Q j ∈ F2(k), is contained in some
P ∈ N(Pk) := {P ∈ D : ℓ(P) = ℓ(Pk), dist(P, Pk) . ℓ(Pk)} and, clearly, the cardinality
of N(Pk) is uniformly bounded. Recalling that F = {Q j} j is a pairwise disjoint family of
cubes, by (5.43), Corollary 2.46, and (5.29), we arrive at
(5.47)
∑
Q j∈F2(k)
∑
i∈N j(k)
ˆ
Qi
(
kXPk
)p
dσ .
∑
Q j∈F2(k)
ˆ
Q j
(
kXPk
)p
dσ
=
ˆ
⋃
Qj∈F2(k)
Q j
(
kXPk
)p
dσ ≤
∑
P∈N(Pk)
ˆ
P
(
kXPk
)p
dσ .
ˆ
Pk
(
kXPk
)p
dσ . σ∗(∆∗)
1−p.
Step 2.4. Final estimate.
We finally combine (5.32) with (5.40), (5.42), and (5.47), and use the fact that N2 ≤ N1 =
N1(n,CAR) to conclude that
ˆ
∆∗
(
kX∗
)p
dσ∗ .
N2∑
k=1
σ∗(∆∗)
1−p
. σ∗(∆∗)
1−p.(5.48)
Hence, we have obtained the desired estimate (5.4), and therefore the proof of Theorem
5.1 is complete, provided that the sawtooth domain Ω∗ is compactly contained in Ω and
modulo the proof of Lemma 5.33.
To consider the general case we need the following theorem which generalizes [KKPT,
Theorem 4.1] and [DJK] (see also [DKP, Zha]):
Theorem 5.49 ([CHMT, Theorem 1.1]). Let D be uniform domain D Ahlfors regular
boundary, and let A be a real (non necessarily symmetric) uniformly elliptic matrix on
D. The following are equivalent:
(1) The elliptic measure ωL associated with the operator L = − div(A∇) is of class A∞
with respect to the surface measure.
(2) Any bounded weak solution to Lu = 0 satisfies the Carleson measure estimate
(5.50) sup
x∈∂D
0<r<∞
1
rn
¨
B(x,r)∩D
|∇u(Y)|2 dist(Y, ∂D) dY ≤ C‖u‖2L∞(D).
The involved constants depend on the allowable constants and the constant appearing in the
corresponding hypothesis of the implication in question.
Consider next a general sawtooth domain Ω∗ = ΩF ,Q which, although bounded, is not
necessarily compactly contained in Ω. By (2) =⇒ (1) in Theorem 5.49 with D = Ω, in
order to obtain that the elliptic measure associated with L relative to Ω∗ belongs to A∞ with
respect to the surface measure, we just need to see that (2) holds with D = Ω∗. With this
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goal in mind we take u, a bounded weak solution to Lu = 0 in Ω∗, and let x ∈ ∂Ω and
0 < r < ∞.
Given N ≥ 1 we recall the definition of FN := F (2
−N ℓ(Q)) in Section 2.2 and write
ΩN∗ := ΩFN ,Q. Note that by construction ℓ(Q
′) > 2−N ℓ(Q) for every Q′ ∈ DFN ,Q, hence Ω
N
∗
is compactly contained inΩ (indeed is at distance of the order 2−N ℓ(Q) to ∂Ω). Then we can
apply the previous case to obtain that for each N, the associated elliptic measure associated
with L relative to ΩN∗ satisfies the A∞ property with respect to the surface measure of ∂Ω
N
∗ ,
and the implicit constants depend only on the allowable constants. Hence (1) =⇒ (2) in
Theorem 5.49 with D = ΩN∗ implies
(5.51) sup
z∈∂ΩN∗
0<s<∞
1
sn
¨
B(z,s)∩ΩN∗
|∇u(Y)|2δN∗ (Y) dY . ‖u‖
2
L∞(Ω∗N )
≤ C‖u‖2L∞(Ω∗),
since u is a bounded weak solution to Lu = 0 in Ω∗ and so in each Ω
∗
N , where δ
N
∗ =
dist(· , ∂ΩN∗ ) and where the implicit constants depend only on the allowable constants.
Let ω∗ and ω
N
∗ denote the elliptic measures to L relative to Ω∗ and Ω
N
∗ respectively, and
let σN∗ := H
n−1|∂ΩN∗ denote the surface measure of ∂Ω
N
∗ . By construction {Ω
N
∗ }N≥1 is an
increasing sequence of sets with Ω∗ = ∪N≥1Ω
N
∗ . Hence, for any Y ∈ Ω∗ there is NY ≥ 1 such
that Y ∈ ΩN∗ for all N ≥ NY . Clearly δ
N
∗ (Y)ր δ∗(Y) as N → ∞ and
|∇u(Y)|2δN∗ (Y)χΩN∗ (Y)ր |∇u(Y)|
2δ∗(Y)χΩ∗ (Y), as N → ∞.
On the other hand since x ∈ ∂Ω∗, using the Corkscrew condition we can find a sequence
{xN}N≥1 with xN ∈ ∂Ω
N
∗ such that xN → x. In particular, B(x, r) ⊂ B(xN, 2r) for sufficiently
large N. By Fatou’s Lemma and (5.51) it then follows
(5.52)
¨
B(x,r)∩Ω∗
|∇u(Y)|2δ∗(Y) dY ≤ lim inf
N→∞
¨
B(x,r)∩ΩN∗
|∇u(Y)|2δN∗ (Y) dY
≤ lim inf
N→∞
¨
B(xN ,2r)∩ΩN∗
|∇u|2δN∗ (y) dY . r
n ‖u‖2L∞(Ω∗),
where the implicit constant depend only on the allowable constants. Since x, r, and u are
arbitrary we have obtained as desired (2) in Theorem 5.49 for D = Ω∗ and as a result we
conclude that ω∗ ∈ A∞(σ∗). This completes the proof for an arbitrary sawtooth domain Ω∗,
and therefore the proof of Theorem 5.1 modulo the proof of Lemma 5.33. 
Proof of Lemma 5.33. For fixed k ∈ Z, write D′k := {Q
′ ∈ D′ : ℓ(Q′) = 2−kℓ(Q)}, which is
a pairwise disjoint family. In the first case since Q′ ⊂ Q, we have that k ≥ 0; in the second
case since ℓ(Q′) ≤ C2ℓ(Q), we may assume that k ≥ − log2C2. Set then k0 = 0 in the first
case and k0 the integer part of log2C1. We define for k ≥ −k0
A+k = {x ∈ Q : dist(x, ∂Ω \ Q) . 2
−kℓ(Q)}, A−k = {x ∈ ∂Ω \ Q : dist(x,Q) . 2
−kℓ(Q)},
so that for appropriate choices of the implicit constants, each Q′ ∈ D′k is contained in ei-
ther A+k (the first case) or A
−
k (the second case). Recall that by the thin boundary property
of the dyadic decomposition D (cf. (2.14)), there is γ ∈ (0, 1) such that for all k under
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consideration,
σ(A+k ) . 2
−kγσ(Q), σ(A−k ) . 2
−kγσ(Q).
Set
F− :=
{
Q′ ⊂ ∂Ω \ Q : ℓ(Q′) ≤ C1ℓ(Q), dist(Q
′,Q) ≤ C1ℓ(Q
′)
}
.
Observe that each Q′ ∈ F− is contained in some dyadic cube Q˜, with ℓ(Q˜) ≈ ℓ(Q) and
dist(Q˜,Q) . ℓ(Q) depending on C1. We may therefore define a collection of distinct cubes
F∗ := {Q˜m}
N2
m=1, all of the same dyadic generation, one of which (say, Q˜1) contains Q, with
ℓ(Q˜m) ≈ ℓ(Q), and with dist(Q˜m,Q) . ℓ(Q) for every m, such that each Q
′ ∈ F− is contained
in some Q˜m ∈ F∗, and⋃
k
A+k ⊂ Q ⊂ Q˜1 , and
⋃
k
A−k ⊂
N⋃
m=2
Q˜m.
Clearly, we have #F∗ = N2 = N2(n,CAR,C1). Using all the previous observations we get for
any s > 1 ∑
Q′∈D′
ˆ
Q′
h dσ =
∞∑
k=−k0
∑
Q′∈D′k
ˆ
Q′
h dσ(5.53)
≤
∞∑
k=−k0
ˆ
A+k∪A
−
k
h dσ
≤
∞∑
k=−k0
σ(A+k ∪ A
−
k )
1− 1
s
(ˆ
∪mQ˜m
hsdσ
) 1
s
.
∞∑
k=−k0
(
2−kγσ(Q)
)1− 1
s
(ˆ
∪mQ˜m
hs dσ
) 1
s
. σ(Q)
(∑
m
 
Q˜m
hs dσ
) 1
s
. σ(Q)
∑
m
( 
Q˜m
hsdσ
) 1
s
.
This shows (5.34). To obtain (5.36) we combine (5.53) together with (5.35) and the fact that
σ(Q) ≈ σ(Qm) for every 1 ≤ m ≤ N2 by the Ahlfors regular property and the construction
of the family F∗. 
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