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les réseaux de capteurs sans fil
La miniaturisation croissante des équipements électroniques
ainsi que les progrès des technologies de communication sans
fil ont permis de produire à faible coût et en grande quantité
des nœuds capteurs communicants et peu consommateurs en
énergie (figure 1). Ces petites entités autonomes mesurent les
conditions ambiantes (luminosité, température, pression baro-
métrique, son, ondes sismiques, etc.) et les transforment en si-
gnaux électriques permettant aux équipements informatiques
de les traiter [1]. Bien qu’il une large variété de nœuds capteurs
sans fil, leur architecture matérielle reste similaire. Un capteur
est composé :
– d’une ou plusieurs unités de capture, chargées de récolter
les informations à propos de l’environnement proche ;
– d’une unité de traitement : un processeur et de la mémoire ;
– d’une batterie ;
– d’un module de transmission sans fil.
De par leur petite taille, ces équipements sont extrêmement
contraints. Individuellement, ils ne peuvent pas rivaliser avec
les ordinateurs ou terminaux de poche actuels en terme de trai-
tement des données, de capacité de stockage et de communi-
cation. La table 1 présente les principales caractéristiques de
quelques nœuds capteurs sans fil. Comme nous pouvons le
constater, la cadence des processeurs des nœuds capteurs est
bien inférieure à celle des derniers terminaux de poche appa-
rus sur le marché (8 ou 16 MHz contre plusieurs cœurs et une
vitesse dépassant 1 Ghz).
La force des réseaux de capteurs ne repose pas sur les capaci-
tés d’un seul équipement mais provient de leur capacité à colla-
borer. Le faible coût des nœuds capteurs permet d’en déployer
un grand nombre pour couvrir de larges zones. Toutefois, un
tel déploiement peut être problématique pour récolter les don-
nées, en particulier si les nœuds capteurs sont déployés dans
un environnement inhospitalier. Pour faciliter cette récolte, les
3
4 introduction générale
Figure 1: Nœud capteur sans fil WSN 430 de la plateforme SensLAB
nœuds capteurs peuvent former un réseau grâce à leur interface
de communication. Les données obtenues par les capteurs se-
ront généralement transmises à une entité spécialisée nommée
puits.
Un puits peut avoir plusieurs fonctions au sein d’un réseau
de capteurs. Il peut être un équipement collecteur et disposer
d’une puissance de calcul plus élevée ainsi que d’une mémoire
de grande capacité pour traiter directement les données reçues.
Dans ce cas, un utilisateur pourra donc récupérer manuelle-
ment les données à un endroit unique. Le puits peut égale-
ment disposer d’une interface de communication supplémen-
taire permettant de le relier aux réseaux standards (réseau privé
ou Internet). Il offre ainsi la possibilité aux utilisateurs d’accé-
der à distance aux données qu’il contient ou permettre de trans-
Nœud capteur MicaZ TelosB WSN430
Processeur Atmel AT TI MSP430 TI MSP430
-Mega 128L
Vitesse du processeur 16 MHz 8 MHz 8 MHz
RAM 4 Ko 10 Ko 10 Ko
Espace programme 128 Ko 48 Ko 48 Ko
Radio TI CC2420 TI CC1100
IEEE 802.15.4
Fréquence (MHz) 2400-2483 315/433/868/915
Débit (Kb/s) 250 76.8
Batterie 2 x AA 2 x 3A PoLiFlex
Voltage 2, 7 V 1,8 - 3,6 V 3,7 V
Dimension (mm) 58x32x7 36x48x9 65x40x8
Table 1: Caractéristiques de quelques nœuds capteurs sans fil
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Figure 2: Représentation schématique d’un réseau de capteurs sans
fil collaborant pour acheminer des données vers le puits
mettre directement les données des nœuds capteurs à une base
de stockage distante.
La portée de transmission des nœuds capteurs peut aller de
quelques mètres à plusieurs centaines de mètres. Cette portée
va dépendre de cinq conditions : la localisation (présence d’obs-
tacles, par exemple), la fréquence, la modulation, la puissance
d’émission et les conditions météorologiques [2]. De ce fait, en
fonction de leur déploiement, tous les nœuds ne seront pas for-
cément à portée radio du puits. Ils vont ainsi devoir collaborer
pour envoyer de proche en proche les informations récoltées
jusqu’au puits. Cette communication multi-sauts est illustrée
dans la figure 2. Les conditions de déploiement vont alors po-
ser de nouvelles contraintes et défis.
Les communications multi-sauts vont nécessiter la mise en
place d’un protocole de routage des données afin de gérer les
multiples transmissions pour atteindre le destinataire du pa-
quet de données. Cette gestion n’est pas aisée car la topolo-
gie d’un réseau de capteurs sans fil est dynamique : un nœud
capteur peut ne plus être joignable parce qu’il a épuisé toutes
ses réserves énergétiques ou parce que les conditions environ-
nementales ont fortement détérioré ses capacités de communi-
cation. Ces protocoles de routage doivent également être éco-
nomes en énergie car les réseaux de capteurs sont conçus pour
être déployés sur des durées allant de quelques mois à plu-
sieurs années. De plus, les conditions de déploiement peuvent
rendre l’accès aux capteurs difficiles. Il sera donc impossible de
remplacer ou reconfigurer les nœuds une fois que ces derniers
seront déployés.
6 introduction générale
Trafic de données et applications
Dans les réseaux de capteurs sans fil, le trafic de données va
essentiellement dépendre de la raison pour laquelle le réseau a
été déployé. Il est possible de distinguer trois types de trafic de
données qui peuvent être utilisés seuls ou conjointement :
Orienté temps (time-driven) Le premier type de trafic est un
trafic périodique dans lequel les nœuds vont transmettre à
intervalle régulier les données obtenues des capteurs (avec
une agrégation des valeurs ou non). La fréquence de l’en-
voi des données va dépendre de l’application installée sur
les nœuds et peut aller de quelques millisecondes à plu-
sieurs heures voire plusieurs jours. C’est le trafic de don-
nées le plus utilisé dans les réseaux de capteurs sans fil.
Orienté requêtes (query-driven) Le second type de trafic est
centré sur l’utilisateur. Un utilisateur ou une application
(distante ou installée sur le puits) va envoyer une requête
à un nœud ou à un groupe de nœuds pour obtenir les in-
formations de leurs capteurs.
Orienté événements (event-driven) Le dernier type de trafic
est un trafic événementiel. De manière générale, les nœuds
vont récupérer périodiquement les données de leurs cap-
teurs et les analyser. Si le nœud détecte un événement ou
phénomène physique à partir de ces analyses, il va trans-
mettre l’information au puits. Ensuite, selon l’application
installée sur le nœud et sur le puits, cette remontée d’infor-
mation pourra être périodique ou à la demande du puits
pour confirmer l’événement.
La grande diversité des nœuds capteurs a permis d’envisager
de nombreuses applications que nous pouvons regrouper en
quatre principales catégories :
Surveillance Les réseaux de capteurs peuvent être utilisés
pour étudier l’environnement [3, 4, 5] ou la faune. Lors-
que ces nœuds capteurs sont utilisés pour enregistrer les
données biologiques d’un être vivant [6], ils sont nommés
biologgers. Ces déploiements utilisent un trafic de données
de type périodique (dans [3], les données sont transmises
toutes les 5 minutes et dans [6] toutes les deux heures) ou
de type événementiel (par exemple, seulement si les ondes
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sismiques dépassent un seuil prédéfini). Ainsi les données
collectées par le projet SensorScope [7] ont permis d’amé-
liorer les prédictions d’inondations en détectant les micro-
climats dans les glaciers.
Pistage Équipés de caméras ou de systèmes de localisation,
les réseaux de capteurs peuvent suivre une cible (par exem-
ple, le déplacement d’animaux, d’êtres humains [8, 9, 10],
de colis, etc.). Dans ce type d’application, les informations
récoltées sont transmises lorsque la cible a été repérée ou
si elle se déplace.
Bâtiments intelligents Les réseaux déployés pour ce type
d’application peuvent avoir plusieurs objectifs. Ils peuvent
être dédiés à l’étude de structures [11, 12] pour détecter des
fissures (qui peuvent se produire lors de séismes) ou détec-
ter l’impact de chantiers sur d’anciennes constructions. Il
peuvent également être dédiés à l’étude des conditions am-
biantes d’une maison [13], d’une industrie [14] ou de na-
vires [15]. Ces déploiements peuvent également permettre
de faire des relevés de compteur à distance comme le fait
la société Coronis System [16] aux Sable-d’Olonne. Dans le
cadre de la domotique, ces réseaux peuvent contrôler les
divers équipements de la maison. L’intérêt des réseaux de
capteurs sans fil dans ces types de déploiement est l’ab-
sence de câbles reliant l’équipement au puits réduisant
ainsi fortement le coût de leur installation [15].
Médical Les réseaux de capteurs sont aussi fréquemment
employés par les centres médicaux, notamment pour per-
mettre le suivi de patients. Ainsi, les relevés effectués par le
personnel médical (pression sanguine, oxygénation, glycé-
mie, etc.) sont complétés par des relevés en temps réel ob-
tenus par les nœuds capteurs sans fil [17, 18]. En outre, un
déploiement de réseaux de capteurs au domicile du patient
peut permettre son suivi médical à distance, à moindre
coût [19].
contexte de recherche
De plus en plus d’applications vont nécessiter la présence
de capteurs sur des éléments mobiles. L’intérêt de la mobilité
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dans les réseaux de capteurs sans fil est multiple dans la me-
sure où les capteurs mobiles peuvent permettre d’étendre la
couverture d’un réseau ou encore obtenir des résultats plus pré-
cis [20]. En prenant l’exemple d’une application de surveillance,
des capteurs peuvent être placés sur des animaux qui évolue-
ront librement dans un parc où seront également déployés des
nœuds fixes. Ces derniers récupèreront les données émises par
les nœuds capteurs mobiles. En outre, il est fort probable qu’à
l’instar des équipements des réseaux IP, les nœuds mobiles ne
soient plus confinés au sein d’un seul réseau mais évolueront
au sein de multiples réseaux. Cette mobilité est d’ailleurs un
des éléments clés de l’Internet des Objets [21].
Dans les réseaux sans fil, la mobilité d’un équipement fait
intervenir plusieurs niveaux de la pile de communication (mo-
dèle OSI [22]). Elle se gère tout d’abord au niveau 2, où un pro-
tocole d’accès au médium (MAC) doit permettre aux nœuds
mobiles de transmettre leurs paquets sur le médium sans fil.
Plusieurs verrous scientifiques peuvent limiter les capacités de
communication des nœuds mobile au niveau MAC. En effet,
un nœud mobile doit être capable de s’insérer dans les commu-
nications mais également de déterminer vers qui transmettre
ses paquets. De nombreuses solutions facilitant l’insertion de
nœuds mobiles ont été proposées dans la littérature [23, 24, 25]
mais elles utilisent des informations provenant de protocoles de
la couche réseau pour déterminer vers quel voisin transmettre
les paquets. En raison du grand nombre de protocoles de rou-
tage existants [26], il est fort peu probable que celui utilisé par
le nœud mobile soit identique à celui du réseau dans lequel il
se trouve. En conséquence, le nœud mobile ne peut obtenir un
prochain saut par des moyens conventionnels.
L’arrivée du protocole Internet Protocol version 6 (IPv6) offre
de nouvelles perspectives aux réseaux de capteurs sans fil [27,
28]. En disposant d’une adresse IPv6 globale, un nœud mo-
bile peut communiquer directement avec des équipements (cor-
respondants) situés hors du réseau dans lequel le nœud se
trouve. Lors de ses déplacements, un nœud mobile peut être
amené à changer d’adresse IPv6 et, sans support spécifique, les
connexions entre un nœud mobile et ses correspondants de-
vront être réinitialisées. Différentes solutions [29, 30, 31] existent
dans les réseaux IP pour pallier ce problème. Cependant, les
évaluations faites de ces protocoles au sein des réseaux de cap-
teurs sans fil sont approximatives. Nous pensons qu’il sera né-
introduction générale 9
cessaire d’étudier et d’évaluer soigneusement ces protocoles
avant de proposer une nouvelle solution pour gérer la mobilité
au niveau 3.
Le travail présenté dans cette thèse doit répondre à ces ques-
tions et proposer également des solutions pour que cette mo-
bilité devienne une réalité pour les réseaux de capteurs sans
fil.
gestion de la mobilité
Lors de l’étude des protocoles MAC, nous nous sommes in-
téressés aux caractéristiques du médium radio sans fil et, en
particulier, à la capacité des nœuds à pouvoir entendre des don-
nées, même si elles ne leur sont pas adressées (sur-écoute). En
s’appuyant sur cette caractéristique, nous avons proposé une
solution au problème de la sélection du prochain saut lors des
déplacements de nœuds mobiles. Notre première contribution,
le protocole Mobinet, utilise la sur-écoute liée au médium radio
sans fil pour découvrir le voisinage d’un nœud mobile et ainsi
déterminer vers qui un paquet doit être envoyé. Notre investi-
gation s’est poursuivie avec l’étude des protocoles de support
de la mobilité de niveau 3 et nous avons décidé d’évaluer Mo-
bile IPv6 au sein des réseaux de capteurs sans fil.
Durant cette étude, nous démontrons que le mécanisme de
détection de mouvement de Mobile IPv6 est inapplicable au
sein des réseaux de capteurs sans fil et nous proposerons deux
solutions pour pallier ce problème. La première solution est
basée sur des temporisateurs afin de rester conforme avec la
norme (c’est-à-dire pas de nouveaux mécanismes) et la seconde
solution utilise quant à elle le protocole Mobinet. Ces deux so-
lutions ont été implémentées et évaluées sur une plate-forme
constituée de nœuds capteurs TelosB déployés dans nos locaux.
contrôle de congestion
Au cours de nos travaux, nous avons pu observer que la perte
de nombreux paquets de données est liée à l’inaccessibilité du
prochain saut. Un prochain saut peut devenir inaccessible pour
diverses raisons telles que des perturbations radio, la conges-
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tions du médium radio ou une panne. Ce sont les protocoles
de routage qui sont chargés de sélectionner un prochain saut.
Pour consommer peu d’énergie, ces derniers actualisent leurs
informations de routage peu fréquemment. En conséquence, de
nombreux paquets peuvent être perdus avant qu’un nouveau
prochain saut ne soit désigné par le protocole de routage. Nous
nous sommes demandés si la sur-écoute des protocoles MAC
peut aider à pallier ce problème. Notre dernière contribution,
nommée CLOMAC, est un mécanisme multi-couches qui per-
met aux nœuds avoisinant un émetteur de devenir la destina-
tion de son paquet de données. En créant dynamiquement des
chemins alternatifs, notre solution est capable de réduire voire
d’éviter les congestions.
plan de la thèse
Ce document se décompose en trois parties. La première par-
tie est consacrée à la présentation du contexte de travail. Nous
présenterons les protocoles MAC conçus spécifiquement pour
les réseaux de capteurs sans fil et comment ces derniers gèrent
la mobilité des nœuds. Nous détaillerons ensuite l’intégration
du protocole IPv6 dans les réseaux de capteurs sans fil et les
modifications qui y ont été apportées pour prendre en compte
les fortes contraintes de ces réseaux (énergétiques et taille de
paquets). Enfin, nous ferons un état des différents protocoles
de support de la mobilité au niveau 3 existants et leur utilisa-
tion au sein des réseaux de capteurs sans fil.
La seconde partie est consacrée à nos travaux sur la gestion
de la mobilité qui constituent le cœur de cette thèse. Dans un
premier temps, elle présentera notre première proposition per-
mettant à un nœud mobile de sélectionner un prochain saut
au niveau MAC lors de ses déplacements. Enfin, nous expose-
rons les résultats de notre expérimentation de Mobile IPv6 et
les moyens mis en œuvre pour pallier le problème de détection
de mouvement.
Dans la troisième et dernière partie, nous présenterons nos
travaux sur l’évitement de congestion dans les réseaux de cap-
teurs sans fil. Elle fera dans un premier temps l’inventaire des
solutions existantes, puis nous détaillerons notre contribution
et son évaluation par simulation.
introduction générale 11
Dans la conclusion, nous exposerons les principales contribu-
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1.1 introduction
Ce chapitre introduit les fonctions assumées par la couche de
contrôle d’accès au médium (Medium Access Control (MAC)).
En raison des fortes contraintes des nœuds capteurs, l’utilisa-
tion des protocoles MAC des réseaux sans fil existants va être
la source de nombreux problèmes liés à la forte consommation
de l’émetteur radio. Nous présenterons dans un premier temps
ces problèmes de consommation énergétique au sein des ré-
seaux de capteurs sans fil et nous continuerons par la descrip-
tion des principaux concepts (une étude [32] datant de 2009
a recensé plus de 70 protocoles MAC) permettant de les ré-
soudre. Nous conclurons ce chapitre par la présentation de la
norme 802.15.4 [23] définie par l’organisme de standardisation
Institute of Electrical and Electronics Engineers (IEEE) [33].
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1.2 définition
La couche MAC est une sous-couche de la couche liaison de
données (couche 2) du modèle OSI (Open System Interconnec-
tion) [22]. Les protocoles appartenant à cette couche sont char-
gés de coordonner l’accès au médium de communication qui
peut être partagé par de nombreux nœuds. Un protocole MAC
conçu pour les réseaux de capteurs sans fil doit donc décider à
quel moment un nœud doit entrer dans l’une des trois phases
suivantes : mise en veille, transmission et écoute / réception.
Ces différentes phases doivent s’alterner tout en essayant de
fournir un accès fiable, une faible latence et un débit équitable
pour tous les nœuds. Atteindre ces conditions est d’autant plus
difficile compte tenu des caractéristiques du médium radio [34].
Le médium sans fil est half-duplex, ce qui signifie qu’un nœud
ne peut pas simultanément transmettre et réceptionner des don-
nées. La coordination entre les différents nœuds est primordiale
pour éviter les transmissions simultanées brouillant le signal
radio, ce qui génère des collisions. De plus, le médium est à
diffusion, ce qui signifie que toute donnée transmise sera reçue
par tous les nœuds présents dans le voisinage de l’émetteur
(sur-écoute). Ces multiples réceptions se produisent même si le
nœud n’est pas le destinataire des données car le filtrage s’ef-
fectue au niveau MAC.
Le composant radio est l’élément le plus gourmand en éner-
gie d’un nœud capteur sans fil [35]. La quantité d’énergie uti-
lisée par le composant radio dépend du mode dans lequel il
se trouve (veille, transmission ou réception / écoute). Directe-
ment chargé de sa gestion, un protocole MAC doit limiter la
déperdition énergétique provenant de ce composant. Pour re-
cevoir une donnée lui étant destinée, un nœud doit écouter le
médium radio. La consommation énergétique de ce mode va-
rie d’un composant à l’autre et peut être le plus gourmand en
énergie.
En fonction de la puce radio, cette écoute du médium peut
consommer beaucoup d’énergie, car le mode réception est en
général le plus énergivore de la puce. Par exemple, un com-
posant radio CC2420 consomme 19.7 mA à 2.4 GHz [36] (et
ce, même si aucune donnée ne transite sur le médium radio)
tandis que transmettre à -10dBm ne consomme que 8.5 mA. A
l’opposé, un composant radio CC1101 consomme 14.6 mA à
868 MHz [37] et 16.4 mA pour émettre à la même puissance.
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Pour limiter cette consommation liée à la couche physique, les
protocoles MAC essaient de placer le composant radio en veille
le plus souvent possible.
Les problèmes de transmission peuvent également être une
forte source de consommation énergétique. La transmission si-
multanée de deux trames risque de générer une collision et
peut déclencher la retransmission des données. Ces transmis-
sions simultanées peuvent être causées par une mauvaise co-
ordination entre les nœuds ou au problème du terminal ca-
ché [38]. Le protocole MAC doit donc être robuste face aux
problèmes de transmission tout en limitant son impact sur la
consommation énergétique.
1.3 protocoles mac pour réseaux de capteurs sans
fil
Pour réduire drastiquement la consommation énergétique des
nœuds, la solution principale consiste à placer le composant
radio en mode veille le plus souvent possible. Ceci risque ce-
pendant de poser un problème de synchronisation. En effet, les
données seront perdues si la radio d’un nœud est en veille lors-
qu’une transmission lui est adressée. Les protocoles MAC adap-
tés aux réseaux de capteurs sans fil devront faire en sorte que
la source et le destinataire d’une trame soient éveillés durant
la même période pour que la transmission soit un succès. Afin
d’assurer cette synchronisation entre les nœuds, deux procédés
principaux ont émergé : les protocoles synchronisés et les pro-
tocoles à préambule.
1.3.1 Protocoles MAC synchronisés
Les protocoles MAC synchronisés résolvent le problème de
synchronisation en divisant le temps en intervalles pour tous
les nœuds du réseau. Ces protocoles peuvent être divisés en
deux catégories.
Le première catégorie divise le temps en plusieurs intervalles
discrets, appelés slots, qui sont répartis entre les nœuds. Cette
catégorie se base donc sur le principe de Time Division Mul-
tiple Access (TDMA) et requiert une forte synchronisation glo-




















Figure 3: Exemple de répartition de slots avec un protocole MAC syn-
chronisé
bale entre tous les nœuds. Un nœud va s’accorder avec ses voi-
sins pour déterminer l’usage qu’il fera des slots qui lui ont été
attribués (émission ou réception). Durant le reste du temps, sa
radio sera en veille afin d’économiser de l’énergie. La figure 3
illustre cette répartition. Les protocoles MAC TRAMA [39] et
TSMP [40] entrent dans cette catégorie.
L’avantage de ces protocoles est l’absence de collision car seul
un émetteur est actif durant un slot. À partir d’une topologie
donnée, ces protocoles sont capables d’établir une distribution
évitant toute collision grâce à une forte synchronisation des
nœuds et sont donc adaptés pour des trafics avec des émissions
périodiques. Cependant, obtenir la topologie du réseau, répar-
tir les slots et maintenir la synchronisation entre les nœuds
va nécessiter de nombreux messages de contrôle ou du maté-
riel coûteux (pour réduire la dérive de l’horloge, par exemple).
En conséquence, ces solutions synchronisées visent particuliè-
rement les petits déploiements ayant une topologie fixe.
La seconde catégorie utilise une synchronisation locale et al-
terne des phases de sommeil et d’activité. Ces phases sont pé-
riodiques et le début de chaque phase d’activité est synchronisé
localement entre les nœuds du voisinage. Durant la phase de
sommeil, la radio est en veille, ce qui permet d’économiser de
l’énergie. Durant la phase d’activité, les nœuds accèdent au mé-
dium librement. Contrairement aux protocoles de la première
catégorie, les nœuds sont en compétition pour transmettre leurs
informations et utilisent la méthode CSMA/CA pour accéder
au médium. La figure 4 illustre cette alternance de phase. Les


















Période de sommeil Période d'activité
Figure 4: Exemple de transmission avec des nœuds partageant des
phases d’activité et de sommeil communes.
protocoles S-MAC [41] et T-MAC [42] utilisent ce type de syn-
chronisation. La synchronisation locale de ces protocoles per-
met de réduire la quantité de messages de contrôle nécessaire
mais au détriment de l’assurance de transmissions sans colli-
sion. Tout comme celles de la première catégorie, ces solutions
visent particulièrement les petits déploiements.
1.3.2 Protocoles MAC à préambule
À l’opposé des protocoles synchronisés, les protocoles MAC
à préambule permettent aux nœuds de décider par eux-mêmes
de l’organisation de leurs périodes d’activité et de sommeil et
cela indépendamment de leur voisinage. Dans cette famille, la
synchronisation entre l’émetteur et le récepteur n’est pas per-
manente mais valable uniquement pour la transmission cou-
rante. Une nouvelle synchronisation sera nécessaire à chaque
nouvelle transmission.
Cette famille est composée de très nombreux protocoles [43].
L’un des premiers protocoles proposés par la communauté scien-
tifique est le protocole Berkeley MAC (B-MAC) [44]. Pour s’as-
surer que le destinataire est prêt à réceptionner des données,
un nœud émetteur va, dans un premier temps, transmettre une
série de symboles appelée un préambule. Par défaut, chaque
nœud a une durée de sommeil identique. Au début de ce pré-
ambule, les nœuds n’étant pas forcément synchronisés, la du-
rée d’émission du préambule est plus longue que la période de
sommeil. L’émetteur est ainsi assuré que tous les nœuds dans
son voisinage, notamment le destinataire, sont réveillés et prêts
à recevoir les données. Un mot de synchronisation est envoyé
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Radio  en veille
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Données pour un autre
rejet de la trame
Figure 5: Transmission de données avec le protocole B-MAC. Un ac-
quittement est envoyé pour informé l’émetteur de la bonne
réception des données.
pour indiquer la fin du préambule et l’imminence de la trans-
mission de la trame contenant les données. Chaque nœud du
réseau va réveiller sa radio à intervalle régulier et écouter le
médium radio (échantillonnage) durant une très courte période.
Si aucun trafic n’est détecté, le nœud éteint sa radio et entame
une nouvelle phase de sommeil. Dans le cas contraire, le nœud
reste actif pour réceptionner la trame de données. Suivant les
fonctionnalités offertes par le protocole MAC, un acquittement
(ACK) peut être transmis par le destinataire de la trame de
données pour informer l’émetteur de la bonne réception des
données. La figure 5 illustre le fonctionnement du protocole
B-MAC. Le fonctionnement asynchrone de B-MAC le rend ro-
buste face aux changements topologiques et lui permet d’être
utilisé plus facilement sur de grandes topologies.
Même si le protocole B-MAC permet d’économiser de l’éner-
gie, il a néanmoins un point faible important. En effet, les pré-
ambules de B-MAC sont constitués uniquement de bruit et
sont transmis continuellement. Les nœuds doivent donc res-
ter éveillés jusqu’à la réception de la trame de données avant
d’être en mesure d’identifier le destinataire de la transmission.
Cela implique une forte sur-écoute et une consommation éner-
gétique inutile pour les nœuds n’étant pas le destinataire.
Le protocole X-MAC [45] offre une solution pour pallier ce
problème, en divisant le préambule en micro-trames qui con-
tiennent l’adresse du destinataire de la trame de données. Lors
de la réception d’une micro-trame, un nœud vérifie ainsi s’il est
le destinataire de la trame de données et, dans le cas contraire,
il éteint directement sa radio sans attendre la trame de données.
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Figure 6: Le protocole X-MAC découpe le préambule en micro-
trames (P) contenant l’adresse du destinataire.
De plus, pour signifier au plus tôt son réveil, le destinataire ac-
quitte la première micro-trame complète de préambule reçue.
Cela permet de débuter immédiatement la transmission de la
trame de données (voir figure 6). Acquitter le préambule per-
met également de réduire le temps d’activité des nœuds et le
temps d’occupation du médium radio.
La simplicité de ces protocoles les ont rendus populaires et
différentes propositions ont été soumises pour réduire leur con-
sommation énergétique. Dans [46], les auteurs proposent un
protocole qui remplace les micro-trames par le paquet de don-
nées. Ce remplacement permet d’accélérer la transmission des
données : le destinataire devant uniquement acquitter le paquet
reçu. Ceci peut cependant poser des problèmes si le paquet de
données est volumineux car sa longue durée de transmission
le rend plus vulnérable face aux collisions. Le protocole, Wise-
MAC [47], a pour objectif est de réduire la durée d’émission
du préambule. Lors de ses différents échanges avec son voi-
sinage, un nœud peut apprendre à quel moment ses voisins
vont échantillonner le médium radio. Il pourra ainsi commen-
cer l’émission du préambule peu de temps avant le réveil du
destinataire.
La durée de sommeil des nœuds est l’élément clé pour ré-
duire la consommation d’énergie. Une durée de sommeil trop
longue augmentera cependant le délai de bout en bout. Cette
durée est définie par l’utilisateur lors du déploiement du ré-
seau mais plusieurs propositions cherchent à l’optimiser une
fois le réseau déployé. La solution centralisée, pTunes [48], dé-
termine pour tous les nœuds une valeur optimale de leur durée
de sommeil à partir de contraintes applicatives et d’informa-
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Figure 7: Avec RI-MAC, un émetteur va attendre une balise (B) du
destinataire avant de transmettre ses données.
tions collectées dans le réseau (délai de bout en bout, énergie
restante, etc.). A l’opposé, le protocole BOX-MAC [49] propose
d’adapter la durée de sommeil de manière décentralisée. Lors-
qu’il n’y a aucun trafic, un nœud aura une longue période de
sommeil. A contrario, il diminuera temporairement sa période
de sommeil pour réduire le délai de bout en bout, lorsqu’il de-
vra transmettre des données.
Pour avoir un fonctionnement asynchrone, les protocoles de
cette catégorie doivent émettre un préambule pour se synchro-
niser brièvement avec le destinataire de la trame de données.
L’émission de ce préambule est cependant coûteuse ce qui rend
ces protocoles plus adaptés à des trafics de données irréguliers.
Par ailleurs, pour éviter d’occuper le médium radio avec un
préambule, la synchronisation temporaire entre deux nœuds
peut être effectuée par le destinataire. Les protocoles utilisant
une telle synchronisation sont appelés orientés récepteurs et nous
pouvons prendre comme exemple les protocoles Low Power
Probing [50] ou Receiver-Initiated MAC (RI-MAC) [51]. Ainsi,
un nœud utilisant un tel protocole va transmettre une balise
à intervalle régulier pour indiquer qu’il est éveillé. Il écoutera
donc le médium radio un court instant avant de s’endormir à
nouveau s’il ne réceptionne aucune donnée. Ainsi, un nœud
souhaitant émettre une trame va simplement allumer sa radio
et attendre la réception de la balise correspondant au destina-
taire du paquet avant de transmettre la trame de données.
En fonction du protocole utilisé, un acquittement peut être
envoyé pour confirmer la réception du paquet de données. En
cas de collisions entre trames, le protocole RI-MAC propose
d’utiliser une fenêtre de contention (dont la taille maximale est
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contenue dans la balise) pour éviter toute collision supplémen-
taire. Le protocole RI-MAC propose également d’utiliser la ba-
lise comme acquittement et permet ainsi à d’autres émetteurs
de transmettre directement leur paquets. La figure 7 illustre le
fonctionnement du protocole RI-MAC.
Ces protocoles peuvent être relativement économes en éner-
gie surtout si la transmission d’informations sur le médium ra-
dio est très consommatrice en énergie. Par exemple en fonc-
tion de la puissance d’émission, transmettre un paquet peut
consommer deux fois plus d’énergie que d’écouter le médium
radio avec un composant CC1101. L’inconvénient des protoco-
les MAC orientés récepteurs est la diffusion d’une trame de
données (trame broadcast) car tout le voisinage n’est pas éveillé
au moment de la transmission de la trame.
Ce problème peut être résolu de deux manières différentes.
La première va utiliser la découverte de voisinage, c’est-à-dire
qu’un nœud pourra transmettre en unicast la trame de données
aux voisins qu’il connaît. Cette solution peut cependant poser
des problèmes lorsque des nœuds sont mobiles car le voisinage
est modifié. La seconde solution consiste à transmettre la trame
à tous les nœuds émettant une balise durant une période plus
longue que la durée de sommeil des nœuds. Il peut cependant
y avoir un problème parce qu’un nœud peut réceptionner plu-
sieurs fois la même trame de données.
1.4 ieee 802 .15 .4
Ratifié en 2003 par l’organisme de standardisation IEEE, la
norme 802.15.4 spécifie la couche physique et la couche MAC
pour les réseaux privés sans fil à faible débit. Ces réseaux ont
plusieurs points en commun avec les réseaux de capteurs sans
fil. Les équipements qui composent ces réseaux ont de faibles
débits et de faibles coûts de production. De plus, ils sont ali-
mentés par batterie et disposent donc d’une quantité énergie
limitée. La version ratifiée en 2006 complète la définition de la
couche MAC et étend les capacités des fréquences existantes
(868 MHz, 915 MHz et 2,4 GHz). Des informations supplémen-
taires sont disponibles dans la section 1.4.2.
Nous allons présenter ci-après les différents acteurs et les dif-
férentes topologies introduits par la norme 802.15.4 et nous dé-
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(a) Topologie en étoile (b) Topologie pair à pair
(c) Topologie cluster-tree
PAN ID 1
PAN ID 2 PAN ID 3
FFD
Coordinateur de réseau FFD RFD
Coordinateur du PAN 2 Coordinateur du PAN 3
Figure 8: Exemple de topologies
taillerons la couche physique et la couche MAC définies par ce
protocole.
1.4.1 Principe de fonctionnement
Deux principaux types d’acteurs entrent en jeu au sein de la
norme 802.15.4 : les Full Function Device (FFD) et les Reduced
Function Device (RFD). Les RFD disposent de ressources mo-
destes et implémentent une version minimale de la norme. Un
RFD est conçu pour des applications simples telles qu’activer
ou non une lumière ou récupérer de manière passive la tem-
pérature d’une zone. En raison de leurs limitations, les RFD
peuvent uniquement communiquer avec des FFD et sont, par
conséquent, les équipements terminaux du réseau. A l’opposé,
les FFD sont les équipements principaux du réseau et implé-
mentent une version complète de la norme. Les capacités ma-
térielles d’un FFD lui permettent de créer un réseau auquel
d’autres équipements (FFD ou RFD) pourront s’associer. Un
























Table 2: Table de fréquence et de bande passante de IEEE 802.15.4.
FFD initiant le réseau en deviendra l’équipement central et est
nommé coordinateur de réseau (Personal Area Network (PAN) Co-
ordinator). Le coordinateur joue le même rôle que le puits dans
les réseaux de capteurs sans fil. De plus, pour permettre aux
équipements de les différencier, chaque réseau dispose d’un
identifiant unique dans le voisinage.
Selon les besoins des applications, ces deux acteurs peuvent
être déployés selon différentes topologies. Dans la topologie
en étoile (voir figure 8), tous les acteurs sont regroupés à un
saut autour du coordinateur de réseau et toutes les communi-
cations passent par le coordinateur. Au sein de la topologie pair
à pair, le coordinateur du réseau peut ne pas être directement
accessible à tous les équipements. Les FFD vont donc collaborer
pour relayer leurs données et celles des RFD jusqu’au coordina-
teur de réseau. La dernière topologie proposée par la norme est
nommée cluster tree. Cette topologie est constituée de groupes
d’équipements (clusters) reliés entre eux et permet d’étendre la
couverture du réseau. Cette topologie est utilisée par les proto-
cole haut-niveau Zigbee [52]. La figure 8 illustre ces différentes
topologies.
1.4.2 Couche physique
La couche physique est responsable de la transmission et
de la réception de données sur le médium radio en utilisant
une fréquence définie et un mécanisme de modulation. Dans
sa version datant de 2006, la norme 802.15.4 donne accès à trois
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bandes de fréquence : 868 MHz, 915 MHz et 2.4 GHz. Au total,
27 canaux sont répartis sur ces trois bandes. Le tableau 2 ré-
sume les différentes possibilités offertes par la norme 802.15.4.
La couche physique détermine également la taille maximale
d’une trame 802.15.4 qui est fixée à 127 octets.
La couche physique doit accomplir différentes tâches en plus
de la transmission et réception de données. Elle est naturelle-
ment chargée de l’allumage et de la mise en veille de la puce
radio en fonction des besoins de la couche MAC. Elle est éga-
lement chargée de mesurer la puissance du signal reçu et de
le comparer avec le niveau du bruit radio ambiant. Ce proces-
sus est utilisé par le mécanisme Clear Channel Assessment (CCA)
pour déterminer si le canal est utilisé ou non. La couche phy-
sique fournit également des informations sur la qualité du si-
gnal (Radio Strength Signal Indication (RSSI) et/ou Link Quality
Indication (LQI)) qui peuvent être utilisées par les couches supé-
rieures.
1.4.3 Contrôle d’accès au médium
La norme 802.15.4 définit également l’accès au médium sans
fil. Deux modes de fonctionnement ont été envisagés par l’IEEE
pour permettre aux nœuds d’accéder au médium : un mode
avec contention et un mode synchronisé.
Mode avec contention
Le mode avec contention est un mode sans économie d’éner-
gie et ressemble fortement au mode Distributed Coordination
Function (DCF) de 802.11 [53]. Dans ce mode, chaque nœud
garde sa radio allumée et écoute en permanence le canal. Pour
s’assurer que le canal est libre, un nœud utilise le mécanisme
CSMA/CA pour transmettre une trame et ainsi éviter une colli-
sion. Un émetteur est notifié de la bonne réception d’une trame
par la réception d’un acquittement. La norme IEEE 802.15.4 pré-
voit un temps d’attente entre deux messages pour permettre au
destinataire de traiter les données reçues (variable en fonction
de la longueur de la trame). Une trame d’une longueur infé-
rieure ou égale à 18 octets requiert un court temps d’attente
(SIFS) alors que les trames plus longues requièrent un temps
plus long (LIFS). Ces différents temps d’attente peuvent être
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Trame longue




















Figure 9: Exemple de transmission avec la norme 802.15.4 en mode
avec contention.
un inconvénient. En effet, tous les nœuds avoisinants peuvent
ne pas entendre la trame de données ainsi que l’acquittement
et donc déterminer quand débute et combien de temps dure cet
intervalle. La figure 9 illustre la transmission de trames dans ce
mode de fonctionnement. Le mode sans contention peut être
utilisé sur toutes les topologies présentées dans la section 1.4.1.
Mode synchronisé
Le mode synchronisé de la norme 802.15.4 est une combinai-
son des deux catégories de protocoles synchronisés présentés
dans la section 1.3.1. Les nœuds alternent des phases de som-
meil et d’activité communes à un rythme dicté par le coordina-
teur auquel ils sont associés. La période d’activité est compo-
sée d’une supertrame divisée en 16 slots de taille égale. Cette
division va permettre aux nœuds de s’assurer des périodes de
transmissions sans collision. Pour synchroniser les nœuds, un
coordinateur va émettre une balise (beacon) durant le premier
slot de la supertrame. Ce message de signalisation contient de
nombreuses informations sur la supertrame : sa durée, la durée
avant l’émission de la prochaine balise, le nombre de slots sans
collision, à quels nœuds ils sont réservés, etc. Un exemple de
supertrame est représentée dans la figure 10.
Les slots sans collision, nommés Guaranted Time Slot (GTS)
sont localisés à la fin de la supertrame. Le nombre de GTS et
leur répartition sont inclus dans la balise transmise au début de
la supertrame. Ainsi chaque nœud dans le voisinage du coordi-
nateur peut s’assurer que ces différents slots sont réservés et ne
tentera pas d’émettre dans une période qui ne lui est pas réser-
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Figure 10: Exemple de supertrames IEEE 802.15.4 et leur agencement
en cas de topologie cluster-tree
vée. Lorsqu’un slot est réservé, la transmission ne nécessite pas
de mécanisme additionnels tel que CSMA/CA.
Les slots non réservés de la supertrame sont utilisables par
tous les nœuds. Ces slots peuvent être utilisés pour transmettre
des trames de données ou de contrôle (par exemple, pour réser-
ver des GTS). Pour accéder au médium, un nœud doit utiliser
un mécanisme de type CSMA/CA. Par rapport au mode avec
contention, ce dernier est légèrement modifié pour aligner les
CCA sur le début de chaque slot.
Le mode synchronisé est optimisé pour les topologies en
étoile ou en cluster-tree. Dans une topologie cluster-tree, un méca-
nisme annexe est nécessaire afin d’organiser l’agencement des
supertrames. Pour permettre à deux supertrames de cohabiter
sur le médium en même temps, ces dernières doivent s’imbri-
quer. Par exemple dans une topologie cluster-tree constituée de
deux PAN, la supertrame du second PAN sera inclue dans la
période de sommeil du premier PAN. La durée de la super-
trame pourra être de longueur inférieure ou égale à la durée
de la période de sommeil. Dans un réseau plus complexe, cet
agencement de supertrame peut s’avérer difficile.
Les deux principaux avantages du mode synchronisé de la
norme 802.15.4 sont respectivement l’économie d’énergie réali-
sée par les nœuds en mettant en veille leur radio et l’assurance
de périodes de transmission sans collision. Cependant, même si
ce mode combine le meilleur des deux catégories de protocoles
synchronisés (présentées dans la section 1.3.1), ce mode hérite
également de leurs défauts. Il est donc difficilement utilisable
sur de vastes topologies.
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1.4.4 Adressage des nœuds
La norme 802.15.4 utilise deux types d’adresses. Le premier
type est l’EUI-64 (64-bits Extended Unique Identifier) qui est un
identifiant codé sur 64 bits considéré comme unique. Cet iden-
tifiant est construit à partir de l’adresse MAC sur 48 bits en
ajoutant FFFE entre le troisième et le quatrième octet. Tout équi-
pement compatible IEEE 802.15.4 dispose d’une adresse de ce
type. Le second type, codé sur 16 bits, est fourni par le coordi-
nateur lorsque qu’un équipement s’associe avec lui. La manière
dont ces identifiants sont générés est laissée à l’appréciation de
l’utilisateur. En conséquence, ces adresses courtes délivrées par
le coordinateur sont valides uniquement dans le PAN ou dans
le réseau du coordinateur. L’utilisation d’adresses courtes ré-
duit l’en-tête MAC de 25 octets à 13 octets laissant ainsi plus
de place aux couches supérieures.
1.5 gestion de la mobilité
De nos jours, les réseaux de capteurs sans fil ne sont plus
constitués uniquement de capteurs fixes mais également de
capteurs placés sur des éléments mobiles. Ces nœuds mobiles
peuvent être utilisés dans des applications telles que la sur-
veillance animale [6]. Au niveau MAC, cette mobilité peut se
traduire par des difficultés à émettre des données. En effet, le
nœud mobile doit s’insérer dans les communications. Cette in-
sertion peut être particulièrement complexe surtout si les com-
munications entre les nœuds fixes sont organisées de manière
précise.
Les protocoles MAC synchronisés basés sur des slots vont
organiser les communications de chaque nœud de manière pré-
cise. Cette forte synchronisation permet d’établir un schéma de
communication sans collisions. L’insertion d’un nœud mobile
dans les communications impose de renégocier ce programme
établi, ce qui peut s’avérer coûteux et complexe. Le protocole
MMAC [54] propose de redistribuer à intervalle régulier les
slots et d’adapter la longueur des cycles pour permettre aux
nœuds mobiles de s’y insérer. La fréquence de redistribution
va dépendre du nombre de nœuds mobiles et de leur vitesse.
MMAC requiert donc qu’un nœud mobile connaisse sa trajec-
toire, obtenue à l’aide du système de localisation comme le
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système GPS par exemple. La redistribution des slots à inter-
valles réguliers va générer de nombreux messages de contrôle.
Additionnés à ceux nécessaires pour synchroniser l’horloge in-
terne des nœuds [55], ces nombreux messages vont consommer
beaucoup d’énergie et réduire la durée de vie des nœuds. Les
protocoles MAC synchronisés basés sur des slots ne sont donc
pas adaptés pour gérer la mobilité de nœuds dans les réseaux
à grande échelle.
Les protocoles MAC basés sur des phases de sommeil et
d’activité communes synchronisent localement les nœuds. La
phase de synchronisation située au début de la période d’acti-
vité est importante car c’est à ce moment que les nœuds sont
informés de la durée des différentes périodes. Lorsqu’un nœud
se déplace, il peut être complètement désynchronisé par rap-
port aux nœuds dans son voisinage. Pour pouvoir à nouveau
communiquer avec son voisinage, un nœud mobile utilisant le
protocole S-MAC [41] garde sa radio allumée jusqu’à la récep-
tion d’un message de synchronisation. Cette période d’écoute
peut être fortement consommatrice en énergie. Le protocole MS-
MAC [24] propose d’augmenter la fréquence des périodes de
synchronisation. La fréquence des périodes est adaptée en fonc-
tion de la vitesse des nœuds mobiles obtenue à partir du RSSI
des messages envoyés. Cependant, le RSSI utilisé pour détecter
la mobilité d’un nœud n’est pas un indicateur idéal [56].
Le protocole MAC synchronisé de la norme 802.15.4 requiert
que les nœuds soient associés à un coordinateur pour pouvoir
échanger des données avec lui. Lors de ses déplacements, un
nœud mobile peut se trouver hors de portée du coordinateur
et être dans l’impossibilité d’envoyer ou recevoir des données.
Pour pallier ce problème, la norme 802.15.4 intègre un méca-
nisme permettant à un nœud de détecter la perte de son coordi-
nateur. La perte de connexion avec le coordinateur est détectée
lorsqu’un nœud ne réceptionne pas quatre balises consécutives.
Pour confirmer cette perte, le nœud mobile va envoyer une no-
tification orpheline vers son coordinateur. Sans réponse de la
part de son coordinateur après un certain temps, le nœud mo-
bile va chercher à s’associer à un nouveau coordinateur [23].
La norme 802.15.4 est évaluée dans un environnement mobile
dans [57]. Cette évaluation a montré que ses performances dé-
croissent en fonction de la vitesse et du nombre de nœuds mo-
biles.
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À cause de leur fonctionnement asynchrone, l’utilisation de
protocoles MAC à préambule devient complexe lorsque le ré-
seau devient dynamique. Si un nœud mobile provient d’un
réseau différent, il est possible que les durées de préambules
diffèrent et rendent impossible toute communication. De plus,
la nécessité de transmettre un préambule allonge la durée de
transmission, augmentant le risque que le nœud mobile soit
hors de portée du destinataire au bout d’un certain temps.
Le protocole X-MACHIAVEL [25] est un protocole MAC basé
sur X-MAC [45] dont l’objectif est d’optimiser l’accès au mé-
dium des nœuds mobiles. Le protocole X-MACHIAVEL prio-
ritise les communications des nœuds mobiles et leur permet
donc de subtiliser le médium radio à un nœud fixe. En pra-
tique, si un nœud mobile souhaite transmettre un paquet de
données, mais que le médium est déjà occupé car un préam-
bule est en cours d’émission, le nœud mobile peut transmettre
un acquittement spécial. Cet acquittement annonce qu’il subti-
lise le canal et va transmettre directement son paquet de don-
nées au nœud émettant le préambule. De plus, pour accélérer
la durée de transmission d’un paquet d’un nœud mobile, tout
nœud fixe présent dans le voisinage est autorisé à acquitter le
préambule et à devenir la destination du paquet de données. Ce
comportement va permettre aux nœuds mobiles d’obtenir plus
rapidement l’accès au canal et réduire ainsi les pertes dues à
leur éloignement du destinataire.
1.6 conclusion
Dans ce chapitre, nous avons présenté les différentes familles
de couche MAC, couche de niveau 2 du modèle OSI. Ces pro-
tocoles sont directement responsables de la gestion de la radio
et décident donc du moment où elle doit se mettre en veille,
transmettre ou écouter le médium. Dans les réseaux de cap-
teurs sans fil, la radio est l’élément le plus énergivore. Pour
limiter sa consommation, de nombreux protocoles ont été spé-
cifiquement développés pour ces réseaux avec pour objectif de
mettre la radio en veille le plus souvent possible.
Ces nouveaux protocoles offrent différents compromis pour
réduire la consommation énergétique en fonction du type d’ap-
plication visé. Les protocoles synchronisés découpent le temps
en intervalles discrets et coordonnent les nœuds afin que ces
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Catégorie Nom du protocole
de protocole Support de la mobilité




À préambule B-MAC, X-MAC,
LPP, RI-MAC
X-MACHIAVEL
Table 3: Récapitulatifs des protocoles MAC présentés dans ce cha-
pitre
derniers partagent des périodes d’activité communes. Ces pro-
tocoles sont donc efficaces lorsque le trafic est régulier. A l’op-
posé, les protocoles à préambules cherchent à synchroniser les
nœuds uniquement lorsqu’une transmission est nécessaire et
sont ainsi plus adaptés lorsque le trafic est irrégulier. La table 3
récapitule les différentes catégories de protocoles MAC présen-
tées dans ce chapitre.
La compréhension des protocoles MAC est une première étape
dans la gestion de la mobilité. En effet, pour pouvoir commu-
niquer quelque soit sa localisation, un nœud mobile doit pou-
voir échanger des données sur le médium radio et être com-
pris par les nœuds avoisinants. Cependant pour qu’un nœud
puisse communiquer, quelque soit le réseau dans lequel il se
trouve, le nœud mobile et le réseau doivent utiliser le même
protocole MAC. Pour s’assurer d’une connectivité totale au ni-
veau 1 et 2, l’organisme de standardisation IEEE a défini une
norme, 802.15.4, suffisamment générique pour être utilisée par
un maximum d’applications.
La couche 2 permet de communiquer avec des nœuds se trou-
vant dans le même réseau. Cependant, la communication avec
des équipements situés à l’extérieur du réseau devient de plus
en plus importante pour faciliter la collecte de données et le
contrôle à distance des nœuds. Pour simplifier l’interconnexion
entre les réseaux de capteurs sans fil et les autres réseaux, l’uti-
lisation de la technologie IPv6 a été proposée.
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2.1 introduction
A l’aide de la norme IEEE 802.15.4, un nœud mobile est ca-
pable de communiquer au niveau 2 lorsqu’il se déplace à tra-
vers de multiples réseaux sans fil. Cependant, sans protocole
adéquat, les communications d’un nœud mobile sont limitées
au réseau dans lequel il se trouve. Le protocole IPv6 est uti-
lisé pour interconnecter les équipements à Internet. Le support
d’IPv6 permettrait aux réseaux de capteurs sans fil de commu-
niquer directement avec tout équipement connecté à un réseau
IPv6.
Après la présentation du protocole IPv6, nous mettrons en
avant les différentes limitations liées à son utilisation au sein
de réseaux de capteurs sans fil. Nous détaillerons ensuite les
adaptations standardisées par l’Internet Engineering Task Force
(IETF) [58] pour utiliser IPv6 dans les réseaux de capteurs sans
fil en tenant compte de leurs contraintes. De cette standardisa-
tion sont nés les réseaux sans fil personnels à basse consom-
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mation IPv6 over Low-Power Wireless Personal Area Networks
(6LoWPAN) [27].
2.1.1 Internet Protocol version 6
Le protocole IPv6 [59] est le successeur du protocole IPv4 [60]
actuellement utilisé sur Internet. Ce nouveau protocole a été
standardisé avec pour objectif : de pallier la pénurie d’adresse
(le nombre d’adresse IPv4 disponibles est proche de zéro) et
d’améliorer le support des extensions en anticipant sur les be-
soins futurs tels que la mobilité ou la sécurité.
Différence entre IPv4 et IPv6
Avec la croissance actuelle d’Internet et la volonté d’y connec-
ter les objets de notre quotidien (l’Internet des Objets), le nom-
bre d’adresses IPv4 disponibles s’épuise très rapidement. Par
rapport à IPv4, IPv6 multiplie par 4 la taille des adresses, pas-
sant ainsi de 32 bits à 128 bits. Cela permettra d’obtenir 3.4⇥
1028 adresses et de s’affranchir ainsi du mécanisme NAT qui
regroupe derrière une adresse IP publique plusieurs équipe-
ments mais de ce fait complexifie le fonctionnement d’applica-
tions [61]. Ces nouvelles adresses utilisent un mécanisme d’auto-
configuration sans état. L’auto-configuration permet à un équi-
pement de devenir complètement "plug-and-play" et va néces-
siter la mise en œuvre de nouveaux protocoles : Neighbor Dis-
covery et ICMPv6. Le passage au protocole IPv6 a permis de
simplifier le format de l’en-tête IPv6 (retrait de champs qui ne
sont plus utilisés). Il dispose désormais d’une taille fixe : les
options d’IPv4 sont devenues des extensions pour IPv6.
Déploiement d’IPv6
Le déploiement d’IPv6 se fait progressivement depuis plu-
sieurs années en raison de la taille du parc de routeurs dans le
cœur d’Internet. Pour que les nouveaux réseaux IPv6 puissent
fonctionner en attendant la mise à jour des routeurs, des solu-
tions telles que les tunnels IPv6-dans-IPv4 ou l’utilisation d’une
double pile IP ont fait leur apparition.









Figure 11: Architecture d’un réseau 6LoWPAN
2.1.2 Problème soulevé
La taille maximale d’une trame contenant d’un paquet IPv6
est de 1280 octets. En général, au sein d’un réseau de capteurs
sans fil, la taille maximale des trames qu’il est possible de trans-
mettre dans ces réseaux est bien inférieure à 1280 octets (la
norme IEEE 802.15.4 définit une taille maximale de trame de
127 octets [23]). La surcharge imposée par les en-têtes multiples
limitera l’espace disponible pour les données applicatives. Par
exemple, une trame de données est composée au minimum des
en-têtes MAC, IPv6 et UDP. Ainsi avec la norme IEEE 802.15.4,
25 octets sont utilisés par l’en-tête MAC laissant seulement 102
octets pour les en-têtes de niveau supérieur et les données ap-
plicatives. En ajoutant les 40 octets requis par l’en-tête IPv6 et
les 8 octets de l’entête UDP, la trame résultante ne laisse que
54 octets pour les données applicatives. L’IETF propose une
solution à ce problème en introduisant les réseaux sans fil per-
sonnels à basse consommation, 6LoWPAN.
2.2 les réseaux 6lowpan
Un réseau 6LoWPAN [27] est un réseau de communication
simple, à bas coût, permettant d’avoir une connectivité sans
fil utilisant une adaptation du protocole IPv6. Il est formé par
des équipements, en général compatibles avec le standard IEEE
802.15.4, qui sont caractérisés par une courte portée, un faible
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débit, peu de mémoire et un faible coût. Contrairement aux ré-
seaux IP standards, un réseau 6LoWPAN est organisé comme
un arbre. Son architecture est présentée dans la figure 11. Il est
possible de distinguer trois acteurs dans un réseau 6LoWPAN :
le routeur de bordure, le routeur et l’hôte. Le routeur de bor-
dure (ou 6LoWPAN Border Router (6LBR)) est la racine d’un
réseau 6LoWPAN. Il connecte le réseau au reste de l’Internet et
est responsable de la propagation des préfixes IPv6 au sein du
réseau 6LoWPAN. Les routeurs (ou 6LoWPAN Router (6LR))
sont des équipements intermédiaires dont le but est d’étendre
la superficie du réseau. Finalement, les hôtes sont les équipe-
ments feuilles du réseau. Un réseau 6LoWPAN peut supporter
deux types de protocole de routage : route-over et mesh-under.
Plus d’informations sur ces protocoles de routage sont présen-
tés dans la section 2.4.
Afin de permettre l’utilisation IPv6 tout en préservant de l’es-
pace pour les données applicatives, l’IETF a défini une couche
d’adaptation. Cette couche d’adaptation a pour objectif de ré-
duire la surcharge de l’en-tête IPv6 et se place entre la couche
MAC et la couche réseau.
2.3 couche d’adaptation de 6lowpan
La couche d’adaptation de 6LoWPAN est chargée de réduire
la taille des en-têtes en utilisant la compression. Elle propose
également des en-têtes supplémentaires lui permettant de frag-
menter un paquet IPv6 si ce dernier ne peut pas contenu dans
une trame MAC.
2.3.1 Compression de l’en-tête IPv6
Un premier mécanisme de compression nommé HC1 a été
proposé [27]. Pour réduire la taille de l’en-tête IPv6, HC1 omet
des champs spécifiques de l’en-tête IPv6 car ils sont considérés
comme implicites (par exemple le champ version a toujours
pour valeur 6). En rompant la règle principale du modèle OSI,
qui implique que chaque couche doit être indépendante des
autres, HC1 peut réutiliser les informations des autres couches
(par exemple la longueur peut être calculée à partir de l’en-tête




MAC En-tête IPv6 Données
Trame IEEE 802.15.4 : 127 octets
En-tête 
MAC Données
25 octets 40 octets 62 octets
25 octets 99 octets
Encodage HC1 Hop Limit
2 octets 1 octet
En-tête 
MAC Données









Figure 12: Compression d’en-tête avec 6LoWPAN
MAC). Seul le champ hop limit de l’en-tête IPv6 reste toujours
non compressé.
L’encodage HC1 utilise un pseudo en-tête de 2 octets : un oc-
tet pour déterminer le contenu suivant, le champ dispatch, (en-
tête IPv6, en-tête de fragmentation, etc.) et un second octet pour
décrire comment chacun des champs de l’en-tête IPv6 est com-
pressé. La figure 13 présente le format de l’encodage HC1. Un
troisième octet, placé après le champ d’encodage HC1, contient
la valeur non compressée du champ hop limit. Ce mécanisme de
compression est donc capable de réduire l’en-tête IPv6 de 40 oc-
tets à 3 octets. La figure 12 (b) compare une trame compressée
à l’aide de ce mécanisme avec une trame IPv6.
Adressage
Une adresse IPv6 a une taille de 128 bits et est composée d’un
préfixe IPv6 (en général sur 64 bits) et de l’identifiant unique
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2 octets
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Figure 13: Format de l’encodage HC1
étendu sur 64 bits (64-bits Extended Unique Identifier (EUI-64))
de l’interface réseau. L’EUI-64 peut facilement être récupéré
à partir de l’en-tête MAC qui est tout simplement le format
d’adresse utilisé par la technologie IEEE 802.15.4. De plus, la
norme IEEE 802.15.4 définit des adresses courtes sur 16 bits. Si
une adresse courte est utilisée, l’identifiant réseau de l’adresse
IPv6 est construit de cette manière : 0000:00FF:FE00:XXXX où
XXXX est l’adresse MAC courte. Ainsi, l’EUI-64 peut systémati-
quement être omis lorsque la source ou la destination de niveau
3 correspond à celle de niveau 2.
Le préfixe IPv6 peut être soit le préfixe lien local (FE80::)
ou un préfixe IPv6 global. L’encodage HC1 peut uniquement
compresser des préfixes de type lien local et donc les commu-
nications globales incluront systématiquement le préfixe IPv6
global sur 64 bits pour les champs source et destination de l’en-
tête IPv6. Cette contrainte limite sérieusement l’utilité de l’en-
codage HC1, car l’intérêt d’intégrer IPv6 dans les réseaux de
capteurs sans fil est permettre des communications globales à
l’échelle d’Internet. En conséquence, l’IETF a défini un nouveau
mécanisme de compression appelé LOWPAN_IPHC [28].
Un mécanisme de compression plus efficace
Le mécanisme LOWPAN_IPHC utilise un pseudo en-tête sur
deux octets. Pour gagner de la place, seulement 3 bits sont utili-
sés par le champ dispatch. Les 13 bits suivants indiquent pour
chaque champ de l’en-tête IPv6, s’il est supprimé ou inclus tel
quel. Même si le concept est identique à l’encodage HC1, la
manière dont sont compressées les données est différente. La
figure 14 présente le nouveau format utilisé. Ce mécanisme per-
met de compresser le champ hop limit en limitant les valeurs à 1,
64 et 128. Cela est particulièrement utile pour des messages de
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Figure 14: Format de l’encodage LOWPAN_IPHC
contrôle valide pour un saut. Il distingue également les champs
label (FL) et classe (TC) permettant une compression plus fine.
La compression des adresses IPv6 est effectuée en fonction
de deux modes : une compression simple ou une compression
basée sur les contextes. La compression simple est similaire à
la compression d’adresse définie dans HC1. La compression
basée sur les contextes est définie pour compresser les adresses
IPv6 globales. Pour cela, un identifiant de contexte (codé sur
4 bits) est défini pour chaque préfixe IPv6 global utilisé dans
le réseau 6LoWPAN (voir section 2.5 pour plus d’informations
sur l’obtention de ces identifiants). Pour les communications
globales, le préfixe IPv6 sur 64 bits est remplacé par l’identi-
fiant de contexte correspondant. Dans une telle configuration,
un octet supplémentaire est placé juste après le pseudo en-tête
LOWPAN_IPHC. Il contient les identifiants de la source et de
la destination. Les 64 derniers bits de l’adresse IPv6 sont com-
pressés de la même manière qu’avec l’encodage HC1. Au final,
l’encodage LOWPAN_IPHC réduit au maximum l’en-tête IPv6
à 2 octets avec le mode de compression simple et à 3 octets
avec une compression basée sur les contextes. La figure 12 (c)
présente l’encodage LOWPAN_IPHC.
2.3.2 Compression d’autres en-têtes
La couche d’adaptation proposée par 6LoWPAN propose éga-
lement de compresser l’en-tête UDP. Il permet de réduire la
taille cet en-tête de 8 octets à 2 octets au maximum. Il supprime
obligatoirement le champ longueur et donne la possibilité de
supprimer la somme de contrôle. La figure 2.15(a) illustre le
format d’un en-tête UDP compressé. Initialement codés sur 2
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PAN_NHC
octets chacun, les ports source et destination sont compressés
en réduisant la plage de valeurs disponibles selon un intervalle
prédéfini. Avec une compression maximale, le numéro du port
est codé sur 4 bits autorisant l’utilisation de 16 ports (de 61616
à 61631). Avec une compression moyenne, le numéro du port
est codé 8 bits et il est donc inclus dans une plage de 256 ports
(de 61440 à 61695).
Le protocole IPv6 fait usage d’extensions afin d’étendre ses
capacités. Ainsi, un datagramme UDP ne devient pas forcément
un paquet IPv6 contenant un en-tête IPv6 suivi directement de
l’en-tête UDP. Pour compresser efficacement un paquet IPv6, la
couche d’adaptation spécifie que tous les en-têtes compressés
doivent obligatoirement être contigus. Ainsi, pour bénéficier de
la compression de l’en-tête UDP tout en utilisant des extensions
IPv6, un nouvel encodage LOWPAN_NHC est introduit. L’en-
codage LOWPAN_NHC est composé du pseudo en-tête LOW-
PAN_NHC suivit directement par l’extensions IPv6. Le format
de ce pseudo en-tête est présenté dans la figure 2.15(b). Il va
permettre l’utilisation de ces différentes extensions : saut-à-saut,
routage, fragmentation, destination et mobilité mais également
d’utiliser un en-tête IPv6 non compressé si besoin. Dans tous
les cas, le champ longueur est supprimé de l’extension. De plus,
si le bit HC (indiquant la compression du prochain en-tête) est
mis à 1, le champ next header est également supprimé.
2.4 routage
Pour acheminer les paquets vers leur destination, les réseaux
6LoWPAN utilisent un protocole de routage. À la différence
des réseaux traditionnels dans lequel le routage est effectué




Dans un premier temps, un réseau 6LoWPAN peut utiliser
un routage de niveau 2. Directement intégré à la couche d’adap-
tation de 6LoWPAN, ce routage, nommé mesh-under, met tous
les hôtes à un saut IP du 6LBR même si plusieurs saut phy-
siques sont nécessaires. Pour router les paquets sans les décom-
presser, un en-tête mesh va être ajouté avant le paquet IPv6.
Il va contenir l’adresse au niveau 2 du nœud ayant créé le pa-
quet, l’adresse au niveau 2 du destinataire et une limite de sauts
(14 au maximum). Ces adresses de niveau 2 peuvent être co-
dées sur 64 ou 16 bits. 6LoWPAN ne définit que l’en-tête mesh.
Le calcul des routes ainsi que leur maintenance est effectuée
par d’autres mécanismes. Dans les protocoles mesh-under, tout
nœud peut être susceptible de router un paquet.
Ratifié en 2009 par l’IETF, le protocole 802.15.5 [62] est un
protocole de routage mesh-under libre. Ce protocole utilise un
arbre d’adressage pour router les données sans avoir besoin
de table de routage. Initialement, la racine dispose d’une sé-
rie d’adresses. Elle va ensuite répartir ces adresses de manière
contigüe à ses fils en fonction du nombre de fils de chacun, et
ainsi de suite. Pour router les paquets, il suffit à un nœud de
comparer l’adresse du destinataire avec les adresses dont il dis-
pose. Si l’adresse n’en fait pas partie, il transfère le paquet à
son père. Dans le cas contraire, il transfère le paquet vers son
fils disposant de la plage d’adresse contenant celle du destina-
taire.
Si le paquet compressé est trop grand pour être contenu dans
une trame, il sera fragmenté en plusieurs morceaux. Cette frag-
mentation est effectuée par la couche d’adaptation du nœud
créant le paquet IPv6. Dans un routage mesh-under, seul le des-
tinataire du paquet IPv6 (ou le 6LBR) le reconstruit. La perte
de l’un des fragments est l’inconvénient de ce mécanisme car il
sera impossible au destinataire de reconstruire le paquet IPv6.
2.4.2 Routage route-over
Le routage peut être effectué au sein de la couche réseau (ni-
veau 3). Ces protocoles de routage, de type route-over, génèrent
un nombre de sauts IP équivalent au nombre de transmissions
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physiques requises. Contrairement aux protocoles de routage
mesh-under, seul les 6LR ou le 6LBR sont autorisés à router des
paquets. La présence de 6LR est donc nécessaire pour étendre
la zone couverte par le réseau 6LoWPAN. Comme le routage
est effectué au dessus de la couche d’adaptation, les paquets
fragmentés sont reconstitués à chaque saut, ce qui rend ces pro-
tocoles plus robustes face aux pertes de fragments. Nous pou-
vons citer comme exemple le protocole RPL [63] défini par le
groupe de travail Routing Over Low power and Lossy networks de
l’IETF. Ce protocole de routage utilise des vecteurs de distance
pour construire un graphe orienté acyclique et s’en servir pour
router les paquets au sein du réseau.
2.5 neighbor discovery pour réseaux 6lowpan
Opérant au niveau 3, le protocole Neighbor Discovery [64]
fournit plusieurs mécanismes utilisés par IPv6 : l’auto-configu-
ration d’adresses, la découverte de routeurs, la détection de l’in-
accessibilité de voisins et la résolution d’adresses de niveau 3 en
adresses de niveau 2. Cependant, ce protocole est difficilement
utilisable sur les réseaux 6LoWPAN.
Tout d’abord, Neighbor Discovery fait un usage intensif des
communications multicast, comme par exemple lors de la ré-
solution d’adresses. Dans un réseau de capteurs sans fil, les
communications multicast nécessitent que chaque nœud cap-
teur sans fil retransmette le paquet car il n’y a pas de méca-
nisme de diffusion global au niveau réseau. Par conséquent, les
communications multicast génèrent potentiellement un grand
nombre d’émissions et impactent sérieusement sur les réserves
énergétiques des nœuds. Par ailleurs, Neighbor Discovery sup-
pose que les nœuds soient accessibles tout le temps. Hors, pour
réduire la consommation énergétique, les nœuds éteignent leur
radio et ne peuvent donc pas être atteints à tout moment. Neigh-
bor Discovery n’est également pas conçu pour des liens sans fil
non bidirectionnels. Finalement, au sein de réseaux 6LoWPAN,
il est possible que deux nœuds puissent communiquer au ni-
veau 2 sans appartenir au même réseau IPv6. En conséquence,
le groupe de travail 6LoWPAN a proposé une adaptation du
protocole Neighbor Discovery pour réseaux 6LoWPAN [65].
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Obtention d’un préfixe
La première étape a été de réduire les communications multi-
cast en rendant optionnel l’envoi périodique des messages rou-
ter advertisement. De ce fait, un nœud doit nécessairement en-
voyer un message router solicitation pour obtenir et actualiser
les informations sur les préfixes IPv6. Lorsqu’un nœud arrive
dans le réseau (dû à son démarrage ou à sa mobilité), il en-
voie un premier message router solicitation en multicast. Dès que
que ce dernier dispose de l’adresse d’un routeur, il enverra les
prochains messages router solicitation en unicast. À la réception
d’un message router solicitation, un 6LBR ou un 6LR envoie en
réponse un message router advertisement en unicast au nœud ef-
fectuant la demande. Les messages router advertisement contien-
nent toujours l’option source link layer address (SLLA) (utilisant
l’EUI-64 du nœud) et incluent deux nouvelles options :
– authoritative border router : cette option contient l’adresse
IPv6 du 6LBR (pratique pour un routage de type route-
over),
– 6LoWPAN context option : cette option contient l’identifiant
de contexte pour un préfixe spécifique.
Après avoir reçu un message router advertisement, le nœud cons-
truit son adresse IPv6 globale à partir de l’un des préfixes in-
clus dans le message et de son adresse MAC. L’adresse MAC
peut être l’EUI-64 ou l’adresse MAC courte qui sera transfor-
mée comme présentée dans la section 2.3.1.
Enregistrement de l’adresse IPv6 globale
L’adaptation du protocole Neighbor Discovery définit un nou-
veau mécanisme remplacement du mécanisme de résolution
d’adresse qui utilisait un grand nombre de messages envoyés
en multicast. Désormais, les routeurs maintiennent un cache de
voisinage contenant toutes les adresses IPv6 de ses nœuds fils.
Pour maintenir ce cache de voisinage, le nœud va s’enregis-
trer auprès de son routeur. Pour cela, le nœud envoie un mes-
sage neighbor solicitation qui contient l’option SLLA et une nou-
velle option nommée address registration. Lors de la réception, le
routeur s’assure que l’adresse IPv6 globale du nœud est unique
dans le réseau en utilisant son cache de voisinage. Si l’adresse
est disponible, le routeur enregistre le couple (adresse MAC,
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Figure 15: Échanges du protocole Neighbor Discovery dans le cadre
d’un routage route-over
adresse IPv6 globale) dans le cache de voisinage et répond par
un message neighbor advertisement qui contient l’option address
registration avec le champ statut complété. Si l’enregistrement
a réussi, le nœud peut commencer à utiliser l’adresse IPv6 glo-
bale configurée. Les nœuds envoient périodiquement des mes-
sages neighbor solicitation pour maintenir le routeur informé de
leur présence. Ils envoient également des messages router soli-
citation périodiques pour mettre à jour les autres informations
fournies par le routeur. La figure 15 illustre la configuration
et l’enregistrement d’une adresse IPv6 globale dans un réseau
6LoWPAN.
Vérification de l’unicité de l’adresse IPv6 globale
L’EUI-64 est considéré comme unique et donc une adresse
IPv6 générée à l’aide de cet identifiant est également considérée
comme unique. Hors, une adresse MAC courte peut ne pas être
unique au sein du réseau, il y a uniquement 216 possibilités. Si
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le nœud décide d’utiliser son adresse MAC courte, une étape
supplémentaire est requise lors de l’enregistrement de l’adresse
pour vérifier son unicité dans le cadre d’un routage route-over.
Lorsqu’un 6LR réceptionne un message neighbor solicitation
utilisant une telle adresse, il va vérifier l’unicité de cette der-
nière auprès du 6LBR. Pour cela il va lui envoyer un nouveau
message ICMPv6, nommé duplicate address request. Ce message
contient l’EUI-64, l’adresse IPv6 globale du nœud ainsi que sa
durée de vie. À la réception d’un tel message, le 6LBR va véri-
fier l’unicité de l’adresse en la comparant avec les entrée de la
table de duplication. Cette table fonctionne exactement comme
le cache de voisinage mais recense uniquement les adresses
IPv6 basées sur une adresse MAC courte de tout le réseau.
Le 6LBR va ensuite répondre par un message duplicate address
confirmation. Ce message est identique au premier, le 6LBR com-
plète uniquement le champ statut avec la bonne valeur avant
de le retransmettre vers le 6LR. Une fois la réponse obtenue du
6LBR, le 6LR peut finalement envoyer le message neighbor adver-
tisement au nœud. Dans le cas où l’enregistrement de l’adresse
est refusé, le nœud peut recommencer la procédure en utilisant
son EUI-64 pour construire son adresse globale. Cette demande
de vérification est illustrée dans la figure 15.
2.6 conclusion
Dans ce chapitre, nous avons présenté le protocole IPv6 qui
est utilisé pour interconnecter les équipements à Internet. IPv6
définit de nouveaux mécanismes pour permettre aux différents
équipements de configurer automatiquement leur adresse sans
utiliser de services d’adressage. L’utilisation d’IPv6 au sein des
réseaux de capteurs va permettre aux nœuds d’avoir une connec-
tivité de niveau 3 et leur permettre ainsi de communiquer hors
du réseau dans lequel ils se trouvent.
Cependant, l’intégration d’IPv6 pose principalement deux pro-
blèmes : le protocole Neighbor Discovery utilise de nombreux
messages envoyés en multicast gourmands en énergie et le cu-
mul des différents en-têtes va réduire drastiquement l’espace
disponible dans la trame pour les données applicatives. Pour
résoudre ces problèmes, les réseaux 6LoWPAN ont été standar-
disés par l’IETF. Ces réseaux intègrent une couche d’adaptation
d’IPv6 et utilisent une version modifiée du protocole Neigh-
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bor Discovery utilisé lors de l’auto-configuration sans état de
l’adresse IPv6.
L’intégration d’IPv6 est un sérieux avantage pour les nœuds
capteurs qui peuvent désormais transmettre leurs données vers
leurs correspondants distants via Internet sans nécessiter de
protocole de traduction au niveau du 6LBR. Cependant, lors
de leur déplacements, un nœud mobile va obtenir des adresses
IPv6 globales qui pourront être différentes en fonction du ré-
seau 6LoWPAN traversé. Sans support de la mobilité au niveau
3, un correspondant réinitialisera sa session avec le nœud mo-
bile si le paquet a une adresse source différente de celle atten-
due. Dans le prochain chapitre, nous nous intéresserons aux
protocoles supportant la mobilité au niveau 3 et à leur utilisa-
tion dans les réseaux de capteurs sans fil.
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3.1 introduction
Le protocole IPv6 permet aux nœuds capteurs sans fil de
communiquer avec d’autres équipements situés hors du réseau
dans lequel ils se trouvent sans requérir de mécanisme intermé-
diaire effectuant la traduction entre le réseau de capteurs sans
fil et Internet. Dans le chapitre précédent, nous avons présenté
les réseaux 6LoWPAN qui intègrent une couche d’adaptation
permettant d’utiliser efficacement le protocole IPv6 tout en te-
nant compte des contraintes des réseaux de capteurs sans fil.
Lors de ses déplacements, un nœud mobile peut obtenir dif-
férentes adresses IPv6. Sans support spécifique, les différentes
connections entre un nœud mobile et ses correspondants se-
ront réinitialisées car ces derniers pourront supposer que les
paquets proviennent d’un autre nœud. Pour résoudre ce pro-
blème, l’IETF a standardisé différents protocoles supportant la
mobilité au niveau 3.
Dans ce chapitre, nous présenterons les différents mécanismes
et protocoles standardisés par l’IETF permettant aux nœuds
mobiles de maintenir leur connectivité de niveau 3 durant leur
47
48 mobilité ipv6
déplacement à travers des réseaux IPv6. Nous étudierons en-
suite comment ces protocoles peuvent être utilisés et / ou adap-
tés aux réseaux de capteurs sans fil.
3.2 gestion de la mobilité
3.2.1 Problématique
Sans support spécifique de la mobilité dans le protocole IPv6,
les paquets destinés à un nœud mobile ne seraient pas en me-
sure de lui être délivrés lorsqu’il se déplace hors de son ré-
seau. En effet, les correspondants du nœudmobile transmettent
les paquets vers son ancienne adresse devenue obsolète. Pour
pouvoir continuer à communiquer malgré ses mouvements, un
nœud mobile va obtenir une nouvelle adresse IPv6 dès son ar-
rivée dans le réseau. Néanmoins cela ne sera pas suffisant pour
garder une continuité des communications de niveau 3. En ré-
ceptionnant un paquet provenant d’une autre adresse, les cor-
respondants vont réinitialiser leur session avec le nœud mobile
en pensant que le paquet a été émis par un autre nœud. Pour
résoudre ce problème, le protocole Mobile IPv6 a été proposé.
3.2.2 Le protocole Mobile IPv6
Mobile IPv6 [29] est un standard IETF dont l’objectif est la
gestion de la mobilité IPv6 (niveau 3). L’objectif de ce proto-
cole est de maintenir la connectivité entre un nœud mobile et
ses correspondants en utilisant une station relais : l’agent mère.
Pour un nœud mobile, les réseaux vont se diviser en deux caté-
gories : un réseau mère, dans lequel le nœud est initialement dé-
ployé, et une multitude d’autres réseaux (réseaux visités), dans
lesquels le nœud mobile peut se déplacer. Pour maintenir les
connexions entre un nœud mobile et ses correspondants, Mo-
bile IPv6 utilise l’agent mère pour rediriger les paquets IPv6
en provenance ou à destination de nœuds mobiles. Cet équipe-
ment est installé dans le réseau mère du nœud mobile.





















(b) Depuis un réseau visité
Figure 16: Communications avec un nœud mobile à l’aide de Mobile
IPv6
Fonctionnement
Lorsqu’il se situe dans son réseau mère, un nœud mobile
utilise son adresse mère et communique avec ses pairs en uti-
lisant le protocole IPv6 (voir figure 3.16(a)). Dès qu’il se dé-
place au sein d’un réseau visité, le nœud mobile va acquérir
une nouvelle adresse IPv6 temporaire valide au sein de ce ré-
seau. Le nœud mobile va alors notifier à son agent mère que
sa localisation a changé en lui transmettant son adresse tempo-
raire. L’agent mère va alors rediriger le trafic entre le nœud mo-
bile (vers sa nouvelle adresse temporaire) et ses correspondants
(CNs) (et vice-versa). Pour cela, un tunnel bidirectionnel IPv6
dans IPv6 est établi entre le nœud mobile et son agent mère.
Pour un correspondant, la transmission d’un paquet IPv6 est
identique quelque soit la localisation du nœud mobile. Lors-
qu’un paquet pour un nœud mobile arrive dans le réseau mère,
alors que le nœud mobile est absent, l’agent mère va intercep-
ter le paquet et le retransmettre via le tunnel. L’opération in-
verse est effectuée lors de la transmission de paquets par le
nœud mobile. De ce fait, la mobilité est entièrement transpa-
rente pour les correspondants du nœud mobile puisque que
ce dernier est toujours accessible depuis son adresse mère. Ce
schéma de communication est illustré dans la figure 3.16(b).
Pour maintenir à jour la position de chaque nœud mobile,
l’agent mère utilise une table d’association liant l’adresse mère
d’un nœud, son adresse temporaire et une durée de vie. Pour
cela, le nœud mobile et l’agent mère échangent des messages
binding update et binding acknowledgment. Cet échange est dé-
clenché lorsque le nœud mobile obtient une nouvelle adresse
temporaire ou lorsque la durée de vie de son adresse actuelle
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Figure 17: Prodécure de handover de Mobile IPv6
arrive à expiration. La figure 17 présente les différents échanges
de Mobile IPv6.
La procédure permettant de maintenir les communications
durant le passage d’un réseau à un autre, ou handover, de Mo-
bile IPv6 se déroule de la manière suivante : lorsque le nœud
mobile détecte son arrivée dans un nouveau réseau (par la ré-
ception de messages router advertisement), il va chercher à ob-
tenir une adresse IPv6 temporaire valide au travers des méca-
nismes d’auto-configuration. Une fois cette dernière obtenue,
il va envoyer un message binding update vers son agent mère.
La procédure se termine par la réception d’un message binding
acknowledgment.
Malgré sa popularité, Mobile IPv6 souffre de plusieurs limi-
tations. Lorsque il se déplace d’un réseau à un autre, un nœud
mobile peut constater une perte de connexion ou de paquets.
Cela est principalement dû au temps requis pour :
1. détecter l’arrivée dans un nouveau réseau IPv6 : basé sur
la réception d’un router advertisement
2. acquérir une adresse temporaire et vérifier son unicité : à
l’aide du mécanisme de duplication d’adresse du proto-
cole Neighbor Discovery
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3. enregistrer cette adresse temporaire auprès de l’agent mère
qui dépend majoritairement du RTT entre le nœud mobile
et l’agent mère.
3.2.3 Extensions de Mobile IPv6
Plusieurs extensions ont été proposées par l’IETF pour opti-
miser les performances du protocole Mobile IPv6.
Fast Handovers for Mobile IPv6
Standardisé en 2005, le protocole Fast Handovers for Mobile
IPv6 [30] a pour objectif de réduire le temps de déconnexion au
niveau 3 du nœud mobile. Pour cela, un nœud mobile est en
mesure de demander des informations à propos des points d’ac-
cès environnants. A partir de ces informations, le nœud mobile
peut préparer son handover et ainsi transmettre / réceptionner
des paquets dès qu’il se reconnecte à un réseau.
HMIPv6
Le protocole Hierarchical Mobile IPv6 [66] va également cher-
cher à augmenter la vitesse du handover. Pour cela, ce proto-
cole utilise une nouvelle entité appelée localisée dans chaque
domaine. Cette entité joue le rôle d’agent mère au niveau local
et ainsi masquer le trafic de signalisation durant la mobilité au
sein de son domaine. De plus pour réduire également le délai
d’enregistrement, un mécanisme est inclus pour garder valide
l’adresse IPv6 temporaire durant tout le déplacement interne à
un domaine du nœud mobile.
3.2.3.1 Proxy Mobile IPv6
Proxy Mobile IPv6 [31] utilise une approche différente de
Mobile IPv6 pour supporter la mobilité des nœuds mobiles.
Contrairement à Mobile IPv6, le déplacement du nœud mobile
est totalement transparent pour le correspondant et le nœud
mobile. Proxy Mobile IPv6 utilise une architecture différente
de Mobile IPv6 avec un nouvel équipement. Cet équipement,
appelé passerelle d’accès mobile, va effectuer tout le trafic de
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signalisation (basé sur celui de Mobile IPv6) à la place d’un
nœud mobile. Pour que cela soit possible, le déplacement des
nœuds mobiles est limité à un ensemble de réseaux apparte-
nant à un même domaine Proxy Mobile IPv6.
Network Mobility Basic Support
L’IETF a également envisagé que tout un réseau peut être
mobile et a proposé le protocole Network Mobility Basic Sup-
port [67]. Ce protocole repend le concept et l’architecture du
protocole Mobile IPv6 mais déplace la gestion de la mobilité
sur le routeur du réseau mobile. Ce dernier, désormais appelé
routeur mobile, est donc chargé de transmettre les différents
messages de signalisation au nom du réseau. Le routeur mo-
bile transmet par le biais des messages router advertisement un
préfixe qui est identique tant que ce dernier reste attaché à
l’agent mère. Pour les équipements constituant le réseau mo-
bile, la mobilité est totalement transparente tout comme avec
Proxy Mobile IPv6.
3.3 mobilité dans les réseaux de capteurs sans fil
Au sein de l’Internet des Objets, le déplacement des nœuds
capteurs mobiles ne sera pas limité à un seul réseau 6LoWPAN.
Pour maintenir la connectivité d’un nœud mobile avec ses cor-
respondants, il est nécessaire d’utiliser l’un des protocoles de
support de la mobilité présenté au début de ce chapitre. La
simplicité du protocole Mobile IPv6 en fait une solution idéale
pour nœuds 6LoWPAN qui sont fortement contraints.
Les différents mécanismes utilisés par Mobile IPv6 s’intègrent
parfaitement dans les réseaux 6LoWPAN. Mobile IPv6 définit
deux nouveaux types de messages (binding update et binding
acknowledgment) qui sont contenus dans une trame 802.15.4. Le
format de ces messages est présenté dans la figure 18. L’en-tête
de mobilité de type binding update ou binding acknowledgment a
une taille de 12 octets. De plus, un message binding update com-
porte une option de destination qui inclut l’adresse mère du
nœud (sur 20 octets). De manière similaire, un message binding
acknowledgement inclut un en-tête de routage de type 2 ayant
une taille de 12 octets. Ces messages de petite taille peuvent
donc être contenus dans une trame 802.15.4 sans devoir être
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Figure 18: Format des messages de mobilité utilisés par Mobile IPv6
fragmentés. Finalement, l’encapsulation IPv6 dans IPv6 utili-
sée pour le tunnel bidirectionnel exploite des fonctions natives
d’IPv6 qui sont toujours disponibles dans la couche d’adapta-
tion de 6LoWPAN. Cette encapsulation va néanmoins laisser
moins de place pour les données à transmettre.
3.3.1 Mécanisme de compression
Afin de réduire l’espace utilisé par les nouveaux messages de
Mobile IPv6, un nouveau mécanisme de compression a été pro-
posé [68]. Basé sur le mécanisme de compression HC1, ce méca-
nisme va réduire la taille de l’en-tête de mobilité et ses options.
Il compresse les champs en changeant le jeu de valeurs dispo-
nibles. Par exemple, le numéro de séquence, défini initialement
sur 16 bits, est réduit à 5 bits. La dernière méthode de compres-
sion change l’unité de certains champs. Par exemple, l’unité de
la durée de vie est doublée et définie à 8 secondes comparée
à l’unité définie dans [29]. Cette adaptation étant relativement
récente, elle ne propose à l’heure actuelle aucune compression
pour les options de mobilité (telle que l’option adresse temporaire
alternative) utilisée par les messages de Mobile IPv6.
Le gain de ce mécanisme de compression dépend de l’en-tête
à compresser. Un message binding update non compressé utilisé
32 octets : 12 octets pour l’en-tête de mobilité et 20 octets pour
les options. Le même message binding update utilise plus que 23
octets une fois compressé : 3 octets pour l’en-tête de mobilité
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Figure 19: Format des messages compressés de Mobile IPv6
de l’en-tête de mobilité sont illustrés dans la figure 19. Avec
des ajustements mineurs, le mécanisme de compression devrait
être compatible avec l’encodage LOWPAN_IPHC.
3.3.2 Évaluation du support de la mobilité dans les réseaux 6LoW-
PAN
Les évaluations des protocoles de support de la mobilité se
divisent en deux catégories : ceux qui évaluent leur utilisation
au sein des réseaux de capteurs sans fil et ceux proposant des
solutions pour réduire le temps du handover.
Utilisation sur des nœuds capteurs
Dans [69], les auteurs ont comparé les performances d’un
nœud mobile utilisant Mobile IPv6 avec un nœud mobile uti-
lisant uniquement IPv6. Durant les expérimentations, le nœud
mobile se déplace entre deux réseaux IPv6 : le réseau mère et
un réseau visité. Un nœud correspondant, localisé dans un troi-
sième réseau, envoie 100 paquets ICMPv6 vers le nœud mo-
bile. Au 50ième paquet, le nœud mobile passe du réseau mère
au réseau visité. Les différents points évalués sont le ratio de
livraison, le RTT, l’énergie consommée et l’impact de la frag-
mentation. Leurs expérimentations ont montré que l’utilisation
de Mobile IPv6 triple la consommation énergétique du nœud
mobile. De plus, lorsque la fragmentation de paquets est né-
cessaire, le taux de perte de paquets atteint 80%. A partir de
ces résultats, les auteurs ont conclu que Mobile IPv6 n’est pas
une solution utilisable pour de la mobilité de niveau 3 dans les
réseaux de capteurs sans fil. Cependant, le manque d’informa-
tions à propos de nombreux paramètres, tels que l’implémenta-
tion et le mécanisme de détection de mouvement utilisé, rend
leur expérimentation non reproductible. De plus, cette évalua-
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tion n’utilise aucun mécanisme de compression pourtant exis-
tant.
Dans [70], les auteurs proposent également une analyse de
Mobile IPv6 dans les réseaux 6LoWPAN. Les auteurs se foca-
lisent sur la surcharge des paquets de données et mettent en
avant la grande taille des messages de signalisation de Mo-
bile IPv6. Ils observent que la taille des messages binding up-
date et binding acknowledgment sont similaires à la taille des pa-
quets de données, respectivement 32 et 24 octets. Les auteurs
en concluent que Mobile IPv6 n’est pas une solution viable
pour la mobilité de niveau 3 dans les réseaux de capteurs sans
fil. Cependant, ces messages sont uniquement transmis lorsque
le nœud mobile entre dans un nouveau réseau IPv6 ou pour
mettre à jour les informations d’association. La taille de ces
messages n’a donc aucun un impact significatif sur les perfor-
mances du nœud mobile.
À partir de ces deux références, la communauté scientifique
a conclu que Mobile IPv6 n’est pas utilisable au sein des ré-
seaux 6LoWPAN. Elle a donc recherché de nouvelles solutions
pour gérer la mobilité au niveau 3. Parmi ces propositions, nom-
breuses sont basées sur Proxy Mobile IPv6.
Réduction du temps de handover
Le déploiement de Proxy Mobile IPv6 au sein de réseaux de
capteurs sans fil a été évalué dans [71, 72]. Dans [71], les 6LBR
vont jouer le rôle de passerelle d’accès mobile et transmettre
le trafic de signalisation à la place des nœuds mobiles. Cepen-
dant, les auteurs n’ont considéré aucun mécanisme de compres-
sion d’en-tête dans leur évaluation (bien que l’encodage HC1
ait été standardisé en septembre 2007). Nous sommes convain-
cus que les 6LBRs, déjà responsables de l’intégralité du réseau
6LoWPAN (routage, gestion des préfixes IPv6), en plus de faire
le pont entre IPv6 adapté et IPv6 classique, ne sont pas ca-
pables de supporter également la gestion de la mobilité de
nœuds sans impacter leurs performances générales. Dans leur
second article [72], les auteurs ont comparé par simulation la
durée du handover de Mobile IPv6 et de Proxy Mobile IPv6.
Les nœuds implémentent le mécanisme de compression HC1
et une version standard du protocole Neighbor Discovery. Les
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Figure 20: Échanges de messages effectués durant un handover avec
Inter-MARIO
ver a été divisée approximativement par 10 avec Proxy Mobile
IPv6. Avec Mobile IPv6, un nœud mobile doit effectuer une
détection de duplication d’adresse avant d’informer son agent
mère de sa nouvelle adresse temporaire. Cette étape est néces-
saire car le version non modifiée de Neighbor Discovery est
utilisée. L’adresse obtenue par le nœud avec Proxy Mobile IPv6
est toujours la même quelque soit son réseau. Cette phase de
détection de duplication n’a donc plus lieu d’être. De plus, au
sein de réseaux 6LoWPAN, le protocole Neighbor Discovery a
été modifié pour s’adapter aux spécificités de ces réseaux. En
particulier, la phase de détection de duplication d’adresse a été
supprimée (uniquement si l’EUI-64 est utilisé pour construire
l’adresse IPv6 temporaire). En utilisant la version modifiée du
protocole, il est fort possible que la durée du handover de Mo-
bile IPv6 soit bien plus courte, comme nous le montrerons dans
le chapitre 5.
Dans [73], les auteurs proposent une combinaison des qua-
lités de Fast Handovers for Mobile IPv6 et Proxy Mobile IPv6
nommée Inter-MARIO. L’objectif d’Inter-MARIO est de réduire
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le temps de handover des nœuds mobiles en le préconfigurant.
Pour cela, ils ont introduit une nouvelle entité : le nœud par-
tenaire, qui va servir de point d’accès aux nœud mobiles. Un
nœud partenaire est capable de détecter la mobilité d’un nœud
en utilisant des mécanismes tels que la qualité du signal radio
(RSSI ou LQI) ou un échange régulier de messages. Ces nœuds
disposent également une connaissance étendue de leur voisi-
nage. Lorsqu’un nœud mobile arrive hors de portée du nœud
partenaire auquel il est attaché, ce dernier va transmettre des in-
formations à propos des réseaux environnants (fréquence radio
de IEEE 802.15.4, par exemple).
Dans un second temps, il va prévenir le 6LBR du prochain
réseau du nœud mobile de son arrivée. Une fois que le nœud
mobile est associé au nouveau réseau, son routeur va informer
le 6LBR de sa présence. Si le 6LBR dispose d’informations de
préconfiguration, il effectue la procédure d’association de Mo-
bile IPv6 à la place du nœud mobile. Lorsqu’il réceptionne un
message binding update envoyé par le nœuds mobile, il inter-
cepte ce message et envoie directement la réponse au nœud
mobile. Dans le cas contraire, l’échange entre l’agent mère et
le nœud mobile reste inchangé par rapport à Mobile IPv6. Ces
différents échanges sont résumés dans la figure 20. La durée
du handover de ce protocole a été évaluée par simulation. Leur
simulation n’utilise pas de mécanisme de détection de mouve-
ment, celle-ci est effectuée manuellement. La durée du hando-
ver est courte mais l’évaluation ne distingue pas les durées des
différentes phases du protocole. Il est donc impossible de dé-
terminer l’impact du mécanisme de détection du mouvement
d’Inter-MARIO. De plus, l’activation du handover est effectuée
manuellement, ce qui influe fortement sur les paramètres éva-
lués.
L’un des désavantages de Proxy Mobile IPv6 est la limitation
des nœuds mobiles au sein du domaine Proxy Mobile IPv6 au-
quel ils appartiennent. Les équipements composant l’Internet
des Objets utilisent des applications aussi diverses que variées
et cette limitation peut donc être problématique. Cependant,
dans certains déploiements les nœuds mobiles disposent d’une
mobilité limitée. La restriction de Proxy Mobile IPv6 peut ne
pas poser de problème. Dans [74], les auteurs étudient le cas
d’un réseau de capteurs déployé au sein d’un hôpital dans le-
quel le déplacement des nœuds mobiles est limité aux diffé-
rentes chambres. L’algorithme de support de la mobilité pro-
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posé est une version modifiée de Proxy Mobile IPv6 et s’af-
franchit du protocole Neighbor Discovery. Le nœud mobile ini-
tialise la procédure de handover en transmettant une requête
d’association 802.15.4. Avant d’y répondre, le 6LBR effectue
l’association avec l’équipement gérant le domaine. Une fois l’as-
sociation terminée, le 6LBR répond à l’association 802.15.4 en
incluant l’identifiant sur 16 bits attribué au nœud mobile. Le
nœud peut ensuite construire son adresse IPv6 globale qui sera
toujours identique. Cette proposition a été évaluée mathéma-
tiquement et se dit meilleure que Mobile IPv6 car moins de
messages sont transmis. Mais cette étude n’évalue pas la durée
du handover ni l’impact du mécanisme de détection de mouve-
ment.
3.4 conclusion
Afin de maintenir ses communications lorsqu’il se déplace,
un nœud mobile doit utiliser un protocole de support de la mo-
bilité. Dans le cas contraire, tout paquet émis vers l’ancienne
adresse du nœud mobile sera perdu car elle est devenue ob-
solète. De plus, lorsque le nœud mobile souhaitera utiliser sa
nouvelle adresse, ses correspondants réinitialiseront leur ses-
sion car ils penseront que le paquet provient d’un autre nœud.
Afin d’éviter cette réinitialisation, le protocole Mobile IPv6 a
été proposé par l’IETF. Il permet de maintenir la connectivité
durant le déplacement du nœud mobile en utilisant un équi-
pement intermédiaire. Différentes extensions ont été proposées
pour améliorer les performances de Mobile IPv6, notamment
l’utilisation de nouveaux équipements dans les réseaux visités.
L’avantage principal de Mobile IPv6 est l’absence d’infrastruc-
ture à déployer dans chaque réseau. Il requiert uniquement un
agent mère situé dans le réseau mère du nœud mobile. Mais sa
consommation énergétique peut augmenter puisque le nœud
mobile participe activement à la gestion de sa mobilité.
Différentes évaluations ont été effectuées sur l’utilisation de
ces protocoles de support de la mobilité au sein des réseaux
de capteurs. Ces évaluations, pas toujours effectuées sur des
équipements réels, ne tiennent pas compte des contraintes du
processeur, mémoire et énergie. De plus, elles manquent de dé-
tails et ne tirent pas parti des derniers standards définis par
le groupe de travail 6LoWPAN. D’autre part, ces évaluations
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reprochent à Mobile IPv6 la lenteur de son handover. Nous ne
pouvons pas statuer sur cette lenteur, sans une expérimentation
complète sur capteurs en utilisant les derniers standards.
Pour maintenir sa connectivité alors qu’il se déplace de ré-
seau en réseau, un nœud mobile doit s’équiper de plusieurs
protocoles. Au niveau 2, l’utilisation d’un standard est recom-
mandée car ce dernier est susceptible d’être utilisé dans un plus
grand nombre de réseaux. Pour être capable de communiquer
à l’extérieur d’un réseau, une connectivité de niveau 3 est re-
quise. Pour cela, la couche d’adaptation de 6LoWPAN, adap-
tant IPv6 aux contraintes des réseaux de capteurs sans fils, est
utilisée. Cette couche permet d’avoir une connexion de bout
en bout sans requérir de mécanisme de traduction. Cependant,
pour maintenir cette connectivité de niveau 3 durant les dépla-
cements, l’utilisation d’un protocole de support de la mobilité,
tel que Mobile IPv6 est nécessaire.
Dans le chapitre 4, nous allons présenter le protocole Mo-
binet utilisant la sur-écoute liée au médium radio pour sup-
porter la mobilité au niveau 2. Le manque d’informations des
évaluations présentées dans ce chapitre nous a fait remettre en
question leur résultats et donc nous avons décidé de faire notre
propre expérimentation de Mobile IPv6 sur une plate-forme de
capteurs sans fil. Le design et l’analyse des résultats de ces ex-
périmentations est présenté dans le chapitre 5. Cette analyse
met en avant que Mobile IPv6 est parfaitement utilisable sur
des réseaux de capteurs sans fil mais nécessite la mise en place
d’un nouveau mécanisme de détection de mouvement. Nous
présenterons dans le chapitre 6 un nouveau mécanisme de dé-
tection de mouvement se basant sur le protocole Mobinet et
nous l’évaluerons sur la plate-forme de capteurs sans fil.
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4.1 introduction
Dans un premier temps, nous nous sommes attachés à amé-
liorer la gestion de la mobilité des nœuds mobiles au sein des
réseaux 6LoWPAN. Dans ce chapitre, nous nous focaliserons
sur la gestion de la mobilité au niveau 2. Lorsqu’un nœud mo-
bile entre dans un nouveau réseau 6LoWPAN, il doit être en me-
sure de communiquer au sein de ce réseau. Le protocole IPv6
et les mécanismes sous-jacents assurent que le nœud pourra
communiquer au niveau IP. Au niveau 2, quelque soit le type
de mécanisme de routage utilisé (mesh-under ou router-over), le
nœud mobile a besoin de connaître son prochain saut pour
transmettre ses données. De manière générale, c’est le protocole
de routage qui est chargé de fournir cette information. Hors si
un nœud mobile se déplace dans un nouveau réseau dont il n’a
aucune information, il est peu probable que ce dernier dispose
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du même protocole de routage que le réseau, compte tenu du
grand nombre de protocoles de routage existants [26].
Ce chapitre s’articule autour de la définition du protocole
Mobinet [75, 76]. L’objectif principal de ce protocole est la détec-
tion du voisinage d’un nœud mobile en utilisant la sur-écoute
liée au médium radio. Dans un premier temps, nous allons dé-
tailler le problème et l’impact des deux types de protocoles de
routage. Nous présenterons ensuite le fonctionnement du pro-
tocole Mobinet et nous conclurons par son évaluation.
4.2 définition du problème
Hypothèse : assumons que les nœuds mobiles et les réseaux
visités soient capables de communiquer au niveau MAC. Même
s’ils n’utilisent pas le même protocole de routage, les nœuds
mobiles devraient être capables de transmettre des données au
réseau visité. Cependant en raison de leur mobilité, des pertes
de paquets sont possibles [77]. En effet durant la transmission
d’un paquet, le nœud mobile peut se déplacer et ainsi ne plus
être à portée radio de son prochain saut.
Si le réseau 6LoWPAN utilise un mécanisme de routage de
typemesh-under, on a donc un modèle de routage de type conver-
gecast : tous les paquets de données sont transmis vers le 6LBR.
Le protocole est uniquement chargé de définir le prochain saut
en direction du 6LBR. Dans un tel scénario, lorsqu’un nœud
réceptionne un message, il le retransmet à son prochain saut et
ainsi de suite jusqu’à ce que le message atteigne le 6LBR. Avec
cette hypothèse, il serait donc possible pour des nœuds mobiles
de simplement diffuser les données vers les nœuds fixes. Tous
les nœuds fixes, se trouvant à portée radio du nœud mobile,
vont simplement transmettre les paquets vers le 6LBR (voir fi-
gure 23). L’utilisation de nœuds mobiles dans le processus de
routage peut poser un problème puisse qu’ils peuvent partition-
ner le réseau si ces derniers se déplacent. Le protocole de rou-
tage devra être plus dynamique pour compenser le partition-
nement et consommera donc plus d’énergie. Le RFC 5867 [78]
préconise de ne pas intégrer les nœuds mobiles dans le pro-
cessus de routage. En conséquence, un nœud mobile n’a pas
besoin d’implémenter le protocole de routage utilisé dans le
réseau visité.
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Cette solution, référencée par la suite comme méthode par
diffusion, consomme peu de ressources du nœud mobile. Dès
qu’une transmission est requise, le nœud mobile doit unique-
ment allumer sa radio et diffuser son message avant d’éteindre
à nouveau sa radio. En conséquence, le nœud mobile ne pren-
dra jamais part au routage des données des autres nœuds. Cette
solution peut sembler idéale du point de vue des nœuds mo-
biles mais il y a deux inconvénients majeurs. Transmis par dif-
fusion, les paquets ne sont jamais acquittés et donc le nœud
mobile ne peut pas avoir la confirmation de leur réception par
le réseau fixe. De plus, l’utilisation de la méthode par diffusion
peut sérieusement dégrader les performances du réseau visité.
Les communications par diffusion peuvent entrainer la dupli-
cation des paquets et, en conséquence, augmenter le trafic au
sein du réseau. Ce trafic supplémentaire peut causer la perte
de paquets, augmenter la compétition entre les nœuds pour ac-
céder au réseau et augmenter la consommation énergétique du
réseau visité.
Cette solution reste applicable avec un mécanisme de routage
route-over dans le cadre de la transmission de paquets de don-
nées. Tout nœud recevant une trame émise par diffusion va la
retransmettre vers son prochain saut IP. Mais contrairement à
un mécanisme mesh-under, un nœud mobile peut s’enregistrer
auprès d’un 6LR. Lorsqu’il souhaitera enregistrer à nouveau
son adresse IPv6 ou mettre à jour les différentes durées de vie
de Neighbor Discovery, il va transmettre ses messages de signa-
lisation vers le 6LR. Ces messages, étant limités à un saut IP,
peuvent ne plus être réceptionnés par le 6LR et le nœud mobile
devra recommencer toute la procédure d’auto-configuration et
d’enregistrement.
4.3 le protocole mobinet
Le protocole Mobinet consiste à identifier de manière passive
le voisinage d’un nœud mobile en utilisant de la sur-écoute.
L’objectif est de déterminer le meilleur voisin (en accord avec
les métriques du protocole de routage du réseau visité) pour
transmettre des données. Le protocole de routage peut utiliser
plusieurs critères pour transmettre des données jusqu’au 6LBR :
le prochain saut le plus proche géographiquement, celui le plus
proche en nombre de sauts [26] ou encore celui pour lequel
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Figure 21: Diagramme états-transitions de Mobinet
il reste le plus d’énergie dans sa batterie [79]. Notre solution
s’intègre dans un modèle de communication convergecast dans
lequel tous les équipements sont capables de communiquer au
niveau MAC.
La transmission des données avec Mobinet est effectuée en
deux étapes. La première étape consiste à constituer une table
de voisinage (section 4.3.1). La seconde étape utilise ensuite
cette table pour sélectionner le prochain saut pour la transmis-
sion en attente (section 4.3.2).
4.3.1 Écoute du réseau
Lorsqu’un nœud mobile entre dans un réseau visité, il va
construire une table de de voisinage qui liste les identifiants des
nœuds localisés dans son voisinage. Cette table est construite
et gardée à jour en écoutant de manière passible les commu-
nications environnantes. L’identifiant d’un nœud est acquis gé-
néralement en utilisant le champs source de l’en-tête MAC. A
chaque entrée de la table est associé un champ Time To Live
(TTL). Lorsque le TTL d’une entrée arrive à expiration, cette en-
trée est retirée de la table. Cela permet aux nœuds mobiles de
supprimer les vieilles entrées correspondantes aux voisins qui
peuvent être hors de portée.
Le composant le plus consommateur en énergie au sein d’un
nœud capteur est sa radio [35]. Utiliser la radio pour écouter
les communications environnantes au lieu de limiter son utili-
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Figure 22: Écoute du voisinage avec des protocoles MAC à préam-
bule
sation à la transmission et réception de données le concernant
peut rapidement consommer toute l’énergie de la batterie d’un
nœud. Pour limiter la consommation énergétique, nous misons
sur les longues périodes de sommeil. Nous appelons un pro-
cessus d’écoute un couple formé par une longue période de
sommeil et un déclencheur. Le réveil d’un nœud est déclenché
par l’un des processus suivants : écouter pour transmettre, table
vide et écoute périodique.
Le premier déclencheur, écouter pour transmettre, réveille uni-
quement la radio lorsqu’un nœud mobile doit transmettre un
message et attend d’intercepter une communication. Dès que le
nœud mobile a identifié et transmis avec succès le message vers
un voisin, il éteint à nouveau sa radio. Le second déclencheur,
table vide, s’assure que la table de voisinage dispose toujours
d’une entrée valide. Il réveille la radio lorsque la dernière entrée
de la table expire. La radio est gardée allumée jusqu’à ce qu’une
communication soit interceptée. Le dernier déclencheur, écoute
périodique, active la radio à intervalles réguliers pour écouter
les communications environnantes durant une durée prédéter-
minée. S’il n’y a aucune entrée dans la table lorsque le nœud
doit transmettre un message, Mobinet bascule sur le premier
déclencheur. Lorsque le message est transmis, le processus ini-
tial est restauré. Les différents processus sont détaillés dans la
figure 21.
Avec une grande majorité de protocoles MAC, le nœud mo-
bile doit réceptionner le message en entier avant de pouvoir
en extraire sa source et sa destination. Cette écoute peut durer
durant une longue période et en conséquence consommer beau-
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Figure 23: Sélection du prochain saut
coup d’énergie. Cette période d’écoute peut cependant être ré-
duite grâce aux protocoles MAC à préambule tels que X-MAC.
X-MAC utilise des micro-trames comme préambule contenant
les informations nécessaires pour compléter la table de voisi-
nage. La figure 22 illustre l’écoute du voisinage au niveau MAC
lors de l’utilisation du protocole X-MAC.
4.3.2 Sélection du prochain saut
Dès qu’un nœud mobile veut transmettre un message vers
le 6LBR du réseau visité, il va envoyer ce message unicast vers
l’un des voisins listés dans la table de voisinage. Ceci est rendu
possible par le modèle de routage convergecast et l’absence
d’en-tête de routage. Le voisin retransmettra naturellement le
message vers le 6LBR en accord avec le protocole de routage
utilisé dans le réseau visité. Notre première approche, méthode
aléatoire, va sélectionner de manière stochastique un des voisins
disponibles dans la table de voisinage. Cette approche est pré-
sentée dans la figure 23.
Lorsque la table de voisinage contient plusieurs entrées, il
est possible pour un nœud mobile d’identifier la direction des
communications (à partir de la source et la destination du mes-
sage) et il peut donc recréer la hiérarchie au sein de sa table
de voisinage. Il devrait ainsi être capable de transmettre direc-
tement les données au meilleur nœud de son voisinage. Le terme
meilleur nœud est un terme générique qui varie en fonction du
protocole de routage utilisé dans le réseau visité (par exemple,
le nœud qui minimise le nombre de sauts vers le 6LBR). Cette
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seconde approche est nommée méthode sélective et est représen-
tée dans la figure 23.
Ces deux approches de notre solution transmettent des don-
nées en établissant une communication unicast. Cela évite la
possible duplication de messages qui est inhérente à la méthode
par diffusion.
Procédure 1 Algorithme de sélection sélection du prochain saut
de Mobinet
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Nous avons implémenté le protocole Mobinet dans le simu-
lateur WSNet [80]. WSNet est un simulateur à événement dis-
crets dédiés à l’étude de réseaux de capteurs sans fil. Nous
avons comparé les performances de Mobinet (avec ses 2 mé-
thodes de sélection) avec celles de la méthode par diffusion qui
est présenté dans la section 4.2. La simulation est également
utilisée pour analyser les différents processus d’écoute définis
pour Mobinet et leur impact sur la sélection du prochain saut.
4.4.1 Environnement de simulation
Notre scénario de simulation implique 50 nœuds mobiles se
déplaçant dans un réseau visité qui est déployé dans une zone
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de 100 m x 100 m. Le réseau visité est constitué d’une grille de
nœuds de 10 ⇥ 10. Chaque nœud est placé à neuf mètres de
ses voisins avec une portée de 15 m. Le 6LBR est placé dans un
coin de la grille. X-MAC, un protocole MAC basé sur l’échan-
tillonnage de préambules, est implémenté sur chaque nœud
(fixe comme mobile). Comme expliqué dans la section 4.3.1, X-
MAC inclut la source et la destination du message dans ces
morceaux de préambule. Cela devrait réduire la compétition
entre les nœuds pour accéder au médium et permettre à notre
proposition de réduire sa consommation en n’écoutant qu’une
partie du préambule. Le réseau visité utilise un protocole de
routage par gradient [81] pour sélectionner le prochain saut en
direction du 6LBR. Les nœuds du réseau visité ont une applica-
tion orientée événements. Ils ne transmettent aucune informa-
tion tant qu’un événement n’a pas été capturé. Au début de la
simulation, nous avons distribué 3600 événements durant les
2 heures de temps simulé (divisés en slots d’une seconde) en




Cela correspond donc à 3600 événements distribués sur 7200
slots. La localisation des événements est distribuée uniformé-
ment dans la grille de capteurs. Lorsqu’un événement est cap-
turé, un nœud commence à transmettre des paquets de données
de 4 octets vers le 6LBR toutes les secondes durant la durée de
l’événement. Un événement dure 10 secondes.
Chaque nœud mobile implémente une application basée sur
le temps qui transmet 4 octets de données toutes les 4 minutes
et se déplace en utilisant un modèle de mobilité à direction aléa-
toire modifié [82]. Dans ce modèle modifié, un nœud mobile se
déplace telle une boule de billard. Lorsqu’il atteint un bord de
la zone, il rebondit en utilisant le même angle d’incidence et
garde la même vitesse. La vitesse d’un nœud mobile est choi-
sie uniformément entre 0 et 3 m/s. Une entrée de la table de
voisinage de Mobinet a un TTL de 10 secondes. Cette durée re-
présente le temps minimum pour un nœud mobile pour traver-
ser la zone de transmission d’un nœud fixe. La table 4 reprend
tous ces paramètres utilisés dans la simulation.
Le modèle énergétique a été choisi pour émuler la consomma-
tion énergétique d’un composant CC1101 [37] (les différentes
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Paramètres simulés Valeurs
Topologie Grille carrée (100 m x 100 m) de
100 (10x10) nœuds fixes
Période d’envoi Nœuds fixes : lors d’un événement,
des données chaque seconde durant 10 s
Nœuds mobiles : toutes les 4 minutes
Modèle de routage Routage par gradient
Modèle MAC X-MAC avec un préambule de 100 ms
avec des acquittements
Modèle radio Fréquence : 868 Mhz ; Portée : 15 m
Modèle énergétique Idle : 1.6 mA, RX : 14.6 mA,
avec une batterie de 3V TX : 16.4 mA, Radio init : 8.2 mA
Nombre d’événements 3600
Durée et nombre 2 heures, simulées 100 fois
de simulations pour chaque combinaison
Mobilité modèle à déplacement aléatoire modifié
Vitesse maximale : 3 m/s
Mobinet TTL d’un voisin : 10 s
Table 4: Paramètres de simulations de Mobinet
valeurs de consommation énergétique sont reportées dans la
table 4). Les résultats de consommation énergétique présentés
dans la section suivante assument qu’une batterie de 3V est
utilisée comme pour les nœuds TelosB [83].
Notre proposition utilise alternativement les différents pro-
cessus d’écoute définis dans la section 4.3.1. Les durées sui-
vantes sont utilisées pour le processus d’écoute périodique : 1
s, 10 s et 60 s pour les périodes de sommeil et 20 ms et 100 ms
pour les périodes d’écoute. Durant les processus d’écoute, X-
MAC n’est pas autorisé à éteindre la radio pour capturer toutes
les communications potentielles. En outre, si un nœud mobile
est en cours de réception d’un message alors que la période
d’écoute est terminée, l’arrêt de la radio est retardé jusqu’à la
réception complète du message. Lorsqu’un nœud mobile utilise
la méthode de sélection aléatoire pour déterminer son prochain
saut, la radio est coupée dès la détection d’un voisin. À contra-
rio, elle reste allumée durant toute la période d’écoute avec la
méthode sélective. Mobinet est également simulé sans proces-
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Identifiant Processus d’écoute Paramètres
0 Méthode par diffusion
1 Pas de processus d’écoute
Sommeil Écoute
2 Écoute périodique 1 s 20 ms
3 Écoute périodique 1 s 100 ms
4 Écoute périodique 10 s 20 ms
5 Écoute périodique 10 s 100 ms
6 Écoute périodique 60 s 20 ms
7 Écoute périodique 60 s 100 ms
8 Table vide TTL : 10 s
9 Écouter pour transmettre
Table 5: Identifiant de simulation et processus d’écoute utilisé dans
les simulations
sus d’écoute, pour servir comme référentiel pour l’évaluation
de l’efficacité des processus d’écoute. Durant ces simulations,
la radio alterne des périodes d’activité et de sommeil comme
défini par le protocole MAC. Toutes ces valeurs sont reportées
dans la table 5. Cette table contient également des identifiants
de simulations (Sim ID) utilisés dans les figures de la section
suivante.
4.5 résultats de simulation et analyse
Chaque processus d’écoute (9 processus, voir table 5) avec
chaque mécanisme de sélection du prochain saut a été simulé
100 fois, ce qui correspond à un total de 1800 simulations. Cha-
que jeu de simulation utilise la même graine pour évaluer les
processus dans un environnement similaire. Les résultats pré-
sentés dans cette section sont une moyenne de toutes les don-
nées collectées durant les simulations. Elles incluent également
une période de démarrage de 120 secondes et une période de
refroidissement de 60 secondes. L’intervalle de confiance à 95%
indique l’exactitude de nos mesures. La correspondance entre
le Sim ID (c.f. Section 4.4.1) utilisé dans les figures et les proces-
sus d’écoute est reportée dans la table 5.
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Figure 24: Transmission des messages au réseau visité
4.5.1 Transmission des messages au réseau visité
1125 messages sont transmis dans chaque simulation par les
nœuds mobiles vers le réseau visité, quelque soit le processus
d’écoute utilisé. Ces processus n’ayant aucun impact sur le ré-
seau visité, nous avons uniquement analysé l’impact des mé-
thodes de sélection du prochain saut sur le réseau visité. Ceci
est rendu possible par l’acquittement des communications uni-
cast. Mobinet est configuré pour transmettre un message jus-
qu’à ce que ce dernier soit réceptionné par un nœud fixe.
La figure 24 représente les performances de Mobinet et de la
méthode par diffusion pour transmettre des messages. Comme
prévu, la méthode par diffusion a généré de nombres messages
dupliqués (4319 messages reçus sont produits par la diffusion
initiale) mais la majorité des messages (1113 messages) sont
réceptionnés par le 6LBR. Avec la méthode aléatoire de Mobi-
net, le 6LBR a réceptionné approximativement 993 messages
incluant une moyenne de 967 messages uniques. Des résultats
identiques sont observés avec la méthode sélective. Ceci est
principalement du à la topologie et au protocole de routage
utilisé par le réseau visité. Un prochain saut sélectionné avec la
méthode sélective est, au plus, à deux sauts de celui choisi par
la méthode aléatoire. Les messages unicast utilisés par Mobinet
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Figure 25: Consommation énergétique du réseau visité
peuvent néanmoins générer de la duplication si le nœud mo-
bile ne réceptionne pas l’acquittement du message (en raison
de la mobilité par exemple).
Des résultats identiques peuvent être observés sur la consom-
mation énergétique des nœuds fixes du réseau visité. Ces résul-
tats sont présentés dans la figure 25. Comme le même nombre
de paquets est transmis au réseau fixe par les nœuds mobiles,
le réseau visité va donc consommer la même quantité d’énergie
quelque soit le processus d’écoute utilisé par Mobinet.
4.5.2 Impact de Mobinet sur la consommation énergétique
La figure 26 représente la consommation énergétique moyen-
ne des nœuds mobiles à la fin de la simulation pour chaque pro-
cessus d’écoute. Mobinet sans aucun processus d’écoute (Sim
ID 1) est utilisé comme référentiel : si la consommation énergé-
tique d’un processus est plus faible que celle expérimentée dans
la Sim ID 1, ce processus d’écoute peut être considéré comme
efficace. Avec cette version basique de Mobinet, les nœuds mo-
biles ont consommé respectivement 4, 50 et 4, 52 joules pour les
méthodes de sélection aléatoire et sélective. Comme attendu, la
méthode par diffusion a consommé le moins d’énergie, seule-
ment 0, 06 joules. L’énergie requise pour transmettre un mes-
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Figure 26: Consommation énergétique moyenne d’un nœud mobile
sage dépend principalement du protocole MAC. Avec X-MAC,
diffuser des messages implique de transmettre tous les mor-
ceaux de préambule avant d’envoyer les données. A l’opposé,
les communications unicast permettent au destinataire d’acquit-
ter l’un des morceaux de préambule et ainsi réduire le nom-
bre de morceaux à émettre. Cela réduit la consommation éner-
gétique des nœuds fixes et mobiles. Alors que les processus
d’écoute n’ont aucun impact sur la transmission de messages et
la consommation énergétique des nœuds fixes, ils sont inégaux
face à la consommation énergétique des nœuds mobiles. Pour
quatre d’entre eux (Sim ID 6 à 9), la consommation est plus de
deux fois supérieure à la version de base de Mobinet. Le proces-
sus d’écoute qui a consommé le moins d’énergie est celui de la
Sim ID 2 (consommation énergétique moyenne de 2.05 joules)
avec une méthode de sélection aléatoire du prochain saut.
Nous pouvons mettre en avant que seule l’écoute périodique
avec de petite durée a obtenu une faible consommation éner-
gétique. Lorsque les nœuds mobiles ont utilisé la méthode sé-
lective, ils ont consommé plus d’énergie qu’avec la méthode
aléatoire. C’est particulièrement visible sur les Sim ID 2 et 3.
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Figure 27: Efficacité de l’écoute du voisinage
4.5.3 Performance des processus d’écoute
La figure 27 représente le pourcentage de messages envoyés
par les nœuds mobiles pour lesquels Mobinet avait au moins
une entrée dans sa table de voisinage. La méthode par diffu-
sion (Sim ID 0) n’est pas représentée car elle n’utilise pas de
mécanisme d’écoute. Nous avons remarqué que seuls les pro-
cessus d’écoute périodiques avec de courtes périodes de som-
meil sont efficaces énergiquement. Les Sim ID 6 et 7 qui ont
de longues périodes de sommeil doivent passer au processus
forçant l’écoute du canal (processus écouter pour transmettre)
pour la plupart des messages. Ce processus consomme beau-
coup d’énergie car la radio est reste allumée durant de longues
périodes. La même observation peut être effectuée pour la Sim
ID 8 : bien que la table dispose toujours d’une entrée pour cha-
que message, ce processus a consommé plus d’énergie que les
Sim ID 4 et 5 ayant la même période de sommeil. Comme expli-
qué dans la section 4.3.1, le processus table vide garde sa radio
allumée jusqu’à ce qu’un voisin soit détecté tandis que les deux
autres processus écoutent uniquement durant 20 ms et 100 ms.
Cela confirme que les processus table vide et écouter pour trans-
mettre sont inefficaces et doivent être combinés avec une écoute
périodique pour avoir un effet bénéfique sur la consommation
énergétique des capteurs.
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Pour conclure, les deux méthodes de sélection du prochain
saut de Mobinet sont toutes deux efficaces pour transmettre les
messages au réseau visité. Les résultats mettent également en
évidence qu’une écoute périodique constituée d’une période
de sommeil d’une seconde et une période d’écoute de 20 ms
permet de réduire la consommation énergétique d’un nœud
mobile.
4.6 conclusion
Dans ce chapitre, nous avons présenté une nouvelle approche
appelée Mobinet. Mobinet est un protocole qui gère la mobilité
au niveau 2 et permet à un nœud mobile de sélectionner un
saut vers qui transmettre des données à l’aide de la sur-écoute.
Pour cela, deux mécanismes de sélection du prochain saut sont
définis et plusieurs processus d’écoute sont proposés pour ré-
duire la consommation énergétique des nœuds mobiles.
Nous avons évalué son efficacité par simulation. Dans ce scé-
nario, Mobinet doit permettre aux nœuds mobiles de pouvoir
transmettre des informations dans un réseau visité inconnu
avec la couche MAC comme seul point commun. Les résultats
ont montré que Mobinet est efficace pour détecter le voisinage
d’un nœud mobile et lui permet de transmettre des données
tout en limitant sa consommation énergétique. Le fait qu’il soit
basé sur des mécanismes déjà existants est un des avantages de
Mobinet.
Un nœud mobile est capable à présent de gérer sa mobilité
au niveau 2 grâce à Mobinet. Cependant si le nœud mobile
souhaite maintenir sa connectivité avec des correspondants ex-
térieurs alors qu’il se déplace de réseau visité en réseau visité,
il est nécessaire de gérer la mobilité au niveau 3. Dans le pro-
chain chapitre, nous allons étudier cette mobilité de niveau 3 en
commençant par évaluer les capacités de Mobile IPv6 au sein
des réseaux de capteurs sans fil.
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5.1 introduction
Dans le chapitre précédent, nous nous sommes focalisés sur
la mobilité au niveau 2 dans les réseaux visités. Cependant,
pour joindre et être joignable par des nœuds correspondants
hors du réseau, les nœuds mobiles doivent utiliser un proto-
cole supportant la mobilité au niveau 3. Notre attention s’est
donc portée sur Mobile IPv6, le premier protocole permettant
de supporter la mobilité au niveau 3 standardisé par l’IETF. Ce
protocole dispose de plusieurs avantages : il s’intègre naturel-
lement dans la pile 6LoWPAN et il ne requiert aucune infra-
structure supplémentaire à déployer dans les réseaux visités.
Ce dernier avantage va permettre aux nœuds mobiles de conti-
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nuer à communiquer quelque soit le réseau dans lequel ils se
trouvent, supprimant ainsi toute limite à leur mobilité.
Les évaluations effectuées sur ce protocole dans les réseaux
de capteurs sans fil sont peu convaincantes (voir chapitre 3).
En effet, ces dernières ne prennent pas en compte les dernières
améliorations apportées par le groupe de travail 6LoWPAN
sur l’intégration d’IPv6 dans les réseaux à faible débit, faible
consommation et faible portée. Pour confirmer ou infirmer l’in-
compatibilité de Mobile IPv6 avec les réseaux 6LoWPAN, nous
avons décidé d’effectuer une évaluation complète de ce stan-
dard [84]. Cette évaluation va se focaliser sur les délais résul-
tant de chaque opération de Mobile IPv6 et sur l’impact du
handover sur les communications montantes et descendantes.
5.2 mobile ipv6 et la détection de mouvements
5.2.1 La norme
Mobile IPv6 dépend des messages router advertisement pour
détecter le mouvement du nœud mobile, c’est-à-dire l’arrivée
du nœud dans un nouveau réseau IPv6. Dans les réseaux IPv6
classiques, ces messages sont envoyés de manière périodique
par les routeurs ou leur envoi est sollicité par les nœuds (par
un message router solicitation) lorsqu’une interface est activée.
Par défaut, Neighbor Discovery spécifie que deux messages rou-
ter advertisement non sollicités consécutifs soient espacés d’une
période allant de 200 à 600 secondes [64]. Ce délai étant trop
grand pour détecter rapidement les changements, Mobile IPv6
suggère modifier ce délai pour le réduire à une période allant
de 30 ms à 70 ms [29]. Pour les réseaux de capteurs, cette haute
fréquence d’émission va consommer trop d’énergie et augmen-
ter la contention sur le médium sans fil car ces messages sont
destinés, par défaut, à tous les nœuds IPv6 du lien.
Mobile IPv6 peut également se servir de la détection de conne-
xion à un lien de niveau 2. Cependant, dans les réseaux de cap-
teurs sans fil, une grande partie des protocoles MAC ne génère
pas cet événement, comme les protocoles MAC à préambule ou
le mode sans balise de la norme IEEE 802.15.4. Ce mécanisme
ne peut donc pas être considéré comme viable au sein des ré-
seaux de capteurs sans fil.
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5.2.2 Notre proposition
Pour détecter le mouvement de nœuds mobiles, nous propo-
sons de nous fier à d’autres mécanismes de Neighbor Discovery.
Plusieurs durées de vies sont définies dans [65] : la durée de vie
du routeur par défaut, la durée de vie d’un préfixe ou la durée
de vie d’une adresse globale. Le temporisateur ayant la durée
de vie maximale la plus courte est celle du routeur par défaut,
qui est limitée à une durée de 150 minutes. Avant que la du-
rée de vie n’expire, le nœud mobile doit envoyer un message
router solicitation en unicast vers son routeur par défaut (6LBR
ou 6LR) pour obtenir un nouveau message router advertisement.
Cependant, aucune information n’est donnée dans la spécifica-
tion sur le nombre d’émissions et le délai entre deux messages
router solicitation consécutifs tant que le nœud mobile ne reçoit
aucun router advertisement en réponse. En conséquence, nous
proposons d’utiliser la même procédure de retransmission que
celle définie pour les router solicitations envoyés en multicast : le
nombre de retransmissions est fixé à 3 et chaque retransmission
est séparée par 10 secondes.
La grande durée de vie du routeur par défaut peut cependant
être problématique. En effet, si la valeur maximale est utilisée et
que le nœud mobile quitte le réseau visité juste après avoir en-
registré son adresse temporaire, il sera déconnecté durant 150
minutes. De plus, une si longue déconnexion ne peut pas être
distinguée d’une panne du nœud mobile. C’est pourquoi, nous
suggérons d’utiliser une durée de vie beaucoup plus courte. En
revanche, cette durée ne doit pas être trop courte pour éviter
aux nœuds de consommer trop d’énergie et d’encombrer le mé-
dium radio.
Pour résumer, un handover de Mobile IPv6 utilisant notre
adaptation se déroule de la manière suivante au sein d’un ré-
seau 6LoWPAN : lorsqu’un nœud mobile arrive dans un nou-
veau réseau IPv6, il attend que la durée de vie du routeur par
défaut expire. Cette expiration déclenche alors la transmission
de messages router solicitations envoyés en unicast vers l’ancien
routeur du nœud mobile. En raison de son déplacement, le
nœud mobile ne peut plus réceptionner un router advertisement
en réponse car son ancien routeur n’est plus joignable au niveau
IP. Après 3 tentatives (séparées par 10 secondes), le nœud mo-
bile considère que son ancien routeur est inaccessible et tente
d’en découvrir un nouveau en émettant un message router soli-
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Procédure 2 Algorithme de détection de la mobilité
Évenement : expiration durée de vie du routeur par défaut
mobilité vrai
pour i de 1 à 3 faire
envoi router solicitation en unicast
initialise temporisateur à 10 secondes
attend router advertisement ou expiration temporisateur






suppression informations précédent réseau
envoi router solicitation en multicast
fin si
citation en multicast. Après avoir réceptionné un message router
advertisement d’un nouveau routeur, le nœud mobile construit
une adresse IPv6 temporaire à l’aide de l’auto-configuration
sans état. Cette nouvelle adresse IPv6 temporaire ne sera valide
uniquement dans le nouveau réseau. Si cette adresse est enre-
gistrée avec succès auprès du routeur, le nœud mobile envoie
finalement un message binding update vers son agent mère et
attend son acquittement.
5.3 évaluation
Nous avons implémenté Mobile IPv6 dans Contiki [85] (ver-
sion 2.5). Contiki est un système d’exploitation libre et gratuit
écrit en langage C. Il est conçu pour être déployé sur des sys-
tèmes embarqués et les réseaux de capteurs sans fil. Dans notre
étude, l’intérêt de Contiki réside dans sa pile uIPv6 [86] qui
est certifiée IPv6 Ready Phase 1. Cela certifie qu’un nœud utili-
sant la pile uIPv6 inclut les protocoles de base d’IPv6 et est in-
teropérable avec d’autres implémentations IPv6. Cette pile im-
plémente déjà une partie du mécanisme de compression LOW-
PAN_IPHC et le protocole Neighbor Discovery pour réseaux
IPv6. Nous avons ajouté les éléments manquants au mécanisme
de compression à savoir la gestion de l’encapsulation IPv6 dans
















Figure 28: Vue schématique de la plate-forme
le tunnel utilisé par Mobile IPv6. Nous avons également modi-
fié Neighbor Discovery pour le rendre conforme à la version
adaptée pour les réseaux 6LoWPAN (voir chapitre 2.5). Ceci
représente un ajout d’environ 2600 lignes de code.
5.3.1 Spécifications de la plate-forme
La plate-forme expérimentale que nous avons déployée pour
évaluer notre version de Mobile IPv6 implique deux réseaux
visités déployés dans une pièce carrée (12 m ⇥ 12 m). Chaque
réseau visité est composé d’un 6LBR. Durant une expérience,
un nœud mobile se déplace entre ces deux réseaux visités. Une
vue d’ensemble de la plate-forme d’expérimentation est illus-
trée dans la figure 28. Les équipements utilisés par le nœud mo-
bile et les 6LBR sont des TelosB [83] développés par Crossbow.
Un nœud TelosB inclut un module émetteur/récepteur compa-
tible avec le standard IEEE 802.15.4 au niveau physique et MAC.
6LoWPAN [27] a été défini pour permettre la transmission de
paquets IPv6 sur les réseaux 802.15.4. Afin de réduire l’impact
de la couche MAC sur l’évaluation des performances des cou-
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Paramètres expérimentaux Valeurs
Nœuds déployés 1 nœud mobile
Organisation 2 réseaux visités avec 1 6LBR
de la plateforme et entre 0 et 7 autres nœuds
Espacement des réseaux 10 mètres
Modèle applicatif
Basé sur le temps : CBR
de 1 message toutes les secondes
Taille des paquets de données de 20 à 36 octets
Paramètres de 6LoWPAN Valeurs




Paramètres de 802.15.4 Valeurs
Fréquence 2.4 GHz
Mode MAC Mode avec contention
Tentatives maximales 3
Exposant de backoff de 3 à 5
Taille de la file de messages 10 paquets
Puissance d’émission -25 dBm (portée : ± 3.5 m)
Table 6: Spécifications de l’expérimentation
ches supérieures, nous avons décidé d’utiliser le mode sans ba-
lise de la couche MAC définit par le standard IEEE 802.15.4.
Dans ce mode, les nœuds peuvent transmettre des données à
tout moment et doivent utiliser le mécanisme CSMA/CA pour
déterminer si le médium radio est libre ou non.
Chaque nœud implémente la couche d’adaptation d’IPv6 uti-
lisant le mécanisme de compression LOWPAN_IPHC, défini
dans 6LoWPAN [29], pour compresser les en-têtes et le pro-
tocole Neighbor Discovery adapté pour les réseaux 6LoWPAN.
Le réseau visité utilise un protocole de routage mesh-under et en
conséquence le nœud mobile est toujours à un saut IP du 6LBR
même si plusieurs sauts de niveau 2 sont nécessaires pour l’at-
teindre. Nous avons gardé les valeurs par défaut définies dans
les différentes spécifications pour chaque temporisateur.
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Le nœud mobile utilise également notre solution pour détec-
ter son mouvement. Le délai entre deux messages router solici-
tation envoyé en unicast consécutifs est fixé à 1 seconde. Nous
avons choisi la même valeur que l’intervalle entre deux mes-
sages neighbor solicitation qui sont utilisés par le mécanisme de
détection d’inaccessibilité de voisins. Cette courte période va
permettre de réduire le temps de détection du mouvement. De
plus, afin de réduire le temps de l’expérimentation, nous avons
fixé la durée de vie du routeur par défaut à 30 secondes (la
valeur par défaut n’est pas strictement définie, mais peut aller
jusqu’à 150 minutes [65]).
Durant le déplacement, il transmet périodiquement des don-
nées vers un correspondant distant. Pour créer un trafic appli-
catif réaliste, nous avons basé notre modèle de trafic sur des
mesures réelles effectuées sur des animaux sauvages avec des
biologgers. Chaque seconde, le nœud mobile transmet 20 oc-
tets de données (correspondant par exemple à des traces ECG
ou d’accélération). De plus, 1 message sur 10 inclut également
la date et l’heure locale pour une taille additionnelle de 6 octets.
Pour finir, toutes les 60 secondes, 10 octets supplémentaires
sont transmis incluant des informations globales telles que la
température, la luminosité, le niveau de batterie, etc. Toutes ces
informations sont résumées dans la table 6. L’architecture logi-
cielle des nœuds capteurs est illustrée dans la figure 29.
5.3.2 Récupération des statistiques
Durant nos mesures, nous avons décidé d’enregistrer les évé-
nements pertinents se produisant aux différentes couches dans
la mémoire du micro-contrôleur, tel que le temps de transmis-
sion des différents messages. Nous avons évité d’effectuer une
surveillance intrusive qui pourrait perturber le processus nor-
mal du nœud. En effet, un traitement lourd dans des interrup-
tions matérielles (par exemple une fonction d’affichage) peut
empêcher l’exécution d’une autre interruption (la réception d’un
paquet) et peut affecter nos mesures. En conséquence, nous
avons décidé de collecter toutes les statistiques des nœuds à
la fin de l’expérience et non en temps réel. Dès lors, la prise
de mesure n’a pas d’impact sur les temps mis par les différents
échanges de messages.






























Figure 29: Architecture logicielle d’un nœud capteur
Afin de mesurer la consommation énergétique du nœud mo-
bile, nous avons utilisé la librairie de profilage Energest de
Contiki [87]. Cette librairie permet de récupérer à un moment
donné le temps d’utilisation du processeur lorsqu’il est actif ou
endormi ainsi que le temps durant lequel la radio était en mode
réception ou en mode transmission. Afin de convertir ces temps
en consommation énergétique, nous utilisons le modèle énergé-






Nous avons utilisé les valeurs d’intensité contenues dans les
fiches techniques du composant radio CC2420 [36] et du pro-
cesseur MSP430 [88]. Le processeur n’étant pas actif à une fré-
quence constante, nous avons décidé d’utiliser une valeur mo-





(min : 400 µA ; max : 3, 2 mA)
MSP430 Endormi 5, 1 µA
Radio Réception 19, 7 mA
CC2420 Transmission 8, 5 mA (à -25 dBm)
Table 7: Consommation énergétique des composants d’un TelosB
Les valeurs sont reportées dans la table 7. Il faut également no-
ter que la consommation énergétique va également dépendre
du système d’exploitation utilisé [90].
5.4 résultats
En plus de l’évaluation de Mobile IPv6, nous avons décidé
d’analyser l’impact de la couche d’adaptation d’IPv6 propo-
sée dans 6LoWPAN sur le trafic de signalisation et de don-
nées. Nous avons déployé trois micro-logiciels avec différents
niveaux de compression. Le premier, sans compression, ne com-
presse aucun en-tête. Il implémente donc les en-têtes complets
IPv6 et de Mobile IPv6. Le second micro-logiciel, appelé sans
compression de Mobile IPv6, compresse uniquement les en-têtes
comme défini dans l’encodage LOWPAN_IPHC. Finalement, le
micro-logiciel compression totale ajoute la compression des en-
têtes Mobile IPv6 comme définit dans [68]. Chaque méthode
de compression a été jouée 50 fois, pour un total de 150 han-
dovers de niveau 3. L’intervalle de confiance à 95% indique la
fiabilité de nos mesures.
5.4.1 Durée de perte de connexion IP
Nous avons dans un premier temps évalué la durée de perte
de connexion IP. La figure 30 représente le temps moyen, du-
rant lequel la connexion entre le correspondant et le nœud mo-
bile est perdue. Les résultats montrent que le handover de ni-
veau 3 nécessitent environ 19 secondes pour être effectué. Les
grands intervalles de confiance sont liés au mécanisme de dé-
tection de mouvement. Une fois que le nœud mobile est dans
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Temps de détection de mouvement
Figure 30: Durée de perte de connexion
un nouveau réseau IPv6, il doit attendre l’expiration de la durée
de vie du routeur par défaut avant d’être en mesure de détecter
son mouvement. Durant nos expériences, cette durée de vie est
fixée à 30 secondes (la valeur maximale autorisée par la norme
est fixée à 150 minutes). En fonction du moment où le nœud
va se déplacer, le délai avant d’envoyer un message router soli-
citation et donc d’initier la détection de mouvement peut varier
entre 0 et 30 secondes, ce qui explique les grands intervalles
de confiance. Cette première observation montre que le méca-
nisme de détection de mouvement, comme nous l’avons défini,
prend trop de temps pour permettre un handover rapide.
5.4.2 Temps d’un handover
La figure 31 détaille le temps requis par le handover de ni-
veau 3 une fois la détection de mouvement terminée. La procé-
dure démarre lorsque le nœud mobile envoie son premier mes-
sage router solicitation en multicast et se termine quand il reçoit
un message binding acknowledgement positif. Comme nous pou-
vons l’observer, une compression totale des en-têtes permet de
réduire légèrement la latence du handover de 141 ms à 130.6
ms. De plus, nous pouvons remarquer que la compression des
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130.61 ms 131.43 ms
141.03 ms
Auto-configuration d'IPv6
Enregistrement de l'adresse temporaire
Enregistrement de Mobile IPv6
Figure 31: Durée des messages de signalisation
en-têtes de mobilité réduit cette latence de seulement 0, 6 ms.
Ces performances sont principalement dues à l’architecture lo-
gicielle du nœud mobile. La pile uIPv6 est construite pour fonc-
tionner sur de multiples plates-formes (allant d’équipements
très contraints jusqu’à des plates-formes très puissantes) qui
peuvent être directement connectés à des réseaux IPv6. En consé-
quence, tous les paquets IPv6 sont traités non compressés. Les
en-têtes sont ensuite compressés et décompressés par la couche
d’adaptation de 6LoWPAN avant la transmission et lors de la
réception. Si les paquets étaient traités compressés, la durée
de ces échanges pourrait être réduit, en particulier si plusieurs
sauts IP sont nécessaires.
La compression / décompression des en-têtes nécessite uni-
quement l’utilisation du processeur durant une courte période,
ce qui retarde légèrement la transmission du paquet. De ce fait,
cette phase de compression requiert moins d’énergie que la
transmission complète des octets compressés. De manière gé-
nérale, plus la transmission est longue, plus le risque d’aug-
menter la contention sur le médium est élevé. Pour conclure,
les mécanismes de compression aident à réduire à la fois la
consommation énergétique et la contention sur le médium sans
fil.






Figure 32: Détail de la plate-forme lors de l’évaluation avec plusieurs
sauts
5.4.3 Incidence du nombre de sauts
Le mécanisme d’auto-configuration sans état d’IPv6 et l’enre-
gistrement de l’adresse IPv6 globale requiert uniquement 70.6
ms pour être effectué avec une compression totale. Ce délai
dépend essentiellement du nombre de sauts de niveau 2 entre
le nœud mobile et son routeur. Avec un routage mesh-under,
les échanges liés à Neighbor Discovery sont effectués entre le
nœud mobile et le 6LBR qui peut être situé à plusieurs sauts.
Ainsi, plus le nœud mobile est éloigné, plus la durée de ces
échanges va augmenter. Ceci est d’autant plus important dans
les réseaux de capteurs sans fil que dans les réseaux sans fil
classiques, car les nœuds sont situés dans la plupart des cas à
plus d’un saut du 6LBR. Afin d’évaluer cet impact, nous avons
étendu les réseaux visités pour former une ligne de nœuds
entre le nœud mobile et le 6LBR pour atteindre un nombre
de sauts allant de 1 à 8. La figure 32 schématise les nouveaux
réseaux visités. La sélection du prochain saut s’effectue à l’aide
d’un routage mesh-under statique. La figure 33 représente la du-
rée de chaque phase du handover dans Mobile IPv6 dès lors
que la détection de mouvement est terminée. Cette durée croît
en fonction du nombre de sauts. Cette croissance plus ou moins
linéaire ajoute en moyenne 100 ms par saut pour atteindre un
maximum 900 ms lorsque tous les en-têtes sont compressés.
Ces résultats utilisent la couche MAC 802.15.4 en mode à
contention. Cette couche MAC offre de bonnes performances
car un nœud peut émettre à tout moment en étant certain que
ses voisins réceptionneront bien le paquet. Ainsi, si des délais
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Enregistrement de l’adresse temporaire
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Figure 33: Durée des messages de signalisation avec un routage
mesh-under
supplémentaires sont induits par la couche MAC, le délai de
réponse des messages neighbor solicitation (fixé à 1 seconde) peut
être dépassé alors que la réponse est en cours de transmission.
Le nœud va alors retransmettre le message sans que cela soit
nécessaire et par conséquent augmenter le trafic sur le médium
radio.
Avec un routage route-over, les échanges liés à Neighbor Dis-
covery sont effectués entre le nœud mobile et son routeur qui
est situé à un saut que ce soit au niveau 2 et 3. En consé-
quence, seule la phase de détection de duplication d’adresse
(si le nœud mobile utilise une adresse MAC 16 bits pour géné-
rer son adresse IPv6 temporaire) et l’enregistrement de Mobile
IPv6 sont impactés par la distance entre le 6LR et le 6LBR.
5.4.4 Impact du handover sur les flux de données
La figure 34 illustre l’impact du handover de niveau 3 sur
les données transmises ou reçues. Chaque point représente la
réception ou la transmission d’un paquet au temps indiqué sur
l’axe des abscisses. En moyenne, 21 paquets sur 30 sont perdus
durant le handover du nœud mobile. Ces pertes interviennent

































































Handover : 21 et
22 paquets perdus
Données du correspondent vers noeud mobile
Données du noeud mobile vers le correspondent
Signaliation
Figure 34: Impact du handover de niveau 3 sur les flux de données
lorsque le nœud mobile quitte le premier réseau visité. Les dé-
tails du handover sont illustrés dans la section agrandie de la
figure. Comme nous pouvons le constater, les paquets de don-
nées sont à nouveau reçus dès que le nœud mobile s’est en-
registré auprès de son agent mère. La durée de détection de
mouvement du nœud mobile est donc la principale cause de la
latence du handover. Réduire la durée de vie du routeur par dé-
faut va permettre d’accélérer cette détection de mouvement car
le nœudmobile vérifiera plus souvent s’il peut toujours commu-
niquer avec son routeur. Cependant, ce sera au détriment de la
consommation énergétique ou la contention du médium radio
dans le réseau 6LoWPAN. Pour conclure, la figure 34 montre
également que l’encapsulation / décapsulation a un impact mi-
nime sur le temps de transmission des paquets de données.
5.4.5 Impact sur la consommation énergétique
Nous avons terminé notre expérimentation par une estima-
tion de la consommation énergétique du nœud mobile. Les fi-
gures 5.35(a) et 5.35(b) représentent l’estimation de la consom-
mation énergétique, en utilisant les temps obtenus grâce à la
librairie de profilage Energest, pour chaque échange de signa-
lisation et l’énergie requise pour transmettre un message UDP
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(a) Compression de tous les en-têtes
(b) Aucune compression d’en-tête
Figure 35: Consommation énergétique du nœud mobile
avec ou sans compression des en-têtes. Ces résultats montrent
que le mécanisme de compression LOWPAN_IPHC permet de
réduire à la fois la consommation énergétique liée à l’utilisa-
tion du processeur et à la transmission du paquet. En effet, lors
de l’utilisation du micro-logiciel avec une compression totale,
la transmission consomme moins car les messages compressés
prennent moins de temps à être transmis. Nous pouvons égale-
ment remarquer que malgré la phase de compression, l’énergie
totale consommée par le processeur reste plus faible qu’avec le
micro-logiciel sans compression car le processeur reste actif du-
rant la phase de transmission.
L’estimation de la consommation énergétique de la radio en
mode réception n’est pas représentée. En raison du protocole
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MAC utilisé, la radio est toujours en mode réception. Elle a une
consommation fixe estimée à 55, 8 mW. Les résultats présen-
tés utilisent la pile uIPv6 qui traite des paquets IPv6 complets
avant des les compresser pour la transmission. On peut encore
espérer de meilleurs résultats avec une pile totalement optimi-
sée pour 6LoWPAN qui traiterait directement des paquets com-
pressés.
Les expérimentations montrent que Mobile IPv6 est utilisable
dans les réseaux 6LoWPAN même si l’en-tête de mobilité et les
options associées ne sont pas compressés. Les mécanismes de
compression aident légèrement à réduire la durée des transmis-
sions des paquets IPv6 et donc la consommation énergétique et
la contention sur le médium radio. Cependant, la proposition
que nous avons faite s’est révélée insuffisante car il est néces-
saire de faire un choix entre vitesse de détection et consomma-
tion d’énergie.
5.5 conclusion
Dans ce chapitre, nous nous sommes focalisés sur une ana-
lyse expérimentale de Mobile IPv6 sur les réseaux 6LoWPAN.
Les réseaux 6LoWPAN implémentent une couche d’adaptation
d’IPv6 leur permettant de réduire la taille des différents en-
têtes utilisés dans les paquets IPv6. Ces réseaux utilisent une
version modifiée de Neighbor Discovery pour s’adapter à leurs
caractéristiques spécifiques. Ces modifications suppriment l’en-
voi périodique des messages router advertisement qui est utilisé
par Mobile IPv6 pour détecter le mouvement du nœud mobile.
Ce mécanisme n’étant plus adapté, nous avons recherché une
autre méthode qui repose sur des mécanismes existants. Nous
avons réalisé une implémentation qui a été faite au sein du
système d’exploitation Contiki en utilisant la pile uIPv6 déjà
disponible. Mobile IPv6 a été évalué en utilisant trois méthodes
de compression et un total de 150 handovers de niveau 3.
Les résultats obtenus montrent que Mobile IPv6, avec de pe-
tites modifications, peut être une solution viable pour le sup-
port de la mobilité de niveau 3 dans les réseaux 6LoWPAN. A
l’exception de la détection de mouvement, le reste des opéra-
tions de Mobile IPv6 sont effectuées en seulement 130.61 ms
avec une compression complète des en-têtes. De plus, le méca-
nisme de compression peut aider à réduire la consommation
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énergétique et la contention sur le médium sans fil. Cependant,
le mécanisme présenté dans ce chapitre prend trop de temps
pour détecter de mouvement de nœuds mobiles. De notre point
de vue, il est impossible d’arriver à un compromis entre une
fréquence d’émission élevée de messages router solicitation et
une faible consommation énergétique / contention du médium.
Nous sommes convaincus que la détection de mouvement de-
vrait être effectuée par un mécanisme annexe non défini dans
Mobile IPv6 ou Neighbor Discovery pour être efficace.
Dans le prochain chapitre, nous allons introduire une nou-
velle solution afin d’optimiser la détection de mouvement. Notre
solution se base sur la sur-écoute liée au médium radio pour
détecter le voisinage du nœud mobile. Une fois que ce dernier
détecte un nouveau voisin, le nœud mobile peut directement
transmettre un message router solicitation en multicast pour ini-
tier la procédure de handover définie dans Mobile IPv6.

6
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6.1 introduction
Le protocole Mobile IPv6 est un protocole qui permet le sup-
port de la mobilité de niveau 3. L’objectif est de permettre aux
nœuds mobiles de rester accessibles durant leur déplacement
hors de leur réseau mère. Nous avons prouvé dans le chapitre 5
que le protocole Mobile IPv6 est parfaitement utilisable dans les
réseaux de capteurs sans fil à l’aide de la couche d’adaptation
de 6LoWPAN. Nous avons néanmoins remarqué que le méca-
nisme de détection de mouvement de Mobile IPv6 n’est plus
applicable. Pour détecter sa mobilité, un nœud utilisant Mobile
IPv6 se base sur la réception des messages router advertisement
envoyé périodiquement par le routeur du lien. Ceci n’est plus
possible dans 6LoWPAN car le protocole Neighbor Discovery
a été modifié pour être adapté aux contraintes des réseaux de
capteurs sans fil. Ces modifications impliquent, notamment, la
suppression de l’émission périodique des router advertisement.
Nous avons proposé dans le chapitre 5 une solution pour
pallier ce problème en nous basant sur l’un des minuteurs de
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Neighbor Discovery. Cette solution n’est cependant pas entiè-
rement satisfaisante car le mécanisme de détection de mouve-
ment est basé sur un minuteur qui a une durée fixe définie par
l’utilisateur. Le choix de cette valeur étant relativement com-
plexe, nous pensons que la détection de mouvement doit être
basée sur un mécanisme annexe afin d’être plus dynamique.
Afin d’optimiser les handovers de Mobile IPv6, nous propo-
sons de le combiner avec le protocole Mobinet, introduit dans
le chapitre 4. Dans ce chapitre, nous allons présenter comment
Mobinet peut optimiser les handovers de Mobile IPv6 et l’éva-
luation de cette combinaison de protocoles.
6.2 détection de mouvement basé sur l’écoute
Afin d’optimiser la détection de mouvement de Mobile IPv6,
nous proposons de combiner le protocole Mobinet, présenté
dans le chapitre 4, et Mobile IPv6. Mobinet est un protocole qui
permet l’écoute passive du médium radio afin de découvrir les
nœuds présents dans le voisinage. Une fois que le nœud mo-
bile entend une transmission, les informations concernant cette
dernière (adresse de la source et de la destination) sont enregis-
trées dans une table de voisinage introduite par Mobinet.
6.2.1 Définition de la proposition
En analysant le changement de voisinage d’un nœud mobile,
nous pouvons détecter le potentiel changement de réseau du
nœud mobile. Lors de l’arrivée d’un nœud mobile dans un
nouveau réseau, il va capter les transmissions de nouveaux
nœuds, ce qui va modifier sa table de voisinage. Tout ajout
ou retrait d’une entrée dans la table voisinage va incrémenter
un compteur de changements. À intervalles réguliers, relative-
ment courts, le nombre de changements effectués est comparé
à la taille de la table de voisinage (enregistrée lors du précédent
test). Si le nombre de changements dépasse un certain seuil, il
est probable que le nœud mobile ait changé de réseau. Pour
le vérifier, Mobinet va initier la transmission d’un message rou-
ter solicitation, transmis en multicast. Le reste de la procédure
reste identique à celle décrite dans [29]. Lors de la réception du
message router advertisement, le nœud mobile va regarder le ou
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Figure 36: Fonctionnement de Mobinet comme mécanisme de détec-
tion de mouvement
les préfixes IPv6 annoncés. Si le préfixe actuel du nœud mobile
diffère de ceux annoncés, Mobinet va donc supprimer l’adresse
IPv6 temporaire et toutes les informations concernant l’ancien
préfixe. Le nœud mobile construira sa nouvelle adresse IPv6
temporaire. Et une fois son enregistrement auprès du routeur
effectuée avec succès, il enverra un message binding update vers
son agent mère. La figure 36 illustre le fonctionnement de notre
proposition.
Dans le cas contraire, c’est-à-dire si le préfixe IPv6 est iden-
tique à l’actuel, le nœud mobile n’est pas quitté du réseau vi-
sité et il va réinitialiser uniquement la durée de vie du routeur
par défaut. Dans un routage de type mesh-under, cette procé-
dure est suffisante car le routeur par défaut du nœud mobile
est le 6LBR. Cependant dans un routage de type route-over,
le routeur par défaut du nœud mobile peut également être l’un
des 6LRs du réseau visité. Mobinet doit en conséquence vérifier
également l’adresse source du message router advertisement. Si
l’adresse source est différente de celle du routeur par défaut, le
nœud mobile envoie un message neighbor solicitation afin d’en-
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registrer son adresse IPv6 temporaire auprès de son nouveau
routeur par défaut.
6.2.2 Sélection du seuil de changement
Un élément important de notre proposition est le seuil de
changement de la table de voisinage de Mobinet. Sa valeur ne
doit pas être choisie au hasard. Si cette valeur est trop faible, la
procédure de mobilité, déclenchée trop souvent, pourrait s’avé-
rer inutile et en conséquence augmenter la consommation éner-
gétique du nœud mobile. A l’opposé, si cette valeur est trop éle-
vée, le nœud mobile risque de ne jamais détecter qu’il a changé
de réseau.
Pour fonctionner, le protocole Mobinet nécessite que des pa-
quets soit échangés entre les nœuds. Dans le cas où il n’y a
pas trafic dans le voisinage, plusieurs cas sont à envisager. Si
la table de voisinage est vide et qu’il n’a aucun routeur par dé-
faut enregistré, le nœud mobile détectera le réseau uniquement
si une transmission a lieu. Par contre, si la table de voisinage
est vide mais qu’un routeur est enregistré, le mouvement du
nœud mobile peut toujours être détecté grâce au minuteur lié
à la durée de vie du routeur par défaut (dont la valeur peut
aller jusqu’à 150 minutes [65]). Pour finir, si la table de voi-
sinage contient encore des entrées, ces dernières vont expirer
les unes après les autres. Si les expirations sont suffisamment
proches, elles peuvent dépasser le seuil de changement et lancer
ainsi la procédure de mobilité comme présenté dans la section
précédente. Si le seuil n’est jamais dépassé, la procédure sera
automatiquement lancée dès que la dernière entrée de la table
expirera.
6.3 évaluation
6.3.1 Organisation de l’expérimentation et intégration de Mobinet
Pour cette évaluation, nous sommes repartis de notre implé-
mentation présentée dans le chapitre 5 et nous y avons intégré
le protocole Mobinet. La nouvelle architecture logicielle est pré-



































Figure 37: Architecture logicielle d’un nœud capteur
différents paramètres de l’expérience sont basés sur ceux pré-
sentés dans le chapitre 5. Cependant, Mobinet requiert du trafic
au sein des différents réseaux visités par le nœud mobile pour
être fonctionnel. Pour cela, nous avons introduit dans chaque
réseau visité un nœud statique qui va utiliser la même applica-
tion que le nœud mobile : il va transmettre à un nœud corres-
pondant situé hors du réseau entre 20 et 36 octets de données
toutes les secondes.
Mobinet ayant uniquement un impact sur le handover de Mo-
bile IPv6, nous avons réduit les paramètres de l’expérience. Le
nœud mobile se déplacera dans des réseaux visités constitués
uniquement d’un 6LBR et du nœud fixe créant du trafic. Nous
avons montré dans le chapitre précédent que le mécanisme de
compression LOWPAN_IPHC, introduit dans le RFC 6282 [28],
et la compression des en-têtes de Mobile IPv6 [68] permettent
d’obtenir de très bon résultats que ce soit en terme de com-
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Figure 38: Temps de détection de mouvement avec Mobinet
pression, temps de transmission des messages de signalisation
et d’économie d’énergie. Le nœud mobile utilise donc unique-
ment ces deux mécanismes de compression.
Le nœud mobile va utiliser le protocole Mobinet afin d’opti-
miser les handovers. Nous utilisons un processus d’écoute pé-
riodique avec une seconde de sommeil pour 20 ms d’écoute.
Durant notre évaluation du protocole Mobinet dans le chapitre 4,
ce processus d’écoute a donné les meilleurs résultats. Chaque
entrée de la table de voisinage de Mobinet a une durée de vie
de 10 secondes. Cette durée correspond au temps maximal mis
par le nœud mobile pour traverser la zone couverte par le nœud
fixe à la vitesse d’un homme qui marche. Le processus principal
de Mobinet va effectuer le test sur le compteur de changements
toutes les 2 secondes. Le seuil de changement a été fixé à 25%
de la taille de la table de voisinage (enregistrée lors du précé-
dent test).
6.3.2 Détection de mouvement
Lors de notre précédente évaluation de Mobile IPv6, nous
avons montré que son mécanisme de détection de mouvement
est inutilisable dans les réseaux 6LoWPAN. La figure 38 re-
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présente le temps mis par le nœud mobile pour détecter le
mouvement du nœud mobile. Nous avons comparé notre pré-
cédente proposition, basée sur les temporisateurs de Neighbor
Discovery, avec le protocole Mobinet. Comme nous pouvons
le constater, à l’aide du protocole Mobinet, le nœud mobile
détecte son mouvement en moyenne au bout de 1, 5 (±0.24)
secondes. C’est 12 secondes de mieux que dans notre précé-
dente proposition. Cette dernière reposait sur le temporisateur
du routeur par défaut que nous avions fixé à 30 secondes (afin
de raccourcir la durée des expériences) alors qu’elle peut aller
jusqu’à 150 minutes. La mesure de la durée de détection de
mouvement commence dès que le nœud mobile arrive dans le
nouveau réseau et se termine quand le nœud mobile considère
qu’il est déplacé : après 3 routeur solicitation, envoyés en unicast,
sans réponse pour notre précédente solution et dès l’envoi d’un
router solicitation en multicast pour le protocole Mobinet. Nous
pouvons remarquer que Mobinet est capable de réagir très rapi-
dement dès qu’il capture les transmissions des nœuds présents
dans le nouveau réseau visité. Tout va dépendre ensuite du tra-
fic dans la zone du nœud mobile.
6.3.3 Impact sur la consommation énergétique
Nos expérimentations utilisent la norme IEEE 802.15.4 en
mode sans balise dans lequel la radio est toujours allumée. De
ce fait, nous ne pouvons pas évaluer l’impact énergétique de
Mobinet sur le nœud mobile. Cependant, nous sommes certains
qu’en appliquant les différents mécanismes présentés dans le
chapitre 4, nous serons capables de limiter au maximum cet
impact.
Dans le cas où le nœud mobile utilise la même couche MAC
mais avec le mode avec balise, Mobinet peut se baser sur son
mécanisme synchronisé comme méthode d’écoute. La durée
d’écoute et de sommeil se calcule à l’aide des formules sui-
vantes (résultat exprimé en symboles) :
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periode_ecoute = sfDuration ⇤ 2SO
periode_sommeil = sfDuration ⇤ 2BO - duree_sommeil
avec
0 6 BO 6 14
0 6 SO 6 BO
sfDuration = aBaseSlotDuration ⇤ aNumSuperframeSlots
= 960
A 2, 4 GHz et si le nœud mobile n’effectue aucune transmission,
il peut avoir une période d’écoute allant de 15, 36 ms (SO = 0)
à environ 251, 65 s (SO = 14), la période de sommeil peut aller
de 0 s (SO = BO) à 251, 64 s (BO = 14 et SO = 0). Comme
nous pouvons le constater, ces durées vont fortement dépendre
de la configuration effectuée par l’utilisateur. Cela peut aller
de quelques millisecondes à environ 4 minutes. Nous avons
montré dans le chapitre 4 que la consommation énergétique du
nœud mobile sera accrue avec de longues périodes de sommeil.
Nous conseillons donc d’utiliser des périodes de sommeil de
courte durée, de 1 à 10 secondes.
Cette nouvelle évaluation a montré que l’intégration de Mobi-
net au sein de la pile 6LoWPAN permet d’améliorer les perfor-
mances du mécanisme de détection de mouvement de Mobile
IPv6.
6.4 conclusion
Le principal point faible de Mobile IPv6 dans les réseaux
de capteurs sans fil est son algorithme de détection de mouve-
ment. Pour détecter son déplacement, nous avons proposé ini-
tialement d’utiliser le temporisateur de la durée de vie du rou-
teur par défaut (provenant de Neighbor Discovery) du nœud
mobile qui peut être au maximum de 150 minutes. Afin de
rendre cette détection plus dynamique, nous proposons d’in-
tégrer le protocole Mobinet dans la pile 6LoWPAN et d’utiliser
son mécanisme d’écoute du voisinage pour réduire la durée du
handover.
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Nos expérimentations ont montré que Mobinet a un réel im-
pact sur la vitesse à laquelle le nœud mobile détecte sa mobilité.
Par rapport à nos précédentes évaluations, la durée de perte de
connexion a été réduite d’un facteur supérieur à 2. Nous nous
sommes également intéressés à l’impact énergétique du proto-
cole Mobinet sur le nœud mobile. Cependant, la couche MAC
utilisée ne permet pas d’évaluer l’impact de Mobinet car la ra-
dio est constamment allumée.
Dans cette partie, nous nous sommes intéressés à la gestion
de la mobilité dans les réseaux de capteurs sans fil et comment
la sur-écoute peut être utilisée pour améliorer les performances
du nœud mobile. Dans un premier temps, nous avons proposé
le protocole Mobinet dont l’objectif est le support de la mobilité
au niveau 2. A l’aide de l’écoute passive du médium radio (sur-
écoute), le protocole Mobinet construit une table de voisinage
qui sera ensuite utilisée pour déterminer le prochain nœud
vers qui transmettre les données. Cependant, la sur-écoute peut
consommer beaucoup d’énergie, c’est pourquoi nous avons pro-
posé différents processus d’écoute permettant d’en limiter l’im-
pact.
Peu convaincus par les évaluations faites des protocoles de
support de la mobilité de niveau 3 dans la littérature, nous
avons effectué notre propre évaluation de Mobile IPv6 dans un
environnement réaliste et utilisant les dernières versions des
standards pour réseaux de capteurs sans fil. Notre évaluation a
montré que Mobile IPv6 est parfaitement utilisable au sein des
réseaux de capteurs sans fil. Cependant, le mécanisme de détec-
tion de mouvement de Mobile IPv6 n’est plus utilisable. Nous
avons initialement proposé de le remplacer par un des tempo-
risateurs de Neighbor Discovery, mais la durée des temporisa-
teurs est fixe et peut être élevée. L’évaluation montre donc que
ce mécanisme n’est pas idéal pour la détection de mouvement.
Nous avons finalement décidé d’utiliser le protocole Mobi-
net comme mécanisme de détection de mouvement. L’utilisa-
tion de Mobinet a permis d’avoir une détection plus dynamique
du déplacement du nœud mobile. Cependant, la couche MAC
utilisée lors de notre expérimentation ne permet pas d’écono-
miser de l’énergie en éteignant le composant radio et donc
d’évaluer l’impact de l’écoute passive de Mobinet sur la con-
sommation énergétique du nœud mobile. Il sera donc néces-
saire d’évaluer cet impact énergétique en utilisant d’autres cou-
ches MAC incluant un mécanisme d’économie d’énergie tels
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que X-MAC [45] ou le mode avec balise de IEEE 802.15.4. Ce
dernier dispose également de l’avantage d’intégrer un méca-
nisme de détection de mouvement basé sur la réception des
balises émises par un nœud coordinateur. Nous pensons qu’il
est encore possible d’optimiser la détection de mouvement en
utilisant les données des capteurs (par exemple, faire varier le
seuil de changement en fonction de la vitesse) ou en utilisant
des mécanismes d’apprentissage pour optimiser la durée de vie
des entrées de la table de voisinage.
Troisième partie
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7.1 introduction
Durant notre étude des protocoles MAC, présentée dans le
chapitre 1, nous nous sommes intéressés à la sur-écoute dont
sont naturellement sujets les protocoles à préambule. Dans la
seconde partie, nous avons utilisé cette sur-écoute pour optimi-
ser les handovers de niveau 2 et 3. Nous nous sommes donc
demandés si cette sur-écoute peut offrir d’autres avantages aux
réseaux de capteurs sans fils.
Dans ce chapitre, nous proposons d’utiliser la sur-écoute pour
éviter de congestions dans les réseaux de capteurs sans fil. Après
avoir décrit le problème auquel nous nous attelons, nous pré-
senterons différentes solutions de la littérature pour pallier à
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ce problème dans la section 7.3. Nous présenterons notre pro-
position Cross-Layer Opportunistic MAC (CLOMAC) [91] qui
à l’aide de la sur-écoute permet de réduire la congestion dans
les réseaux de capteurs sans fil.
7.2 description du problème
Les réseaux de capteurs actuels impliquent dans la majorité
des cas un trafic de données de type convergecast (tous les pa-
quets de données sont envoyés vers le puits). Un nœud cap-
teur peut transmettre des paquets en fonction de 3 types de
déclencheurs. La transmission de données peut être demandée
par l’utilisateur du réseau via un paquet de contrôle mais elle
peut également être déclenchée périodiquement par un tem-
porisateur. L’intervalle de transmission va dépendre essentiel-
lement de l’application utilisée. Dans le cas, par exemple, de
biologgers, les données seront envoyées fréquemment (toutes
les secondes par exemple). Cependant, si le réseau est déployé
pour surveiller le taux d’humidité d’une ville, peu de paquets
sont envoyés périodiquement au puits. Finalement, l’applica-
tion peut réagir lorsqu’un événement intéressant se produit.
Lors de la capture de l’événement, les nœuds capteurs locali-
sés dans son voisinage peuvent générer un grand nombre de
paquets pour surveiller plus finement cet événement.
Une telle rafale de paquets peut créer des congestions dans
le réseau et, par conséquent, peut augmenter les délais de trans-
mission et générer des pertes de paquets. En fonction de la na-
ture de l’événement, la perte de paquets ou une latence trop éle-
vée peut être d’une importance cruciale. Considérons l’exemple
d’un réseau de capteurs sans fil chargé de surveiller les feux
de forêts. Lorsqu’un départ de feu se produit, une rafale de
paquets peut se produire et peut générer des congestions et
des pertes d’informations. Dans le pire des scénarios, cela peut
mener à des pertes matérielles et humaines. Afin de résoudre
ce problème, il existe différentes techniques pour limiter les
pertes et réduire le délai, telles que la synchronisation au ni-
veau MAC [23] ou l’utilisation de fréquences multiples [92]. Il
existe également des protocoles de routage opportunistes qui
utilisent la sur-écoute pour router les paquets dans le réseau.
Dans ce chapitre, nous allons définir le protocole CLOMAC
qui est un nouveau système d’évitement de congestion pour
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réseaux de capteurs sans fil. L’objectif de CLOMAC est de bé-
néficier de la sur-écoute inhérente aux communications sans fil
pour utiliser de manière opportuniste des chemins alternatifs
vers le puits et réduire la congestion. CLOMAC est conçu pour
être intégré avec les protocoles MAC à préambule [45, 44] qui
sont très populaires et sujet à la sur-écoute.
7.3 état de l’art
Il existe de nombreuses méthodes pour contrôler ou éviter
les congestions dans les réseaux de capteurs sans fil. En particu-
lier, le trafic convergecast favorise la génération de congestions
autour du puits en raison de l’effet d’entonnoir [93] puisque
tous les paquets de données sont envoyés vers le puits. Le tra-
fic s’intensifie donc dans son voisinage et la compétition entre
les nœuds du voisinage s’en trouve fortement accrue et peut
générer des pertes de paquets.
7.3.1 Protocoles MAC synchronisés et hybrides
En synchronisant fortement les nœuds du réseau, les pro-
tocoles MAC synchronisés (c.f. chapitre 1) sont capables de
résoudre ce problème. Pour envoyer ou recevoir des données
de manière synchronisée, ils peuvent soit utiliser un un méca-
nisme basé sur des slots (IEEE 802.15.4 [23]), soit un mécanisme
partagant des périodes de sommeil / activité (S-MAC [41]).
En contrepartie, ces protocoles sont difficilement déployables
à large échelle car établir et maintenir un telle synchronisation
sur tout un réseau de capteurs est une tâche complexe.
Des protocoles MAC hybrides tels que le protocole Funneling-
MAC [94] permettent de pallier à ce problème d’échelle. Ce pro-
tocole utilise un mécanisme MAC synchronisé pour les commu-
nications avec le puits et un protocole basé sur CSMA pour le
reste du réseau. Chaque nœud capteur situé à un saut du puits
divise sa fenêtre de communication en deux parties : une pour
les communications basées sur CSMA et l’autre pour les com-
munications synchronisées. Cependant, une telle approche hy-
bride a plusieurs défauts. Premièrement, les paquets échangés
entre les nœuds CSMA présents aux alentours de la zone syn-
chronisée peuvent entrer en collision avec les paquets transmis
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par des nœuds utilisant un mécanisme synchronisé. De plus, les
nœuds hybrides sont les derniers relais pour atteindre le puits.
Cette division du réseau ne fait que reporter le problème sur les
nœuds à un saut du puits. Leur fenêtre de communication avec
les nœuds CSMA est limitée et donc la compétition est accrue
entre les nœuds CSMA pour transmettre des données vers les
nœuds hybrides.
7.3.2 Puits mobiles
Des puits mobiles peuvent être également utilisés pour maî-
triser l’effet d’entonnoir. En effet, le puits pourrait périodique-
ment se déplacer dans différents endroits pour équilibrer le tra-
fic dans le réseau [95]. Cependant, chaque déplacement peut
impliquer la transmission d’une grande quantité de messages
de contrôle pour maintenir les chemins menant au puits et peut
donc nécessiter une grande quantité d’énergie.
Le puits peut également devenir un collecteur mobile [96].
Dans une telle approche, les nœuds transmettent leur trafic vers
des nœuds spécifiques qui sont chargés de stocker les données
reçues jusqu’à ce que le puits soit à portée de transmission. La
congestion est donc réduite puisque de nombreux nœuds de
stockages peuvent être déployés dans le réseau. Mais collecter
les données peut être un travail fastidieux, en particulier dans
de vastes zones, car l’utilisateur doit se déplacer, lui-même, au-
près de chacun des nœuds de stockage. De plus, cette méthode
ne peut pas être utilisée lorsque des applications nécessitent de
récupérer les données en temps réel.
7.3.3 Plusieurs fréquences disjointes
La plupart des protocoles de la littérature se focalisent sur
les congestions se produisant autour du puits et plusieurs pro-
positions offrent des solutions plus génériques pour éviter les
congestions. Le protocole Tree-based Multi-Channel Protocol
(TMCP) [92] utilise de multiples canaux radio pour augmenter
le débit de transmission des paquets. TMCP divise le réseau en
plusieurs arbres ayant la même racine (le puits) et alloue un
canal sans fil différent à chaque arbre. Ces canaux sont sélec-
tionnés en utilisant une propriété orthogonale : la transmission
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sur un canal spécifique ne doit pas interférer avec les autres
canaux. Cette méthode permet donc d’augmenter le débit glo-
bal en segmentant le réseau. Cependant, allouer les différents
canaux radio sans fil en limitant les interférences radio est un
problème NP-complet. TMCP préconise l’utilisation d’un algo-
rithme glouton, testant toutes les possibilités, qui peut consom-
mer une grande quantité d’énergie lors de la création des arbres.
De plus, la conception matérielle du puits n’est pas aisée car ce




La grande majorité des protocoles de routage multi-sauts
transmettent les paquets de données vers un nœud préselec-
tionné dans son voisinage. Cependant au sein des réseaux sans
fil, les liens sont instables et peuvent donc varier au fil du
temps [97] et donc le taux de paquets reçu (Packet Receive
Rate (PRR)) sera variable au fil du temps en particulier pour
les nœuds situés à la bordure de la zone de communication
d’un nœud. Les communications sans fil impliquent potentiel-
lement des réceptions multiples pour chaque paquet transmis
et tout voisin à portée de l’émetteur obtiendra ainsi une co-
pie du message. Originaires des réseaux mesh, les protocoles
opportunistes prennent avantage de ces réceptions multiples
pour retarder le choix du nœud retransmetteur, après la récep-
tion du message par les voisins. Les paquets peuvent donc na-
turellement prendre des chemins alternatifs pour atteindre leur
destination finale.
La figure 39 illustre un exemple de transmission opportu-
niste. Le nœud A souhaite transmettre 5 paquets au nœud D
en passant par le nœud C. Lors de la transmission, seuls les pa-
quets 2, 3 et 5 sont reçus par le nœud C. En revanche, le nœud
B a réceptionné les paquets 1 et 4 et peut donc les retransmettre
vers la destination finale.
ExOR [98] est le premier protocole de routage opportuniste
proposé. Avant d’émettre un paquet, un nœud sélectionne une
série de nœuds localisés entre lui et la destination en fonction
d’une métrique. Celle métrique utilisée ici est appelée Expected














Figure 39: Exemple de routage opportuniste
Transmission Count (ETX) [99]. Elle mesure la qualité d’un che-
min entre deux nœuds et son utilisation nécessite une connais-
sance de tous les liens du réseau ainsi que leur valeur ETX res-
pective. Tout nœud contenu dans la liste incluse dans le paquet
est autorisé à prévoir la retransmission du paquet. En effet, les
nœuds réceptionnant le paquet vont s’organiser pour détermi-
ner qui va le retransmettre afin d’éviter que plusieurs copies ne
soient retransmises. Dans ExOR, cette sélection se fait par sur-
écoute : un nœud détermine qu’il est sélectionné si les nœuds
ayant un ETX plus faible n’ont pas retransmis ou acquitté le
message avant un certain délai. Cependant, cette organisation
par sur-écoute a plusieurs inconvénients : des collisions ou l’im-
possibilité d’entendre l’un des autres nœuds peut en effet affec-
ter la coordination entre les nœuds et générer de la duplication.
De plus, il est bien connu que les solutions centralisées ont une
surcharge importante de messages en particulier lorsque la to-
pologie est dynamique. Ce n’est donc pas une solution viable
pour les réseaux de capteurs sans fil.
Protocoles opportunistes dans les réseaux de capteurs sans fil
Au sein des réseaux de capteurs sans fil, les protocoles op-
portunistes peuvent être regroupés en deux catégories. Les pro-
tocoles de la première catégorie se basent sur le même principe
que ExOR et cherchent à calculer les meilleurs chemins vers la
destination avant de transmettre le paquet tandis que les autres
laissent les destinataires décider.
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L’objectif des protocoles de la première catégorie est de ré-
duire la consommation liée à la récupération de la connaissance
pour effectuer le calcul des chemins. Ceci est effectué soit en
utilisant uniquement une connaissance à k-sauts [100] soit en
proposant des algorithmes utilisables dans un environnement
distribuée [101] ou en se limitant à une seule destination, le
puits [102].
Les protocoles de la seconde catégorie sont principalement
des mécanismes multi-couches. Au niveau MAC, ils vont utili-
ser le plus souvent des informations provenant de la couche ré-
seau pour déterminer quel voisin sera à même de retransmettre
le paquet lors de la réception de ce dernier. C’est d’ailleurs le
concept que nous proposons d’utiliser pour éviter les conges-
tions au sein des réseaux de capteurs sans fil dans la section 7.4.
Les protocoles de cette catégorie ont été proposés par la com-
munauté scientifique parallèlement ou après la publication de
notre proposition. Nous pouvons citer comme exemple de pro-
tocoles MAC utilisés X-MAC [103, 104], IEEE 802.15.4 [105] ou
encore RI-MAC [106].
Le principal défaut de ces protocoles est la sur-écoute qui est
inhérente à ces solutions. En effet, les nœuds capteurs doivent
garder leur radio allumée pour récupérer un paquet de don-
nées et s’organiser pour sa retransmission. Le composant ra-
dio étant l’élément le plus gourmand en énergie, ces écoutes
peuvent sérieusement réduire la durée de vie de la batterie des
nœuds capteurs. Dans la prochaine section, nous détaillerons




CLOMAC (Cross-Layer Opportunistic MAC (CLOMAC)) est
conçu pour éviter les congestions dans les réseaux de capteurs
sans fil en utilisant les caractéristiques de leurs communica-
tions. Lorsqu’un nœud capteur souhaite envoyer un paquet,
tous les nœuds présents dans sa zone de transmission peuvent
réceptionner le paquet dû à la sur-écoute. De manière géné-
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rale, si le nœud n’est pas le destinataire du paquet, ce paquet
est simplement ignoré. Toutefois, ces réceptions multiples sont
utilisées par les protocoles de routage opportunistes pour amé-
liorer les performances du réseau. Nous proposons d’appliquer
ce mécanisme aux protocoles MAC à préambule pour créer dy-
namiquement des chemins alternatifs afin d’atteindre le puits
lorsqu’une congestion survient. Nous nous focalisons sur les
protocoles MAC à préambule car ils sont sujets par nature à la
sur-écoute en raison de leurs opérations asynchrones. En effet,
pour s’assurer que la destinataire du paquet écoute le médium
radio lors de sa transmission, un émetteur va transmettre un
préambule dont la durée est supérieure à la période de som-
meil d’un nœud. Ainsi tout nœud dans le voisinage de l’émet-
teur sera éveillé pour la transmission du paquet de données
(voir chapitre 1). Parmi ces protocoles, certains incluent des in-
formations telles que la source ou la destination dans le pré-
ambule. Dans la suite, nous considérerons un protocole MAC
à préambule générique dont le préambule ne contient pas de
telles informations.
Détection de congestions
CLOMAC est conçu pour opérer avec un trafic de type conver-
gecast (tous les paquets de données sont envoyer vers le puits)
dans lesquels les paquets de données incluent un numéro de
séquence. Pour détecter une congestion, CLOMAC se repose
sur le mécanisme de retransmission inclus dans la majorité des
protocoles MAC. De manière générale, un émetteur continue de
retransmettre un paquet tant qu’il n’a pas obtenu de confirma-
tion de sa bonne réception (acquittement (ACK)) ou tant qu’il
n’a pas atteint le nombre maximal de retransmissions. Dans
CLOMAC, un émetteur est considéré comme congestionné lors-
que le nombre de retransmissions atteint un certain seuil, que
nous appelons Congestion Threshold (CT). Pour informer les
nœuds présents dans le voisinage, nous avons inclus le nombre
de retransmissions dans l’en-tête MAC des paquets. Un nœud
entendant un tel paquet peut donc déterminer si l’émetteur est
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Figure 40: Création de chemins alternatifs avec CLOMAC
Construction de chemins alternatifs
Pour réduire les congestions, CLOMAC se base sur le même
principe que les protocoles de routage opportunistes. Lorsqu’un
nœud détecte un émetteur congestionné, il accepte le paquet
que l’émetteur tente de retransmettre à la place du destinataire
initial. Ces nœuds sont nommés nœuds opportunistes dans le
reste du chapitre. Une fois qu’un nœud opportuniste a entendu
un paquet dont le nombre de retransmissions a dépassé le CT,
il s’endort à nouveau en attendant la prochaine transmission de
l’émetteur. A la réception du prochain préambule, le nœud op-
portuniste envoie en réponse un acquittement indiquant qu’il
demande le paquet arrivant. Si l’émetteur reçoit un acquitte-
ment après son préambule, il change le destinataire du paquet
pour le nœud opportuniste. Dès réception, le nœud opportu-
niste acquitte le paquet de données et le retransmet vers son
prochain saut. Une telle procédure permet de s’assurer que le
nœud opportuniste ne retransmet pas un paquet déjà acquitté
par un autre nœud. Par exemple, un nœud opportuniste peut
ne pas être à portée de la destination réelle du paquet et donc
ne peut pas entendre son acquittement. Toute cette procédure
est illustrée dans la figure 40.
Cette procédure a également l’avantage de synchroniser les
nœuds opportunistes potentiellement présents dans le voisi-
nage de l’émetteur. Même si de multiples nœuds opportunistes
tentent d’acquitter le préambule, seul le destinataire du paquet
de données est autorisée à le retransmettre. Par ce moyen, une
seule copie de la donnée sera finalement reçue par le puits.
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Synchronisation entre nœuds opportunistes
Le problème principal des protocoles de routage opportu-
nistes est la synchronisation entre les nœuds pour s’assurer
qu’une seule et unique copie de la donnée soit retransmise vers
la destination. Aussi, les nœuds opportunistes ne doivent pas
créer de boucles dans le réseau. Pour sélectionner un nœud op-
portuniste, CLOMAC utilise une heuristique basée sur les in-
formations du protocole de routage. Un mécanisme simple est
d’autoriser un nœud à être opportuniste seulement si ce der-
nier est plus proche du puits que l’émetteur, en fonction de la
métrique utilisée par le protocole de routage. Un tel mécanisme
s’assure que CLOMAC ne crée aucune boucle de routage mais
peut limiter le nombre de nœuds opportunistes dans le voisi-
nage d’un émetteur et donc potentiellement réduire le nombre
de chemins alternatifs disponibles.
La solution à ce problème est d’autoriser les nœuds ayant
une métrique de routage équivalente à celle du nœud émetteur,
à devenir opportunistes. Cependant, router des paquets entre
de tels nœuds peut créer des boucles de routage dans le ré-
seau. En effet, si le paquet est continuellement capturé par des
nœuds ayant la même métrique, il ne s’approchera jamais de sa
destination finale et restera indéfiniment dans le réseau. Pour
éviter cela, CLOMAC enregistre les informations concernant
les paquets émis dans une table distribuée sur chaque nœud.
La source et le numéro de séquence de tout paquet émis ou re-
transmis par un nœud sont enregistrés dans cette table durant
une courte période. Un nœud accepte d’être opportuniste pour
un paquet seulement si l’émetteur et le numéro de séquence ne
sont pas déjà inscrit dans cette table. Par ce moyen, un paquet
ne peut pas être transmis plusieurs fois par le même nœud.
Par la suite, nous allons détailler l’intégration de CLOMAC
dans le protocole B-MAC [44]. Avec B-MAC, un nœud doit
écouter le préambule plus le paquet de données pour détermi-
ner la destination du paquet de données. Cette sur-écoute est
l’un des principaux inconvénients de B-MACmais peut devenir
un avantage avec CLOMAC.
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7.4.2 Intégration dans le protocole B-MAC
Le protocole B-MAC [44] est l’un des travaux déterminants
dans les protocoles MAC à préambule. B-MAC utilise un long
préambule suivi d’un court mot de synchronisation (SYNC)
avant tout envoi de données. Le paquet de données est envoyé
directement après le mot SYNC. Comme ni le préambule, ni le
mot de synchronisation ne contiennent des informations sur le
destinataire, tous les nœuds à portée de transmission doivent
rester en mode réception jusqu’à la réception du paquet de don-
née. En conséquence, CLOMAC va pouvoir profiter de la sur-
écoute qui est inhérente à B-MAC. Nous avons cependant effec-
tué quelques modifications à B-MAC pour y intégrer CLOMAC.
Nous avons, dans un premier temps, inclus un petit intervalle
(Inter-Frame Space (IFS)) entre le mot de synchronisation et le
paquet de données pour permettre aux nœuds opportunistes
d’acquitter le préambule et devenir le nouveau destinataire du
paquet. Ensuite, nous avons inclus dans l’en-tête MAC le nu-
méro de séquence, l’émetteur initial et le numéro de retrans-
mission pour le paquet comme requis par CLOMAC. Cette nou-
velle version de B-MAC combinée avec CLOMAC est appelée
B-MAC + CLOMAC dans le reste de ce chapitre.
7.4.3 Cas d’erreurs
Nous avons identifié plusieurs cas d’erreurs lors de l’utilisa-
tion de B-MAC + CLOMAC. Les sections suivantes décrivent
brièvement les problèmes potentiels et comment CLOMAC les
gère.
Collisions entre les acquittements de préambules
Avant d’envoyer un acquittement de préambule, un nœud
opportuniste vérifie si le médium radio est libre pour éviter
les collisions avec d’autres communications. En particulier, un
autre nœud pourrait également envoyer un acquittement pour
le même préambule. Cependant, une collision peut également
se produire au niveau de l’émetteur si deux nœuds opportu-
nistes, pas à portée radio l’un de l’autre, envoient un acquit-
tement en même temps. Dans CLOMAC, les nœuds opportu-
nistes détectent une telle collision si le destinataire du paquet







































Échantillonnage du canal Backoff RéceptionMulticast Unicast
Collision
Figure 41: Détection de collisions entre acquittements de préambules
de données en attente n’a pas été changé : la source n’a donc
pas pris en compte leurs acquittements. Pour éviter d’autres
collisions entre des acquittements de préambule, les nœuds op-
portunistes peuvent envoyer à nouveau un acquittement lors de
la prochaine transmission avec une probabilité p. Après une col-
lision entre acquittements de préambules, chaque nœud oppor-
tuniste va tirer un nombre aléatoire compris dans l’intervalle
[0, 1]. Si ce nombre est plus grand ou égal à p, il peut envoyer
un nouvel acquittement au prochain préambule. Ce scénario
est représenté dans la figure 41.
Acquitter le bon paquet de données
Comme le préambule et le mot de synchronisation de B-MAC
ne contiennent aucune information sur l’émetteur ou le des-
tinataire, un nœud opportuniste peut acquitter le préambule
envoyé par un autre émetteur. De plus, un nœud opportuniste
peut acquitter un paquet de données qui a déjà été reçu avec
succès par le destinataire (la retransmission d’un tel paquet
est la conséquence d’une collision lors de la réception de l’ac-
quittement). Pour s’assurer que le préambule acquitté est bien
celui du bon émetteur du paquet de données, les nœuds op-
portunistes incluent la source et le numéro de séquence utili-
sés dans l’en-tête MAC de chaque paquet (comme requis par
CLOMAC). Lors de l’acquittement d’un préambule, un nœud
opportuniste inclut la source et le numéro de séquence pour
lequel il souhaite être opportuniste. Un émetteur accepte un ac-
quittement de préambule uniquement si la source et le numéro
de séquence inclus correspondent au paquet en attente de trans-

































Échantillonnage du canal Backoff RéceptionMulticast Unicast
Acquittement pour un
ancien paquet : ignoré
Figure 42: Acquitter le préambule du bon paquet de données
mission. Dans le cas contraire, l’émetteur ignore simplement
l’acquittement de préambule et transmet le paquet en attente à
la destination originelle. Quand un nœud opportuniste récep-
tionne un nouveau paquet après la transmission d’un acquitte-
ment de préambule, il s’endort à nouveau et attend la prochaine
transmission. Ce scénario est illustré dans la figure 42.
7.5 évaluation de notre proposition
Nous avons intégré CLOMAC dans la version de B-MAC dis-
ponible dans le simulateur WSNet [80]. Ce simulateur inclut
des modèles de propagation et d’interférence radio variés qui
facilitent l’étude des couches basses de la pile de protocoles.
En plus du développement de B-MAC + CLOMAC, nous
avons également implémenté un mécanisme pour détecter la
duplication de paquets. Ce processus utilise les numéros de
séquence des paquets qui sont inclus dans l’en-tête MAC. Si
un nœud tente de transmettre un message qui a déjà été reçu
avec succès, le destinataire rejette cette copie mais envoie quand
même un acquittement pour arrêter le processus de retransmis-
sion. Une telle situation se produit quand l’acquittement d’un
paquet de données n’est pas reçu par l’émetteur. Ce mécanisme
est inclus respectivement avec B-MAC (appelé B-MAC sans du-
plications) et B-MAC + CLOMAC (appelé B-MAC + CLOMAC
sans duplications). Dans la suite, nous comparons les perfor-
mances de toutes ces solutions (i.e. B-MAC, B-MAC + CLOMAC
et leurs versions sans duplication) en terme de paquets perdus
et de consommation énergétique.
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Paramètres simulés Valeurs
Topologie
Grille carrée (100 m ⇥ 100 m)
de 100 nœuds capteurs
Période d’envoi des données
Lors de la détection
d’un événement
Étendue d’un événement 15 m
Nombre d’événements




basé sur un gradient
Protocole MAC
B-MAC, B-MAC + CLOMAC





Fréquence : 868 MHz BPSK
Porté : 15 m
Modèle énergétique Idle : 1.6 mA, RX : 14.6 mA,
avec une batterie de 3V TX : 16.4 mA, Init. radio : 8.2 mA
Durée et nombre de simulations 600 secondes simulée 50 fois
Paramètres de CLOMAC Valeurs
Congestion Threshold (CT) 4
Durée de l’IFS 1 ms
Probabilité d’acquittement, p 1/2
Table 8: Paramètres utilisés dans nos simulations.
7.5.1 Environnement de simulation
Notre scénario simulé consiste en 100 nœuds capteurs sans fil
déployés en une grille carré de 100 m ⇥ 100 m. Chaque nœud
a une portée de transmission de 15 mètres et a donc en mo-
yenne 8 voisins. Le réseau utilise un protocole de routage basé
sur un gradient [81] pour calculer le prochain saut en direction
du puits. Chaque nœud capteur utilise une application basée
sur les événements : les données sont transmises uniquement
lorsqu’un événement est détecté. Au début de la simulation,
nous avons réparti tous les événements sur les 600 secondes
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de simulation (divisées en slots d’une seconde) en utilisant un




| evt 2 5, 10, 15, 20, 25, 30
La localisation des événements est distribuée uniformément
dans la zone. Lors de la détection d’un événement, un nœud
envoie des paquets de données de 4 octets en direction du puits
durant toute la longueur de l’événement. Un événement dure
10 secondes. Les nœuds utilisent alternativement B-MAC ou
B-MAC + CLOMAC avec une durée de préambule fixée à 100
ms. Le modèle énergétique émule la consommation d’un com-
posant émetteur / récepteur CC1101 [37]. Les valeurs de con-
sommation et tous les paramètres de simulation sont reportés
dans la table 8.
L’heuristique utilisée pour sélectionner un nœud opportu-
niste est basée sur le rang du nœud. Dans les protocoles de rou-
tages basés sur un gradient, le rang fait référence à la distance
(nombre de sauts) entre le nœud et le puits. Dans CLOMAC,
seul les nœuds avec un nombre de saut inférieur ou égal au
rang de l’émetteur peuvent devenir opportunistes pour cet émet-
teur. Un nœud opportuniste considère un émetteur comme con-
gestionné si ce dernier retransmet plus de 4 fois le même pa-
quet de données. Nous avons sélectionné un nombre de retrans-
missions et un CT bas (respectivement 8 et 4) pour montrer
qu’il n’est pas nécessaire d’avoir un grand nombre de retrans-
missions pour obtenir de bons résultats (par exemple, le pro-
tocole CTP [107] utilise par défaut 32 retransmissions). Si une
collision se produit durant un acquittement de préambule, les
nœuds ont une probabilité de 1/2 pour acquitter le prochain
préambule, ainsi les chances de collisions futures sont réduites.
7.5.2 Résultats et analyse
Chaque couple (protocole MAC, nombre d’événements) a été si-
mulé 50 fois. Les simulations incluent une période d’initialisa-
tion du réseau de 60 secondes. Chaque jeu de simulations uti-
lise la même graine de génération de nombres aléatoires pour
évaluer les différentes solutions dans les mêmes conditions. Les
résultats présentés dans cette section sont une moyenne de tou-
tes les données collectées durant les simulations. L’intervalle de
confiance à 95% indique la fiabilité de nos mesures.





















B−MAC + CLOMAC sans duplication
Figure 43: Ratio de perte de paquets au niveau applicatif
Pourcentage de paquets perdus
La figure 43 représente le pourcentage de paquets perdus au
niveau applicatif. Un paquet est considéré comme perdu pour
l’application lorsque le nombre de retransmission au niveau
MAC a atteint la valeur maximale autorisée (fixée à 8 dans nos
simulations). Quelque soit le protocole utilisé, les nœuds ont en-
voyé entre 249 (±18) paquets avec 5 événements et 1488 (±42)
paquets avec 30 événements. Les résultats montrent que l’inté-
gration de CLOMAC dans B-MAC surpasse B-MAC et réduit
de 45% à 55% le nombre de paquets perdus. CLOMAC rend
cela possible en limitant les congestions et par conséquent, les
paquets perdus en créant de manière passive des chemins alter-
natifs.
Afin d’analyser plus finement les pertes de paquets, nous
avons reporté les raisons de pertes de paquets au niveau MAC
dans la table 9. Un paquet est considéré comme perdu pour la
couche MAC dès lors que l’émetteur programme sa retransmis-
sion. Avec B-MAC, nous pouvons observer que 5542 paquets
(sur 15455 émis au niveau MAC) sont perdus en moyenne parce
qu’il ne sont pas capturés par l’émetteur radio. Cela signifie que
l’émetteur radio s’est accroché sur un autre signal (un paquet
de données ou un préambule par exemple) car la sensibilité
lors de la réception était meilleure. Cela peut se produire lors
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Protocole Paquets Paquets perdus Localisation (près de)
MAC transmis erreur non capturé puits événement autre
B-MAC 15455 6332 5542 144 2542 13879
(± 694) (± 231) (± 160)
B-MAC 10424 4123 3403 74 2473 8557
sans duplication (± 531) (± 114) (± 81)
B-MAC + CLOMAC 11000 6177 1217 80 1967 9295
(± 669) (± 104) (± 72)
B-MAC + CLOMAC 8504 4572 955 56 1925 6752
sans duplication (± 446) (± 63) (± 47)
Table 9: Nombre moyen de paquets perdus au niveau MAC et leurs
localisations dans le réseau avec 30 événements
de la capture d’un événement car de nombreux émetteurs sont
regroupés dans une petite zone. B-MAC + CLOMAC est ca-
pable de limiter ces pertes en utilisant des nœuds opportunistes
pour contourner les zones congestionnées. Cependant, la majo-
rité des pertes de paquets sont générées par des erreurs du pa-
quet de données. Le paquet de données est bien capturé par la
radio mais il est rejeté car le paquet est corrompu. Cela peut
provenir des interférences environnementales ou lorsque deux
paquets entrent en collision. Comme B-MAC n’utilise pas de
mécanisme tel que RTS/CTS (voir chapitre 1), il est sujet au
problème du nœud caché [38]. CLOMAC et B-MAC ont des
résultats similaires avec cette erreur : la majorité des pertes de
paquets se produit durant la première phase du processus de
retransmission avant que CLOMAC ne soit activé.
En examinant en détail la localisation des pertes de paquets,
nous pouvons observer que la plupart d’entre eux sont perdus
hors de la zone de l’événement. Avec la valeur du CT utili-
sée dans les simulations, CLOMAC est activé dans des zones
fortement congestionnées (les zones où les événements se pro-
duisent) mais également dans d’autres parties du réseau tel que
la dorsale de routage.
Duplication de paquets
Lorsqu’une collision survient durant la transmission d’un ac-
quittement, l’émetteur assume que le paquet envoyé a été perdu
et programme sa retransmission. En conséquence, une destina-
tion peut réceptionner des copies multiples du même paquet.























B−MAC + CLOMAC sans duplication
Figure 44: Pourcentage de paquets dupliqués reçus par le puits
Cependant, la transmission de multiples copies du même pa-
quet vers le puits consomme des ressources, comme de l’éner-
gie, en vain. La figure 44 représente le pourcentage de paquets
dupliqués qui ont été reçus par le puits à la fin de la simula-
tion. Les résultats montrent qu’en plus de réduire les pertes
de paquets, CLOMAC aide également à réduire le nombre de
paquets dupliqués. En distribuant les paquets sur de multiples
chemins, CLOMAC réduit le niveau de contention sur le mé-
dium radio et donc les chances de collisions. Par conséquent,
l’introduction de numéro de séquence dans l’en-tête MAC peut
être une solution pratique pour limiter la duplication de pa-
quets dans les réseaux de capteurs sans fil.
CLOMAC réduit les congestions en utilisant des chemins al-
ternatifs pour router les paquets vers le puits. Ces chemins ad-
ditionnels sont créés de manière opportuniste et ne nécessitent
donc aucun message de contrôle, comme expliqué dans la sec-
tion 7.4.1.
La figure 45 représente le nombre de routes utilisées pour at-
teindre le puits. Un chemin est composé d’une séquence unique
de sauts pour atteindre le puits. Avec seulement 5 événements
dans le réseau, CLOMAC augmente déjà le nombre de chemins
utilisés d’un facteur 2 (34 chemins sont utilisés par B-MAC +
CLOMAC et seulement 17 par B-MAC). Avec 30 événements
dans le réseau, le nombre de chemins utilisés atteint 160 pour
























B−MAC + CLOMAC sans duplication
Figure 45: Nombre de chemins utilisés pour atteindre le puits
B-MAC + CLOMAC. En effet, plus le nombre d’événements
est grand, plus le nombre de nœuds opportunistes croît, par
conséquent, plus de chemins sont créés et utilisés. A l’opposé,
B-MAC est seulement capable d’utiliser moins de 60 chemins
(chemins calculés par le protocole de routage). Il est important
de noter que le nombre de chemins augmente avec le nom-
bre d’événements car de nouvelles sources de messages appa-
raissent avec ces événements. Cette observation est plus claire
dans la figure 46 qui représente les liens utilisés dans le réseau.
Les liens utilisés par à la fois par B-MAC et B-MAC + CLOMAC
sont représentés par des traits pleins et les liens additionnels
utilisés par B-MAC + CLOMAC par des traits en pointillés. Les
cercles pleins représentent les zones des événements qui sont
apparus durant les simulations. Nous pouvons remarquer que
plus de liens sont utilisés par B-MAC + CLOMAC (108 liens)
que B-MAC (42 liens) pour retransmettre les paquets. Une plus
forte proportion du réseau est donc utilisée. Cela a pour résul-
tat de réduire la congestion et de distribuer plus équitablement
la consommation énergétique requise pour délivrer tous les pa-
quets de données au puits.






Figure 46: Chemins utilisés par les paquets pour atteindre le puits
avec 5 événements.
Étude de la consommation énergétique
Cette dernière observation est analysée plus en détail dans
la figure 47 qui représente la consommation énergétique du
réseau de capteurs sans fil à la fin de la simulation. Les méca-
nismes opportunistes sont basés sur la sur-écoute, ce qui rend
l’analyse de leur coût énergétique d’une importance cruciale
pour les réseaux de capteurs sans fil. Malgré l’augmentation
du temps d’écoute par l’ajout de l’intervalle (IFS) entre le mot
de synchronisation et le paquet de données, nous pouvons ob-
server B-MAC + CLOMAC est capable de réduire significati-
vement la consommation énergétique des nœuds capteurs. La
sur-écoute nécessaire pour faire fonctionner CLOMAC est déjà
présente dans B-MAC et donc seule l’IFS et l’acquittement de
préambules sont des sources additionnelles de consommation
énergétique. Cependant ce coût est largement compensé par
la réduction du nombre de retransmissions et des paquets du-
pliqués qui peuvent apparaître dans B-MAC seul. Nous pou-
vons également remarquer que la consommation énergétique
de B-MAC + CLOMAC est pratiquement la même que dans sa
version sans duplications. Comme expliqué dans la section 7.5.1,
le destinataire doit acquitter le paquet (même si ce dernier a
déjà été reçu) pour arrêter le processus de retransmissions. En


































B−MAC + CLOMAC sans duplication
Figure 47: Consommation énergétique moyenne des nœuds capteurs
dans le réseau
quets dupliqués est économisée en comparaison à B-MAC +
CLOMAC seul.
7.6 conclusion
Dans ce chapitre, nous nous sommes concentrés sur l’évi-
tement de congestions dans les réseaux de capteurs sans fil.
Lors de l’utilisation d’applications surveillant des événements,
des rafales de paquets peuvent être transmises lors de la dé-
tection d’un événement pouvant créer des congestions. Nous
avons proposé la solution CLOMAC (Cross-Layer Opportunis-
tic MAC) qui est basée sur la sur-écoute naturelle des proto-
coles MAC à préambule. L’objectif de CLOMAC est de créer
des chemins alternatifs vers le puits. Une fois que les voisins
d’un émetteur ont détecté une congestion (détection basée sur
le nombre de retransmissions du même paquet de données), ils
peuvent accepter le paquet à la place du destinataire initial. La
détection de la congestion est basée sur le nombre de retrans-
missions du même paquet de données. Si ce nombre de retrans-
missions dépasse un seuil (CT) que nous avons défini, l’émet-
teur est considéré comme congestionné. Ceci permet d’éviter
que CLOMAC s’active inutilement. Un activation trop précoce
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va augmenter la durée d’écoute du canal par les nœuds et donc
accroître leur consommation énergétique. CLOMAC inclut éga-
lement un mécanisme de synchronisation entre les nœuds op-
portunistes de manière à ne retransmettre qu’une unique copie
de chaque paquet. Afin de limiter les congestions, CLOMAC
va créer des chemins alternatifs de manière passive et ainsi sou-
lager les chemins de routage principaux. CLOMAC peut être
adapté aux protocoles MAC à préambule existants.
Pour ce premier travail, nous avons intégré CLOMAC dans
B-MAC [44]. La combinaison de ces deux protocoles est nom-
mée B-MAC + CLOMAC. Les résultats des simulations ont
montré que B-MAC + CLOMAC est bien plus efficace que le
protocole B-MAC pour délivrer les paquets au puits. B-MAC
+ CLOMAC augmente significativement le nombre de chemins
pour atteindre le puits. Cela réduit le niveau de congestion sur
le médium radio ce qui, par conséquent, réduit drastiquement
les pertes de paquets. Comme ces chemins alternatifs sont créés
de manière opportuniste, ils ne requièrent aucun message de
contrôle supplémentaire pour être maintenus. Les solutions op-
portunistes souffrent généralement d’une forte consommation
énergétique due à la sur-écoute. Cependant, B-MAC est déjà
sujet à ce phénomène et donc CLOMAC n’implique aucune
surconsommation pour son fonctionnement. De plus, la con-
sommation énergétique globale est réduite drastiquement avec
B-MAC + CLOMAC par rapport à B-MAC car moins de pa-
quets ont été envoyés. Nous avons pourtant observé que le seuil
de congestion (CT), utilisé pour activer CLOMAC, devrait être
plus dynamique pour réagir plus efficacement lors des conges-




CONCLUS ION GÉNÉRALE ET PERSPECT IVES
L’observation de l’environnement, de la vie animale et sur-
veillance médicale à distance sont quelques exemples d’appli-
cations offertes par les réseaux de capteurs sans fil. Ces réseaux,
en raison de leurs fortes contraintes (énergie, mémoire et puis-
sance de calcul), soulèvent de nouveaux défis dans le domaine
des communications radio. De plus en plus d’applications uti-
lisent des capteurs placés sur des éléments mobiles pour amé-
liorer la couverture du réseau et obtenir des résultats plus fins
et plus rapidement. Un nœud mobile peut se déplacer au sein
du réseau dans lequel il a été déployé initialement ou, tout
comme les équipements des réseaux IP, à travers de multiples
réseaux.
La gestion de cette mobilité va s’effectuer sur plusieurs ni-
veaux. Au niveau MAC, il est nécessaire qu’un nœud mobile
puisse être capable de s’insérer dans les communications. De
nombreuses solutions ont été proposées pour pallier ce pro-
blème mais ces dernières reposent sur un mécanisme de niveau
supérieur pour déterminer vers quel nœud présent dans son
voisinage il doit transmettre ses données. Il est cependant fort
peu probable que le mécanisme utilisé par un nœud mobile
puisse fonctionner avec celui du réseau dans lequel il se trouve,
l’empêchant ainsi de pouvoir déterminer son prochain saut.
L’intégration du protocole IPv6 permet aux réseaux de cap-
teurs sans fil de bénéficier de plusieurs avantages tels que la
réutilisation de structures existantes ou l’interconnexion des ré-
seaux sans nécessiter d’entités intermédiaires (par exemple un
serveur proxy). Tout comme dans les réseaux IP, la mobilité
d’un nœud pose problème lorsque ce dernier change d’adresse
car les sessions entre un nœud mobile et ses correspondants se-
ront réinitialisées. Pour maintenir cette connectivité, il est donc
nécessaire d’utiliser un protocole de support de la mobilité
fonctionnant au niveau 3. Plusieurs protocoles de support de
la mobilité ont été standardisés pour les réseaux IP et la com-
munauté scientifique s’en est inspirée pour proposer de nou-
velles solutions sans pour autant évaluer si ces protocoles sont
utilisables au sein des réseaux de capteurs sans fil.
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contributions de la thèse
Durant l’étude des protocoles MAC, nous nous sommes par-
ticulièrement intéressés à la sur-écoute liée au médium radio
sans fil et comment cette sur-écoute peut être utilisée pour amé-
liorer les performances des réseaux de capteurs sans fil.
Gestion de la mobilité
À partir de la sur-écoute, notre première contribution, le pro-
tocole Mobinet, est capable de découvrir les nœuds présents
dans le voisinage d’un nœud mobile. En utilisant ces informa-
tions, Mobinet permet de déterminer vers quel voisin le nœud
mobile peut transmettre ses données. Cette sélection peut être
effectuée de manière aléatoire ou de manière plus fine. En étu-
diant les flux de données, le nœud mobile peut déterminer le
meilleur voisin selon la métrique utilisée par le protocole de
routage du réseau visité. Cependant, la construction de la table
de voisinage va consommer beaucoup d’énergie. Pour limiter
cette consommation, nous avons introduit différents processus
d’écoute avec pour objectif de mettre la radio en veille le plus
souvent possible. Le premier processus cherchera à découvrir
le voisinage uniquement lorsqu’un paquet doit être envoyé. Le
second processus cherchera toujours à avoir une entrée dans la
table de voisinage en écoutant le médium radio lorsque celle-ci
est vide. Finalement, le dernier processus est inspiré des proto-
coles MAC à préambule et va alterner des périodes d’écoute et
de sommeil.
Nous avons évalué les performances de Mobinet et de ses
processus d’écoute par simulation. Cette évaluation a mis en
évidence que le protocole Mobinet permet aux nœuds mobiles
de transmettre efficacement leurs paquets au réseau visité tout
en limitant l’impact énergétique sur ce dernier. Notre évalua-
tion a également montré qu’un processus par alternance avec
des périodes de sommeil et d’écoute de respectivement 1 s et 20
ms permettent de limiter efficacement la consommation énergé-
tique d’un nœud mobile.
Nous nous sommes ensuite intéressés au support la mobilité
de niveau 3. Peu convaincus par les évaluations faites du pro-
tocole Mobile IPv6, nous avons mené nos propres expérimen-
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tations. Ces expérimentations ont été effectuées sur une plate-
forme déployée dans nos locaux. Notre implémentation, réali-
sée sur le système d’exploitation Contiki, utilise les derniers
standards en vigueur pour les réseaux 6LoWPAN. Cette éva-
luation a mis en évidence que : Mobile IPv6 est parfaitement
utilisable dans les réseaux de capteurs sans fil mais que son
mécanisme de détection de mouvement basé sur les messages
router advertisement ne l’est pas.
Nous avons donc proposé une première solution basée sur
les temporisateurs de Neighbor Discovery. Cependant cette so-
lution s’est révélée insuffisante car il est nécessaire de faire
un choix entre vitesse de détection et consommation énergé-
tique. C’est pourquoi nous avons proposé d’utiliser le protocole
Mobinet pour détecter le mouvement. Les nouveaux résultats
montrent que cette combinaison avec Mobile IPv6 permet une
détection plus dynamique de la mobilité.
Contrôle de congestion
La sur-écoute liée au médium radio peut également être uti-
lisée pour éviter les congestions. Notre dernière proposition,
le protocole multi-couche CLOMAC, fonctionne en combinai-
son avec un protocole MAC. CLOMAC va utiliser la sur-écoute
pour permettre à des nœuds présents dans le voisinage de re-
layer un paquet à la place du destinataire de niveau 2. Par ce
mécanisme opportuniste, notre protocole est capable de cons-
truire dynamiquement des chemins alternatifs vers le destina-
taire final d’un paquet. Pour éviter la retransmission multiple
d’un paquet, nous avons fait en sorte que seul le destinataire
de niveau 2 puisse le relayer. Cette condition permet d’éviter
l’utilisation de mécanisme supplémentaire synchronisant tous
les nœuds opportunistes avoisinants. Le changement de desti-
nataire s’effectue en acquittant le préambule du paquet de don-
nées.
Nous avons combiné CLOMAC avec le protocole B-MAC et
évalué les performances de notre solution par simulation. Les
résultats ont montré que, grâce aux nouveaux chemins opportu-
nistes, cette combinaison permet de réduire les congestions en
délestant la dorsale de routage. Cette réduction se traduit par
une réduction de la perte de paquets, d’une limitation de leur
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duplication et surtout par une réduction de la consommation
énergétique globale du réseau.
perspectives de recherche
Pour que l’évaluation de Mobinet combiné à Mobile IPv6
soit complète, il est nécessaire d’en évaluer son impact éner-
gétique. Pour cela, il serait donc intéressant d’utiliser un proto-
cole MAC contenant un mécanisme d’économie d’énergie, tels
que X-MAC ou IEEE 802.15.4 en mode synchronisé. Le pro-
tocole Mobinet utilise trois valeurs (durée de vie d’un voisin,
seuil de changement et intervalle de détection) fixées manuel-
lement dans sa version combinée avec Mobile IPv6. Nous pen-
sons qu’il est possible d’optimiser la détection de mouvements
en modifiant dynamiquement ces valeurs. Par exemple, il est
possible d’utiliser les données issues d’un capteur de vitesse et
de faire varier le seuil de changement. Il serait également pos-
sible de faire appel à des mécanismes d’apprentissage simples
pour adapter la durée de vie des entrées de la table de voisi-
nage.
A la lumière des résultats obtenus par CLOMAC, il serait
intéressant de l’évaluer associé à d’autres protocoles MAC à
préambule, tel que X-MAC. Nous pourrions ainsi observer son
comportement dans le cas où tout le voisinage n’est pas actif
lors de la transmission d’un paquet de données. Des investiga-
tions futures pourraient également se focaliser sur la définition
d’heuristiques augmentant le nombre de nœuds opportunistes
tout en s’assurant que CLOMAC ne génère aucune boucle de
routage. Durant nos simulations, nous avons défini le seuil de
congestion (CT) à une valeur fixe. En se basant sur des informa-
tions provenant du protocole de routage, CLOMAC pourrait
faire varier cette valeur en fonction du rôle du nœud dans le
réseau. Ainsi un nœud de la dorsale de routage aurait un CT
plus faible qu’un nœud feuille. Finalement, il serait intéressant
de bénéficier de la plate-forme SensLAB pour évaluer les per-
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6lbr 6LoWPAN Border Router
6lr 6LoWPAN Router




bpsk Binary Phase Shift Keying
ca Collision Avoidance
cbr Constant Bit Rate
cca Clear Channel Assessment
clomac Cross-Layer Opportunistic MAC
ct Congestion Threshold
cts Clear To Send
csma Carrier Sense Multiple Access
dcf Distributed Coordination Function
etx Expected Transmission Count
eui-64 64-bits Extended Unique Identifier
ffd Full Function Device
gts Guaranted Time Slot
icmpv6 Internet Control Message Protocol version 6
ieee Institute of Electrical and Electronics Engineers
ietf Internet Engineering Task Force
ifs Inter-Frame Space
ip Internet Protocol
ipv4 Internet Protocol version 4
ipv6 Internet Protocol version 6
lifs Long Inter-Frame Space
lqi Link Quality Indication
mac Medium Access Control
nat Network Address Translation
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140 acronymes
osi Open System Interconnection
pan Personal Area Network
prr Packet Receive Rate
rfc Request For Comments
rfd Reduced Function Device
ri-mac Receiver-Initiated MAC
roll Routing Over Low power and Lossy networks
rpl IPv6 Routing Protocol for Low-Power and Lossy Networks
rssi Radio Strength Signal Indication
rts Ready To Send
rtt Round-Trip Time
rx Réception
sifs Small Inter-Frame Space
slla source link layer address
tdma Time Division Multiple Access
tmcp Tree-based Multi-Channel Protocol
ttl Time To Live
tx Transmission
udp User Datagram Protocol
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