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ABSTRACT
The baryon-acoustic oscillation (BAO) feature in the Lyman-α forest is a key probe of the cos-
mic expansion rate at redshifts z ∼ 2.5, well before dark energy is believed to have become
significant. A key advantage of the BAO as a standard ruler is that it is a sharp feature and
hence is more robust against broadband systematic effects than other cosmological probes.
However, if the Lyman-α forest transmission is sensitive to the initial streaming velocity of
the baryons relative to the dark matter, then the BAO peak position can be shifted. Here we
investigate this sensitivity using a suite of hydrodynamic simulations of small regions of the
intergalactic medium with a range of box sizes and physics assumptions; each simulation
starts from initial conditions at the kinematic decoupling era (z ∼ 1059), undergoes a discrete
change from neutral gas to ionized gas thermal evolution at reionization (z ∼ 8), and is finally
processed into a Lyman-α forest transmitted flux cube. Streaming velocities suppress small-
scale structure, leading to less violent relaxation after reionization. The changes in the gas
distribution and temperature-density relation at low redshift are more subtle, due to the con-
vergent temperature evolution in the ionized phase. The change in the BAO scale is estimated
to be of the order of 0.12% at z = 2.5; some of the major uncertainties and avenues for future
improvement are discussed. The predicted streaming velocity shift would be a subdominant
but not negligible effect (of order 0.26σ) for the upcoming DESI Lyman-α forest survey, and
exceeds the cosmic variance floor.
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1 INTRODUCTION
Modern cosmological observations have established a broad frame-
work for the evolution of diffuse gas in the Universe. At early times,
the cosmic gas was ionized and was tightly coupled, both thermally
and kinetically, with the cosmic microwave background (CMB). At
z ∼ 1100, this gas recombined, rendering the Universe transparent;
this epoch of cosmic recombination is directly measured by CMB
anisotropy experiments, and the recombination dynamics and den-
sity and velocity perturbations at this epoch have been probed to
high accuracy. The subsequent epoch – the Dark Ages – is not di-
rectly probed by observations, but structure formation theory pre-
dicts that the perturbations in the gas grew along with those of the
dark matter. The dark matter perturbations went nonlinear, leading
to the formation of dark matter halos, and sufficiently massive ha-
los should have collected diffuse gas. Some of these halos hosted
luminous objects that emitted ionizing photons, which are presum-
ably responsible for the reionization of the Universe (currently esti-
mated to have occurred at z ∼ 8 based on CMB polarization data;
Planck Collaboration 2016b). Subsequently the diffuse gas in the
intergalactic medium (IGM) was kept ionized and heated by the
ionizing background radiation, with a small amount of H I present
in steady state due to ongoing recombinations. At lower redshifts,
z . 6, the IGM can be probed using the H I Lyman-α absorption
forest against quasars. Large statistical samples of the Lyman-α
forest are now available over the 2 . z . 5 range, and are broadly
consistent with expectations from structure formation simulations
(see McQuinn 2016 for a review). The Lyman-α forest has also
emerged as a key player in precision cosmology. In particular, the
baryon-acoustic oscillation (BAO) scale has been measured in the
Lyman-α forest (and in Lyman-α-quasar cross-correlations) by the
Baryon Oscillation Spectroscopic Survey (BOSS). This provides a
“standard ruler” measurement of the rate of cosmic expansion at
z ∼ 2.3 (Busca et al. 2013; Slosar et al. 2013; Font-Ribera et al.
2014; Delubac et al. 2015; Bautista et al. 2017). This is currently
the leading constraint in this redshift range, and its precision will
improve in the future with experiments such as the Dark Energy
Spectroscopic Instrument (DESI; DESI Collaboration 2016).
Since the BAO scale is a localized feature in the correlation
function rather than a broadband signal, it is generally considered
to be a particularly robust cosmological probe. There are, however,
a few types of astrophysical systematic errors that could couple di-
rectly to the BAO scale. One of these is the primordial streaming
velocity vbc of the baryons relative to the dark matter, whose cor-
relations exhibit features at the BAO scale due to their common
origin in acoustic waves in the primordial plasma. The stream-
ing velocity modulates the formation of early baryonic structure
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since in regions of high vbc the baryons do not fall into the small-
est dark matter halos (Tseliakhovich & Hirata 2010). If some im-
print of these survives in low-redshift tracers of the density field
– whether galaxies or the Lyman-α forest – then the BAO scale
may be shifted, thereby representing a source of systematic error
for cosmological measurements (Dalal et al. 2010; Yoo et al. 2011;
Slepian & Eisenstein 2015; Blazek et al. 2016). One’s intuition is
that this might be a very small effect: the structures most affected
by streaming velocities are at very small scales, . 107M⊙; such
structures are below the Jeans mass after reionization and hence are
destroyed. One might also expect that the most massive tracers used
for BAO – the luminous red galaxies (LRGs) – would be the least
affected (e.g. Schmidt 2016), and indeed there are already strong
upper limits on streaming velocity effects on LRGs (Yoo & Seljak
2013; Slepian et al. 2016; Beutler et al. 2017). Lyman-α clouds are
much less massive, and one might expect them to show a stronger
effect, though still small since the cloud masses are ≫ 107M⊙.
The purpose of this paper is to present a first step toward quantify-
ing these theoretical expectations.
The centerpiece of this paper is a series of hydrodynamic sim-
ulations of small boxes, intended to resolve structures down to the
pre-reionization Jeans mass and then follow their imprint on the
low-redshift IGM. Due to the simplified setups and limited simula-
tion volumes, this paper should be viewed only as the first of many
steps toward theoretical predictions for the Lyman-α forest BAO
peak shift. We briefly describe here the physical ingredients that
come into play, and the relation between past treatments of these
ingredients and the present problem.
At the epoch of reionization, photoionization heats gas to a
temperature of order 104 K, with a corresponding increase in the
Jeans mass. Since structures form hierarchically in the standard
cold dark matter (CDM) paradigm, this means that reionization
can actually destroy pre-existing small-scale baryonic structure.
Any gas in shallow potential wells that is unable to cool on a
sound-crossing time and not dense enough to self-shield will flow
back out into the IGM. This “evaporation” process is a key event
in cosmic history: a significant fraction of the baryonic matter in
the Universe participated – tens of per cents, if one includes the
evaporation of filaments. It is also one of the few ways that the
smallest structures in CDM cosmology affect the baryonic mat-
ter. However, probing the mini-halos is observationally very chal-
lenging: at the relevant redshifts (z & 7), the Lyman-α forest is
completely saturated, and even when the 21 cm fluctuations from
the (pre-)reionization epoch are detected the mini-halo contribu-
tion (Iliev et al. 2002) may be very difficult to disentangle from
the diffuse contribution (see e.g. Furlanetto & Oh 2006). There-
fore, much of the interest in mini-halos and their photoionization
has been driven by their indirect effects on the reionization pro-
cess itself. In particular, it is conceivable that mini-halos could act
as photon sinks during reionization, with each atom undergoing
multiple recombinations and photoionizations before escaping to
the surrounding low-density IGM. This process has been studied
analytically (Haiman et al. 2001; Barkana & Loeb 2002), with nu-
merical radiation-hydrodynamic simulations (Shapiro et al. 2004;
Iliev et al. 2005; Park et al. 2016), and treated as sub-grid physics
in models of reionization (Ciardi et al. 2006; Sobacchi & Mesinger
2014).
The destruction of small-scale structure also has a thermal and
dynamical impact on the IGM. Hydrodynamic simulations have
shown that by heating the IGM and raising the Jeans mass, reion-
ization has a form of “positive feedback” that reduces the clumpi-
ness and suppresses the rate of recombinations (e.g. Pawlik et al.
2009). In order to understand the dynamical feedback, we recall
that the re-heating of the IGM is sudden (in the sense that ion-
ization fronts are highly supersonic in most regions), and that
the re-heating temperature varies weakly with density. Thus im-
mediately after reionization, the high-density regions (filaments
and mini-halos) find themselves far out of pressure equilibrium
with their low-density (and hence low-pressure, by the ideal gas
law) surroundings. We therefore expect a violent relaxation of
the IGM as it attempts to establish pressure equilibrium over a
Jeans-scale patch. Indeed this happens in simulations of mini-
halo evaporation: the mini-halo wind is preceded by a blast wave
that propagates into the surrounding IGM (Shapiro et al. 2004).
Whether such perturbations leave any residual observable effects
in the IGM at lower redshift is an open question. The heating
and cooling processes in the diffuse IGM have an “attractor” so-
lution, leading to a tight temperature-density relation at low red-
shifts with surprisingly little dependence on the initial conditions
(Hui & Gnedin 1997; Theuns et al. 1998; Puchwein et al. 2015;
McQuinn & Upton Sanderbeck 2016). Investigations of possible
relics of hydrogen reionization bubbles in the temperature of the
IGM – and hence in the Lyman-α forest – have therefore fo-
cused on the highest redshifts where saturation and statistics allow
meaningful measurements, and are most sensitive for late reion-
ization scenarios (Miralda-Escude´ & Rees 1994; Hui & Haiman
2003; Trac et al. 2008; Cen et al. 2009; Furlanetto & Oh 2009;
Lidz & Malloy 2014; Becker et al. 2015; D’Aloisio et al. 2015;
Nasir et al. 2016; On˜orbe et al. 2017).
However, none of these studies can be directly adapted to the
problem of how the small-scale structures that are modulated by
streaming velocities impact the low-z Lyman-α forest. The detailed
simulations by Iliev et al. (2005) consider a single spherically sym-
metric mini-halo with spherical infall, and so – while they remain
a key reference for mini-halos as photon sinks – we cannot use
them to study dynamical processes such as the channeling of blast
wave energy into underdense regions, the effects of colliding blast
waves, or the evolution of mini-voids. Park et al. (2016) track the
evaporation of mini-haloes with geometry from cosmological ini-
tial conditions, but do not vary the streaming velocity or run their
simulations to low redshift. The cosmological simulations aimed at
understanding the imprint of reionization bubbles on the Lyman-α
forest require enormous volumes, and cannot resolve all structure
down to the pre-reionization Jeans mass. The same is true of simu-
lations that aim to reproduce the Lyman-α forest statistics used in
precision cosmology (e.g. Borde et al. 2014; Arinyo-i-Prats et al.
2015) or IGM astrophysics (e.g. Bolton et al. 2017). It is thus ap-
propriate to revisit the outcome of small-scale structure disruption,
focusing on intermediate scales where one can identify all the rele-
vant baryonic structures, but where one can follow the propagation
of shocks and the long-term thermal evolution of the disturbed gas.
This paper takes a minimalist approach to the physics, in the
sense that it assumes that the smallest-scale structures leave no im-
prints on the low-redshift IGM other than via their photoionization-
driven destruction. That is, we assume primordial star formation in
low-mass haloes, and any resulting feedback, is negligible. Such
feedback could in principle result in an additional shift in the BAO
peak, of either sign. It would be much more difficult to compute
and is thus far beyond the scope of the present work.
This paper is organized as follows. We begin by reviewing our
conventions (§2) and the order-of-magnitude physics of small-scale
structure (§3). The methods for our simulations are discussed in §4.
§5 describes the phenomenology observed in the simulations and
the quantitative results for transparency of the IGM to the Lyman-
c© 2017 RAS, MNRAS 000, 1–??
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α photons. In §6, we map the results into a change in the Lyman-α
forest BAO scale. We discuss avenues for future work in §7.
2 CONVENTIONS
This paper assumes the background ΛCDM cosmology from
the Planck 2015 “TT+TE+EE+lowP+lensing+ext” parameter
set (Planck Collaboration 2016a): Ωbh
2 = 0.02230, Ωmh
2 =
0.14170, H0 = 67.74 km s
−1 Mpc−1, σ8 = 0.8159, and ns =
0.9667. We consider a range of possible values for the redshift and
duration of reionization, since the analysis in this paper is very sen-
sitive to these parameters.
We write T4 to denote a temperature in units of 10
4 K, and
a−1 = 10/(1+ z) to denote the scale factor in units of 0.1 (conve-
nient for reionization), and ∆ = 1 + δb to denote the gas density
in units of the mean baryon density in the Universe. All masses and
lengths in this paper are quoted without h scalings (e.g. kpc, not
h−1 kpc); the simulation code uses different units internally and
these have been converted using the value of h = 0.6774 in our
background cosmology. We use “ckpc” and “cMpc” to denote co-
moving length units.
3 ORDER-OF-MAGNITUDE REVIEW OF
SMALL-SCALE STRUCTURE DISRUPTION
Before proceeding to simulations, we revisit the basic orders of
magnitude involved in small-scale structure disruption. For the pur-
poses of setting our intuition, we consider mini-halo evaporation
(see also Iliev et al. 2005; Barkana 2016), but it is important to re-
member that other structures (filaments and voids) also play a role,
and are considered in a consistent way in the simulations. These
scalings should be used as a reference point for the simulations
(e.g. box size versus Jeans mass); should be compared to simulation
results (e.g. timescales for kinetic energy injection); and motivate
some prescriptions in the simulations (e.g. trapping overdensities
and re-heating temperatures).
The number density of hydrogen nuclei is
nH = 1.9× 10−4a−3−1∆cm−3, (1)
and the Hubble expansion time in the matter-dominated era is
tH ≡ 1
H
= 820a
3/2
−1 Myr. (2)
A halo of some massM has a physical virial radius of
Rv,phys = 320M
1/3
6 a−1 pc, (3)
whereM6 is the halo mass in units of 10
6M⊙. The circular veloc-
ity at the virial radius is
Vc = 3.7M
1/3
6 a
−1/2
−1 kms
−1
(4)
and the virial temperature is
Tv = 1000M
2/3
6 a
−1
−1K. (5)
Not all halos contain gas: in the pre-reionization era, ther-
mal and ram pressure of the gas suppress the gas abundance in
haloes below some filtering scale (e.g. Naoz & Barkana 2007),
which is ∼ 2 × 105M⊙ depending on the baryon streaming ve-
locity (Tseliakhovich et al. 2011). On the other hand, haloes at
M > 3 × 107M⊙ have virial temperatures exceeding 104 K,
and can undergo Lyman-α cooling (and hence may be able to form
stars, even in the presence of an H2-dissociating UV background).
The sterile gas-bearing mini-halos in between these masses – i.e.
at 0.2 . M6 . 30 – are of direct interest to this paper. The
Sheth & Tormen (1999) mass function places 8 per cent of the mass
in halos of this range at z = 9. Most of the remaining gas is dif-
fuse, but not necessarily near mean density: by z = 9, tens of per
cents of the gas has already formed into filaments, which in turn
are feeding the growth of the mini-halos.
An ionization front has a physical thickness
dion =
1
nHσHI
= 1400a3−1∆
−1 pc, (6)
where we take σHI = 1.2 × 10−18 cm2 at 24.6 eV just below the
He I ionization edge and we note the density dependence. Since gas
in a halo is at least a factor of∼ 100 denser than cosmic mean, this
means that the ionization front passing through a mini-halo will
have a thickness that is a small fraction of the virial radius. As this
ionization front passes into a mini-halo, it will become “trapped”
as the dense, now-ionized gas attempts to recombine; the newly
formed neutral atoms absorb incident ionizing photons and thus
reduce their flux. The ionization front is predicted to trap when the
rate of recombinations per unit area equals the incident photon flux:∫ ∞
rt
αBn
2
H dr = F. (7)
The details of the trapping depend on the radial profile of the gas
in the halo. If one considers a singular isothermal sphere, the den-
sity profile is given by ∆ = 60(r/Rv)
−2, where the normaliza-
tion gives an enclosed mean overdensity atRv of 180. Substituting
this into Eq. (7) predicts that trapping should occur at the radius rt
where:
F = 1200αBn¯
2
H
R4v
r3t
, (8)
or
rt
Rv
=
(
1200αBn¯
2
HRv
F
)1/3
= 0.39a
−5/3
−1 M
1/9
6 F
−1/3
5 , (9)
where F5 is the incident ionizing photon flux in units of 10
5 pho-
tons cm−2 s−1, and αB = 1.43 × 10−13 cm3 s−1 is the recombi-
nation coefficient of hydrogen at T4 = 2 (Pequignot et al. 1991).
The trapping occurs at an overdensity of
∆t = 60
(
rt
Rv
)−2
= 390a
10/3
−1 M
−2/9
6 F
2/3
5 . (10)
It is seen that for the fiducial parameters, most of the gas in the halo
is immediately ionized, but the trapping of the ionization front can
leave behind a small neutral core. This is well inside the virial ra-
dius, and so the above estimates are likely to depend on the detailed
gas structure inside the halo. The ionizing photon flux is related to
the propagation speed of the ionization front,
vi =
F
nH(1 + fHe)
= 4.9× 103a3−1∆−1 kms−1, (11)
or in terms of the comoving distance traveled by the front per unit
redshift:∣∣∣∣dridz
∣∣∣∣ = FnH(1 + fHe) tH = 4.1a9/2−1 ∆−1F5 cMpc. (12)
We see that at z ∼ 9, a flux of F5 = 1 corresponds to an ionization
front that propagates through 4 cMpc per∆z = 1 at mean density,
which is typical of reionization simulations. For the portions of the
halo facing into the ionizing source at an oblique angle, the incident
c© 2017 RAS, MNRAS 000, 1–??
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photon flux is of course less, and on the shaded side it may be much
smaller.
The ionization of the main body of the halo heats the gas to a
temperature of T4 ∼ 2 (Miralda-Escude´ & Rees 1994; McQuinn
2012), with a corresponding sound speed of cs = 21 km s
−1.
As long as the new temperature is well above the virial tempera-
ture, the gas component of the halo should explode on the sound-
crossing time (Haiman et al. 2001):
ts =
Rv
cs
= 15M
1/3
6 a−1Myr. (13)
Simulations show that the cold, self-shielded neutral core is dis-
rupted on a similar timescale as a shock wave detaches from the
ionization front and plows through it (Iliev et al. 2005). After the
explosion, the halo gas emerges and drives a shock into the sur-
rounding medium at a speed comparable to cs. The gas will expand
back to mean density when the expanding debris reaches
3
√
180
times the virial radius. This occurs at a time of order
texp =
3
√
180 ts = 84M
1/3
6 a−1Myr. (14)
We expect that after time texp, the emerging gas has collided with
an amount of gas with total thermal energy comparable to the ki-
netic energy of the explosion (both energies are of ∼ Mc2s). At
times later than ∼ texp after reionization, the kinetic energy of the
initial explosion should thermalize in the IGM. Subsequently the
“conventional” IGM thermal evolution should take over. The sim-
ulations in this paper show that texp gives a correct timescale for
the thermalization of most of the kinetic energy, but that the IGM
does not completely relax and that some motions and weak shocks
survive > 1 Gyr later.
The Jeans mass in the ionized IGM is
MJ =
4
3
π
(
πcs√
4πGρ¯m
)3
ρ¯m = 5.6× 109 (a−1T4)3/2 M⊙.
(15)
Structures in the IGM on scales smaller than the Jeans mass are
no longer gravitationally bound, although given that the dynamical
timescale is the age of the Universe they may persist for a cosmo-
logically significant period of time.
4 SIMULATIONMETHODOLOGY
We follow the formation of structure using a modified version
of the smoothed particle hydrodynamics (SPH) code GADGET 2
(Springel et al. 2001; Springel 2005). The simulation boxes fol-
lowed are small, in order to properly resolve the formation and
destruction of small-scale structure down to the Jeans mass of
the cold, pre-reionization gas. Therefore, while cosmological ini-
tial conditions are used (in the sense of starting from a Gaussian
random field and forming structures via gravitational instability),
most boxes are not large enough to sample the linear regime at
redshifts of interest to the Lyman-α forest. We therefore took a
two-phase strategy to estimate the effects of the physics of inter-
est on the Lyman-α forest. In “Phase I,” a common small box size
(425 comoving kpc) and single set of initial conditions was used to
explore the effects of numerical parameters and physical approx-
imations. Based on this, a subset of parameter space was chosen
for the “Phase II” simulations that explored a larger volume – large
enough to form multiple Lyman-α clouds – and build up statistics.
All simulation boxes are initialized at the epoch of kinematic
decoupling, zdec = 1059. They are then evolved using neutral gas
physics until reionization. Reionization is treated as instantaneous,
which should be valid as long as the ionization front is highly super-
sonic so that no hydrodynamic evolution occurs during its passage.
At this instant of reionization zr, we reset the temperatures of the
gas particles to account for the energy deposited by the ionization
front. Thereafter, the simulation continues using heating and cool-
ing terms appropriate to singly ionized primordial gas (H II + He II).
The simulations do not currently incorporate He II reionization.
Some of the larger Phase II simulations were run
on the Ruby cluster at the Ohio Supercomputer Center
(Ohio Supercomputer Center 2015).
4.1 Parameters
Each simulation has 2 × N3 particles, with equal numbers of gas
and dark matter particles. No other particle types are used.
The gravitational softening length is set to L/(5.6N), where
L is the comoving box size and hence L/N is the initial comov-
ing inter-particle spacing. This differs from the default choice of
L/(25N), which we find leads to spurious dynamical interactions
between the gas and dark matter particles when run with initial con-
ditions including a streaming velocity. If the gravitational softening
length is too small, then there is a periodic interaction potential de-
pending on the relative displacements of the dark matter and gas
fields, and quantities such as the baryon kinetic energy undergo
“ripples” as the gas flows over the grid of dark matter particles.
This problem does not occur when the gas and dark matter parti-
cles are initialized with the same displacement and velocity field as
in a standard simulation using GADGET 2 + N-GENIC. It also does
not appear to have been an issue for some other SPH simulations
of the streaming velocity effects that were aimed at understanding
early star formation (e.g. Stacy et al. 2011; Maio et al. 2011), pos-
sibly due to a different choice of initial conditions. A spurious inter-
special coupling issue was noticed in O’Leary & McQuinn (2012);
based on their Eq. (B1), the squared ratio of the escape velocity
from the dark matter particles to the RMS streaming velocity is
v2esc
σ2bc
= 0.078
(
Mp
103M⊙
)2/3 (
200
1 + z
)(
0.18
fms
)
, (16)
where Mp is the particle mass and fms is the smoothing length in
unit of the inter-particle spacing (0.04 default, 0.18 here). This is in
accordance with our experience that if fms is too small, the stream-
ing velocities are altered by the gravitational pull of individual par-
ticles. However, O’Leary & McQuinn (2012) used glass-like initial
conditions whereas we used a grid, so the phenomenology of the
coupling is very different.
The values of L and N are summarized in Table 1. The Phase
I simulations are based on a small box, roughly 1 post-reionization
Jeans length on a side, that we use as a base to explore a wide
variety of changes in the physics. The reference set of physics is
used for subsequent larger boxes in Phase II.
4.2 Initial conditions
The gas is initialized to the CMB temperature, which is 2891 K at
the epoch of kinematic decoupling. Particle positions and veloci-
ties are initialized using a modification of the built-in cosmological
initial condition generator in GADGET 2, N-GEN-IC, which uses
the Zel’dovich approximation with the matter-dominated growing
mode. The principal modification is to place the initial perturba-
tions in the dark matter only, i.e. the displacements and velocities
of the gas particles are set to zero, while those of the dark matter
c© 2017 RAS, MNRAS 000, 1–??
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Table 1. The parameters for our simulations. The “reionization temperature” column denotes either the uniform reionization temperature (cases with “T”) or
a density-dependent reionization temperature according to a mean ionization front velocity and blackbody temperature of the incident photons (cases with
“P”). The “heating and cooling physics” column describes deviations of the heating and cooling from the reference scenario. The letters denote: X=X-ray
pre-heating; S=slow heating, post-reionization. The “initial conditions” are usually CDM (cold dark matter); the asterisk (*) denotes initial conditions with
only the growing mode in the initial dark matter perturbations (ν0 = 0).
Name Comoving Number of DM particle Gas particle Streaming Overdensity Reionization Heating & Initial
box size L particles mass mass velocity threshold parameters cooling conditions
[kpc] [M⊙] [M⊙] [km s−1] ∆th Tre or v¯i, Tbb physics
[Mm s−1, 104 K]
Phase I Simulations
Reference 0425 2× 1283 1.21 × 103 2.27× 102 33 300 T 2.00 CDM
nov 0425 2× 1283 1.21 × 103 2.27× 102 00 300 T 2.00 CDM
pre 0425 2× 1283 1.21 × 103 2.27× 102 33 300 T 2.00 X CDM
pre-nov 0425 2× 1283 1.21 × 103 2.27× 102 00 300 T 2.00 X CDM
D100 0425 2× 1283 1.21 × 103 2.27× 102 33 100 T 2.00 CDM
D100-nov 0425 2× 1283 1.21 × 103 2.27× 102 00 100 T 2.00 CDM
Soft 0425 2× 1283 1.21 × 103 2.27× 102 33 300 T 2.00 S CDM
Soft-nov 0425 2× 1283 1.21 × 103 2.27× 102 00 300 T 2.00 S CDM
I5 0425 2× 1283 1.21 × 103 2.27× 102 33 300 F 5.00,5.00 CDM
I5-nov 0425 2× 1283 1.21 × 103 2.27× 102 00 300 F 5.00,5.00 CDM
Reference* 0425 2× 1283 1.21 × 103 2.27× 102 33 300 T 2.00 CDM*
nov* 0425 2× 1283 1.21 × 103 2.27× 102 00 300 T 2.00 CDM*
LoRes1 0425 2× 0963 2.88 × 103 5.38× 102 33 300 T 2.00 CDM
LoRes1-nov 0425 2× 0963 2.88 × 103 5.38× 102 00 300 T 2.00 CDM
LoRes2 0425 2× 0643 9.72 × 103 1.81× 103 33 300 T 2.00 CDM
LoRes2-nov 0425 2× 0643 9.72 × 103 1.81× 103 00 300 T 2.00 CDM
Phase II Simulations
II-A 0425 2× 0643 9.72 × 103 1.81× 103 33 300 T 2.00 CDM
II-An 0425 2× 0643 9.72 × 103 1.81× 103 00 300 T 2.00 CDM
II-B 0850 2× 1283 9.72 × 103 1.81× 103 33 300 T 2.00 CDM
II-Bn 0850 2× 1283 9.72 × 103 1.81× 103 00 300 T 2.00 CDM
II-C 1275 2× 1923 9.72 × 103 1.81× 103 33 300 T 2.00 CDM
II-Cn 1275 2× 1923 9.72 × 103 1.81× 103 00 300 T 2.00 CDM
II-D 1701 2× 2563 9.72 × 103 1.81× 103 33 300 T 2.00 CDM
II-Dn 1701 2× 2563 9.72 × 103 1.81× 103 00 300 T 2.00 CDM
II-F 2551 2× 3843 9.72 × 103 1.81× 103 33 300 T 2.00 CDM
II-Fn 2551 2× 3843 9.72 × 103 1.81× 103 00 300 T 2.00 CDM
are multiplied by Ωm/Ωc (where Ωc = Ωm − Ωb is the density
parameter for the dark matter). This is appropriate since until kine-
matic decoupling, the baryons have been locked to the radiation
and hence are smoothly distributed on small scales.
We further excite the decaying as well as the growing modes
in the initial conditions, by multiplying the dark matter particle dis-
placements by a factor of 1 + ν0 and the velocities by a factor
of 1 − 3
2
ν0, where ν0 is the ratio of decaying to growing mode
amplitude at the initial time. Based on the matter transfer func-
tions from CLASS v2.4.3 (Lesgourgues et al. 2011) at the initial
scale factor ainit = 1/1060 and at 5ainit, we compute this ratio as
ν0 = 0.21 (at k = 1Mpc
−1; this varies slowly with k and is 0.22
at k = 100Mpc−1). This approach is only approximate because
we are not treating the full dynamical effects of the radiation cor-
rectly (notably the radiation contribution to the Hubble expansion
and the non-instantaneous decoupling of radiation from baryons).
An alternative set of simulations (denoted with the asterisk, *) does
not include the initial decaying mode, i.e. has ν0 = 0. This turns
out to make only a small difference in the results.
We also allow for a relative streaming velocity vbc between
the gas and dark matter. The streaming velocity is coherent on
scales of several cMpc, so we account for it by adding a veloc-
ity (Ωc/Ωm)vbc to the gas and −(Ωb/Ωm)vbc to the dark matter
on the x-axis. The RMS value of the streaming velocity is 33 km
s−1 at zdec; our default simulations impose this RMS value.
4.3 Heating and cooling
The public version of GADGET 2 does not include heating or
cooling terms, although these are straightforward to add.1 Differ-
ent heating and cooling physics applies to the neutral phase (pre-
reionization) and the ionized phase (post-reionization). We include
only the most important processes for gas of primordial composi-
tion.
In GADGET 2, the thermal state of the gas is described by
an entropy (and density); given the cosmological parameters, these
can be converted into the more familiar temperature T and nH (the
number density of hydrogen nuclei). The ratio of helium to hydro-
gen nuclei by number, fHe = 0.079, is a constant. All heating and
1 They are added to the entropy evolution in hydra.c.
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cooling rates here are written in terms of
A˙i
A
≡ 2E˙i
3nkBT
, (17)
where A is the particle “entropy” in the code (A = pρ−5/3, where
p is pressure and ρ is density), kB is Boltzmann’s constant, n is
the total number density of particles (including atoms in the neutral
case, or ions + electrons in the ionized case), and E˙i is the net vol-
umetric heating rate in erg cm−3 s−1 from process i. The quantity
A˙i/A has units of s
−1 and should be thought of as the fractional
rate of increase of thermal energy from the relevant process.
4.3.1 Neutral gas
For the neutral phase, the only heating and cooling source in our
Reference simulation is Compton scattering from the CMB:
A˙Compton
A
= ΓC,n
(
−1 + Tγ
T
)
, (18)
where Tγ = 2.725(1 + z) K is the CMB temperature, the second
term accounts for Compton heating from the CMB, and the Comp-
ton cooling rate (e.g. Weymann 1965) for neutral gas is
ΓC,n =
8σTaRT
4
γ
3mec
ne
n
=
3.494
tH
a
−5/2
−1
2xe
1.079 + xe
, (19)
where σT is the Thomson cross section, aR is the radiation density
constant, me is the electron mass, c is the speed of light, and tH
is the Hubble time. The second equality makes use of the Planck
cosmological parameters and assumes matter domination. Here xe
was obtained by fitting HYREC (Ali-Haı¨moud & Hirata 2011) out-
put with a 9th-order polynomial fit of ln xe vs. z.
The Reference simulation does not contain any provision for
cooling. In fact, even a small box that will contain 1 Jeans mass
of gas at z ∼ 3 is likely to contain at least one Tvir > 104
K halo at z ∼ 8, which in reality will undergo Lyman-α cool-
ing. By artificially turning this process off, the Reference simu-
lation ignores the possibility of star formation or feedback from
this halo. Smaller halos can cool via H2 lines, but this process
may be suppressed by the negative feedback from the non-ionizing
(hν < 13.6 eV) ultraviolet continuum from early stars, which can
dissociate H2 (Haiman et al. 1997). The Reference simulation as-
sumes that the H2-dissociating feedback is strong, as suggested by
theoretical models (e.g. Holzbauer & Furlanetto 2012).
Similarly, the Reference simulation does not include pre-
heating of the neutral gas by penetrating, high-energy radiation.
This possibility is explored in a variation on the reference scenario
(§4.5.1).
4.3.2 Reionization
The reionization process itself affects the temperature through
photo-ionization heating, Lyman-α cooling, and changes in the
number of degrees of freedom. Studies have suggested a post-
reionization temperature Tre of order 2× 104 K, depending on the
ionizing photon spectrum and the velocity of the ionization front
(Miralda-Escude´ & Rees 1994; McQuinn 2012). In this paper, we
implement two versions of the reionization temperature:
• A uniform post-reionization temperature (denoted “T” in Ta-
ble 1). This is the default, with value T4,re = 2.00.
• A density-dependent post-reionization temperature coming from
a simple ionization front model (denoted “F” in Table 1), as de-
scribed in Appendix A. In this model, the higher-density regions
reionize to a lower temperature than the lower-density regions be-
cause of the greater importance of Lyman-α cooling in the partially
ionized phase. The model has two parameters: (i) the ionization
front velocity at mean density v¯i (note vi ∝ ∆−1) and (ii) the
spectrum of ionizing photons driving the front, here taken to be a
blackbody of temperature Tbb truncated at 4 Ry (the He II ioniza-
tion edge).2
Since GADGET 2 is a hydrodynamics code, and we have not
implemented a radiative transfer module on top of it, the self-
shielding of dense gas must be added via some prescription. Our
“default” procedure is to turn off heating and cooling at densities
above some overdensity threshold∆th (default:∆th = 300). Note
that the turning off of heating and cooling in dense gas also pre-
vents the well-known catastrophic cooling of gas in halos that form
at late times and have sufficiently high virial temperature. If no
preventative measures are taken, GADGET 2 takes extremely short
time steps in order to track these regions, which have no effect on
the Lyman-α forest.
4.3.3 Ionized gas
For the ionized phase (post-reionization), the Compton process is
again relevant, but now ne/n = 0.5, and the Compton heating
from the CMB can be neglected as Tγ ≪ T :
A˙Compton
A
= −3.494
tH
a
−5/2
−1 . (20)
Additionally, one includes the recombination cooling and photo-
ionization heating from H I and He I. For H I,
A˙H
A
=
1
3
αAnH
(
−3
2
+ c1 +
〈ǫHI〉
kBT
)
, (21)
where c1 = −d lnαA/d lnT is the power-law index of the re-
combination coefficient, and 〈ǫHI〉 is the mean energy of the
photo-electron produced by ionizing an H I atom. The same re-
lation applies to He, but with the replacement of the recombina-
tion coefficients and with nH → nHe = 0.079nH . We use the
Pequignot et al. (1991) fits to the Case A recombination rates,
αA(H) =
5.596 × 10−13T−0.60384
1 + 0.3436T 0.44794
cm3 s−1 and
αA(He) =
8.295 × 10−13T−0.56064
1 + 0.9164T 0.26674
cm3 s−1. (22)
The energy input per photo-ionization is taken from the
Haardt & Madau (2012) model at z = 6: 〈ǫHI〉 = 4.2 eV and
〈ǫHeI〉 = 7.2 eV. These can vary with redshift as the spectral shape
of the UV background changes, but for simplicity we do not in-
clude such changes; Haardt & Madau (2012) find only a 6 per cent
change from z = 6 to z = 2.5.
For free-free cooling, we include the fitting formula from
Draine (2011, Eq. 10.10):
A˙f−f
A
= −4.97 × 10−14nHT−0.454 s−1. (23)
2 To save time, the model of Appendix A was run on a grid of velocities
from 6.5 6 log10 vi 6 9.5 (vi in cm s
−1), and a cubic polynomial was fit
to the resulting temperature. Velocities outside the range of validity of the
fit are replaced with log10 vi = 6.5 or 9.5, respectively.
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Finally, at high temperatures, He II line cooling becomes important.
Such temperatures are in fact reached in the photo-ionization driven
winds from minihaloes. We include the excitations of He II to n =
2 and n = 3, following the collision strengths of Hummer & Storey
(1987); the resulting function can be fit with an error of < 2 per
cent by the function
A˙line
A
= −2.336 × 10−8 nH
T
3/2
4
(1 + 0.0663T4)e
−47.34/T4 s−1
(24)
over the range T4 < 10. Note the exponential cutoff due to the
finite energy (kB × 4.734 × 105 K) of the first excited state (n =
2) of He II. This function should in principle be multiplied by the
fraction of He in the He II ionization state, here assumed to be 1
since we are not including He II reionization.3
In order to prevent stiff equation behaviour at high den-
sity, all of the density-squared processes (i.e. all except Compton
cooling) are suppressed by a factor of 2000/αA(H)nHtH when
αA(H)nHtH > 2000 – that is, when the recombination time be-
comes less than 1/2000 of the Hubble time. The density-squared
processes lead to net heating for cool gas, and net cooling for hot
gas; the transition temperature is Tcr = 3.9 × 104 K, and in the
absence of other processes sufficiently dense gas with this heating
and cooling model would be driven to a temperature T = Tcr.
A homogeneous IGM with the thermal evolution terms described
above would always have T < Tcr, but shocks can drive T > Tcr
and make He II line cooling relevant. Because of the disassembly of
structures, these shocks can even affect gas that ends up near mean
density at z ∼ 3.
A test case was run for a nearly homogeneous universe (σ8
set to 0.001) with 2 × 643 particles and reionization at zre = 8 to
verify that the thermal evolution in the modified GADGET-2 agrees
with the direct solution of the ODEs. The maximum error is 1.2 per
cent.
GADGET 2 does not include thermal conduction, and we do
not add it here. Using the Spitzer & Ha¨rm (1953) conductivity, the
comoving thermal diffusion length is
1
a
√
KtH
cp
= 0.11a
5/4
−1 T
5/4
4 ∆
−1/2 ckpc, (25)
where K is the thermal conductivity (units: erg cm−1 K−1), cp
is the heat capacity at constant pressure per unit volume (units:
ergK−1 cm−3), and tH is the Hubble time. This is small compared
to the particle size in our simulations.
After reionization, Compton drag once again acts on the
baryons and is expected to induce a relative velocity between
baryons and CDM of the same order of magnitude as the primordial
component; see Schmidt & Beutler (2017) for a detailed investiga-
tion. We have not included this effect in our simulations, since it
has different spatial dependence from the primordial streaming ve-
locities (i.e. it corresponds to a different biasing term than bv) and
is not expected to shift the BAO peak (Schmidt & Beutler 2017).
4.4 Lyman-α transmission
In the small Phase I boxes, it is not possible to extract a true Lyman-
α “forest:” the 425 ckpc size of the Reference box is comparable to
3 This assumption fails when gas falls into massive halos, shock-heats to
temperatures > 7 × 104 K, and the He II is collisionally ionized to He III;
the line cooling is then less than predicted by Eq. (24). The affected regions
are extremely overdense and would be saturated in the Lyman-α forest.
the Jeans scale, and to the size of the smallest features in the forest.
An alternative way to see this is that it corresponds to only 31 km
s−1 at z = 2.5, which is only 1.5 times the thermal width of the
Lyman-α line at 104 K. Nevertheless, it is of interest as an order-
of-magnitude guide to when the various treatments of small-scale
structures in this paper are relevant to Lyman-α transmission. The
Phase II simulations have larger boxes, up through 2.55 cMpc, or
184 km s−1 at z = 2.5.
Lyman-α transmission is computed by choosing one of the
three axes of the box to be the line of sight direction (all final
statistics are averaged over the three axes). Gas particles are then
assigned an H I abundance proportional to ∆2αA(T ), as appropri-
ate for a mostly ionized plasma in a uniform ionizing background.
A cutoff is applied at ∆th,Lyα = 100 (i.e. particles at overdensi-
ties ∆ > ∆th,Lyα are excluded from the optical depth cube, and
particles at overdensities ∆ > 0.8∆th,Lyα are downweighted by a
factor that linearly interpolates between 1 at 0.8∆th,Lyα and 0 at
∆th,Lyα), although we have checked that the main results in this
paper are not sensitive to the cutoff. The H I is then interpolated
onto an Ncell ×Ncell ×Ncell grid (default: Ncell = 32), based on
the redshift-space positions of the particles. In the two transverse
directions, interpolation is performed linearly. In the line-of-sight
direction, the particles are smoothed with a Gaussian at the ther-
mal width corresponding to the temperature T and the mass of the
hydrogen atom. Because of the small box size, the Gaussian is al-
lowed to “wrap” in the sense that we include the periodic-box im-
ages in building the Lyman-α forest cube. The intrinsic smoothing
length of the gas particles (i.e. the smoothing length defined by the
SPH routines in GADGET 2) is smaller than the grid size and is not
explicitly taken into account.
The aforementioned procedure generates an opacity cube – i.e.
a map of τ – but with arbitrary normalization. The normalization is
set by the requirement to reproduce the observed mean flux 〈F 〉 =
〈e−τ 〉 of the Lyman-α forest, fit by 〈F 〉 = exp(−0.0023a−3.65)
at 1.7 < z < 4 (Kim et al. 2007). We then report the required
normalization in the form of τ1, the optical depth of a mean-density
patch of gas at the mean expansion rate and T4 = 1.
Variations with respect to changes in Ncell (32 → 64) and
∆th,Lyα (100→ 300) are shown in Table 2.
4.5 Variations
We now turn to the variations in heating and cooling physics.
4.5.1 X-ray preheating
Since heating by Lyman-α photons is inefficient due to radia-
tive transfer effects (Chen & Miralda-Escude´ 2004), the most
likely source of pre-reionization heating was X-ray radiation
(Madau et al. 1997), which can penetrate deep into neutral mate-
rial and then undergo a photoelectric absorption and thermalize the
energy of the photo-electron. The amount of such X-ray heating is
highly uncertain, with models for the IGM temperature at z = 10
ranging from ∼ 30 K to many hundreds of K and with a number
of revisions as the theory has developed (e.g. Fialkov et al. 2014).
The X-ray heating rate T˙ (t) depends on the X-ray background but
not on the density4; our simulation with X-rays (“X” in Table 1)
4 We do not track X-ray ionization, nor positive feedback due to the in-
creased thermalization efficiency of subsequent X-rays in a partially ionized
medium.
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has a steeply rising heating rate T˙ (t) ∝ a5, and is normalized to
heat mean-density gas by ∆T = 300 K by z = 9. In this scenario
the gas temperature rises above the CMB temperature at z = 16,
consistent with the more extreme scenarios in Fialkov et al. (2014);
see the blue-dashed curves in their Figure 2. Physically, one expects
that this “pre-heating” of the IGM might puff up some structures
before an ionization front arrives, in which case the dynamical re-
laxation effects following reionization might be reduced.
4.5.2 Heating of dense gas
The default model for handling dense gas in these simulations is
to set the temperature at z = zre from the usual reionization pre-
scription, but to turn off (non-adiabatic) heating and cooling terms.
An alternative is the “slow heating” prescription, in which material
at ∆ > ∆th starts cold, at 10 times lower temperature than given
by the reionization temperature prescription. It is then subjected to
an artificial heating prescription, given by T˙4 = 0 if T4 > 1 and
T˙4 = (50Myr)
−1 if T4 < 1. This prescription heats gas to 10
4
K on a timescale of 50 Myr, i.e. roughly the mini-halo evapora-
tion time expected from analytic arguments or from the Iliev et al.
(2005) simulations.
Neither the default nor the slow-heating model is a realistic
representation of the microphysics of halo evaporation. Rather, the
two models – as well as changing the threshold ∆th – should be
thought of as alternative phenomenological prescriptions to con-
trol the rate of disassembly of the mini-halos. Fortunately, the total
amount of IGM gas in these very dense regions is small, and the
major results of this paper do not depend on the prescription cho-
sen.
5 SIMULATION RESULTS
We now turn to the results of the Phase I simulations. We begin with
a phenomenological description of the simulation results for the
“reference” scenario, before considering the effects of alternatives.
The Phase II simulations are considered at the very end (§5.3).
5.1 The reference simulations
In Figure 1, we show the density distribution of cold gas at reion-
ization in the “reference” 425 kpc box. The fraction of the gas mass
at > 10× mean density rises from 11 per cent at z = 12 up to 39
per cent at z = 6. The density distribution is often summarized in
terms of a “clumping factor”
C =
〈n2〉
〈n〉2 =
∫ ∞
0
∆2P (∆) d∆, (26)
which is the fractional variance of the density perturbations. It is
1 for a homogeneous universe. We consider here C100 where the
subscript 100 indicates that the variance computation is cut off at
100 times the mean density, thereby excluding the interiors of ha-
los. The Reference box has C100 = 6 at z = 10, rising to 10 at
z = 6. (For comparison, using a somewhat larger box and higher
resolution, Emberson et al. 2013 find C100 = 15 at z = 6.) A slice
through the gas distribution is shown in the top row of Figure 2. It
should be evident that the gas is distributed very inhomogeneously
on small scales.
Prior to reionization, most of the gas follows the adiabatic
cooling relation, T ∼ 0.02(1 + z)2∆2/3 K (Scott & Moss 2009),
but – especially at high densities – the gas is significantly heated
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Figure 1. The density distribution of the cold gas at reionization in a refer-
ence box (L = 425 kpc), for a range of possible reionization redshifts. The
gas particles at each redshift were rank-ordered by density; the fractional
rank is shown on the horizontal axis, and log10∆ is shown on the vertical
axis. At z = 8 – the currently favoured redshift of reionization – we find
that 28 per cent of the gas is at ∆ > 10 and 8 per cent at ∆ > 100, while
20 per cent is at∆ < 0.5.
by shocks. We find that at z = 8, the temperature at mean density
has fallen to 2 K, and some gas has fallen to 0.5 K. However 10
per cent of the gas is at temperatures exceeding 540 K, 1 per cent
is at T > 8900 K, and 0.1 per cent at T > 2.1 × 104 K. This
is expected, given that in the reference box the median mass of the
largest halo (predicted by the Sheth & Tormen 1999 mass function)
is 7× 107M⊙, containing 2 per cent of the mass and with a virial
temperature of 1.5× 104 K.
After reionization, the small-scale structure in the Reference
simulation rapidly disassembles. The energetics of the disassembly
are shown in Figure 3. The outflows from dense structures are seen
in the gas kinetic energy, which typically rises on a timescale of
∼ 20 Myr following reionization. On a corresponding timescale,
the thermal energy rapidly drops, as the thermal energy in dense
structures is tapped to power the outflows. The kinetic energy of
outflows is a significant fraction of the total energy budget of the
diffuse baryons; for zre = 7, it is ∼ 20 per cent. A significant
decline in the kinetic energy is seen at & 100 Myr, as the out-
flows collide with surrounding gas and convert their kinetic energy
back into thermal energy. Thereafter, the kinetic energy declines
toward zero,5 and the thermal energy curves converge for differ-
ent reionization redshifts, consistent with a sub-Jeans-mass patch
of gas approaching pressure equilibrium and moving onto the at-
tractor temperature-density relation.
We parameterize the extent of the small-scale structure disas-
sembly by three parameters. First is the kinetic energy injection per
baryon, ǫk, defined by the maximum kinetic energy per baryon (the
peak of the curves in Figure 3) minus the kinetic energy per baryon
at the instant of reionization. The second is the rise time, trise, from
the instant of reionization to the peak kinetic energy per baryon. Fi-
nally, there is the fall time, tfall, which is the time for the kinetic
energy per baryon to fall from its peak value to half of its peak
value. We find, in the Reference simulation, at zre = 12, 10, 8, 6
that the kinetic energy injection is ǫk = 0.40, 0.61, 0.83, 1.07 eV
5 Some of the decline is due to Hubble friction, but even the kinetic energy
divided by (1 + z)2 is declining, indicating that kinetic energy is indeed
being converted back to thermal energy.
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Figure 2. A 5.9 ckpc thick slice of the gas particles in the Reference simulation, in the box that reionizes at zre = 8. The simulation z-coordinate range
(vertical dimension, not redshift) is 0—6 ckpc. Top row: The neutral gas distribution at z = 12 (top left) and z = 8 (top right). Middle row: The same slice
at z = 6.5. The gas density is shown in the left panel, and the velocity distribution in the right panel. Particles are randomly down-sampled by a factor of 20,
with the vectors shown with the scale that 1 km s−1 equates to 1 ckpc. Bottom row: Same at z = 3.5.
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Figure 3. The energy per baryon in the Reference simulation. The black
curve at bottom shows the kinetic energy in the simulation run using the
neutral gas. The coloured lines show the kinetic (bottom) and thermal (top)
energies after reionization.
baryon−1; the rise time is trise = 22, 26, 35, 63Myr; and the fall
time is tfall = 124, 146, 201, 343 Myr. The rise and fall times
can be compared to the order-of-magnitude estimates ts and texp
of §3, which are seen to be good at the factor of 2–3 level.
The temperature-density relation during the immediate post-
reionization era is shown in Figure 4. In the first panel (z = 7.9),
10 Myr after reionization, one can still see the initial temperature
of the reionized gas (log10 Tre = 4.29). Material in the dens-
est regions is starting to expand and adiabatically cool, hence the
dip in the temperature-density relation at log10∆ ∼ 1. At still
higher densities, the gas is hotter again: the number of recombi-
nations per hydrogen atom in 10 Myr is ∆/130, so the gas near
the right edge of the plot is undergoing significant photo-heating.
In the second panel (z = 7.7), 33 Myr after reionization, we see
the development of a bimodal temperature-density relation. First,
there is a low-entropy sequence, consisting of former mini-halo
and mini-filament gas that is undergoing a combination of adia-
batic expansion and photo-ionization heating, leading to a conven-
tional power-law temperature-density relation. There is also a high-
entropy cloud of mini-void gas; some remains at low density, but
by z = 7.7, some of this gas has been compressed and heated to
temperatures exceeding 3×104 K. In some small regions, this com-
pression is particularly violent: 1.5 per cent of the gas particles are
heated to 4× 104 K, and the hottest particle in the simulation is at
9.3×104 K. Inspection of the locations of these extremely hot parti-
cles shows them to be the result of a shock breakout from the mini-
halos into the surrounding mean-density gas; however these parti-
cles rapidly cool and it is unlikely that the extreme temperatures
are relevant for the later evolution of the system. In the third panel
(z = 7.4), 69 Myr after reionization, the bimodal temperature-
density relation is fully formed, and it is clearly seen that the low-
entropy sequence is being photo-heated to a higher adiabat. The
subsequent evolution (bottom panel of Fig. 4) shows that the high-
entropy cloud begins to descend toward the low-entropy sequence.
It also shows that the density distribution of the gas is narrowing as
gas pressure smears out the small-scale density perturbations.
Figure 5 shows the temperature-density relations in the IGM
long after reionization. Generally, one expects the temperature-
density relation to evolve toward a narrow power-law, T =
T0∆
γ−1. A tight power law does indeed form for early reioniza-
tion (zre & 10), however for late reionization (zre . 8) we find
a significant amount of gas above the median T − ∆ relation –
what we might call a “high-entropy, mean-density” (HEMD) phase,
the descendent of the high-entropy cloud in Figure 4. In hierarchi-
cal structure formation models, high-entropy gas is found due to
shock heating during infall into filaments or halos, or (if imple-
mented) feedback from star formation or AGNs. Here the HEMD
gas was in mini-voids at the time of reionization, and was subse-
quently compressed (in the sense of comoving coordinates6) to near
mean density. This is seen most clearly in Figure 6, which shows
the entropy log10(T/∆
2/3) at z = 3.5 and z = 5 as a function of
the overdensity at reionization. As one can see from Figure 2, the
compression of gas in mini-voids occurs via propagation of shocks
from higher-density regions. But the shocks – while they provide a
major mechanism to compress the gas – are not the principal source
of entropy in the HEMD gas. To see this, we overplot the entropy
evolution model of McQuinn & Upton Sanderbeck (2016, Eq. 21),
which contains Compton and adiabatic cooling and photoionization
heating, but no shocks.7 This model is based on the evolution of
the entropy parameter η = T/n2/3 ∝ Ta2/∆2/3, and shows that
η5/3 is (i) unaffected by adiabatic expansion, (ii) undergoes a mul-
tiplicative suppression due to Compton cooling, and (iii) undergoes
an additive term due to photoionization heating. Remarkably, this
simple model explains the existence of the HEMD gas and explains
the entropy enhancement at the ∼ 10 per cent level. The upturn at
low ∆(z = 8) in this model is due to the initial entropy of the
gas following reionization. The explanation for HEMD gas, then,
is that gas in mini-voids is reionized to high entropy. As the IGM
subsequently evolves, photoionization heating adds more entropy,
and in a mean-density universe this post-reionization entropy in-
jection is dominant. However the initial entropy of mini-voids is so
large that it remains significant even if those gas parcels are traced
down to z = 3.5.
The Reference simulation has τ1 = 0.74, 0.45, 0.27, 0.15
at z = 4.0, 3.5, 3.0, 2.5; that is, to reproduce the observed trans-
mission in the Lyman-α forest, mean-density gas at T4 = 1 must
have a low optical depth, especially at the lower redshifts. The vari-
ations in ln τ1 as a function of simulation physics will be explored
in more detail next.
5.2 Variations on the Reference simulation
We next explore how the aforementioned picture changes as we
consider variations on the Reference simulation. All of the varia-
tions described herein were run with the same box size and random
number generator seed, so that differences from the Reference sim-
ulation are entirely the result of the changes described and not due
to cosmic variance. For the IGM transparency results in Table 2,
we ran 4 boxes with different random number generator seeds to
provide a rough uncertainty estimate.
6 The vast majority of the particles in this simulation are at lower physical
density at z = 3.5 than at z = 8.
7 In implementing this model, we make a further simplification: in calcu-
lating the integral in Eq. (21) of McQuinn & Upton Sanderbeck (2016), we
assume that ∆(a′) = 1 for a′ > are, i.e. that the gas rapidly relaxes to
mean density following reionization.
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Figure 4. The early evolution of the temperature-density relation in the zre = 8 simulation.The particles have been smoothed with a Gaussian kernel density
estimator (KDE) with a full-width at half maximum of 0.05 dex on each axis. The colour scale indicates the mass-weighted distribution of the gas, in units of
log10 probability per decade in temperature per decade in density. That is, a color of −2 (green) indicates that dP/d log10 T d log10∆ = 0.01. Contours
are shown for every decade in probability density.
5.2.1 Streaming velocities
The first variation we consider is to turn off the streaming veloc-
ities. Physically, one would expect that this allows more small-
structure to form, and hence produce a more violent mini-halo
evaporation process. This is indeed true. Without the streaming ve-
locity (vbc = 0), we find that at zre = 12, 10, 8, 6, the kinetic
energy injection is ǫk = 0.57, 0.79, 0.99, 1.19 eV baryon
−1;
the rise time is trise = 16, 21, 31, 54 Myr; and the fall time is
tfall = 102, 128, 183, 332Myr. The energy injection ǫk is 10 per
cent (zre = 6) to 40 per cent (zre = 12) greater in the case with no
streaming velocities, the rise times are 13–28 per cent faster, and
the fall times are 3–12 per cent faster. All of this is expected since
the no streaming velocity case does not just lead to more small-
scale structure, but to smaller structures with faster sound-crossing
times.
For definiteness, let us consider the simulation box that reion-
izes at zre = 8 and examine the outputs at z = 3.5. If we consider
all particles with ∆ < 3 at z = 3.5 in the Reference simulation,
the 10th, 20th, 50th, 80th, and 90th percentile value of T∆−2/3 are
5937, 6122, 6808, 7963, and 8686 K. In the simulation box with no
streaming velocities, these rise to 5943, 6124, 6812, 8078, and 8887
K. Note that the median and lower percentiles changed by at most
0.1 per cent, indicating the robustness of the main temperature-
density relation to streaming velocity effects. However, the high-
entropy cloud is shifted: the 80th percentile T/∆−2/3 changed by
1.4 per cent, and the 90th percentile changed by 2.3 per cent. The
“spread” of 80th versus 50th percentiles changes from 0.068 dex
(Reference) to 0.074 dex (no streaming velocities). These changes
are subtle, and while they may be of interest for precision cosmol-
ogy (see §6 below), they are far less dramatic in terms of IGM
physics than the effect of the reionization redshift itself. Note also
that the relevant effect of streaming velocities on the temperature-
density relation comes from the mini-voids, since it is this material
that becomes the HEMD gas at low redshift.
In Table 2, we show the effect of the streaming velocities on
the transmission of the IGM at 2.5 6 z 6 4.0. The effect of stream-
ing velocities on the Lyman-α absorption – parameterized by ∆τ1
– is of the order of 0.5 per cent.
We can try to understand the impact of streaming velocities
shown in Table 2 using the analytic model for entropy evolution
in Fig. 6. This model was based on McQuinn & Upton Sanderbeck
(2016, Eq. 21), with the approximation [∆(a′)]−1/9 → 1 in their
integral for are < a
′ < a, and it quantitatively explains the high
entropy of gas that was in voids at the time of reionization. If we
consider the case of zre = 8, Tre = 2× 104 K, and observations at
z = 3, this model predicts a final entropy
η
5/3
f = 6.08× 1010[∆(zre)]−10/9 + 5.86× 1011 K5/3 cm−10/3,
(27)
where η = T/n
2/3
H . If this manifested itself as simply a shifting of
the final gas temperature, then we would have Tf ∝ ηf , and then
the optical depth would be re-scaled by τ ∝ T−0.7f ∝ (η5/3f )−0.42,
where the exponent −0.7 comes from the H I recombination coeffi-
cient. Taking the first term in Eq. (27) to be smaller than the second,
we would infer that
∆ ln τ1 ≈ −0.42Change [η
5/3
f ]
η
5/3
f
≈ 0.42 × 6.08 × 10
10
5.86 × 1011Change 〈[∆(zre)]
−10/9〉, (28)
where the − sign in the first line arises since τ1 is defined as the
change in optical depth scale required to compensate for changes
in the simulation physics and leave F¯ unchanged. (Here we write
“change” to avoid confusion with the baryon overdensity ∆ on the
right-hand side.)
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Figure 5. The post-reionization temperature-density relations in the Reference simulation, at several output redshifts zobs (columns) and several reionization
redshifts zre (rows). The colour scale and contours are the same as in Figure 4.
c© 2017 RAS, MNRAS 000, 1–??
Small-scale structure 13
 3.6
 3.7
 3.8
 3.9
 4
 4.1
 4.2
 4.3
 4.4
 4.5
 4.6
-1  0  1  2  3
lo
g 1
0(T
∆-
0.
66
7 ) 
at 
z=
3.5
log10∆ at z=8
Correlation of temperature-density relation at z=3.5
with density at reionization
<0.8
0.8-1.4
1.4-2.0
>2.0
 3.6
 3.7
 3.8
 3.9
 4
 4.1
 4.2
 4.3
 4.4
 4.5
 4.6
-1  0  1  2  3
lo
g 1
0(T
∆-
0.
66
7 ) 
at 
z=
5
log10∆ at z=8
Correlation of temperature-density relation at z=5
with density at reionization
<0.8
0.8-1.4
1.4-2.0
>2.0
Figure 6. Upper panel: The temperature-density relation at z = 3.5 in the
variant of the Reference simulation that reionized at zre = 8. The ver-
tical axis is the entropy, log10(T/∆
2/3) (temperature in Kelvin), which
should be a constant for all gas particles if a temperature-density rela-
tion with the slope γ ≈ 5/3 has been reached. The horizontal axis is
log10∆ at z = zre = 8. A random subsample of 1/1000 of the gas par-
ticles has been plotted. The color scale indicates the baryon density ∆ at
z = 3.5, with red points marking the least-dense gas and light blue mark-
ing the densest gas. The dashed black line is our implementation of the
McQuinn & Upton Sanderbeck (2016) model. Note the remarkable success
of the McQuinn & Upton Sanderbeck (2016) model in describing the sim-
ulation results, with the exception of a few points. The higher-density (at
z = 3.5) points lie slightly below the locus at mean density, indicating that
the slope of the T −∆ relation at z = 3.5 is slightly less than the adiabatic
slope of 2/3. Lower panel: Same at z = 5.
The Phase I simulations with vbc on (“Reference”) and off
(“nov”) have 〈[∆(zre)]−10/9〉 = 1.067 and 1.079, respectively
(particle-weighted) or 2.41 and 2.76 (volume-weighted at z =
zre = 8). These differences and Eq. (28) imply ∆ ln τ1 = 0.0005
(particle-weighted) or 0.015 (volume-weighted), as compared with
the value of 0.0047 ± 0.0004 based on extracted Lyman-α cubes
(see Table 2). The effect predicted by Eq. (28) has the correct
sign, however the order of magnitude depends on how the aver-
aging is done (weighted by particles, i.e. baryonic mass, or by
volume). In principle the particle weighting makes more sense,
because mass elements or particles are conserved as small-scale
structure is smeared out whereas volume elements are not. How-
ever, it is also true that by particle weighting 〈[∆(zre)]−1〉 = 1
(by conservation of total comoving volume); the particle-weighted
〈[∆(zre)]−10/9〉 thus involves a near-cancellation of voids (which
lead to higher entropy gas) and clumps (which lead to lower entropy
gas), and can differ from 1 only because the exponent −10/9 dif-
fers slightly from −1. The fact that the ∆ln τ1 based on extracted
Lyman-α cubes (0.0047) is smaller than the volume-weighted pre-
diction (0.015) suggests that some of this cancellation is indeed
realized in the full simulation, however the fact that it is larger than
the particle-weighted prediction (0.0005) suggests that the cancel-
lation is not as good as the simple analytic approximation (Eq. 28)
would imply. We conclude that while analytic estimates can inform
the likely range of orders of magnitude of∆ ln τ1, quantitative pre-
dictions for Lyman-α forest statistics require fully evolved simula-
tions.
5.2.2 X-ray pre-heating
A second variation is the inclusion of X-ray pre-heating. As de-
scribed in §4.5.1, we implement X-ray heating as a gradually in-
creasing energy input over the whole box, with uniform energy de-
position per baryon. The model considered here is sufficient to heat
the gas to the CMB temperature – i.e. to flip the H I 21 cm line
from absorption to emission – at z = 16. The median gas temper-
ature in the neutral phase then rises to 128 K at z = 12, 455 K
at z = 8, and 1098 K at z = 6. The X-ray energy input is sig-
nificantly greater than predicted by recent models of X-ray binary
heating (Fialkov et al. 2014), which do not heat to the CMB tem-
perature until z = 12. However the model uncertainties are large
and so we chose to run both a case with no X-ray heating (the de-
fault) and one with more heating than recent estimates.
In the model with X-ray heating (the “pre” simulation),
at zre = 12, 10, 8, 6, the kinetic energy injection is
ǫk = 0.32, 0.44, 0.53, 0.62 eV baryon
−1; the rise time is
trise = 30, 38, 59, 117 Myr; and the fall time is tfall =
137, 172, 264, 465 Myr. Generally, the X-ray heating has a sim-
ilar effect as the streaming velocities: by suppressing small-scale
structure, it reduces the amount of kinetic energy injection from
disruption of mini-halos, and since the structures that survive are
larger the timescales are longer. The effect of mini-halo evapora-
tion is still there in the models with X-ray heating, but it is evident
that it can be significantly suppressed: the energy injection is re-
duced by up to 42 per cent, the rise times are up to a factor of 2.2
longer, and the fall times are up to a factor of 1.4 longer, with the
most dramatic effects happening at zre = 6.
We may also consider the effect of X-ray pre-heating on the
high-entropy, mean-density gas at lower redshifts. As before, we
examine the∆ < 3 gas in the simulation that reionized at zre = 8.
The 10th, 20th, 50th, 80th, and 90th percentile value of T∆−2/3
are 5893, 6075, 6717, 7771, and 8422 K. That is, the ratio of the
80th percentile to median entropy is 1.16 (versus 1.17 in the Refer-
ence simulation), and the ratio of 90th percentile to mean entropy
is 1.25 (versus 1.28 in the Reference simulation). The differences
are larger at higher z (e.g. at z = 5.5, the 80th:50th percentile
ratio is 1.35 in the “pre” simulation and 1.44 in the “Reference”
simulation) and smaller at lower z. Thus the existence and qual-
itative properties of the HEMD gas appear to be robust to X-ray
pre-heating.
The modest impact of the X-ray heating may at first seem sur-
prising, given that it dramatically increases the temperature and
hence the Jeans mass of the gas. However, one must be mindful
both of what happens to gas in mini-haloes and in voids. Mini-halo
gas has already been shock-heated to well above the ambient IGM
temperature, and so the X-ray heating (which is roughly uniform in
injected energy per baryon and hence in temperature increase) has
less of an impact here than in mean-density regions. For example,
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Table 2. Transparency variations of the IGM in the Phase I simulations, parameterized by τ1 (the optical depth of a patch of gas at T4 = ∆ = 1 and
no peculiar velocities needed to produce the correct mean transmitted flux). Reionization redshifts are indicated in brackets. The changes are defined by
∆ ln τ1 = ln[τ1(B)/τ1(A)]. That is, ∆ln τ1 is positive if Simulation B is more transparent than Simulation A (i.e. the stated change in physics increases
Lyman-α forest transmission), and ∆ln τ1 is negative if Simulation A is more transparent than Simulation B. Errors are the 1σ error on the mean from 4
simulations with different random number seeds, but note that 4 simulations are not sufficient to derive a robust error estimate. Variations of the Reference
simulation with different Lyman-α cube construction parameters (Ncell and ∆th,Lyα) are also shown.
Physics Simulation A Simulation B 105 ×∆ln τ1 at:
z = 4.0 z = 3.5 z = 3.0 z = 2.5
Turn on X-ray pre-heating Reference [8] pre [8] −886± 166 −1148 ± 061 −997 ± 010 −779 ± 033
Density-dependent Tre Ref [8] I5 [8] 349± 167 28± 044 −56± 005 −68 ± 011
Turn off streaming velocities Reference [8] nov [8] 536± 111 557± 074 466 ± 038 364 ± 015
Turn off streaming velocities (X-ray on) pre [8] pre-nov [8] 285± 056 331± 040 294 ± 019 239 ± 005
Turn off streaming velocities (low ∆th) D100 [8] D100-nov [8] 512± 058 523± 037 439 ± 014 351 ± 014
Turn off streaming velocities (slow heating) Soft [8] Soft-nov [8] 523± 093 538± 066 453 ± 033 355 ± 009
Turn off streaming velocities (alt. Tre) I5 [8] I5-nov [8] 439± 079 491± 053 432 ± 023 347 ± 010
Turn off streaming velocities (low res.) LoRes1 [8] LoRes1-nov [8] 561± 090 548± 065 444 ± 034 341 ± 014
Turn off streaming velocities (low res.) LoRes2 [8] LoRes2-nov [8] 584± 055 532± 064 423 ± 048 330 ± 021
Turn off streaming velocities (Ncell = 64) Reference [8] nov [8] 578± 116 576± 077 474 ± 039 366 ± 015
Turn off streaming velocities (∆th,Lyα = 50) Reference [8] nov [8] 536± 111 557± 074 466 ± 038 364 ± 015
Turn off streaming velocities (ν0 = 0) Reference* [8] nov* [8] 600± 110 587± 072 479 ± 031 375 ± 010
Earlier reionization Reference [8] Reference [9] −5058± 118 −3497 ± 068 −2417 ± 050 −1578 ± 064
Earlier reionization (X-ray on) pre [8] pre [9] −4540± 182 −2846 ± 049 −1861 ± 041 −1152 ± 064
Earlier reionization (low∆th) D100 [8] D100 [9] −5179± 303 −3507 ± 110 −2439 ± 112 −1609 ± 149
Earlier reionization (slow heating) Soft [8] Soft [9] −5023± 121 −3437 ± 061 −2364 ± 049 −1542 ± 060
Earlier reionization (low resolution) LoRes1 [8] LoRes1 [9] −4949± 093 −3434 ± 074 −2378 ± 053 −1554 ± 060
Earlier reionization (low resolution) LoRes2 [8] LoRes2 [9] −4730± 074 −3297 ± 025 −2295 ± 047 −1509 ± 070
Earlier reionization (alt. Tre) I5 [8] I5 [9] −5259± 244 −3539 ± 068 −2431 ± 057 −1588 ± 085
Earlier reionization (Ncell = 64) Reference [8] Reference [9] −5262± 119 −3586 ± 069 −2453 ± 050 −1591 ± 064
Earlier reionization (∆th,Lyα = 50) Reference [8] Reference [9] −5058± 118 −3497 ± 068 −2417 ± 050 −1578 ± 064
Earlier reionization (ν0 = 0) Reference* [8] Reference* [9] −5324± 115 −3609 ± 071 −2462 ± 052 −1591 ± 059
Later reionization Reference [8] Reference [7] 8201± 373 5708 ± 120 4247 ± 106 3224 ± 051
Later reionization (X-ray on) pre [8] pre [7] 7915± 532 4902 ± 082 3324 ± 054 2408 ± 066
Later reionization (low∆th) D100 [8] D100 [7] 8277± 534 5638 ± 070 4108 ± 087 3103 ± 061
Later reionization (slow heating) Soft [8] Soft [7] 8063± 389 5543 ± 142 4151 ± 092 3147 ± 056
Later reionization (low resolution) LoRes1 [8] LoRes1 [7] 8224± 381 5710 ± 121 4237 ± 099 3209 ± 050
Later reionization (low resolution) LoRes2 [8] LoRes2 [7] 8137± 338 5603 ± 122 4157 ± 093 3147 ± 049
Later reionization (alt. Tre) I5 [8] I5 [7] 8191± 525 5555 ± 093 4080 ± 091 3093 ± 056
Later reionization (Ncell = 64) Reference [8] Reference [7] 8596± 384 5882 ± 120 4318 ± 105 3250 ± 051
Later reionization (∆th,Lyα = 50) Reference [8] Reference [7] 8202± 375 5708 ± 119 4247 ± 106 3224 ± 051
Later reionization (ν0 = 0) Reference* [8] Reference* [7] 8727± 391 5941 ± 118 4347 ± 100 3267 ± 051
Reduce self-shielding threshold ∆th Reference [8] D100 [8] 204± 325 26± 196 15± 158 29 ± 135
Slow heating of dense gas Reference [8] Soft [8] 32± 049 −59± 015 −82± 015 −67 ± 014
Lower resolution Reference [8] LoRes1 [8] −199± 042 −42± 008 40± 008 66 ± 013
Lower resolution Reference [8] LoRes2 [8] −715± 076 −208± 036 46± 065 153 ± 064
at z = 8, the median gas temperature in our model is 455 K; this is
equal to the virial temperature for a 3.6× 105M⊙ halo.
In the case of gas in early voids, the X-ray heating leads to
a dramatic increase in gas temperature, relative to the unheated
mean-density temperature of 2 K (at zre = 8). However, the spatial
distribution of gas does not change instantaneously in response to
heating – it is more closely related to the filtering scale, which de-
pends on the full thermal history of the gas (Gnedin & Hui 1998).
In a matter-dominated universe, the filtering scale can be written as
[kF(a)]
−2 =
9t2
2a2
∫ 1
0
ψ(1−
√
ψ)
γkBT (ψa)
µ
dψ, (29)
where µ is the mean molecular weight, γ is the pressure-density
relation slope, and T (ψa) is the temperature of the gas at a′ = ψa;
the integral runs from the Big Bang (ψ = 0) to the epoch a at which
the filtering scale is measured (ψ = 1). For the isothermal case
(γ = 1) and the HYREC temperature history (with no X-ray heat-
ing), the filtering scale at z = 8 is k−1F = 1.8 ckpc. If we include
X-ray heating as defined in the model of this paper, so that T is
increased by 300a3.5−1 K, then k
−1
F = 3.1 ckpc. The change is mod-
est because (i) most of the temperature increase occurs just before
reionization (i.e. over a small range in ψ near 1); (ii) the integrand
in Eq. (29) down-weights ψ ≈ 1 (see the factor of 1 − √ψ); and
(iii) even in the no-heating case, the gas was hotter at early times
and this leads to a substantial contribution to the filtering length
integral. The result is that even though X-ray heating increases the
final gas temperature by a factor of 200, it only increases the filter-
ing length by a factor of 1.8.
One might wonder how the X-ray heating interacts with the
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streaming velocities, in particular whether X-ray heating renders
the streaming velocities not relevant by wiping out any structures
small enough to be sensitive to streaming velocities. To study this,
we ran a simulation with the X-ray heating on and the streaming
velocities off (“pre-nov”) and compared it to the simulation with
X-rays on and streaming velocities on (“pre”). As seen in Table 2,
the effect of streaming velocities on the Lyman-α forest absorption
is indeed reduced by the X-ray heating. However this suppression
is modest, e.g. at z = 2.5 their 0.36 per cent effect (streaming
velocities on vs. off with no X-rays) is reduced to a 0.24 per cent
effect (streaming velocities on vs. off with X-rays).
5.2.3 Varying the treatment of high-density gas
Because the simulations in this paper are only hydrodynamic, i.e.
with no radiative transfer, the treatment of dense gas is a potential
source of uncertainty. Missing from our treatment is the delayed
ionization of the densest gas, the hardening of the radiation field
as it approaches a self-shielded region, and the proper dynamics of
gas acceleration and gas heating at the D-type ionization fronts that
ultimately destroy the self-shielded clumps. At the level of this pa-
per, we only attempt to consider a range of prescriptions to assess
whether the treatment of high-density gas is important. In particu-
lar, we want to know whether the sensitivity to streaming velocities
or the reionization redshift changes with the treatment of the high-
density gas. As one can see from Table 2, the effects of the high-
density cutoff (changing∆th) or the slow-heating (“Soft” runs) are
small. The sensitivity to vbc and to zre changes by at most 6 per
cent for the cases in the table.
5.2.4 Varying the reionization temperature model
The reference model assumes reionization to a temperature of
2 × 104 K. This parameter normally has a very small impact on
the low redshift IGM temperature due to convergent thermal evo-
lution (e.g. McQuinn & Upton Sanderbeck 2016), but since in this
investigation we are interested in the memory of reionization it is
important to check other models for the reionization temperature.
The alternative model considered here is a physical model of ion-
ization fronts described in Appendix A. This model has two in-
gredients: the speed of the ionization front vi, and the spectrum of
incident radiation at the ionization front, parameterized as a black-
body of temperature Tbb. If the flux and spectrum of the ionizing
radiation were uniform over the whole box, then we would have
vi = v¯i/(1 + δb), where v¯i is the ionization front velocity at mean
density. This model is still imperfect, as it does not account for the
tilting of ionization fronts (cos θ effect) and hardening of the ra-
diation spectrum as one approaches an over-dense clump, nor can
it account for variations in ionizing radiation flux or spectrum on
scales larger than the box size. It does predict that the dense re-
gions reionize to lower temperatures, because they experience more
Lyman-α cooling during the passage of the ionization front.
The parameters chosen for the alternative (“I5”) model are an
incident blackbody temperature of Tbb = 5 × 104 K and an ion-
ization front speed at mean density of v¯i = 5 × 108 cm s−1. At
z = 8, this corresponds to 5 cMpc per ∆z = 1, or to an ionizing
flux of F = 5 × 104 photons cm−2 s−1. This is plausible given
the size and lifetimes of reionization bubbles that are seen in simu-
lations, although F undoubtedly has large variations. For compar-
ison, the Haardt & Madau (2012) background model gives a flux
of F =
∫
[4πIν/(hν)] dν/QHII = 4 × 104 photons cm−2 s−1 at
z = 8.
5.2.5 The initial decaying mode
Our default simulation contained an initial decaying mode (ν0 =
0.21), which is an approximate treatment of the more complicated
conditions at decoupling in the real Universe. As a test for how
much this matters, we turned this initial decaying mode off (ν0 =
0). As seen in Table 2, the effects of streaming velocities and the
reionization redshift change by at most 12 per cent.
5.2.6 Resolution
Finally, we investigate the convergence with respect to resolution
by running cases with particles at (4/3)3 and 23 times worse mass
than the Reference simulation. As seen in Table 2, the sensitivity to
streaming velocities (i.e. ∆ ln τ1 between the streaming velocities
on and off cases) changes by at most 10 per cent at the Reference
resolution versus the 23× worse resolution. Therefore the Phase II
simulations were run at the worse resolution, in order to explore the
largest possible volume.
5.3 Phase II simulations (box size convergence)
The Phase II simulations were run with the same resolution as
LoRes2, i.e. with dark matter particles of 9720 M⊙ and baryonic
particles of mass 1810 M⊙. Eight simulation boxes were run of
each size (see Table 1). The smallest simulation boxes (II-A and
II-An) are equivalent to the Phase I LoRes2 and LoRes2-nov runs,
but a suite of eight boxes with new random number generator seeds
was used anyway for consistency with the rest of Phase II.
For Phase II, all boxes of the same size use the same initial
conditions, but a new set of seeds is chosen for each box size. The
boxes II-A, II-B, II-C, II-D, and II-F represent a progressive in-
crease in the box size, from II-A (the same size as Phase I) through
II-F (63 = 216 times more volume).8 The box size can also be
described in terms of the missing variance σ2(M), where M is
the total mass of the box; this describes the amount of power that
is present in the real Universe on scales larger than the box size,
but which is removed because we force the box to mean density.
In problems where one is concerned with the effects of large-scale
modes, the missing variance is often the more relevant parameter
than the box size. Note that the missing variance converges slowly
with box size, due to the roll-over in the matter power spectrum at
the relevant scales. At z = 2.5, we have σ2(M) = 2.67, 1.74,
1.32, 1.07, and 0.77 for boxes II-A, II-B, II-C, II-D, and II-F re-
spectively.
Results for the streaming velocity and reionization redshift de-
pendences are shown in Table 3. The transparency change due to
streaming velocities converges rapidly: at the 2σ level, there is no
difference between the II-B and II-F results, despite a factor of 27
increase in simulation volume. For the dependence on the redshift
of reionization, there are still substantial changes over the range of
box sizes considered; at z ∼ 2.5, the change in going from the II-B
to II-F box size is 18% (for the zre = 8 → 7 case) and 38% (for
the zre = 8 → 9 case). Further increases in the box size would be
necessary to achieve full convergence on the reionization redshift
dependence, ∂(ln τ1)/∂zre. This dependence is not needed for the
main result of this paper, and hence the larger box size simulations
are left to future work.
8 The progression suggests a “II-E” box size, of length 2126 ckpc, but
this was not included as it would have required re-sampling of the initial
conditions.
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6 BAO PEAK SHIFT
Our final step is to convert our results for the effect of streaming
velocities on the Lyman-α forest transmission, i.e.∆τ1, into a pre-
diction for changes in the BAO scale. This requires us to return
to large-scale structure biasing theory, and estimate the relevant
bias coefficients from large-scale structure simulations, observa-
tions, and the small-box simulations in this paper that investigate
streaming velocities.
6.1 The streaming velocity bias coefficient
On linear scales, in the absence of complicating effects from reion-
ization, small-scale structure, or ionizing background fluctuations,
the 3D power spectrum of the Lyman-α forest is expected to follow
the form:
PF (k, µ) = b
2
F (1 + βFµ
2)2Pm(k), (30)
where µ is the cosine of the angle between the Fourier wave vector
and the line of sight, Pm(k) is the matter power spectrum, and bF
and βF are the linear bias coefficients. Deviations from this formula
occur at small scales; for example they are expected to reach a fac-
tor of ∼ 1.5 at k = 1.3 cMpc−1 and z = 2.6 (Arinyo-i-Prats et al.
2015, Fig. 21). These scales are important for broadband Lyman-α
absorption studies, but are generally at smaller scales than those of
interest for BAO.
One commonly defines bFΓ = ∂ ln F¯ /∂ ln τ1 as the variation
of the (log) transmitted flux with respect to a uniform rescaling of
the optical depth (Arinyo-i-Prats et al. 2015, Eq. 2.7). This quantity
is not directly associated with the mapping between the matter and
flux power spectra. It is, however, the bias parameter that describes
how large-scale ionizing background fluctuations affect the Lyman-
α forest, since in photoionization equilibrium the optical depth is
inversely proportional to the ionizing background. It is also of the-
oretical interest in analytic theories of Lyman-α forest biasing (e.g.
Seljak 2012). Here, it is needed since we scaled the simulation re-
sults to reproduce the correct mean transmitted flux and reported
changes in ln τ1.
The simulations by Arinyo-i-Prats et al. (2015)9 find bF =
−0.201 and βF = 1.205 (z = 3.0), and bF = −0.125 and
βF = 1.364 (z = 2.5, interpolated). Numerical values are not
reported for bFΓ, but by applying the integral form to the observed
flux probability density functions (Kim et al. 2007, Table A3), we
find bFΓ = 0.156 (z = 3.0) and 0.122 (z = 2.5).
The key parameter is the sensitivity of the Lyman-α transmit-
ted flux to the streaming velocity of baryons relative to dark matter.
The effect is parameterized by bFv, which is the fractional change
in transmitted flux due to the streaming velocity; this can be ex-
pressed as
bFv = ln F¯ (with vbc)− ln F¯ (no vbc) = −bFΓ∆ ln τ1, (31)
where∆ ln τ1 is the change in IGM transparency when the stream-
ing velocities are turned off.
6.2 Estimation of the peak shift
The streaming velocity bias translates into a fractional change ∆α
in the BAO scale via some sensitivity coefficient ∂α/∂(bFv/bF ).
9 We used the D1 nonlinear fitting function with q2 = 0. The relation
between their bτδ and our bF is bF = (ln F¯ )bτδ .
This sensitivity coefficient was estimated in Blazek et al. (2016),
but the result varies somewhat depending on the redshift z and the
bias-weighted sampling density b2n. Note that the sampling den-
sity does not enter into the power spectrum of the galaxies, but
it affects the optimal weighting of different k modes and so has
an impact on the shift α derived from a model fit. In the case
of the Lyman-α forest, there is not a 3D number density n, but
there is an effective noise level that replaces galaxy Poisson noise
based on the 2D density of sight-lines n2Deff , the 1D Lyman-α forest
power spectrum (describing aliased signal) Plos(k‖), and a down-
weighting factor νn based on the signal-to-noise of the spectra:
n3Deff = n
2D
eff νn/Plos(k‖) (McQuinn & White 2011).
The sight-line densities relevant to DESI (DESI Collaboration
2016) can be estimated by integrating the stated redshift distri-
bution of quasars over the range useful for the Lyman-α forest
(985–1200 A˚ in the published forecasts); this leads to a density
of 7.5×10−4 Mpc−2 (z = 3.0) and 1.9×10−3 Mpc−2 (z = 2.5).
Using the Plos(k‖) and b estimates in McQuinn & White (2011),
and the noise weighting νn relevant for spectra of signal-to-noise
ratio of 2 per 1 A˚ synthetic pixel, we forecast b2n3Deff = 7.4× 10−5
Mpc−3 (z = 3.0) and 5.6 × 10−5 Mpc−3 (z = 2.5). The
scripts in Blazek et al. (2016) then predict sensitivity coefficients
of ∂α/∂(bFv/bF ) = 0.41 (z = 3.0) and 0.41 (z = 2.5), using
two-sided derivatives with respect to bFv/bF with a step size of
±0.002.10,11 This calculation of n3Deff is obviously very rough, and
the actual weighting of k-modes used by future experiments such
as DESI may be different. However, we find that even for ±1 dex
changes in n3Deff , the coefficient ∂α/∂(bFv/bF ) only varies over
the range 0.31–0.46. Given the substantial astrophysical uncertain-
ties in this calculation (see §6.3), we believe this highly simplified
treatment of the k-dependent weighting is appropriate.
Overall, we may then write
∆α ≈ 0.41bFv
bF
= −0.41bFΓ
bF
∆ln τ1. (32)
The coefficient ∆α/∆ ln τ1 is 0.32 (z = 3.0) or 0.40 (z = 2.5).
Based on Eq. (32), the Phase II simulation results in Table 3
then imply a BAO peak shift of 0.13% (z = 3.0) and 0.12%
(z = 2.5) for the smallest box size (II-A); 0.07% and 0.09% for
the intermediate box size (II-B); 0.08% and 0.11% for the large box
size (II-D); and 0.08% and 0.12% for the largest box size (II-F).
6.3 Some caveats and uncertainties
It is important to remember several caveats of this analysis. First is
the small box size. It is difficult to rigorously test convergence, but
the small and statistically insignificant change in bFv going from
II-B to II-F (with 27× the simulation volume) is consistent with
a large box size limit being reached. Nevertheless, even Box II-F
(side length 2.55 cMpc) has a total mass of 6.5× 1011M⊙, which
limits the size of structures that can form and implies a missing
large-scale variance of σ2(M) = 0.77 at z = 2.5. (The missing
variance is 2.67 for Box II-A.) A related issue is that we are stitch-
ing the biasing coefficients measured in these small-box simula-
tions together with large-scale structure perturbation theory. This is
unavoidable given present limitations: a box with Phase II resolu-
tion but, say, 4 BAO scale lengths on a side would have 1.4× 1015
10 I wish to thank Jonathan Blazek for re-running this set of scripts on the
grid of values needed for this project.
11 The appearance of 0.41 twice is not a typo.
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Table 3. The Phase II simulation results. The table shows variations in transparency ∆ ln τ1 for Simulation B relative to Simulation A. Errors shown are
standard deviations on the mean of 8 simulations. The table is grouped into three types of changes (turn off streaming velocities; earlier reionization; and
later reionization). Within each group, successive lines indicate larger boxes at fixed resolution. The “σ2(M)” column denotes the linear variance at z = 2.5
computed for the total mass in the simulation volume, and is indicative of the amount of missing large-scale power.
Box size σ2(M) Sim. A Sim. B 105 ×∆ln τ1 at:
[ckpc] z = 2.5 z = 4.0 z = 3.5 z = 3.0 z = 2.5
Turn off streaming velocities
0425 2.67 II-A[8] II-An[8] 596 ± 034 531 ± 029 417± 014 312± 008
0850 1.74 II-B[8] II-Bn[8] 174 ± 053 232 ± 042 231± 034 221± 038
1275 1.32 II-C[8] II-Cn[8] 165 ± 081 188 ± 070 198± 067 221± 064
1701 1.07 II-D[8] II-Dn[8] 212 ± 084 224 ± 073 241± 064 276± 053
2551 0.77 II-F[8] II-Fn[8] 185 ± 028 225 ± 028 258± 031 300± 030
Earlier reionization
0425 2.67 II-A[8] II-A[9] −4983 ± 152 −3408 ± 040 −2375± 023 −1574± 030
0850 1.74 II-B[8] II-B[9] −4290 ± 176 −2535 ± 232 −1397± 226 −810± 162
1275 1.32 II-C[8] II-C[9] −4223 ± 168 −2047 ± 230 −761± 241 −296± 196
1701 1.07 II-D[8] II-D[9] −4300 ± 085 −2020 ± 083 −742± 076 −379± 076
2551 0.77 II-F[8] II-F[9] −4625 ± 093 −2376 ± 091 −1035± 085 −505± 070
Later reionization
0425 2.67 II-A[8] II-A[7] 7714 ± 367 5674 ± 109 4153± 042 3210 ± 058
0850 1.74 II-B[8] II-B[7] 8306 ± 107 5711 ± 124 3808± 133 2713 ± 107
1275 1.32 II-C[8] II-C[7] 8371 ± 093 5400 ± 189 3224± 200 2179 ± 180
1701 1.07 II-D[8] II-D[7] 8415 ± 151 5198 ± 111 3069± 089 2030 ± 082
2551 0.77 II-F[8] II-F[7] 8788 ± 120 5581 ± 109 3365± 119 2223 ± 081
particles. Thus in future work a more rigorous study of the uncer-
tainties in the mixed approach is desirable.
A second issue is the initial conditions. GADGET 2 is designed
to handle baryons and dark matter, but at the decoupling epoch,
photons and neutrinos together are 24% of the Universe. A fully
correct set of initial conditions would include these contributions
in the background expansion rate of the Universe, follow the non-
instantaneous kinematic decoupling of baryons from photons, and
appropriately re-adjust the initial amplitude of dark matter pertur-
bations. It would also be desirable to use a methodology other than
the fixed comoving gravitational softening length, since the large
softening length required to suppress spurious dynamical friction
is not optimal for following the formation of dense structures.
A third caveat is the simulation physics. A range of physics
formulations were investigated in this paper, with only minor
changes in the streaming velocity bias bFv. However, there are as-
pects of the physics that we did not consider. One is that small-scale
structure itself increases the clumping factor and hence the number
of recombinations, and thus delays reionization and makes the IGM
more transparent. While this is generally expected to be a small ef-
fect (e.g. Ciardi et al. 2006), this “indirect” effect goes in the same
direction as the “direct” effect of streaming velocities considered in
this paper. We see from the sensitivities in Table 3 that the indirect
effect would be the same as the direct effect if the extra clumpi-
ness of the vbc = 0 case delayed reionization by −∆z ∼ 0.22.12
We have made an order-of-magnitude estimate of this effect us-
ing the “minimal reionization model” described in Section 9.3 of
Haardt & Madau (2012). For a given clumping factor history C(z),
and given an ionizing source emissivity, the model uses a single
ordinary differential equation (ODE) to predict the volume filling
12 For the II-F box size, at z = 2.5, we calculate ∆ ln τ1 = 0.00300
for turning off the streaming velocities, and −d ln τ1/dz = [0.02223 −
(−0.00505)]/2 = 0.01364; then 0.00300/0.01364 = 0.22.
fraction of ionized gas, QHII(z). We extracted the clumping factor
C100(z) in the large (II-F) neutral simulation boxes with streaming
velocities and have interpolated across the snapshots; C100 rises
from 4.6 at z = 12 to 10.1 at z = 6. We further re-scale the ionizing
source emissivity of Haardt & Madau (2012) by a factor of 1.58 so
that the midpoint of reionization (QHII = 0.5) occurs at z = 8.0.
By swapping in the clumping factor without streaming velocities
(II-Fn simulation), and keeping the ionizing emissivity the same,
we find that the midpoint of reionization is delayed to z = 7.5, i.e. a
delay of−∆z = 0.5. Taken at face value, this would imply that the
indirect effect is 2.3 times larger than the direct effect. However, we
believe this is a significant overestimate, since once the gas is ion-
ized the clumping factor is reduced (e.g. Pawlik et al. 2009). In our
simulations, the difference C100(without vbc) − C100(with vbc)
decays after a region is reionized, dropping to 1/e of its initial
value after 20 Myr. Since the duration of reionization was prob-
ably longer than 20 Myr13, in reality we expect that the streaming
velocities only affected the clumping factor in the subregions of the
ionized bubbles that recently reionized. An investigation of this as-
pect is beyond the capabilities of the single ODE model, but we ex-
pect that it would reduce the indirect effect of streaming velocities
modulating clumping and hence reionization. Also, this indirect ef-
fect would be non-local, however, and so might not produce a BAO
peak shift that can be modeled in the formalism of Blazek et al.
(2016). We also considered only hydrodynamics, and neglected any
dynamical effects from magnetic fields and cosmic rays.
We also did not consider He II reionization, which is believed
to have occurred around z ∼ 3.5, i.e. before the epoch of most of
the BOSS observations. This can have a substantial impact on how
quickly IGM gas approaches a simple temperature-density relation
and forgets its initial thermal state. There are two competing ef-
13 Most of the parameter space for rapid reionization is now excluded by
null results from 21 cm observations; see Monsalve et al. (2017).
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fects: on the one hand, He II photoionization heating in steady state
(i.e. inside a He III-dominated region) acts to speed up the approach
to the T −∆ relation, but the added energy injection in the He II→
He III transition itself acts to slow this down because the heated gas
experiences fewer recombinations. As a specific but very simple ex-
ample, let us consider the model of McQuinn & Upton Sanderbeck
(2016), initialized at T = 2×104 K at z = 8. By varying the initial
conditions, one finds that ∂ lnT (z = 2.5)/∂ lnT (z = 8) = 0.031
with He II reionization neglected. If He II reionization is turned on
at z = 3.5, accompanied by the instantaneous injection of 43 eV
of energy per He atom, one finds that ∂ lnT (z = 2.5)/∂ lnT (z =
8) = 0.017, i.e. the final temperature of the gas is less sensitive
to initial conditions. A full model would also take into account the
non-instantaneous energy injection in He II reionization due to soft
X-rays that pre-heat the singly ionized IGM before the arrival of
an ionization front (see Upton Sanderbeck et al. 2016 for a recent
example). A full exploration of the impact of He II reionization on
the streaming velocity sensitivity is beyond the scope of the present
work.
Turning now to the interpretation of the simulations outputs
rather than the simulations themselves, we note that Eq. (32) is
valid in real-space. However the redshift-space effects in both the
Lyman-α forest and the streaming velocity terms are significant.
The conventional 3D Lyman-α forest power spectrum (Eq. 30) is
enhanced by a factor of (1 + βFµ
2)2 relative to real-space theory.
The dominant term in the streaming velocity contamination is the
advection term (Blazek et al. 2016, Eq. A6), which – repeating the
derivation in Appendix A of (Blazek et al. 2016), but replacing the
advection term with the displacement from Lagrangian to redshift
space – will be enhanced by a factor of (1 + βFµ
2)(1 + fµ2),
where f is the normalized growth rate of structure. Since f ≈ 1
in the matter-dominated era, and coincidentally βF ≈ 1, it may be
that the distortion of the BAO peak in redshift space is similar to
that in real space. However, more work is required to be sure, since
the BAO peak shift due to streaming velocities also includes other
terms, notably those that depend on the second-order bias coeffi-
cients (b2 and its redshift-space analogues).
14 To our knowledge
these have not been reported for the Lyman-α forest in either ob-
servations or simulations.
Finally, this paper has not considered any kind of speculative
feedback mechanisms by which small-scale structure could affect
the reheating or reionization of the IGM – we have assumed that
most of the mini-haloes remain sterile and do nothing except get de-
stroyed. While this is the conventional view and is well-motivated
by the inefficiency of atomic cooling in these haloes, one should
keep in mind that it could turn out to be incorrect.
In summary, while the results for the BAO peak shift predicted
here are based on a reasonable first set of simulations, there are
several conventional sources of error that could plausibly be at the
factor of a few level. The 0.10% shift prediction should thus be
treated with some caution until these issues are addressed. This is
in addition to the “unknown unknowns” that necessarily exist given
the range of scales and redshifts involved.
7 DISCUSSION
This paper has made a first estimate of the Lyman-α forest BAO
scale shift due to primordial streaming velocities. The BAO scale
14 We plan a more detailed investigation of this issue in a future paper
(Givans et al., in prep.).
shift depends on how much the primordial streaming velocity
changes the transmitted flux of the Lyman-α forest.
We explored the streaming velocity effects using a suite of hy-
drodynamic simulations. As found in previous studies, streaming
velocities modulate the amount of small-scale structure that forms
prior to reionization. The way in which this small-scale structure
affects the Lyman-α forest is more subtle. Small scales go fully
non-linear before reionization, and thus lead to a primordial cos-
mic web of mini-halos, mini-filaments, and mini-voids that are be-
low the ionized-gas Jeans scale. These structures are destroyed by
reionization, but are not forgotten: their impact on the thermal and
dynamical structure of the IGM can persist for many Gyr. The prin-
cipal impact on the thermal state of the gas is that material in mini-
voids has high entropy immediately following reionization, and re-
mains above the mean temperature-density relation even at z < 4.
This behavior can be quantitatively explained by simple analyti-
cal models (McQuinn & Upton Sanderbeck 2016), and is a direct
consequence of any structure formation theory with power at small
scales and in which the IGM is reheated by ionization fronts. Ulti-
mately, simulation boxes with higher streaming velocities have less
small-scale baryonic structure at reionization, lower entropy at late
times, and lower transmitted flux.
By changing the streaming velocity in small-box simulations,
we can infer the sensitivity coefficients and forecast a 0.12%
change in the Lyman-α forest BAO peak position at z = 2.5. This
should be interpreted as only an order of magnitude prediction –
it remains very uncertain, as it is stitched together from a combi-
nation of small hydrodynamic simulations and large-scale structure
perturbation theory, and some important aspects of the physics (e.g.
He II reionization) and statistics (e.g. redshift-space distortions) are
not treated in a fully consistent way. We find much larger sensitiv-
ity coefficients for the dependence of the Lyman-α transmission on
the redshift of reionization, however reionization bubbles are not
expected to couple to the BAO scale, except possibly indirectly via
the streaming velocities. Such indirect pathways should be investi-
gated in future work.
For comparison, the current Lyman-α forest BAO constraint
from BOSS is that the standard ruler length is 100% × α‖ =
105.3 ± 3.6% and 100% × α⊥ = 96.5 ± 5.5% times the
length expected based on the CMB data and the ΛCDM cosmo-
logical model in the radial and transverse directions, respectively
(Bautista et al. 2017). There is also a BAO measurement from the
cross-correlation of the Lyman-α forest with quasars in BOSS,
yielding 100% × α‖ = 107.7 ± 4.2% and 100% × α⊥ =
89.8 ± 4.2% (du Mas des Bourboux et al. 2017). The shifts pre-
dicted in this paper are therefore too small to substantially affect
the BOSS results, or to explain the tension of marginal statistical
significance in which α‖ > 1 whereas α⊥ < 1.
Lyman-α BAO constraints will improve considerably in the
near future. The planned DESI program will measure the BAO
scale using the Lyman-α forest to an aggregate precision of
0.46%, with the centroid of the redshift weight at z = 2.44
(DESI Collaboration 2016, Table 2.7). The predicted peak shift is
thus a ∼ 0.26σ effect for DESI, which would make it a minor but
not negligible correction.
While DESI is the largest approved Lyman-α forest survey, it
is still far from being cosmic variance limited (this limit is∼0.07%
in the 2 < z < 3 range; Seo & Eisenstein 2007, Figure 3), so if re-
sources and technology allow it should be possible to improve the
precision further. One possibility is to increase the density of lines
of sight with a hyper-multiplexed spectrograph on a & 8m tele-
scope, likely using galaxies as backlights (Lee et al. 2014), as has
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been suggested during the Department of Energy Cosmic Visions
process (Dodelson et al. 2016).15 If any such ambitious project
comes to fruition, then it may be essential to use higher-order statis-
tics (e.g. Yoo et al. 2011; Slepian & Eisenstein 2015) to measure
and correct the streaming velocity shift in the BAO peak. In par-
ticular, the streaming velocity effect has a very specific imprint on
the angular structure of the 3-point function (Slepian & Eisenstein
2015).
This paper has presented a first attempt to predict the or-
der of magnitude of the streaming velocity bias bv and the BAO
peak shift ∆α in the Lyman-α forest. However, there are ambi-
tious plans to measure the BAO scale using other tracers, including
emission line galaxies (e.g. with DESI, DESI Collaboration 2016;
the Subaru Prime Focus Spectrograph, Takada et al. 2014; 4MOST,
de Jong et al. 2016; Euclid, Laureijs et al. 2011; and WFIRST,
Spergel et al. 2015) and H I intensity maps (e.g. with CHIME,
Bandura et al. 2014; HIRAX, Newburgh et al. 2016; BINGO,
Battye et al. 2013; and more ambitious follow-on experiments). In
these cases, the underlying tracers are galaxies (individually de-
tected or not), and hence predictions for bv are complicated by star
formation and feedback. Despite these added complications, the
importance of these tracers motivates further study of the range of
possible models, the resulting streaming velocity biases, and their
implications for the BAO feature.
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APPENDIX A: DENSITY-DEPENDENT REIONIZATION
TEMPERATUREMODEL
The main text of this article uses two models for the gas tempera-
ture Tre immediately following reionization. The simplest model is
to assume that the reionization temperature is independent of den-
sity, which is common in studies of the thermal history of the IGM.
This appendix describes the alternative model, which is a physical
model for the density dependence Tre(∆) determined by the speed
of an ultraviolet-driven ionization front and the balance of photo-
ionization and collisional cooling within the (finite) front width. It
follows the physical reasoning of Miralda-Escude´ & Rees (1994).
The model is a simple 1D time-dependent ionization front.
The depth parameter is the total hydrogen column NH (units:
cm−2). A grid of Ngrid cells of width ∆NH is built, with each
cell j ∈ {0...Ngrid − 1} containing a hydrogen neutral fraction
yH1,j , a helium neutral fraction yHe1,j , and an energy per hydro-
gen nucleusEj . Physical distance is related toNH by x = NH/nH,
where nH is the 3D hydrogen number density (assumed constant).
Incident on the left (NH = 0) side of the grid is a flux of ioniz-
ing photons F (units: photons cm−2 s−1). The theoretical velocity
of the ionization front is vi = F/[nH(1 + fHe)], where fHe is
the helium:hydrogen ratio by number. We introduce a scaled time
parameter t′ = Ft, with units of photons cm−2. In the re-scaled
coordinates, the ionization front is expected to proceed at a speed
dNH
dt′
=
dNH/dx
dt′/dt
vi =
1
1 + fHe
. (A1)
The incident flux is broken into a set of frequency bins α ∈
{0...Nν − 1}, spanning the range from 1 to 4 Ry with logarithmic
spacing. Photons at ν < 1 Ry are non-ionizing and do not need
to be tracked, while those at ν > 4 Ry are He II-ionizing and as-
sumed to be blocked at a He II ionization front much closer to the
source. Each bin contains a fraction fα of the total photon flux. For
a blackbody incident spectrum, we have
fα ∝ ν
3
α
ehνα/kBTbb − 1 , (A2)
with the proportionality given by the normalization condition∑Nν−1
α=0 fα = 1. This flux is attenuated by photo-ionization: each
cell j provides an optical depth to photons in frequency bin α given
by τjα = τ
HI
jα + τ
HeI
jα , with
τHIjα = ∆NH yH1,jσ
HI
α and τ
HeI
jα = fHe∆NH yHe1,jσ
HeI
α . (A3)
The H I cross section is calculated from the exact nonrelativis-
tic dipole result, while for He I we use the fitting function of
Verner et al. (1996). The He I cross section and hence τHeIjα are zero
below the He I threshold at hν < 24.6 eV.
Within each cell j and each frequency bin α, there is a number
of absorbed photons per hydrogen nucleus per rescaled time (i.e.
per dt′) given by
Ajα = fα exp
(
−
j−1∑
j′=0
τj′α
)1− exp(−τjα)
∆NH
. (A4)
This results in photo-ionization rates
dyH1,j
dt′
=
Nν−1∑
α=0
Ajα τ
HI
jα
τjα
and
dyHe1,j
dt′
=
Nν−1∑
α=0
1
fHe
Ajα τ
HeI
jα
τjα
.
(A5)
Note that for small τjα, these equations can have a 0/0 indetermi-
nate form; in such cases, the 1 − exp(−τjα) in Eq. (A4) must be
pulled into Eq. (A5), and the expansion (1−e−τ )/τ → 1− 1
2
τ+...
is used.
Next we consider the heating and cooling of the gas in the
ionization front. The temperature is given by
Tj =
2E
3kB[2− yH1,j + fHe(2− yHe,j)] (A6)
and the electron abundance per hydrogen nucleus is
xe,j = 1− yH1,j + fHe(1− yHe1,j). (A7)
The net heating rate is
dEj
dt′
=
Nν−1∑
α=0
Ajα τ
HI
jα (hν − IHI) + τHeIjα (hν − IHeI)
τjα
− yH1,jxe,j
vi(1 + fHe)
3∑
n=2
q1→nhνI(1− n−2), (A8)
where IHI and IHeI denote the ionization energies. The first term
here describes photo-ionization, and the second collisional cooling
due to excitation of H I; the amount of energy lost by exciting a
hydrogen atom to the nth level is hνI(1 − n−2) according to the
Rydberg formula. The collisional excitation rate coefficients (units:
cm3 s−1) are taken from the fitting formulae of Aggarwal (1983).
The factor of vi(1 + fHe) = F/nH arises from conversion of t
to rescaled time t′, and from the conversion of absolute particle
densities to particles per hydrogen nucleus.
The above calculation results in a system of 3Ngrid ordinary
differential equations. Due to the simplicity of this system, even the
first-order Euler method is fast enough; convergence to 4 decimal
places is typically obtained with steps of ∆t′ = 2.5 × 1015 cm−2
and∆NH = 2.5×1016 cm−2. We usedNν = 128 frequency bins.
The system is initialized to be cold and neutral, and is evolved until
t′ = 3 × 1019 cm−2 – long enough to build a steady-state ion-
ization front that marches across the grid, and cleanly separate the
c© 2017 RAS, MNRAS 000, 1–??
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Figure A1. An example ionization front model, with an incident blackbody
radiation field at 5×104 K and a front velocity of vi = 4.9×10
3 km s−1.
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Figure A2. The temperature-density relation immediately after reionization
for an incident 5 × 104 K blackbody spectrum and an ionization front ve-
locity vi = 5 × 10
8∆−1 cm s−1 (the “F 5.00,5.00” model used in the
main text).
ionization front itself from the initial thermal structure left behind
at NHI . 5× 1018 cm−2.
The above calculation neglects losses due to secondary excita-
tions and ionizations, which would be a poor approximation for X-
rays but is valid in the ultraviolet range. Even for a 28 eV primary
photo-electron (i.e. incident photon energy of 13.6 + 28 = 41.6
eV), Shull & van Steenberg (1985) estimate such losses to be 20
per cent at xe = 0.035, declining to 10 per cent at xe = 0.09. The
probability of a secondary ionization of hydrogen is estimated to
be 5 per cent even at xe = 0.022.
For an incident spectrum proportional to a 5 × 104 K black-
body, and an ionization front velocity of vi = 10
2, 103, 104 km
s−1 (0.1, 1, 10 cMpc per ∆z = 1 at z = 8), we find a post-
ionization front temperature of T4 = 1.38, 1.81, 2.17. The main
text uses a model with a 5×104 K blackbody incident spectrum and
a flux such that the ionization front velocity is 5 × 108 cm s−1 at
mean density (the velocity scales inversely with density at constant
flux). The post-reionization temperature for this model is shown in
Figure A2.
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