Abstract---S equential Monte Carlo ("particle filtering") meth ods provide a powerful set of tools for recursive optimal Bayesian filtering in state-space models. However, these methods are based on importance sampling, which is known to be non robust in several key scenarios, and therefore standard particle filtering methods can fail in these settings. We present a fil tering method which solves the key forward recursion using a reparameterized Gibbs sampling method, thus sidestepping the need for importance sampling. In many cases the resulting filter is much more robust and efficient than standard importance sampling particle filter implementations. We illustrate the method with an application to a nonlinear, non-Gaussian model from neuroscience.
I. INTRODUCTION AND BACKGROUND
Sequential Monte Carlo ("particle filtering") methods have become quite popular over the last two decades [1] , largely because these methods offer a general recipe for (approximate) optimal Bayesian inference on nonlinear, non-Gaussian time series data, in a recursive and computationally tractable form.
However, it is well-known that these methods can perform unreliably in a number of important cases. The basic problem is that standard particle filters rely fundamentally on impor tance sampling, which is known to be unreliable in many high dimensional settings [2] , [3] (though see [4] for an alternative view) and more generally in cases where it is difficult to construct accurate proposal densities [5] . In these cases the particle filter will often choose particle locations that provide a poor match to the data, leading to rapid particle depletion and a highly suboptimal approximation of the target posterior distributions. As a consequence, particle filters can be very non-robust with respect to outliers or model misspecifications.
A number of potential solutions to this problem have been proposed. To discuss these ideas, we need to introduce some notation. The basic filtering problem is to estimate the conditional probability p( qt 1 Yl:t) of the Markovian hidden state variable qt, given all observed data Y l :t = {Y o, ... , Yt} in the time interval [0, tJ, under the standard hidden Markov model assumption that each observed data point Yt depends directly only on the state variable qt at time t. We assume that the observation probability, p(Yt I qt), and the transition probability, p( qt I qt-l), are known. Due to space limitations, we will not review basic particle filtering methodology here; see e.g. [1], [6] for background.
The "auxiliary" particle filter (APF) introduced by [7] is one effective method for incorporating the observation Yt into the sampler for qt, therefore leading to a much more reliable filter. (Related approaches have been discussed more recently by [8] and [9] .) The APF is highly effective if we can (1) compute a good approximation to the marginal likelihood J p(Ytlqt)p(qtlqt-l) dqt = p(Ytlqt-l), and then (2) efficiently sample from the conditional distribution p(qtIYt, qt-l). As we will discuss below, in many important cases the sam pling step (2) is feasible. However, computation of marginal likelihoods is a notoriously difficult problem [10] (for some further discussion, see e. g.
[11]); in practice, often importance sampling methods are used to approximate p(Ytlqt-d, and our goal here is to avoid importance sampling methods entirely.
(Though see the discussion section for a brief consideration of some approaches for improving the importance sampling step directly.) Markov chain Monte Carlo (MCMC) methods provide a natural alternative to the importance sampling approach. The influential paper [12] proposes MCMC methods to sample [13] for a related idea that uses importance sampling instead of MCMC methods; [14] discuss a different stepwise MCMC-based approach that replaces the impor tance sampling step with a related independence Metropolis Hastings sampler.) This approach is quite powerful in princi ple, since it allows us to correct "mistakes" -i.e., samples qt-n that poorly match the observed data Yl:t -up to L time steps in the past, given the new observation Yt. In practice, it may be difficult to construct a rapidly-mixing MCMC chain to sample from p(qt, qt-l,··· qt-LIYt, Yt-l ,··· Yt-L, qt-L-l).
Our main goal here is to develop more efficient MCMC chains, focusing on the L = 1 case.
II. OUR APPROACH: PAIRWISE REPARAMETERIZED GIBBS

SAMPLING
Assume that at time t -1 we have a weighted particle representation of the forward distribution,
here N is the number of particles, and Wi� l and qi�l denote the weight and location, respectively, of the i-th particle at time t -1.
Now the standard forward recursion for hidden Markov models [15] is Plugging in eq. (1), we have
where we have abbreviated p(qtlq�� l) = p(qtlqt-l = q��l) · Now the basic idea is that, according to eq. (2), if we can draw N samples from the pairwise conditional distribution p( qt, qt-lIYo:t) ex p( qt, qt-l, Yo:t)
via the approximation (3), then we can obtain an (unweighted) particle approximation to the desired conditional forward dis tribution at time t, p(qt!Yo:t), simply by discarding (marginal izing) the qt-l component of our samples.
Thus we will focus on developing fast methods for sampling from the pairwise distribution p( qt, qt-l!YO:t). It is helpful to rewrite eq. (3) as p(qt, qt-l, Yo:
This clarifies the connection to the APF approach: if we can
we can sample directly from our pairwise target distribution (3). As we mentioned in the introduction, the latter task is often relatively easy. For example, in many applications both the observation distribution p(Yt Iqt) and the transition distri bution p(qtlqt-l) are log-concave densities; we will assume that this is the case throughout this paper. This implies that the conditional density p(qtlqt-l,Yt) is also log-concave; a number of effective rejection or MCMC methods exist for sampling from log-concave (and therefore unimodal) densities [5] . However, as emphasized above, computing p(Ytlq�� l) is more challenging, and we do not attempt to do this directly. Instead, we will apply a transformed Gibbs method to sample from (3). The key feature of our problem is that it is relatively easy to make MCMC moves in the qt direc tion (since we have assumed that the conditional distribution p( qt Iqt-l , Yt) is log-concave), but moving in the qt-l direction is typically harder, since in many cases, for any fixed qt, p(qtlq�� l)P (Ytlqt) may be a sharply-peaked function of i Eq. (3) (or equivalently (5» can be treated as a mixture, where each particle i indexes a different mixture component. The fact that Gibbs sampling often mixes slowly in mixture settings (because it can be a challenge to jump efficiently between mixture components) is well-known [16] , [17] , and a number of strategies have been suggested for dealing with this problem. Some examples include so-called "tempering" methods [18] , [19] , [20] , which replace the original challeng ing mixture distribution with a sequence of flatter densities which are easier to sample from, or the "darting" approaches discussed, e. g., in [21] ), where "darting" regions are defined Note that these densities have nearly disjoint support, and therefore Gibbs jumps in the "vertical " direction (the i-direction) will be rare. Right: standardized versions of the densities shown on the left. Note that these standardized densities have much more overlap, greatly increasing the Gibbs mixing rate.
near modes of the target distribution, and the chain is allowed to make jumps between these regions. We will discuss appli cations of these methods further below. The approach we propose here is simple and less generally applicable than the tempering method, but in many cases leads to a fast, effective, and easy-to-code algorithm. The basic idea (quite common in the Gibbs sampling literature) is to apply a reparameterization so that the densities p( qt I q�� l ' Yt) have greater overlap in the rescaled space; see the right panel of Fig. 1 for an illustration. Then we can apply standard Gibbs (or Metropolis-Hastings-within-Gibbs) sampling in the rescaled space, and finally map our reparameterized samples back to the original space.
What kind of reparameterization should we use? Computa tional efficiency is a key consideration here, so while nonlinear reparameterizations could certainly be useful in some applica tions, we will limit our attention to linear (affine) reparameter izations here. In a sense we want to "standardize" each of the distributions p( qt I q�� l ' Yt), recentering and rescaling each of these distributions so that the high-probability region in each of these distributions coincides as much as possible. Since we are restricting our attention to linear mappings, it is sufficient to define ellipses for each distribution indexed by i, where the i-th ellipse corresponds (in some sense) to the high-probability region of the i-th distribution (recalling that each of these distributions is assumed to be unimodal); then our reparame terization consists simply of the standardization mapping each of the N ellipses onto the unit sphere. (Of course, we must keep track of the volume of each of the original ellipses, so that we can apply the standard determinant change-of-measure formula to each of the transformed distributions.)
Before discussing further practical implementation details, it is worth noting connections to a couple other ellipse-based methods. First, a very common (and often quite useful) method for constructing proposal densities in standard importance sampling-based filters is to form a Laplace approximation of p( qt I q�� l ' Yt), then use the resulting Gaussian densities (or heavier-tailed densities with the same location and scatter parameters) as proposal densities. The scatter matrix of the i-th proposal density constructed in this manner is clearly related to the i-th ellipse discussed above. However, we emphasize that we will not use this importance-sampling approach here (since in many cases of interest, p(qtlq��u Yt) may have sharp corners, or may be high-dimensional, and in either case the resulting proposal densities may not match the target densities closely enough to be useful); we only use the ellipses to define a reparameterization that improves the mixing of our Gibbs sampler. Similarly, the "darting" methods mentioned above [21] construct ellipses near each mode of the target distribution to define a "mode-hopping" MCMC algorithm: once the sampler enters one of these ellipses it is allowed to jump to one of the other ellipses, under an appropriate Metropolis-Hastings acceptance probability. In our proposed Gibbs-based algorithm, note again that the ellipses are used only to define the reparameterization, and we do not restrict our sampler to jump only within these ellipses -the Gibbs sampler can potentially jump from q��l to qi!!l for any i and j, given any value of qt.
III. IMPLEMENTATION DETAILS
To specify our algorithm in any concrete model setting, we need to specify a computationally-efficient method for constructing the reparameterizations, or equivalently for ap proximating the N high-probability ellipses, one for each of the conditional distributions p( qt Iq�� l ' Yt). This step is highly problem-dependent.
In some cases we can define good reparameterizations analytically. See section IV below for an example in which the reparameterized densities p( qt Iq�� l ' Yt) turn out to be exactly equal for a suitably chosen linear reparameterization, leading to very fast mixing of the Gibbs chain.
More generally, we can apply standard approximation meth ods, such as Laplace approximation or expectation propagation [22] . These methods are iterative, but good initializations are often available analytically, and in many cases only a few iterations will suffice. For example, consider the fairly broad class of nonlinear state-space models with linear observations, (7) where the ft(') are arbitrary (potentially nonlinear) functions, each Bt is a linear operator, and Et and 'T}t are stochastic terms. The dynamics noise p(Etlqt-d can depend on qt-1 (and t), but for simplicity assume that the observation noise p('T}t) is independent of qt (though the ideas here can be easily extended to the case that Yt is generated, e.g., by a generalized linear model given qt). By assumption, 10gp(Etlqt -l) and 10gp('T}t) are concave functions of Et and 'T}t, respectively; if we further assume that these functions are smooth and not too non quadratic, then Laplace approximations to p(qtlq��l'Yt) can be initialized analytically.
In the most general settings, these classical approximations may still be inadequate. We have also assumed that we can sample easily from each p(qtlqi�l'Yt). Thus a natural general approach is to simply use samples from each distribution indexed by i to define the i-th ellipse, e.g., by computing some robust estimates of the center and scale parameters from the samples [23] , [24] . These sample-based ellipses can be com puted using an initial run, before the reparameterized Gibbs sampler is started, or we can potentially update our ellipses as the Gibbs sampler produces more samples (though this may be computationally expensive, and makes the convergence analysis of the resulting time-varying Gibbs chain much more complicated).
Computationally, it is helpful to note that the Gibbs ap proach can be parallelized quite easily, simply by running mU l t i p l e i ndependent c h a i ns. We can a l so para ll e li ze t h e nu merical construction of the N reparameterizations, if analytic solutions are unavailable. It is also worth noting that in many cases it might be more efficient to use a Metropolis-within Gibbs approach, rather than direct Gibbs. This is because each Gibbs step in the qi�l direction (holding the reparameterized qt fixed) requires us to compute w��lP(Ytlqt)p(qtlqi�l) for each of the N possible values of qi� l ' In many cases of interest, manr of these values will be negligible. For example, Wi� lP( Ytlqt-l) may be near zero for many values of i; this is typically the situation when the observation Yt is highly unlikely given the collection q��l' which is one of the major cases that we are interested in here. Thus if we have some approximate estimates for p(Ytlqi� l) (e.g., via the Laplace approximation approach outlined above), it is much more efficient to focus the sampler's attention on the values of i for which w��lp(Ytlq��l) is large; for example, we can use an independence Metropolis-Hastings sampler to sample in the i direction, using a normalized version of our estimate of w��lp(Ytlq��l) as a proposal distribution.
In some particularly difficult cases (e.g., if the state variable qt is high-dimensional, and the transition and/or observation densities have many "sharp corners") it may not be possible to align the conditional distributions p( qt Iq�� l ' Yt) via a linear transformation. In these cases even the reparameterized Gibbs chain will mix slowly. This can in principle be diagnosed directly if we are running two or more Gibbs chains in parallel: if we find that two particles end up moving exclusively on different subsets of indices i, then we know we have a mixing problem I. If poor mixing is encountered it is necessary to switch to a more general, more computationally expensive approach, such as using linked importance sampling [25] to estimate p(Ytlqi� l) (and then using the APF to generate samples qt), or simulated tempering methods [18] , [19] , [20] to sample from the pairwise distribution (5) directly.
Finally, note that it will often be unnecessary to apply our method at every time step, since in many cases the standard particle filtering methods will work well, if the observations Yt are consistent with the prior distribution of the state variable qt. Thus a natural approach would be to augment a standard particle filter with an outlier check [26] , [27] at each time I Note that it is not necessarily a problem if all of the particles stay on one index i, since as discussed above, in many cases w;� I P(Yt I q;� 1) might be sharply concentrated on just one or a few values of i. But if there are two such high-probability indices i that do not communicate with each other, this indicates a mixing problem. step (where "outlier" observations Yt can be detected based on an estimate of the marginal probability of Yt, or of the effective sample size following the incorporation of the Yt), only invoking our method at the subset of time points at which an outlier is detected, where we expect standard particle filter methods to return an inaccurate estimate of the posterior p(qtlYl :t.
IV. ApPLICATION
In this section we describe a simple illustrative nonlinear, nonstationary, non-Gaussian example from neuroscience. The Fitzhugh-Nagumo model [28] is a two-dimensional model of excitable media, used in computational neuroscience as a sim plified model for action potential generation. While much more realistic models are available, we chose this two-dimensional model for its ease of visualization. In this context the two state variables qt = (Vt, Wt) are interpreted as a membrane voltage (Vt) and an auxiliary variable Wt that controls the excitability of the neuron. We used the state dynamics (9) where er and ef were chosen as independent Laplacian (double-exponential) variables, with scale 1/5 and 1/1000, respectively; It was a 3 Hz sinusoidal input of amplitude 0.3, and dt = 0. 1. (We used the Laplacian distribution rather than the more common Gaussian here to explore a slightly heavier tailed noise distribution.) These parameters put the model neuron in a weakly stochastically resonant regime: when the noise er and ef is set to zero, the neuron does not emit any action potentials, but in the presence of noise the neuron fired action potentials roughly synchronized to the periodic input signal It. The results described below do not depend strongly on the model parameters, as long as the firing frequency of the neuron is fairly small (but nonzero) and the scale of the voltage noise ef was significantly greater than that of the auxiliary noise er. (We will discuss the relevance of these conditions at more length below.)
We examined the performance of the filter given some very simple simulated observed data Y : no action potentials are observed for the first 0.5 second of the experiment, and then a single action potential is observed at t = 0.5. Observations were considered to be binary variables, indicating the presence or absence of an action potential. We use a very basic deterministic voltage threshold-crossing observation model:
Note Wt is not observed directly; i.e., observations {yd are conditionally independent of {Wt} given {vd. After t = 0.5, we allowed the state variable qt to evolve according to its dynamics, with no further observations taken for t > 0.5.
Our choice of models here has several important implica tions. First, the "perfectly-adapted" APF (in the terminology of [7] ) can be computed explicitly -i.e. , we can analytically compute p(Ytlqt-d and sample directly from p(qtlqt-l, Yt)
-and we use this analytical filter as a "gold standard" 4 for comparison. (Of course, more generally the PA-APF will not be easily available analytically, and therefore we have to approximate it using the methods described above.) Second, because p(Wtlqt-l) has small variance relative to the variance of W�� 1 in this model (since the latter quantity depends on the past history of Vt, which has larger conditional variance than Wt; see Fig. 4 below for an illustration), we ex pect that the conditional distributions p(qtlq��l'Yt) will have small overlap and therefore straightforward Gibbs sampling (with no standardization) will mix poorly when applied to the pairwise distribution p(qt,qt-lIYt) (recall eqs. 3 and 5). This is indeed the case, as demonstrated in Figs. 2-3 below. Finally, in contrast, we expect the reparameterized Gibbs approach to perform quite well here, since it turns out that the standardized p( qt I qt-l, Yt) densities turn out to all be equal in this case, as can be demonstrated with a direct calculation (omitted for brevity). This makes the reparameterized Gibbs chain mix optimally (since the target mixture distribution (5) can be written as a product distribution as a function of the indices i and the reparameterized qt variables), ensuring the method's computational efficiency in this case. Obviously the densities p(qtlqt-l, Yt) will not overlap so nicely in general; however, we have focused on this special case here to demonstrate that this simple reparameterized Gibbs approach can often perform quite well, even in strongly non-Gaussian examples where methods based on importance sampling can break down 2 .
Figs. 2 and 3 compare the performance of several of the filters we have discussed above. The perfectly adapted APF is labeled "PA-APF"; the reparameterized Gibbs method we presented above is "Standardized Gibbs"; and "Gibbs" refers to straightforward, non-reparameterized Gibbs applied to the pairwise distribution p( qt, qt-lIYt). Finally, "Weare" refers to the method introduced by [9] , which can be seen as a version of the APF in which p(qtlqt-l, Yt) is sampled exactly, but p(Ytlqi� l) is estimated via a simple importance sampling estimate (where p(qtlq��l) is used as a proposal density). The number of particles N = 20 in each case.
The performance of each of the four filters was similar for t < 0.5 (data not shown), where all of the observations Yt were set to be zero and the prior density specified by the dynamics provided a good match to the conditional density given the data (recall that the model dynamics chosen here lead to a small probability of a voltage threshold crossing, consistent with Yt = 0). Therefore, to enable a fair comparison, we used the PA-APF to generate the particle trajectories for t < 0.5, for all four methods. This is indicated in black in Fig. 2 .
On the other hand, the observation Yt = 1 at t = 0.5 is 2 More generally, we can guarantee that the proposed method will perform well if the ef and ei" random variables are independent, and log p( en is concave and smoothly decaying. In this case, it is easy to show that the conditional distribution given an unlikely Yt = 1 observation can be well approximated by a product of p(ei") and an exponential distribution in ef quite unlikely given all of the preceding qi�l particles that happen to have been chosen here. Both the APF and the reparameterized Gibbs method are able to handle this a priori unlikely observation well; in fact, we find that the performance of these two filters is indistinguishable here. However, both of the other approaches fail. The nonstan dardized Gibbs filter (third panel of Fig. 2 ; blue traces) breaks down because the mixing rate of the Gibbs chain in this case is extremely slow, because of the small overlaps of the conditional distributions p( qt Iq�� l ' Yt), as discussed above; see Fig. 4 for further details. Empirically, this means that the Gibbs chain gets stuck on whatever value of qi�l we happen to initialize the chain, and is never able to sample other values; this obviously sharply reduces the particle diversity (since all N selected values of q��l are identical, with high probability), and leads to a bias due to the fact that the chain depends so strongly on its initial conditions. The approach of [9] (fourth panel of Fig. 2 ; green traces), on the other hand, fails because with high probability none of the importance samples from the prior proposal p(qtlqi� l) are consistent with the observed data Yt = 1 (see Fig. 4 ), which means that the estimates for this explains why the approach of [9] breaks down in this case (c.f. Fig. 3 ; see main text for additional discussion). Additionally, note that almost all of the conditional densities p( qt I qi� l' Yt) (right panel) have negligible overlap, leading to a very slow mixing rate of the non-reparameterized Gibbs chain, and the failure of the corresponding non-reparameterized Gibbs filter (Fig. 3) .
p(Ytlqt-l) are all set to zero. (To prevent catastrophic failure of the code in this case, we set p(Ytlqt-d (X liN, which leads to the bias and overestimate of the variance for t > 0.5 shown in the green traces of Figs. 2-3.) V. CONCLUSION We have presented a sequential pairwise reparameterized Gibbs sampling approach that can significantly improve the robustness of particle filtering methods. Our approach is most effective when it is easy to draw samples from the conditional distribution p(qtlqt-l, Yt) (e.g., via MCMC methods), and ad ditionally these distributions can be easily linearly aligned, i.e., the high-probability regions of the distributions p(qtlqt-l, Yt) and p(qtlq�-l'Yt) can be made to overlap via a linear trans formation for any pair (qt-l, q�-l)' We provide an example application to a classical model from neuroscience in section IV, where the improved performance of the reparameterized Gibbs approach is especially clear -in particular, in this case we can sample and reparameterize the necessary conditional distributions exactly -but as noted above we expect similar performance gains even in many cases for which such simple analytical approaches are not available.
As we emphasized in the introduction, a number of ap proaches for improving the robustness of particle filtering methods have been introduced over the last two decades. We have already discussed a number of these, in the process of developing and explaining our approach. In addition, the recent papers [26] , [27] discuss particle filtering methods which reject (or at least attenuate the effect of) outliers. It is worth noting that this is slightly distinct from our approach: we are not assuming that the observations are necessarily departures from our underlying state-space model, and therefore we do not wish to reject or attenuate the observed data Yt. Indeed, our goal is to compute the optimal filter p( qt 1Yl:t) accurately, assimilating all of the observed data Yl:t, given the state space model parameters (a task that the standard importance sampling methods are unable to accomplish in many cases, as emphasized here).
Finally, it is natural to ask if our methods extend beyond the pairwise case to the problem of sampling from the L-Iag condi tional distributions p(qt, qt-l,"" qt-LIYl:t), as considered in [12] , [13] . In some cases a similar reparameterization approach will be effective, but in much less generality than in the pairwise setting, since typically the L-Iag conditional densities are not log-concave in the q variables, even if p(qtIYt, qt-l) is log-concave in qt. This makes the L-Iag distributions much harder to sample in general, since local optima can trap the sampler, leading to slow mixing.
