Introduction to the Special Issue on Image-Based
Modeling, Rendering, and Animation C ONVERGENCE of computer vision, computer graphics, and digital video technology has resulted in an emerging research area known as image-based (and video-based) modeling, rendering, and animation. Development of image-based modeling, rendering, and animation techniques enables virtual environments and multimedia systems to be as realistic as computer graphics, and as vivid as digital video.
In image-based modeling, rendering, and animation, virtual environments and objects can be modeled, rendered, and animated directly from images and videos, bypassing difficult and labor-intensive processes of traditional model construction in computer vision and computer graphics. Challenging problems in this area include capturing, representation, and sampling of visual data (images and video) needed for exploring virtual environments. Critical to image-based modeling and rendering of virtual environments and image-based animation of virtual objects are compression and decompression of a large amount of visual data. Novel approaches need to be developed for image-, model-, and geometry-based techniques. This TRANSACTIONS' Special Issue is aimed at timely dissemination of fundamental contributions in this area.
From over 30 high-quality papers submitted for this special issue, we have selected 12 for publication. These papers are organized into four sections: survey, modeling and rendering, compression and animation.
The first paper of this TRANSACTIONS' Special Issue, "Survey of Image-Based Representations and Compression Techniques" by Shum et al., presents an overview of image-based rendering techniques classified into methods using no geometry, implicit geometry, and explicit geometry information. The tradeoffs between these methods, as well as corresponding compression techniques, are described.
A set of four papers addresses the modeling and rendering problems. The first, "Spectral Analysis for Sampling Image-Based Rendering Data" by Zhang and Chen, presents a spectral analysis of the surface plenoptic function, which collects all the rays emitted/reflected from the object surface. Such a spectral analysis is very important for understanding how much data would be required for antialiased (i.e., no visual artifacts) image-based rendering. et al., describes a system for efficient authoring of image-based rendering (IBR) environments by limiting the possible views and view transitions while maintaining the appearance of continuous motion through the environment. The final paper, "Specialized Hardware for Deformable Object Modeling" by Bishop and Kelliher, offers hardware architecture for real-time deformation and rendering of deformable objects that can be decomposed into a mesh of weighted springs. Physics-based finite-element computation is notoriously expensive to compute and is a good candidate for dedicated silicon.
The third section consists of three papers on compression techniques for image-based modeling and rendering. Using an implicit geometry information represented by disparity information, the first paper, "Interactive Rendering From Compressed Light Fields" by Tong and Gray, describes a hierarchical disparity-compensated predictive light field coder with a compression performance similar to H.263, but suitable for interactive real-time rendering. The next paper, "Multi-View Coding for Image-Based Rendering Using 3-D Scene Geometry" by Magnor et al., compares texture-based light-field compression using view-dependent texture maps exploiting an explicit three-dimensional (3-D) scene model with model-aided coding that uses the scene model to compute disparity-compensated prediction images. Texture-based coding yields superior results if the scene geometry is exactly known. Many light-field representations do not account for the need to adjust the illumination of an object when integrating it into a virtual scene. Based on an illumination adjustable image representation, Wong and Leung present a method to compress a light field that allows for arbitrary illumination of an object in their paper "Compression of Illumination-Adjustable Images."
The final section is composed of four papers on image-and video-based animation techniques and systems. While the first three papers use the MPEG-4 Standard for representation of animation data to enable efficient worldwide communication, the fourth paper goes beyond current MPEG-4 animation capabilities. The first paper, "Learning and Synthesizing MPEG-4 Compatible 3-D Facial Animation From Video" by Gao et al., describes a comprehensive system for facial motion capture, model capture, and animation using a collection of tools and techniques. The result is a low bit-rate solution for creating and communicating talking faces that are driven from real people. Jörn Ostermann (S'86-M'88-SM'00) studied electrical engineering and communications engineering at the Universität Hannover, Hannover, Germany, and Imperial College London, U.K., respectively. He received the Dipl.-Ing. and Dr.-Ing. degrees from the Universität Hannover, in 1988 and 1994 , respectively. From 1988 to 1994 , he was a Research Assistant with the Institut für Theoretische Nachrichtentechnik, where he conducted research in low bit-rate and object-based analysis-synthesis video coding. In 1994 and 1995, he was with the Visual Communications Research Department, AT&T Bell Laboratories, where he was involved with video coding. Since 1996, he has been a member of Image Processing and Technology Research within AT&T Laboratories-Research. He is currently with the Institut für Theoretische Nachrichtentechnik, Universität Hannover. He is currently involved with multimodal human-computer interfaces with talking avatars, video coding, shape coding, standardization, and image analysis. His current research interests are video coding, computer vision, three-dimensional (3-D) modeling, face animation, coarticulation of acoustic and visual speech, computer-human interfaces, and speech synthesis. 
