Abstract| We combine a novel pure phase encoded-Magnetic Resonance Imaging (MRI) application with a new tissue classi cation technique to make geometric models of a biological solid.
1 Introduction
Imaging
Conventional MRI methods that image the distribution of mobile water fractions cannot be applied to the imaging of solids. Typically, the linewidth in solids is about two orders of magnitude broader than liquids. Spatial resolution in solids therefore requires a similar increase in the magnitude of magnetic eld gradients. Such high strength of gradients are needed to yield a frequency spread across the sample greater than the natural linewidth by an amount determined by the desired spatial resolution. Further, a proportionally wider receiver bandwidth is needed to digitize signals from such a wide frequency spread. A time penalty proportional to the linewidth is added. Thus total image acquisition time roughly increases by two orders in magnitude. Moreover such high gradient strengths pose nearly insurmountable hardware challenges. Therefore, solid state imaging has almost exclusively relied on linenarrowing approaches ?, ?]. The line broadening can be attributed to two principal components, the homonuclear dipolar coupling, and the chemical and susceptibility shifts. The chemical and susceptibility shifts account for almost one order of magnitude increase in linewidth for solids. Various line-narrowing methods that have been applied in the past two decades address discernment and elimination of these e ects ?].
Only ing the signal at a xed phase encode time following the radio-frequency (RF) excitation. A magnetic eld gradient (G) is switched on throughout the excitation and detection and is incremented in equal steps along the three directions to scan the entire k-space where k is the reciprocal space vector. A 3D map of k-space is obtained through k = GT P =2 where T P is the phase encode time and is the gyromagnetic ratio. We applied this method primarily to explore the possibilities of imaging biological and non rigid solids on a liquidspectrometer at 11.7 Tesla (500 MHz for 1 H) equipped with microscopic imaging accessories.
Classi cation
There has been much work done on material classi cation in sampled datasets ?], but many of the techniques introduce artifacts, particularly on boundaries between di erent materials. These artifacts tend to be jaggy stair-steps or anomalous additional surfaces in images and models derived from the classi ed data. Figure 3 ).
Methods such as ?, ?] consider each sample as a mixture of materials, and we extend this work using a more accurate representation of mixtures, and by considering each voxel as a volume. These previous techniques classify regions based on a single measurement, or sample, within the region, e ectively treating each voxel as a single point.
Instead, we treat each voxel as a volume. Ideally, we would like to measure the exact material at each point within the volume. The data collection process, however, discards high-frequency information in producing samples, and so we can only reconstruct from the samples a band-limited function de ned over the volume. With the distribution of values from this function over each voxel-sized volume, we identify materials within the voxel probabilistically. By using a reconstructed continuous measurement function and not just a single measurement, we incorporate more information into the classi cation process and increase its accuracy.
Implementation

Imaging
In this section we outline the bounding conditions for the imaging method used and present 3D 1 H MRI results from an example of a biological solid, a human molar-tooth.
The spin-spin relaxation time constant T 2 is less than 500 s for most of our samples, resulting in an apparent time constant T 2 at 500 MHz of 50{300 s in the absence of an applied gradient. Gradient switching time, and hence gradient stabilization times, cannot be included within a single scan due to this short T 2 . The gradient stabilization time of a shielded gradient coil for use inside a 71mm clear-bore vertical magnet such as ours is typically 100{300 s, depending on the diameter of the coil used. Conventional Fourier Transform imaging methods that encode by combining phase and frequency information will not work as total gradient stabilization times needed within a scan might exceed the evolution time of the magnetization. The non-selective RF pulse, usually at Ernst angle E ?], is optimized with respect to pulse repetition time, T R and T 1 , such that cos E = exp (?T RE =T 1 ) where T RE is the new T R , and T 1 is the spin-lattice relaxation time constant. Each phase encoded k-space point of an image acquired with no signal averaging is optimized with a T RE between them. Further, when signal averaging is performed the same T RE duration is maintained between averaged points. Thus the total time for data acquisition of an image is N k N Rk T RE , where N k is the total number of encoded k-points and N Rk is the number of averages. Since the RF pulse has to irradiate the entire distribution of frequencies, including that introduced by the largest applied magnetic eld gradient, a small angle is required. If this tip angle can be optimized to an Ernst angle, then maximum bene t of signal to noise ratio in a given time is obtained. The gradient duty-cycle, and hence gradient temperature, poses the major hindrance to short T RE . With a water cooled gradient coil system T R might be optimized to a desired short T RE .
We carried out our imaging experiments on a Bruker-AMX 500 MHz 71mm clear-bore system with a simple pulse sequence ?], shown in Figure 1 , requiring no gradient switching within a scan. A non-selective RF pulse (typically E ) is used to excite the entire sample after the gradient is switched on. The magnetization is measured as a function of the applied phase encoding gradients and not as a function of time. Gradients are turned on before the RF pulse of each scan and turned o after the signal acquisition.
We present an example using the tooth as it involves optimizing the xed phase encode time, T P , based on the T 2 measurements. We performed the T 2 measurements using a Carr-Purcell- Meiboom-Gill (CPMG) method ?]. A single shot version was implemented, such that the only the peak from the spin echoes were digitized. Thus a single scan using the pulse sequence produced an exponential decay of peak intensities. We tted these intensities to a multi-exponential function that generated two distinct T 2 components. We then optimized T P based on this information. We attribute the longer T 2 component to dentin. For this measurement a small portion of another molar-tooth was bored out to t inside a 2 mm tube. A 4mm solenoid RF coil was used, such that smallest possible pulse widths ( pulse 15 s) could be used in our CPMG sequence. We optimized the number of echoes within a single shot and eliminated pulse width error-e ects on odd-echo intensities.
We show two views consisting of contiguous slices from a representative image of a human molar tooth (18 mm x 12 mm) in Figure 2 . The root structures, and air-dentin-enamel interfaces are easily distinguished. The air, lling hollow structures inside the tooth, shows no signal. The dentin appears brightest while the enamel shows up as a dark gray halo around the top of the dentin structures. The tooth was extracted from a 50 year old skull and mounted at the end of a 10mm glass tube and then positioned inside a 15mm
Alderman-Grant ?] RF coil. An average T 2 of the tooth was measured at around 100 s. An air cooledunshielded gradient coil, with a 300 s gradient stabilization time, was used to acquire this data.
Classi cation
In this section we describe the classi cation problem, state assumptions we make about the data we classify, and sketch the algorithm and its derivation. A detailed derivation and description of the implementation is given in ?].
The input to our process is sampled measurement data from which we reconstruct a continuous, bandlimited function that measures distinguishing properties of the underlying materials. The output is sampled data estimating the relative volume of each material.
Assumptions.
We make the following assumptions about the sampled data we classify:
1. The same material produces the same value (modulo noise) wherever it occurs in the original object. This value is the material's \signature." 2. The sampling allows us to reconstruct a continuous function with little or no aliasing. 3. Noise in the data is additive and normally distributed. For many types of medical imaging data, including MRI, these assumptions hold reasonably well, or can be satis ed su ciently with preprocessing ?, ?].
We also assume that each spatial location in the real world object is exactly one material (see Figure 3a) . However, this assumption is not true in the measured dataset, due to the data collection and sampling process as described below.
\Mixtures"
Introduced by the Measurement Process.
The measurement process band-limits the data to Nyquist frequency of the sampling rate. This ltering causes measurements of mixtures of pure materials to appear in areas where sharp boundaries between materials occur in the actual object. These 'mixtures' cause problems for classi cation algorithms, since they may coincide with the signatures of other materials. This problem is most apparent when the material signatures are collinear in measurement space. This is always the case with one dimensional datasets, such as CT scans, but MRI technology provides the opportunity of capturing datasets with multiple 'echoes', which reduces the likelihood of collinear material signatures.
However, in some cases we cannot avoid collinear material signatures. The algorithm presented here reduces boundary artifacts with a new approach which: explicitly models the 'mixtures' of material measurements, and treats each voxel as a volume instead of a point sample.
Sketch of Derivation.
From the assumptions discussed above, we derive an equation for a normalized histogram of data values within a region. This histogram function is a probability density function (PDF) that tells us the probability that a measurement will lie within a range of values in that region. We model these histogram functions with basis functions that are parameterized probability density functions for regions consisting of single materials and for regions consisting of mixtures of two materials.
Using Bayes' Theorem, together with the histogram of the entire dataset and our model basis functions, we estimate the most likely set of materials within an entire dataset ?]. Similarly, given the histogram of a voxelsized region, we estimate the most likely density for each material in that region.
Sketch of Algorithm Classify Materials|
The following procedure produces a sampled dataset where each sample describes the relative volume of each material in a voxel-sized region.
After collecting data and preprocessing it to satisfy our assumptions Section 2.2.1, we calculate a histogram of the entire dataset. We t parameterized material probability density functions to this histogram, inferring a model of what materials exist in the dataset.
We then compute histograms over many small, voxel-sized regions. We t each of these histograms with a combination of the inferred materials discovered from the analysis of the histogram over the entire dataset. These ts provide an estimate of the relative volume of each material in each voxel-sized region.
Identify Surfaces Between Materials| Finally, we nd isosurfaces ?] in the density images for each material and use those to represent the surfaces between materials. Figure ? ? shows the resulting surfaces ren- Figure 5 : Three pairs of corresponding views from a polygonal model of the tooth that was created by classifying enamel, dentin and air from the reconstructed data in Figure 2 , and then automatically nding surfaces between the materials. The classi cation process identi es mixtures of materials within voxel-sized regions, allowing a much more accurate surface model than techniques that assign a single material to each voxel. The left images show both dentin and enamel, while those on the right have the enamel removed and show the shape of the dentin/enamel interface.
dered to indicate the enamel in white, and the dentin in o -white.
Conclusion
We have combining a new imaging application with a new classi cation algorithm, producing geometric models of a human tooth. This model not only highlights the hard tissue contrast ...
We have demonstrated the application of a pure phase encoded-MRI method at a high eld strength of 11.7 Tesla. We have demonstrated the feasibility of imaging biological solids and extracting hard tissue contrast based on an optimized choice of phase encode time, T P . We conclude that the lower limit of T 2 of samples that can be imaged depends upon how short T P can be used. This in turn depends upon the maximum achievable gradient strength. Of course, larger gradient strength will imply shorter RF pulse width. The major limitation to using short pulse repetition time T R , or optimize to a T RE , is e ectiveness of gradient cooling. The lack of gradient switching in this method also avoids artifacts due to eddy currents. Detection of only one complex data point for every phase encoding step makes total acquisition period rather long, but produces data free from the e ects of chemical and susceptibility shifts.
We have also presented a new algorithm for classifying volume data, which takes into account the mixtures introduced by the sampling and ltering processes. This method avoids artifacts at material boundaries, which is important for examining certain types of structures such as the shape of the dentin-enamel interface shown in Figure ? ?. Gado, M. (1985) . Partial volume tissue classi cation of multichannel magnetic resonance images -a mixel model. Radiology 
