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Abstract
Time integration of Fourier pseudo-spectral DNS is usually performed using the classical fourth-
order accurate Runge–Kutta method, or other methods of second or third order, with a fixed step
size. We investigate the use of higher-order Runge-Kutta pairs and automatic step size control based
on local error estimation. We find that the fifth-order accurate Runge–Kutta pair of Bogacki &
Shampine gives much greater accuracy at a significantly reduced computational cost. Specifically, we
demonstrate speedups of 2x-10x for the same accuracy. Numerical tests (including the Taylor-Green
vortex, Rayleigh-Taylor instability, and homogeneous isotropic turbulence) confirm the reliability and
efficiency of the method. We also show that adaptive time stepping provides a significant computa-
tional advantage for some problems (like the development of a Rayleigh-Taylor instability) without
compromising accuracy.
1 Time integration of Fourier pseudo-spectral DNS
Direct numerical simulation (DNS) is a key tool in improving our understanding of turbulent flows.
Simulation of turbulence in the absence of boundaries is essential for understanding the nature of
turbulence itself, and Fourier pseudo-spectral methods are usually the tool of choice thanks to their
high computational efficiency, scalability, and accuracy. Because they use basis functions with global
support, for a given number of degrees of freedom (DOFs), these methods often provide much greater
spatial accuracy than would be possible with typical finite element, finite volume, or finite difference
methods.
Pseudo-spectral DNS also requires discretization in time. Explicit time integration is generally
preferred because small time steps are required in order to satisfy the accuracy requirements of DNS.
Most often1, the Fourier pseudo-spectral space discretization is coupled with the well-known fourth-
order accurate Runge–Kutta time discretization [15] (hereafter RK4) see for example [27, 12].
While RK4 is a remarkably useful general purpose integrator, when combined with a spectral
method in space it has the potential to become the main source of discretization error, unless used
with a very small time step size. Sometimes lower-order accurate Runge–Kutta or multistep methods
are used; they require even smaller step sizes in order to provide time accuracy commensurate with
the spectral accuracy obtained in space. For example, among the available open source codes, Tarang
[24] includes RK methods of orders one, two, and four; Turbo [23] uses a 3rd-order RK method,
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and Philofluid [11] uses a low-storage fourth-order RK method. The use of small time step sizes is
especially significant since such simulations are sometimes run on the largest available supercomputers
in order to simulate high Reynolds number flows in a reasonable wall-clock time. Switching to a time
integrator that allows larger steps without compromising accuracy or parallel scalability is a simple
change that could yield significant benefits.
More than a century has passed since Kutta’s development of RK4 [15], and in that time a lot of
work has gone into developing highly accurate and efficient Runge–Kutta methods. In this work we
explore the application of some of those methods to Fourier pseudo-spectral DNS, focusing particularly
on the fifth-order method of Bogacki & Shampine (henceforth BS5) [1]. We make use of the open-
source code SpectralDNS [17].
We also investigate the usefulness of automatic step size control based on local error estimation.
This is a well-established technique for initial value problems. In the context of Runge–Kutta methods,
local error estimation is performed using a pair of methods that share a set of common intermediate
stages. The two methods have different orders of accuracy (herein we consider pairs of fifth/fourth
order), so that the difference between the numerical solutions they provide serves as an estimate of
the error. We refer the reader to [10] for details.
In proposing a change to the time stepping algorithm, care must be taken to ensure that the
accuracy obtained is at least as good as what would be obtained with RK4. Hence most of this work
is devoted to validating results obtained with BS5. In particular, it is essential to validate results at
reasonably high Reynold’s number, which requires a scalable parallel code like SpectralDNS and a
reasonably large computing resource. Simulations presented here were run on the Shaheen Cray XC40
system at KAUST [9].
2 Pseudo-spectral discretization of incompressible Navier–
Stokes
We consider incompressible fluid flow modeled by the Navier–Stokes equations with a divergence-free
velocity field. Defining the modified pressure P = p + u · u/2 (where p is the regular pressure), the
incompressible Navier–Stokes equations can be written (see e.g. [19])
∇ · u = 0, (1a)
∂u
∂t
= u× ω −∇P + 1
Re
∇2u. (1b)
Here u is the velocity, ω = ∇× u is the vorticity, and Re is the Reynolds number.
2.1 Spatial Discretisation
The spatial discretization is based on the traditional Fourier pseudo-spectral method; the description
here follows that in [18] and is implemented in the SpectralDNS package [17] in the Python program-
ming language. We consider uniform Cartesian grids in two or three dimensions. Let u denote the
approximation to the velocity field on the grid, let uˆ denote its discrete Fourier transform (DFT),
and let k denote a wavenumber. We can eliminate the pressure from (1b) by taking the divergence of
both sides. Then transforming equation (1b) to frequency space gives the following system of ordinary
differential equations (ODEs) [18]:
∂tuˆk = ̂(u× ω)k −
1
Re
|k|2uˆk − ikk ·
̂(u× ω)k
|k|2 . (2)
Here |k|2 = k · k. As is usual in the pseudo-spectral approach, the cross products in equation (2) are
evaluated in physical space and the result is then transformed to frequency space (see e.g. [3]).
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2.1.1 Dealiasing
Dealiasing is done using the 3/2-rule as described in [3, p. 134]. For evaluation (in physical space)
of the cross products of equation (2), the vectors containing u and ω are padded with zeroes so that
there are 3N2 frequencies in each direction. Applying the inverse Fourier transform (IDFT) gives
variables on a mesh with
(
3N
2
)3
points in physical space. After the operation has been carried out
using these variables, the result is transformed back to frequency space. Then the highest frequencies
are truncated to leave N frequencies in each direction.
2.2 Time discretizations
The main purpose of this work is to compare different explicit Runge–Kutta methods for the inte-
gration of (2). Specifically, we are interested in improvements that can be achieved by using highly
optimized fifth-order pairs. We compare the following temporal discretizations:
• AB2: Second-order Adams-Bashforth. This is used only in the first test, to give an idea of its
relative inefficiency compared to higher-order methods.
• RK4 [15]: The classical four-stage fourth-order method. The method is used with a fixed step
size. We also use this method to generate reference solutions.
• DP5 [7]: The well-known 5(4) pair of Dormand & Prince.
• KCL5 [14, p. 190] Method RK5(4)8[3R+]M from the work of Kennedy, Carpenter, & Lewis.
• BS5 [1]: The 5(4) pair due to Bogacki & Shampine. We use the error estimator bˆ (not b∗).
For the embedded pairs, we compare implementations with fixed step size and with variable step size
based on local error control.
2.2.1 Automatic step-size control
We use an automatic step-size control method based on [10, p167], the details of which we describe
below for the three-dimensional case; the two-dimensional case is almost exactly the same.
Two different Runge-Kutta methods are used for each step, the second being an “embedded”
method for automatic step-size control. Let the numerical solution (in frequency space, with a real
DFT in one direction) at timestep t ∈ N be denoted by uˆ(n) for the main Runge-Kutta method and
by vˆ(n) for the embedded method. As both uˆ(n) and vˆ(n) are in frequency space, they each have three
components at every point. We write pij : R3 → R for j = 1, 2, 3 as the canonical projections onto
the components (i.e. u(n) = (pi1u
(n), pi2u
(n), pi3u
(n))T ). For each wavenumber k considered, the vector
ŝc
(n)
k = (pi1ŝc
(n)
k , pi2ŝc
(n)
k , pi3ŝc
(n)
k ) is defined to have dimensions like that of uˆ and that
pij ŝc
(n)
k = TOLabs + max
{
|pij uˆ(n−1)k |, |pij uˆ(n)k |
}
TOLrel,
where TOLabs and TOLrel are absolute and relative tolerances respectively. For all the plots in this
document, we used TOLabs = TOLrel with values in the range 10
−11 to 10−2. The error for each
component j is estimated by
err
(n)
j =
√√√√ 1
N2(N/2 + 1)
∑
k
(
piju
(n)
k − pijv(n)k
pij ŝc
(n)
k
)2
.
Here the N2(N/2 + 1) term gives the total number of frequencies k considered. Note that due to
the use of the real DFT in the first direction, this treats the zero and Nyquist-frequencies slightly
differently than if a complex DFT had been used in each direction. The final error estimate is then
formed by taking the maximum over all components, i.e. err(n) = max{err(n)1 , err(n)2 , err(n)3 }
Let h(n) be the stepsize used for the n-th step, with h(0) being supplied at the beginning. We set
hnew = h
(n) ·min
{
δmax,max
{
δmin, δ · (1/err(n))1/(q+1)
}}
,
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with δmax = 2 and δmin = 0.01, δ = 0.8 and q being the order of the embedded method. If err ≤ 1
then we continue to the next step with h(n+1) = hnew. Else the current step is rejected and we re-run
the step with h(n) = hnew. We set δmax = 1 for the first step after a rejected step.
3 Numerical comparisons
We test each of the candidate integrators on variations of three classical problems: the Taylor-Green
vortex, the Rayleigh-Taylor instability, and homogeneous isotropic turbulence. We calculate (with
RK4 and a very small timestep) a reference solution against which other solutions are compared. As
a measure for the error, we use the discrete L2 norm of the difference (in velocity or density) between
a given solution and the reference solution. This is a very stringent test, given that in each case we
are computing a (chaotic) turbulent flow field.
It is natural to wonder if the use of much larger time steps (allowed by higher-order methods
and by time step adaptivity) might somehow damp out fine features of the flow. In the worst case,
there might be a feedback effect in which numerical dissipation from the use of large step size with
an adaptive integrator prevents the development of an instability, which in turn causes the integrator
to continue with a large step size. We will see that this problem does not arise in practice. The
most important point to take away from the results that follow is that the use of high-order, adaptive
methods yields essentially the same solution but requires a much smaller number of FFTs.
3.1 Taylor-Green vortex
The Taylor-Green (TG) vortex test case is a widely-used benchmark, see for instance [5]. We solve
the system of equations (1) on the periodic cube [−pi ≤ x, y, z ≤ +pi]. The initial velocity components
are
u(0) =
 sin (x) cos (y) cos (z)− cos (x) sin (y) cos (z)
0
 .
The Reynolds number for this flow is defined as Re = 1/ν, where ν is the dynamic viscosity. Starting
from the initial condition, the nonlinear interactions of different flow scales yield vortex breakdowns.
This nonlinear process is initially laminar, but it subsequently develops into near anisotropic turbu-
lence that decays with the typical spectral energy distribution. We consider three Reynolds numbers:
Re = 280, Re = 800 and Re = 1, 600.
To measure accuracy, we look at the maximum (over all time-steps) absolute difference (between
a computed solution and the reference solutions reported in literature) in the rate of dissipation of
kinetic energy. This maximum is obtained by evaluating a piecewise quadratic interpolation of the rate
of dissipation of kinetic energy at each timestep. The interpolation is done using the scipy package
[13].
We obtained qualitatively very similar results by considering the L2-error of the velocity field at the
final time. To calculate the rate of dissipation in kinetic energy, we first note that on the cube [−pi, pi)3
we have that the total kinetic energy per unit volume is given by Ekin =
1
2N6
‖uˆ‖ where ‖.‖2 is the L2
norm, i.e. ‖uˆ‖22 =
∑
k
∑
j=1,2,3,i |pij uˆk|2 where k ranges over all (discrete) frequencies considered and
pij is the canonical projection onto the j-th component so that uˆk = (pi1uˆk, pi2uˆk, pi3uˆk)
T . The rate of
dissipation of kinetic energy is given by
 = − d
dt
Ekin =
−1
2N6
d
dt
∑
k
∑
j=1,2,3
(pij uˆk)(pij uˆk) =
−1
N6
∑
k
∑
j=1,2,3
Re{pij(uˆkf(uˆk))},
where we use the fact that duˆdt = f(uˆ) with the sum ranging over every frequency k considered. Since
we already calculate an approximation of f(uˆ) when applying the time-integration method, this gives
a cheap way of calculating the rate of dissipation of kinetic energy in frequency space. Note that in the
implementation we used, the method described above had to be adjusted to treat the 0 and Nyquist
frequencies for the first real DFT correctly.
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3.1.1 Re=280
Reference values for the rate of dissipation of kinetic energy are available from [4]. Here a 643 grid
was used, which is sufficient for DNS [4]. Figure 1 shows the L2 norm of the error of the solution
in physical space at time T = 9.4. The comparison is against a solution generated with RK4 and a
timestep of 10−4. A timestep of 10−3 was used for the Re=1600 case on a 5123 grid by [18], and hence
we expect a timestep of 10−4 to be more than adequate for computing the reference solution.
Figure 1: Comparison of time integration methods at Re = 280.
We used a range of tolerances from 10−10 to 10−3. It is clear that that BS5 outperforms the other
methods by a wide margin. In particular, the BS5 with adaptive timestep requires 8-10 times less
RHS evaluations than the RK4 method for a wide range of error norms.
3.1.2 Re=800
We used a 2563 grid for the Re=800 runs, as done by [2] which is used as a reference by [8]. A
comparison of our results with those reported in [2] using a grid with 2563 elements is plotted in
Figure 2. Our solution did not match exactly with that reported by [2]. However, the discrepancy did
not go away even when running on a 5123 grid. Furthermore, such a differences are also clearly visible
in [8]. This suggests that the numerical experiments by Brachet et al. in [2] may be underresolved.
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Figure 2: Time rate of change of energy dissipation at Re = 800: comparison with results of Brachet et
al. [2].
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We used a reference timestep of 10−3 and a range of tolerances from 10−9 to 10−2. Results are
shown in Figure 3. All 5th-order methods outperform RK4, and the best results are obtained with
the adaptive BS5 method, as was found for the TG vortex at Re = 280.
Figure 3: Comparison of time integration methods at Re = 800
3.1.3 Re=1,600
We used a 5123 grid, and a reference timestep of 10−3 as done in [18]. The TG vortex at this Reynolds
number is a well-known test-case, and reference data are available for the the rate of dissipation of
kinetic energy, [5].
We used a range of tolerances between 10−7 and 10−2. Results are shown in Figure 4. All 5th-
order methods outperform RK4 and, once more, the best results are obtained with the adaptive BS5
method.
Figure 4: Comparison of time integration methods at Re = 1600
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3.2 Rayleigh-Taylor Instability
In this section we solve the incompressible Navier-Stokes equations in the presence of gravity, with
variable density, using the Boussinesq approximation:
∇ · u = 0, (3a)
∂u
∂t
= u× ω −∇P + 1
Re
∇2u− Riρez, (3b)
∂ρ
∂t
= −∇ · (ρu) + 1
RePr
∇2ρ. (3c)
Here ρ denotes the deviation from ambient density, Ri and Pr denote the Richardson number and the
Prandtl number, and ez indicates the unit vector in the z-direction. In place of (2), the system of
ODEs in this case takes the form
∂tuˆk = ̂(u× ω)k −
1
Re
|k|2uˆk − ikk ·
̂(u× ω)k − Riρˆkez
|k|2 − Riρˆkez, (4a)
∂tρˆk = −ik · (̂ρu)k −
|k|2ρˆk
RePr
. (4b)
The Rayleigh-Taylor instability is a classical fluid-dynamical instability that appears in the pres-
ence of gravity when a heavier fluid lies above a lighter fluid. It is of interest here for two reasons.
First, it is a widely-simulated phenomenon and serves as a benchmark. Second, it presents an oppor-
tunity to greatly improve time-stepping efficiency through automatic step size control. This is because
the instability develops slowly at first, so it is expected that very large step sizes can be used initially.
We simulated the single-mode Rayleigh-taylor instability in both 2D and 3D. The initial conditions
are based on those of [16], with a slightly smoothed interface between the fluids in order to allow it
to be represented accurately in the Fourier basis:
u0 = 0,
ρ0 =
1
2
(erf(z − z0 + ζ(x, y)))∆ρ.
(5)
Here u0 and ρ0 are the initial velocity and density fields respectively and erf is the error-function;
z0 is the location of the fluid interface. The ζ(x, y)-term represents a small perturbation to the
interface, designed to seed a single-mode instability. The quantity ∆ρ represents the difference in
density between the two fluids; we take ∆ρ = 1/10. This yields an Atwood number of less than 0.05
for which the Boussinesq approximation is reasonable. Both the Richardson number (Ri) and the
Prandtl number (Pr) are set to 1.
3.2.1 2D
We use a 512×2048 grid with ν = 1/1600 and take ζ = −0.01 cos(x). For the reference run, we used a
fixed timestep of 10−4. To verify that the requirements for DNS are met, the simulation was also run
on a 1024×4096 grid (using BS5 with adaptive timestepping with a tolerance of 10−5) and the results
compared to the reference on the coarser grid. The relative L2 and maximum norm of the difference
in the velocity field were both less than 1%. For the density, the (relative) L2 norm of the difference
was less than 1% and in the maximum norm the difference was less than 10%. Comparing the kinetic
energy and the rate of dissipation (here negative) of kinetic energy on both grids gives an error of the
order 10−6 and 10−10, repsectively. Differences in the bubble-height between the two runs are smaller
than the resolution of the grid. The simulation was run from T = 0 to T = 70.0. The density field is
plotted for various times in Figure 5.
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Figure 5: Density field of Rayleigh-Taylor instability on 512× 2048 grid
We used a range of tolerances from 10−9 to 10−4. Results for all methods are shown in Figure
6. Clearly all the schemes with adaptive timestepping outperform the schemes with fixed timesteps.
Among the methods with adaptive timestep, the DP5 schemes is the most efficient for this problem.
Figure 6: Comparison of time integration methods at ν−1 = 1600
3.2.2 3D
Here a 256 × 256 × 1024 grid was used with ν = 10−3. These parameters are similar to those used
in [28], though our simulation differs in that we use a periodic domain: ζ(x, y) = 0.01 cos(x) cos(y).
We used a reference timestep of 2 × 10−3. As in the 2D-case, we ran a reference simulation on a
finer (512× 512× 2048) grid and compared the results to those on the coarser grid. For both density
and velocity, the (relative) L2-norm of the difference was less than 1%. In the maximum-norm, the
(relative) norm of the difference was 2.5% and 20% for the velocity field and the density, respectively.
Differences of the rate of dissipation of kinetic energy and of the kinetic energy were both on the order
of 10−10. Differences in bubble-height were within the resolution of the grid. The simulation was run
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from time T = 0 to T = 60.0. A plot of the density field of the solution is plotted at various times in
Figure 7.
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Figure 7: Slice of density-field of Rayleigh-Taylor instability on 256× 256× 1024 grid
We used a range of tolerances from 10−8 to 10−4. Results for all methods are shown in Figure
8. All the scheme with adaptive timestep outperform the schemes with fixed timestep, except for the
BS5 scheme with a fixed timestep whose number of RHS evaluations are close to those of the KCL5.
Among the methods with adaptive timestep, the BS5 scheme is the most efficient for this problem.
Figure 8: Comparison of time integration methods at ν−1 = 800
3.3 Homogeneous Isotropic Turbulence
Generally speaking, turbulent flows consist of vortices of various scales interacting with each other.
Energy is transferred from vortices of larger scale to energy-dissipative vortices of smaller scale. This
physical process is known as the turbulent energy cascade. In this context, the study of homogeneous,
isotropic turbulence (HIT) is very important for two reasons: i) the smallest turbulent structures in
most turbulent flows have an almost isotropic behaviour and therefore it is hoped that these small
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structures, often not represented in numerical simulations, can be modelled correctly, ii) it is possible
to study and understand an important part of HIT analytically. We are particularly interested in
proposing improved time integration for HIT since some of the largest DNS runs ever have been
devoted to this problem [27, 12, 6, 25, 26].
We simulated homogeneous isotropic turbulence on the cube [0, 2pi]3. The initial conditions used
were based on [22] and were initialized pointwise with each component at each point having random
phase and absolute value (i.e., amplitude) given by
C|k|2N3
(2pi)3
exp
(−|k|2
a2
)
, (6)
where k is the wavenumber, and a = 9.5. The constant C was chosen so that the total kinetic energy
was of a similar magnitude as in the Taylor-Green vortex for the 2563 and 5123 case. We subtracted
(k·uˆ)k
|k|2 to make the initial conditions divergence-free.
3.3.1 Forcing
In order to replace the energy lost, we used a method of determinstic forcing after each timestep based
on the approach presented in [22]. Here the lower wavenumbers (with 0 < |k| ≤ kf ) are scaled by an
appropriate factor to compensate for energy lost by the system to diffusion.
We calculated the energy spectra of the initial velocity fields. Here we partitioned the range of 2-
norms of admissible wavenumbers into intervals Ij = [aj , bj) for j = 1, . . . with log2(bj)−log2(aj) being
constant. For each interval, we summed the total kinetic energy (per unit volume) of all wavenumbers
k with ‖k‖2 ∈ Ij to give the quantity sj . Figure 9 show sj plotted against aj for the 10243 run, which
had ν−1 = 2000 and kf = 8.
To generate an appropriate initial condition, the simulation was run from T = 0 to T = 15.0 using
the BS5 time-integrator with adaptive stepsize (with tolerance 10−7 on the 2563 run and 10−6 on the
others). The resulting energy spectrum is shown in Figure 9. We see that for wavenumbers above 23,
the high-order adaptive integrator yields the expected statistical state. The energy spectrum for the
lower wavenumbers is a result of the forcing function and does not follow the Kolmogorov law. The
adaptive timestepping resulted in a typical step size that corresponds to a CFL number of about 0.62
for the 10243 run.
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Figure 9: Initial energy spectrum for ν−1 = 2000 HIT run
3.3.2 Decaying turbulence test runs
To test each integrator, the simulation was restarted from t = 15 and run for a short time without
forcing. A slice of the vorticity of the solution at t = 15 is shown in Figure 10.
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Figure 10: Vorticity slice (x = 0) at t = 15
We ran the simulation on various grid sizes with ν chosen based on the value of ν for the Taylor-
Green vortex and on [20]. As a very stringent test of the time integrators, we compare pointwise
solution values of the resulting turbulent flow field.
Results for a 2563 grid are shown in Figure 11. Here we used ν−1 = 800 and kf = 4
√
2. The
simulation was run from T = 15.0 to T = 16.0. As a reference we used RK4 with timestep 10−3. We
used a range of tolerances between 10−8 and 10−4.
Figure 11: Comparison of time integration methods at ν−1 = 800
Results for a 5123 grid are shown in Figure 12. Here we used ν−1 = 1600 and kf = 8. The
simulation was run from T = 15.0 to T = 15.5. As a reference we used RK4 with timestep 5× 10−4.
We used a range of tolerances between 10−8 and 10−4.
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Figure 12: Comparison of time integration methods at ν−1 = 1600
Results for a 10243 grid are shown in Figure 13. Here we used ν−1 = 2000 and kf = 8. The
simulation was run from T = 15.0 to T = 15.5. As a reference we used RK4 with timestep 5× 10−4.
We used a range of tolerances between 10−8 and 10−5.
Figure 13: Comparison of time integration methods at ν−1 = 2000
As for the other test cases presented herein, the BS5 method with adaptive timestep requires less
RHS function evaluations. However, for this flow problem, the BS5 scheme with a fixed timestep
rqeuires a number of RHS evaluations very close if not better than the BS5 with automatic timestep
selection.
4 Discussion
While one should be cautious about drawing general results from a small selection of test problems,
our results consistently suggest that:
• High-order, adaptive time stepping yields accurate results for pseudospectral DNS of turbulent
flow. The use of significantly larger time step sizes with such methods does not negatively
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affect the resolution of fine-scale features of the flow when compared with the use of lower-order
methods (and correspondingly smaller step sizes).
• Optimized fifth-order methods, especially the BS5 pair, are more efficient than lower-order meth-
ods whenever moderate to high accuracy is desired. Specifically, similar accuracy can be obtained
at a cost that is reduced by 2x to 10x.
• Error estimation and step size adaptivity can be highly beneficial for problems involving the
development of instability from an initially laminar flow. It can also be useful in automatically
finding an appropriate step size, even if the characteristics of the flow do not change significantly
during the simulation.
Similar work remains to be done for the development of time integrators for incompressible flow
in the presence of boundaries. Many questions remain to be investigated regarding the application
of modern time discretizations to pseudo-spectral DNS. In particular, we expect that exponential
methods (wherein the linear diffusive terms are handled directly via the matrix exponential) may
yield even more substantial improvements. Improved step size controllers such as those of [21] will
also likely show improvements over the more standard techniques used here.
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