Supporting Information 1: Cellular elements included in blood-derived cultures (BDCs) across control and patients.
from working-phases were seeded in a specific culture medium and expanded for 14ds. First In the patient's group was of 3712 CD45 pos and 6312 CD45 neg . Comparative analysis between the two clinical groups showed a highly significant difference of p=0,004 for prevalent CD45 neg in the patients 'group 15 . Moreover, within the patients group CD45 neg cells increased in patients with high histological grade (p=0,02) (Supporting Figure S1b) .
Analysis of phenotype and proliferation rate in BDCs across patients.
Cytometric analysis on population of CD45 neg found in the patients' BDC was performed (Supporting Figure S1d-e) . The marker panel adopted is not exclusive to cancer cells.
Nevertheless, it is a valid tool in the context of the multipanel approach. Each marker was analysed in order to estimate the mean of percentage of cells positive (mean ± Standard error of the mean) and the mean fluorescence intensity (MFI) quantified after a titration curve optimized for each antibody used in the panel. PCA-maps displaying 5000 cells in patients and control
BDCs (Supporting Figure S1d) . Events corresponding to circulating cancer cells were grouped in P2-8 clusters and in P1 were grouped events corresponding to circulating non haematological cells. Each cluster is coloured according to their normalized markers expression on PCA-maps. Supporting Figure S1 . 
Supporting Information 2 Clustering analysis of a second cohort of 9 samples
A cohort of 9 subjects signed by ** in Data file S1 were analysed by SeOCET. This cohort were composed by 5 subjects affected by non-cancerous inflammatory disease and 4 healthy subjects. Data suggested that the cultivated cells isolated from the liquid biopsy performed in subjects with no inflammation displayed a higher Ps rather than the cancer patients and were grouped within the subset of control samples. 
Supporting Information 3 Statistical analysis of SeOECT data
Principal Components Analysis of SeOECT data. On the basis of ANOVA results, PCA was carried out both for modulation and time constant outputs, including independents outputs from the different five sensors and excluding from the dataset the measurements performed at Vgate values non significantly associated to the "label" of the samples, in order to avoid the introduction of "noise" in the data modelling procedure. Also in this case only "C" (control) and "P" (patients) samples were included in the analysis. PCA performed on modulation outputs acquired at V3, V4 and V5 Vgate values gave good result in terms of PC extraction, as the eigenvalues resulted >1 for the first 3 components, with a cumulative explained variance of 95.7 % (Supporting Table S3 .1, S3.2). PCA performed on tau outputs acquired at V4 and V5 Vgate values also gave good result in terms of PC extraction, as the eigenvalues resulted >1 for the first 2 components, with a cumulative explained variance of 92.4 % ( Table S4 ). The weights of the single variables on the extracted components were used in order to select the "best six" experimental outputs, in terms of discrimination capability among C and P values. 
Supporting Information 4. The clustering algorithm
We partitioned elements into groups using a density based clustering algorithm 18 . The algorithm classifies elements into categories on the basis of their similarity. Cluster centers are determined as those points in the set with higher density than their neighbors and by a relatively large distance from points with higher densities. To do so, per each point in the set:
(i) we determine its density ( ) as the number of points that are closer than a cut off distance to ;
(ii) find the subset of points in the dataset with densities ( ) > ( );
(iii) find the point with minimum distance to , this distance is ( ): the minimum distance of from points with higher densities than .
After operations from (i) to (iii), we derive a diagram where the density is reported against ( ) per each element in the data set. Points in the set with higher density than their neighbors and by a relatively large distance from points with higher densities emerge as singularities in the diagram, an example of which is reported in Supporting figure S4.1. These points are the cluster centers. Each point in the set is attributed to different clusters on the basis a minimum distance criterion: a point is attributed to a cluster if the minimum distance of to is the smaller among all the minimum distances calculated with the remaining clusters. Thus clusters are constructed per accumulation. The cluster centers represent the seeds of the clusters.
Here, we found that the totality of tumor and non-tumor samples is partitioned in the modulation/time plane into two separate groups -with all tumor samples gathered in the same cluster (say ), and all non-tumor samples gathered in the other clusters (say ). This is relevant because unsupervised clustering (i) finds, without prior knowledge, that there are two groups with some internal correlation in the data set (reflecting the initial number of sample categories, i.e. tumor and non-tumor) and (ii) associates all elements of a category to the same cluster (revealing that clusters have internal consistency and that clustering reflects physical differences between categories). Suppose now to have and (actually, we have and -they are the distributions of measured tumor and non tumor samples as in Figures 3f and 5 of the main text). Then, we have an additional measure of the unknown (undetermined) sample . Suppose that is a tumor sample. If falls within the convex closure of , then the algorithm would assign to the correct cluster with 100% confidence. If falls outside the convex closure of , we can assign to with probability and to with probability = 1 − . The closer to the border of , the greater . We can calculate and on a statistical basis.
We assume is drawn by a Gaussian distribution with standard deviation ( ) and mean = ̅ ( ) ± ( ) √ ⁄ ( is the size of , is the mean of the population, ̅ is the mean of sample , ( ) √ ⁄ is the standard error of the mean is the score associated to specific confidence intervals).
We generate a large number of tentative ′ ( > 1000 Supporting Figure S4 .2a). Then, we examine whether falls in the first ( → ) or in the second ( → ) group. is determined as the number of → events to . Supporting Figure S4 .2b reports as a function of the size of sample for different values of the confidence interval . The method assigns the unknown sample to the correct cluster with 100% reliability ( = 1) and 0% uncertainty ( = 0) for any initial sample with size > 2 and fixed confidence interval < 98% ( = 2.33). Fixing the confidence interval to = 99.99% ( = 3.29), the size of necessary for reaching 100% increases to ~15. Thus, for any sufficiently large initial tumor set, the method would diagnosis unknown, potentially tumor samples deterministically, i.e. with = 0. The analysis, here reported for the couple of variable 3 − 5 , can be performed for any combination of modulation, time constant, and sensor number that maximize the system response, resulting from PCA postprocessing of data. 
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