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abstract
The thesis deals with two main subjects, one being metric Diophantine approxima-
tion and the other Fractal Geometry.
As far as the first subject is concerned, the results presented lie in the setup of inhomo-
geneous Diophantine approximation. The following is shown: supposeA = (qn)∞n=1 ⊆ N
is a lacunary sequence and µ is a probability measure with Fourier transform of a pre-
scribed logarithmic decay rate. Then for any γ ∈ R and any decreasing approximating
function ψ : N → R+, the set WA(γ, ψ) = {x ∈ [0, 1) : ‖qnx− γ‖ ≤ ψ(qn) for i.m. n ∈
N} satisfies a Khintchine-type law with respect to the measure µ. This result builds
on the work of Pollington and Velani in [51]. It is also shown that W (γ, ψ) is a Salem
set, generalising a result of Kaufman in [38].
Regarding Fractal Geometry, we present a refinement of Marstrand’s famous projection
theorem for arbitrary dimension functions. We state an analogue of Kaufman’s result
on the dimension of the set of angles of exceptional projections and discuss on the
necessity of the conditions imposed in our main theorem.
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Preface
Chapter 1 is an introduction to well known basic facts and results which are used in
subsequent parts of the thesis. Proofs are included for most of the results presented.
The main areas covered are continued fractions, metric Diophantine approximation and
connections of fractal geometry with Diophantine approximation.
In Chapter 2 we formulate and prove a Khintchine-type law on inhomogeneous
Diophantine approximation with restricted denominators. The size of the set of well
approximable numbers is given with respect to a probability measure the Fourier trans-
form of which has a prescribed logarithmic decay rate. The denominators are restricted
to a lacunary sequence.
In Chapter 3 we show that the set of inhomogeneously ψ-well approximable num-
bers, where ψ is an arbitrary approximating function, is a Salem set. That is, its
Hausdorff dimension equals its Fourier dimension. This generalises the result proved
by Kaufman for the homogeneous case.
Finally in Chapter 4 we present a refinement of Marstrand’s projection theorem to
arbitrary dimension functions. This refinement allows us to discriminate, for example,
between projections of sets of dimension zero. We also show that the conditions imposed
in the theorem are in some sense necessary.
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Chapter 1
Introduction
1.1 Continued Fractions
We begin this introductory chapter by presenting some of the basic facts and properties
of the expansion of reals into continued fractions. Let
x = [a0; a1, a2, . . .] := a0 +
1
a1 +
1
a2 + ...
be the continued fraction expansion of some real number x. Here a0 ∈ Z and a1, a2, . . . ∈
N. The integers (an)∞n=1 are known as the partial quotients of x. Note that when x is
rational the continued fraction terminates.
The n-th convergent of an irrational x ∈ R is defined to be the rational number
pn
qn
= [a0; a1, . . . , an] .
The sequences (pn)
∞
n=1, (qn)
∞
n=1 are called the sequences of numerators and denomina-
tors associated to the continued fraction expansion of x, respectively. They satisfy the
following recursive relations
{
pn+1 = an+1pn + pn−1
p−1 = 1, p0 = a0
qn+1 = an+1qn + qn−1q−1 = 0, q0 = 1 (1.1)
which may also be written in matrix form as(
pn−1 pn
qn−1 qn
)
=
(
0 1
1 a1
)(
0 1
1 a2
)
· · ·
(
0 1
1 an
)
· (1.2)
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Taking determinants in (1.2) gives
pnqn−1 − pn−1qn = (−1)n+1, (1.3)
and this implies that (pn, qn) = 1 for all n = 1, 2, . . . , i.e. the convergents are all in
reduced form.
The convergents of x also satisfy the inequalities
1
qn(qn+1 + qn)
<
∣∣∣∣x− pnqn
∣∣∣∣ < 1qnqn+1 , n = 1, 2, . . . (1.4)
There are several properties of real numbers which are reflected in the corre-
sponding continued fraction expansion. The continued fraction [a1, a2, . . .] is called
eventually periodic if there exist integers k, d ≥ 1 such that (ak+1, . . . , ak+d) =
(ak+nd+1, . . . , ak+(n+1)d) for all n = 1, 2, . . .
Proposition 1.1. Let x ∈ R. Then x is a quadratic irrational if and only if the
continued fraction expansion of x is eventually periodic.
For example, the golden ratio 12(1+
√
5) and
√
2 have the well-known continued fraction
expansions
1 +
√
5
2
= [1; 1, 1, . . .]
and √
2 = [1; 2, 2 . . .].
For more details on continued fractions we refer to [40], [21, Chapter 3], [54].
1.2 Dirichlet and Khintchine’s Theorems
1.2.1 Dirichlet’s Theorem
The fundamental result in Diophantine approximation is Dirichlet’s theorem.
Theorem 1.2 (Dirichlet). Let x ∈ R and N ∈ N be a positive integer. There exist
p ∈ Z and a positive integer 1 ≤ q ≤ N such that∣∣∣∣x− pq
∣∣∣∣ ≤ 1qN ·
The proof is an easy consequence of the pigeonhole principle, see for example [30,
Chapter 2]. In what follows, we use the notation
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‖x‖ := min{|x− k| : k ∈ Z}
for the distance of the real number x to the nearest integer. Then Dirichlet’s theorem
implies that for any real number x and for any integer N ≥ 1, there is some q ≥ 1 with
q ≤ N and
‖qx‖ ≤ 1
N
·
An immediate corollary to Dirichlet’s theorem is the following.
Corollary 1.3. Let x ∈ R\Q. There exist infinitely many rational numbers pq ∈ Q
such that ∣∣∣∣x− pq
∣∣∣∣ ≤ 1q2 ·
So Dirichlet’s theorem gives a rate of approximation which is attained by all real num-
bers. Actually this uniform rate of approximation can be improved in the following
sense.
Theorem 1.4 (Hurwitz). Let x ∈ R\Q. There exist infinitely many rational numbers
p
q ∈ Q such that ∣∣∣∣x− pq
∣∣∣∣ ≤ 1√5 q2 ·
The rate of approximation described in Hurwitz’s theorem is actually the best possible
which is achieved by all irrational numbers, as the following proposition implies. For
the proof see [40].
Proposition 1.5. Let φ = [1; 1, 1, . . .] = 12(1 +
√
5) be the golden ratio. For any ε > 0,
there exist at most finitely many rational numbers p/q ∈ Q such that∣∣∣∣φ− pq
∣∣∣∣ ≤ 1(√5 + ε)q2 ·
In view of the previous statement, it makes sense to define as badly approximable those
real numbers for which the aforementioned rate of approximation is actually the best
possible. In what follows, we restrict to numbers in the unit interval [0, 1) since all
properties of reals with respect to Diophantine approximation we study are invariant
under translation by integers.
Definition 1. A number x ∈ [0, 1) is called badly approximable if there exists a
constant c = c(x) > 0 such that
q‖qx‖ ≥ c, for all q = 1, 2, . . .
The set of badly approximable numbers is denoted by Bad.
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By Proposition 1.5 it follows that the set Bad is non-empty. The fact that Bad is
uncountable may be deduced from Khintchine’s characterisation of badly approximable
numbers, see [40].
Proposition 1.6. Let x ∈ [0, 1) have the continued fraction expansion x = [a1, a2, . . .].
Then x ∈ Bad if and only if the sequence (an)∞n=1 of partial quotients is bounded.
This proposition implies, for example, that all quadratic irrationals are in Bad. It
remains an open problem to determine whether there are any other algebraic irrationals
of degrees greater than 2 which are in Bad. It is conjectured that the answer to this
question is negative.
For each N = 1, 2, . . . define the set
FN = {x ∈ [0, 1) : x = [a1, a2, . . .] with ai ≤ N, i = 1, 2, . . .}. (1.5)
Then Proposition 1.6 implies
Bad =
∞⋃
N=1
FN .
1.2.2 Khintchine’s Theorem
Dirichlet’s theorem states that all irrational numbers admit approximations by rationals
p/q of the rate of 1/q2. It is natural to ask what is the size of the set of numbers which
have approximations of various rates. In what follows, we write R+ for the set (0,∞).
Given a function ψ : N→ R+, define the set
W (ψ) = {x ∈ [0, 1) : ‖qx‖ ≤ ψ(q) for infinitely many q ∈ N}
of ψ-well approximable numbers. The function ψ determines the rate of approximation
by rationals, and will be referred to as the approximating function. Also for any τ ≥ 1
we define W (τ) to be simply the set W (ψ), when ψ(q) = q−τ ; that is,
W (τ) =
{
x ∈ [0, 1) : ‖qx‖ ≤ 1
qτ
for infinitely many q ∈ N
}
. (1.6)
Khintchine’s theorem gives the size of the set W (ψ) in terms of one-dimensional
Lebesgue measure. In what follows, | · | stands for the Lebesgue measure on the real
line.
Theorem 1.7 (Khintchine). Let ψ : N→ R+ be a decreasing function. Then
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|W (ψ)| =

0, if
∞∑
q=1
ψ(q) <∞
1, if
∞∑
q=1
ψ(q) =∞.
Before we proceed to more details on the proof of the theorem, let us study the set
W (ψ) more closely. Given a sequence (Aq)
∞
q=1 of subsets of an arbitrary set X (not
necessarily a subset of R), we may define the set lim sup
q→∞
Aq by
lim sup
q→∞
Aq =
∞⋂
q=1
∞⋃
i=q
Ai
= {x ∈ X : x ∈ Aq for infinitely many q ∈ N} .
Using this definition, the set W (ψ) can be written as W (ψ) = lim sup
q→∞
Aq(ψ), where we
define
Aq(ψ) = {x ∈ [0, 1) : ‖qx‖ ≤ ψ(q)}
=
q⋃
p=0
B
(
p
q
,
ψ(q)
q
)
∩ [0, 1) .
Here we define B(x, r) = {y ∈ R : |y − x| < r} for each x ∈ R and r > 0. So each set
Aq(ψ) has Lebesgue measure |Aq(ψ)| ≤ 2ψ(q), and this explains the appearance of the
series
∞∑
q=1
ψ(q) in Khintchine’s theorem.
The difficult part in the proof of this theorem and many other similar results we will
encounter is the divergence case. The convergence case is relatively easy, as it follows
directly from the Borel-Cantelli Lemma.
Lemma 1.8 (Borel-Cantelli). Let (X,B, µ) be a probabilty space and (An)∞n=1 ⊆ B be
a sequence of subsets of X. If
∞∑
n=1
µ(An) <∞ then
µ
(
lim sup
n→∞
An
)
= 0.
SinceW (ψ) = lim supAq(ψ) and each setAq(ψ) has Lebesgue measure |Aq(ψ)| ≤ 2ψ(q),
in the convergence case we deduce that
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∞∑
q=1
|Aq(ψ)| < ∞
and |W (ψ)| = 0 by the Borel-Cantelli Lemma. Observe that the assumption of mono-
tonicity of ψ is not necessary for the convergence case of Khintchine’s theorem.
Khintchine’s original proof [40] is under the additional assumption that the function
q 7→ qψ(q) is monotonic, and uses the apparatus of continued fractions. Cassels [12]
proved the theorem under the assumption of monotonicity of ψ. As we explain later
in subsection 1.2.4, the assumption of monotonicity cannot be removed. Schmidt [56]
proved a quantitative version of the theorem. For an alternative proof related to the
theory of ubiquitous systems we refer to [4].
Equipped with Khintchine’s theorem, we can easily deduce that |Bad| = 0.
Proposition 1.9. The set Bad has zero Lebesgue measure.
Proof. Consider the function ψ(q) = 1/(q log q), q ≥ 2. Then
Bad ⊆ [0, 1) \W (ψ).
Khintchine’s theorem implies |W (ψ)| = 1, hence |Bad| = 0.
1.2.3 A proof of Khintchine’s Theorem
Here we give a proof of Khintchine’s theorem which makes implicit use of the apparatus
of ubiquitous systems. The proof relies on the notion of quasi-independence on average
and the following zero-one law due to Cassels [13].
Theorem 1.10 (Cassels’ Zero-One Law). Let ψ : N→ R+ be any function. Then the
Lebesgue measure of the set W (ψ) satisfies
|W (ψ)| = 0 or |W (ψ)| = 1.
In view of Cassels’ zero-one law, in order to prove the divergence case for Khintchine’s
theorem it is sufficient to show that |W (ψ)| > 0. Hence we want to show that the
Lebesgue measure of a certain lim-sup set is positive. With this in mind, the following
partial converse to the Borel-Cantelli Lemma is useful, see [30, Lemma 2.3].
Lemma 1.11. Let (X,B, µ) be a probabilty space and (An)∞n=1 ⊆ B be a sequence of
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subsets of X. If
∞∑
n=1
µ(An) =∞ then
µ
(
lim sup
n→∞
An
)
≥ lim sup
N→∞
(
N∑
n=1
µ(An)
)2
N∑
n=1
N∑
m=1
µ(An ∩Am)
·
Let us give the following definition.
Definition 1.12. Let (X,B, µ) be a probability space. The subsets (An)∞n=1 of X are
called quasi-independent on average if there exists a constant C > 0 such that
N∑
n=1
N∑
m=1
µ(An ∩Am) ≤ C
(
N∑
n=1
µ(An)
)2
, N = 1, 2, . . . (1.7)
So the divergence Borel-Cantelli Lemma (Lemma 1.11) implies that whenever the sets
(An)
∞
n=1 are quasi-independent on average, the set lim sup
n→∞
An has positive Lebesgue
measure. More precisely, whenever (1.7) is satisfied, then∣∣∣∣lim sup
n→∞
An
∣∣∣∣ ≥ 1C ·
We proceed with the divergence case of Kintchine’s theorem. Consider the sets
Bn(ψ) =
2n−1⋃
q=2n−1
q⋃
p=1
(p,q)=1
B
(
p
q
,
ψ(2n)
2n
)
, n = 1, 2, . . . (1.8)
Clearly lim sup
n→∞
Bn(ψ) ⊆W (ψ) and it suffices to show that
∣∣∣∣lim sup
n→∞
Bn(ψ)
∣∣∣∣ > 0. In view
of the previous remarks, it suffices to show that the sequence (Bn(ψ))
∞
n=1 is pairwise
quasi-independent. Notice that without loss of generality we may assume that
ψ(q) <
1
2q
, q = 1, 2, . . .
Indeed, if this is not the case, define
Ψ(q) = min
{
1
2q
, ψ(q)
}
, q = 1, 2, . . .
and observe that
∞∑
q=1
Ψ(q) = ∞ and W (Ψ) ⊆ W (ψ). Now we estimate the measure of
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the sets Bn(ψ). If 2
n−1 ≤ q1 < q2 < 2n and 0 ≤ p1 ≤ q1, 0 ≤ p2 ≤ q2 then∣∣∣∣p1q1 − p2q2
∣∣∣∣ ≥ 1q1q2 > 122n > 2ψ(2
n)
2n
·
Hence the intervals in (1.8) are pairwise disjoint and each set Bn(ψ) has Lebesgue
measure
|Bn(ψ)| =
2n−1∑
q=2n−1
q∑
p=1
(p,q)=1
2
ψ(2n)
2n
= 2
ψ(2n)
2n
2n−1∑
q=2n−1
φ(q)  2nψ(2n).
Here we have used the fact that Euler’s totient function satisfies
N∑
q=1
φ(q) =
3
pi2
N2 +O(N logN), N →∞.
Next we estimate the measure of the intersections of the form Bm(ψ) ∩ Bn(ψ). Let
m < n and fix one of the intervals B
(
p
q ,
ψ(2m)
2m
)
which comprise Bm(ψ). This interval
overlaps with intervals of the form B
(
p
q ,
ψ(2n)
2n
)
, the centers of which have distance at
least 1/22n. Thus the number of intervals of the form B
(
p
n ,
ψ(2n)
2n
)
contained in an
interval of the form B
(
p
m ,
ψ(2m)
2m
)
is at most
2ψ(2m)/2m
1/22n
+ 2 = 2
ψ(2m)
2m
22n + 2.
Each of these intervals of the form B
(
p
q ,
ψ(2n)
2n
)
has Lebesgue measure equal to
ψ(2n)/2n. Also the set Bm(ψ) consists of
2m∑
2m−1
φ(q)
intervals in total. Thus for m < n,
|Bm(ψ) ∩Bn(ψ)| ≤
(
2
ψ(2m)
2m
22n + 2
)
· 2ψ(2
n)
2n
2n−1∑
q=2n−1
φ(q)

(
ψ(2m)
2m
22n + 1
)
ψ(2n)
2n
22m.
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So for N large enough we get
N∑
m=1
N∑
n=1
|Bm(ψ) ∩Bn(ψ)| 
N∑
m=1
N∑
n=1
(
ψ(2m)
2m
22n + 1
)
ψ(2n)
2n
22m

N∑
m=1
N∑
n=1
ψ(2m)
2m
22n
ψ(2n)
2n
22m +
N∑
m=1
N∑
n=1
ψ(2n)
2n
22m

(
N∑
n=1
2nψ(2n)
)2
+
∑∑
1≤m≤N
m<n≤N
ψ(2n)
2n
22m

(
N∑
n=1
|Bn(ψ)|
)2
+
N∑
m=1
2mψ(2m) ∑
m<n≤N
1
2n−m


(
N∑
n=1
|Bn(ψ)|
)2
+
N∑
n=1
|Bn(ψ)|

(
N∑
n=1
|Bn(ψ)|
)2
.
The last estimate follows because
∞∑
m=1
|Bm(ψ)| =
∞∑
m=1
2mψ(2m) = ∞
by the assumption of monotonicity of ψ and Cauchy’s condensation test. Thus we have
shown that
N∑
m=1
N∑
n=1
|Bm(ψ) ∩Bn(ψ)| 
(
N∑
m=1
|Bm(ψ)|
)2
, N →∞.
Hence the sets (Bn(ψ))
∞
n=1 are quasi-independent on average and Lemma 1.11 implies
that
|W (ψ)| ≥
∣∣∣∣lim sup
n→∞
Bn(ψ)
∣∣∣∣ > 0 .
In view of Theorem 1.10 we have that |W (ψ)| = 1.
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1.2.4 The Duffin-Schaeffer counterexample
Here we explain why the assumption of monotonicity in the divergence case in Khint-
chine’s theorem cannot be removed.
Duffin and Schaeffer [19] constructed an approximating function θ : N→ R+ which is
not monotonic and for which
∞∑
q=1
θ(q) =∞ and |W (θ)| = 0
hold simultaneously. The definition of the function θ is as follows. Let (Nk)
∞
k=1 be an
increasing sequence of integers such that the following properties are satisfied:
(i) Nk is squarefree for k = 1, 2, . . .
(ii) (Nk, Nl) = 1 for k 6= l (i.e. the integers Nk are pairwise coprime), and
(iii) for all k = 1, 2, . . . ∏
p |Nk
(
1 +
1
p
)
> 1 + 2k.
Note that the choice of the sequence (Nk)
∞
k=1 is possible because the product
∏
p
(1+p−1)
diverges to infinity. The function θ : N→ R+ is defined by
θ(q) =

q
2k+1Nk
, if q > 1 and q |Nk
0, otherwise .
Observe that for any k = 1, 2, . . . we get
∑
q |Nk
q>1
θ(q) =
∑
q |Nk
q>1
q
2k+1Nk
≥ 1
2k+2Nk
∏
p |Nk
(1 + p)
=
1
2k+2
∏
p |Nk
(
1 +
1
p
)
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>
1 + 2k
2k+2
>
1
4
,
hence
∞∑
q=1
θ(q) =
∞∑
k=1
∑
q |Nk
q>1
θ(q) = ∞.
In order to show that the set W (θ) has zero Lebesgue measure, we need to examine
the sets
Aq(θ) =
q−1⋃
p=0
B
(
p
q
,
θ(q)
q
)
, q = 1, 2, . . . .
When q > 1 is not a divisor of any of the integers Nk, then Aq(θ) is empty. Fix some
k ∈ N; then for any divisor q > 1 of Nk the set Aq(θ) is a union of intervals centered
at points of the form p/q, 0 ≤ p < q and with radii equal to
θ(q)
q
=
1
2k+1Nk
=
θ(Nk)
Nk
·
Since each rational of the form p/q, 0 ≤ p < q can be written as p′/Nk, 0 ≤ p′ < Nk, the
intervals comprising the sets Aq(θ) are among the intervals comprising ANk(θ). Thus
ANk(θ) =
⋃
q |Nk
Aq(θ)
and
W (θ) = lim sup
k→∞
ANk(θ). (1.9)
Now
|ANk(θ)| = 2θ(Nk) =
1
2k
, k = 1, 2, . . .
hence |W (θ)| = 0 by (1.9) and the Borel-Cantelli Lemma.
1.2.5 The Duffin-Schaeffer Conjecture
In their paper [19], Duffin and Schaeffer not only showed that the assumption of mono-
tonicity is necessary in Khintchine’s theorem, but they also formulated a statement
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regarding arbitrary functions. This statement remains open to date and is known as
the Duffin-Schaeffer Conjecture.
Given an arbitrary function ψ : N→ R+, define the set
W ′(ψ) =
{
x ∈ [0, 1) :
∣∣∣∣x− pq
∣∣∣∣ < ψ(q)q for inf. many p/q ∈ Q with (p, q) = 1
}
.
Intuitively, the set W ′(ψ) consists of numbers x which admit the same rate of ap-
proximation as the elements of W (ψ), but with the restriction that the corresponding
rationals are in reduced form. Trivially, W ′(ψ) ⊆W (ψ).
Just like in Khintchine’s theorem, the set W ′(ψ) can be written as W ′(ψ) =
lim sup
q→∞
A′q(ψ), where we define
A′q(ψ) =
q⋃
p=1
(p,q)=1
B
(
p
q
,
ψ(q)
q
)
.
Each of the sets A′q(ψ) has Lebesgue measure |A′q(ψ)| ≤ φ(q)
ψ(q)
q
, and once more
the Borel-Cantelli Lemma implies that |W ′(ψ)| = 0 whenever
∞∑
q=1
φ(q)ψ(q)q < ∞. Here
φ(q) is Euler’s totient function. The Duffin-Schaeffer conjecture is the statement that
|W ′(ψ)| = 1 whenever the aforementioned series diverges.
Conjecture (Duffin & Schaeffer). Let ψ : N→ R+ be a function. Then
|W ′(ψ)| =

0, if
∞∑
q=1
φ(q)
ψ(q)
q
<∞,
1, if
∞∑
q=1
φ(q)
ψ(q)
q
=∞.
Remark 1. When ψ is a decreasing function, the Duffin-Schaeffer conjecture and Khint-
chine’s theorem coincide as statements. To see this, first observe that W ′(ψ) = W (ψ).
Indeed, trivially W ′(ψ) ⊆ W (ψ) and for the converse suppose x ∈ W (ψ). There exist
infinitely many p/q ∈ Q such that ∣∣∣∣x− pq
∣∣∣∣ ≤ ψ(q)q ·
Write each of them as p/q = p′/q′ ∈ Q with (p′, q′) = 1. The assumption of monotonic-
ity of ψ yields
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∣∣∣∣ = ∣∣∣∣x− pq
∣∣∣∣ ≤ ψ(q)q ≤ ψ(q′)q′ ,
so x ∈W ′(ψ) as well. Furthermore the series
∞∑
q=1
ψ(q) and
∞∑
q=1
φ(q)
ψ(q)
q
appearing in Khintchine’s theorem and the Duffin-Schaeffer Conjecture, respectively,
either both converge or both diverge. Clearly if the first series converges, then so does
the second. Also for any positive integer N large enough,
2N∑
q=1
φ(q)
ψ(q)
q
>
N−1∑
n=0
2n+1∑
q=2n+1
φ(q)
ψ(q)
q
≥
N−1∑
n=0
2n+1∑
q=2n+1
φ(q)
ψ(2n)
2n
=
N−1∑
n=0
ψ(2n)
2n
2n+1∑
q=2n+1
φ(q)

N−1∑
n=0
ψ(2n)
2n
22n
=
N−1∑
n=1
2nψ(2n),
hence the divergence of the first series implies the divergence of the second series by
Cauchy’s condensation test.
Remark 2. Duffin and Schaeffer’s function θ is not a counterexample to their conjecture.
To see this, observe that
∞∑
q=1
φ(q)
θ(q)
q
=
∞∑
k=1
∑
q |Nk
q>1
φ(q)
θ(q)
q
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=
∞∑
k=1
∑
q |Nk
q>1
φ(q)
1
2k+1Nk
=
∞∑
k=1
1
2k+1Nk
∑
q |Nk
q>1
φ(q)
=
∞∑
k=1
1
2k+1Nk
(Nk − 1)
<
∞∑
k=1
1
2k+1
< ∞ .
Regarding the Duffin-Schaeffer Conjecture, Gallagher [26] showed that for the diver-
gence case it is sufficient to prove that |W ′(ψ)| > 0. The following result is a natural
analogue of the aforementioned Cassels’ zero-one law.
Theorem 1.13 (Gallagher’s Zero-One Law). Let ψ : N → R+ be any function. Then
the Lebesgue measure of the set W ′(ψ) satisfies
|W ′(ψ)| = 0 or |W ′(ψ)| = 1.
For several partial results related to the Duffin-Schaeffer Conjecture we refer to [1, 5,
22, 31, 50, 62]. It is also worth mentioning the following partial result proved by Duffin
and Schaeffer in their attempt to prove their conjecture.
Theorem 1.14 (Duffin, Schaeffer). Let ψ : N→ R+ be any function. If
lim sup
N→∞
 N∑
q=1
φ(q)
ψ(q)
q
 N∑
q=1
ψ(q)
−1 > 0 ,
then |W ′(ψ)| = 1.
For the proof we refer to [30, Chapter 2].
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1.3 Inhomogeneous Diophantine Approximation
The object of Diophantine approximation, which is finding rational approximations to
a real number x, can be equivalently stated as follows: given x ∈ R, how close does
the sequence qx (mod 1), q ≥ 1 approximate the point 0? It is natural to study an
“inhomogeneous” generalisation of this question: given any γ ∈ R and an irrational
x ∈ R, how close does the sequence qx, q ≥ 1 approximate γ mod 1?
In the setup of inhomogeneous Diophantine Approximation, several variants and gen-
eralisations of the aforementioned results for the homogeneous case (γ = 0) have been
established. We mention just a few of them, starting with a Theorem due to Chebyshev
with the proof presented in [33].
Theorem 1.15 (Chebyshev). Let x ∈ R be an irrational and γ ∈ R be any real number.
Then
‖qx− γ‖ < 3
q
for inf. many q = 1, 2, . . .
Proof. Let (Pn/Qn)
∞
n=1 be the convergents of x. By (1.4), for each n = 1, 2, . . . we can
write
x =
Pn
Qn
+
δn
Q2n
, 0 < |δn| < 1. (1.10)
For each n = 1, 2, . . . there exists tn ∈ Z such that |Qnγ − tn| = ‖Qnγ‖ ≤ 12 , hence
γ =
tn
Qn
+
εn
2Qn
, |εn| ≤ 1.
Since (Pn, Qn) = 1 there exist pn, qn ∈ N such that
Qn
2
≤ qn < 3Qn
2
and Pnqn −Qnpn = tn. (1.11)
Thus for all n,
‖qnx− γ‖ ≤ |qnx− pn − γ|
(1.10)
=
∣∣∣∣qn(PnQn + δnQ2n
)
− pn − tn
Qn
− εn
2Qn
∣∣∣∣
(1.11)
≤ qn
Q2n
+
1
2Qn
(1.11)
<
3
qn
·
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Khintchine [33] improved the constant appearing in the previous theorem.
Theorem 1.16 (Khintchine). Let x ∈ R be an irrational, γ ∈ R be a real number and
ε > 0. Then
‖qx− γ‖ < 1 + ε√
5 q
for inf. many q = 1, 2, . . .
Theorem 1.16 is an obvious generalisation of Hurwitz’s result (Theorem 1.4). Observe
that the assumption that x is irrational is necessary, otherwise the approximation rate
to γ may not be achieved.
In the inhomogeneous setup, it is also natural to ask if a variant of Khintchine’s metric
theorem is true. Namely, if γ ∈ R and ψ : N→ R is a function, we would like to know
the Lebesgue measure of the set
W (γ, ψ) = {x ∈ [0, 1) : ‖qx− γ‖ < ψ(q) for infinitely many q ∈ N} .
Szu¨ss [59] proved that an inhomogeneous version of Khintchine’s theorem is true under
the same assumptions.
Theorem 1.17. Let ψ : N→ R+ be a decreasing function. Then
|W (γ, ψ)| =

0, if
∞∑
q=1
ψ(q) <∞
1, if
∞∑
q=1
ψ(q) =∞.
Again, the assumption of monotonicity of ψ is required only for the divergence case.
The set Bad of badly approximable numbers admits an inhomogeneous analogue.
Definition 1.18. Let γ ∈ R. Define the set
Badγ =
{
x ∈ [0, 1) : inf
q∈N
q‖qx− γ‖ > 0
}
.
The elements of Badγ are called inhmogeneously badly approximable numbers with
respect to γ.
Remark 3. In view of the inhomogeneous Khintchine theorem, we can deduce that the
Lebesgue measure of Badγ is zero in the same way we derived the same conclusion for
Bad.
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1.4 The Hausdorff theory of Metric Diophantine approx-
imation
As we have seen, Khintchine’s theorem implies that the sets W (τ), τ > 1 all have zero
Lebesgue measure. However it does not allow any further discrimination between them,
even though we know for example that W (3) is in some sense “bigger” than W (100).
The theory of Hausdorff dimension helps us overcome this problem.
1.4.1 Hausdorff measure and dimension
Let us start with the definition of a dimension function.
Definition 1.19. A dimension function (or gauge function) is a function f : R+ → R+
which is increasing and continuous with f(r)→ 0 as r → 0 .
Definition 1.20. Let A be a non–empty subset of Rn. For ρ > 0, let
Hfρ(A) = inf
{ ∞∑
i=1
f(|Ui|) : A ⊆
∞⋃
i=1
Ui, |Ui| ≤ ρ for all i = 1, 2 . . .
}
,
where |U | denotes the diameter of the set U and the infimum is taken over countable
covers (Ui)
∞
i=1 of A by sets of diameter at most ρ. The Hausdorff f -measure of A is
defined by
Hf (A) = lim
ρ→0
Hfρ(A) .
When f(r) = rs for some s > 0, the measure Hf is the usual s-dimensional Hausdorff
measure Hs.
Remark 4. When 0 < ρ1 < ρ2, Hfρ1(A) ≥ Hfρ2(A) so in the definition of Hf we actually
have
Hf (A) = lim
ρ→0
Hfρ(A) = sup
ρ>0
Hf (A) .
Remark 5. According to the previous definition, the value of the f -Hausdorff measure
Hf only depends on f(r) for r ∈ [0, r0) where r0 is arbitrarily small. Thus we can
define the Hausdorff measure Hf for any function f which is continuous and increasing
on any interval of the form [0, r0).
Definition 1.21. The Hausdorff dimension dimA of a set A ⊆ Rn is defined by
dimA = inf {s : Hs(A) = 0}
= sup {s : Hs(A) =∞} .
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Let A ⊆ Rn be a set. According to the definition,
Hs(A) =
0, if s > dimA∞, if s < dimA.
Furthermore, if s = dimA any of the statements Hs(A) = 0, Hs(A) = ∞ or 0 <
Hs(A) <∞ might hold. Sets for which the latter is true are called s-sets.
Defining Hausdorff measures for general dimension functions allows a more precise
notion of dimension than just a numerical value. For example, a set A may have
Hausdorff dimension s butHs(A) = 0. However, it may be that 0 < Hf (A) <∞ where,
say f(r) = rs log(1/r), in which case we think of A having dimension ‘logarithmically
smaller’ than s. Introducing a partial order ≺ on the set of dimension functions by
f ≺ g if lim
r→0
g(r)
f(r)
= 0,
which implies that Hg(A) = 0 whenever Hf (A) < ∞, allows a much finer notion of
dimension, see [55]. It is also worth noting that there are sets A ⊆ Rn for which there
is no dimension function f such that 0 < Hf (A) <∞, see [16].
A variant of the Hausdorff measure which we use in Chapter 4 is the centred Hausdorff
measure. Even though it is not essentially different, it appears to be more suitable to
use in some applications. For its definition we consider covers by a countable collection
of balls (B(xi, ri))
∞
i=1 of radii ri ≤ ρ with centres in A.
Definition 1.22. For ρ > 0 we set
HfC,ρ(A) = inf
{ ∞∑
i=1
f(ri) : A ⊆
∞⋃
i=1
B(xi, ri), xi ∈ A, ri ≤ ρ, i = 1, 2, . . .
}
.
We define the centred Hausdorff f -measure of A by
HfC(A) = limρ→0H
f
C,ρ(A) .
The standard and centered Hausdorff measures are equivalent, in the sense that for all
A ⊆ Rn
HfC(A) ≤ Hf (A) ≤ mnHfC(A), (1.12)
where mn depends only on n. This follows easily from the definitions, noting that every
set U that intersects A is contained in a ball with centre in A and diameter |U |, and
that every ball B ⊆ Rn of radius r is contained in a finite number mn of balls of radius
1
2r, that is diameter r; in particular m2 = 7.
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It follows from (1.12) that we get the same value for Hausdorff dimension if we re-
place Hs by HsC in this definition. For further discussion of Hausdorff measures and
dimensions, see [23, 44, 55].
1.4.2 An explicit example: the Cantor set
In the current subsection we give a specific example of the calculation of the Hausdorff
dimension of a specific set, namely the middle-third Cantor set K. We follow Falconer
[24].
The set K is defined as follows. First we divide the unit interval [0, 1] into three
subintervals of equal lengths and remove the middle one, so we obtain the set F1 =
[0, 1/3]∪ [2/3, 1]. We repeat the same procedure with each of the intervals of F1, so we
obtain the set F2 = [0, 1/9]∪ [2/9, 1/3]∪ [2/3, 7/9]∪ [8/9, 1]. Inductively we obtain the
sets (Fn)
∞
n=1, where each Fn is the union of 2
n intervals of length 3−n. We define
K =
∞⋂
n=1
Fn .
We explain why dimK = s, where s =
log 2
log 3
. For each n, Fn is a cover of K consisting
of 2n intervals of length 3−n, hence
Hs3−n(K) ≤ 2n3−ns = 1 .
Letting n→∞ we get Hs(K) ≤ 1. Thus dimK ≤ s.
for the converse inequality, let (Bn)
∞
n=1 be any cover of K consisting of intervals. Since
K is compact, we may assume we have a finite cover (Bn)
N
n=1. Also we may assume
the endpoints of each Bn are endpoints of the intervals comprising the sets Fk, k ≥ 1.
For each n = 1, . . . , N let In and Jn be the largest such intervals. Then Bn consists of
three consecutive intervals; In, an interval Ln in the comlpement of K, and Jn.
Since Jn has length greater or equal to the maximum length of In, Jn we have
|Ln| ≥ 1
2
(|In|+ |Jn|) . (1.13)
Thus
|Bn|s = (|In|+ |Ln|+ |Jn|)s
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(1.13)
≥
(
3
2
)s
(|In|+ |Jn|)s
= 2
( |In|+ |Jn|
2
)s
≥ |In|s + |Jn|s.
Observe that for each interval I appearing in the definition of the sets Fk, k ≥ 1, hence
for the intervals In, Jn as well, if I
′, I ′′ are the two intervals of the ”next level” which
form I, then
|I|s = |I ′|s + |I ′′|s .
The upshot is, in the estimates for |Bn|s we can replace |In|s and |Jn|s with the cor-
responding sums taken over all subintervals of the same common level. Thus if k0
denotes the maximum level of all intervals In, Jn, 1 ≤ n ≤ N and Fk0 is the union of
the intervals Aj , 1 ≤ j ≤ 2j then
N∑
n=1
|Bn|s ≥
N∑
n=1
(|In|s + |Jn|s)
≥
2k0∑
j=1
|Ij |s
= 2k03−k0s
= 1.
Thus Hs(K) ≥ 1 and dimK ≥ s. Also note that we have shown something much
stronger than dimK = s; we have proved that Hs(K) = 1.
Remark 6. The fact that the Hausdorff dimension of K is equal to log 2/ log 3 and the
fact that K was constructed by dividing intervals into 3 pieces and keeping 2 of them
at each stage are not unrelated at all. Using the same methods we can show that if
we construct a set K ′ by dividing intervals into b subintervals and selecting a of them
at each stage, the set will have Hausdorff dimension equal to log a/ log b. See [23] for
more details.
In many cases, a lower bound for the Hausdorff dimension of a set can be found by the
properties of the probability measures supported on the set.
Theorem 1.23 (Mass Distribution Principle). Let µ be a probability measure supported
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on a set F ⊆ Rn. If there exist constants c, s, r0 > 0 such that
µ(B) ≤ c|B|s (1.14)
for any ball B of diameter |B| ≤ r0, then dimF ≥ s.
Proof. Let (Bn)
∞
n=1 be a cover of the set F consisting of balls of diameters at most r0.
Then
1 = µ(B) ≤
∞∑
n=1
µ(Bn) ≤ c
∞∑
n=1
|Bn|s.
Taking the infimum over all such possible covers, we obtain cHsr0(A) ≥ 1. Thus
Hs(A) = sup
r>0
Hsr(A) >
1
c
> 0
and dimA ≥ s, as required.
Remark 7. If f is a dimension function and the probability measure µ is such that
µ(B) ≤ f(|B|)
for any ball B of sufficiently small diameter, we say µ satisfies the Ho¨lder condition
with respect to the dimension function f . In particular, when (1.14) holds, we say µ
satisfies the Holder condition with exponent s.
Remark 8. The Mass Distribution Principle can be generalised to arbitrary dimension
functions. In particular, if µ is supported on A ⊆ Rn and satisfies the Ho¨lder condition
with respect to the dimension function f , then Hf (A) > 0.
The Mass Distribution Principle can be used to calculate the lower bound for the
Hausdorff dimension of the Cantor set K in the previous example. Indeed, for n =
1, 2, . . . let µn be the probability measure assigning mass equal to
1
2n uniformly on each
of the intervals of Fn, and let µ be the weak limit of (µn)
∞
n=1.
If I ⊆ [0, 1) is an interval with I ∩K 6= ∅, let n ≥ 1 be such that 3−(n+1) ≤ |I| ≤ 3−n.
Then I intersects at most one of the intervals of En, hence
µ(I) ≤ 1
2n
=
1
3ns
=
3s
3(n+1)s
≤ 2|I|s .
Now the Mass Distribution Principle implies that Hs(K) ≥ 1
2
and dimK ≥ s.
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1.4.3 The Hausdorff theory of well approximable numbers
Jarn´ık [35] and Besicovitch [8] independently calculated the Hausdorff dimension of the
sets W (τ) defined in (1.6).
Theorem 1.24 (Jarn´ık-Besicovitch). Let τ ≥ 1. The Hausdorff dimension of the set
W (τ) is
dimW (τ) =
2
τ + 1
·
The Jarn´ık-Besicovitch Theorem tells us the Hausdorff dimension of the set W (τ) but
it gives no information for the value of the corresponding Hausdorff measure at the
critical exponent s = 2/(τ + 1). This was found later by Jarn´ık [36]. We mention that
Jarn´ık proved his theorem under more assumptions on the functions involved, which
were shown to be unnecessary in [4].
Theorem 1.25 (Jarn´ık). Let ψ : N → R+ be decreasing and let f be a dimension
function such that f(r)/r is decreasing and f(r)/r →∞ as r → 0. Then
Hf (W (ψ)) =

0, if
∞∑
q=1
qf(ψ(q)/q) <∞
∞, if
∞∑
q=1
qf(ψ(q)/q) =∞.
Observe that when the function f is such that f(r)/r →∞ as r → 0, then Hf ([0, 1)) =
∞. Thus Khintchine’s and Jarn´ık’s theorems can be unified into a single theorem,
referred to as the Khintchine-Jarn´ık theorem.
Theorem 1.26 (Khintchine-Jarn´ık). Let ψ : N → R+ be decreasing and let f be a
dimension function such that f(r)/r is decreasing. Then
Hf (W (ψ)) =

0, if
∞∑
q=1
qf(ψ(q)/q) <∞
Hf ([0, 1)), if
∞∑
q=1
qf(ψ(q)/q) =∞.
As an immediate corollary we obtain the value of the Hausdorff measure of the set
W (τ) at the crucial exponent s = 2/(1 + τ).
Corollary 2. For any τ > 1, we have
H2/(1+τ)(W (τ)) = ∞.
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Theorem 1.26 gives the f -Hausdorff measure of the set W (ψ) for arbitrary approximat-
ing function ψ. The Hausdorff dimension of this set is related to the lower order of 1/ψ
at infinity.
Definition 1.27. Let f : N → (0,∞) be a function. We define the lower logarithmic
order of f at infinity to be the number
λ(f) = lim inf
q→∞
log f(q)
log q
·
Dodson [18] calculated the Hausdorff dimension of W (ψ) and its higher-dimensional
analogues. Levesley [41] generalised the result to the inhomogeneous case. Here we
state explicitly only the one-dimensional result, which gives the Hausdorff dimension
of the set W (γ, ψ).
Theorem 1.28. Let ψ : N → (0,∞) be any function. If λ = λ(1/ψ) is the lower
logarithmic order of 1/ψ, then
dimW (γ, ψ) =

1, if λ < 1
2
1 + λ
, if λ ≥ 1.
1.4.4 The Hausdorff theory of badly approximable numbers
It turns out that we can calculate the precise value of the Hausdorff dimension of many
sets which appear in the theory of Diophantine Approximation.
We have already seen that Bad is minimal in terms of Lebesgue measure. However,
according to the following theorem due to Jarn´ık [34], Bad is maximal in terms of
Hausdorff dimension. We present the proof given in [6].
Theorem 1.29 (Jarn´ık). The Hausdorff dimension of Bad is full in the unit interval;
that is,
dim Bad = 1.
Proof. Let R ≥ 4 be an integer and 0 < δ < 12 . For n = 1, 2, . . . define
Qn =
{
p
q
∈ Q : (p, q) = 1 and Rn−32 ≤ q < Rn−22
}
.
Clearly the sets Qn, n ≥ 1 form a partition of Q. For each rational p/q ∈ Q with
(p, q) = 1 define the interval
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∆
(
p
q
)
=
{
x ∈ [0, 1) :
∣∣∣∣x− pq
∣∣∣∣ < δRn
}
.
We construct inductively a sequence (En)
∞
n=0 of sets with the following properties:
(i) E0 ⊇ E1 ⊇ E2 ⊇ . . .
(ii) For n = 1, 2, . . . the set En is the union of (R− 2)n intervals of length R−n.
(iii)For n = 1, 2, . . . En ∩∆ (p/q) = ∅ for all p/q ∈ Qn.
Set E0 = [0, 1]. Assume for some n ≥ 1 we have defined the sets E1, . . . En−1 such that
the desired properties hold. Observe that for any distinct points p1/q1, p2/q2 ∈ Qn,∣∣∣∣p1q1 − p2q2
∣∣∣∣ = |p1q2 − p2q1|q1q2 > 1Rn−2 · (1.15)
Now we partition En−1 into consecutive subintervals of length R−n. Let I be any of
these subintervals.
Claim: I intersects at most one interval of the form ∆ (p/q) , p/q ∈ Qn.
Proof of Claim: For each p/q ∈ Qn,∣∣∣∣∆(pq
)∣∣∣∣ = 2δRn < 1Rn ·
Also by (1.15) intervals ∆ (p/q) , p/q ∈ Qn have their centers at distance at least
R−(n−2), hence the Claim follows.
In view of the Claim, if we divide each of the (R − 2)n−1 intervals of En−1 into R
consecutive subintervals of length R−n we can choose R−2 of them so that the resulting
set En does not intersect any of the ∆(p/q), p/q ∈ Qn and hence property (iii) is
satisfied. This completes the construction of the sequence (En)
∞
n=1. Finally define
KR =
∞⋂
n=1
En.
We show that KR ⊆ Bad. Indeed, let x ∈ KR and p/q ∈ Q. Let n ∈ N be the unique
positive integer such that p/q ∈ Qn. Then x ∈ En ⊆ ∆(p/q)c, so∣∣∣∣x− pq
∣∣∣∣ ≥ δRn ≥ δR3q2 ·
Thus for each integer R ≥ 4, the set Bad contains a subsetKR, the Hausdorff dimension
of which is dimKR =
log(R− 2)
logR
(see Remark 6 and the relevant subsection). Hence
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dim Bad ≥ lim sup
R→∞
log(R− 2)
logR
= 1 .
Jarn´ık [34] also gave estimates for the Hausdorff dimension of the sets FN , N ≥ 1
defined in (1.5).
Theorem 1.30 (Jarn´ık). For N > 8, the Hausdorff dimension of the set FN is
1− 4
N log 2
≤ dim FN ≤ 1− 1
8N logN
·
It has been shown that the set of inhomogeneously badly approximable points is of full
Hausdorff dimension, as well.
Theorem 1.31. Let γ ∈ R. The set of inhomogeneously badly approximable points
with respect to γ has full Hausdorff dimension; that is,
dim Badγ = 1.
For the proof of this theorem we refer to [7]. The result proved there is much stronger,
since it is actually shown that dim (Bad ∩Badγ) = 1.
Remark 9. The results regarding the Hausdorff dimension of the aforementioned sets
of badly approximable numbers can be obtained via the theory of Schmidt games in-
troduced in [57]. Using this theory it has been shown that if (γn)
∞
n=1 is a sequence of
reals, then
dim
( ∞⋂
n=1
Badγn
)
= 1.
We refer the reader to [7] and [20] for more information.
1.5 Diophantine Approximation on higher dimensions
In this subsection we give a brief description of the higher-dimensional analogues of
the notions and results we have already presented in the one-dimensional case. The
one-dimensional results admit generalisations in two different setups in higher dimen-
sions, namely the setup of simultaneous Diophantine approximation and that of dual
Diophantine approximation. Here we only present results relevant only to the former.
First, let us begin with some useful notation. As in the one-dimensional case, we
restrict our attention to the unit cube [0, 1)n. The generic element x ∈ [0, 1)n is a
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vector x = (x1, . . . , xn). For such an x ∈ [0, 1)n, we seek rational approximates of the
form p/q ∈ Qn. For x ∈ [0, 1)n we define
‖x‖ = max{ ‖x1‖, . . . , ‖xn‖ }.
Dirichlet’s theorem admits the following generalisation, which is also proved using the
pigeonhole principle. Alternatively it is an easy consequence of Minkowski’s convex
body theorem from the geometry of numbers.
Theorem 1.32 (Dirichlet’s Theorem in Rn). Let x ∈ Rn and N ∈ N be a positive
integer. There exists a positive integer 1 ≤ q ≤ N such that
‖qx‖ ≤ 1
N1/n
·
Corollary 1.33. Let x ∈ Rn. There exist infinitely many positive integers q = 1, 2, . . .
such that
‖qx‖ ≤ 1
q1/n
·
If ψ : N→ R+ is an approximating function, we define the set Wn(ψ) of simultaneously
ψ-well approximable points to be
Wn(ψ) = {x ∈ [0, 1)n : ‖qx‖ ≤ ψ(q) for infinitely many q ∈ N}.
A generalised version of Khintchine’s theorem gives the n-dimensional Lebesgue mea-
sure of Wn(ψ).
Theorem 1.34 (Khintchine’s Theorem in Rn). Let ψ : N → R+ be a decreasing
function. Then
|Wn(ψ)| =

0, if
∞∑
q=1
ψ(q)n <∞
1, if
∞∑
q=1
ψ(q)n =∞.
Remark 10. As we have seen, in the one-dimensional case the assumption of mono-
tonicity cannot be removed. However Gallagher [28] has proved that for n ≥ 2 the
conclusion in Khintchine’s theorem is true without the assumption of monotonicity.
The Khintchine-Jarn´ık theorem can also be generalised to the multiple dimensions
setup and to the inhomogeneous setup. If γ = (γ1, . . . , γn) ∈ Rn and ψ : N→ Rn is an
approximating function, define the set
Wn(γ, ψ) = {x ∈ [0, 1)n : ‖qx− γ‖ ≤ ψ(q) for infinitely many q ∈ N}.
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The inhomogeneous Khintchine-Jarn´ık theorem is the following statement. For details
see [6, 3, 4].
Theorem 1.35. Let ψ : N→ R+ be decreasing and let f be a dimension function such
that f(r)/rn is decreasing. Then
Hf (Wn(γ, ψ)) =

0, if
∞∑
q=1
qnf(ψ(q)/q)n <∞
Hf ([0, 1)n), if
∞∑
q=1
qnf(ψ(q)/q)n =∞.
Let us write Wn(γ, τ) for the set Wn(γ, ψ) when ψ(q) = q
−τ . The Hausdorff dimension
of the set Wn(γ, τ) follows as a direct corollary of the previous theorem.
Corollary 1.36. Let τ > 1n and γ ∈ Rn. The Hausdorff dimension of the set Wn(γ, τ)
is
dimWn(γ, τ) =
1 + n
1 + τ
·
1.6 Diophantine Approximation with Restricted Denom-
inators
In the field of Diophantine Approximation, one can consider the problem of approximat-
ing real numbers by rationals with denominators in a fixed subset of positive integers.
If A ⊆ N is a subset of the positive integers and ψ : N → R+ is an approximating
function, define the set
WA(ψ) = {x ∈ [0, 1) : ‖qx‖ ≤ ψ(q) for infinitely many q ∈ A} . (1.16)
For the specific choice ψ(q) = q−τ of the approximating function, the above set is
denoted by WA(τ).
A metric result for sets of the form WA(ψ) can be proved when the denominators are
restricted to the set of prime numbers. The proof is a simple application of Theorem
1.14, see [30, p. 27].
Theorem 1.37. Let P ⊆ N be the set of primes, and ψ : N→ R+ be a function. Then
|WP(ψ)| =

0, if
∑
p∈P
ψ(p) <∞
1, if
∑
p∈P
ψ(p) =∞.
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As we shall see later in Chapter 2, a case of special interest is when the sequence A
is lacunary. In that case, we can prove a Khintchine-type metrical result for the set
WA(ψ). The proof we present here follows to a large extent the theory developed in
[4].
Let us first give the definition of a lacunary sequence.
Definition 1.38. A sequence (qn)
∞
n=1 of positive integers is called lacunary if there
exists a constant K > 1 such that
qn+1
qn
≥ K, n = 1, 2, . . . (1.17)
Theorem 1.39. Let A = (qn)∞n=1 be a lacunary sequence of positive integers and
ψ : N → R+ be a function. If WA(ψ) is the set defined in (1.16), then its Lebesgue
measure is
|WA(ψ)| =

0, if
∞∑
n=1
ψ(qn) <∞
1, if
∞∑
n=1
ψ(qn) =∞.
Proof. Define the sets
An =
qn−1⋃
p=0
B
(
p
qn
,
ψ(qn)
qn
)
, n ≥ 1.
Then clearly WA(ψ) = lim sup
n→∞
An and the convergence case follows from the Borel-
Cantelli Lemma. For the divergence case, it suffices to show that (An)
∞
n=1 is a sequence
of quasi-independent on average sets. Since the sequence (qn)
∞
n=1 is lacunary, there
exists a constant K > 1 such that (1.17) holds.
Let m < n. Each of the intervals of Am has the form B(p/qm, ψ(qm)/qm) and contains
at most
2ψ(qm)/qm
1/qn
+ 2 =
2ψ(qm)
qm
qn + 2
points of the form p/qn, so∣∣∣∣B( pqm , ψ(qm)qm
)
∩An
∣∣∣∣ ≤ (2ψ(qm)qm qn + 2
)
2ψ(qn)
qn
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and
|Am ∩An| ≤
(
2ψ(qm)
qm
qn + 2
)
2ψ(qn)
qn
qm.
Hence for all N large enough,
N∑
n=1
N∑
m=1
|Am ∩An| ≤ 2
∑∑
1≤m≤N
m<n≤N
|Am ∩An|
≤ 2
∑∑
1≤m≤N
m<n≤N
2
ψ(qm)
qm
qn · 2ψ(qn)
qn
qm + 2
∑∑
1≤m≤N
m<n≤N
4
ψ(qn)
qn
qm
≤ 2
∑∑
1≤m≤N
m<n≤N
|Am||An|+ 2
∑∑
1≤m≤N
m<n≤N
4ψ(qm)
qm
qn

N∑
m=1
(
|Am|
N∑
n=m+1
|An|
)
+
N∑
m=1
(
ψ(qm)
N∑
n=m+1
1
Kn−m
)

(
N∑
n=1
|An|
)2
+
N∑
n=1
|An|

(
N∑
n=1
|An|
)2
.
The last estimate is because
∞∑
n=1
|An| =
∞∑
n=1
2ψ(qn) =∞ .
We have actually shown that for all N ,
N∑
n=1
N∑
m=1
|Am ∩An| ≤ C
(
N∑
n=1
|An|
)2
,
where C > 0 is an absolute constant. So by the divergence Borel-Cantelli Lemma
(Lemma 1.11),
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|WA(ψ)| =
∣∣∣∣lim sup
n→∞
An
∣∣∣∣ > 0.
The fact that |WA(ψ)| = 1 follows by Cassels’ zero-one law (Theorem 1.10), because
|WA(ψ)| = |W (ψ˜)|, where ψ˜ : N→ R+ is defined by
ψ˜(n) =
ψ(n), if n ∈ A0, if n /∈ A.
Regarding the Hausdorff theory of restricted Diophantine approximation, Borosh and
Fraenkel [11] have calculated the Hausdorff dimension of the sets WA(τ).
Theorem 1.40 (Borosh, Fraenkel). If A ⊆ N is a set of positive integers, then the set
WA(τ) has Hausdorff dimension
dimWA(τ) = min
{
1 + ν(A)
1 + τ
, 1
}
,
where ν(A) is defined by
ν(A) = inf
η > 0 : ∑
q∈A
1
qη
<∞
 .
For more details on Diophantine approximation with restricted denominators we refer
to [30].
1.7 Potential theory and Hausdorff dimension
We have already discussed several ways to calculate the Hausdorff dimension of a given
set. In addition to geometric methods, potential theory provides another powerful tool
to estimate the Hausdorff dimension of a given set. We will make use of potential
theoretic notions and results in Chapter 4.
1.7.1 Fourier transforms of Probability Measures
Given a probability measure µ supported on a subset of Rn, the Fourier transform of
µ is the function µ̂ : Rn → C defined by
µ̂(t) =
∫
e−2piit·xdµ(x), t ∈ Rn .
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When the measure µ is supported on a subset of the real line, the Fourier transform is
simply the function
µ̂(t) =
∫
e−2piitxdµ(x), t ∈ R .
For example, if λ denotes the restriction of the Lebesgue measure on the unit interval
[0, 1], direct calculation shows that
λ̂(t) =
∫ 1
0
e−2piitxdx =

1, if t = 0,
1− e−2piit
2piit
, if t 6= 0.
The properties of the Fourier transform µ̂ reflect many of the properties of the measure
µ. The following fundamental inversion theorem asserts that distinct measures have
distinct Fourier transforms.
Theorem 1.41. Let µ be a probability measure supported on a subset of R and a, b ∈ R
be points with µ({a}) = µ({b}) = 0. Then
µ ((a, b]) = lim
T→∞
∫ T
−T
e−2piita − e−2piitb
it
µ̂(t)dt.
We refer to [9] for the proof and for more details on the Fourier transform and connec-
tions with probability theory.
Remark 11. In the setup of Diophantine Approximation we restrict our attention to
subsets of [0, 1), which can be identified with the unit circle T. For a probability
measure µ supported on T, it is common to refer to its Fourier coefficients defined by
µ̂(n) =
∫
e−2piintdµ(t), n ∈ Z
instead of the Fourier transform. Clearly the two definitions coincide for integral values
of the argument. In what follows we consider all probability measures as measures on
the real line and follow the former definition.
1.7.2 Energies and Capacities
This subsection is a brief introduction to the notion of s-energy of a measure and
s-capacity of a set and their connection with Hausdorff dimension.
Definition 1.42. Let s ≥ 0. If µ is a probability measure supported on a subset of
Rn, we define the s-potential at x ∈ Rn due to µ to be
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φs(x) =
∫
dµ(y)
|x− y|s ·
The s-energy of µ is defined to be
Is(µ) =
∫
φs(x)dµ(x) =
∫ ∫
dµ(x)dµ(y)
|x− y|s ·
Definition 1.43. Let s ≥ 0. Let A ⊆ Rn be a Borel set. The s-capacity of A is defined
to be
Cs(A) = sup
{
1
Is(µ)
: µ ∈M+1 (A)
}
.
Here M+1 (A) denotes the set of positive probability measures supported on the Borel
set A ⊆ R. The actual connection between Hausdorff dimension and capacities is given
by the following theorem.
Theorem 1.44. Let A ⊆ Rn. Then
dimA = sup{s > 0 : Cs(A) > 0} = inf{s > 0 : Cs(A) = 0} .
We do not give a complete proof for the relation of s-capacity with Hausdorff dimension,
as this will be done later in the text, when the generalised energy and capacity are
introduced. Also see [23, Chapter 4] and [44, Chapter 8]. Instead we present the clear
heuristic explantion given in [44].
If µ is a probability measure supported in a Borel set A ⊆ Rn and s, t, c > 0 consider
the conditions
µ (B(x, r)) ≤ crs, x ∈ Rn, r > 0 (1.18)
and
It(µ) < ∞. (1.19)
We already know by the Mass Distribution Principle (Theorem 1.23) that if µ satisfies
(1.18), then A has Hausdorff dimension dimA ≥ s. Let us see how (1.18) and (1.19)
are related. Observe that
φt(x) =
∫
dµ(y)
|x− y|t
=
∫ ∞
0
µ
({y : |x− y|−t ≥ u}) du
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=
∫ ∞
0
µ
(
B(x, u−1/t)
)
du
= t
∫ ∞
0
µ (B(x, r))
rt+1
dr .
Thus if (1.18) holds, then (1.19) is satisfied for any t < s.
Conversely, if (1.19) holds, there exists some M > 0 such that the set
A1 = {x : φt(x) ≤M}
has µ(A1) > 0. Let ν be the restriction of µ on A1. Then for any x ∈ A1, r > 0 we
have
ν (B(x, r)) =
∫
B(x,r)
dµ(y)
≤ rt
∫
B(x,r)
dµ(y)
|x− y|t
≤ Mrt,
Also for any x ∈ A and r > 0 such that B(x, r) ∩ A1 6= ∅, there exists z ∈ A1 with
B(x, r) ⊆ B(z, 2r), so
ν (B(x, r)) ≤ ν (B(z, 2r)) ≤ 2tMrt
and the measure ν satisfies (1.18) with s = t.
1.7.3 Frostman’s Lemma for Fourier transforms
The result connecting the Fourier transform of a probability measure µ with the Haus-
dorff dimension of its support set is known as Frostman’s Lemma. For completeness,
we provide a proof of the theorem taken from [23, Chapter 4]. In order to do so, we
briefly describe the necessary properties of Fourier transforms.
If µ is a probability measure supported in a subset of Rn and f : Rn → R is a function
in L1(µ), we define the convolution of f with µ to be the real-valued function
(f ∗ µ)(x) =
∫
f(x− y)dµ(y), x ∈ Rn .
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Then the Convolution Theorem states that if f and µ are as previously, the Fourier
transform of f ∗ µ satisfies
(̂f ∗ µ)(x) = f̂(x)µ̂(x) , x ∈ Rn
where f̂(x) denotes the Fourier transform of the function f . We are now in a position
to present Frostman’s Lemma for Fourier transforms.
Theorem 1.45. Let µ be a probability measure supported on a set F ⊆ Rn. If there
exist constants c, η > 0 such that
|µ̂(x)| ≤ c |x|−η/2, |x| 6= 0 (1.20)
then dimH F ≥ min{n, η}.
Proof. For any s > 0, consider the function f(x) = |x|−s. Then the s-potential due to
the measure µ is by definition
φs(x) =
∫
dµ(y)
|x− y|s = (f ∗ µ)(x) .
By the Convolution Theorem,
φ̂s(x) = f̂(x)µ̂(x)
= C(n, s)
1
|x|n−s µ̂(x).
Thus
Is(µ) =
∫
φs(x)dµ(x)
=
∫
φ̂s(t)µ̂(t)dµ (by Parseval’s Theorem)
= C(n, s)
∫
|t|s−n|µ̂(t)|2dµ(t).
This implies that whenever µ satisfies (1.20) then for any s < η the s-energy of µ is
finite, and hence dimF ≥ η by Theorem 1.44 provided η ≤ n.
Frostman’s Lemma for Fourier transforms naturally gives rise to the following definition:
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Definition 1.46. If A ⊆ Rn is a Borel set, the Fourier dimension of A is defined as
dimF A = sup
{
η ∈ [0, n] : ∃µ ∈M+1 (A) s.t. µ̂(t) = O
(
|t|−η/2
)
, |t| → ∞
}
.
Theorem 1.45 implies that for any A ⊆ Rn, we have dimF A ≤ dimA. There exist
subsets of R for which the aforementioned relation is true with equality.
Definition 1.47. A Borel set A ⊆ Rn is called a Salem set if its Fourier dimension is
equal to its Hausdorff dimension, i.e.
dimF A = dimA.
Trivial examples of Salem sets are intervals [a, b] ⊆ R as well as finite sets X ⊆ Rn.
Kaufman [39] showed that for τ > 1 the set W (τ) of τ -well approximable numbers is
a Salem set. We will show in Chapter 3 that the set W (γ, ψ) of inhomogeneous ψ-well
approximable numbers is also a Salem set.
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Chapter 2
Inhomogeneous Diophantine
Approximation on M0 sets with
restricted denominators
2.1 Introduction and main result
In the present chapter we formulate and prove a Khintchine-type theorem within the
framework of inhomogeneous Diophantine approximation. Here the denominators q of
the “shifted” rational approximates (p+ γ)/q form a lacunary sequence and the “size”
of the set of well approximable numbers is measured in terms of probability measures µ
with sufficiently rapid Fourier transform decay. Subsets of the real line which support a
probability measure with Fourier transform tending to zero are referred to as M0 sets.
Results in this chapter are joint work with A.D. Pollington, S. Velani and E. Zorin.
2.1.1 Motivation
A long-standing open problem in Diophantine approximation dating back to the 1930s
is Littlewood’s Conjecture.
Littlewood’s Conjecture : For all α, β ∈ [0, 1),
lim inf
q→∞ q‖qα‖‖qβ‖ = 0. (2.1)
Observe that (2.1) is trivially true if α is not an element of Bad. In view of this
observation, Pollington & Velani [51] consider the following basic question: Given α ∈
Bad, are there β ∈ Bad such that the pair (α, β) satisfies condition (2.1)?
Their answer to this question is positive. To be more specific, they prove the following
statement:
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Theorem 2.1 (Pollington, Velani). Given α ∈ Bad, there exists a subset G(α) ⊆ Bad
with dimG(α) = 1 such that for any β ∈ G(α),
q ||qα|| ||qβ|| ≤ 1
log q
for infinitelymany q = 1, 2 . . . .
A key fact for the proof of Theorem 2.1 is the following result proved by Kaufman [37]
and later improved by Queffelec & Ramare´ [52].
Theorem 2.2 (Kaufman, Queffelec & Ramare´). Let N ≥ 2. For any 12 < δ < dimFN ,
the set FN supports a probability measure µ = µ(N, δ) with the following properties:
(i) µ(J) ≤ c1|J |δ for any interval J of sufficiently small length, and
(ii) |µ̂(t)| ≤ c2(1 + |t|)−η for all t ∈ R, where η > 0 is a constant.
Here c1, c2 > 0 are absolute constants.
The proof of Theorem 2.1 in [51] involves the following steps: The set G(α) is defined
as the union of the sets
GN (α) = {x ∈ FN : ‖qnx‖ ≤ 1/ log qn for infinitely many n ∈ N} ,
where (qn)
∞
n=1 is the sequence of denominators of α. This implies that
qn‖qnx‖ ≤ 1, n = 1, 2, . . .
hence for any β ∈ G(α) we have
qn‖qnα‖‖qnβ‖ ≤ 1
log qn
, n = 1, 2, . . . .
This clearly shows the connection of the set G(α) with the statement in Theorem 2.1.
It is then shown that
µ(GN (α)) > 0
for any of the aforementioned measures µ supported on FN . Then, fact (i) together with
the Mass Distribution Principle implies that the set GN (α) has Hausdorff dimension
equal to that of FN , and thus dimG(α) = 1.
Theorem 2.1 naturally opens up some directions for further research. To be more
specific, the following questions arise naturally.
• Can we prove a similar statement in the setup of inhomogeneous Diophantine
Approximation?
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• Can we prove a full measure statement rather than just a positive measure state-
ment?
• If α ∈ Bad, the corresponding sequence (qn)∞n=1 of denominators satisfies the
inequality
K1 ≤ qn+1
qn
≤ K2, n = 1, 2, . . . (2.2)
where K2 > K1 > 1 are constants. Can this assumption on the sequence (qn)
∞
n=1
be relaxed?
• Can we show a result for arbitrary approximating functions ψ : N → R+, rather
than just for the specific choice ψ(q) =
1
log q
?
• Can we prove a result valid for arbitrary probability measures with sufficient
assumptions on the decay rate of their Fourier transform?
These are the problems we intend to answer, at least partially, in the current chapter.
2.1.2 The main result
The following theorem is the main result of this chapter.
Theorem 2.3. Let γ ∈ R, ψ : N→ R+ be a decreasing function, A = (qn)∞n=1 ⊆ N be
a lacunary sequence and µ be a Borel probability measure on [0, 1). Assume that
µ̂(t) = O
(
1
(log |t|)A
)
, |t| → ∞ (2.3)
where A > 5 is a constant. Consider the set
WA(γ;ψ) = {x ∈ [0, 1) : ‖qnx− γ‖ ≤ ψ(qn) for infinitely many n ∈ N} .
Then
µ(WA(γ;ψ)) =

0 if
∞∑
n=1
ψ(qn) <∞
1, if
∞∑
n=1
ψ(qn) =∞.
In the case of convergence we are able to prove the following stronger statement for
general sequences.
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Theorem 2.4. Let γ ∈ R, ψ : N→ R+ be a decreasing function, A = (qn)∞n=1 ⊆ N be
a sequence of integers and µ be a Borel probability measure on [0, 1). Assume that
+∞∑
n=1
+∞∑
k=−∞
k 6=0
|µ̂(kqn)|
|k| <∞. (2.4)
Then
µ(WA(γ;ψ)) = 0 if
∞∑
n=1
ψ(qn) <∞. (2.5)
It is easily verified that Theorem 2.4 implies the convergence case of Theorem 2.3.
Indeed, if A = (qn)∞n=1 is lacunary and the probability measure µ satisfies (2.3), then
+∞∑
k=−∞
k 6=0
|µ̂(kqn)|
|k| 
+∞∑
k=−∞
k 6=0
1
|k|(log |kqn|)A
 1
(log qn)A−2
 1
nA−2
, n→∞ (by the lacunarity of (qn)∞n=1 )
hence (2.4) is satisfied.
Remark 12. Theorem 2.3 is a Khintchine-type result for denominators restricted to a
lacunary sequence. We would like to know if similar results are valid for other sequences
of denominators with slower growth rate. Consider for example the sequence
A1 := {2a3b : a, b ≥ 0}
= {q1 < q2 < . . . } .
It can be shown that lim
n→∞
qn+1
qn
= 1, hence A1 = (qn)∞n=1 is not lacunary. It is an open
problem whether we can prove a statement like Theorem 2.3 for the set WA1(γ, ψ),
maybe with more restrictions on the probability measure µ.
2.2 Proof of Theorems
Let γ ∈ R, ψ : N→ R+ and A = (qn)∞n=1 be as in Theorem 2.3. For n = 1, 2, . . . define
the set
En = {x ∈ [0, 1) : ‖qnx− γ‖ ≤ ψ(qn)} . (2.6)
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Then the set WA(γ;ψ) can be expressed as
WA(γ;ψ) = lim sup
n→∞
En.
2.2.1 The convergence case
Taking into account the previous remarks, we estimate the measure of the sets (En)
∞
n=1.
Lemma 2.5. Let ψ : N → R+ be a decreasing function. For all q ∈ N consider the
set Eγq (ψ) = {x ∈ [0, 1) : ‖qx− γ‖ ≤ ψ(q)} . Suppose µ is a Borel probability measure
supported on [0, 1) such that
µ̂(t) = O
(
1
(log |t|)A
)
, |t| → ∞ (2.7)
where A > 5 is a constant. Then
µ(Eγq (ψ)) = 2ψ(q) +O
(
1
(log q)Γ
)
, q →∞
where Γ > 4 is a constant.
Proof. Fix q ∈ N and set δ = ψ(q)
q
> 0. Consider the function
χδ : [0, 1)→ R, χδ(x) =
1, if ‖x‖ ≤ δ0, if ‖x‖ > δ
and its continuous approximation
χ+δ,ε : [0, 1)→ R, χ+δ,ε(x) =

1, if ‖x‖ ≤ δ
1 +
1
ε
(δ − ‖x‖), if δ < ‖x‖ ≤ δ + ε
0, if ‖x‖ > δ + ε
where 0 < ε ≤ δ. Also consider for each q ∈ N the function
W+q,γ =
q−1∑
p=0
δ p+γ
q
∗ χ+δ,ε, (2.8)
where δx denotes the Dirac function at x ∈ R. This definition implies
W+q,γ(x) =
q−1∑
p=0
χ+δ,ε
(
x− p+ γ
q
)
,
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hence
µ(Eγq (ψ)) ≤
∫ 1
0
W+q,γ(x)dµ(x). (2.9)
Regarding the Fourier coefficients of the functions χ+δ,ε, calculation yields
χ̂+δ,ε(k) =

2δ + ε, if k = 0,
cos(2pikδ)− cos(2pik(δ + ε))
2pi2k2ε
, if k 6= 0
By (2.8),
Ŵ+q,γ(k) =
q−1∑
p=0
δ̂ p+γ
q
(k)χ̂+δ,ε(k),
so for k 6= 0 we have
Ŵ+q,γ(k) =

exp
(
−2piikγ
q
)
q (cos(2pikδ)− cos(2pik(δ + ε)))
2pi2k2ε
, if q | k
0, if q - k
(2.10)
and
Ŵ+q,γ(0) = 2ψ(q) + qε.
Since
+∞∑
k=−∞
∣∣∣Ŵ+q,γ(k)∣∣∣ <∞,
W+q,γ(x) =
+∞∑
k=−∞
Ŵ+q,γ(k)e
2pikix
uniformly for all 0 ≤ x < 1. Integration with respect to µ gives
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∫ 1
0
W+q,γ(x)dµ(x) =
+∞∑
k=−∞
Ŵ+q,γ(k)µ̂(−k)
= 2ψ(q) + qε+
+∞∑
k=−∞
k 6=0
Ŵ+q,γ(k)µ̂(−k)
(2.10)
= 2ψ(q) + qε+
+∞∑
k=−∞
k 6=0
Ŵ+q,γ(kq)µ̂(−kq).
Write A = 5 + 2η, where η > 0. The sum in the third term is
+∞∑
k=−∞
k 6=0
Ŵ+q,γ(kq)µ̂(−kq) =
+∞∑
k=−∞
k 6=0
e−2piikγ
cos(2pikqδ)− cos(2pikq(δ + ε))
2pi2k2qε
µ̂(−kq)

+∞∑
k=−∞
k 6=0
1
|k| logA(|kq|)

+∞∑
k=−∞
k 6=0
1
|k| log1+η(1 + |k|) ·
1
(log q)4+η
 1
(log q)4+η
·
If C > 0 is the implicit constant in the previous estimates, letting ε→ 0 we obtain
µ(Eγq (ψ)) ≤ 2ψ(q) +
C
(log q)4+η
· (2.11)
Now we introduce the lower approximating functions
χ−δ,ε(x) =

1, if ‖x‖ ≤ δ − ε
1 +
1
ε
(δ − ‖x‖), if δ − ε < ‖x‖ ≤ δ,
0, if ‖x‖ > δ
and
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W−q,γ =
q−1∑
p=0
δp/q ∗ χ−δ,ε.
Their Fourier coefficients are
χ̂−δ,ε(k) =

2δ − ε, if k = 0,
cos(2pik(δ − ε))− cos(2pikδ)
2pi2k2ε
, if k 6= 0
and for k 6= 0,
Ŵ−q,γ(k) =

exp
(
−2piikγ
q
)
q (cos(2pik(δ − ε))− cos(2pikδ))
2pi2k2ε
, if q | k
0, if q - k
while
Ŵ−q,γ(0) = 2ψ(q)− qε .
Using the same arguments as previously, we obtain
µ(Eγq (ψ)) ≥ 2ψ(q)−
C
(log q)4+η
· (2.12)
Combining (2.11) and (2.12) gives the required result.
Now the convergence case of Theorem 2.3 follows easily from the Borel-Cantelli Lemma
(Lemma 1.8). If (En)
∞
n=1 is the sequence of sets defined in (2.6), we have shown that
µ(En) = 2ψ(qn) + O
(
1
(log qn)Γ
)
= 2ψ(qn) + O
(
1
nΓ
)
, n→∞ .
The last estimate in the error term is due to the lacunarity of the sequence (qn)
∞
n=1.
Thus the convergence of
∞∑
n=1
ψ(qn) in the hypothesis implies
∞∑
n=1
µ(En) <∞ and finally
µ(WA(γ;ψ)) = 0.
The arguments used here can be utilised to prove Theorem 2.4, as well.
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Proof of Theorem 2.4
Let χ+δ,ε, W
+
q,γ be the upper approximation functions used before. By (2.9), (2.10) and
the estimates following them, for all n = 1, 2 . . . we obtain
µ(Eγqn(ψ)) ≤ 2ψ(qn) + qnε+
+∞∑
k=−∞
k 6=0
e−2piikγ
cos(2pikqnδ)− cos(2pikqn(δ + ε))
2pi2k2qnε
µ̂(−kqn)
= 2ψ(qn) + qnε+O
 +∞∑
k=−∞
k 6=0
|µ̂(kqn)|
|k|
 .
Since this is true for all ε > 0, letting ε→ 0 we obtain
µ(Eγqn(ψ)) ≤ 2ψ(qn) +
1
pi
+∞∑
k=−∞
k 6=0
|µ̂(kqn)|
|k| .
Thus the conclusion of Theorem 2.4 follows by (2.4) and the Borel-Cantelli Lemma.
2.2.2 The divergence case
In the case
∞∑
n=1
ψ(qn) =∞, the previous estimates imply that
∞∑
n=1
µ(En) =∞. Since we
aim to show that µ
(
lim sup
n→∞
En
)
= 1, the divergence Borel-Cantelli Lemma (Lemma
1.11) will be useful. However, as explained in Section 1.2.3, the divergence Borel-
Cantelli Lemma can only show that the set lim sup
n→∞
En has positive Lebesgue measure.
In order to prove the desired full-measure result, more tools from measure theory are
needed.
Proposition 2.6. Let µ be a Borel probability measure supported on [0, 1) and A ⊆
[0, 1) be a Borel set. Assume there exist constants c, l0 > 0 such that for any interval
B ⊆ [0, 1) with length |B| < l0
µ(A ∩B) ≥ cµ(B) .
Then µ(A) = 1.
This is [4, Lemma 7] adapted to the case when the underlying metric (or topological)
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space is a subspace of the real line.
The following definition enables us to use Lemma 1.11 together with Proposition 2.6.
Definition 2.7. Let µ be any Borel measure on [0, 1). A sequence (An)
∞
n=1 of subsets
of [0, 1) is called locally pairwise quasi-independent on average if there exists a constant
C > 0 such that for any interval B ⊆ [0, 1) of sufficiently small length with µ(B) > 0,
N∑
n=1
N∑
m=1
µ(An ∩Am ∩B) ≤ C
µ(B)
(
N∑
n=1
µ(An ∩B)
)2
, N = 1, 2, . . . (2.13)
Lemma 1.11 implies that if the Borel sets (An)
∞
n=1 ⊆ [0, 1) are locally pairwise quasi-
independent on average and
∞∑
n=1
µ(En) =∞, then
µ
(
B ∩ lim sup
n→∞
An
)
≥ 1
C
µ(B)
for any interval B ⊆ [0, 1) of sufficiently small length. In turn, this fact combined
with Proposition 2.6 implies that µ
(
lim sup
n→∞
An
)
= 1. Hence for the proof of Theorem
2.3 it suffices to show that the sets (En)
∞
n=1 are locally pairwise quasi-independent on
average.
For any interval B ⊆ [0, 1) define the probability measure µB to be the normalised
restriction of µ on B, that is,
µB(A) =
1
µ(B)
µ(A ∩B) for all Borel subsets A ⊆ [0, 1). (2.14)
Then showing that the sets (En)
∞
n=1 are locally pairwise quasi-independent is equivalent
to proving that there is some C > 0 such that
N∑
n=1
N∑
m=1
µB(En ∩ Em) ≤ C
(
N∑
n=1
µB(En)
)2
, N = 1, 2, . . . (2.15)
for any interval B ⊆ [0, 1).
Remark 13. Suppose that instead of (2.15) we are able to show that there is a constant
C > 0 so the following holds: for any interval B ⊆ [0, 1), there exists a subsequence
(Ekn)
∞
n=1, possibly depending on B, such that
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N∑
n=1
N∑
m=1
µB(Ekn ∩ Ekm) ≤ C
(
N∑
n=1
µB(Ekn)
)2
, N = 1, 2, . . . (2.16)
Then
µ
(
lim sup
n→∞
En ∩B
)
≥ µ
(
lim sup
n→∞
Ekn ∩B
)
≥ 1
C
µ(B)
and the requested result remains true. The upshot is that in order to prove the diver-
gence case of Theorem 2.3 it suffices to prove (2.16), as long as the constant C > 0
does not depend on the choice of the interval B or the subsequence (Enk)
∞
k=1.
Properties of the measure µB.
Proposition 2.8. Let µ be a Borel probability measure on [0, 1) such that
µ̂(t) = O
(
1
(log |t|)A
)
, |t| → ∞
for some constant A > 1. If B ⊆ [0, 1) is an interval with µ(B) > 0 and µB is the
probability measure defined by (2.14), then
µ̂B(t) =
1
µ(B)
O
(
1
(log |t|)A−1
)
, |t| → ∞ . (2.17)
We present the proof of the proposition decomposed into several steps:
Lemma 2.9. Let (µn)
∞
n=1 be a sequence of probability measures supported on [0, 1).
Suppose f : R → (0,∞) is a function such that |µ̂n(t)| ≤ f(t), t ∈ R. If (µn)∞n=1
converges weakly to some measure µ, then also
|µ̂(t)| ≤ f(t), for all t ∈ R.
Proof. For all t ∈ R,
|µ̂(t)| =
∣∣∣∣∫ e−2piixtdµ(x)∣∣∣∣
= lim
n→∞
∣∣∣∣∫ e−2piixtdµn(x)∣∣∣∣ (by the hypothesis)
= lim
n→∞ |µ̂n(t)|
≤ f(t).
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Next, for all ε > 0 sufficiently small consider the function
χB,ε : [0, 1)→ R, χB,ε(x) =

1, if α+ ε ≤ x ≤ β − ε
(x− α)/ε, if α < x < α+ ε
(β − x)/ε, if β − ε < x < β
0, otherwise,
where α, β are the endpoints of B. Also consider the measures µB,ε defined by the
relation ∫ 1
0
g(x)dµB,ε(x) =
∫ 1
0
g(x)χB,ε(x)dµB(x)
for any continuous function g : [0, 1)→ R.
Lemma 2.10. The family of measures (µB,ε)ε>0 converges weakly to µB as ε→ 0.
Proof. Let f : [0, 1)→ R be bounded and continuous. For any ε > 0,
∫ 1
0
f(x)dµB,ε(x) =
∫ β−ε
α+ε
f(x)dµB(x) +
∫ α+ε
α
f(x)χB,ε(x)dµB(x)
+
∫ β
β−ε
f(x)χB,εdµB(x),
so ∣∣∣∣∫ 1
0
f(x)dµB(x)−
∫ 1
0
f(x)dµB,ε(x)
∣∣∣∣ = ∣∣∣ ∫ α+ε
α
(1− χB,ε(x))f(x)dµB(x)
+
∫ β
β−ε
(1− χB,ε(x))f(x)dµB(x)
∣∣∣
≤
∣∣∣∣∫ α+ε
α
(1− χB,ε(x))f(x)dµB(x)
∣∣∣∣
+
∣∣∣∣∫ β
β−ε
(1− χB,ε(x))f(x)dµB(x)
∣∣∣∣
≤ 1
µ(B)
‖f‖∞ µ ((α, α+ ε) ∪ (β − ε, β))
→ 0, as ε→ 0.
Proof. (of Proposition 2.8) According to the previous, it suffices to show that the
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Fourier transforms of all measures µB,ε have the requested logarithmic decay rate as in
(2.17).
Fix some ε > 0. The Fourier coefficients of the function χB,ε are
χ̂B,ε(k) =

β − α− ε, if k = 0,
(e2piikβ − e2piik(β−ε))− (e−2piik(α+ε) − e−2piikα)
(2piik)2ε
, if k 6= 0
This implies that
χ̂B,ε(k)  1|k|2ε, |k| → ∞ (2.18)
so
+∞∑
k=−∞
|χ̂B,ε(k)| <∞ and the Fourier series
χB,ε(t) =
+∞∑
k=−∞
χ̂B,ε(k)e
2piikt (2.19)
converges uniformly to χB,ε. Using the Mean Value Theorem we get the alternative
estimate
χ̂B,ε(k)  1|k| , |k| → ∞ (2.20)
for the Fourier coefficients of χB,ε, which is uniform for all ε > 0. Now by definition
µ̂B,ε(t) =
∫ 1
0
e−2piitxdµB,ε(x)
=
1
µ(B)
∫ 1
0
e−2piitxχB,ε(x)dµ(x)
=
1
µ(B)
∫ 1
0
e−2piitx
+∞∑
k=−∞
χ̂B,ε(k)e
2piikxdµ(x)
=
1
µ(B)
+∞∑
k=−∞
χ̂B,ε(k)
∫ 1
0
e−2pii(t−k)xdµ(x)
=
1
µ(B)
+∞∑
k=−∞
χ̂B,ε(k)µ̂(t− k).
Decompose the sum in the right hand side into the terms
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A1 =
+∞∑
k=−∞
|t−k|≥2|t|
χ̂B,ε(k)µ̂(t− k),
A2 =
+∞∑
k=−∞
1
2
|t|<|t−k|<2|t|
χ̂B,ε(k)µ̂(t− k),
A3 =
+∞∑
k=−∞
|t−k|≤ 1
2
|t|
χ̂B,ε(k)µ̂(t− k).
Since k = 0 gives the term
χ̂B,ε(0)µ̂(t) 1
(log |t|)A
and values of k with |k − t| < 2 give terms
χ̂B,ε(k)µ̂(t− k)  1|t| ,
these terms can be ignored in our estimates. Also we only need to deal with the case
t > 0; the other one is similar due to symmetry.
Regarding the first sum, the condition of summation |k − t| ≥ 2|t| implies that k ≥ 3t
or k ≤ −t, hence
2
3
≤ 1− t
k
≤ 2.
So
|t− k| = |k|
∣∣∣∣1− tk
∣∣∣∣  |k|, |k| → ∞
and
χˆB,ε(k)µˆ(t− k)  1|k| (log |t− k|)A
 1|k| (log |k|)A , |k| → ∞.
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The condition of summation also implies that |k| ≥ |t|, and we estimate
A1 =
+∞∑
k=−∞
|t−k|≥2|t|
χ̂B,ε(k)µ̂(t− k)
≤
∑
|k|≥|t|
χ̂B,ε(k)µ̂(t− k)

∑
|k|≥|t|
1
|k|(log |k|)A
 1
(log |t|)A−1 ·
Regarding the second sum, the condition of summation implies |k| ≤ 3|t|, hence
A2 =
+∞∑
k=−∞
1
2
|t|≤|t−k|≤2|t|
χ̂B,ε(k)µ̂(t− k)

+∞∑
k=−∞
1
2
|t|≤|t−k|≤2|t|
1
|k| ·
1
(log |t− k|)A

+∞∑
k=−∞
1
2
|t|≤|t−k|≤2|t|
1
|k| ·
1
(log |t|)A
 1
(log |t|)A
∑
|m|≤3|t|
1
|k|
 1
(log |t|)A−1 ·
Finally the condition |t− k| ≤ 12 |t| in the third sum implies that
1
2
|t| ≤ |k| ≤ 3
2
|t|.
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So
A3 =
+∞∑
k=−∞
|t−k|≤ 1
2
|t|
χ̂B,ε(k)µ̂(t− k)

+∞∑
k=−∞
2≤|t−k|< 1
2
|t|
1
|k| ·
1
(log |t− k|)A
 1|t|
∑
2≤k≤|t|
1
(log |k|)A
 1
(log |t|)A−1 ,
where the last estimate follows if we compare the sum with the corresponding integral.
Combining all previous cases yields the required decay rate for the measures µB,ε.
The same is true for µB by Lemma 2.9, since the implicit constant is independent of
ε > 0.
Finally, we establish the following analogue of Lemma 2.5 for the measure µB.
Lemma 2.11. Let ψ : N → R+ be a decreasing function. Let µ be a Borel probability
measure supported on [0, 1) such that
µ̂(t) = O
(
1
(log |t|)A
)
, |t| → ∞
where A > 5 is a constant. Define the sets Eγq (ψ) = {x ∈ [0, 1) : ‖qx− γ‖ ≤ ψ(q)} ,
q = 1, 2, . . . Then
µB(E
γ
q (ψ)) = 2ψ(q) +
1
µ(B)
O
(
1
(log q)Γ
)
, q →∞
where Γ > 3 is a constant.
Proof. By Proposition 2.8, the Fourier transform of the measure µB satisfies
µ̂B(t) =
1
µ(B)
O
(
1
(log |t|)A−1
)
, |t| → ∞ .
Consider the approximating functions χ+δ,ε, χ
−
δ,ε andW
+
q,γ , W
−
q,γ as in the proof of Lemma
2.5. Combining the same arguments as in the proof of Lemma 2.5 together with Propo-
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sition 2.8, we get
µB(E
γ
q (ψ)) ≤ 2ψ(q) +
1
µ(B)
· C1
(log q)Γ
and
µB(E
γ
q (ψ)) ≥ 2ψ(q) −
1
µ(B)
· C1
(log q)Γ
where Γ > 3 is a constant. The constant C1 > 0 only depends on A. Combining the
two inequalities we get the required result.
Completing the proof of Theorem 2.3
From now on, in the definition of the functions W+q,γ we consider the implicit constants
to be equal to
δ = ε =
ψ(q)
q
·
Let K > 1 be an absolute constant such that
qn+1
qn
≥ K, n = 1, 2, . . . (2.21)
holds. Also write Γ = 3 + 2η, η > 0 for the constant Γ > 3 in Lemma 2.11. If we
restrict to values of n such that (log qn)
ηµ(B) ≥ 1 (see Remark 13), by Lemma 2.11 we
have the estimate
µB(En) = 2ψ(qn) + O
(
1
(log qn)3+η
)
, n→∞.
Hence we may assume without loss of generality that
µB(En) = 2ψ(qn) + O
(
1
nΓ
)
, n→∞ (2.22)
with Γ > 3. Set W+m,n = W
+
qm,γW
+
qn,γ , so
µB(Em ∩ En) ≤
∫ 1
0
W+qm,γ(x)W
+
qn,γ(x)dµB(x)
=
∫ 1
0
W+m,n(x)dµB(x)
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=
+∞∑
k=−∞
Ŵ+m,n(k)µ̂B(−k)
= Ŵ+m,n(0) +
+∞∑
k=−∞
k 6=0
Ŵ+m,n(k)µ̂B(−k). (2.23)
Now
Ŵ+m,n(0) =
∫ 1
0
W+qm,γ(x)W
+
qn,γ(x)dx
≤ |(2Em) ∩ (2En)| ,
where
2En =
qn−1⋃
p=0
B
(
p+ γ
qn
,
2ψ(qn)
qn
)
, n ∈ N
is the set which consists of the intervals of En dilated by a factor of 2. Under the
assumption m < n, each interval of the form B
(
p+ γ
qm
,
2ψ(qm)
qm
)
contains at most
2ψ(qm)/qm
1/qn
+ 2 =
2ψ(qm)qn
qm
+ 2
numbers of the form
p+ γ
qn
, 0 ≤ p < qn hence
∑∑
1≤m<n≤N
Ŵ+m,n(0) ≤
∑∑
1≤m<n≤N
|(2Em) ∩ (2En)|
≤
∑∑
1≤m<n≤N
(
2ψ(qn)qm
qm
+ 2
)
4ψ(qn)
qn
qm

∑∑
1≤m<n≤N
(
ψ(qm)qnψ(qn)qm
qmqn
+
ψ(qn)qm
qn
)
=
∑∑
1≤m<n≤N
ψ(qm)ψ(qn) +
∑∑
1≤m<n≤N
ψ(qn)qm
qn
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∑∑
1≤m<n≤N
ψ(qm)ψ(qn) +
∑∑
1≤m<n≤N
ψ(qn)
Kn−m

 ∑
1≤n≤N
ψ(qn)
2 + ∑∑
1≤m<n≤N
ψ(qm)
Kn−m

 ∑
1≤n≤N
ψ(qn)
2 + ∑
1≤n≤N
ψ(qn)

 ∑
1≤n≤N
ψ(qn)
2
(2.22)
 ∑
1≤n≤N
µB(En)
2 .
Now we focus our attention on the second term of (2.23). This is
Sm,n =
+∞∑
k=−∞
k 6=0
Ŵ+m,n(k)µ̂B(−k)
=
∞∑
s=−∞
∞∑
t=−∞
sqm+tqn 6=0
Ŵ+qm,γ(sqm)Ŵ
+
qn,γ(tqn)µ̂B (−(sqm + tqn))
=: S1(m,n) + S2(m,n) + S3(m,n),
where
S1(m,n) =
+∞∑
t=−∞
t6=0
Ŵ+qm,γ(0)Ŵ
+
qn,γ(tqn)µ̂B(−tqn)
= 3ψ(qm)
+∞∑
t=−∞
t6=0
Ŵ+qn,γ(tqn)µ̂B(−tqn),
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S2(m,n) =
+∞∑
s=−∞
s 6=0
Ŵ+qn,γ(0)Ŵ
+
qm,γ(sqm)µ̂B(−sqm)
= 3ψ(qn)
+∞∑
s=−∞
s6=0
Ŵ+qm,γ(sqm)µ̂B(−sqm),
S3(m,n) =
∑∑
s,t∈Z\{0}
sqm+tqn 6=0
Ŵ+qm,γ(sqm)Ŵ
+
qn,γ(tqn)µ̂B (−(sqm + tqn)) .
By (2.10) we get the estimate
Ŵ+qn,γ(tqn) 
1
|t| , |t| → ∞ (2.24)
which is uniform for all n ∈ N. Also Proposition 2.8 together with the argument leading
to (2.22) we may assume
µ̂B(tqn)  1
(log |tqn|)∆ , |t| → ∞ (2.25)
for some constant ∆ > 4. Thus, if we write ∆ = 4 + 2θ, with θ > 0, we obtain
S1(m,n)
(2.24),(2.25) ψ(qm)
+∞∑
t=−∞
t6=0
1
|t|(log |tqn|)∆
≤ ψ(qm)
(log qn)3+θ
+∞∑
t=−∞
t6=0
1
|t|(log |t|)1+θ
 ψ(qm)
n3+θ
and
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∑∑
1≤m<n≤N
S1(m,n) 
∑∑
1≤m<n≤N
ψ(qm)
n3+θ

∑
1≤m≤N
ψ(qm)
(2.22)
(
N∑
n=1
µB(En)
)2
.
Similarly,
∑∑
1≤m<n≤N
S2(m,n) 
(
N∑
n=1
µB(En)
)2
.
Now decompose the third sum as
S3(m,n) =
∑∑
s,t∈Z\{0}
sqm+tqn 6=0
Ŵ+qm,γ(sqm)Ŵ
+
qn,γ(tqn)µ̂B (−(sqm + tqn))
=
∑∑
s,t∈Z\{0},st>0
sqm+tqn 6=0
Ŵ+qm,γ(sqm)Ŵ
+
qn,γ(tqn)µ̂B (−(sqm + tqn))
+
∑∑
s,t∈Z\{0},st<0
sqm+tqn 6=0
Ŵ+qm,γ(sqm)Ŵ
+
qn,γ(tqn)µ̂B (−(sqm + tqn))
= S4(m,n) + S5(m,n) ,
where
S4(m,n) :=
∑∑
s,t∈Z\{0},st>0
sqm+tqn 6=0
Ŵ+qm,γ(sqm)Ŵ
+
qn,γ(tqn)µ̂B (−(sqm + tqn)) ,
S5(m,n) :=
∑∑
s,t∈Z\{0},st<0
sqm+tqn 6=0
Ŵ+qm,γ(sqm)Ŵ
+
qn,γ(tqn)µ̂B (−(sqm + tqn)) .
Observe that (2.10) gives the alternative estimates
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Ŵ+qn,γ(tqn)  ψ(qn), n→∞ (2.26)
and
Ŵ+qn,γ(tqn) 
1
|t|2ψ(qn) , |t| → ∞. (2.27)
Regarding S4(m,n), observe that when s, t have the same sign then
|sqm + tqn| ≥ 2
√
|sqmtqn| ⇒
1
log |sqm + tqn| 
1
log |sqmtqn|
hence
S4(m,n) =
∑∑
s,t∈Z\{0},st>0
sqm+tqn 6=0
Ŵ+qm,γ(sqm)Ŵ
+
qn,γ(tqn)µ̂B (−(sqm + tqn))
(2.24)
∞∑
s=1
∞∑
t=1
1
st (log |st|)2+θ ·
1
(log |qnqm|)2+θ
 1
(m+ n)2+θ
and
∑∑
1≤m<n≤N
S4(m,n)  1

(
N∑
n=1
µB(En)
)2
.
Now write
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S5(m,n) 
∞∑
s=1
∞∑
t=1
sqm+tqn 6=0
Ŵ+qm,γ(sqm)Ŵ
+
qn,γ(tqn) ·
1
(log |sqm − tqn|)∆
=
∞∑
s=1
∞∑
t=1
|sqm−tqn|≥qn/2
Ŵ+qm,γ(sqm)Ŵ
+
qn,γ(tqn) ·
1
(log |sqm − tqn|)∆
+
∞∑
s=1
∞∑
t=1
|sqm−tqn|<qn/2
Ŵ+qm,γ(sqm)Ŵ
+
qn,γ(tqn) ·
1
(log |sqm − tqn|)∆
= S6(m,n) + S7(m,n),
where
S6(m,n) :=
∞∑
s=1
∞∑
t=1
|sqm−tqn|≥qn/2
Ŵ+qm,γ(sqm)Ŵ
+
qn,γ(tqn) ·
1
(log |sqm − tqn|)∆
and
S7(m,n) :=
∞∑
s=1
∞∑
t=1
|sqm−tqn|<qn/2
Ŵ+qm,γ(sqm)Ŵ
+
qn,γ(tqn) ·
1
(log |sqm − tqn|)∆
·
Clearly
S6(m,n)
(2.27)
∞∑
s=1
∞∑
t=1
1
s2t2ψ(qm)ψ(qn) (log qn)
∆
 1
ψ(qm)ψ(qn)n∆
·
Now since the series
∞∑
n=1
ψ(qn) diverges but
∞∑
n=1
n−∆/4 < ∞, passing to a further sub-
sequence if necessary (see Remark 13), we may assume without loss of generality that
ψ(qn) 1
n∆/4
, n→∞.
Thus
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S6(m,n) ≤ 1
(mn)∆/4
and
∑∑
1≤m<n≤N
S6(m,n)  1

(
N∑
n=1
µB(En)
)2
.
Regarding the sum S7(m,n), observe that in each term the value of s determines at
most one value of t. Now decompose S7(m,n) further into
S7(m,n) =
∞∑
s=1
∞∑
t=1
qm/2≤|sqm−tqn|<qn/2
Ŵ+qm,γ(sqm)Ŵ
+
qn,γ(tqn) (log |sqm − tqn|)−∆/2
+
∞∑
s=1
∞∑
t=1
|sqm−tqn|<qm/2
s≤1/ψ(qm)
Ŵ+qm,γ(sqm)Ŵ
+
qn,γ(tqn) (log |sqm − tqn|)−∆/2
+
∞∑
s=1
∞∑
t=1
|sqm−tqn|<qm/2
s>1/ψ(qm)
Ŵ+qm,γ(sqm)Ŵ
+
qn,γ(tqn) (log |sqm − tqn|)−∆/2
=: S8(m,n) + S9(m,n) + S10(m,n).
Now easily
S8(m,n)
(2.27)
∞∑
s=1
1
s2ψ(qm)
ψ(qn) (log qm)
−∆/2
 ψ(qn) 1
m3∆/4
,
hence this term gives
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∑∑
1≤m<n≤N
S8(m,n) 
N∑
n=1
ψ(qn)

(
N∑
n=1
µB(En)
)2
.
Regarding S9(m,n) and S10(m,n) observe that the condition of summation implies
|sqm − tqn| ≤ qm
2
⇒
−qm
2
≤ sqm − tqn ≤ qm
2
⇒
−1
2
≤ s− tqn
qm
≤ 1
2
,
hence each t determines a unique value of s, which is trivially
s = st  qn
qm
t.
Thus
S9(m,n)
(2.26)
∑∑
t<
qm
qnψ(qm)
ψ(qm)ψ(qn)
 qm
qn
ψ(qn)
 qm
qn
ψ(qm),
which leads to
∑∑
1≤m<n≤N
S9(m,n) 
N∑
n=1
ψ(qn)

(
N∑
n=1
µB(En)
)2
.
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Finally
S10(m,n) 
∑∑
s>1/ψ(qm)
t>1/ψ(qn)
Ŵ+qm,γ(sqm)Ŵ
+
qn,γ(tqn) (log |sqm − tqn|)−∆/2
+
∑∑
s>1/ψ(qm)
t≤1/ψ(qn)
Ŵ+qm,γ(sqm)Ŵ
+
qn,γ(tqn) (log |sqm − tqn|)−∆/2
(2.26),(2.27)
∑∑
s>1/ψ(qm)
t>1/ψ(qn)
1
s2ψ(qm)
· 1
t2ψ(qn)
+
∑∑
s>1/ψ(qm)
t≤1/ψ(qn)
(
qm
qnt
)2
· ψ(qn)
ψ(qm)

∑
t>1/ψ(qn)
q2m
q2nt
4
· 1
ψ(qm)ψ(qn)
+
∑
t>
qm
qnψ(qm)
q2m
q2nt
2
· ψ(qn)
ψ(qm)

(
qm
qn
)2 ψ(qn)3
ψ(qn)ψ(qm)
+
(
qm
qn
)2 ψ(qn)
ψ(qm)
qnψ(qm)
qm

(
qm
qn
)2
ψ(qm) +
qm
qn
ψ(qm),
which implies
∑∑
1≤m<n≤N
S10(m,n) 
∑∑
1≤m<n≤N
ψ(qm)
K2(n−m)
+
∑∑
1≤m<n≤N
ψ(qm)
Kn−m

N∑
n=1
ψ(qn)

(
N∑
n=1
µB(En)
)2
.
Combining all previous cases, we get the desired result.
Chapter 3
The Fourier dimension of the set
W (γ, ψ)
3.1 Introduction and main result
Let us recall the definition of inhomogeneously well approximable numbers with respect
to a given approximating function. If γ ∈ R and ψ : N → R+ is a function, the set
W (γ, ψ) of inhomogeneously ψ-well approximable numbers with respect to γ is defined
as
W (γ, ψ) = {x ∈ [0, 1) : ‖qx− γ‖ ≤ ψ(q) for infinitely many q ∈ N} .
As we have already seen in the introductory chapter, the Hausdorff dimension of the set
W (γ, ψ) is related to the decay rate of the approximating function ψ. If f : N→ (0,∞)
is a function, the lower logarithmic order of f at infinity is defined as
λ(f) = lim inf
q→∞
log f(q)
log q
·
Let us recall the theorem of Levesley [41] which gives the Hausdorff dimension of the set
W (γ, ψ). The theorem actually refers to the Hausdorff dimension of higher dimension
analogues of W (γ, ψ), but here we only present its one-dimensional version.
Theorem 3.1. Let γ ∈ R and ψ : N → R+ be a function. If λ = λ(1/ψ) is the lower
logarithmic order of 1/ψ, then
dimW (γ, ψ) =

1, if λ < 1
2
1 + λ
, if λ ≥ 1.
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We show that for a decreasing approximation function ψ : N → R the set W (γ, ψ) of
inhomogeneously ψ-well approximable numbers is a Salem set, generalizing the result
of Kaufman in [39]. For the definition of Salem sets, see Chapter 1. We follow Bluhm’s
method of proof in [10].
Theorem 3.2. Let γ ∈ R and ψ : N → R+ be a decreasing function. Let λ be the
lower logarithmic order of 1/ψ. For any ε > 0, the set W (γ, ψ) supports a probability
measure µ = µ(ψ, ε) the Fourier transform of which satisfies
µ̂(x) = o(log |x|) |x|−(1−5ε)/(1+λ+ε), |x| → ∞. (3.1)
Before we proceed to the proof of Theorem 3.2, let us see how it yields the requested
information for the set W (γ, ψ).
Corollary 3.3. Let γ ∈ R and ψ : N→ R+ be a decreasing function. The set W (γ, ψ)
is a Salem set.
Proof. Let ε, ε′ > 0. By Theorem 3.2 the set W (γ, ψ) supports a probability measure
µ with the property
µ̂(x)  |x|−
1−5ε
1+λ+ε+ε
′
, |x| → ∞ .
Now this implies that the Fourier dimension of W (γ, ψ) is
dimF Wγ(ψ) ≥ 2− 10ε
1 + λ+ ε
− 2ε′,
so letting ε, ε′ → 0 we obtain the desired lower bound.
3.2 Proof of the main result
3.2.1 Notation
For the proof of Theorem 3.2, fix some ε > 0. By the definition of λ we have
qλ−ε <
1
ψ(q)
< qλ+ε for inf. many q ∈ N. (3.2)
First let us begin with some notation. For all M ∈ N let
PM = {p prime : M ≤ p ≤ 2M}.
We are going to choose a sequence (Mk)
∞
k=1 of positive integers which satisfies
M1 < 2M1 < M2 < 2M2 < . . . (3.3)
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|PMk | ≥
Mk
2 logMk
, k = 1, 2, . . . (3.4)
and
(2Mk)
λ−ε <
1
ψ(2Mk)
< (2Mk)
λ+ε, k = 1, 2, . . . (3.5)
The choice of a sequence (Mk)
∞
k=1 satisfying (3.4) is possible by the Prime Number
Theorem, while the fulfilment of assumption (3.5) is possible because of (3.2).
The measure µ to be constructed will be supported in the set
Sψ :=
+∞⋂
k=1
⋃
p∈PMk
{x ∈ [0, 1) : ‖px− γ‖ ≤ ψ(p)} .
From now on, whenever we refer to a positive integer M ≥ 1, we shall implicitly mean
a term of the aforementioned sequence (Mk)
∞
k=1. For each M ∈ N such that
R = RM := ψ(2M) <
1
2
define a function
FM : R→ R, FM (x) =

15
16R5
(R2 − x2)2, ‖x‖ ≤ R
0, ‖x‖ > R.
Clearly FM is a continuous 1−periodic function. Consider the Fourier series expansion
FM (x) =
+∞∑
m=−∞
a(M)m e
2piimx. (3.6)
The Fourier coefficients of FM are the numbers
a(M)m =
1∫
0
FM (t)e
−2piimtdt, m = 0,±1,±2, . . .
Observe that
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a
(M)
0 = 1,
|a(M)m | ≤ 1,
|a(M)m | ≤
1
m2R2
, m ∈ Z\{0}, (3.7)
where the last estimate follows by partial integration.
Finally define
gM (x) =
1
|PM |
∑
p∈PM
FM (px− γ) = 1|PM |
+∞∑
m=−∞
∑
p∈PM
a(M)m e
2piim(px−γ),
which is clearly a 1-periodic function with gˆM (0) = 1. The connection of the functions
gM with the result to be shown becomes clear by the following:
Proposition 3.4. If x ∈ R is such that gM (x) > 0, there exists a prime p ∈ PM such
that ‖px− γ‖ ≤ ψ(p).
Proof. Since the functions FM are non-negative, there exists p ∈ PM such that FM (px−
γ) > 0, and the definition of FM implies that
‖px− γ‖ ≤ R = ψ(2M) < ψ(p).
3.2.2 Some auxiliary lemmas
In what follows we use the function
θ(x) =

1, if |x| < xλ,ε
(log |x|) |x|−
1−5ε
1+λ+ε if |x| ≥ xλ,ε ,
where
xλ,ε := 2
1+λ+εe
1+λ+ε
1−5ε .
We are only interested in large values of θ(x), as it is clearly related to the requested
decay rate mentioned in the main result.
Lemma 3.5. Let k ∈ N, M ∈ N. Then
# {p ∈ PM : p | k} ≤ log |k|
logM
· (3.8)
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Proof. By the canonical factorisation of k as a product of prime powers we obtain
log |k| ≥
∑
p | k
log p
≥
∑
p | k
p∈PM
log p
≥ (logM) · # {p ∈ PM : p | k} .
Lemma 3.6. For all k ∈ Z \ {0} and for M large enough, the Fourier coefficients of
gM satisfy
|ĝM (k)| ≤ 2 log |k|
M
(3.9)
and
|ĝM (k)| ≤ 8M log |k|
R2|k|2 · (3.10)
Proof. The Fourier coefficients of gM are
ĝM (k) =
∫ 1
0
gM (x)e
−2piikxdx
=
∫ 1
0
e−2piikx
1
|PM |
+∞∑
m=−∞
∑
p∈PM
a(M)m e
2piim(px−γ)dx
=
1
|PM |
+∞∑
m=−∞
∑
p∈PM
a(M)m e
−2piimγ
∫ 1
0
e2pi(mp−k)xdx.
Note that we are allowed to interchange the order of summation and integration since
(3.7) implies that the Fourier series (3.6) converges uniformly. Thus
|ĝM (k)| ≤ 1|PM |
max
mp=k
p∈PM
|a(M)m |
#{(p,m) ∈ PM × Z : k = mp}. (3.11)
Observe that each prime p ∈ PM determines a unique m ∈ Z such that k = mp, hence
also a unique pair (p,m) ∈ PM ×Z such that k = mp. Thus (3.4) and Lemma 3.5 yield
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|ĝM (k)| ≤ 2 logM
M
# {p ∈ PM : p | k}
≤ 2 log |k|
M
,
so (3.9) is proved. Alternatively, note that when k = mp for some p ∈ PM , then
|m| = |k|
p
≥ |k|
2M
·
Thus (3.7) implies
|a(M)m | ≤
4M2
|k|2R2 ,
which together with (3.4), (3.8) and (3.11) give (3.10).
Lemma 3.7. There exist constants M1 > 0, A = A(ψ, ε) > 0 such that for all M ≥
M1,
|ĝM (k)| ≤ A logM
M1−4ε
, for all k 6= 0
|ĝM (k)| ≤ A log |k||k| 1−4ε1+λ−ε
, |k| > MR−1.
Proof. Consider the cases:
CASE I: 1 ≤ |k| ≤MR−1. Using (3.9) and then (3.5) we obtain
|ĝM (k)| ≤ 2
M
(log(M)− logR)
=
2
M
(log(M)− logψ(2M))
≤ 2
M
(logM + (λ+ ε)(log 2 + logM))
≤ 2(1 + 2λ+ 2ε) logM
M
≤ 2(1 + 2λ+ 2ε) logM
M1−4ε
·
CASE II: |k| > MR−1. Then by (3.5),
|k| ≥ 2λ−εM1+λ−ε . (3.12)
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So (3.10) yields
|ĝM (k)| ≤ 8M(2M)2(λ+ε) · log |k||k|2
= 23+2λ+2εM1+2(λ+ε) · log |k||k|2
≤ 23+2λ+2ε · 2−
1+2λ+2ε
1+λ+ε (λ−ε) · |k|
1+2λ+2ε
1+λ−ε · log |k||k|2
= 2
3+4λ
1+λ−ε log |k|
|k|
1−4ε
1+λ−ε
·
Now we use (3.12) together with the fact that for a > 0 the function x 7→ (log |x|)|x|−a
is finally decreasing. We obtain
|ĝM (k)| ≤ 2
3+4λ
1+λ−ε log
(
2λ−εM1+λ−ε
)
(2λ−εM1+λ−ε)
1−4ε
1+λ−ε
≤ (1 + λ− ε)24
1+λ+ε(λ−ε)
1+λ−ε logM
M1−4ε
,
hence the desired statement is true with
A = max
{
2(1 + 2λ+ 2ε), 2
3+4λ
1+λ−ε , (1 + λ− ε)24
1+λ+ε(1−ε)
1+λ−ε
}
.
In what follows, we write C2c (R) for the set of compactly supported functions on R with
continuous second derivative.
Lemma 3.8. Let M1 > 0 be as in Lemma 3.7. For every φ ∈ C2c (R) and M ≥ M1
there exists a constant B = B(φ, ψ, ε) > 0 such that
|(φ̂gM )(x)− φ̂(x)| ≤ B
logM
M1−4ε
for all x ∈ R.
Proof. Since φ ∈ C2c (R) its Fourier transform satisfies
φ̂(x)  1
(1 + |x|)2 , |x| → ∞.
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Since ψ, gM ∈ C2c (R), by the convolution theorem we obtain
(φ̂gM )(x) =
+∞∑
k=−∞
ĝM (k)φ̂(x− k), x ∈ R.
Hence for all x ∈ R,
∣∣∣(φ̂gM )(x)− φ̂(x)∣∣∣ =
∣∣∣∣∣∣∣∣
+∞∑
k=−∞
k 6=0
ĝM (k)φ̂(x− k)
∣∣∣∣∣∣∣∣
≤
+∞∑
k=−∞
k 6=0
|ĝM (k)φ̂(x− k)|

+∞∑
k=−∞
k 6=0
logM
M1−4ε
· 1
(1 + |x− k|)2
 logM
M1−4ε
·
Lemma 3.9. For every φ ∈ C2c (R) and δ > 0 there exists a positive integer M0 =
M0(φ, δ, ε) such that
|(φ̂gM )(x)− φ̂(x)| ≤ δθ(x) for all x ∈ R
for all M ≥M0.
Proof. Once again consider two cases:
CASE I: |x| < 2MR−1. Then x ≤ (2M)1+λ+ε and by Lemma 3.8 we have∣∣∣(φ̂gM )(x)− φ̂(x)∣∣∣  logMM1−4ε
 1
M ε
· logM
1−5ε
M1−5ε
3.2. PROOF OF THE MAIN RESULT 79
 1
M ε
·
log
(
2−(1−5ε) |x|
1−5ε
1+λ+ε
)
|x|
1−5ε
1+λ+ε
 1
M ε
· log |x|
|x|
1−5ε
1+λ+ε
.
Choosing M to be sufficiently large, the right hand side can become less than δθ(x).
CASE II: |x| ≥ 2MR−1. Then |x| ≥ (2M)1+λ−ε and as in the proof of Lemma 3.8,
∣∣∣(φ̂gM )(x)− φ̂(x)∣∣∣  +∞∑
k=−∞
k 6=0
|ĝM (k)| (1 + |x− k|)−2

∑
k 6=0
|x−k|≥ 1
2
|x|
|ĝM (k)| (1 + |x− k|)−2
+
∑
k 6=0
|x−k|< 1
2
|x|
|ĝM (k)| (1 + |x− k|)−2 ,
where the first term is
∑
k 6=0
|x−k|≥ 1
2
|x|
|ĝM (k)| (1 + |x− k|)−2  |ĝM (0)|
∑
k≥ 1
2
|x|
1
|k|2 
1
|x|
and the second is∑
k 6=0
|x−k|< 1
2
|x|
|ĝM (k)| (1 + |x− k|)−2 
∑
|x−k|< |x|
2
|ĝM (k)| (1 + |x− k|)−2
 sup
|k|> |x|
2
|ĝM (k)|
 sup
|k|> |x|
2
log |k|
|k|
1−4ε
1+λ−ε
( by (3.10) )
 log |x|
|x| 1−4ε1+λ+ε
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 (2M)−
1+λ−ε
1+λ+ε ε
log |x|
|x|
1−5ε
1+λ+ε
so they are both less than δθ(x) for M large enough.
3.2.3 Finishing the Proof of Theorem 3.2
We use Lemma 3.9 to construct the requested measure µ. Choose a function φ0 ∈ C2c (R)
such that ∫
φ0(x)dx = 1, φ0|(0,1) > 0 and φ0|[0,1]c = 0.
Pick an arbitrary 0 < δ < 12 . Using Lemma 3.9 we can find a sequence (Mk)
∞
k=1 ⊆ N
satisfying (3.3), (3.4) and (3.5) where
M1 = M1
(
φ0, δ2
−1, ε
)
,
M2 = M2
(
φ0gM1 , δ2
−2, ε
)
,
...
Mk = Mk
(
φ0gM1gM2 . . . gMk−1 , δ2
−k, ε
)
, k ∈ N.
We point out that the dependence of the integers Mk, k = 1, 2, . . . on the corresponding
parameters is in accordance with Lemma 3.9. Also define a sequence of functions
(Gk)
∞
k=0 by
G0 = 1,
Gk = gM1gM2 · · · gMk , k = 1, 2, . . .
According to Lemma 3.9, for all k ∈ N we have
|(φ0̂Gk+1)(x)− (ψ0̂Gk)(x)| ≤ δ2−(k+1)θ(x), for all x ∈ R. (3.13)
If λ denotes the Lebesgue measure on [0, 1], the measures (µk)
∞
k=1 defined by µk =
φ0Gkλ, k = 1, 2, . . . have Fourier transforms
µ̂k(x) =
∫
e−2piitxdµk(x)
=
∫
e−2piitxφ0(x)Gk(x)dλ(x)
= (φ0̂Gk)(x), x ∈ R.
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Now (3.13) shows that (µ̂k)
∞
k=1 is a ‖ ‖∞-Cauchy sequence, hence there exists a constant
c = c(ψ, ε) > 0 and a probability measure µ supported on the unit interval such that
the sequence (cµk)
∞
k=1 converges weakly to µ.
The following proposition essentially proves Theorem 3.2.
Proposition 3.10. The measure µ is supported on W (γ, ψ) and has Fourier transform
µ̂(x) = O(θ(x)), |x| → ∞ .
Proof. The fact that the support of µ lies within W (γ, ψ) follows directly from the
definition of the functions (Gk)
∞
k=0 and the measure µ. Also observe that since µ̂k(x) =
(φ0̂Gk)(x) and φGk is a C
2−function, we have
µ̂k(x) ≤ C0
(1 + |x|)2 , for all x ∈ R .
for all k = 1, 2, . . .. Now for all k, p ∈ N we have
|µ̂(x)| =
∣∣∣∣∣∣µ̂(x)− µ̂k+p(x) +
p∑
j=1
(µ̂k+j(x)− µ̂k+j−1(x)) + µ̂k(x)
∣∣∣∣∣∣
≤ |µ̂(x)− µ̂k+p(x)| +
p∑
j=1
|µ̂k+j(x)− µ̂k+j−1(x)| + |µ̂k(x)|
≤ ‖µ̂− µ̂k+p‖∞ + δ
2k
θ(x) +
C0
(1 + |x|)2 (by (3.13) ) .
Letting p→∞ we obtain the requested bound.
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Chapter 4
A refinement of Marstrand’s
projection Theorem
4.1 Motivation
4.1.1 Marstrand’s Theorem
Given 0 ≤ θ < pi, let Lθ denote the line through the origin of R2 that forms an angle
θ with the horizontal axis. Let projθ denote orthogonal projection onto the line Lθ
and dimA denote the Hausdorff dimension of a set A ⊆ R2. Then projθ is a Lipschitz
mapping; indeed for all θ,
|projθx− projθy| ≤ |x− y| for all x, y ∈ R2 . (4.1)
This together with the trivial fact that projθA is a subset of a line, implies
dim projθA ≤ min {1,dimA} , (4.2)
see for example [23, Proposition 3.3]. The famous projection theorem of Marstrand [43],
dating back to 1954, states that equality holds in (4.2) for almost almost all directions
θ with respect to Lebesgue measure. Equivalently, the exceptional values of θ ∈ [0, pi)
for which the inequality (4.2) is strict, form a set of one-dimensional Lebegue measure
zero.
Theorem 4.1 (Marstrand). Let A ⊆ R2 be a Borel set.
(i) If dimA ≤ 1 then dim projθA = dimA for almost all θ ∈ [0, pi).
(ii) If dimA > 1 then |projθA| > 0 for almost all θ ∈ [0, pi).
Observe that the measure conclusion of (ii) is significantly stronger than the corre-
sponding dimension statement; it trivially implies that dim projθA = 1 for almost all
θ ∈ [0, pi).
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Marstrand’s proof depends heavily on delicate and, in places, complicated geometric
and measure theoretic arguments. Subsequently, Kaufman [39] gave a slick, two page,
proof that made natural use of the potential theoretic characterization of Hausdorff
dimension and Fourier transform methods.
4.1.2 The motivating example
Before moving onto our main result, Theorem 4.4, which is an analogue of Marstrand’s
Theorem for a general class of dimension functions, let us recall the definition of an
explicit class of sets that has motivated our work and which illustrates and clarifies the
need for statements such as Theorem 4.6.
Recall that if ψ : N → R+ is a decreasing function, a point (y1, . . . , yk) ∈ Rn is called
simultaneously ψ–well approximable if there are infinitely many q ∈ N and (p1, . . . , pk) ∈
Zn such that ∣∣∣∣yi − piq
∣∣∣∣ < ψ(q)q , 1 ≤ i ≤ n . (4.3)
The set of simultaneously ψ-well approximable points in [0, 1)n will be denoted by
Wn(ψ). As we have already seen, the Khintchine-Jarn´ık theorem (Theorem 1.35) pro-
vides a criterion for the ‘size’ of Wn(ψ) in terms of Hausdorff measures Hf .
For all τ > 0, let ψτ be the approximating function given by ψτ (q) = q exp(−qτ ) .
Then by definition, when n = 1 the corresponding set Wn(ψτ ) is a subset of the set
of Liouville numbers, which is well-known to be of Hausdorff dimension zero. In fact
dimWn(ψτ ) = 0 for all positive integers n. To see this, note that for any dimension
function fs(r) = r
s ,
∞∑
q=1
qn fs (ψτ (q)/q) =
∞∑
q=1
exp
(− (s qτ − n log q)) < ∞
for all τ > 0 and n ∈ N. Hence it follows from the Khintchine-Jarn´ık Theorem and the
definition of Hausdorff dimension that dimWn(ψτ ) = 0 for all τ > 0 and n ≥ 1. The
upshot of this is that by (4.2), for all θ ∈ [0, pi)
dim
(
projθW2(ψτ )
)
= 0
and Marstrand’s Theorem is not particularly informative. The problem is that the
dimension functions fs given by fs(r) = r
s are not delicate enough to differentiate
between sets of dimension zero. Instead, for s > 0 consider the logarithmic dimension
function fs given by fs(r) = (− log r)−s for 0 < r < 1. Then, for τ > 0 and n ≥ 1, it is
easily verified that
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∞∑
q=1
qn fs (ψτ (q)/q) =
∞∑
q=1
q−(τs−n)
{
<∞, if s > s0
=∞, if s < s0
,
where
s0 =
n+ 1
τ
·
It then follows from the Khintchine-Jarn´ık Theorem and the definition of logarithmic
Hausdorff dimension (Definition 4.5 in the following Section) that dimlog Wn(ψτ ) = s0
for all τ > 0 and n ≥ 1. In turn Theorem 4.6 which follows will imply the non-trivial
statement that for almost all θ ∈ [0, pi),
dimlog
(
projθ Wn(ψτ )
)
= s0 .
4.2 The main result
The results of this subsection are joint work with V. Beresnevich, K. Falconer and S.
Velani. In order to state our main theorem we first need to introduce the notion of a
doubling function.
4.2.1 The doubling condition
Definition 4.2. A dimension function f is said to be doubling if there exist constants
c > 1 and r0 > 0 such that
f(2r) ≤ cf(r) for all 0 < r < r0 . (4.4)
The number c in the above definition is called a doubling constant. Note that if f is
given by f(r) = rs (s > 0) then f(2r) = 2sf(r) and so c = 2s is a doubling constant
for f .
We state an equivalent form of the doubling condition (4.4).
Lemma 4.3. Let f be a dimension function. Then f is doubling if and only if there
exist constants s > 0, κ > 0 and r1 > 0 such that
f(rλ) ≥ κ λsf(r) for all 0 < λ < 1 and 0 < r < r1 . (4.5)
Moreover, if f has a doubling constant c > 1 then (4.5) holds with κ = c−1 and
s = log2 c.
Proof. Suppose f is doubling with constant c > 1. For each positive integer n, applying
(4.4) n times gives
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f (r) ≤ cn f
(
1
2n
r
)
for all r < 2nr0 .
Set s = log2 c > 0. For each 0 < λ < 1, let m ≥ 0 be the unique integer such that
2m ≤ 1
λ
< 2m+1 .
Then
f(λr) ≥ f
(
1
2m+1
r
)
≥ 1
cm+1
f(r)
≥ 1
c
λsf(r) .
For the converse implication simply put λ =
1
2
in (4.5).
4.2.2 The main result
We are now in the position to state our main result.
Theorem 4.4. Let A ⊆ R2 be a Borel set.
(i) Let f be a dimension function. Then Hf (projθA) ≤ Hf (A) for all θ ∈ [0, pi). In
particular if Hf (A) = 0 then Hf (projθA) = 0 for all θ ∈ [0, pi).
(ii) Let f be a dimension function such that Hf (A) > 0. Suppose g is a dimension
function that is doubling with constant c < 2 and such that
−
∫ 1
0
f(r) d
(
1
g(r)
)
<∞ . (4.6)
Then, Hg(projθA) = Hg(A) =∞ for almost all θ ∈ [0, pi).
Several remarks are in order.
Remark 14. Part (i) of Theorem 4.4 is an immediate consequence of the Lipschitz
condition (4.1) and the definition of Hf , see [23, Proposition 3.1] where the case of
f(r) = rs is given. Thus the main substance of the theorem is part (ii) whenHf (A) > 0.
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Remark 15. The conclusion of (ii) remains true if the range of integration in (4.6) is an
interval [0, r0] for any r0 > 0. Moreover, if g is differentiable, or at least differentiable
except at finitely many points, then
−
∫ 1
0
f(r) d
(
1
g(r)
)
=
∫ 1
0
f(r)
g′(r)
g2(r)
dr . (4.7)
In particular, if f and g are dimension functions satisfying (4.6) then
lim
r→0
f(r)
g(r)
= 0. (4.8)
For suppose not. Then there exists a > 0 and a decreasing sequence (rn)
∞
n=1 tending
to 0 such that
f(rn)
g(rn)
≥ a for all n = 1, 2, . . .
Let r′n > rn be the least number such that g(r′n) = 2g(rn); such an r′n exists by conti-
nuity and monotonicity of g provided that the sequence is chosen taking r1 sufficiently
small. Then ∫ r′n
rn
f(r)
g′(r)
g2(r)
dr ≥
∫ r′n
rn
f(rn)
2g(rn)
g′(r)
g(r)
dr
≥ 1
2
a log
g(r′n)
g(rn)
=
1
2
a log 2.
Since 0 < rn < r
′
n → 0, the integrals in (4.7) and (4.6) cannot be finite.
Remark 16. It is easily verified that if f and g are dimension functions satisfying (4.8)
and Hf (A) > 0 then Hg(A) = ∞. Thus, the main substance of part (ii) of Theorem
4.4 is the statement that Hg(projθA) ≥ Hg(A) for almost all θ ∈ [0, pi). For further
relations between measures with respect to different gauge functions, see [55, Section
4].
Remark 17. Regarding the dimension function g, the condition that c < 2 on the dou-
bling constant is necessary. To see this, we derive the dimension aspect of Marstrand’s
Theorem from our result. With this in mind, assume without loss of generality that
dimA > 0 and let s1, s2 be arbitrary real numbers satisfying 0 < s1 < s2 < dimA.
Now let g and f be dimension functions given by g(r) = rs1 and f(r) = rs2 . It follows
from the definition of Hausdorff dimension that Hs1(A) = Hs2(A) = ∞. Also it is
easily checked that condition (4.6) is satisfied and thus, modulo the condition on the
doubling constant, part (ii) of Theorem 4.4 implies that Hs1(projθA) = ∞ for almost
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all θ ∈ [0, pi). In turn, it follows (from the definition of Hausdorff dimension) that
dim projθA ≥ s1 (4.9)
for almost all θ ∈ [0, pi). The application of Theorem 4.4 is legitimate as long as the
doubling constant c = 2s1 associated with g satisfies s1 < 1. Now with reference to
(4.9) this restriction on s1 makes perfect sense since dim projθA ≤ 1 regardless of the
size of A. By continuity, we can replace s1 in (4.9) by dimA. The complementary
upper bound can easily be deduced via part (i) of Theorem 4.4 but inequality (4.2)
gives it directly.
Remark 18. Even if Hf (A) = ∞, the conclusion of part (ii) of Theorem 4.4 is not in
general valid for the dimension function f . Indeed, if f is given by f(r) = r so that Hf
is simply 1-dimension Lebesgue measure, it is known [23, Section 6.4] that there are
sets A for which Hf (A) > 0 but Hf (projθA) = 0 for almost all θ ∈ [0, pi).
As alluded to in Remark 19, in §4.4 we will investigate the size of the set of exceptional
angles θ for which the conclusion of part (ii) of Theorem 4.4 fails. In short, by replacing
the integral convergence condition (4.6) by a suitable rate of convergence condition we
are able to conclude that the exceptional set of θ ∈ [0, pi) for which Hg(projθA) <∞ is
of Hf -measure 0, see Theorem 4.12 for the precise statement.
The logarithmic dimension result
One consequence of Theorem 4.4, our main result, is the following analogue of
Marstrand’s Theorem for logarithmic Hausdorff dimension.
In terms of dimension theory, when we are confronted with sets of Hausdorff dimension
0 it is natural to change the usual ‘rs-scale’ in the definition of Hausdorff dimension to
a logarithmic scale. For s > 0, let fs be the dimension function given by
fs(r) = (− log r)−s, (4.10)
for 0 < r < 12 . As explained in Remark 5, the fact that we have restricted to sufficiently
small values of r > 0 does not affect the Hausdorff measures defined by the functions
fs. In what follows, whenever we refer to dimension functions with a logarithmic factor
in their definition, it is implied that these functions are studied in an appropriately
chosen interval of the form [0, r0).
Definition 4.5. Let A ⊆ Rn. The logarithmic Hausdorff dimension dimlog A of A is
defined by
dimlog A = inf
{
s : Hfs(A) = 0
}
= sup
{
s : Hfs(A) =∞
}
, (4.11)
where the functions fs are as in (4.10).
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It is easily verified that if dimA > 0 then dimlog A =∞, precisely as one would expect.
Armed with Theorem 4.4 it is straightforward to prove the following.
Theorem 4.6. Let A ⊆ R2 be a Borel set. Then
(i) dimlog projθA ≤ dimlog A for all θ ∈ [0, pi),
(ii) dimlog projθA = dimlog A for Lebesgue-almost all θ ∈ [0, pi).
Proof. Part (i) is immediate from Theorem 4.4(i) and (4.11).
For part (ii), without loss of generality, assume that dimlog A > 0 and let s1, s2 be real
numbers satisfying
0 < s1 < s2 < dimlog A.
Consider the dimension functions given by g(r) = (− logr)−s1 and f(r) = (− logr)−s2 .
It follows from (4.11) that Hg(A) = Hf (A) = ∞. It is easily verified that condition
(4.6) is satisfied and that g is doubling with constant c < 2. Thus, Theorem 4.4(ii)
implies that Hg(projθA) = ∞ for almost all θ ∈ [0, pi). In turn, it follows from (4.11)
that for almost all θ ∈ [0, pi), dimlog projθA ≥ s1 and thus dimlog projθA ≥ dimlog A.

Remark 19. By considering the size of sets of exceptional angles, see §4.4, we are further
able to conclude that
dimlog {θ ∈ [0, pi) : dimlog projθA < dimlog A} ≤ dimlog A . (4.12)
Of course, the interesting case is when dimlog A is finite. Then, by definition dimA = 0
and so (4.12) is significantly stronger than Theorem 4.6.
Explicitly exposing the gap of uncertainty
With reference to our motivating example, for all τ > 0 let ψτ : N → R+ be the
approximating function given by
ψτ (q) =
1
qτ−1(log q)τ
, q ≥ 2.
It follows, via the Khintchine-Jarn´ık Theorem and the definition of Hausdorff dimen-
sion, that for all τ ≥ 1 + n
n
,
δ = δ(τ) := dimWn(ψτ ) =
n+ 1
τ
·
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In fact, the Khintchine-Jarn´ık Theorem implies a much finer conclusion. Fix τ >
(1 + n)/n and consider the family of dimension functions (fδ,s)s>0 given by
fδ,s(r) = r
δ
(
−1
τ
logr
)s
.
It is easily verified that
∞∑
q=2
qn fδ,s (ψτ (q)/q) 
∞∑
q=2
1
q(log q)1+n−s
,
in the sense that the series either both converge or diverge, and so the Khintchine-Jarn´ık
Theorem implies that
Hfδ,s (Wk(ψτ )) =
{
0 if s < n ,
∞ if s ≥ n .
Loosely speaking, the set Wn(ψτ ) has “δ(τ)-logarithmic dimension” equal to n.
Now let n = 2 and with reference to Theorem 4.4, put f = fδ,2 and g = fδ,s. Suppose
that τ > 3 so that δ(τ) < 1. This ensures that g is doubling with constant c < 2.
Theorem 4.4 then implies that for almost all θ ∈ [0, pi),
Hfδ,s (projθW2(ψτ )) =
{
0 if s < 2 ,
∞ if s > 3 .
Of course, part (i) of Theorem 4.4 implies that the zero measure statement associated
with s < 2 is true for all θ ∈ [0, pi). Regarding the application of part (ii), we need
s > 3 in order for the integral convergence condition (4.6) to be satisfied. Thus the
latter gives rise to a gap of uncertainty; namely s ∈ (2, 3) in the specific example under
consideration. We suspect that the infinity measure statement for s > 3 is actually
true for s > 2.
Problem: Show that Hfδ,s (projθW2(ψτ )) =∞ if s > 2.
The fact of the matter is that it is highly unlikely that any set W2(ψ) of simultane-
ously ψ–approximable points will have the necessary ‘dense rotational’ structure that
underpins the construction of the sets associated with Theorem 4.14 which follows later.
4.3 Proof of main result
Our proof of Theorem 4.4 will follow Kaufman’s potential theoretic proof [39] of Mas-
trand’s Theorem. We adapt the proof that he gave for the specific functions f(r) = rs
(s > 0) to general dimension functions.
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4.3.1 Energies and capacities
We first generalise the standard notions of s-energy and s-capacity of a measure which
have been defined in the introductory chapter, see for example [23, Section4.3] and [44,
Chapter 8]. In what follows, f is a dimension function.
Definition 4.7. The f -energy of µ ∈M1(A) is defined as
If (µ) =
∫∫
dµ(x)dµ(y)
f(|x− y|) ·
Alternatively, we could have defined the f -energy via the f -potential at a point x ∈ R2,
that is
φf (x) :=
∫
dµ(y)
f(|x− y|) and so If (µ) =
∫
φf (x) dµ(x).
Definition 4.8. The f -capacity of a Borel set A ⊆ R2 is defined as
Cf (A) = sup
{
1
If (µ)
: µ ∈M1(A)
}
with the interpretation that Cf (∅) = 0.
Naturally, when f is given by f(r) = rs (s > 0) we recover the familiar notions of
s-energy and s-capacity.
We now establish the connection between the Hausdorff measure Hf (A) and the ca-
pacity Cf (A) of a set A with respect to a general dimension function f . These results
stated below have a long history: apart from notational differences they appear as
Theorems 1 and 2 in [60], though versions for the dimension functions of the form
f(r) = rs date back to the 1930s. The paper [60] discusses the historical development
to increasingly general dimension functions and includes further references. Proofs for
dimension functions f(r) = rs may be found in several more recent accounts of fractal
geometry, for example [23],[44]. Even for general dimension functions the proofs are
relatively short, so for the sake of completeness we include these proofs.
Proposition 4.9. Let A ⊆ R2 be a Borel set and f be a dimension function. If
Hf (A) <∞ then Cf (A) = 0.
Proof. Assume Cf (A) > 0. By definition, the set A supports a Radon probability
measure µ such that If (µ) <∞. Thus∫
dµ(y)
f(|x− y|) <∞ for µ-almost all x ∈ A.
For such x ∈ A,
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lim
r→0
∫
B(x,r)
dµ(y)
f(|x− y|) = 0 .
By Egorov’s theorem, for all ε > 0 there exist δ > 0 and a Borel set K ⊆ A such that
µ(K) > 12 and
µ(B(x, r)) ≤ f(r)
∫
B(x,r)
dµ(y)
f(|x− y|)
≤ εf(r), for all x ∈ K and 0 < r ≤ δ.
Now let
(
B(xi, ri)
)∞
i=1
be a cover of K by balls with xi ∈ K and ri ≤ δ such that
∞∑
i=1
f(ri) < HfC(K) + 1
Then
1
2
< µ(K) ≤
∞∑
i=1
µ(B(xi, ri)) ≤ ε
∞∑
i=1
f(ri) ≤ ε
(
HfC(A) + 1
)
,
where HfC is centred Hausdorff measure. Since ε > 0 can be made arbitrarily small,
we conclude that Hf (A) = HfC(A) =∞, using (1.12). This contradicts our hypothesis
that Hf (A) is finite.
The following statement is referred to as Frostman’s lemma, and can be viewed as
a partial converse to the Mass Distribution Principle, Theorem 1.23 in Chapter 1.
Throughout, given a Borel set A ⊆ R2 we denote byM1(A) the set of Radon probability
measures µ with compact support in A.
Theorem 4.10 (Frostman’s Lemma). Let A ⊆ R2 be a Borel set and f be a dimension
function. Then Hf (A) > 0 if and only if there exist a measure µ ∈ M1(A) and a
constant c1 > 0 such that
µ(B(x, r)) ≤ c1f(r) for all x ∈ R2 and r > 0 .
Two very different proofs for the case where f(r) = rs (s > 0) are given in [44, Theorem
8.8], where it is explicitly pointed out that both proofs are valid for general dimension
functions. Alternatively, for the harder of the implications, namely that suitable mea-
sures exist, the result in Rogers [55, Theorem 57], that for general dimension functions
there exists a compact subset A′ of A with 0 < Hf (A′) < ∞, followed by a density
argument akin to [23, Proposition 4.11], also gives the conclusion.
Proposition 4.11. Let A ⊆ R2 be a Borel set and let f and g be dimension functions
satisfying the integral convergence condition (4.6). If Hf (A) > 0 then Cg(A) > 0.
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Proof. By Frostman’s lemma, Theorem 4.10, the Borel set A supports a Radon prob-
ability measure µ such that
µ (B(x, r)) ≤ c1 f(r) for all r > 0 and x ∈ R2 (4.13)
for some constant c1 > 0. Fix x ∈ R2 and let
m(r) = µ (B(x, r)) .
Using (4.13) and that µ(R2) = 1 and integrating by parts,
∫
dµ(y)
g(|x− y|) =
∫
|x−y|≤1
dµ(y)
g(|x− y|) +
∫
|x−y|>1
dµ(y)
g(|x− y|)
≤
∫ 1
0
1
g(r)
dm(r) +
µ(R2)
g(1)
=
[
m(r)
g(r)
]1
0
−
∫ 1
0
m(r) d
(
1
g(r)
)
+
µ(R2)
g(1)
≤ m(1)
g(1)
− lim
r→0+
m(r)
g(r)
−
∫ 1
0
f(r) d
(
1
g(r)
)
+
µ(R2)
g(1)
< ∞,
noting that
m(r)
g(r)
≤ c1 f(r)
g(r)
→ 0
by (4.8). This bound is uniform for all x ∈ R and so
Ig(µ) =
∫∫
dµ(x)dµ(y)
g(|x− y|) < ∞
giving Cg(A) > 0 by Definition 4.8.
Remark 20. Fix 0 < δ < 1 and consider the family of dimension functions (fδ,s)s>0
given by
fδ,s(r) = r
δ(− logr)s ,
to within constants the same as those considered in §4.2.2. Let A ⊆ R2 be a Borel set
and α > 0. Then, by Propositions 4.9 and 4.11,
94 CHAPTER 4. ON MARSTRAND’S PROJECTION THEOREM
(i) if s ≤ α and Hfδ,α(A) <∞ then Cfδ,s(A) = 0,
(ii) if s > α+ 1 and Hfδ,α(A) > 0 then Cfδ,s(A) > 0.
The upshot is that if α < s ≤ α+1, condition (4.6) is not satisfied and the propositions
provide no information. The main aim of the paper [60] is to show that this “gap of
uncertainty” is genuine – it really exists! So for example, by [60, Theorem 3], if f and
g are dimension functions not satisfying condition (4.6), then there exist Borel sets A
with 0 < Hf (A) <∞ but Cg(A) = 0.
4.3.2 Proof of Theorem 4.4
(i) As pointed out in Remark 14, this is a trivial consequence of the definition of the
Hausdorff measures that projection is a Lipschitz mapping.
(ii) From Remark 16, Hg(A) =∞. Thus it suffices to show that Hg(projθA) =∞ for
almost all θ ∈ [0, pi).
Since Hg(A) > 0, it follows via Proposition 4.11 and the definition of capacity, that
A supports a Radon probability measure µ such that Ig(µ) < ∞. For each θ ∈ [0, pi),
projecting µ onto the line Lθ gives a measure µθ supported on projθA defined by the
requirement that µθ(K) = µ(proj
−1
θ (K)) for each Borel set K ⊆ Lθ. For each x ∈ R2,
let φ(x) denote the angle that x (viewed as a vector) forms with the horizontal axis.
Then, by Lemma 4.3 and using the fact that g is doubling with constant c < 2, it
follows that
∫ pi
0
Ig(µθ)dθ =
∫ pi
0
∫∫
dµθ(x)dµθ(y)
g(|x− y|) dθ
=
∫ pi
0
∫∫
dµ(x)dµ(y)
g(|projθx− projθy|)
dθ
≤
∫∫ (∫ pi
0
c
g(|x− y|)| cos(φ(x− y)− θ)|sdθ
)
dµ(x)dµ(y)
≤ c1
∫∫
dµ(x)dµ(y)
g(|x− y|) (because s = log2 c < 1)
= c1Ig(µ)
< ∞ .
This implies that Ig(µθ) <∞ for almost all θ ∈ [0, pi). From the definition of capacity,
Cg(projθA) > 0 for such θ, so by Proposition 4.9, Hg(projθA) = ∞ for almost all
θ ∈ [0, pi). 
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4.4 Exceptional projections
Marstrand’s Theorem trivially implies that the set of exceptional angles
E(A) := {θ ∈ [0, pi) : dim projθA < dimA} ,
is a set of (one-dimensional) Lebesgue measure zero. Kaufman also showed [39] that
dim E(A) ≤ min{1, dimA} (4.14)
(see also Remark 21 below). Clearly, when dimA < 1, this bound on the size of the
set of exceptional angles is significantly stronger than the measure zero statement of
Marstrand’s Theorem. It is natural to attempt to extend Theorem 4.4 in a similar
fashion. With this in mind, let Eg(A) denote the exceptional set of θ ∈ [0, pi) for which
the conclusion of part (ii) of Theorem 4.4 fails; that is
Eg(A) := {θ ∈ [0, pi) : Hg(projθA) <∞} . (4.15)
By replacing the integral convergence condition (4.6) by a rate of convergence condition
we are able to establish the following strengthening of Theorem 4.4. It is easily verified
that condition (4.16) below implies condition (4.6) of Theorem 4.4.
Theorem 4.12. Let A ⊆ R2 be a Borel set. Let f be a dimension function such that
Hf (A) > 0 and let g be a dimension function that is doubling. Suppose that there exist
constants t0 and c2 > 0 such that
−
∫ 1
0
f(r) d
(
1
g(tr)
)
< c2
1
g(t)
for all 0 < t < t0 . (4.16)
Then, Hf (Eg(A)) = 0.
Proof. In view of Proposition 4.9,
Eg(A) ⊆ E∗ := {θ ∈ [0, pi) : Cg(projθA) = 0} .
Thus, it suffices to show thatHf (E∗) = 0. Suppose this is not the case. ThenHf (E∗) >
0 and by Theorem 4.10 the set E∗ supports a probability measure ν ∈ M1(E∗) such
that
ν (B(x, r)) ≤ c1 f(r) for all x ∈ R2, r > 0
where c1 > 0 is an absolute constant. On the other hand, since Hf (A) > 0 and the
fact that condition (4.16) implies condition (4.6), it follows via Proposition 4.11 and
the definition of capacity, that A supports a probability measure µ ∈M1(A) such that
Ig(µ) <∞. (4.17)
For each θ ∈ [0, pi), let µθ be the projection of µ onto the line Lθ supported on projθA,
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so that µθ(K) = µ(proj
−1
θ (K)) for any Borel set K ⊆ Lθ as in the proof of Theorem 4.4.
Let us assume for the moment that∫
E∗
Ig(µθ)dν(θ) <∞ . (4.18)
This implies that Ig(µθ) < ∞ for ν-almost all θ ∈ E∗. By the definition of capacity,
Cg(projθA) > 0 for such θ, contradicting that Cg(projθA) = 0 if θ ∈ E∗. This completes
the proof of the theorem modulo establishing (4.18).
To establish (4.18), we first observe that for all x ∈ R2 \ {0} and d > 0, the set
{θ ∈ [0, pi) : |projθx| ≤ d}
is a union of at most two intervals each of diameter at most pi d/|x|. The upshot is that
ν ({θ ∈ [0, pi) : |projθx| ≤ d}) ≤ 2 c1f
(
pi
d
|x|
)
.
This, together with the fact that g is doubling, implies that
∫
E∗
1
g(|projθx|)
dν(θ) =
∫ ∞
0
ν
({
θ :
1
g(|projθx|)
≥ r
})
dr
=
∫ 1/g(|x|)
0
ν
({
θ :
1
g(|projθx|)
≥ r
})
dr
+
∫ ∞
1/g(|x|)
ν
({
θ :
1
g(|projθx|)
≥ r
})
dr
≤ 1
g(|x|) +
∫ ∞
1/g(|x|)
2 c1f
(
pi
|x| g
−1
(
1
r
))
dr
≤ 1
g(|x|) − 2c1
∫ pi
0
f(u) d
(
1
g
(
1
pi |x|u
))
=
1
g(|x|) + 2c1
∫ 1
0
f(u) d
(
−1
g
(
1
pi |x|u
))
+ 2c1
∫ pi
1
f(u) d
(
−1
g
(
1
pi |x|u
))
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(4.16)
≤ 1
g(|x|) + 2c1c2
1
g
(
1
pi |x|
)
+ 2c1 f(pi)
(
1
g
(
1
pi |x|
) − 1
g(|x|)
)
≤ c3 1
g(|x|)
for some c3 and for all x 6= 0 with |x| < t0 . Hence, using Fubini’s theorem,∫
E∗
Ig(µθ) dν(θ) =
∫
E∗
∫∫
dµθ(x) dµθ(y)
g(|x− y|) dν(θ)
=
∫
E∗
∫∫
dµ(x) dµ(y)
g(|projθx− projθy|)
dν(θ)
=
∫∫ ∫
E∗
dν(θ)
g(|projθ(x− y)|)
dµ(x) dµ(y)
≤ c3
∫∫
dµ(x) dµ(y)
g(|x− y|)
< ∞
by (4.17). This establishes (4.18) and completes the proof.
Remark 21. The above proof of Theorem 4.12 is based on that of the special case (4.14)
presented in [45, Theorem 5.1] which in derives from [39]. Indeed, it is easy to deduce
(4.14) from Theorem 4.12. To see that this, without loss of generality assume that
0 < dimA < 1 and let s1, s2 be real numbers satisfying 0 < s1 < s2 < dimA. Let
E(A, s1) := {θ ∈ [0, pi) : dim projθA < s1}.
Let g and f be the dimension functions given by g(r) = rs1 and f(r) = rs2 . It follows
that Hs2(A) =∞ and that Hs1(projθA) = 0 for all θ ∈ E(A, s1). Thus
E(A, s1) ⊆ Eg(A) ,
with Eg(A) as in (4.15). Clearly, the function g is doubling and it is easily checked that
f and g satisfy condition (4.16). Theorem 4.12 implies that Hs2(Eg(A)) = 0 and so
dim
(
Elog(A, s1)
) ≤ s2 , and (4.14) follows on taking s1, s2 arbitrarily close to dimA.
Armed with Theorem 4.12 it is straightforward to prove (4.12) which we formally state
as a corollary.
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Corollary 3. Let A ⊆ R2 be a Borel set. Then, dimlog Elog(A) ≤ dimlog A where
Elog(A) := {θ ∈ [0, pi) : dimlog projθ(A) < dimlog A}.
Proof. Without loss of generality, assume that 0 < dimlog A <∞ and let s1, s2 be real
numbers satisfying 0 < s1 < s2 < dimlog A. Let
Elog(A, s1) := {θ ∈ [0, pi) : dimlog projθ(A) < s1}.
As in the proof of Theorem 4.6, let g and f be the dimension functions g(r) =
(− logr)−s1 and f(r) := (− logr)−s2 . Then Hf (A) = ∞ and Hg(projθ(A)) = 0 for all
θ ∈ Elog(A, s1) so Elog(A, s1) ⊆ Eg(A). Clearly g is doubling. Assume for the moment
that f and g satisfy condition (4.16). Then Theorem 4.12 implies that Hf (Eg(A)) = 0
so from the definition of logarithmic Hausdorff dimension (4.11),
dimlog
(
Elog(A, s1)
) ≤ s2 .
The conclusion now follows on taking s1, s2 arbitrarily close to dimlog A.
It remains to verify (4.16). For all sufficiently small t > 0,
−
∫ 1
0
f(r) d
(
1
g(tr)
)
=
[
f(r)
g(tr)
]0
1
+
∫ 1
0
df(r)
g(tr)
= −f(1)
g(t)
+
∫ t
0
df(r)
g(tr)
+
∫ 1
t
df(r)
g(tr)
·
For the first integral, r ≤ t implies that
1
g(tr)
≤ 2s1(− log r)s1 = 2s1 1
g(r)
and hence it follows that ∫ t
0
df(r)
g(tr)
≤ 2s1
∫ t
0
df(r)
g(r)
≤ 2s1
∫ 1
0
df(r)
g(r)
=
2s1s2(s2 − s1)
(log 2)s2−s1
·
For the second integral, r ≥ t implies that
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1
g(tr)
< 2s1
1
g(t)
and hence it follows that∫ 1
t
df(r)
g(tr)
< 2s1
∫ 1
0
df(r)
g(t)
= 2s1
f(1)
g(t)
·
On combining these estimates, we obtain that
−
∫ 1
0
f(r) d
(
1
g(tr)
)
= (2s1 − 1)f(1) 1
g(t)
+
2s1s2(s2 − s1)
(log 2)s2−s1
≤ c2 1
g(t)
for some constant c2, as desired.
4.5 Final comments
Apart from working in higher dimensions, there are several other directions in which
one could attempt to strengthen/generalize the main theorem. We concentrate on just
a few of them.
The gap of uncertainty. Theorem 4.14 in the following section shows that we can not
in general replace condition (4.6) by (4.8) in Theorem 4.4. Thus there is a genuine
gap of uncertainty associated with Theorem 4.4. It would be highly desirable to know
whether or not condition (4.6) is really necessary. Namely, if f and g are dimension
functions such that (4.6) is not satisfied, then does there exist a set A ⊆ R2 such that
Hf (A) > 0 but Hg(projθA) = 0 for almost all 0 ≤ θ < pi? Theorem 4.14 provides
sufficient conditions on f and g for the existence of such a set A.
Brownian paths. Brownian motion sample paths, see [23, Chapter 16] for a general
introduction, illustrate the sort of situation that can arise for projections of sets in
R3, and which perhaps may occur in R2, though there is no direct analogue. Let
B[0, 1] ⊆ R3 be (random) Brownian motion path over the unit time interval. Then,
almost surely, the Hausdorff dimension of B[0, 1] is logarithmically smaller than 2, more
precisely 0 < Hf (B[0, 1]) <∞ where f is the dimension function f(r) = r2 log log(1/r)
(for small r), see [15]. However, the projection projP (B[0, 1]) of B[0, 1] onto any given
plane P has exactly the same distribution as a Brownian motion in the plane, which
is almost surely of Hausdorff dimension 2, or precisely, 0 < Hg(projP (B[0, 1])) < ∞
where g is the dimension function g(r) = r2 log(1/r) log log log(1/r), see [61]. This
example, where the exact dimension functions of a set and of almost all its projections
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onto a plane can be identified, illustrates the sort of change in exact dimension that
may occur under projection.
Sets with no exceptional projections. The dimension result (4.14) for the set of ex-
ceptional projections has been extended in various ways – see [25, 45] and references
within. We highlight a result concerning sets A for which there are no exceptional
projections; that is, sets A for which E(A) = ∅.
Theorem (Peres–Shmerkin). Let A ⊆ R2 be a self-similar set with dense rotations.
Then
dim projθA = min{dimA, 1} for all θ ∈ [0, pi). (4.19)
This theorem was proved by Peres and Shmerkin [47] and subsequently generalized by
Hochman and Shmerkin [32]. Now suppose A is self-similar set with dense rotations
and f and g are dimension functions as in Theorem 4.4. It is natural to ask whether
or not the conclusion of part (ii) of Theorem 4.4 is actually valid for all θ rather than
just almost all θ ∈ [0, pi).
Lengths of projections. It is natural to seek a finer version of part (ii) of Marstrand’s
theorem which gives a criterion for almost all projections of a set to have positive
length. One aspect of this was investigated by Peres and Solomyak [48], who considered
dimension functions f such that f(r)/r2 is decreasing for r > 0 (a condition that holds
in virtually all cases of interest). They showed that |projθA| > 0 for almost all θ ∈ [0, pi)
for all Borel sets A satisfying Hf (A) > 0 if and only if ∫ 10 r−2f(r)dr <∞.
4.6 On the gap of uncertainty
As we have explicitly demonstrated in §4.2.2, the integral convergence condition (4.6)
gives rise to a gap of uncertainty. It is natural to ask whether this condition is really
necessary. Namely, if f and g are dimension functions such that (4.6) is not satisfied,
then does there exist a set A ⊆ R2 such that Hf (A) > 0 but Hg(projθA) = 0 for almost
all 0 ≤ θ < pi?
In joint work with David Simmons and Han Yu, in this section we partially answer this
question by providing sufficient conditions on f and g for the existence of such a set A.
Our construction of this set is a generalization of a construction of Martin and Mattila
[42], in which they proved that for every 0 < s ≤ 1 there exists a set A ⊆ R2 such that
Hs(A) > 0 but Hs(projθA) = 0 for all 0 ≤ θ < pi. By making a careful quantitative
analysis of their construction, we are able to improve their result and establish Theorem
4.14.
For the statement of this result we need the notion of a codoubling dimension function,
which is similar to the notion of a doubling dimension function.
Definition 4.13. Let f be a dimension function. Then f is called codoubling with
exponent s if there exist constants κ > 0 and r1 > 0 such that
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f(λr) ≤ κ λsf(r) for all 0 < λ < 1 and 0 < r < r1 . (4.20)
Remark 22. Just as in the case of doubling functions, we could have defined a codou-
bling function to be a dimension function f for which there exist constants c > 1 and
r0 > 0 such that
f(2r) ≥ c f(r) for all 0 < r < r0 , (4.21)
and then show that this condition is equivalent to (4.20) for some appropriate choice
of the constants. However, in what follows we shall only use condition (4.20).
The theorem we prove in this section is the following.
Theorem 4.14. Let f, g be dimension functions such that f is doubling with exponent
s1 ≤ 1 and codoubling with exponent s2 > 0, and such that
g(r) ≤M f
(
r log
1
r
)
for all 0 < r < r0 (4.22)
where r0 > 0 and M > 0 are constants. Then there exists a set A ⊆ R2 with 0 <
Hf (A) <∞ but Hg(projθA) = 0 for all 0 ≤ θ < pi.
Remark 23. The assumption that the function f is doubling with exponent s ≤ 1
restricts our attention to subsets A ⊆ R2 of Hausdorff dimension at most 1, which is
expected given the nature of the problem (cf. Remark 17).
Remark 24. The growth condition (4.22) can be replaced by any condition of the form
g(r) f (r log(r−1) log3(r−1) log4(r−1) · · · logp(r−1)) (4.23)
where p ≥ 3 is a positive integer and r > 0 is sufficiently small – see Remark 27 below.
Here we write log2 t = log log t, log3 t = log log log t, etc .
Remark 25. Under the assumptions of Theorem 4.14, the integral
∫ 1
0
df(r)
g(r)
=
f(1)
g(1)
−
∫ 1
0
f(r) d
(
1
g(r)
)
diverges, hence the integral convergence condition (4.6) is not satisfied and in turn
Theorem 4.4 is not violated. To see this, observe that since f is doubling with exponent
s1 ≤ 1, we have
f
(
r log
1
r
)
 f(r) log 1
r
r → 0+.
Now since f is codoubling with exponent s2 > 0, we have
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f(r) rs2
and thus
log
1
r
 log 1
f(r)
(r → 0+).
Together the above estimates yield
f
(
r log
1
r
)
 f(r) log 1
f(r)
·
It then follows that for any g satisfying condition (4.22), we have
∫ 1
0
df(r)
g(r)

∫ 1
0
df(r)
f
(
r log 1r
)

∫ 1
0
df(r)
f(r) log 1f(r)
=
∫ f−1(1)
0
dx
x log 1x
= ∞ .
4.6.1 Construction of an f-set
Given a dimension function f , a set A ⊆ Rn is called an f -set if 0 < Hf (A) <∞. Here
we present the construction of an f -set A ⊆ R2 for a given function f , which is similar
to the one presented by Martin and Mattila in [42, Section 5.3] for dimension functions
of the form r 7→ rs. In the next section, we will show that by choosing the parameters
of the construction appropriately, the resulting f -set A will satisfy Hg(projθA) = 0 for
all 0 ≤ θ < pi.
Throughout, (rk)
∞
k=0 is a decreasing sequence of positive real numbers tending to 0,
(Nk)
∞
k=1 is a sequence of positive integers ≥ 2, and (θk)∞k=1 is a sequence of angles
0 ≤ θk < pi, k ≥ 1. The sequences (rk)∞k=0 and (Nk)∞k=1 will be assumed to satisfy the
inequalities
a ≤ N1 · · ·Nkf(rk) ≤ 2a (4.24)
and
Nk+1rk+1 < rk (4.25)
for all k ≥ 0, for some constant a > 0.
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Let A0 be the closed disc of radius r0 centered at the origin. In the first step, inside A0
we consider N1 subdiscs of radius r1, denoted C1, . . . , CN1 and defined as follows: their
centers are equally spaced, lying on the diameter of A0 which forms angle θ1 (measured
counterclockwise) with the horizontal axis, and the boundaries of first and last subdisc
are tangent to the boundary of A0. Condition (4.25) guarantees that these subdiscs
are disjoint. Let d1 = θ1, and set
A1 =
N1⋃
i=1
Ci.
Now inductively assume that for some k ≥ 1 we have defined the discs Ci1...ik , 1 ≤ ij ≤
Nj , 1 ≤ j ≤ k, each of radius rk.
At the (k + 1)st step, inside each disc Ci1...ik we consider Nk+1 subdiscs
Ci1...ik1, . . . , Ci1...ikNk+1 , each of radius rk+1, defined as follows: their centers are equally
spaced along the diameter of Ci1...ik which forms angle θk+1 with the line containing
the centers of the discs of the kth step, and the boundaries of the first and last subdiscs
are tangent to the boundary of Ci1...ik . Again, condition (4.25) guarantees that these
subdiscs are disjoint. Let dk+1 ≡ θ1 + . . . + θk+1 (mod pi), so that for any disc Ci1...ik
of Ak, dk+1 is the angle between the diameter of Ci1...ik used to define the subdiscs of
Ci1...ik and the horizontal axis. Set
Ak+1 =
⋃
1≤ij≤Nj
(j=1,...,k+1)
Ci1...ik+1 .
We complete the construction by setting
A =
∞⋂
k=1
Ak.
We show that under certain conditions on f and appropriate choices of the sequences
(rk)
∞
k=0 and (Nk)
∞
k=1, the set A is an f -set.
Proposition 4.15. Let f be a dimension function which is doubling with exponent
s ≤ 1, and let (rk)∞k=0 be a sequence satisfying the inequalities
f(rk+1) <
1
4
f(rk) (4.26)
and
f(rk+1)
rk+1
> 3
f(rk)
rk
(4.27)
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for all k ≥ 0. Let (θk)∞k=1 be any sequence of real numbers. Then the parameter a > 0
and the sequence (Nk)
∞
k=1 can be chosen so as to satisfy (4.24) and (4.25) for all k ≥ 0.
The resulting set A ⊆ R2 constructed as above is an f -set.
Proof. Let a = f(r0), so that (4.24) automatically holds when k = 0. Now inductively
assume that for some k ≥ 0 we have chosen N1, . . . , Nk ≥ 2 such that (4.24) holds.
Since
2a
N1 · · ·Nkf(rk+1) −
a
N1 · · ·Nkf(rk+1) = a
f(rk)
f(rk+1)
1
N1 · · ·Nk f(rk)
(4.24)
≥ 1
2
f(rk)
f(rk+1)
(4.26)
> 2,
the interval [
2a
N1 · · ·Nkf(rk+1) ,
a
N1 · · ·Nkf(rk+1)
]
contains a positive integer Nk+1 ≥ 2. Thus, the inequality
a ≤ N1 · · ·NkNk+1 f(rk+1) ≤ 2a (4.28)
is satisfied. This completes the inductive step, thus demonstrating that the sequence
(Nk)
∞
k=1 can be chosen so that (4.24) holds for all k ≥ 0.
To demonstrate (4.25), we note that
Nk+1
(4.28)
≤ 2a
N1 · · ·Nkf(rk+1)
(4.24)
≤ 2 · f(rk)
f(rk+1)
(4.27)
<
2
3
· rk
rk+1
(4.29)
and in particular Nk+1rk+1 < rk.
For each k ∈ N, the set Ak is a cover of A consisting of discs of radius rk. The number
of balls in this cover is N1 · · ·Nk, hence for k ∈ N we have
Hfrk(A) ≤ N1 · · ·Nkf(rk) ≤ 2a
and thus
Hf (A) = sup
k>0
Hfrk(A) ≤ 2a < ∞.
Now consider the probability measure µ supported on A which is defined by assigning
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each of the discs Ci1...ik of Ak the same measure, i.e. by setting
µ(Ci1...ik) =
1
N1 · · ·Nk ·
We claim that for all x ∈ A and r > 0 small enough,
µ (B(x, r)) ≤ Cf(r) (4.30)
for some constant C > 0. By the Mass Distribution Principle, this will imply that
Hf (A) > 0 and thus complete the proof.
Whenever r, t are sufficiently small and r < t, since f is doubling with exponent s ≤ 1,
for some constant κ > 0 we have
f(r)
r
≥ κ 1
r
(r
t
)s
f(t)
= κ
(
t
r
)1−s f(t)
t
≥ κ f(t)
t
,
which gives
f(t)
t
≤ κ−1 f(r)
r
· (4.31)
Now fix x ∈ A and r > 0, and let k ∈ N be maximal such that B(x, r)∩A is contained
in only one disc of Ak. Consider the following cases:
Case 1: r < rk. Let sk+1 be the common distance between any two consecutive
subdiscs of Ak+1. Then by subdividing the appropriate diameter of Ci1...ik into intervals
consisting of its intersections with discs Ci1...ikj as well as the gaps between them, we
find that
2Nk+1rk+1 + (Nk+1 − 1)sk+1 = 2rk. (4.32)
Now in any sequence of n consecutive subdiscs of Ak+1, the distance between the first
and last subdiscs in this sequence is
(n− 1)sk+1 + (n− 2)2rk+1 > (n− 2)(sk+1 + 2rk+1).
Since the diameter of B(x, r) is 2r, if n is the number of subdiscs of Ak+1 that intersect
B(x, r), then the distance given above must be less than 2r. It follows that
n ≤ 2 + 2r
2rk+1 + sk+1
· (4.33)
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On the other hand, we have
Nk+1(sk+1 − rk+1) > (Nk+1 − 1)sk+1 −Nk+1rk+1
(4.32)
= 2rk − 3Nk+1rk+1
(4.29)
> 0,
which implies that
sk+1 > rk+1 . (4.34)
On the other hand, by the maximality of k, B(x, r) intersects at least 2 discs of Ak+1,
including the disc containing x, and thus it follows that r > sk+1. This together with
(4.34) implies that r > rk+1 and so
2r
2rk+1 + sk+1
≥ 2
3
.
Hence,
n
(4.33)
≤ 4
(
2r
2rk+1 + sk+1
)
(4.32)
= 8r
(
2rk+1 + 2
rk −Nk+1rk+1
Nk+1 − 1
)−1
≤ 4r
(
rk+1 +
rk −Nk+1rk+1
Nk+1
)−1
= 4
Nk+1
rk
r
(4.29)
≤ 8 f(rk)
f(rk+1)
· r
rk
(4.31)
≤ 8
κ
f(r)
f(rk+1)
·
Since each subdisc of Ak+1 has measure
1
N1 · · ·Nk+1 , it follows that
µ (B(x, r)) ≤ 8
κ
f(r)
f(rk+1)
· 1
N1 · · ·Nk+1
(4.28)
≤ 8
aκ
f(r).
Case 2: r ≥ rk. Let Ci1...ik be the unique disc of Ak intersecting B(x, r), which exists
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by the definition of k. Then
µ(B(x, r)) ≤ µ(Ci1...ik)
=
1
N1 · · ·Nk
(4.24)
≤ 1
a
f(rk)
≤ 1
a
f(r),
where in the last inequality, we have used the fact that f is increasing.
Thus in either case, (4.30) holds with C = max
{
8
aκ
,
1
a
}
> 0.
Remark 26. Note that Proposition 4.15 applies to any possible sequence of angles
(θk)
∞
k=1, indicating that varying the sequence of angles may cause the quantity Hf (A)
to change slightly but will not affect the fact that it is finite and positive. The role of
the sequence (θk)
∞
k=1 will become apparent in the next section.
4.6.2 Proof of Theorem 4.14
We show that if g satisfies the growth condition (4.22) relative to f , the sequences
(rk)
∞
k=0, (Nk)
∞
k=1 and (θk)
∞
k=1 in the aforementioned construction can be suitably se-
lected so that the corresponding f -setA ⊆ R2 satisfiesHg(projθA) = 0 for all 0 ≤ θ < pi.
First, we claim that the sequence (r′k)
∞
k=k0
defined by the formula
r′k = (k log k log log k)
−k (4.35)
satisfies (4.26) and (4.27) for all sufficiently large k. To prove this, we first observe that
r′k+1
r′k
 1
k log k log log k
→ 0 as k →∞. (4.36)
On the other hand, by the doubling and codoubling hypotheses imposed on f , there
exist constants κ1, κ2 > 0 such that
κ1λ
s1f(r) ≤ f(λr) ≤ κ2λs2f(r)
for all 0 < λ < 1 and r > 0 sufficiently small. Since r′k > r
′
k+1 for all k sufficiently
large, we have that
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f(r′k+1) ≤ κ2
(
r′k+1
r′k
)s2
f(rk)
and
f(r′k+1)
r′k+1
≥ κ1 1
r′k+1
(
r′k+1
r′k
)s1
f(r′k)
= κ1
(
r′k+1
r′k
)s1−1 f(r′k)
r′k
.
Thus by (4.36), the inequalities (4.26)rk=r′k
and (4.27)rk=r′k
are satisfied for all k large
enough. Let k1 ≥ k0 be chosen so that (4.26)rk=r′k and (4.27)rk=r′k are satisfied for all
k ≥ k1.
Now consider the sequence (rk)
∞
k=0 defined by the formula
rk = r
′
k+k1 ,
and note that (4.26) and (4.27) are satisfied for all k ≥ 0. Thus by Proposition 4.15,
we can choose a sequence (Nk)
∞
k=1 such that (4.24) and (4.25) hold for all k ≥ 0. Also
note that by (4.36) we have that
rk+1
rk
 1
k log k log log k
· (4.37)
Let the sequence of angles be defined by
θk+1 =
rk+1
rk
, k ≥ 0.
Then
∞∑
k=1
θk =∞.
Take an arbitrary 0 ≤ θ < pi. Let dθ denote the direction perpendicular to Lθ, i.e.
the direction of projection, dθ ≡ θ + pi/2 (mod pi). Since the series
∑∞
k=1 θk diverges,
there are infinitely many k ∈ N such that dθ lies between dk and dk+1. For each of
these values of k, the angle between dθ and dk+1 is at most θk+1, and thus for each disc
Ci1...ik of Ak, the distances from the centers of all subdisc Ci1...ikj of Ci1...ik from the
diameter of Ci1...ik in the direction dθ are at most
rk sin θk+1 ≤ rkθk+1 = rk+1.
This is because all of these centers lie on the diameter of Ci1...ik in the direction dk+1.
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This means that within each disc of Ak, when we project the union of the subdiscs of
Ak+1 onto Lθ we get an interval of length at most 4rk+1, which we can think of as the
union of at most 4 intervals of length at most rk+1. The number of such intervals is
equal to the number of discs of Ak, that is,
N1 · · ·Nk ≤ 2a
f(rk)
·
We have shown that for infinitely many values of k there is a cover of projθA which
consists of 4N1 · · ·Nk intervals of length at most rk+1, hence for such k we obtain that
Hgrk+1(projθA) ≤ 8a
g(rk+1)
f(rk)
≤ 8aM 1
f(rk)
f
(
rk+1 log(r
−1
k+1) log log(r
−1
k+1)
)
. (4.38)
Now (4.35) implies that
log(r−1k )  log(r′−1k )
 k log(k log k log log k)
 k log k,
and
log log(r−1k )  log log(r′−1k )
 log(k log k)
 log k
as k → ∞. Combining this estimate with (4.37), (4.38), and the fact that f is codou-
bling shows that
Hgrk+1(projθA) ≤
M1
(log k)s2
,
where M1 > 0 is some absolute constant. This implies that
Hg(projθA) = lim
k→∞
Hgrk+1(projθA) = 0
and thereby completes the proof of Theorem 4.14.
Remark 27. As mentioned in Remark 24, the growth condition (4.22) in Theorem 4.14
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can be replaced by any condition of the form (4.23). The corresponding set in that case
is constructed using the sequence (r′k)k≥k0 defined by the formula
r′k =
(
k log k log2 k · · · logp k
)−k
.
The proof is nearly identical.
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