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Introduction
Al giorno d’oggi, si riscontra sempre piu` la necessita` di creare dei team di
ricerca interdisciplinari, con i quali avanzare parallelamente in diversi campi
di ricerca per poter, infine, allargare le nostre conoscenze. Questo lavoro
vuole essere un esempio di come i matematici possono trovare il proprio posto
in questo contesto di interdiscipinarieta`. Si presenta, infatti, un lavoro svolto
tra l’instituto di ricerca di matematica e informatica Inria (Rocquencourt,
France) e l’instituto di ricerca biologica Inra (Jouy-en-Josas, France).
Il processo biologico al centro di questo studio e` la polimerizzazione di
proteine. Questo fenomeno fu riscontrato la prima volta negli anni 60 ed
identificato solo vent’anni dopo, nel 1982. Da allora, un crescente interesse
ha spinto la comunita` scientifica ad analizzare il fenomeno. La principale
ragione di tale interesse e` da ricercarsi nella singolare natura, a carattere
“ infettivo ”, che contraddistingue questi ammassi proteici. Si ipotizza,
infatti, che esso sia alla base dell’insorgenza di alcune malattie, costituenti
la classe delle amiloidosi. In questa classe di malattie figurano l’Alzheimer,
il Parkinson, l’Encefalopatia spongiforme bovina (comunemente conosciuta
come la mucca pazza), l’aviaria e il diabete di tipo II.
Il possibile contributo dei matematici alla ricerca sulle amiloidosi e` vasto.
In particolare, con questo lavoro, si affronta in un primo momento il prob-
lema della formulazione di un modello matematico. Ci si ispira, inizial-
mente, al lavoro del 1935 di Becker Do¨ring per descrivere un processo di
aggregazione-frammentazione. In seguito, grazie ad una serie di ipotesi, si
ottiene un modello di equazioni differenziali ordinarie semplificato, ma co-
munque capace di descrivere i tratti principali del processo.
In un secondo momento, si affronta il problema della formulazione del
problema inverso e i metodi per risolverlo. Si parla di problema inverso
ogni qual volta, partendo dagli effetti, si cerca di risalire alle cause. Nello
specifico, chiamiamo θi le quantita` che vogliamo conoscere. Consideriamo
θ il vettore di componenti θi. Inoltre, chiamiamo z il vettore che ha come
componenti le osservazioni derivanti dagli esperimenti. Il vettore z dipende
dal tempo e dalle variabili descritte dal nostro modello, chiamate x. Quindi,
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possiamo riassumere il sistema modello-osservazioni come segue
x˙(θ(t), t) = A(x(t), θ(t), t) +Bω(t), t ∈ R+
x(θ(0), 0) = x♦ + θ0,
z = z(x(θ(t), t), θ(t), t)
dove A e` l’operatore del modello e il termine Bω rappresenta l’errore di
modello, ovvero l’insieme dei contributi dei processi non considerati nella
formulazione del modello.
Nel nostro caso, l’osservazione e` una misura della massa totale dei polimeri.
Essa ci da un’idea su quale fenomeno tra aggregazione e frammentazione sia
dominante nel corso dell’esperimento. Si considerano, tra le componeti di θ,
i coefficienti cinetici legati a tali reazioni.
Si presentano, in seguito, due metodi di assimilazione dati. Tali metodi
si occupano di determinare la migliore stima del vettore θ.
Il primo metodo e` il Metodo Variazionale, nel quale si utilizzano algoritmi
di minimizzazzione per cercare il minimo di un dato funzionale, J(θ). Tale
minimo viene raggiunto, per costruzione, dai valori di θ tali che l’osservazione
generata dalla funzione x(θ(t), t) sia una buona approssimazione di z(t).
Tale metodo costruisce iterativamente una successione minimizzante per J ,
indicata con {θn}n≥0. Per ogni termine della successione, viene calcolata la
soluzione x(θn(t), t), per ogni t appartentente alla finestra d’osservazione. A
partire da questa, viene generata un’osservazione che viene confrontata con
i valori della misura empirica. L’algoritmo si conclude quando l’esito di tale
confronto soddisfa dei criteri fissati.
Il secondo metodo e` un Metodo di Filtraggio. In particolare, viene utiliz-
zato il Filtro di Kalman Esteso, dove il termine “esteso” deriva dal fatto che
si considera un metodo ispirato dal Filtro di Kalman ed esteso al caso di sis-
temi nonlineari. Tale metodo calcola, per ogni tempo fissato t, uno stimatore
xˆ(t) del valore x(t). Tale stima e` svolta in due passi. Nel primo si calcola
un predizione, grazie al modello, e nel secondo si calcola una correzione, che
modifica la predizione utilizzando le informazioni dell’osservazione, ovvero
z(t). Quindi, la soluzione xˆ, restituita dall’algoritmo, partendo da un dato
valore iniziale, corregge la sua traiettoria nel tempo fino a ritrovare la traiet-
toria di x. Nel caso di modello lineare le due traiettorie coincidono alla fine
della finestra temporale di osservazione, invece, nel caso non-lineare non ci
sono tali garanzie.
In questo lavoro, sono inoltre presentate alcune simulazioni numeriche.
Esse sono state eseguite a partire da dati sintetici, generati grazie al modello
diretto e sulla base delle osservazioni reali. I due metodi di assimilazione
dati, sono stati implementati a partire dalle funzioni della Biblioteca Matlab
VerdandInMatlab sviluppata dal team dell Inria, M∃DISIM.
Il presente lavoro di tesi e` suddiviso in capitoli cosi organizzati:// -
Nel Capitolo 1, diviso a sua volta in due parti, si introcuce il fenomeno
dell’aggregazione di proteine e il suo legame con le casse di malattie delle
CONTENTS vii
amiloidosi. Inoltre, si espongono le due principali teorie matematiche svilup-
pate per modellizzare i fenomeni di aggregazione di particelle con un suc-
cessivo confronto.
- Nel Capitolo 2 si percorrono le fasi per la formulazione del modello matem-
atico (modello diretto), adattando il modello di agglomerazione-frammentazione
proposto da Becker-Do¨ring al fenomeno in questione. Si descrivono i dati
forniti dai biologi, come sono ottenuti e loro interpretazione matematica.
Si mostra come, partendo da questi dati e dal modello diretto, si generano
delle funzioni che ricreano i tratti fondamentali delle ossevazioni empiriche.
- Nel Capitolo 3 si descrivono la formulazione del problema inverso e le
tecniche di assimilazione dati. Per entrambi i metodi, si mostrano delle sim-
ulazioni numeriche su dati generati numericamente.
- Nel Capitolo 4 si presentano le conclusioni del lavoro svolto e le prospettive
per i lavori futuri.
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Chapter 1
Background
1.1 Biology
Amyloid fibrils are the “black hole” of the protein universe. The amyloid
structure is the most stable in the free energy landscape of a protein con-
formation, even more stable than the native state. And it has the ability
to attract new protein molecules, thus resembling conceptually a black hole,
which is a region of space from which nothing, including light, can escape.
Fabrizio Chiti, Full Professor at Department of Biochemistry University of
Florence
Prion diseases such as sporadic Creutzfeldt-Jakob disease in humans or
atypical bovine spongiform encephalopathy, a form of mad cow disease, occur
rarely and at random.
Charles Weissmann in Scripps Florida’s Department of Infectology
July 27, 2010
Prion diseases such as bovine spongiform encephalopathy (BSE) and
variant Creutzfeldt–Jakob disease (vCJD) are able to jump species much
more easily than previously thought. A study published in Science today
shows that in mice, prions introduced from other species can replicate in the
spleen without necessarily affecting the brain.
Science January 26, 2012
The phenomena we are going to study is at the basis of a number of
diseases affecting humans, animals and plants everyday. These diseases are
characterised by particular mechanisms of infectivity. Such kind of trans-
mission is something that have never seen before it and for this reason a
great interest arose in the scientific community. At the beginning, these
diseases were suspected to have viral origins. In a second moment, it was
admitted the possibility to evolve like infections, but surprisingly without
the transmission of genetic material. In the 1960’s, the radiation biologist
T. Alper and the mathematician J.S. Griffith suggested the hypothesis of
the capacity of replication without the transfer of nucleic acid, [1]. In 1982,
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Figure 1.1: [18],Prion-like Proteins affects in particular the brain, they are
supposed to be the cause of different human neurodegenerative disease.
Figure 1.2: Bovine spongiform encephalopathy (BSE), commonly known
as mad cow disease, is a fatal neurodegenerative disease (encephalopathy)
associated to the amyloid formation.
S. Prusiner purified the hypothetical infectious agents and coined the word
prion – as the acronym of PRoteinaceous Infectious ONly particle – to name
it. How the prions interact and how the diseases can propagate in individ-
uals is still not clear. On the contrary, we know that they evolve until the
death of individuals affected. By the autopsies, scientists achieved to de-
fine the prions as infectious pathogens, primarily composed of the misfolded
form of a protein. The toxic prions have the ability to contaminate the
“good” proteins making them fold in the incorrect way. Interacting with
one another, normal molecules – that are converted into the “wrong” type
– spontaneously aggregate in the tissues. In this way proteins form hard,
insoluble clusters with fatal consequences.
The aggregates of fibrous proteins are called Amyloids. They are clas-
sified by specific structural traits. The formation of amyloid is usually a
pathogenic process where proteins change their chemical and biological con-
figuration and aggregate into nonfunctional, toxic insoluble fibrils. Let us
point out that normal proteins are usually soluble, but amyloids can be
so large and structured in such a way to become insoluble. This acquired
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Figure 1.3: [15].TEM images of 12 representative proteins showing amyloid
fibrils. [A] AFT, [B] ALA, [C] BLC, [D] CA, [E] Cand, [F] Con A, [G]
Gelatin, [H] GOD, [I] Hb, [J] HSA, [K] Oval, [L] RSA.
feature could be one on the reasons that makes the amyloids disposal so
difficult.
Amyloids arise from at least 18 inappropriately folded versions of pro-
teins and polypeptides commonly present in the body. They have been
associated with more than 20 serious human diseases. In particular, abnor-
mal accumulation of amyloid fibrils in organs may play a role in various
neurodegenerative disorders. The tissues the most affected are the brain,
the liver and the heart.
Among the human disorders associated with the formation of amyloid fib-
rils we can cite Alzheimer’s and Creutz-feldt-Jacob disease, senile systemic
amyloidosis, type 2 diabetes and dialysis amyloidosis. It is still unclear how
the amyloid deposit can cause these diseases. In some of them, the deposits
physically disrupt the tissue architecture, but it is not always the case. In
fact, as written in [10], “the density of amyloid plaques in the brains of these
patients is only weakly correlated with the severity of dementia.”
In the scientific community, a growing attention is put over the pre-
fibrillar intermediates. It seems that, in this phase, the structure is more
toxic than mature amyloid fibres and for this reason they could be the main
responsible of cell death.
An interesting property of amyloid fibrils associated with human diseases
is that they can be formed from at least 20 different proteins, but never-
theless show common structural features, such as a central core of β-sheets
(a common type of structural element). Because of this commonality, it
has been conjectured that aggregation into amyloid fibrils is not specific to
certain proteins, but is a generic feature of all polypeptide chains, under ap-
propriate conditions. In fact, β-sheet formation is based on the interactions,
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Figure 1.4: [18].In Alzheimer’s disease there are two kinds of protein’s ag-
glomerate: fibrils of tau-proteins in neurones (the pink one at left in the
top), and outside (in yellow) amyloids aggregate. Those aggregate are made
by the same molecule, the peptide β-amyloid that in the abnormal version
constitutes fibrils and contaminates the one it is going to interact. The func-
tion of this peptide in the normal form is not already clear but it is known
that it is a portion of a protein located on neurones’ membrane (APP) cut
by an enzyme (cyan ball).
between the atoms of amino acids chains and these particular chains, can
occur in all proteins.
Particular diseases – caused by the presence of the prions – are Trans-
missible Spongiform Encephalopathies (TSEs). They occur in humans and
animals and are characterised by progressive pathological effects upon the
nervous system, invariably resulting in death. As their names suggest, they
produce – usually over long periods of time – neuronal loss and gliosis, lead-
ing to microlacunae in brain tissue by unknown mechanisms. Deposits of
amyloids are found during the autopsies. Human TSEs include Creuzfeldt-
Jacob disease (CJD), Familial fatal insomnia (FFI), Kuru, and Gerstmann-
Straussler-Scheinker disease (GSS). Animal TSEs include Scrapie in sheep,
Feline spongiform encephalopathy (FSE) and of most concern in current
times, Bovine spongiform encephalopathy (BSE). This worry is derived from
evidence of transmission of TSEs from animals to humans.
The team we worked with, the team of dr. H. Rezaei, performs, among
others, aggregation experiments in vitro on polyglutamine polymers that
are involved in Huntington’s diseases, [20].
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1.2 Mathematical Literature
Our aim, in this work, is to get to a mathematical model for protein ag-
gregation phenomenon and, thanks to this model, to insight the nature of
the phenomenon. In this section we briefly present the principal theories
that have been developed to model such kind of processes. This introduc-
tion moves from the work of Lifshitz-Slyozov (1961), [14], and Becker and
Do¨ring (1935), [3], to the more recent work of Call, Ball and Penrose, [2],
in which important existence and uniqueness results are proven. In partic-
ular, we first introduce the theory of Lifshitz-Slyozov and, in a second part,
the theory of Becker and Do¨ring. In the final part, we show the relations
between them. In fact, we describe a reduction process in which – as it is
done in [11] – Lifshitz-Slyozov system is obtained as a limit of Becker and
Do¨ring system. For more results about Becker and Do¨ring theory we can
cite a recent article of Canizo and Lods, [17] and the PhD Thesis work [26].
1.2.1 Lifshitz-Slyozov Theory
In order to introduce the Lifshitz-Slyozov Theory, let us first consider the
physical context in which a population of grains – made up of a certain
number of particles – are packed together. The grains are supposed to be
immersed in a bath of monomers, with which they interact by gaining or
shedding particles. These two processes are called coagulation and frag-
mentation respectively. The average cluster size may increase or decrease,
depending on the relative importance of these two mechanisms.
The model formulated by Lifshitz-Slyozov is a representation, in contin-
uous time, of this kind of processes. It was initially designed to model the
evolution of particles in a solution and the formation of clusters – leading
to the system of equations proposed in [14]
∂tf(t, x) + ∂x(V (t, x)f(t, x)) = 0 ∀(t, x) ∈ R+ × R+
V (t, x) := a(x)c(t)− b(x)
c(t) +
∫∞
0 xf(t, x)dx = ρ > 0
f|t=0 = f0 ∀t ∈ R+
c|t=0 = c0,
(1.1)
where f(t, x) ≥ 0 is the density of the aggregates of size x at time t and c(t) ≥
0 is the monomers concentration. The function V is s.t. the value V (t, x)
is the rate of growth of the cluster of size x, at time t. The functions a and
b are positive kinetic coefficients representing the rates at which monomers
are added to or removed from the cluster, respectively. The first relation
in (1.1) is a conservation law in size space while the third equation expresses
the conservation in time of the total mass ρ on the solution. Specifically, it
indicates that the sum of the mass of the aggregates and the mass of the
monomers is constant. The expressions of a and b depend on polymer size
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and the mechanism of exchange during the reactions. For example, in [14]
the authors assume that the process is made by diffusion. This leads to the
coefficients
a(x) = 3x
1
3 , b(x) = 1.
Let us remark that this model implies a crucial assumption on the coeffi-
cients. Indeed we suppose it exists – at any time t – a unique critical size
xc(t) which splits the size domain into
a(x)c(t)− b(x) < 0, for 0 < x < xc(t)
a(x)c(t)− b(x) > 0, for x > xc(t)
In deriving the rate of growth one considers the energy balance for a macro-
particle to maintain its size.
The evolution of a x-cluster is determined by the ratio between the
monomers concentration c(t) and an equilibrium concentration ce(x) char-
acterised by the size x. Furthermore we can infer a qualitative behaviour of
the cluster size. If c(t) < ce(x) the cluster of size x shrinks – otherwise it
expands.
It appears that generally ce(x) is a decreasing function of the size. It means
that there is an energetic advantage for the small grains to dissolve and
transfer their mass to the large clusters. This phenomenon is known as the
Ostwald ripening commonly described as “large grains are growing at the
expense of smaller ones”.
From a technical point of view, this physical feature also explains why no
boundary condition is needed at x = 0. In fact, if one considers, at least
formally, the characteristic curves
dX(t; s, x)
dt
= V (t,X(t; s, x)), X(s; s, x) = x,
we see they are pointing outside the domain (0,+∞) when they reach the
origin, since the rate of growth V (t, x) is negative for small grains.
To complete this overview about the Lifshitz-Slyozov system, we present the
existence and uniqueness theorem formulated in [6].
Theorem 1. Assume that a, b are C1 functions on [0,+∞[ satisfying
a(x) ≥ 0, b(x) ≥ 0,
a(0)ρ− b(0) ≤ 0,
|a′(x)|+ |b′(x)| ≤ K.
Let the initial data f0 be nonnegative and satisfy∫ ∞
0
f0(x)dx <∞,
∫ ∞
0
xf0(x)dx ≤ ρ.
Then System (1.1) has a unique solution
(c, f) ∈ C0([0, T ])× C0([0, T ], ω − L1(R+))
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1.2.2 Becker-Do¨ring Theory
Let us introduce a second theory developed by the Becker and Do¨ring and
formulated the first time in [3], in 1935. The authors presented an ordinary
differential equations system to model the evolution of clusters size distri-
bution. In the original version, the number of one-particles clusters was
assumed to be fixed. Later, in 1979, this model was changed by Penrose
and Lebowitz, [23], allowing the depletion of the number of one-size clus-
ters when larger clusters are formed. Hereafter, we will say Becker-Do¨ring
system referring to the second formulation.
We call ci(t) the expected number of i-particle clusters per unit of volume
at time t. These quantities are ruled by the equations
c˙i = Ji−1(c)− Ji(c), i > 1
c˙1 = −J1(c)−
∑∞
i=1 Ji(c),
(1.2)
where c = (ci)i≥1, Ji(c) = aic1ci−bi+1ci+1, and ai, bi are kinetic coefficients.
This system belongs to the vast field of the discrete coagulation-fragmentation
equations
c˙i =
1
2
i−1∑
s=1
as,i−scsci−s − ci
∞∑
s=1
ai,scs +
∞∑
s=i+1
bs,ics − ci
i
i−1∑
s=1
sbi,s, i ≥ 1
(1.3)
where the first and last sums are absent when i = 1.
This balance law was first formulated in case of coagulation, namely bi,s =
0 ∀i,∀s, and it assumed the form in Equation (1.3) with Spouge in the
1984, [16]. Let us describe this formula. We consider the situation of binary
collision in which two clusters – of size i and s respectively – collide forming
an i+ s-cluster. The probability per unit of time that a collision happens is
ai,scics if i 6= s, with ai,s = as,i,
1
2
ai,ic
2
i if i = s.
As regards fragmentation, it is assumed that the rate per unit of volume
at which s-clusters are formed – by fragmentation of i-clusters (i > s) – is
given by bi,sci. In the case of binary fragmentation, we have that each frag-
mentation produces two clusters conserving the total number of particles.
Hence we take bi,s = bi,i−s and the last sum in Equation (1.3) can be written
as − ci2
∑i−1
s=1 bi,s.
Assuming
ai = ai,1 = a1,i bi+1 = bi+1,1 = bi+1,i i > 1
2a1 = a1,1, 2b2 = b2,1,
ai,s = 0, bi,s = 0 otherwise
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we can retrieve the Becker-Do¨ring system.
From a physical point of view, we are imposing that the evolution is dom-
inated by clusters gaining or shedding just one particle. It is important
to remark that the validity of this assumption has to be discussed in each
particular case.
Furthermore we can observe that – in the context of the Becker-Do¨ring
model – System (1.2) formally yields
m1
∞∑
i=1
ici(t) = ρ,
where m1 is the mass of a monomer. We obtain that the density is a con-
served quantity for the solutions. We remark that this is not true in general
for the discrete coagulation-fragmentation equations, for which density con-
servation can break down at a finite time. This phenomenon is known as
gelation, for more details we refer to [5].
In conclusion we present an existence and uniqueness theorem demon-
strated in [2].
Theorem 2. i) Consider the problem (1.2) with initial data c|t=0 = c0
verifying
∑∞
i=1 ic
0
i = ρ <∞.
Assume that the coefficients satisfy ai, bi = O(
√
i). Then it exists one
and only one solution.
ii) Let c be a solution of (1.2), and φi be a nonnegative sequence satisfying
∫ t2
t1
∑∞
i=1 |φi+1 − φi|aici(t)dt <∞
supt
∑∞
i=1 φici(t) <∞
φi+1 − φi ≥ 0 for i big enough.
Then for any m ≥ 2 the following relation holds true∑∞
i=m φici(t2) +
∫ t2
t1
∑∞
i=m(φi+1 − φi)bi+1ci+1(s) ds =
=
∑∞
i=m φici(t1) +
∫ t2
t1
∑∞
i=m(φi+1 − φi)ai + ci(s)c1(s) ds
+
∫ t2
t1
φm(am−1c1(s)cm−1(s)− bmcm(s)) ds.
We remark that the second point of the theorem provides us with in-
formation about the asymptotic behaviour of the solution c and about its
moments, taking φi = i
α for α ≥ 1.
1.2.3 Link Between These Theories
In this section we show that the models we have just described are strongly
related. In fact, we can obtain the Lifshitz-Slyozov system as limit of Becker-
Do¨ring’s one, [11]. This relation allows us to model the same situation in two
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different ways and, depending on what we want to do, we can refer to one or
another. Specifically, we are going to use the Becker-Do¨ring system to build
up our model and we could refer to Lifshitz-Slyozov system to investigate
on its theoretical properties.
The relation we want to show is an asymptotic equivalence. The leading
idea to demonstrate the equivalence is to consider the functions {ci(t)}i≥2 as
a discretisation in space of a function f = f(x, t). Furthermore, we define a
function c, built in such a way that the couple (f, c) solves a Lifshitz-Slyozov
system.
We start by rewriting System (1.2) in a dimensionless form. We rescale every
variable by its characteristic value – that are marked with capital letters
t¯ =
t
T
, c¯1 =
c1(t¯T )
C1
, c¯i =
ci(t¯T )
C
, ρ¯ =
ρ
M
,
a¯i =
ai
A
for , a¯1 =
a1
A1
, b¯i =
bi
B
, for i ≥ 2.
The dimensionless form of System (1.2) is, taking off the overlines,
dci
dt
= α(ai−1c1ci−1 − aic1ci) + β(bi+1ci+1 − bici) for i > 2,
dc2
dt
= α1a1c
2
1 − αa2c1c2 + β(b3c3 − b2c2),
dc1
dt
= −γ [2(α1a1c21 − βb2c2) +∑∞i=2(αaic1ci − βbi+1ci+1)]
and the mass conservation becomes
c1 + γ
∞∑
i=2
ici = µρ,
where
γ =
C
C1
, µ =
M
m1C1
, α = ATC1, α1 =
TA1C
2
1
C
, β = BT.
Consequently, we introduce the parameter ε > 0 and the function f ε
such that – said xi = iε for all i – it holds{
f ε(x, t) = cεi (t) for x ∈ [xi, xi+1), t > 0 and i ≥ 2,
f ε(x, t) = 0 for x ∈ [0, 2ε),
where cεi is the solution of the dimensionless system with a suitable scaling
of the parameters with respect to ε. Taking
γ = ε2, µ = 1, α = β =
1
ε
, α1 ≤ 1
ε
,
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we are led to the system
dcεi
dt
= 1ε (ai−1c
ε
1c
ε
i−1 − aicε1cεi ) + 1ε (bi+1cεi+1 − bicεi ) for i > 2,
dcε2
dt
= α1a1(c
ε
1)
2 − 1εa2cε1cε2 + 1ε (b3cε3 − b2cε2),
dcε1
dt
= −2ε2α1a1(cε1)2 + εb2cε2 − ε
∑∞
i=2(aic
ε
1c
ε
i − bi+1cεi+1)
and the mass conservation equation becomes
cε1 + ε
2
∞∑
i=2
icεi = ρ.
Eventually, as ε→ 0, we obtain the Lifshitz-Slyozov system as the following
theorem states ( [11]).
Theorem 3. Assume the kinetic coefficients ai, bi satisfy
ai, bi ≤ K, |ai+1 − ai| ≤ K
i
, |bi+1 − bi| ≤ K
i
for some constant K. Then, there exists a subsequence and two functions
a, b ∈W 1,∞((0,∞)) ∩ L∞(R+) s.t.
lim
ε→0
sup
h/ε<i<H/ε
(|ai − a(iε)|+ |bi − b(iε)|) = 0 for any 0 < h < H <∞.
Assume that there exist constants 0 < s < 1, 0 < ρ,M0,Ms <∞ for which
∀ε > 0
ε
∞∑
i=2
c0,εi ≤M0, c0,ε1 + ε2
∞∑
i=2
ic0,εi = ρ, ε
∞∑
i=2
(εi)1+sc0,εi ≤Ms.
Then, as ε→ 0, up to a subsequence, we have{
f ε ⇀ f, xfε ⇀ xf in C0([0, T ];M1((0,∞))-weak-*),
cε1(t)→ c(t) uniformly in C0([0, T ]),
where (c, f) is the solution of (1.1).
Remark. HereM1(0,∞) denotes the space of bounded measures on (0,∞),
that is the dual of the space C0((0,∞)) of continuous functions vanishing at
infinity and for x = 0.
Chapter 2
Direct Problem
2.1 Setting Up of the Model
In this section we describe, step by step, how we achieved the formulation of
our model. Indeed – starting from the general formulation of System (1.3)
– we use a series of hypotheses that lead us to a simplified model. We
describe these hypotheses and we follow the effects on our equations. The
big challenge is to find an equilibrium between the mathematical needs –
that bring toward a simplified model – and adherence to reality that, on the
contrary, would require a complex model. In our work, we choose to simplify
the model in order to perform a complete study on it, with the perspective
of extend it in future. However, we try to find a biological justification to
the hypotheses in the most of the cases.
Let us recall that the phenomenon we want to describe is the protein
aggregation.
1Hy) Our first assumption is that only Polymerisation process and Depoly-
merisation process are taken into account.
The Polymerisation is the process of reacting monomer molecules to-
gether in a chemical reaction to form polymer chains or three-dimensional
networks. The Depolymerisation is, instead, a process of converting a poly-
mer into a monomer or a mixture of monomers. In general, other phenomena
can occur like coalescence or fragmentation. We choose to ignore them in
accordance with empirical evidences. In fact, polymerisation and depoly-
merisation are considered to occur with the highest frequency and for this
reason they form the so called primary pathways. On the contrary the phe-
nomena that rarely occur form the secondary pathways. For more details,
we refer to [4]. We present, in Fig 2.1, an example of the biological proofs
supporting this assumption. In this figure – taken from the paper [20] – we
can see fibrils size distribution before and after the sonication. The sonica-
tion is the act of applying sound energy to agitate particles in a sample. It
can be used to speed dissolution, by breaking intermolecular interactions.
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Figure 2.1: [20],PolyQ41 Fibrils size distribution before (blue plain line) and
after (dashed green) 10 min of sonication.
i-polymer
+
monomer
koni
(i + 1)-polymer
kdepi+1
Figure 2.2: Polymerisation-Depolymerisation Process and relative rates
In fact, it can provide the energy for certain chemical reactions to proceed.
The absence of any change in curve behaviour of PolyQ41 fibrils after son-
ication shows that polymer-to-polymer reactions do not occur, i.e. there is
not fragmentation.
2Hy) With the second assumption we just allow polymers of size i, for i ≥ 1,
either to polymerise into polymers of size i+ 1 or to depolymerise into poly-
mers of size i− 1 by releasing a monomer, for i ≥ 2.
This situation can be described by the relations
ci + c1
koni→ ci+1 i ≥ 1
ci
kdepi→ ci−1 + c1 i ≥ 2
where ci is the concentration of polymers of size i and koni , kdepi are positive
rates of polymerisation and depolymerisation, respectively. An outline of
what this model represents can be seen in Fig 2.2. We aim to understand
how and at which rates particles aggregate.
As just said, the evolution is dominated by clusters gaining or shedding
only one particle. To model this situation we can refer to the law of mass
action and write down a system of differential equations. We obtain the
Becker-Doring system presented in System (1.2). From now on we take kon
instead of a and kdep for b. The system then takes the form of the infinite
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system
(B.D.) =

dci
dt
= −konic1ci + koni−1c1ci−1 − kdepici + kdepi+1ci+1 i ≥ 2
dc1
dt
= −∑∞i=2(konic1ci − kdepici)− 2(kon1c21)− 2kdep2c2.
The variation
dci
dt
of fibrils concentrations depends both on their rates of
consumption – i.e. depolymerisation into a smaller polymer if i > 1, poly-
merisation into a higher polymer – and on their rates of production – i.e.
polymerisation from smaller polymer (i > 2) and depolymerisation from
higher polymers.
3Hy) The third assumption is that reaction rates do not depend on the size
of the polymers involved.
This assumption corresponds to the conditions
koni = kon ∀i ≥ 2, kon1 = 0,
kdepi = kdep ∀i ≥ 2, kdep1 = 0.
(2.1)
We are aware that this hypothesis is not biologically correct. However, we
can imagine that the rates do not vary too much for clusters of similar size.
We can, thus, justify this hypothesis by the fact that during the experience
the clusters size range is not too large. Furthermore, in the case of poly-
merisation, the number of equations should be at least equal to the number
of sub-units constituting the longest polymer. This value is extremely large
in the case of amyloid fibrils. Therefore, simplifying assumptions are com-
monly admitted.
We remark that the condition kon1 = 0 means it is not allowed for two
monomers to react giving a dimer.
Eventually, we can reduce the infinite System (B.D.) into a finite one.
We obtain the system below, by summing up all the equations and exploiting
the hypotheses on the kinetic coefficients
dP
dt
= −kdepc2
dM
dt
= konc1P − kdepP − kdepc2
dc1
dt
= −(konc1P − kdepP − kdepc2)
dM (2)
dt
= 2M(konc1 − kdep) + 2kdepP.
(2.2)
Here P is the total concentration of the polymers and M polymers total
mass. Formally
• Total concentration of the polymers P = ∑∞1=2 ci;
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• Total mass of the polymers M(t) = ∑∞i=2 ici(t).
If we want to consider the whole quantity of substance, we have to take
into account also monomers concentration. We call M tot(t) :=
∑∞
i=1 ici(t)
the Total mass, or the total number of monomers, distributed in fibrils
of different sizes. It can be demonstrated that M tot(t) =
∑∞
i=1 ici(0) ∀t.
This identity is biologically imposed by the fact of performing the experience
without any addition or subtraction of materials. The last quantity to define
is
M (2) =
∑
i≥1
i2ci,
or rather M (2) =: c1+M2, if we want to distinguish between the contribution
of monomers and fibrils. From a mathematical point of view M (2) is a
measure of the mass. Moreover this variable has a central role, since the
biological observation, namely Mmes, can be written as
Mmes = αM (2) + β.
for some parameters α and β.
4Hy) The fourth hypothesis is necessary to allow us to do all the
operation we have formally presented until now.
∞∑
i=1
ci(t) <∞. (2.3)
5Hy) The last assumption is the absence of dimers in the solution,
c2(t) ≈ 0 ∀t ∈ R+. (2.4)
In fact, in biological experiments the average size of the fibrils, namely iM ,
is about three hundreds (oral communication) so we can suppose that – even
if some dimers are created – the concentration c2 remains negligible.
Our system of interest – obtained by System (B.D.) and all the assumptions
– reduces to
dP
dt
= 0
dc1
dt
= −(konc1P − kdepP )
dM (2)
dt
= 2(M tot − c1)(konc1 − kdep) + 2kdepP
(2.5)
Remark. We leave out the equation for M because we can calculate it by
the relation M(t) = M tot − c1(t).
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We can write the analytical solutions of this system. Denoting by (·)in
the initial condition at time t = 0,
P (t) ≡ P (0) = P in. (2.6)
c1(t) = (c
in
1 − ceq1 )e−konP
int + ceq1 (2.7)
with ceq1 the equilibrium configuration for the system
ceq1 =
kdep
kon
.
M (2) = A+B(e−konP
int − 1) + C(e−2konP int − 1) + 2kdepP int (2.8)
with A = M (2)
in
, B = − 2
P in
(M in+cin1 −ceq1 )(cin1 −ceq1 ) and C =
(cin1 − ceq1 )2
P in
.
2.2 Discretization
To compute a numerical solution for System (2.5), we define a numerical
scheme by using the Backward Euler method. We fix a time partition 0 =
t0 < t1 < . . . < tN = T¯ . We assume a discretisation step constantly equal
to δt. For a generic function f , we will call f i the approximation of f(ti).
Our discretisation results in the system c
i+1
1 =
ci1 + δtkdepP
in
1 + δtkonP in
∀i ≥ 1
M (2)
i+1
= M (2)
i
+ 2δt(M tot − ci+11 )(konci+11 − kdep) + 2δtkdepP in ∀i ≥ 1
We have so transformed an infinite-dimensional system into a finite and tri-
angular one.
In order to guarantee that the model represents the biological situation,
we should verify that during the computation the relations
0 ≤ ci1 ≤M tot and M (2)
i ≥ 0 ∀i.
hold true. We start investigating the hypotheses we need to satisfy these
conditions. First of all, we spend some words to define the sequence (ei)i≥1
and its properties.
We recall that the steady point for the continuous variable c1(t) is c
eq
1 =
kdep
kon
. We want to observe how the behaviour of the sequence (ci1)i≥1 changes
compared to ceq1 . Let us define
ei := ci1 −
kdep
kon
,
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Figure 2.3: Behaviour of the sequence (ei)i≥1 in two cases. On the left
cin1 >
kdep
kon
while on the right cin1 <
kdep
kon
. The numerical data confirm that
the sequences are monotonically convergent to 0.
we have that
ei+1 =
ci1 + δtkdepP
in − kdep
kon
− δtkdepP in
1 + δtkonP in
=
ei
1 + δtkonP in
.
Since δtkonP
in is positive we can deduce that (ei)i≥1 is monotone and
(|ei|)i≥1 is decreasing.
It follows that if we take
cin1 <(=,>) c
eq
1 ⇒ ci1 <(=,>) ceq1 , ∀i ≥ 1.
Furthermore
cin1 > 0 ⇒ ci1 > 0, ∀i ≥ 1
and
cin1 < M
tot ⇒ ci1 < M tot, ∀i ≥ 1.
It results that if our input parameters verify
0 < cin1 < M
tot, 0 <
kdep
kon
< M tot (H1)
then we can guarantee that 0 ≤ ci1 ≤M tot for the whole sequence.
Let us now talk about the second property. Let M (2)
i ≥ 0. If
ci+11 >
kdep
kon
(H2a)
then we haveM (2)
i+1 ≥ 0. Thanks to we have just said, the hypothesis (H2a)
is equivalent to
c1(0) = c
0
1 >
kdep
kon
. (H2a’)
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On the contrary – if (H2a) is not verified – we can not derive a general
condition. In fact, the relations we can find are hardly affected by the initial
values. In any case, we can remark that |ci+11 − ceq1 | becomes smaller. Thus
we can say that when i is big enough it holds
kon(M
tot − ci+11 )(ci+11 − ceq1 ) + kdepP in > 0
and we would have M (2)
i+1 ≥ 0, if M (2)i ≥ 0.
2.3 Numerical Simulation
In this section we present the synthetic data that we have obtained by the
direct model. We consider two possible situations. This choice respects the
two typologies of experiments performed by biologists.
• In the first case,we take c1(0) and M (2)(0) of the same order of mag-
nitude and c1(0) > c
eq
1 .
• In the second case, we have only fibrils at the beginning, so c1(0) = 0.
In the first case, we obtain that the functions c1 and M
(2) behave like in
Figure 2.4, and in the second case like in Figure 2.5. We can remark that,
in both the cases, the variation of the concentrations are more significative
at the beginning. After a certain time the functions usually evolve linearly.
This feature allows to take into account just a finite window time.
Numerical simulations are performed selecting the parameters in accor-
dance with information resulting by biological experiences. We have that
the average of fibril length is iM = 300 and the other parameters respect
the following equivalences in magnitude
iM ≈ M
P
≈ M
(2)
M
≈
√
M (2)
P
. (2.9)
In fixing the simulation time, we expect to represent all the important fea-
tures of the solution. Remembering Expression (2.8), we can find two char-
acteristic times – that are the periods we have to wait to see a remarkable
variation in values of solutions. The time t1 is linked to the exponential
terms and it is such that konPt1 ≈ 1. The second time t2 takes into account
the contribution of the last term and it is such that kdepPt2 ≈ M (2). We
choose to define
t1 =
1
konP in
, t2 =
M (2)(0)
kdepP in
.
We fix a simulation time T¯ big enough to see all the most important features
of the solution. Usually, we define a time T¯ > max{t1, t2}. If we have t1
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Figure 2.4: In this situation the initial value of c1 and M
(2) are of the same
order of magnitude. Furthermore the concentration of free monomers is
such that the polymerisation is the main reaction. Monomers are involved
in the reactions and the average size of polymers augments while monomers
concentration decrease until reaching the equilibrium value.
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Figure 2.5: In this situation the experience starts with no monomers. The
only reaction that can occur is the depolymerisation, in this way the concen-
tration c1 augments. M
(2) evolve decreasing until it achieves its minimum,
then it start to grow with a linear rate. In the same moment the monomer
concentration constantly augments and tends to the equilibrium value ceq1 .
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bigger then a certain threshold t¯, the term associated to t1 produce some
change on the solution only after a period of t¯. If we fix t¯ big enough, we
can suppose that the effects of the terms associated to t1 are not important.
In this case, we consider T¯ > t2 and analogously for t2.
2.4 Biological Observations
To verify that our model, even in the simplified version, is able to repro-
duce the reality, we always refer to the biological experiences obtained in
the INRA Laboratory, by the research team of dr. Rezaei. The experi-
ences are conducted on PrP fibrils. We recall that the PrP are involved
in Huntington’s diseases. The experiences are performed in vitro putting
fibrils already formed in a cuvette with an aqueous solution. The evolution
is monitored by the SLS system. This technique consists in launching light
rays in the solution and in measuring the intensity of the scattered light
from different angles. In fact, SLS is the acronym of Static Light Scattering.
It is know that this intensity is, in some way linked, to the mass of the
particles. Roughly, bigger are the particles more are the directions in which
the incident light is scattered. For more details about SLS test, we refer
to [8]. In Fig 2.6 we show a picture of an SLS Machine. In Figure 2.7 we
Figure 2.6: Advanced Instrument for SLS test.
can see some example of observations.
Let us remark an important feature, this kind of test is performed on the
entire system. Therefore, it can not provide informations about the evolu-
tion of the concentration of fibrils of a specific size. Moreover, observations
are usually affected by the noise. So, even if we could have a direct measure
of some value, we should still menage the noise.
Until now, we have presented a direct model that, in practise, can not be
directly used – because it implies the knowledge of some parameters – and
observations that, apparently, can not provide enough information. In the
next chapter, we will see how we can put together these two elements to
estimate the unknown values.
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Figure 2.7: Biological results obtained by SLS tests. The first two figure are
the results of experiences in which there are only polymers at the beginning.
They differ for the initial concentration that is M (2)(0) = 4.5µM , in the
first figure (top), and M (2)(0) = 2µM in the second (middle). The third
figure (bottom) is an example of observation for the first situation in which
there are monomers at the beginning of the experience.
Chapter 3
Inverse problem
In this chapter we are going to deal with inverse problem, its definition and
the strategies to solve it. We talk of inverse problem every time we have to
find the causes by the effects. Specifically, we can suppose to have a model
that can not be directly used because of some missing data. The goal is to
find these unknowns – by exploiting the information we have – proceeding
from the effects to the sources in an “inverse” direction. Since we do not
have the possibility to observe all the quantities we wish to know, we need to
use the so called data assimilation methods, that are going to be introduced
in the following sections.
In our case, the unknowns are in the initial values and on the kinetic
parameters kon and kdep. However, biologists can obtain an approximation
of the values
M tot, c1(0), P (0)
and the measure
Mmes(t) := αM (2)(t) + β.
The parameters α and β depend on the conditions in which the experiments
are performed. In particular, these parameters change at each experiment.
Anyway, in our model we suppose to know α and we choose to fix it equal
to 1, as it will be justified below.
Let us start by giving a formal presentation of the inverse problem. We
assume we can write the direct problem as a dynamical system in the so-
called state-space form{
x˙(t) = A(x(t), t) +Bω(t), t ∈ R+
x(0) = x♦ + ζ,
(3.1)
in which we consider
• x(t) the state variable,
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• A the model operator,
• ω the model noise,
• x♦ the known part of the initial condition,
• ζ the unknown part of the initial condition.
Furthermore, all the informations we have about the solution of the
system can be collected in the so called observation vector z(t), of the form
z(t) = H(x(t), t) + χ, t ∈ R+, (3.2)
where H is the observation operator and χ the observation noise.
We remark that, in a general formulation of the inverse problem, we have
to take into account that the values of the initial conditions and of the
observation could be not exact, because of physical limits in instruments
accuracy. This measure uncertainty is considered by the terms ζ, χ. As well,
we have to allow that some simplification has been made in the formulation
of the mathematical model. In the most of the cases, it is assumed that
the dynamic of the computed trajectory x(t) differs from the real one by an
additive term expressed as Bω(t).
We apply the state-space formalism of System (3.1) to our particular
problem. As we can notice, in this formulation the model is completely
known and the only unknown is the initial value of the state vector at
time zero. Therefore, the uncertainties on the parameters kon, kdep have
to be transformed into uncertainties on the initial condition. The functions
kon(t), kdep(t) are aggregated to the state variable, giving the augmented
state variable. These functions are simply ruled by the differential equa-
tions k˙on = 0, k˙dep = 0, so that the initial conditions are kon(0) = kon,
kdep(0) = kdep.
We are going to present two possible approaches to solve the inverse
system. The first one is the variational approach. It tries to estimate the
unknowns as the point of minimum of a specific functional. The second one
is the optimal filtering approach. It builds in a sequential way an estimator
of the solution that will coincide with the optimal solution at the end of the
time domain.
3.1 Variational Method
The first data assimilation method we introduce is the variational method.
All the references for it can be found in [21] and the references therein.
We split this presentation in different sections. We describe all the elements
we need, firstly in a continuous-time formulation and then in a discrete-
time formulation. In particular, for each formulation we present the general
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theory and then the application to our specific case. These sections are
followed by the formulation of the algorithm and the some results obtained
solving the inverse problem on synthetic data. The last section deals with
some general considerations on the limits of this method and the problems
linked to data assimilation methods.
3.1.1 Continuous-Time Formulation
The variational method is an estimation method based on the research of
the minimum of a functional. As we have said, the uncertainty of the math-
ematical formulation lies in ζ, ω and χ. We want to define a functional to
force them to be as small as possible in the minimum of the functional. The
choice of this functional plays a central role. A quite common choice is to
define a Least-Square (LS) criterion. We will select a criterion belonging to
the family
min
ζ,ω(.)
{
J(ζ, ω(.), T¯ ) =
1
2
‖ζ‖2N +
1
2
∫
0
T¯
‖z(t)−H(x(t), t)‖2M + ‖ω(t)‖2S dt
}
.
depending to the norms ‖ · ‖N , ‖ · ‖M , ‖ · ‖S , that are norms associated to the
matrices N,M,S respectively. The role of these matrices is to weight the
degree of uncertainty on each component. The definition of these matrices
is completely entrusted to personal sensibility and experience, in accordance
with the level of confidence we can put on the model or on the observations.
Let us define the discrepancy between the observation and the result of the
observation operator applied on numerical solution as follows
D(x(t), t) = z(t)−H(x(t), t).
We study a simple case in which the model noise is null, that is ω = 0. In
this case, we assume that the model is exact. Our functional J becomes
J(ζ) = J(ζ, 0, T¯ ) =
1
2
‖ζ‖2N +
1
2
∫
0
T¯
‖D(x(t), t)‖2Mdt
To find a minimum for J with respect to ζ, we simply look for the zeros of
the derivative of J with respect to ζ, namely dζJ . We have that
dζJ · δζ = ζTN · δζ +
∫
0
T¯
D(x(t), t)TMdxD(x(t), t)dζx(t) · δζ dt (3.3)
where dζx solves the system
dζx(s)
dt
= dxA(x(s), s)dζx(s) ∀s ∈ [0, T¯ ]
dζx(0) = 1.
(3.4)
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In some cases, we can directly search for the zeros of the derivative dζJ . By
the way, the most widely used method relies on the definition of an adjoint
variable.
We define on [0, T¯ ] the adjoint variable pt as the solution of the adjoint
system{
p˙T¯ (s) + dxA(x(s), s)
T pT¯ = dxD(x(s), s)
TMD(x(s), s), ∀s ∈ [0, T¯ ]
pT¯ (T¯ ) = 0.
(3.5)
We can see the advantage of introducing the adjoint by rewriting the crite-
rion derivatives.
dζJ · δζ = ζTN · δζ +
∫
0
T¯ (
p˙T¯ (s) + dxA(x(s), s)
T pT¯ (s)
)T
dζx(s) · δζ ds
= ζTN · δζ + [pT¯ (s)dζx(s) · δζ]T¯0 −
∫ T¯
0 pT¯ (s)
Tds(dζx(s) · δζ) ds+
+
∫ T¯
0 pT¯ (s)
TdxA(x(s), s)dζx(s) · δζ ds
= ζTN · δζ − pT¯ (0)T · δζ,
where for the last equation we use that pT¯ (T¯ ) = 0 and the System (3.4). In
conclusion, we obtain the characterisation
dζJ = 0 ⇔ ζTN = pT¯ (0)T ⇔ ζ = N˜pT¯ (0)
where N˜ = N−1.
To summarise our results we enunciate the following theorem.
Theorem 4 (Case ω = 0). The trajectory that minimises the functional J
among all trajectories xζ with dynamics (3.1) on the domain [0, T¯ ] and with
initial condition xζ(0) = x♦ + ζ is{
˙¯xT¯ (s) = A(xT¯ (s), s), s ∈ [0, T¯ ]
x¯T¯ (0) = x♦ + N˜ p¯T¯ (0)
where p¯T¯ is the adjoint variable associated to x¯T¯ .
Remark. In the general case we can also characterise ω(s) with the adjoint
variable by
ω(s) = S−1BT p¯T¯ (s).
Application
To apply in our case the formalism we have just described, we need to start
by the formulation of the dynamical system as the System (3.1). In particu-
lar, in this study we choose to consider P (0) as unknown, although we know
its value. In the direct problem, the state variable was (c1(t),M
(2)(t)). Now,
we consider the augmented state variable obtained by adding the functions
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kon(t), kdep(t), P (t). Therefore, the system solved by the augmented variable
is 
dc1
dt
(t) = −kon(t)c1(t)P (t) + kdep(t)P (t)
dM (2)
dt
(t) = 2(M tot − c1(t))(kon(t)c1(t)− kdep(t)) + 2kdep(t)P (t)
dkon
dt
(t) = 0,
dkdep
dt
(t) = 0,
dP
dt
(t) = 0
c1(0) = c
in
1
M (2)(0) = Mmes(0)− β
kon(0) = kon, kdep(0) = kdep, P (0) = P
in.
(3.6)
By a mild abuse of notation, we call kon, kdep both the functions and the
initial constant values, because in effect our functions come out to be con-
stant.
If we want to see this System (3.6) as described in the System (3.1), we must
take
- x(t) = (c1(t),M
(2)(t), kon(t), kdep(t), P (t)),
- x♦ = (cin1 , 0, 0, 0, 0),
- ζ = (0,M (2)(0), kon, kdep, P
in),
- ω = 0.
For what concerns the observations, as we said, we have the measures
Mmes(t) = αM (2)(t) + β, with α and β unknowns. We have to treat them
in order to formulate the inverse problem as presented in the Systems (3.1)-
(3.2). If we consider α like an unknown parameter – adding it in the variable
state, as explained in the previous section – the observation operator would
come out to be non-linear. As we want to study the problem on a simple
model, we consider only linear observation operators. For this reason, let us
assume to know α and set it as α = 1.
We should now understand the role of β. With this intention, let us remark
that the function M (2) depends in a linear way on its initial condition so,
as we can see in Fig 3.1, β affects only the range of values.
Let us consider M¯ (2) = M (2) +β. Since M (2) and M¯ (2) differ for a constant,
they will solve the same differential equation. Furthermore, M (2) is not in-
volved in the expression of the operator A(x, t). Hence, we can replace M (2)
by M¯ (2) in the state variable, without changing the model operator. In this
way, we have transformed the uncertainty on β in an uncertainty on the
initial condition M¯ (2)(0). From now on, we use the notation M (2) instead
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Figure 3.1: Assuming α = 1 the observation z and the second moment M (2)
differ just for a constant value β.
of M¯ (2) and, finally, we suppose our measure to be Mmes(t) = M (2)(t).
To rewrite the Equation (3.2) in our case, we take
- z(t) = M (2)(t),
- χ = 0,
- H(·) = 〈e2, ·〉, where e2 is the vector with 1 as second coefficient and
0 elsewhere, and 〈·, ·〉 is the Euclidian scalar product.
In the LS criterion we take N = λNId5, the identity matrix of dimension 5,
and M = λM , with λN and λM positive coefficients. Hence, the criterion
becomes
min
ζ
{
J(ζ) =
λN
2
‖ζ‖2 + λM
2
∫
0
T¯
|Mmes(t)−M (2)(t)|2dt
}
. (3.7)
To formulate our adjoint system as in the System (3.5), we need to calculate
dxA(x(s), s)
T and dxD(x(s), s)
TMD(x(s), s). It reads
dxA(x(s))
T =

−konP in 2kon(M tot − 2c1) + 2kdep
0 0 0
−c1P in 2c1(M tot − c1)
P in −2(M tot − c1) + 2P in 0
kdep − c1kon 2kdep
 .
So we remark that the model operator A does not depend explicitly on the
time. The discrepancy is given by
D(x(t), t) = Mmes(t)−M (2)(t),
so
D(x(t), t)TMD(x(t), t) = |Mmes(t)−M (2)(t)|2
and
dxD(x(t), t)
TMD(x(t), t) = −(Mmes(t)−M (2)(t))e2.
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3.1.2 Discrete-Time Formulation
We are going to formulate the inverse problem in discrete time, in order to
perform the numerical simulations. The first step is the discretisation of the
time continuous System (3.1) which results in a system of the form{
xk+1 = Ak+1|k(xk) +Bkωk, k = 0, . . . , n− 1
x0 = x♦ + ζ,
(3.8)
where Ak+1|k is the transition operator between the steps k and k + 1.
The discretised observations read
zk = Hk(xk) + χk, k = 0, . . . , n. (3.9)
Here we assume, as in the continuous case, that the model noise sequence
(wk)0≤k≤n is null. Consequently, the optimal criterion in the discrete case
is
Jn(ζ) =
1
2
‖ζ‖2N +
1
2
n∑
k=0
‖Dk(xk)‖2Mk . (3.10)
Considering a sequence (xk)0≤k≤n , we define the associated adjoint sequence
as a finite sequence (pk)0≤k≤n+1 following the dynamics{
pk = dxA
T
k+1|kpk+1 − dxDk(xk)TMkDk(xk) k = 0, . . . , n
pn+1 = 0.
(3.11)
Remark. We use always the same discrete operator Ak+1|k to define the
discrete adjoint system.
As in the continuous case, by introducing the adjoint sequence, we can
express in a simple form the derivative of the LS criterion.
Let be dζxk defined by the system{
dζxk+1 = dxAk+1|kdζxk
dζx0 = 1.
(3.12)
The gradient of Jn results in
dζJn · δζ = ζTN · δζ +
n∑
k=0
Dk(xk)
TMkdxDk(xk)dζxk · δζ
= ζTN · δζ +
n∑
k=0
(−pkdxAk+1|k(xk)T pk+1)Tdζxk · δζ
= ζTN · δζ −
n∑
k=0
pTk dζxk · δζ +
n∑
k=0
pk+1)
Tdζxk · δζ
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and using the last equation of System (3.11) and the System (3.12) it be-
comes
dζJn · δζ = ζTN · δζ − pT0 · δζ. (3.13)
Hence we obtain the condition
dζJn = 0 ⇔ ζTN = pT0 ⇔ ζ = N˜p0.
With N˜ = N−1. We have so proved the following theorem.
Theorem 5. Let be (p¯k)0≤k≤n+1, the adjoint sequence associated to (x¯k)0≤k≤n.
The system {
x¯k+1 = Ak+1|k(x¯k)
x¯0 = x♦ + N˜ p¯0
minimises the criterion Jn.
1
Application
We can now proceed to the discretisation in time of our specific model. All
the calculation for this section can be found in the Appendix.
To discretise the system, we have to choose a numerical procedure. Here
we applied the Implicit Euler Method. The vector state, at time tk, is
xk = (c
k
1,M
(2)k, kkon, k
k
dep, P
k). We obtain the model operator
Ak+1|k(xk) =

ck+11 =
ck1 + δtkdepP
in
1 + δtkonP in
M (2)
k+1
= M (2)
k
+ 2δt(M tot − ck1+δtkdepP in
1+δtkonP in
)(kon
ck1+δtkdepP
in
1+δtkonP in
− kdep)+
+ 2δtkdepP
in
kk+1on = k
k
on
kk+1dep = k
k
dep
P k+1 = P k
where δt is the constant discretisation step.
To define the adjoint discrete System (3.11), we need dxA
T
k+1|k(xk) and
1In the general case it is
Jn(ζ, (ωk)k≤n) =
1
2
‖ζ‖2N + 1
2
n∑
k=0
‖Dk(xk)‖2Mk +
1
2
n∑
k=0
‖ωk‖2Sk .
and it is minimised by the sequence{
x¯k+1 = Ak+1|k(x¯k) +BkS
−1
k Bkp¯k+1
x¯0 = x♦ + N˜ p¯0
where Bk is the discretisation at step k of the continuous operator B(t).
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Figure 3.2: Representation of Variational Algorithm.
dxDk(xk)
TMkDk(xk). For the sake of simplicity, we firstly call Λ =
1
1 + δtkonP in
and
Θ = (kon(M
tot − 2ck+11 ) + kdep)Λ, then it results
dxA
T
k+1|k(xk) =

Λ 2δtΘ
0 1 0
−ck+11 δtP inΛ 2δtck+11 (M tot − ck+11 − δtP inΘ) 1
δtP inΛ 2δt(−M tot + ck+11 + P in + δtP inΘ) 1
δt(kdep − ck+11 kon)Λ 2δt(kdep + δt(kdep − ck+11 kon)Θ) 1

and
−dxDk(xk)TMkDk(xk) = (Mmes(tk)−M (2)k)e2.
3.1.3 Algorithm
In this section we are going to describe the algorithm of the variational
method and, in conclusion, we present some simulations.
Our work is conducted on synthetic input data, built to reproduce the
biological results. Let us consider the experience resulting in the observation
of Figure 3.3. We remark that – at the beginning of the experiments – the
behaviour of the particle in the solution is affected by activation processes,
ruled by mechanisms different from the ones taken into account in our model.
Analogously, after a certain time, the phenomena of aggregation and
fragmentation compensate each other making the second moment M (2) as-
sume a constant linear growth rate. Other phenomena – belonging to the
second pathways – become more relevant and our model is not able to pre-
dict the biological events anymore. In particular, with this model, we can
not simulate the decreasing behaviour observable in Figure 3.3 after 13min.
For this reason, we take into account the experience on the time window
[0.5, 13], as showed in the Figure 3.4.
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Figure 3.3: Biological results obtained by SLS tests.
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Figure 3.4: Same experience of Figure3.3 on the time window [0.5, 13].
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3.1. VARIATIONAL METHOD 31
0 10 20 30 40 50 60
36
38
40
42
44
Time (min)
L
ig
h
t
in
te
n
si
ty
Real Experience : Light intensity in SLS test
SLS
Figure 3.6: Biological Observation in a case of initial monomers concentra-
tion not null.
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Defining the parameters as kon = 0.01 , c
eq
1 = 3.5 , kdep = c
eq
1 ∗ kon ,
iM = 59 , M
(1)(0) = 4 , P in = 1.8 ∗ M (1)(0)/iM , cin1 = 0 , M (2)(0) =
M (1)(0)/iM , we work with dimensionless data generating the observation
in Figure 3.5. We can well represent the physical situation in Figure 3.4.
Let us remark that the characteristic time t1 is about 1600. It results t1 ≈
2
1
konP in
= 2 ∗ 819.5. Other simulations are performed to represent the
experiences in which the initial monomers concentration is not null. In this
case, we approximate the biological results of Figure 3.6 by choosing the
values M tot = 4; cin1 = 0.11;M
(1)(0) = M tot − cin1 ; ceq1 = 1/10; kon = 1; iM =
300; kdep = c
eq
1 ∗kon;M (2)(0) = iM ∗M (1)(0);P in = 0.007. These parameters
lead to the observation in Figure 3.7.
Since we have all the necessary elements, we can describe the algorithm
of the variational method.
We start by setting the time domain to [0, T¯ ] and by defining the partition
t0 = 0 < . . . < tn = T¯ , where ∀ 0 ≤ k < n, tk+1 − tk = δt.
Let us briefly make the point. We want to identify the correct ζ – that
defines the initial condition in the System (3.8) – and, consequently, we
want to obtain the best approximation of the real phenomenon, namely the
sequence {x¯k}. In order to do this, we define the functional X (ζ) that –
given any ζ – returns the sequence x = {xk} solving the System (3.8) with
initial condition x♦ + ζ. We have already said that the sequence we look
for can be characterised as x¯ = X (N˜p0), where p0 is the first element of the
adjoint sequence p = {pk}. Therefore, we consider also the functional P(x)
that, for any state sequence x, computes the respective adjoint sequence.
The solution we aim to find is the couple (x¯, p¯) such that{
x¯ = X (p¯),
p¯ = P(x¯)
where, with a mild abuse of notation, we write X (p¯) instead of X (N˜p0).
To solve this problem, we need to decouple the system. We consider the
functional F that to any ζ, associate the couple (xζ , pζ),
F : ζ → (xζ = X (ζ) , pζ = P(xζ)).
The pair (xζ , pζ) is computed following System (3.8) and System (3.11).
The algorithm starts by taking in input an initial guess ζ0. Then F(ζ0) is
computed. The criterion J and its derivative are computed according to the
Equations (3.10) and (3.13). If |dJ(ζ0)| is bigger than a fixed threshold, then
we define a new guess. We proceed in an iterative way approaching the zeros
of the derivative of J . The algorithm can be summarised in Algorithm 1.
We still have to specify how to define the new guess ζ at each iteration.
This definition depends on the optimisation functions we want to employ.
3.1. VARIATIONAL METHOD 33
Algorithm 1 VariationalMethod(ζ0)
newζ = ζ0;
do
ζ = newζ;
Compute (xζ , pζ) = F(ζ);
Compute J(ζ), dJ(ζ);
Define newζ;
while ( |dJ(ζ)| > tol )
ζ¯ = ζ;
(x¯, p¯) = (xζ , pζ);
Algorithm 2 NonlinearConjugateGradientMethod(f, y0)
y0;
g0 = grad(x0);
d0 = −g0;
while ( !Convergence && k < Nmax ) do
Compute αk
yk+1 = yk + αkdk;
gk+1 = grad(yk+1);
Compute βk
dk+1 = −gk+1 + βkdk;
end while
y¯ = yk+1;
Let us remark that, in choosing the optimisation function, we have to take
into account that only the functional and its derivative are available, not the
hessian. The first choice was to use Matlab functions, in particular fminunc,
but the returned results were not correct. Other methods – like fixed steps
and optimal steps minimisation search methods – have been implemented,
but we obtained prohibitive simulation times. For the description of these
methods we refer to [24].
Eventually, we chose to apply the Nonlinear Conjugate Gradient method.
To implement the method, we refer to the analysis made in [12]. The al-
gorithm is defined as in Algorithm 2. In order to find the minimum of the
function f , we compute the iterates yk, k ≥ 1 . For each k, the value yk is
obtained by yk−1 and a variation on a descendent direction. More precisely,
yk+1 = yk + αkdk and the directions (dk) are obtained as a combination
of the vectors gk = grad(yk). The coefficients of the linear combinations,
defining (dk)k≥0, are named (βk)k≥0. There are several possibilities to define
βk in the literature, we consider the definition proposed by Hager and Zhang
in [13]
βk =
(
hk − 2dk ‖hk‖
2
dTk hk
)
gk+1
dTk hk
,
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Figure 3.8: Biological results obtained by SLS tests.
where hk = gk+1−gk. The coefficient αk is defined to approach the minimum
of the function f(xk + αdk). A possible choice of termination condition for
this line search – assuring the convergence of the CG in nonlinear case – is
the Wolfe condition, that was been first presented in 1969, in [22]. The Wolf
condition is
f(yk + αkdk)− f(yk) ≤ δαkgTk dk, gTk+1dk ≥ σgTk dk.
where 0 < δ ≤ σ < 1. Form a numerical point of view, important numerical
errors can be generated computing f(yk +αkdk)− f(yk) near the minimum.
For this reason we consider the approximate Wolfe conditions
(2δ − 1)φ′(0) ≥ φ′(αk) ≥ σφ′(0),
where φ(α) = f(xk + αdk), 0 < δ < 0.5 and δ ≤ σ < 1. Unfortunately,
these kinds of conditions can not assure the convergence. Anyway, we know
by the literature that this algorithm converges either linearly or in a finite
number of iterations.
Let us remark that in this algorithm is extremely important to well calcu-
late the derivative of J . The formula we consider is linked to the adjoint.
Unfortunately, it is not easy to understand if the adjoint variable p is well
computed or not, since it is not related to physical features. During the
implementation of the algorithm, it was useful to have a second formulation
for the derivative – called sensitivity formula. We used this formulation to
compute the derivative in a second way and have a term of comparison to
check its correctness. This second expression is
dζJn · δζ = ζTN · δζ +
∑n
k=0Dk(xk, s)
TMkdxDk(xk)dζxk · δζ
= ζTN · δζ +∑nk=0(M (2)k −Mmes(tk))dζM (2)k · δζ.
This formula is generally not used because it requires more memory space
than the adjoint formulation. Anyway, working on a small system, it was
not a problem for us to use it.
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To be specific – in implementing the formula – we replace dζM
(2)k by
the derivative dζM
(2)(tk), where
∂M (2)
∂cin1
(t) = 2
P in
[−(M tot − ceq1 )(e−konP
int − 1) + (cin1 − ceq1 )(e−2konP
int − 1)];
∂M (2)
∂M (2)
in
(t) = 1;
∂M (2)
∂kinon
(t) = 2
P in
ceq1
kon
(e−konP int − 1)[−M tot + ceq1 + (cin1 − ceq1 )e−konP
int]+
−2t(cin1 − ceq1 )e−konP
int[−M tot + ceq1 + (cin1 − ceq1 )e−konP
int];
∂M (2)
∂kindep
(t) = 2
P inkon
[(e−konP int − 1)(M tot − 2ceq1 + cin1 )− (cin1 − ceq1 )(e−2konP
int − 1)]
+2P int;
∂M (2)
∂P in
(t) =
(cin1 −ceq1 )(e−konP
int−1)
P in2
[2M tot − cin1 − ceq1 − (cin1 − ceq1 )e−konP
int]+
−2kont(cin1 −c
eq
1 )e
−konPint
P in
[−M tot + ceq1 + (cin1 − ceq1 )e−konP
int] + 2kdept.
We report now the results of simulations modelling the biological situa-
tions we have described before.
In the first case we refer to the biological data in Figure3.6. The initial
value of the state variable vector is x(0) = [0.11 ; 1167 ; 1 ; 0.1 ; 0.007]. In the
inverse problem, we fix x♦ = [0.01 ; 1000 ; 0 ; 0 ; 0], so the correct guess is the
vector ζ¯ = [0.1 ; 167 ; 1 ; 0.1 ; 0.007].
We show in Figure 3.9, how the algorithm proceeds approaching the cor-
rect solution. In this simulation, we choose the input guess ζ = [0.1; 100; 1; 0.1; 0.001].
In this way, we suppose to know at least the order of magnitude of our vari-
ables.
Let us call errin =
‖ζ0 − ζ¯‖
‖ζ¯‖ the initial relative error. Furthermore – call-
ing ζ∗ the vector returned by the algorithm – let be errfin =
‖ζ∗ − ζ¯‖
‖ζ¯‖ . We
report in Figure 3.10 the target observation and the observation given by
the output of the the algorithm, ζ∗ = [0.099; 160; 1.05050; 0.0980; 0.0065].
We can remark that the algorithm is able to provide a good approxima-
tion. Indeed, we move from an initial error errin = 0.4 to a final error
errfin = 0.042. Moreover, we can consider the error on the observation
errobs =
‖z −H(xζ∗)‖
‖z‖ = 8e
−4
The second case, relative to biological data in Figure 3.8, is modelled by
the synthetic observation generated by the state vector x(t) having initial
condition x(0) = [0; 236; 0.01; 0.035; 0.122]. We fix the known part of the
initial condition to x♦ = [0.11; 200; 0; 0; 0]. Consequently, the correct ini-
36 CHAPTER 3. INVERSE PROBLEM
0 500 1000 1500 2000 2500 3000 3500 4000
1120
1140
1160
1180
Time
First CASE : Variational Method
Initial Guess Obs
Intermediary Guess Obs
Variational Output Obs
Target Obs
Figure 3.9: First Case: Comparison between target observation (red) and
the observations generated by the guessed solutions built by the algorithm.
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Figure 3.10: First Case: Comparison between the target observation and
the observation generated by the approximation provided by the variational
method.
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tial guess is ζ¯ = [−0.11; 36; 0.01; 0.035; 0.122]. We consider the input ζ0 =
[0.1; 10; 0.01; 0.01; 0.1]. It results an initial error of errin = 0.7. The Varia-
tional algorithm returns us the guess vector ζ∗ = [0.0002; 29; 0.009; 0.032; 0.128].
Therefore, the final relative error of approximation is errfin = 0.19.
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Figure 3.11: Second Case: Comparison between target observation (red) and
the observations generated by the guessed solutions built by the algorithm.
We present, in Figure 3.11, some of the iteration of the algorithm in
this case. While, in Figure 3.12, we focus only on the observation generated
from the approximation, given by the method, and the right observation.
We remark that the error on the observation is errobs = 0.01.
Even if we have seen that the method works pretty well, we should point
out some drawbacks. Indeed, at every iteration, so for every guess ζk the
solution x and its adjoint are computed for every time. This implies that
the algorithm could be really expensive in terms of time. Especially, we
could observe that – when the guess ζk approaches the correct solution –
the corrections become smaller making the simulation time grow. To give an
idea of the order of magnitude, the simulations with the variational method
run for some hours.
3.1.4 Theoretical limits of the Method
The theory behind the Variational Method has been completely demon-
strated for the linear case. On the contrary, to study the non-linear case
we have generally to refer to some heuristic. In this section consider some
theoretical aspects, pointing out the limits of this method.
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Figure 3.12: Second Case: Comparison between the target observation and
the observation generated by the approximation provided by the variational
method.
We recall the definition of the functional
J(ζ) =
1
2
‖ζ‖2N +
1
2
∫
0
T¯
‖z(t)−H(x(t), t)‖2Mdt.
We can state that if we consider ζ to vary in a bounded space, it exists a
minimum for J on [0, T¯ ]. In fact the inequality
J ≥ ‖ζ‖2N (3.14)
is enough to guarantee this existence. Indeed, if we take a minimising se-
quence (ζk)k≥0, for the Inequality (3.14) it results to be bounded. Further-
more, by compactness, we can extract a subsequence (ζk)k∈K reaching the
minimum.
Unfortunately, we can not refer to any theorem assuring the existence and
uniqueness of this minimum for non-linear model operator. It implies that –
when we make run our algorithm – we have no guarantees that the minimum
we find is global. Since the norms we consider in the criterion can control, in
some way, the region in which we search the minimum of J , we can remark
again that their definition is something to not underestimate.
Another important concept behind data assimilation methods is the ob-
servability. We say that a system S is observable if, for all possible obser-
vations z, we can find an initial condition fz such that the solution of S –
with initial condition fz – generates the observation z.
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Figure 3.13: [19], Hide and seek: Tracking the Apollo spacecraft was a chal-
lenge for NASA scientists. In a perfect world the spacecraft would have a
simple, textbook trajectory. In reality its movement is subject to random-
ness, and so are the measurements used to estimate its (unknown) position.
The Kalman filter compares predictions using Newton’s Laws with onboard
measurements to generate a better estimate of the spacecraft’s true position.
In particular, in linear case, the observability can be reduced to the
existence of two parameters C and T0 such that, for all T ≥ T0, for all
initial conditions x˜0, the inequality∫ T
0
‖H(x˜)‖2 ≥ C‖x˜0‖2 (3.15)
is verified by x˜, solution of the system with initial condition x˜0. In our case,
we deal with a non-linear model, so we do not dispose of similar results.
Another important point is the identifiability of unknowns. There is not
identifiability if – choosing two different sets of values for the unknowns –
we can obtain the same observation. For example, we consider the model{
x˙(t) = γ cos(γt)
x(0) = 0.
We suppose to measure the solution x(t) on the points ti = i/4 for i =
−4, . . . , 4. The analytic solution is x(t) = sin(γt). It is easy to verify that
γ1 = pi and γ2 = 9pi would give the same observation.
3.2 Sequential Method: Kalman Filter
The second data assimilation method we want to introduce is the Kalman
Filter Method. This method was developed by R.E. Kalman in ’60 and
described in [9]. The first historical application of Kalman Filter was in
Apollo Programme to follow the spacecraft’s position, see Fig (3.13).
The purpose of this section is to provide a practical introduction on
Kalman Filter with the description of the general idea, the deduction of
algorithm in linear case and the presentation of the Extended Kalman Filter
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(EKF). The EKF is, indeed, the extension of the Kalman Filter in the non-
linear case and it is the one that we use in practice. All the references and
details for this section can be found in [21], [25].
The principe behind the Kalman Filter is to estimate a state variable
– defined as the solution of a given dynamic – considering in a sequential
procedure the available information, weighted with respect to the degree of
confidence we can put on it. The method builds an estimator xˆ that, in the
linear case, for every starting point – even far from the right conditions – is
able to correct its evolution to approach the real solution at the end of time
window. In the Filtering Methods the evolution of this estimator is defined
by a dynamic system of the form{
˙ˆx(t) = A(xˆ, t) +G(z −Hxˆ)
xˆ(0) = x0,
where G is the operator that characterises the method. In the Kalman Filter
case this operator is called Kalman Gain, K. To obtain the formulation
of the Kalman gain we have to assume that the model operator and the
observation operator are linear. In particular, let us consider, in the linear
case, the differential system solved by the pair the state-adjoint variables
(x(t), p(t)), 
x˙(t) = Ax(t) +R
p˙(t) +Aᵀp(t) = −HᵀM(z(t)−Hx(t))
x(0) = x♦ + N˜p(0)
p(T¯ ) = 0
Let us consider the operator R(t) that, for each initial condition (x(0), p(0)),
returns the value of the solution in t, namely (x(t), p(t)). Since we are
investigating the linear case, we can write R as the matrix( Rxx Rxp
Rpx Rpp
)
it results that {
x(t) = Rxx(t)x(0) +Rxp(t)p(0) + Cx(t)
p(t) = Rpx(t)x(0) +Rpp(t)p(0) + Cp(t)
for some specific functions Cx, Cp. Reminding the characterisation
p(0) = N˜ζ = N˜(x(0)− x♦),
the previous system can be rewritten as{
x(t) = [Rxx(t) +Rxp(t)N˜ ]x(0)−Rxp(t)N˜x♦ + Cx(t)
p(t) = [Rpx(t) +Rpp(t)N˜ ]x(0)−Rpp(t)N˜x♦ + Cp(t)
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In the linear case, we can invert the operator Rpx(t) +Rpp(t)N˜ and we can
express the initial condition as
x(0) = [Rpx(t) +Rpp(t)N˜ ]−1[p(t) +Rpp(t)N˜x♦ − Cp(t)].
For the sake of simplicity, let us call N (t) = (Rxx(t) +Rxp(t)N˜)(Rpx(t) +
Rpp(t)N˜)−1, then we can obtain the trajectory x(t) as
x(t) = (N (t)−Rxp(t)N˜)x♦ + Cx(t)−N (t)Cp(t) +N (t)p(t).
We can rewrite it as
x(t) = r(t) +N (t)p(t), (3.16)
where r is independent of p. Differentiating in time we obtain the differential
equation
r˙ + (N˙ −AN −NAᵀ +NHᵀMHN )p = R+NHᵀMz +Ar −NHᵀMHr.
By the independence between r and p, we deduct the differential equations
N˙ −AN −NAᵀ +NHᵀMHN = 0 (3.17)
and
r˙ = Ar +R+NHᵀM(z −Hr)
We can observe that the Relation (3.16) applied on t = T¯ gives us
x(T¯ ) = r(T¯ ),
so we can choose r as estimator. Finally, we achieve the definition of the
dynamic of the estimator{
˙ˆx(t) = A(t)xˆ+R(t) +K(z −Hxˆ)
xˆ(0) = x0
and the definition of Kalman Gain
K = NHᵀM,
with N solving the Riccati Equation (3.17).
If the observation operator or the model operator are non-linear we can
not use the Kalman Filter anymore. Hence, to solve our inverse problem,
we consider the Extended Kalman Filter. In nonlinear case the deduction of
the gain and the dynamic of the estimator is more delicate. In the following,
we present only the results, for more details we refer to [21] and [25].
The method is an heuristic based on the construction of an estimator
solving the system {
˙ˆx(t) = A(xˆ, t) +K(z −H(xˆ))
xˆ(0) = x0,
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Prediction
xˆ−,N−
Correction
xˆ+,N+
Input
x0,N0 x0 := xˆ+
N0 := N+
Figure 3.14: The Kalman Filter Method is classified among the prediction-
correction methods.
where this time the operators are replaced by their tangent. We obtain the
Kalman Gain of the form
K = N ∂H
∂x
ᵀ
M
and N solves the Riccati equation
N˙ − ∂A
∂x
N −N ∂A
∂x
ᵀ
+N ∂H
∂x
ᵀ
M
∂H
∂x
N = 0.
Let us now focus on the way to solve the coupled differential system for
(xˆ,N ). First of all, we discretise the model like in System (3.8) and the
discrete observation in Equation (3.9). Then at each time step k we adopt
a prediction-correction method. This kind of methods involves essentially
two phases. The first is the prediction, in which an a priori estimator of
the current state variables is computed, namely xˆ−k . Consequently, the out-
come of the following measurement is observed and this estimate is updated,
adding a term that is a weighted function of the discrepancy. In this way,
the correction phase is performed and it gives the a posteriori estimator xˆ+k .
At the end, the estimator is defined as xˆ = xˆ+N , where tN is the final time.
For this reason, the algorithm is commonly represented as in Fig (3.14).
We present now the formula of Extended Kalman Filter used to perform
our simulations. This formulation is obtained replacing the operators by
their derivatives in the correction phase.
Starting from the pair (xˆk,Nk) two phases are performed.
• Prediction
It is the time updating phase in which we project forward (in time)
the current state, to obtain the a priori estimate.
Calling JAk+1|k =
∂Ak+1|k
∂x
we have{
xˆ−k+1 = A(xˆk),
N−k+1 = JAk+1|k(xˆk)NkJAᵀk+1|k(xˆk).
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• Correction
It is the measure updating phase in which a new measurement is
incorporated, to obtain the improved a posteriori estimate. Calling
JHk =
∂Hk
∂x
we have

Kk+1 = N−k+1JHᵀk+1[JHk+1N−k+1JHᵀk+1 +M−1k+1]−1,
xˆ+k+1 = xˆ
−
k+1 +Kk+1(zk+1 −Hk+1(xˆ−k+1)),
N+k+1 = N−k+1 −Kk+1JHk+1N−k+1.
The pair (xˆ+k+1,N+k+1) can be used as starting point for the following iter-
ation. We compute the sequences {xˆ+k }, {xˆ−k } until we have observation
data. Eventually, we consider the sequence {xˆ+k } as the approximation of
the solution {xk}.
3.2.1 Kalman Filter Simulation
In this section, we present some simulations with the EKF method, to ex-
plain better how it works. We consider here just the second case, that means
we refer only to the synthetic data in Figure 3.5. In this case, the correct
initial condition is x(0) = [0; 236; 0.01; 0.035; 0.122].
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Figure 3.15: In blue are marked the values calculated by the EKF method
to approximate the parameters kon, kdep and P
in respectively from the left
to the right.
As first result, we show in Figure 3.15 the method in the case we choose
x♦ = [0; 236; 0; 0; 0] and ζ = [0; 0; 0.01; 0.01; 0.1]. We are, thus, assuming to
completely know the initial condition of the monomer concentration c1 and
of the second moment M (2). Moreover, we know also the order of magnitude
of the coefficients. In this case, we obtain a really good approximation. In
fact, we obtain the following values
kon kdep P
in
Correct 0.01 0.035 0.122
EKF 0.099 0.346 0.1222
.
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We should also remark that the simulation with the Kalman Filter Method
are usually really fast. For example, for the ones we present here, the algo-
rithm runs in almost 2s.
Unfortunately, we have to point out that the EKF is just an heuristic. So,
what we can expect is to have a quite good prediction when we start near the
correct value, that becomes worse going far from this value. Indeed, using
the EKF, we are considering the linearised model as an approximation of the
model itself – as well as for the observation operator – and it is well known
that this approximation works only locally. For this reason, we present two
other situations, depending on the amount of informations we have.
In the following example we suppose to have no information at all, so
that we choose x♦ = [0; 0; 0; 0; 0] and ζ = [0; 0; 0; 0; 0].
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Figure 3.16: EKF Simulation with input data: x♦ = [0; 0; 0; 0; 0] and ζ =
[0; 0; 0; 0; 0].
We can see in Figure 3.16 how the algorithm behaves. We obtain the
following approximations
kon kdep P
in
Correct 0.01 0.035 0.122
EKF 0.0002 −0.001 −0.847
.
This values are, clearly far from the correct ones. We can easily understand
that this prediction is wrong. In fact, we know that the parameters are
linked to biological quantities and, in particular, they have to be positive.
In any case, is worth remarking that it could be difficult to understand
when a prediction is wrong. Indeed, assuming to know just the observation
and the model – as we in practise have to do with real data – the only
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thing we can do is to check necessary conditions that, generally, are not
sufficient. In this case, we expect to approximate well the observation, since
we correct the trajectory with this goal. Equivalently, we can check if, after
a certain moment, the value of the parameters remains constant. Usually,
what is done, is to run the method with the estimation obtained as x♦ and
ζ = [0; 0; 0; 0; 0]. If we are already near the correct initial condition, the
algorithm is going to return an output vector near to the input vector.
In this last example, we assume to know only the initial conditions cin1 (0)
and M (2)(0). In this case we fix x♦ = [0; 236; 0; 0; 0] and ζ = [0; 0; 0; 0; 0]
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Figure 3.17: EKF Simulation with input data: x♦ = [0; 236; 0; 0; 0] and
ζ = [0; 0; 0; 0; 0]
We present in Figure 3.17 the results of the simulation. The approxima-
tion returned are
kon kdep P
in
Correct 0.01 0.035 0.122
EKF 0.0096 0.0336 0.126
that results to be really good estimations.
In conclusion, we can say that the EKF Method is a really good method
when we have some information. Furthermore, during our study, we have
seen that the EKF could be used to obtain a first estimation on the orders
of magnitude of our variables. In fact – exploiting the fact that the algo-
rithm is extremely fast – we can make it run on several initial guesses with
different order of magnitudes. An analysis of the outputs could help us in
distinguishing a good approximation from a wrong one.
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Chapter 4
Conclusions
In this report we have shown that mathematicians could have an important
role in a contest of interdisciplinary research. A big effort should be done,
mostly at the beginning, to understand the biological contest. Thanks to the
continuous collaboration with biologists, we were finally able to formulate
a mathematical model coherent with reality and to give an mathematical
interpretation of the data. Anyway, the formulation of the inverse problem
and the implementation of the methods to solve it belong to the tasks of
mathematicians as well as performing the experiences is strictly a task for the
biologists. In conclusion, we have described how – referring to the biological
phenomenon of agglomeration-fragmentation proteins – conduct a complete
analysis on a toy-model and synthetic observations. This study can be a
good starting point to investigate more complicated models with the aim of
eventually work on real data.
In particular, we can prospect to work on other models
– allowing the kinetic parameters to be size dependent,
– considering a non null dimers concentration,
– introducing some of the processes from the second pathways.
Moreover, one can take into account
– a non null model noise ω,
– a non-linear observation operator H, in the formulation of the inverse
problem.
Let us remark that it is also possible to examine different kinds of bio-
logical experiences. For instance, there are biological tests that can measure
the first moment M1. One could use them to retrieve informations about
the monomers concentration c1, reminding the relation c1(t)+M
1(t) = M tot
∀t.
We can also prospect to deal with Lifshitz-Slyozov Theory. In this case
we have a model with partial differential equations and we could use results
of functional analysis to analyse theoretical aspects such as the observability
conditions. Furthermore, we can define an inverse problem associated to this
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new model. We can apply the data assimilation methods on it and eventually
obtain the function c(t, x), defined in Equation (1.1), that describes at every
time the concentration of polymer of size x. We could even go further and
discretise in space this function, obtaining a solution for the complete infinite
Becker-Do¨ring system.
Appendix A
Appendix : Perspective:
Lifshitz-Slyozov Theory
In this final part of the report we present some theoretical analysis. As
we have remarked in the last chapter finding theoretical results to satisfy
the observation condition would support the numerical results. It has not be
possible to derive conditions on the initial values working on the formulation
in System (3.1) and Equation (3.2). For this reason we propose to conduct
an analysis exploiting the Lifshitz-Slyozov formulation and its theoretical
background. In particular in the following we suggest a possible direction
of study on the simple case of Lifshitz-Slyozov equation as linear transport
equation
∂u
∂t
− k∂u
∂x
= 0 ∀(x, t) ∈ [0, L]× [0, T ] (A.1)
We call u0(x) the initial condition at time t = 0. We impose boundary
conditions
u(x, 0) = u0(x) ∀x ∈ [0, L] u(0, t) = u(L, t) ∀x ∈ [0, T ] (A.2)
The analytic solution of this differential equation is know and it is
u(x, t) = u¯0(x+ kt) ∀(x, t) ∈ [0, L]× [0, T ],
where u¯0(y) = u0([y]L).
In the following we consider that two different kinds of observations are
available. The first kind is z(x, t) = u|ω(x, t), where ω = (a, b) is an open,
nonempty subset of [0, L]. The observability condition then becomes
∃(C, T0) s.t. ∀T ≥ T0, ∀u0 ∈ L2([0, L])∫ T
0
‖u|ω‖2L2(ω) dt ≥ C
∫ L
0
|u0|2 dx,
with u solution of the Equation (A.1) with boundary condition (A.2).
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The second kind of observation is zα(t) =
∫ L
0 x
αu(x, t)dx ∀t ∈ [0, T ]. In
this case the inequality in the observability condition is∫ T
0
(∫ L
0
xαu(x, t)dx
)2
dt ≥ C
∫ L
0
|u0|2 dx. (A.3)
In the first case we find the conditions C = 1 and T0k > mes([0, L] \ ω). In
fact the periodicity of the solution and the knowledge of the analytic solution
enable us to recover all the information about the initial condition u0. On
the contrary, in the second case – even investigating in different directions –
we did not found parameters C and T0 verifying the observability condition.
Unfortunately this second case is more interesting for us because our measure
is of this kind.
For this reason we have to find other strategies. We propose a method
using the moments of a function that could lead to some interesting results.
Let us call µα(t) =
∫ L
0 x
αu(x, t)dx the α-th moment of the function u. We
can rewrite Inequality (A.3) as∫ T
0
µ2αdt ≥ C
∫ L
0
|u0|2 dx.
In particular, we find the necessary condition
µα = 0 ∀t =⇒ u0 = 0.
In our case, we work with biological data that are positive or null so we can
assume u0 ≥ 0. In this case, the necessary condition is verified since∫ L
0
xαu¯0(x+ kt)dx = 0 ∀t ⇒ xαu¯0(x+ kt) = 0 ∀t ⇒ u¯0(x+ kt) = 0 ∀t
⇒ u0 = 0.
We write down the differential system solved by the moments. Let us call
µ = [µ0, µ1, . . . , µN ] and µ˙ = [µ˙0, µ˙1, . . . , µ˙N ]. The objective is to obtain
a system of the form µ˙ = Aµ, for some matrix A, and then to verify an
observability test for it. For more details about observability tests we refer
to [21], [25].
We can see that for α ≥ 1
dµα
dt
=
∫ L
0
xα
∂u(x, t)
∂t
dx
= k
∫ L
0
xα
∂u(x, t)
∂x
dx
= −kα
∫ L
0
xα−1u(x, t)dx+ [kxαu(x, t)]|x=Lx=0
= −kαµα−1 + kLαu(L, t)
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and for α = 0 we obtain
dµ0
dt
= ku(L, t)− ku(0, t) = 0,
where, in the last equation, we use the periodicity of u. Hence the moments
system is 
dµα
dt
= −kαµα−1 + kLαu(L, t) for α ≥ 1,
dµ0
dt
= 0.
(A.4)
We would need to write u(L, t) in function of the moments. We looked
for a characterisation of functions that can be written in this way. We found
some hints that could be a good departing point for future studies.
To give an idea of the kind of informations we want to obtain by this
investigation let us consider a particular example. Let the function u0 be
with support in [L∗, L]. The function u(L, t) = u¯0(L + kt) = u0(kt) is zero
for 0 ≤ kt ≤ L∗, or rather – calling T ∗ = L∗/k – for t ∈ [0, T ∗]. In this case
and on this time window the System (A.4) above becomes
dµα
dt
= −kαµα−1 for α ≥ 1,
dµ0
dt
= 0.
The operator A is
0
−k . . .
−2k
−3k
. . .
. . .
−Nk 0

If we assume to observe the α-th moment the observation operator results
Hα = (0, . . . , 1, . . . , 0), with 1 in the α-th position and 0 in the others.
The Kalman Criterion states that the system x˙ = Ax is observable if
and only if the matrix
Q =

H
HA
...
HAN

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has rank N + 1. We will call Qα the matrix of Kalman Criterion associated
to the observation operator Hα. It results
Qα =

−(α− 1)k 0 . . . 0
−(α− 2)k
·
·
·
−k
0

that is clearly never full rank. This result is somewhat reasonable in fact with
our first hypothesis – selecting the time domain [0, T ∗] – we lose information
about the initial condition u0.
Appendix B
Appendix : Detailed
Calculation
Keeping in mind the System (3.6) we present the detailed calculation that
we have omitted before.
To obtain the discrete operator
Ak+1|k(xk) =

ck+11 =
ck1 + δtkdepP
in
1 + δtkonP in
M (2)
k+1
= M (2)
k
+ 2δt(M tot − ck1+δtkdepP in
1+δtkonP in
)(kon
ck1+δtkdepP
in
1+δtkonP in
− kdep)+
+ 2δtkdepP
in
kk+1on = k
k
on
kk+1dep = k
k
dep
P k+1 = P k
we use the Implicit Euler Method so we approximate
dx
dt
= G(x) ≈ x
i+1 − xi
δt
= G(xi+1).
53
54 APPENDIX B. APPENDIX : DETAILED CALCULATION
For the derivative of the discrete operator dxAk+1|k we have
∂ck+11
∂ck1
=
1
1 + δtkonP in
,
∂ck+11
∂M (2)
k
= 0,
∂ck+11
∂kon
k
= −(c
k
1 + δtkdepP
in)δtP in
(1 + δtkonP in)2
= − c
k+1
1 δtP
in
1 + δtkonP in
,
∂ck+11
∂kdep
k
=
δtP in
1 + δtkonP in
,
∂ck+11
∂P k
=
δtkdep(1 + δtkonP
in)− δtkon(ck1 + δtkdepP in)
(1 + δtkonP in)2
=
δtkdep − ck+11 δtkon
1 + δtkonP in
,
∂M (2)
k+1
∂ck1
=
∂M (2)
k+1
∂ck+11
∂ck+11
∂ck1
= 2δt[(M tot − ck+1)kon − (konck+11 − kdep)]
1
1 + δtkonP in
,
∂M (2)
k+1
∂M (2)
k
= 1,
∂M (2)
k+1
∂kon
k
= 2δt[((M tot − ck+11 )kon − (konck+11 − kdep))
∂ck+11
∂kkon
+ (M tot − ck+11 )ck+11 ],
∂M (2)
k+1
∂kdep
k
= 2δt[((M tot − ck+11 )kon − (konck+11 − kdep))
∂ck+11
∂kkdep
+−M tot + ck+11 + P in],
∂M (2)
k+1
∂P ink
= 2δt[((M tot − ck+11 )kon − (konck+11 − kdep))
∂ck+11
∂kkdep
+ kdep].
So calling Λ = (1 + δtkonP
in)−1 and Θ = Λ[(M tot − ck+1)kon − (konci+1 −
kdep)], we obtain
dxA
T
k+1|k(xk) =

Λ 2δtΘ
0 1 0
−ck+11 δtP inΛ 2δtck+11 (M tot − ck+11 − δtP inΘ) 1
δtP inΛ 2δt(−M tot + ck+11 + P in + δtP inΘ) 1
δt(kdep − ck+11 kon)Λ 2δt(kdep + δt(kdep − ck+11 kon)Θ) 1

For the derivatives of pag. 35 we recall the Expression (2.8)
M (2) = A+B(e−konP
int − 1) + C(e−2konP int − 1) + 2kdepP int (B.1)
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with A = M (2)
in
, B = − 2
P in
(M in + cin1 − ceq1 )(cin1 − ceq1 ) and C = (c
in
1 −ceq1 )2
P in
.
∂M (2)
∂cin1
= (e−konP
int − 1) ∂B
∂cin1
+ (e−2konP
int − 1) ∂C
∂cin1
= (e−konP
int − 1)[− 2
P in
(M tot − ceq1 )] + (e−2konP
int − 1)2(c
in
1 − ceq1 )
P in
=
2
P in
[−(M tot − ceq1 )(e−konP
int − 1) + (cin1 − ceq1 )(e−2konP
int − 1)];
∂M (2)
∂M (2)
in
= 1;
∂M (2)
∂kinon
= (e−konP
int − 1) ∂B
∂kinon
− P inte−konP intB + (e−2konP int − 1) ∂C
∂kinon
− 2P inte−2konP intC
= (e−konP
int − 1) −2c
eq
1
P inkon
(M tot + cin1 − 2ceq1 )− P inte−konP
intB+
(e−2konP
int − 1)2(c
in
1 − ceq1 )ceq1
P inkon
− 2P inte−2konP intC
=
2ceq1
P inkon
(e−konP
int − 1)[−(M tot + cin1 − 2ceq1 ) + (e−konP
int + 1)(cin1 − ceq1 )]
− te−konP int[−2(M in + cin1 − ceq1 )(cin1 − ceq1 ) + 2e−konP
int(cin1 − ceq1 )2]
=
2ceq1
P inkon
(e−konP
int − 1)[−M tot + ceq1 + e−konP
int(cin1 − ceq1 )]
− 2te−konP int(cin1 − ceq1 )[−M tot + ceq1 + e−konP
int(cin1 − ceq1 )];
∂M (2)
∂kindep
= (e−konP
int − 1) ∂B
∂kindep
+ (e−2konP
int − 1) ∂C
∂kindep
+ 2P int =
= (e−konP
int − 1)(− 2
P in
)(M tot − 2ceq1 + cin1 )(−
1
kon
) + (e−2konP
int − 1) 2
P in
(cin1 − ceq1 )(−
1
kon
)
+ 2P int
=
2
P in
(− 1
kon
)(e−konP
int − 1)(−M tot + 2ceq1 − cin1 + (e−konP
int + 1)(cin1 − ceq1 )) + 2P int;
∂M (2)
∂P in
= (e−konP
int − 1) ∂B
∂kinon
− konte−konP intB + (e−2konP int − 1) ∂C
∂kinon
− 2konte−2konP intC
+ 2kdept
= (e−konP
int − 1) 2
P in2
(M tot − ceq1 )(cin1 − ceq1 ) + konte−konP
int 2
P in
(M tot − ceq1 )(cin1 − ceq1 )
+ (e−2konP
int − 1)−(c
in
1 − ceq1 )2
P in2
− 2konte−2konP int (c
in
1 − ceq1 )2
P in
+ 2kdept
=
(cin1 − ceq1 )(e−konP
int − 1)
P in2
[2(M tot − ceq1 )− (cin1 − ceq1 )(e−konP
int + 1)]
+
2konte
−konP int(cin1 − ceq1 )
P in
[M tot − ceq1 − e−konP
int(cin1 − ceq1 )] + 2kdept;
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