Whereas the verification of non-safety-related, embedded software typically focuses on demonstrating that the implementation fulfills its functional requirements, this is not sufficient for safety-relevant systems. In this case, the control software must also meet application-specific safety requirements.
INTRODUCTION
Many of the innovations in the automotive field are results of the use of software-intensive systems in vehicles. The proportion of functions which are activated for regulatory or controlling purposes when the vehicle is in motion has risen steeply in the last few years. Especially in the case of safety-relevant functions, the quality of the control software is of the utmost importance.
Software development is not yet at the stage at which the quality of embedded control software can be ensured using constructive procedures alone. Their use must be supplemented with analytical procedures which detect errors in the software. Since there are currently no universally recognized measurement procedures for software quality, measuring is often replaced with dynamic testing [HV98] . Functional (black-box) test design techniques are mainly used for testing embedded control software, i.e. testing that focuses on demonstrating that the implementation fulfills its functional requirements. The test cases or test scenarios are predominantly created manually. In some cases, the functional test design techniques are also complemented with structural (white-box) test methods in order to demonstrate the structural integrity of the software.
For safety-related systems this approach is not sufficient. In this case, the control software must also meet application-specific safety requirements. Such safety requirements typically arise from the application of hazard and/or safety analysis techniques, e.g. Failure Mode and Effect Analysis (FMEA) [IEC60812] , Fault Tree Analysis (FTA) [IEC 61025] or Software Hazard Analysis and Resolution in Design (SHARD) [FMN+94] . During the downstream development process it must be shown that these safety requirements cannot be violated. This can be achieved utilizing different techniques. One way of providing evidence that violations of the safety properties identified cannot occur is to thoroughly test each of the safety requirements. As is the case for any other test problem, the search for suitable test cases/test scenarios and their appropriate description is of decisive importance.
Being universally applicable strategies for improvement and optimization, Evolutionary Algorithms (EA) have become widespread in a broad range of searching problems. Their application is based on a seemingly simple and easily comprehensible principle, namely 'Darwin's evolution paradigm' or, in other words, the principle of the 'survival of the fittest'. Like in nature, solutions are improved step-bystep, and optima are identified or approximated by applying variation and selection to a population of alternative solutions [VDI/VDE 3550] .
Prerequisites for the application of EA are the definition of the search space, in which solutions are searched for and of an objective function, with which the fitness of the solution proposals found can be evaluated.
The interpretation of the search for suitable test scenarios, which violate a given safety requirement, as an optimization problem and the subsequent use of EA to solve this problem leads to the concept of Evolutionary Safety Testing (EST) [Weg01] . Thereby, the search space is defined by a compact description formalism for possible input sequences.
In principle, the EST approach can be applied to different embedded control software development stages. In order to be able to incorporate the results of evolutionary safety testing early in the development process, it is, however, advisable to already apply the procedure to the executable model of the future software.
Here, EST should not be the only test design technique which is employed but rather it should be used together with others as part of an overall test strategy for automotive control software developed in a model-based way.
The remainder of the paper is structured as follows: Section 1 explains why sequence testing is necessary for cyclic software components which are typical for embedded automotive controls. Section 2 shows how evolutionary algorithms can be used to automatically generate realworld input sequences for the safety testing of embedded automotive control systems. An example is used to illustrate the entire process. In Section 3 we show how the evolutionary safety testing is incorporated into a modelbased test strategy. Related work is presented in Section 4.
CYCLIC SOFTWARE COMPONENTS AND SEQUENCE TESTING

CYCLIC SOFTWARE COMPONENTS
As embedded controls mostly interact with the outside world continuously via sensors and actuators, they must be able to process time-variable sensor signals and produce time-variable outputs.
When analyzing the software of those systems, a large class of implementations can be identified which use a implementation scheme whereby the control algorithm is triggered at regular time intervals by its environment to compute output values and an internal state from given inputs. This class is referred to as cyclic software components (cf. [GHD98] , [MK99] ). In the world of automotive controls it is very common for a software function to be based on an initialization and step function. Whereas the initialization function is only called once at the beginning, the step function is executed periodically e.g. every 10 ms. An adaptive cruise control system (ACC) which checks the velocity and distance to a preceding vehicle at regular intervals to find out if a safe distance is maintained, is an example of this system class.
Example ACC
If the driver so desires, the ACC system controls the speed of the vehicle whilst maintaining a safe distance from the preceding vehicle. The activated system monitors the section of road in front of the vehicle. If there is no preceding vehicle ('target') on this section, the system regulates the longitudinal vehicle speed in the same way as a conventional cruise control system. As soon as a preceding vehicle is recognized, the distance control function is activated which makes sure that the vehicle follows the vehicle in front at the same speed and at a safe distance. In the model-based development process [Rau03] , [KCF+04] , the ACC is first described using an executable Simulink/Stateflow [SLSF] model. The structure of the overall system is presented in Figure 1 . Besides the actual ACC system, there are two preprocessing systems for the recognition of preceding vehicles (TargetDetermination) and the evaluation of the current pedal values (PedalInterpretation). A system for parts of the plant model (VehicleModel, ManualMode) also exists. These make a closed loop test of the entire system, including the vehicle and the vehicle in front, possible. A more detailed description is contained in [CH98] and [Con04] .
If a cyclic software component such as the ACC is to be simulated with realistic input data during the test and if a system reaction is to be induced, the test inputs must be given as time-variable signal waveforms.
SEQUENCE TESTING
In principle, the testing of cyclic software components can be performed in different ways.
Single input-state-pairs
The approach traditionally used is to generate pairs of internal states and input situations as shown in Figure 2 . This means that a test case represents a certain point in time within a test sequence. For this, internal states have to be set directly. This approach works well for simple software components but raises several problems.
The direct setting of internal states is not possible in all cases and requires changes to be made to the test object. When generating the internal states, the test environment has to make sure that the states produced are valid according to the specification. Forcing the system into a generated state is, in most cases, not useful for the tester. This is because the tester has to use the test data generated to analyze software bugs. He first needs to ascertain how to produce the initial state which caused the problem. In other words, he has to manually reconstruct the initial part of the relevant sequence. This information is not provided by the test environment. 
Input sequences
For complex systems it is necessary to provide real input sequences.
(a) Extensional input sequences: Within this group, one approach is to create lists of inputs for sequential calls of the function under test. This means that a test sequence is formed using a list element for each point in time in the test sequence. In other words, the test sequence is represented by enumerating / listing all of its elements (Figure 3) .
As a rule, this approach leads to long and low-level test descriptions, but is often sufficient for software components based on pure state models. Intensional descriptions can be very compact and comprehensive and are also often easier to understand for humans. A test sequence can be described using substantially less parameters than is the case for extensional input sequences. test sequence The two variants for describing tests with input sequences are, from the tester's perspective, the better solution, since they guarantee that the software component is tested in the same way as it will later be used.
Test approaches which use test sequences (as opposed to single input-state-pairs) in order to stimulate the actual test object will be referred to as sequence testing (approaches) from here on. Within sequence testing, test inputs and system reactions are not considered to be static values but rather time-variable signal waveforms.
Evolutionary algorithms (EA) have been used to search for data for a wide range of applications. EA is an iterative search procedure using variation and selection to copy the behavior of biological evolution. They work in parallel on a number of potential solutions, the population of individuals. In every individual, permissible solution values for the variables of the optimization problem are coded. The range of possible variable values of the individuals spans the search space of the optimization problem.
The fundamental concept of evolutionary algorithms is to evolve successive generations of increasingly better combinations of those parameters which significantly affect the overall performance of a design. Starting with a selection of good individuals, the evolutionary algorithm achieves the optimum solution by exchanging information between these increasingly fit samples (recombination) and introducing a probability of independent random change (mutation). The adaptation of the evolutionary algorithm is achieved by the selection and reinsertion procedures used because these are based on the fitness of the individuals. The selection procedures control which individuals are selected for reproduction depending on the individuals' fitness values. The reinsertion strategy determines how many and which individuals are taken from the parent and the offspring population to form the next generation. The fitness value is a numerical value that expresses the performance of an individual with regard to the other individuals in the population so that different designs may be compared. The notion of fitness is fundamental to the application of evolutionary algorithms. Figure 5 gives an overview of a typical procedure for evolutionary algorithms. First, an initial population of guesses as to the solution of a problem is initialized, usually at random. Each individual in the population is evaluated by calculating its objective value. Afterwards, the fitness of each individual is calculated by ranking the objective values of all the individuals of the population. The remainder of the algorithm is iterated until the optimum is achieved, or another stopping condition is fulfilled. Pairs of individuals are selected from the population according to the pre-defined selection strategy, and are combined in some way to produce a new guess in an analogous way to biological reproduction. Combination algorithms are many and varied. Additionally, mutation is applied. The new individuals are evaluated for their objective value (and fitness), and survivors into the next generation are chosen from the parents and offspring, often according to fitness though it is important to maintain diversity in the population to prevent premature convergence to a sub-optimal solution.
For the optimization we employed extended evolutionary algorithms. This includes the use of multiple subpopulations, each using a different search strategy. We also used competition for limited resources between these subpopulations.
For a detailed discussion of evolutionary algorithms and the extensions used see [Poh99] . The algorithms employed are implemented in the widely used MATLAB based 'Genetic and Evolutionary Algorithm Toolbox for use with Matlab -GEATbx' [Poh05] . It consists of a large set of operators e.g. real and integer parameter, migration and competition strategies.
When using EA for a search problem, it is necessary to define the search space and the objective (fitness) function.
EVOLUTIONARY ALGORITHMS FOR SEQUENCE TESTING
Evolutionary Testing uses EA to test software automatically. The different software test objectives formulate requirements for a test case / test sequence to be generated. Until now, the generation of such a set of test data usually had to be carried out manually. Automatic software testing generates a test data set automatically, aiming to fulfill the requirements in order to increase efficiency and resulting in an enormous cost reduction.
The general idea is to divide the test into individual test objectives and to use EA to search for test data that fulfills each of the test objectives.
In the past, evolutionary testing has proven itself to be of value for different testing tasks:
• Evolutionary temporal behavior testing [Weg01] • Evolutionary structural testing: Evolutionary Structural
Testing has the goal of automating the test case design for white-box testing criteria [BSS02] . Taking a test object, namely the software under test, the goal is to find a test case set (selection of inputs) which achieves full structural coverage
Depending on the task and test objective, both single input-state-pairs and test sequences can be created by the evolutionary test as stimuli for the test object.
Since complex dynamic systems, like the ACC, must be evaluated over a long time period (longer than the highest internal dead time or time constant), such systems must be tested by using input sequences. Furthermore, they must not be stimulated for only a few simulation steps, but rather the input signals must be up to hundreds or thousands of time steps long. Long input sequences are therefore necessary in order to realistically simulate these systems. As a consequence, the output sequences to be monitored and evaluated have the same duration.
Example ACC
In order to check the correct reaction of the ACC system with regard to speed changes of the vehicle in front, the length of realistic test sequences has to be in the magnitude of some 10s. Assuming a sampling rate of 10ms for the cyclic ACC software component, this results in input (and subsequently) output sequences which are some 1000 time steps long.
Several disadvantages result from the length of the sequences necessary: using extensional sequence descriptions, the number of variables to be optimized and the correlation between the variables is very high. For this reason, one of the most important aims is the development of a very compact, intensional description for the input sequences. Such a description has to contain as few elements as possible but, at the same time, offer a sufficient amount of variety to stimulate the system under test as much as necessary.
Moreover, possibilities for automatically evaluating the system reactions must be developed, which allow differentiation between the quality of the individual input sequences.
The generation of test sequences for dynamic real-world systems poses a number of challenges:
• The input sequences must be long enough to stimulate the system realistically.
• The input sequences must possess the right qualities in order to stimulate the system adequately. This concerns aspects such as data type of the signal, speed and rate of signal changes.
• The output sequences must be evaluated regarding a number of different conditions / properties. These conditions/properties are often contradictory and several of them can be active simultaneously.
In order to develop a test environment for the functional test of dynamic systems which can be applied in practice, the following steps must be completed:
• definition of the test objective, i.e. the safety property to be violated, • description of the search space, i.e. the description of the input sequences, • description of the objective (fitness) function in order to evaluate output sequences regarding the test objective, • assessment of counter examples generated
DEFINITION OF THE TEST OBJECTIVE
In order to utilize evolutionary sequence testing for safety testing, the test objective is to violate a safety requirement resulting from a hazard and/or safety analysis.
Example ACC A major requirement for the ACC system is to maintain a 'safe' distance to the vehicle in front. More precisely the desired distance d des between one's own and the target vehicle is defined according to the German 'Tacho-halbeRegel' by:
For normal road conditions the distance factor is 1, for wet or icy roads >1.
A derived safety requirement could be that the actual distance d act is not allowed to go below the d des by more than 10m. In other words:
DESCRIPTION OF THE SEARCH SPACE
In order to define the search space, we have to deal with a number of descriptions. At the beginning, there is the compact description of the search space given by the safety tester (compact search space description). Finally, we need the individual (sampled) signals, which are used as inputs for the simulation (extensional test sequences). In between, there are the boundary descriptions of the variables to be optimized (optimization variable boundaries) and the instantiation of the individual sequences (intensional test sequences). These different sequence description levels are illustrated in Figure 6 . For an intensional sequence description, each signal of a long simulation sequence is subdivided into consecutive sections. Each section is parameterized by the variables: section length, signal amplitude (at the beginning of the section) and interpolation function. Typical interpolation functions are, for instance, step, ramp (linear), impulse, sine and spline.
Only the admissible ranges for these parameters are specified for the optimization. In this way, the boundaries are defined, within which the optimization generates solutions which are subsequently evaluated by the objective function with regard to their fitness.
The signal amplitude of each section can be defined absolutely or relatively. The length of the section is always defined relatively (to ensure the monotony of the signal). The interpolation functions are given as an enumeration of possible types. These boundaries must be defined for each input of the system. For nearly every real-world system these boundaries can be derived from the specification of the system under test.
Example ACC An example of an input sequence description in the MATLAB .m scripting language is provided in Figure 7 . Figure 8 provides an example of an extensional sequence generated by the optimization based on the settings given in Figure 7 . The ACC system under test has 5 inputs (see Figure 1) . We use 10 sections for each sequence. The amplitude for the brake and accelerator pedal can change between 0 and 100, the control lever can only have the values 0, 1, 2 or 3.
In real-world applications the variety of an input signal is often constrained with regard to possible base signal types. An example of this is the control lever in Figure 7 . This input contains only impulses as the base signal type.
To generate a further bounded description, it is possible to define identical lower and upper bounds for some of the other parameters. In this case, the optimization has an empty search space for this variable -this input parameter is a constant. An example is the distance factor in Figure 8 . This input signal is always set to a constant value of 1. Thus, it is not part of the optimization (but is used as a constant value for the generation of the internal simulation sequence).
The different descriptions ensure that the requirements for an adequate simulation of the system and a very compact and comprehensible description by the tester are fulfilled. The compact description is used for the optimization, ensuring a small number of variables. (1)
Only this compact description opens up the opportunity to optimize and test real-world dynamic systems within a realistic time frame.
DESCRIPTION OF THE OBJECTIVE FUNCTION
The test environment must perform an evaluation of the output sequences generated by the simulation of the dynamic system. These output sequences must be evaluated regarding the optimization objectives. During the test, we always search for violations of the defined requirements. Possible aims of the test are to check for violations of:
• signal amplitude boundaries, • maximal overshoot or maximal settlement time.
Each of these checks must be evaluated over the whole or a part of the signal lengths and an objective value has to be generated. An example of the violation of signal amplitude boundaries is given in Figure 9 . A minimal and maximal amplitude value is defined for the output signal y. In this example the output signal violates the upper boundary. The first violation is a serious violation as the signal transgresses the bound by more than a critical value y c (parameter for this requirement). In this case, a special value indicating a severe violation is returned as the objective value (value -1), see equation (2). The second violation is less severe, as the extension over the bound is not critical. At this point an objective value indicating the closeness of the maximal value to the defined boundary is calculated. This two-level concept allows a differentiation in quality between multiple output signals violating the bounds defined. The direct calculation of the objective value is provided in equation (2). A similar assessment is used for calculating the objective value of the overshoot of an output signal after a step in the respective reference signal. First, the maximal overshoot value is calculated. Next, the relative height of the overshoot is assessed. A severe overshoot outside the specification returns a special value (again -1). This special value is used to terminate the current optimization. The test was successful, as we were able to find a violation of the specification and thus reach the aim of the optimization. In all other cases, an objective value equivalent to the value of the overshoot is calculated (similar to equation (2)). Each of the requirements tested produces one objective value. For nearly every realistic system test we receive multiple objective values. In order to assess the quality of all objectives tested we employ multi-objective ranking as supported by the GEATbx [Poh05] . This includes Paretoranking, goal attainment, fitness sharing and an archive of previously found solutions.
Example ACC
With an active ACC, the car can be accelerated only by pushing the control lever upwards (the respective input value is 1). The car is decelerated by pushing the control lever downwards (input value: 2). Besides the amplitude of the input control lever, the relative length of the signal sections could be changed between 1 and10. The results of a successful optimization are shown in Figures 11 and 12. The optimization process is visualized in Figure 11 . The left graph presents the progress of the best objective value over all the generations. The optimization continually finds better values. In the 83 rd generation a serious violation is detected and an objective value of -1 returned. The middle graph presents the variables of the best individual in a color quilt. Each row represents the value of one variable over the optimization. The graph on the right visualizes the objective values of all the individuals during the optimization (generations 1 to 82).
The graphs in Figure 12 provide a much better insight into the quality of the results, visualizing the problem-specific results of the best individual of each respective generation. The input of the control lever is shown in the two top most graphs. The resulting velocity of the car is presented below. The graphs are taken from the 3 rd (left) and 83 rd generation (right). At the beginning the actual distance d act (bottom graph left) is far above the critical boundary. During the optimization, the velocity is increased (the control lever is pushed up more often and at an earlier stage as well as being pushed down less frequently). Additionally, the velocity of the target car is low (nearly the whole time at the defined lower boundary) during the whole scenario (3 rd graph from the top). At the end an input situation is found, in which the actual distance d act is smaller than the bound specified (bottom graph right). By looking at the respective input signals the developer can check and change the implementation of the system. During optimization we employed the following evolutionary parameters: 20 individuals in 1 population, discrete recombination and real valued mutation with medium sized mutation steps, linear ranking with a selection pressure of 1.7 as well as a generation gap of 0.9. Other tests with a higher number of relevant input signals and thus more optimization variables employ 4-10 subpopulations with 20-50 individuals each. In this case, we use migration and competition between subpopulations. Each subpopulation uses a different strategy by employing different parameters (most of the time differently sized mutation steps).
ASSESSMENT OF COUNTER EXAMPLES
In the context of an automatic safety test it is of central importance that the test sequences which were generated automatically (counter examples) undergo an intensive analysis (assessment) carried out by human experts. Therefore, it is useful to provide a graphical notation for the generated input sequences which caters for the human tester [Con01] . Moreover, for the seamless integration of the test sequences resulting from EST with test sequences generated by other test design techniques, it is desirable to have input sequences depicted in the same way as other functional test scenarios.
For this purpose, one possibility would be to apply the extended classification-tree notation, which is used in the context of the Classification-tree Method for Embedded Systems (CTM EMB ) [Con04] , [Con04a] .
The CTM EMB notation allows a comprehensive graphical description of time-dependent test sequences by means of abstract signal waveforms that are defined stepwise for each input. Example ACC Figure 13 shows an example of the visualization of the counter example given in Figure 12 by means of the CTM EMB notation. The manual assessment shows that the input sequence which leads to the violation of the given safety requirement could occur in reality too. This means the algorithms or parameters of the ACC function must be modified and the evolutionary safety test has to be repeated. 
ACC
MODEL-BASED TEST STRATEGY
A singular testing technique does not generally lead to sufficient test coverage. Therefore, in practice, the aim is for complimentary test design techniques to be combined in the most adequate way to form a test strategy. The aim of an effective test strategy is to guarantee a high probability of error detection by combining appropriate testing techniques. An effective model-based test strategy must adequately take into account the specifics of model-based development and especially the existence of an executable model.
A model-based test strategy which integrates evolutionary safety testing is outlined in the following. The systematic functional model test based on the functional specification, the interfaces, and the executable model forms the focal point of such a model-based test strategy. In addition, an adequate structural test criterion is defined on model level, with the help of which the coverage of the tests thus determined can be evaluated and the definition of complementary tests can be controlled [Con04a] . If sufficient test coverage has thus been achieved on model level, the model should be mature enough to start safety testing.
Based on the safety requirements, the EST approach should be applied to every given safety requirement in order to aggressively try to generate counter examples.
If the EST process leads to one or more counter examples, those examples have to be assessed carefully. If the counter examples are impossible in practice, the search space description has to be adapted in order to avoid those scenarios in future. If scenarios described by the counter examples could happen in practice, the model or its parameter has to be corrected. After that, the model test has to be repeated: all existing model tests have to be repeated. By doing this, the tester has to ensure that the structural coverage is still sufficient and that all the tests lead to valid system reactions. Finally, the EST process has to be repeated. If no new counter examples are generated, the code generation can be started. All model test sequences can be reused for testing the control software generated from the model and the control unit within the framework of back-to-back tests. In this way, the functional equivalence between the executable model and derived forms of representation can be verified ([BCS03] , [CSW04] ).
The proposed model-based test strategy can be tool supported by integrating the different tools for creating test sequences into the model-based testing environment MTest ([LBE+04] , [MTest] ). 
RELATED WORK
Within the framework of model-based development, the derivation of safety requirements on model level can be supported by special model-based hazard/safety analysis techniques ( [GC04] , [PMS01] ).
The instrumentation of the executable models with watchdogs/assertions (see e.g. [Rau99] , [Reactis] , [SL-VV]) or model checking of safety properties (cf. [EmbVal] ) are alternative or supplementary techniques for checking the fulfillment of safety requirements.
Test design techniques which can be applied to black-box model testing are described in [HPP+03] , [CFS04] , [Con04] , [Con04a] , [HSM+04] , and [LBE+04] . [HSM+04] White-box test design techniques for models are discussed in [Ran03] , [Lin04] , and [HSP05] .
An approach for safeguarding the transformation from the tested model into code, i.e. the code generation, is described in [SC03] .
CONCLUSION
In this paper we have presented the use of evolutionary sequence testing for the safety testing of embedded automotive control systems.
We have presented a small selection of the results. The results show the new test method to be promising. It was possible to find test sequences, without the need for user interaction, for problems which could previously not be solved automatically.
During the experiments a number of issues were identified which could further improve the efficiency of the test method presented. It is necessary to include as much of the existing problem-specific knowledge in the optimization process as possible.
A systematic approach for the selection of test scenarios and a notation for their appropriate description must therefore form the core elements of a safety testing approach for automotive control software. In order to allow testing to begin at an early stage, test design should build upon development artifacts available early on, such as the specification or an executable model.
