Let X be a smooth complex variety. It was shown in [MSV] that the complex cohomology algebra H * (X) may be obtained as a cohomology of a certain vertex algebra H ch (X) canonically associated with X. By definition, H ch (X) = H * (X; Ω ch X ), where Ω ch X is a sheaf of vertex superalgebras constructed in [MSV]. (If X is compact, then H ch (X) may be called chiral Hodge cohomology algebra of X.) The algebra H ch (X) is equipped with a canonical odd derivation Q of square zero, and the cohomology of H ch (X) with respect to Q is equal to H * (X).
1 and Vadim Schechtman Let X be a smooth complex variety. It was shown in [MSV] that the complex cohomology algebra H * (X) may be obtained as a cohomology of a certain vertex algebra H ch (X) canonically associated with X. By definition, H ch (X) = H * (X; Ω ch X ), where Ω ch X is a sheaf of vertex superalgebras constructed in [MSV] . (If X is compact, then H ch (X) may be called chiral Hodge cohomology algebra of X.) The algebra H ch (X) is equipped with a canonical odd derivation Q of square zero, and the cohomology of H ch (X) with respect to Q is equal to H * (X).
In a very interesting paper [B] Borisov defined for a toric complete intersection X a certain vertex superalgebra V (X) equipped with an odd derivation of square zero so that H ch (X) equals the cohomology of V (X) with respect to this derivation. It follows that H * (X) may also be represented as the cohomology of V (X) with respect to another odd derivation d.
In the present note we concentrate on the case X = P N . We include Borisov's algebra V (P N ) together with derivation d in a one-parameter family (V q (P N ), d q ) of vertex superalgebras with an odd derivation so that the cohomology of V q (P N ) with respect to d q is equal to the quantum cohomology algebra of P N .
At the end of the note we get similar (partial) results for some hypersurfaces in P N . §1. Borisov's construction 1.1. Lattice vertex algebras. Let L be a free abelian group on 2N generators A i , B i , 1 ≤ i ≤ N . Give L an integral lattice structure by defining a bilinear symmetric Z-valued form
Introduce the complexification of L:
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The bilinear form (., .) carries over to h L by bilinearity. Let
be a Lie algebra with bracket
Associated with L there is a group algebra C [L] with basis e α , α ∈ L, and multipliciation e α · e β = e α+β , e 0 = 1, α, β ∈ L.
Denote by S hL the symmetric algebra of the space h L ⊗ t −1 C[t −1 ]. The space S hL ⊗ C[L] carries the well-known vertex algebra structure, see for example [K] . Borisov proposes to enlarge this lattice vertex algebra by fermions as follows.
We tacitly assumed that h L is a purely even vector space:
Thus Πh L is a purely odd vector space with basis Ψ i , Φ i carrying the following odd bilinear form:
Given all this, one defines the Clifford algebra, Cl hL , to be the vector superspace
Let Λ hL be the symmetric algebra of the superspace
(If we had been allowed to forget about the parity, we would have equivalently defined Λ hL to be the exterior algebra of the indicated space.) The space Λ hL carries the well-known vertex algebra structure, see for example [K] .
Finally let
Being a tensor product of vertex algebras, V L is also a vertex algebra.
1.2.
Explicit description of the vertex algebra structure on V L . To simplify the notation, we identify C[L] with the subspace 1 ⊗ 1 ⊗ C [L] . As anĥ L ⊕ Cl hL -module, V L is a direct sum of irreducibles and there is one irreducible module, V L (α), for each α ∈ L. V L (α) is freely generated by the supercommutative associative algebra S hL ⊗ Λ hL from the highest weight vector e α . The words "highest weight vector" mean that the following relations hold:
In fact, the multiplication by e β provides an isomorphism ofĥ L1 ⊕ Cl hLmodules:
Let us now define the state-field correspondence, that is, attach a field
As has become customary, we shall write
We have:
In particular, (x −1 e 0 )(z) = x(z).
We continue in the same vein:
where
Finally,
The vertex algebra structure on V L is equivalently described by the following family of n-th products (n ∈ Z):
where x(z)z n stands for the linear transformation of V L equal to the coefficient of z −n−1 in the series x(z).
.., N . Any smooth toric variety X can be defined via a fan, Σ, that is, a collection of "cones" lying in L A . Borisov uses such Σ to define a certain degeneration, V Σ L , of the vertex algebra structure on V L . He further shows that the cohomology of
where Ω ch X is the chiral de Rham complex of [MSV] . Let us describe the outcome of this construction in the case when X = P N .
Consider the following set of N + 1 elements of
Define the cone ∆ i ⊂ L A to be the set of all non-negative integral linear combinations of the elements ξ 1 , ..., ξ i−1 , ξ i+1 , ..., ξ N +1 . It is easy to see that L A = ∪ i ∆ i and the intersection ∆ i ∩ ∆ j is a face of both ∆ i and ∆ j . The fan Σ in this case is the set {∆ 1 , ..., ∆ N +1 }.
We now define V Σ L to be a vertex algebra equal to V L as a vector space with n-th product (n),Σ as follows:
where (n) stands for the n-th product on V L . The fact that these new operations satisfy the Borcherds identities can be proved by including both V L and V Σ L in a 1-parameter family of vertex algebras; this will be done in 2.1.
Here we exhibit a family of vertex algebras,
cf. the end of sect.8 [B] . Define the height function ht : L A → Z > as follows. It is easy to see that each α ∈ L A is uniquely represented in the form
so that all n i ≥ 0 and #{i :
where n 1 , ..., n N are as in (2.1).
Define the linear automorphism
by the formula
Define V L,q to be the vertex algebra equal to V L as a vector space with the following n-th product:
is a vertex algebra isomorphism. It is also easy to see that if i n i A i and i n ′ i A i belong to the same cone from Σ, then
Two things follow at once: first, the operations
are well defined and satisfy the Borcherds identities; second, the vertex algebra, V L,0 , obtained in this way is isomorphic to V Σ L . By the way, this remark proves that V Σ L is indeed a vertex algebra. To get a better feel for this kind of deformation, and for the future use, let us consider the subspace C[L A ] ⊂ V L,q with basis e α , α ∈ L A . The (−1)-st product makes this space a commutative algebra. The subspace C[∆ j ] defined to be the linear span of e α , α ∈ ∆ j , is a polynomial ring on generators e ξ1 , ..., e ξj−1 , e ξj+1 , ..., e ξN+1 . For example, if we denote 
N , then the last equality rewrites as follows:
and a moment's thought shows that in fact
Being a group algebra, C[L A ] carries another algebra structure, a priori different from the one we just described and independent of q. We see that the two structures are isomorphic if q = 0; at q = 0, however, the one we just described degenerates in an algebra with zero divizors.
The algebra
where the summation with respect to repeated indices is assumed.
One checks that the Fourier components of these 4 fields satsify the commutation relations of the N = 2 algebra. It is also easy to see that the fields G(z), L(z) commute with Borisov's differential D, see (1.1), and therefore define the fields, to be also denoted
The fields Q(z), J(z) do not commute with D, but their Fourier components Q 0 = Q(z) and J 0 = J(z) do:
Thus we get 2 operators, to be also denoted
A glance at the formulas on p. 17 of [B] shows that the isomorphism
with the fields (operators) constructed in [MSV] and denoted in the same way. One of the main results of [MSV] then gives
Further, the algebra structure of
2.3. Deformation of the algebra structure.
It follows from the proof of Theorem 2.3 below that the cohomology (2.2) can be calculated in the reversed order:
Note that D and Q 0 can also be regarded as well-defined operators acting on the deformed algebra:
It is immediate to see that
Indeed, the formulas of 1.2 imply the following OPE:
Thus it is natural to take the space
Proof.
It follows from 1.2 that the space ∩ j KerA j 0 ∩ KerL 0 is a linear span of elements of the form:
Formula (2.5) shows that the restriction of Q 0 to this subspace is 0. Thus
The (−1)-st product makes this subspace a supercommutative algebra. In the same way as in 2.1 we get an isomorphism
where Φ 1 , ..., Φ N are understood as grassman variables ([
Step 1), we have to restrict D to
The isomorphism
is simply the Koszul resolution of the algebra
associated with the sequence x 1 − T, x 2 − T, ..., x N − T . This sequence is regular and we get at once
It is easy to infer from Borisov's proof of Theorem 1.3 that the element T = e −A 1 −···−A N ∈ V L,q is a cocycle representing the cohomology class proportional to that of a hyperplane in P N . This means that the deformation of H * (P N ) we obtained coincides with the standard one, except that for some reason q happened to be raised to the power of N .
Reduction to a single differential.
Of course it would be nicer to get H * (P N ), or its deformation, as the cohomology of this or that vertex algebra with respect to a single differential rather than to compute a repeated cohomology.
It is no wonder, in view of Theorem 2.3, that this assertion is a result of computation of a certain spectral sequence. We shall use several spectral sequences arising in the following situation, which is slightly different from the standard one. Let W = ⊕ +∞ n=−∞ W n be a graded vector space with two commuting differentials
There arise the total differential d = d 1 + d 2 and the cohomology H d1+d2 (W ). Note that this cohomology group is not graded since d 1 and d 2 map in opposite directions. We can, however, introduce the filtration
and there arises a filtration H d1+d2 (W ) ≤n on the cohomology and the graded object GrH d1+d2 (W ).
It is straightforward to define a spectral sequence
the first three terms being as follows:
In the situation pertaining Theorem 2.4 we take V L,q for W , Q for d 1 , and D for d 2 . The space V L,q is graded by fermionic charge; this grading is defined by letting degree of Ψ i j be equal −1, degree of Φ
and we get a spectral sequence
Observe that the grading by fermionic charge and the corresponding filtration are infinite in both directions. Therefore, the standard finiteness conditions that guarantee convergence of spectral sequences fail. Nevertheless the following lemma holds true.
(r) } converges to H Q+D (V L,q ) and collapses: 
≤n be a cocycle. This means that there is a "chain" of elements
and the following holds
We now repeatedly use the condition H Q (V L,q [α]) = 0 and (2.10) to construct another chain y i ∈ V L,q [α] n−2i−1 , i ≥ 0, satisfying
n−2i+1 so that Q(y i )+ D(y i−1 ) = x i , we calculate as follows:
Due to (2.10), the last expression rewrites as DQ(y i ) + Q(x i+1 ) and we get
Therefore, Q(D(y i )−x i+1 ) = 0 and there is y i+1 so that Q(y i+1 ) = −D(y i )+x i+1 as desired.
Formally, (2.11) means that
and what does not allow us to conclude immediately that x = ∞ i=0 x i is a coboundary is that the sum ∞ i=0 y i looks infinite. To complete case 1) it remains to show that y i = 0 for all sufficiently large i. This is achieved by the following dimensional argument. Note that by construction
where k is a number independent of i. Indeed, each application of D changes m j by at most 1, Q preserves m j , and the linear estimate of m j follows. On the other hand we have an explicit formula for L 0 (see the beginning of 2.2), and this formula implies that the smallest eigenvalue of L 0 restricted to Λ n−2i−1 hL is nonnegative and grows faster than a polynomial of degree 2, say q(i), as i → +∞. The same formula gives
Therefore, if y i = 0, then it is a sum of eigenvectors associated to eigenvalues of L 0 greater or equal q(i) − (α 1 + · · · α n )ki. Since this number tends to +∞ as i → +∞, we arrive at contradiction with the assumption L 0 y i = α N +1 if i is sufficiently large. Hence, y i = 0 for all sufficiently large i, each cocycle is a coboundary, and case 1) is accomplished.
2) α = 0. As we saw in the beginning of the proof of Theorem 2.3, the restriction of Q to V L,q [0] is 0 and, by definition, the complex (
(1) ). §3. Deforming cohomology algebras of hypersurfaces in projective spaces Let L → P N be a degree −n < 0 line bundle, L * → P N its dual, s ∈ Γ(P N , L * ) a global section so that its zero locus Z(s) ⊂ P N is a smooth hypersurface. The way Borisov calculates the cohomology of the chiral de Rham complex over Z(s) is as follows.
Extend the lattice (L, (., .)) introduced in 1.1 to the lattice (L, (., .)) so that
There arises the corresponding lattice vertex algebra VL. Observe that any subset L ′ ⊂L closed under addition gives rise to the vertex subalgebra V L ′ ⊂ V L generated by hL and ClL from the highest weight vectors e β , β ∈ L ′ ; see 1.1-1.2. In our geometric situation letL n be the span of B i (i = 1, ..., N ), B u with arbitrary integral coefficients and
The vertex algebra VL n affords a degeneration, V Σ Ln , and includes in a family, VL n ,q , q ∈ C, in the same way the algebra V L did, see 1.3, 2.1. To construct V Σ Ln , consider the following N + 1 elements ofL : Similarly, the family VL n ,q , q = 0, is defined by repeating word for word the definition of V L,q in 2.1. This family extends "analytically" to q = 0 if n ≤ N + 1 and we again obtain an isomorphism
(3.1) (The condition n < N + 1 will be clarified below.)
Borisov's differential is as follows:
(For the future use let us note that the right hand side of this equality can be rewritten as a sum over lattice points:
It is obvious that D ∈ End(VL n ,q ) and D 2 = 0; therefore there arise the coho-
Borisov proposes to calculate the chiral de Rham complex over the hypersurface Z(s) ⊂ P N by means of a certain Koszul-type resolution of the complex Ω ch L . The combinatorial data that determine s ∈ Γ(P N , L * ) consists of the finite set
and a function g :
It is easy to see that
Therefore, there arise the cohomology groups H D+Kg (VL n ,q ) and
All the vertex algebras in sight being topological (see the beginning of 2.2), Theorem 3.2 and the main result of [MSV] give
This prompts the following Conjecture 3.3. If n < N + 1, then the algebra H D+Kg (VL n ,q ) 0 is isomorphic to the quantum cohomology algebra of Z(s).
Unfortunately we do not have a proof of this conjecture; we cannot even prove that H D+Kg (VL n ,q ) 0 is a deformation of H * (Z(s)). What we know is collected in the following Before turning to (iii) let us note that a quantum version of this argument gives:
Indeed, again by definition (as in the end of 2.1), the subalgebra of VL n ,q generated by e and the restriction of D to this supercommutative algebra coincides with the Koszul differential associated with the regular sequence x i − T, u − nT (i = 1, ..., N ). The relation (3.8) follows at once. By the way, the appearance of N + 1 − n as a power of q in (3.8) explains why the condition n < N + 1 was imposed in (3.1).
Return to the proof of (iii). In this case the quantum cohomology algebra is isomorphic to the algebra of functions on an N -point set. Because of (ii), A q is isomorphic to C[T ]/p(T ), degp(T ) = N , and, because of (3.8), p(T ) divides T N +1 − q N T . The latter has no multiple roots. Hence A q is also the algebra of functions on an N -point set.
(iv) follows from the same spectral sequence that was used for the proof of (ii): due to (3.6b) H * (Z(s), Ω ch Z(s) ) 0 = C[x, y]/(x 2 , y 2 ) and the elements x, y are annihilated by all higher differentials because on the one hand x, y ∈ H 1 (Z(s), Ω ch Z(s) ) and on the other hand it is true in general that all d (r) , r ≥ 1, send H 1 (Z(s), Ω ch Z(s) ) to 0. The rest follows from (3.8), which in this case reads as follows:
We finish by making a couple of Remarks. (i) By Corollary 9.3 of [G] , the cohomology class p of a hyperplane section satsifies in the quantum cohomology of Z(s) the relation p N = qn n p n−1 .
The amusing similarity between this equality and (3.8) suggests that A q might be equal to C[T ]/(T N − q N +1−n n n T n−1 ).
(ii) Borisov's suggestion to treat the mirror symmetry as a flip interchanging A's and B's seems to be working in our "quantized" situation as well. Compare (3.5) with (3.2b) to note that D and K g are sums over two sets of lattice points defined by self-dual condition (3.3). Hence the A − B flip changes D to a similar differential to be associated with the mirror partner of Z(s). Of course the vertex algebra VL n bears a certain asymmetry, since not all elements of the type e j nj A j +nuA u are allowed, but Borisov's "transition to the whole lattice" (see Theorem 8.3 in [B] ) and the above spectral sequence seem to straighten things out.
