ABSTRACT Completely Automated Public Turing test to tell Computers and Humans Apart (CAPTCHA) recognition is one of the most important branches in CAPTCHA research. The existing CAPTCHA recognition methods based on Deep Convolutional Neural Network (DCNN) have low recognition accuracy in confusion class. To solve this problem, a novel method of selective learning confusion class for text-based CAPTCHA recognition is presented. First, a frame with two-stage DCNN is proposed, which integrates all-class DCNN and confusion-class DCNN. Second, a confusion relation matrix is constructed to show confusion relations among classes, which can be used to analyze the output of all-class DCNN. Third, a set partition algorithm is presented, which can be used to divide a confusion class set into multiple subsets, each one corresponding to a new confusion-class DCNN. Fourth, with a view on improving the recognition accuracy of the confusing characters in confusion-class DCNN, training and validating interactive learning algorithm is proposed. Lastly, the outputs of the two stages were combined as the final recognition result. The experimental results based on real CAPTCHA data sets demonstrate that, compared with the four state-ofthe-art attacks, the proposed method could effectively improve text-based CAPTCHA recognition accuracy by 1.4%-39.4%.
I. INTRODUCTION
As an effective security mechanism, text-based CAPTCHA (Completely Automated Public Turing test to tell Computers and Humans Apart) is extensively used to many websites and applications, such as cloud network, Internet of Things, mobile social networks, etc. In recent years, CAPTCHA has played an increasingly important role in data security.
The research on CAPTCHA includes design technique and recognition technique. In this paper, we focus on textbased CAPTCHA recognition technique. In various recognition frameworks for different text-based CAPTCHAs, recognition network is an essential and pivotal step whose accuracy directly determines success rate of CAPTCHA The associate editor coordinating the review of this manuscript and approving it for publication was Farid Boussaid.
recognition. Nowadays, most of recognition networks are based on deep learning which is widely used in various fields, such as image classification [1] - [3] , object detection [4] - [7] , image steganography [8] - [10] . In the field of text-based CAPTCHA recognition, DCNN (Deep Convolutional Neural Network) is one of popular deep learning networks. In the existing research results, using typical DCNN [11] , the methods in [12] - [14] achieve good recognition performance.
The performance of current DCNNs is highly dependent on supervised learning of model parameters through multiple iterations, and the method is based on well-designed network architecture and a large number of labeled training samples. During the early stage of classifier training process, the error reduction rate is higher. However, it will gradually decrease with the increase of iterations. It may be that most samples are well recognized after several training iterations, and the confusion samples have little effect on reducing error rate. Therefore, some previous DCNNs used this phenomenon as a signal to stop learning [15] . However, if the training is stopped, the ability to learn confusion samples is abandoned, which obviously ignores the contribution of confusion samples to recognition accuracy [27] . In addition, most DCNN models deal with all training samples uniformly during the learning process. However, by observing, we find that the recognition error samples are not evenly distributed in all classes, but relatively concentrated in a few classes. Namely, the classifier that uses the same number of samples per class to train does not have the same ability to recognize each class of character. Therefore, we should focus on confusion samples recognition to improve recognition accuracy of textbased CAPTCHA.
In the field of psychology, selective cognition means that when there is a lot of information in the outside world, we do not treat all information equally and pay equal attention to it. At certain times, we tend to selectively absorb information that is consistent with our beliefs, attitudes, interests, needs, etc., and ignore information that is irrelevant or weakly related to the dominant cognitive needs. This tendency makes it easier to focus on the things that satisfy the needs, and to ignore those that are not related to the needs [16] . Inspired by this theory, this paper gives a definition of selective learning which means that when there are many class samples in training set, we no longer pay attention to the well-recognized class samples, instead select confusion class samples to train on a new DCNN. Based on this, a method of selective learning confusion class (SLCC) for text-based CAPTCHA recognition is proposed. In this paper, confusion classes refer to some classes which confuse with each other during classification; an all-class DCNN is used to recognize all classes and a confusion-class DCNN is used to recognize confusion classes.
The main contributions of this paper are as follows. 1 A framework with two-stage DCNN is proposed, which integrates all-class DCNN and confusion-class DCNN. In contrast with the others, the framework can improve accuracy due to increasing the training of confusion class samples on confusion-class DCNN.
2 We construct a confusion relation matrix to show confusion relations among classes. Different from confusion matrix, a confusion relationship matrix focuses on whether there is a confusion relationship between classes, rather than the number of confusing characters. It can be used to analyze the output of all-class DCNN.
3 We propose a set partition algorithm. Using the algorithm, a confusion class set will be divided into multiple subsets based on confusion relation matrix. And each confusion class subset corresponds to a new confusion-class DCNN.
4 A training & validating interactive learning algorithm is proposed to improve the recognition accuracy of confusion class samples in confusion-class DCNN.
The remainder of this paper is organized as follows: Section II briefly introduces the related work; Section III provides a detailed description of the proposed SLCC method; Experimental results and analysis are given in Section IV; Section V concludes the paper.
II. RELATED WORK
In recent years, DCNN has achieved remarkable results in object recognition which includes image recognition [1] , [4] , [17] , face recognition [18] , handwriting recognition [19] , [20] , CAPTCHA recognition [12] - [14] , [21] . Existing research results use different methods to improve the performance of DCNN. To reduce overfitting, Hinton et al. [22] proposed Dropout to prevent complex co-adaptations on the training data by randomly omitting half of the feature detectors on each training case. Wan et al. [23] presented DropConnect to set a randomly selected subset of weights within the network to zero. And each unit thus receives input from a random subset of units in the previous layer. Hensman and Masko [24] indicated oversampling is used on the imbalanced training sets to increase the performances to that of the balanced set and is a viable way to counter the impact of imbalances in the training data. Howard [25] investigate multiple techniques to improve upon the current state of the art DCNN based image classification pipeline. The techniques include adding more image transformations to the training data, adding more transformations to generate additional predictions at test time and using complementary models applied to higher resolution images. Wang et al. [26] propose a novel approach to enhance the discriminability of DCNN. The key idea is to build a tree structure that could progressively learn fine-grained features to distinguish a subset of classes, by learning features only among these classes.
In addition, Yang et al. [27] propose a new method for training DCNN: DropSample training algorithm. Its main steps are as follows:
1 At the first iteration, each sample in the training dataset
And iteration t ← 0; learning rate α(t); quota parameters q 0 i = 1, ∀i; quotaupdating function f 1 ; α = 400, β = 10, γ = 600,
2 According to specified probability distribution value P t , all kinds of samples in the training set are randomly selected for training.
3 According to confidence of each sample p t i , the training samples are divided into three groups: well-recognized group (T 2 < p t i ≤ 1), confusion group (T 1 ≤ p t i < T 2 ) and noisy group (0 ≤ p t i < T 1 ). 4 Adjust the probability distribution of samples
, by using the corresponding probability calculation formula of each group:
Calculate quota-updating function Dropsample mainly enhances the learning of confusion samples by dynamically changing the probability distribution values of training samples so as to improve the whole recognition accuracy of training samples. Although the proportion of confusion samples is increased in Dropsample method, the confusion samples are still trained with other samples. This will result in two issues. The one is that confusion samples cannot be adequately trained, and the other is the wellrecognized samples have to continue training. In addition, when recognizing text-based CAPTCHA, we found that only some characters in a few classes are recognized incorrectly. These confusion classes have similar features. For example, character ''X'' and character ''Y'' have cross feature, character ''D'' and character ''P'' have closed loop feature. Therefore, we select confusion samples to learn about their subtle features in order to improve recognition accuracy.
III. PROPOSED SLCC METHOD
For confusion class recognition, this paper presents a method of selective learning confusion class. In SLCC method, a frame with two-stage DCNN is proposed, which integrates all-class DCNN and confusion-class DCNN. According to recognition results of the all-class DCNN, we construct a confusion relation matrix and propose a set partition algorithm for confusing classes. In addition, in order to improve the recognition accuracy of confusing characters by confusionclass DCNNs, a training & validating interactive learning algorithm is proposed. The whole process includes two steps: training process and testing process. In the following subsections, we will introduce each of the steps and related algorithms in detail.
A. OVERVIEW OF OUR METHOD
The overview of our method consists of two main processes: training process (see Fig. 1 ) and testing process (see Fig. 2 ). Each of the process is described as follows.
1) TRAINING PROCESS
I. Training all-class DCNN: First, preprocess the original data set via data enhancement and balanced sampling. Second, initialize training data set and test data set with preprocessed data sets containing all classes of samples. Finally, the training data set is used to train an all-class DCNN.
II. Analyzing output: First, analyzing the all-class DCNN output, we construct a confusion relation matrix to create a confusion class set and a corresponding training set. Next, according to the proposed set partition algorithm, the confusion class set is divided into some subsets, and the new training set is also divided into some subsets.
III. Training confusion-class DCNN: First, each new confusion-class DCNN corresponds to a confusion class subset and a training subset. Second, the proposed training & validating interactive learning algorithm is used to train a new confusion-class DCNN. Finally, the trained confusion-class DCNN is obtained.
2) TESTING PROCESS
I. Testing all-class DCNN: Test the all-class DCNN with initial testing data set.
II. Analyzing output: Judge whether the prediction result of the testing sample is in the confusion class set. If the prediction result is not in the confusion class set, its prediction result is recorded; otherwise, find out the confusion class subset to which the prediction result belongs.
III. Testing confusion-class DCNN: First, inject the testing sample into corresponding confusion-class DCNN. Second, record the output of each confusion-class DCNN.
IV. Recording final result. Finally, the final recognition results of all test samples are obtained by combining the outputs of two stages.
In the two-stage DCNN framework, the training samples which belong to the confusion class set of the all-class DCNN are used to train the confusion-class DCNN again. At the same time, according to confusion relation matrix of the all-class DCNN, the confusion class set is divided into one or more subsets which correspond to one or more new confusion-class DCNNs.
B. TRAINING PROCESS
In this subsection, we describe training all-class DCNN, analyzing output and training confusion-class DCNN in the training process of proposed SLCC method.
1) TRAINING ALL-CLASS DCNN
Before training all-class DCNN, data sets need to be preprocessed. In two-stage DCNN Model, the basic DCNN adapted from LeNet-5 [11] .
a: PREPROCESSING DATA SET
Researchers usually obtain CAPTCHA images in two ways: one is collected from real websites; the other is automatically generated by software. Since the characters in CAPTCHA images are generated randomly, the dataset contains multiclass samples with uneven distribution. In order to solve this problem, we introduce a data enhancement method and reference to the class balancing strategy of Label Shuffling [28] . The steps are as follows (see Fig. 3 ).
1 Sort the original image list in the order of labels; 2 Count the number of samples per class and record the maximum; 3 Calculate the difference between the number of samples per class and the maximum; 4 According to the difference, randomly select images from samples per class;
5 Transform selected images into new images, and update the image list;
6 Randomly select the same number of images from samples per class and generate an image list per class.
7 Randomly shuffle the image lists for all classes to get a final image list.
The purpose of balanced sampling is to reduce the possibility of over fitting in training. There are two main reasons:
1 When adding samples, we make the same number of samples in each class to ensure a balanced distribution of all samples.
2 When adding samples in each class, we perform a slight random transformation on randomly selected images to generate new images. It avoids the same samples in data set.
b: ARCHITECTURE OF DCNN
As a deeping learning network, DCNN allows to directly inputting the individual character images to be recognized without feature extraction, and it has a certain degree of robustness in displacement, scale, and deformation. The basic DCNN [11] is an alternate architecture of convolutional layer and subsampling layer. Its architecture has 5 layers in total(see Fig. 4 ).
1 An input image of the DCNN is normalized to the size of 32 × 32.
2 The first layer is convolution layer. In this layer, the outputs are 6 feature maps, and the size of kernel is 5 pixels.
3 The second layer is subsampling layer also called pooling layer, and window scale is 2 pixels.
4 The third layer is convolution layer. In this layer, the outputs are 12 feature maps, and the size of kernel is 5 pixels.
5 The forth layer is subsampling layer, and window scale is 2 pixels.
6 The fifth layer is the output of DCNN, which is a one-dimensional vector.
2) ANALYSING OUTPUT
When analyzing all-class DCNN output, we find that only a few characters belonging to a few classes are recognized incorrectly, which are generally confused with similar features. Therefore, we need to analyze the confusion matrix of recognition results to find out these confusing classes and prepare for subsequent processing. First, according to confusion relation matrix, the proposed set partition algorithm for confusion classes is used to obtain confusing class subsets. Then each confusion class subset corresponds to a new confusion-class DCNN. Next, the proposed training & validating interactive learning algorithm is used to train and verify a new confusion-class DCNN.
a: ANALYSING CONFUSION MATRIX
The confusion matrix for n-class problem is an n×n matrix C. In the matrix, an element c ij represents the number of class i samples that are predicted to belong to class j. A row represents a real class, and the sum of element values of each row represents the number of real class samples; a column represents a prediction class, and the sum of element values of each column represents the number of predicted class samples.
From confusion matrix, we can see that there are three kinds of sample recognition results in any class ∀i ∈ {1, · · · , n}. Take character ''P'' as an example, samples' recognition results are as shown in Fig. 5: 1 Right-classifying sample. The prediction is the same as real one, and the number of right samples is the diagonal element value of confusion matrix.
2 Error-classifying sample. The samples of current class are predicted to belong to other classes, and the number of error samples is distributed along the row in confusion matrix (excluding diagonal elements).
3 Omission-classifying sample. The samples of other classes are predicted to belong to current class, and the number of error samples is distributed along the column in confusion matrix (excluding diagonal elements).
To analyze recognition results in confusion matrix, there are four kinds of classes:
1 Right & non-omission class. All samples of a class are recognized correctly, and no other class samples are recognized as the class. This kind of samples satisfy (5) in confusion matrix. Here, n i (i = 1 · · · n) represents the total number of samples of class i, |•| represents the number of non-0 elements in matrix •, c i * represents the i th row vector in matrix C, c * i represents the i th column vector in matrix C.
2 Error & non-omission class. Part of this class samples is recognized correctly, and the remaining samples are recognized as other classes, no other class samples are recognized as the class. This kind of samples satisfy (6) 
3 Right & omission class. All samples of this class are recognized correctly, and other class samples are recognized as the class. This kind of samples satisfy (7) in confusion matrix.
4 Error & omission class. Part of this class samples is recognized correctly, and the remaining samples are recognized as other classes, other class samples are recognized as the class. This kind of samples satisfy (8) in confusion matrix.
For above four classes of samples, we'll analyze their contribution to optimize network parameters.
b: ANALYSING OPTIMIZATION PARAMETER
In DCNN, Batch Gradient Descent is adopted to adjust network parameters and softmax function is used to normalize the outputs as probability values.
Suppose training set is (
= 1 is corresponding to the intercept term.), the labels are y (i) ∈ {1, 2, · · · , k}. 1 Hypothetical function. Given an input x (i) , hypothetical function is used to estimate the probability value for each class p(y (i) = j|x (i) ). Thus, hypothetical function will output a k -dimensional vector. Concretely, hypothesis function h θ (x (i) ) takes the form:
. . .
Here θ 1 , θ 2 , . . . , θ k ∈ n+1 are the parameters of model,
T are all the parameters of model.
2 Cost function. In softmax, cross-entropy function is used to calculate cost function. In addition, adding weight decay term ensures that the cost function can converge to the global optimal solution. The cost function is as follow:
where 1{·} is the indicator function, λ is a penalty factor, θ ij is the j th component of θ i . 3 Minimizing cost function. Taking derivatives, one can show that the gradient is:
Plug this formula into gradient descent algorithm, and have it minimize J (θ )
where α is the learning rate of the parameters. According to the recognition results in confusion matrix, the error term can be split into four groups: M 1 , M 2 , M 3 , and M 4 corresponding to the right & non-omission group, the error & non-omission group, the right & omission group, and error & omission group, respectively. Thus, (11) can be rewritten as (13) , shown at the bottom of the this page, where E 1 , E 2 , E 3 , E 4 represent the sub-error terms corresponding to the four above-mentioned sample groups, respectively, which are analyzed as follows. It can be seen from the above analysis that the error feedback produced by samples in M 1 is very low E 1 → 0. Thus, training samples in M 1 is less useful for optimizing network parameters θ , only increases the cost of the networks. In M 2 , M 3 , and M 4 , some confusing samples contribute to optimizing network parameters θ in virtue of high error feedbacks E 2 , E 3 , E 4 . Therefore, we train new confusion-class DCNNs with samples of confusion classes to reduce the overall error.
c: CONSTRUCTING CONFUSION RELATION MATRIX
In subsequent processing, we focus on the confusion relationship among classes, rather than the number of confusion samples. A few confusion classes correspond to a few nonzero elements in confusion matrix which may be a sparse matrix. Therefore, it is necessary to change confusion matrix. The main steps are as follows:
1 Binarize confusion matrix C n×n into matrix S n×n :
where s ij = 1 indicates that class i is misclassified as class j. 2 The diagonal element s ii = 0(i = 1, · · · , n) indicates that class i must not be confused with itself.
3 If the elements in row i and column j are all 0: |s i * | = 0& |s * i | = 0, delete the row and the column. Meanwhile, record the corresponding rows and columns of each class. The purpose of step 3 is to remove classes that are not confused with other classes and to avoid sparse matrix.
4 Repeat steps 3 till the qualified rows and columns are all deleted, and get a confusion relation matrix S m×m (m ≤ n).
d: CREATING CONFUSION CLASS SUBSETS
According to the analysis of confusion relation matrix, confusion class has the follow characters.
1 The confusion between two classes may be asymmetric. When s ij = 1, s ji = 1 or s ji = 0. Namely, class i is misclassified as class j while class j may be not misclassified as class i.
2 One class may confuse with several other classes. There are s ij = 1 and s it = 1. Namely, class i is misclassified as class j and class t.
3 The confusion relationship between multiple classes forms a closed loop. There are s ij = 1, s jk = 1, and s ki = 1. Namely, class i is misclassified as class j, class j is misclassified as class k, and class k is misclassified as class i.
In a confusion relation matrix, each non-0 element corresponds to a pair of confusion classes. If training a confusionclass DCNN for each pair of confusion classes, it results in the high storage overhead and computational overhead. To reduce the number of confusion-class DCNNs, we propose a set partition algorithm (Algorithm 1) for confusion classes based on above characters.
The algorithm idea is to make a confusion class subset that consists of some classes with confusion relationship. The main steps are as follows.
Step 1: Initialize confusion class subset. 
Step 2: Merge confusion class subsets.
3) TRAINING CONFUSION-CLASS DCNN
In previous methods, the learning effect is not tested until the iterative training is completed. It can't timely provide feedback of learning effect to network during training process. In this paper, we use the method of training & validating interaction (Algorithm 2) for learning.
Algorithm 1 Set Partition Algorithm for Confusion Classes
Input: confusion relation matrix S; Output: confusion class set G 1. A set Coord consists of the coordinates of w = |S| nonzero elements in confusion relation matrix S :
Each element in
Coord corresponds to a pair of confusion classes:
3. Each original confusion class subset consists of a pair of confusion classes: 
Merges those subsets into a subset
10. Get the confusion class set G.
The main steps are as follows. 1 In training set, a certain number of samples are randomly selected to form a small batch training set, which is used to perform iteration training on DCNN.
2 In validating set, a certain number of samples are randomly selected to form a small batch validation set, which is used to perform validation on DCNN.
3 According to the current validation result, the samples with error recognition and small confidence value are joined in the training set to renew it.
4 Repeat 1 , 2 , and 3 till the network converges or iterates the predetermined times.
In the algorithm, iterative training and validating are carried out alternately so that periodic training results can be fed back to the network timely. And increasing the number of confusing class samples can adjust the distribution of samples in training set. Select m samples corresponding to the set D to form a small batch training set:
The set T is used to train network; 6. EndFor 7. % validating network 8. Randomly select n sequence numbers in the current validation set F = {f 1 , . . . , f n } 9. Select n samples corresponding to the set F to form a small batch validation set: (1) Testing all-class DCNN. Test the all-class DCNN with initial testing data set.
(2) Analyzing output. If the prediction result is not in the confusion class set, its prediction result is recorded; otherwise, find out the confusion class subset to which the prediction result belongs.
(3) Testing confusion-class DCNN. First, inject the testing sample into corresponding confusion-class DCNN. Next, record the output of each confusion-class DCNN. 
IV. EXPERIMENT RESULTS AND ANALYSIS
In order to verify the performance of proposed SLCC method, we performed experiments on real CAPTCHA data sets. We respectively test the success rate of SLCC method, and complete contrast experiments with other methods.
A. EXPERIMENTAL ENVIRONMENT AND SETTINGS
We implemented experiment in MATLAB 2015a, and tested it on a desktop computer with 3.10 GHz Intel Core i5-2400 CPU, 4 GB RAM, and Windows 10 professional x64.
We have implemented our attack and tested it on two hollow CAPTCHA schemes: QQ 1 and BotDetect 2 , as show in Fig. 6 . QQ is the largest Internet platforms in China. As of March 31, 2017, the monthly active user accounts of QQ were 861 million while its peak concurrent user accounts reached 266 million. Such a huge amount of website traffic makes a very high requirement for the CAPTCHAs' security. The other scheme, BotDetect CAPTCHA, was the world's first commercially available CAPTCHA component in 2004. Since then, BotDetect CAPTCHA components protect from automated registrations and spam submissions online forms on more than 10000 domains. BotDetect CAPTCHA customers are located in more than 70 different countries all over the world. Therefore, the two representative CAPTCHA schemes, QQ CAPTCHA with applicability and BotDetect CAPTCHA with professional, are used to test the performance of our attack method.
For two schemes, we collected random 1000 CAPTCHA images from the corresponding website as sample sets respectively. Each CAPTCHA image consists of 4 characters. Using the method in [31] , about 4,000 characters are obtained. However, since the CAPTCHA images are generated randomly, the number of characters in each class is different. For QQ CAPTCHA, the number of each class range from 67 to 185; for BotDetectCAPTCHA, the number of each class range from 81 to 155. In order to avoid overfitting problem, we adopt the class balancing strategy in Section III-B.1. For QQ CAPTCHA, the number of each class climbs to 185; for BotDetect CAPTCHA, the number of each class climbs to 155. Then in each class, randomly selected 60 samples, 60 samples, 20 samples constitute a training set, a validation set, a test set, respectively. 
B. EXPERIMENTAL RESULTS
In experiment, we validate the all-class DCNN to get the preliminary recognition results. The confusion classes are shown in TABLE 1.
There are two ways to build confusion class sets. The one method (SLCC-A) is to put all the confusion classes in a set corresponding to a confusion-class DCNN. The other method (SLCC-M) is to divide the confusion classes set into one or more subsets by algorithm 1, and each subset corresponds to a confusion-class DCNN. As can be seen from TABLE 2, for QQ CAPTCHA, there are 8 classes of confusion characters; for BotDetect CAPTCHA, there are 16 classes of confusion characters. In SLCC-A, the confusion class set of QQ CAPTCHA is {P, D, R, Q, V , H , J , U }; In SLCC-M, the confusion class set of BotDetect CAPTCHA is 
Next, we will test the accuracy of SLCC under different conditions and compare it with other learning algorithms and other attack methods.
1) RESULTS OF DIFFERENT INTERACTION TIMES OF TRAINING AND VALIDATING
In SLCC method, interaction times have different effects on recognition accuracy. In the algorithm, the interaction times of training and validating can be determined in two ways. One is to set a threshold. The method can set an error rate threshold in advance. If the error rate of the current validation result is higher than the threshold, the interaction will continue; otherwise, the interaction is stopped. The other is to set a value of interaction times. If the number of interactions less than the value, the interaction will continue; otherwise, the interaction is stopped. In this experiment, the latter is adopted, that is, perform ten interactions on two CAPTCHA samples sets separately, and record the corresponding error rate, as shown in Fig. 7 and Fig. 8 .
As can be seen from Fig. 7 , for QQ CAPTCHA, the initial error rate of SLCC-A is 19%. As the interactions times of training and validating increases, the error rate gradually decreases to 0.6%. The initial error rate of SLCC-M is 1.8%, which is reduced to 0.6% at the fourth interaction and remains unchanged during subsequent interactions.
As can be seen from Fig. 8 , for BotDetect CAPTCHA, the initial error rate of SLCC-A is 56.2%. As the interactions times of training and validating increases, the error rate gradually decreases to 1.8%. The initial error rate of SLCC-M is 28%, which is reduced to 1.0% at the eighth interaction and remains unchanged during subsequent interactions.
As can be seen from Fig. 7 and Fig. 8 , using the training and validating interaction method, with the increase of interactions, the change of error rates does not strictly decline, but its overall trend is to reduce and gradually stabilize. During the initial training phase, a large number of error characters are generated because the network has not fully learned characters' features. With the increase of interaction times, the network parameters are optimized continuously, and the error characters are reduced. Finally, when the network reaches a stable state, it will stop the interaction and complete the whole training process.
2) RESULTS OF DIFFERENT SET PARTITION
It can also be seen from the experiment of Section IV-B.1 that the error rate of SLCC-A changes greatly at the beginning, and reaches the minimum after several interactions; the error rate of SLCC-M changes smoothly and reaches the minimum value very quickly. In addition, under the same sample set and interaction times, the error rate of SLCC-M method is no higher than that of SLCC-A method. Therefore, the SLCC-M method is more stable and accurate. It can be seen that the way of confusion class set partition also has an effect on recognition accuracy. Take interaction times equal to 10 as an example to analyze the error characters of SLCC-A and SLCC-M in detail.
As can be seen from TABLE 3, for QQ CAPTCHA, in SLCC-A, the number of top-1 error characters is 3 and the number of top-2 error characters is 1; in SLCC-M, the number of top-1 error characters is 3 and the number of top-2 error characters is 0. For BotDetect CAPTCHA, in SLCC-A, the number of top-1 error characters is 9 and the number of top-2 error characters is 4; in SLCC-M, the number of top-1 error characters is 5 and the number of top-2 error characters is 1. By comparison, the SLCC-M method is superior to the SLCC-A method.
In the following matrices, for QQ CAPTCHA, confidence matrix of error character in (15) and (16); for BotDetect CAPTCHA, confidence matrix of error character in (17) , as shown at the bottom of the next page, (18) , and (19) . Here, a row represents a real class, a column represents a prediction class, and an element represents the confidence of a character recognized as a predicted class. The red value represents the maximum value in recognition results; the green value represents the sub-maximum value corresponding to the correct class; and the blue value represents the sub-maximum value corresponding to error class. By analyzing the recognition results in matrix, it is known that among the confidences of recognized error characters, the maximum value is not too high, and the difference from the sub-maximum is very small. This indicates that for the recognized error characters, the classifier will assign similar confidences to the possible prediction classes. If each character corresponds to multiple possible prediction results, it will improve character recognition accuracy. Namely we do not take the maximum value as the only recognition result, but take the multi-value as the reference appropriately. In this paper, we take the confidence value of top-2, or we can take top-3 and top-5 according to different requirements. 
Taking the matrix in (15) as an example, for the first Q, the maximum confidence is 0.6474, the corresponding class is V, the sub-maximum confidence is 0.2430, and the corresponding class is R. For the second Q, the maximum confidence is 0.4708, the corresponding class is V, the submaximum confidence is 0.4230, and the corresponding class is Q. For the third Q, the maximum confidence is 0.5359, the corresponding class is V, the sub-maximum confidence is 0.4872, and the corresponding class is Q. If the predicted results of these three characters are top two of confidences, two characters are recognized correctly. Similarly, the accuracy of character recognition in the matrix is improved.
3) RESULTS OF DIFFERENT LEARNING ALGORITHMS
In SLCC, we propose a training & validating interactive learning algorithm. To evaluate the effectiveness of the algorithm, we chose two representative learning algorithms to compare with it. The one is a widely used classic learning algorithm in LeNet-5 [11] , and the other is Dropsample [27] which is an effective learning algorithm for character recognition in the last two years. As can be seen from TABLE 4, compared to LeNet-5 and Dropsample, the number of recognized error characters by SLCC is significantly reduced.
For QQ CAPTCHA, the number of error character classes identified is small and relatively concentrated on individual classes. As shown in the matrix in (20) , in Lenet-5 method, the number of recognized error characters is 18, the number of class is 4, and the error characters are mainly concentrated on class P. As shown in the matrix in (21) , in Dropsample method, the number of recognized error characters is 17, the number of class is 5, and the error characters are mainly concentrated on class N and class P. As shown in the matrices in (22) , in SLCC method, the number of recognized error characters is 3, the number of class is at most 2. In general, as shown in Fig. 9 , for QQ CAPTCHA, the SLCC method greatly reduces the number of error characters and the number of error classes compared to the other two methods.
For BotDetect CAPTCHA, the number of recognized error classes is large and scattered. As shown in the matrix in (23) , as shown at the top of the next page, in Lenet-5 method, the number of recognized error characters is 22, the number of class is 11, and the number of error characters per class is at most 3. As shown in the matrix in (24) , in Dropsample method, the number of recognized error characters is 11, the number of class is 7, and the number of error characters per class is at most 2. As shown in the left matrix in (25) , in SLCC-A method, the number of recognized error characters is 9, the number of class is at most 5, and the error characters are mainly concentrated on class P. As shown in the right matrix in (25) , in SLCC-M method, the number of recognized error characters is 5, the number of class is at most 4, and the number of error characters per class is 1. In general, as shown in Fig. 10 , for BotDetect CAPTCHA, the SLCC method greatly reduces the number of error characters and the number of error classes compared to the other two methods.
It can be seen that using the training & validating interactive learning algorithm on confusion class subset can achieve 
higher recognition accuracy. The main reason is that once the network starts training with the non-interactive learning algorithm, it must be executed without interruption, and it is impossible to monitor the periodic effect or adjust the periodic training. The training & validating interactive learning algorithm can timely feed back the learning effect to network, so as to adjust the training set in time and obtain a better recognition effect.
4) RESULTS OF DIFFERENT ATTACK METHODS
In this experiment, we compare our method against four state-of-the-art attacks [12] , [29] , [30] , and [31] on QQ CAPTCHA and BotDetect CAPTCHA. From TABLE 5, for QQ CAPTCHA, the attacks in [12] , [29] , [30] , and [31] achieve success rates of 89.0%, 56.0%, 91.0%, and 94.0% respectively. For BotDetect CAPTCHA, the attacks in [12] , [29] , and [30] achieve success rates of 64.0%, 53.0%, and 75.5% respectively. For QQ CAPTCHA and BotDetect CAPTCHA, our method achieves a success rate of 95.4% and 84.7% respectively and boosts the success rate by 1.4%-39.4%. Experimental results of different attack methods on QQ and BotDetect sample sets show that the SLCC method is superior to the others. The main reason is that the SLCC method adopts two-stage DCNN architecture, in which the learning objects and learning methods of the confusion-class DCNN are different from other methods.
On the one hand, the learning object of the confusionclass DCNN is the confusing character classes testing on all-class DCNN. This selective learning makes the training of the secondary DCNN more specific. On the other hand, training and validating interactive learning algorithm is used in the confusion-class DCNN. This learning algorithm can optimize the network parameters in time by feedback the learning effect in stages and get better training results.
C. DISCUSSION
In this paper the recognition object is the capital letters in text-based CAPTCHA images, with fewer classes and smaller data sample set. Therefore, we determined that it was a two-stage DCNN cascade network architecture. If there are many object classes to be recognized and the data sample set is large, the sizes of cascade DCNN can be appropriately increased. The method is universal, hence it can be applied to other classifiers for other object recognition.
V. CONCLUSION
Using two-stage DCNN, a novel framework for confusing classes is presented in this paper. Different from the others, our framework can improve recognition accuracy due to increasing the training of confusing classes on confusionclass DCNN. In addition, learned from these state-of-the-art methods, we proposed a method of selective learning confusing classes for text-based CAPTCHA recognition. Firstly, we construct confusion relation matrix to analyze the recognition result of the all-class DCNN. Secondly, a set partition algorithm for confusion classes is presented to process confusion class set. Thirdly, a training & validating interactive learning algorithm is proposed. It can improve the recognition accuracy of confusing classes in the confusion-class DCNN. Lastly, the two-stage DCNN is applied to acquire the final recognition results. The experimental results based on the real CAPTCHA data sets show that compared with the existing methods for CAPTCHA recognition, the proposed method has higher success rate. Next we will further study on novel deep network architecture for CAPTCHA recognition.
