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X differential action principle written as follows, dq = - itdW’/$D; 
dp = aswlaq, is obtained by means of variations of the action 
integral. It yields Hamilton’s equations of motion, provides a general 
method to treat perturbations in Classical Mechanics. and corresponds 
to Schwinger’s principle of Quantum Mechanics. 
I. INTRODUCTIVE 
In this paper we present a differential action principle for classical 
mechanics from which the equations of motion can be deduced and which 
also yields an easy method for treating perturbations in classical mechanics. 
The equations of motion determine the time development of the 
system. They are a set of differential equations that relate quantities 
elraluated at a same time instant. 
All mechanics involve two distinct sets of hypotheses, that correspond 
to the kinematic description of the system at a time instant, and to the 
specific dynamical time evolution of the same. Our action principle 
refers to the second aspect when we use sets of canonical conjugate va- 
riables to describe the system, that is, in phase space. 
Perturbations have so far been treated in classical mechanics in an 
elementary way. It was assumed that the solution to the perturbed 
equations of motion could be written as a power series of a certain 
parameter, the coupling parameter between the unperturbed and per- 
turbed system; substituting this solution into the perturbed equations 
of motion we got, as a consequence of equating to zero the different 
coefficients of the successive powers of the coupling parameter, a set of 
equations whose solutions generated the perturbed solution up to any 
desired degree of approximation in the. coupling parameter provided that 
the convergence of the series is assumed. 
The work of Fuess [l] is an example of what we have said. The full 
complexity of classical perturbation theory is revealed in a very detailed 
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treatment that goes as far as treating the adiabatic invariance of action 
variables. 
The study of thermonuclear plasma makes it most urgent to present 
a simple perturbation technique valid for the classical domain. Our 
action principle, being a variational one, allows us to treat exactly the 
limit when the coupling parameter goes to zero and by means of Taylor’s 
expansion deduce the general formula for perturbations. 
In this paper we start presenting the particular kind of derivation 
used to write our action principle. Studying the complete variation of 
the action integral, we deduce Hamilton’s equations of motion. Then we 
consider the perturbation problem and arrive at an interaction picture 
in classical mechanics. Finally we apply it to deduce the recipe given by 
Peierls [2] to define a Poisson’s bracket, and to perturbations of the 
harmonic oscillator. We also study the equivalence of the perturbation 
procedure presented in this paper with the results of conventional 
perturbation theory that has been presented before [3] in a proceding 
paper. 
II. THE ACTION PRINCIPLE 
We are going to present a differential principle for systems whose 
motion can be deduced from the variation of an action integral defined as 
t 
w(t) = I qq, 4, q d&. t* 
(1) 
The Lagrangian may depend on time explicitly. For simplicity, we 
limit ourselves to the case when the motion of the system is properly 
described by a single generalized coordinate and its time derivative, but 
the principle is valid for motions with any fixed number of generalized 
coordinates. 
If we call p E X.(p, p)/C$ the canonical conjugate momentum, we can 
eliminate the time derivative 4 of the coordinate and write the Lagrangian 
as a function of q and 9. Using the same symbol for the new function 
w* PI = JY% 4). (2) 
The action integral becomes 
(3) 
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which cannot be evaluated until the equations of motion are solved. 
Let us suppose that we have solved such equations, and written their 
solutions in terms of the boundary valnes at the time origin 
Y = Q(f) = 4(QOl PO, t)r 
P = PM = Pkos P”, 4 
(1) 
where 
Qo = 4(O), PO = P(O). (5) 
By means of (4) we can evaluate q and $ at any time t = t’ and consider 
q(t’) and p(t’) as boundary values, so that we are able to write the solu- 
tions (4) of the equations of motion as 
4 = q(t) = 4(4(f), P(f), t - f'), 
p = p(t) = P(q(t'), P(f), t - 0. 
(6) 
Now we define derivatives with respect to the boundary values at 
any instant, and evaluate expressions like ap(t)/ap(t’) the derivative of 
a function with respect to the same function at any other time. Evidently, 
aP(t) _ 1 
aPv) ’ 
aq(t) - 1 
as(t) ’ 
aP(4 _ ,) 
W) ’ 
aq(t) - 0. 
am 
If use (3) with (6), the action integral W(t) is a function of q and p 
at any time. For instance, substituting (4) into (3) we will get the expres- 
sion of W(t) as a function of q. and PO, and then we can evaluate deriv- 
atives as 
aw -= -- 
VO s 
.'au4(40,~ 4)J PkOJ PO1 4L 4) 
aP0 
& 
1’ w 
In order to clarify concepts, we will evaluate derivatives with respect 
to boundary values for the harmonic oscillator, whose Lagrangian is 
L(q,$) =$ -df. 
The equations of motion yield the following solutions 
q(t) = q. cos cd + if!% sin cot, 
w 
p(t) = - q. 0 sin wt + fi, cos ot 
and therefore 
W) aP(t) 
aw 
= coso(t - t’), ~ = - cc) sinw(t - t’), 
W’) 
(11) 
ad4 aP(t) 
aP(t’) 
= k sin o(t - t’), ~ = cos w(t - t’). 
aP(t’) 
We may now explain what dynamical variation of a variable q or p is. 
The dynamical evolution of the system may depend on certain parameter. 
However, this parameter may enter also explicitly in the definition of 
the generalized set of variables q and p, so that these variables may change 
for other causes that are not the dynamics of the system. Therefore we 
can define the total variation, d, define any parameter as the sum of 
the explicit variation, a, and the dynamical variation 8 
a=a+s. w 
We now postulate the action principle as 
aswp) 
&(4 = - ape ’ 
aswp) 
sp(t) = aq(t) 
(13) 
where the partial derivatives have to be understood with the meaning 
that was presented above. Equations (13) will be studied in two cases: 
when the variation parameter is the time and they generate the time 
evolution of the system, and when it is the coupling parameter between 
the perturbed and unperturbed motions yielding a general method to 
treat perturbations in classical mechanics. 
The character of explicit and dynamical variation becomes more 
apparent when we consider the variation induced in any function F(q, p) 
of the set of canonical variables 
asw aF a6w aF 
@(q> P) = Cd - Whs PI = T ap - ap * q . (14) 
Sometimes it is very convenient, specially for the formal manipula- 
tions of the equations, to treat derivatives as operators. If we define the 
commutator [A, B] between two operators, A, B in the usual way 
[A, B] E AB - BA 
ACTION PRINCIPLE FOR CLASSICAL MECHANICS 299 
equation (14) becomes 
(15) 
This operational equation can be multiplied by any function of q 
and p. However, once we know that (15) will not multiply anything, we 
way write 
(16) 
But let us not forget that (16) is not true in all cases and that careless 
handling could lead us into error. We will make use of the preceding 
remarks to study the perturbation formulae. 
III. EQUATIONS OF MOTION 
The equations of motion, i.e., the temporal evolution of the physical 
system, are obtained from action principle (13) when we consider the 
temporal variation of the action (3). 
We will study complete variations of the action integral that cor- 
respond to an intrinsic variation, A&), of the dynamical variables and 
to a change of the upper limit of the action integral 
The intrinsic variation 
is supposed to be zero at t, = t,,. To evaluate the complete variation of the 
dynamical variable at time t we have to add to dq(t) the variation due to 
the shift i = t + 6t of the upper limit 
4(4 = 4(4 + w(t) (19) 
so that its complete variation is 
89(t) =&(4 + stpw (20) 
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Now the evaluation of bW(t) is straighforward [4j. M:e have 
I t 
wt) = Wd4> P(4) + 
I 
W(4), i(4)) 4 - L(d4), QPl)) 4 
I 
t” t. 
Since the integral in last line vanishes, we get 
W4 = Wdt), P(4) + fWd4 = - ~tff(dt), P(t)) + P(t)&(t) 
where the hamiltonian H(q, 9) is defined as is usually done 
- H = L - fig. 
The time evolution corresponds to 
St W(t) = - dtH(q(4, N)) 
the case in which the action principle yields 
&q(t) aH p-st=$ +A&dH 
a4 
which are Hamilton’s equations of motion. 
The variation 
VW = Pwdt) 
(21) 
WV 
(23) 
(24) 
(25) 
gives the kinematic independence of q(t) and p(t) as expressed in (7) 
since then 
4 q(t) = awPd41 = (jq@) aP (4 
aP(t) - 4 PC4 = aq(t) - Sq(t) = 0. 
(26) 
We should remark that the same expression (21) for sw(t) is found 
when (17) is written in terms of q(t) and p(t) considered as independent 
variables as can be seen in [5]. 
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Iv. PERTURBATIONS 
So far we have done nothing new. Formula (21) is well known, and 
so postulate (13) appears as a different way of writing the equations of 
motion. Such a postulate is only meaningful if we can also obtain from it 
other results beyond the equations of motion. This is the case since our 
action principle (13) yields also perturbation theory. 
\Ve study now the system whose action suffers the effect of a perturbing 
Lagrangian so that the new action becomes. 
w”(t) = w(t) + il?v(t) = s Jv(q(t,), p(t,)) it (27) to 
where to is the time instant when the perturbation starts to act. The 
parameter 1 is the coupling parameter between the unperturbed system 
-obtained for ii = 0 - and the fully perturbed motion that corresponds 
to il= 1. 
The canonical set of variables q = ql(t) and p = p,(t) corresponding 
to the problem whose action is W(“(t) depend on the time instant t at 
which they are evaluated, and on the value of the coupling parameter. 
For the study of perturbations we fix t,, and t, but change 1 from 1 to 
1 + 61 so that 
where 
bwqt) = dAWal(t) (28) 
since in the evaluation of IYal(t) in the second member of (28) we have to 
use the variables qA and pn. 
This infinitesimal change of the coupling parameter generates an 
infinitesimal change on the canonical variables that go from qA, PI to 
qa i-c% Pa +&a. 
Then we have 
da 40) = 4a +d4 - qa(4, 
aa P(t) = Pa +6a(t) - pa(t) 
(29) 
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expressions which represent the change suffered by qn and pi when the 
coupling parameter is varied from 1 to il + Siz during the time interval 
to to t. 
The application of the action principle (13) to these variations yields 
61 q(t) = - 6A z , 
61 PM = M 
awaw -. aq(t) 
(30) 
Now, when t = to we have W,l(t,,) = 0, showing that to is indeed the 
instant at which the perturbation is introduced so that 
da q&J = 0, 
dap(t,) = 0. 
(31) 
expression equivalent to fixing the boundary values of q and ~5 at t = to. 
4aVo) = 90@0) = 900, 
PAGO) = Po(U = PO 
(32) 
for any value of 1. 
If we define &F(qA(t), PA(t)) by means of 
~aF(qa(t)s Pa@)) = m a +sa(& Pa +aM) - ma(t)* P&)) (33) 
Eq. (14) is written now as 
~a%(& Pa@)) away4 aF(m, pw 
61 =- 
awl(t) w9a(t)p PM) . 
a8 (4 aPa aPa %a (4 (34) 
In particular we treat the case of infinitesimally small perturbation 
on the unperturbed system. Then we get 
da%, PI _ aw2 w90~po) aw2 w9,, P,) -- 
61 (35) a=0 a!70 ape ape a90 
where everything in the right hand side corresponds to the unperturbed 
motion. Therefore if we have solved the unperturbed motion iz = 0 
exactly we can evaluate the right hand side of (35). 
This formula permits us to evaluate any order perturbations (A = 1) 
to an unperturbed problem (12 = 0) that has been solved exactly since 
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by Taylor’s: espansion we can write F(q,, 9,) = F(q2, p,)j~, = 1 in the 
following manner 
1 &sw, $1 
+ 3 613 
t . . . 
a = 0 
The term brF(q, fi)/Ml 1D ,, is the first order perturbation of F(q, $) 
when J = 1 and the perturbing action is W’l. 
Let us evaluate, as an example, the first term of the perturbation 
series of the harmonic oscillator (9) perturbed by the Lagrangian 
Ll(q, fi) = - ,u”(q2/2) when to = 0. 
!Vith the help of expressions (10) and (11) we get 
2 
41(t) = !70(4 + $- $o(t) 
J 
f 3 “(4) & + 
1 . . . 
h 
= yO(t) - I$ tq, sin wt + $ tp, cos mot - & PO sin wt + . . . 
I 
p,(t) = p,(t) - ‘; . I w at, +. . . 
0’ 
0 
. 
= p,(t) - ,I12 I qO(t,) cos W(t, - t) dt, + . . . 
0 
=po(t)-$tq,coswt-&ttp,sinwt-gqosinwt+ . . . 
results that can be checked directly by solving the perturbed equations 
of motion. 
As a final application we will study the definition of Poisson bracket 
introduced by Peierls [2] for the nonrelativistic case. To define the 
Poisson bracket between A(q, fi) and B(q, fi) at time t = T, Peierls 
introduces a perturbing Lagrangian 
L’ = AM4 H)) d(t - T) (38) 
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where d(t - T) is Dirac’s delta and considers an infinitesimal variation 
of the coupling parameter around il = 0. He evaluates then variations 
corresponding to two boundary’s conditions, to = 00 and to = - 00, 
called advanced and retarded perturbations. Correspondingly we have to 
calculate the changes induced in B(q, p) that we call respectively 6-B 
and 6+B. Peierls definition of the Poisson bracket is 
{A, B} = lilio & (6+ - d-)B. (39) 
To show the validity of Peierls definition is quite easy if we utilize 
the action principle (13), since then 
a 
(1 
A (q(f), P(G) 44 - T) 4 
6ho & (6+ - d-)q( T) = - - co 
aP(T) 
(40) 
1 
$no 6;2 (d+ - WP(T) = a4mm) 
aq(T) 
(41) 
and therefore 
I%$ (d+ - W%(T)> P(T)) = ;+ - $g it= T (42) 
that justifies Peierls’ statement. 
V. INTERACTION REPRESENTATION 
In the preceding paragraph we have studied first order perturbations. 
We implied that series (36) provides a general method of treating perturba- 
tions. Consequently we plan to develop now the theory of perturbations 
to any order in the perturbing Lagrangian. Doing so we will obtain an 
interaction representation of classical mechanics. 
Our problem will be completely solved if we obtain an expansion in 
powers of the perturbing Lagrangian of a differential operator S,(t) 
such that 
mh(t)t PI@)) = s,wko(t)~ P&)F,- w (43) 
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In order to simplify our notations we define now two differential 
operators by means of 
aw,l(t) a aw,yt) a ___- 
-gN) = aqa(t) apa ap$) a410 ’ (44) 
f, ‘(q f a~%M~ Pa(t)) a a~‘kn(t)~ Pa(t)) a - .? -__ _ --- .~ ___ am aPa q,(t) ad4 (45) 
that are related (see appendix I) by the equation 
Lip(t) = dt’aayt’) 
i W) 
i 
given the well known invariance of Poisson’s bracket under canonical 
transformations. 
With these definitions and considering the remarks made above, 
Eq. (34) is written in the general form (16) as 
5 F(qaf;J pa(t)) = [&l(t), F(ql(t), p,(t)) 1. 
In order to calculate S,(t) we define another operator S,(t) such that 
so that we have S,(t) by Taylor’s expansion 
S*(t) = S,(t) + y 1 + 162 , + . . . 
a = 0 2! s-22 Ia=0 
(49) 
where, evidently, 
S,(t) = 1. (50) 
Differentiating (48) we get 
wqav)~ Pa@)) = dSa(4 
61 i 
T sa-w 9 wh@) 9 Pa(Q) 
I 
which compared with (47) yields 
y = &(t)Sa(t). (52) 
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The second derivative is evaluated differentiating (52) again. In 
Appendix II we show that dAA1(t)/d3, is 
f 
d&(t) __ = dt’[AAl(t’), Q,l(t’)]. 
da I 
fo 
(53) 
Therefore 
d2 s(t) ~ = !$!!A S,(f) + A#) y 
da2 
= &‘[A AI( Qn,l(t’)] + An’(t)At(t) 
f 
t t’ t t . 
= 
(I I 
fit dt”L?~l(t”)Q~l(t’) + tit 
I I 
dt”Ly(t’)i2p(t”) Sl(t) 
1 
t. to to t’ 
t t 
= fit’ dt”{LR~yt”)Q~qt’)} - s,(t) 
I I 
(54) 
to to 
where we have introduced the time ordering notation with the convention 
(55) 
or, in general, our chronological operator, { }- has the property that 
operating on a product of time-labeled operators, it rearranges them in 
the same order as the time sequence of their label, the latest one in time 
is last in the product, i.e., operators appear in the order, reading from 
left to right, of the growing time values. 
In general we have 
sil” = j,. 1 tit”. . . j dt(“(QA’(t’)Q,l(tr’). . .QA1(t(“))- S,(t). 6” s,(t) (56) 
to to to 
The proof of (56) is quite easy though lengthy. We have to proceed 
by induction, assuming that (56) is valid for rt = N; then differentiating 
it respect the coupling parameter 1, we will find that (56) is also valid 
for n = i’V + 1. And since we have shown directly the validity of (56) 
for IZ = 1 (and also for it = 2) the proof is complete. 
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Once we have fixed n = N to differentiate (56) with respect to 1 
and find the validity of the same for n = N + I, it is convenient to split 
the multiple integral whose integrand is time-ordered into a sum of 
integrals whose integrands do not contain the chronological operator { }- , 
and differentiate each one of these partial integrals. LVe will observe b!, 
direct inspection of the process of differentiation, that the derivative of 
each one of these partial integrals yields a sum of partial integrals of the 
same kind with one more operator GA1 placed in between or right or left 
of the operators Q A1 that appeared in the original partial integral. 
\\‘e would like to illustrate the steps described above in the case when 
we start from 12 = 2 (54), and we want to show that (56) is also valid 
for IZ = 3. First me split the integral into two partial integrals as follows, 
, f f 1 . . 
I I 
at’ at”{f&yt”)a,l(t’)}- Sa(t) = at’ at”.nal(t”)~al(t’)s,(t) (5T) 
;, i, I I 1” to 
r 1 
. . 
+ at’ at22,yy2,ytysA(t). 
1 1 f,, f’ 
Then we calculate the derivative of each one of these partial integrals 
/ t’ 
+ Qn,l(t”) [Aa’(t’),n,yt’)] + sal(t”)n,l(t’)d,l(t))sa(t) 
f 1’ t” 
= at’ at” dt”‘SZll(t”‘)SZnl(t”)SZdl(t’) 
III to f. f. 
t t ’ t’ . 
+ at’ at” at”‘n,ll(t”)~nll(f”‘)f~~l(t’) 
1 I 
. 
1 to fo f” 1 1’ t 
+ at’ at” dt”‘Rayt”)SL)~‘(t’)f22(t”‘) Sa(t). is I i, to I 1 1’ 
(58) 
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As we see in (58) we have obtained a sum of three partial integrals 
with one more operator, QA1(t”‘), located in between or right or left of the 
two operators, B,#“) and Q$(t’), that figured in the original partial 
integral. Besides those three new partial integrals have the correct 
integration limits so as to complete with the derivative of the second 
partial integral in (57), the proof of the validity of formula (56) for $2 = 3. 
For the general case, even though longer, the proof is not more difficult 
and can be achieved easily following the steps described above. 
To evaluate the series (49) we have to make 1 = 0 in (56). Thus in 
our perturbation series the operators !&l(t) will enter: this operator, !&l(t), 
contains the canonical set of variables, %(d) and p,(t) evolving in time 
under the action of TV”(t), the unperturbed action. This shows quite 
clearly that we are obtaining the interaction representation of classical 
mechanics. 
The operator S,(1) of (43) is 
f t 1 s,(t) = 1 + dt’Qn,yt’) + ;dt dt”{J201(t”)Q,yt’)}- + .. . s s 5 t” t” 1” 
1. to to 
series that we may write symbolically in the following manner 
jdf ??,,t~, 
s,(t) = {e to } - (60) 
Of course, if we only wish to evaluate F(g,(t), #r(t)) we can write 
371(4t #J,(4) = Sltw(%tt). POP)) (‘31) 
which is the perturbation series. 
VI. EQUIVALENCE 
We show now that the perturbation series obtained from action 
principle (13) is equivalent to conventional perturbation theory obtained 
from Hamiltonian mechanics. Essentially we have to show that the 
operator S,(t) given by expression (60) is equal to operator S(t) of [3] 
that satisfies the following integral equation 
s(t) = 1 + 
5 
dt’s(t’)szyt’) 
to 
632) 
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where, since the perturbing Lagrangian L1 is related to the perturbing 
Hamiltonian HI by the relation Ll + HI = 0 we have 
Jp@) _ aq%3(& PO@)) a 
aP&) a%(t) 
aHIMt)s P&J) -” _ B ,(t) 
aqoo(t) ah(t) -" 
(63) 
in which f&l(t) is operator (45) for A = U. 
\Z’e can expand S(t) of (62) by iteration in powers of &l(t) as follows 
f t t’ 
s(t) = 1 + dt’Q,‘(t’) + tit’ dt”f20yt”)f20yt’) + . . . 
I 
. 
. s 5 
(64) 
L to 
t’ 
. . . +[dt:;dt 
t(H - I 
. 
I, . . . 1 dt(~Q,yt(~)Q,*(t+ ‘) . . . Q,yt’) + . . . 
to to 1, 
To prove the equivalence we have to show that the terms of series 
(64) and (59) are equal, i.e., that 
+ *[df jw . . .I &‘“(.n,l(ty&yt~~) . . . sow)}- (65) 
to f” 4 
= jdi. j,... .t:ptw.l,,.l . . . f2,1(t~f)Q,l(t’). 
f. to 0 
Let us now consider the integrand of the left hand side of (65). Such 
an integrand is a symmetrical function of the variables t’, t”, . . . 6” 
because of the existence of the time ordering operator. There are FZ! 
possible permutations of the ordering. of the variables t’, t”, . . . t”‘. 
Therefore the value of the integral of the left hand side of (65) is ,>z! times 
the integral in which the time ordering is without effect, i.e., the integral 
of the right hand side of (65), which, because of the way how the upper 
limits appear, is equal to 
t t@ - 
ii I 
1 . 
at at”. . . dt(~{120’(t(“) . . Q,yt”)Qn,yt’)}. 
.
1st t, *, 
This completes the proof of (65) and, therefore, of the equivalence of 
conventional perturbation theory with that deduced from our action 
principle postulated in (13). 
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VII. QUANTUM MECHANICS 
The differential operator S,(t) is formally very similar to the evolution 
operator of quantum mechanics in the interaction representation. As a 
matter of fact, there is a simple convention that formally relates classical 
to quantum mechanics. 
As shown in Appendix I the quantit! 
(66) 
is invariant to transformations compatible with action principle (13). 
If such invariant I is made equal to - ijfi 
we obtain formally the equations of quantum mechanics. 
For instance the equation of motion of classical mechanics is 
- g - $ , F(q, P) 
1 
which, when we utilize (67), becomes 
dF 
- =; [H,Fl dt 
W 
(69) 
which is the quantum mechanical equation of motion. Similarly (60) is 
transformed under (67) into 
- r/n dt’ L’(F) i 
S(t) = {e f* }-. 
(70) 
A remark should be made about the definition of time ordering that 
has been used in this paper. It is just the opposite of the common one 
that appears in quantum mechanical literature [S]. This is due to the 
fact that our definition (43) of S,(t) corresponds to S,-‘(t) in quantum 
mechanics. 
VIII. CONCLUSION 
We have presented an action principle that yields the equations of 
motion, and provided a general method to evaluate perturbations in 
classical mechanics. An interaction representation for classical mechanics 
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was introduced. \Ye wrote down formulae that are very similar to those 
obtained in quantum mechanical domain, showing the close formal 
relation between both mechanics. Even though we did limit ourselves 
to the non-relativistic case, generalization for classical relativistic dynamics 
is, we suppose, quite easy since the Lagrangian function is used instead 
of the Hamiltonian. However some elaboration is required to apply the 
preceding ideas to perturbation in field theory. Action principle (13) i5 
similar to Schwinger’s principle for Quantum Mechanics ‘7;. 
APPENDIX 1 
In order to establish the fundamental relation (46) we have assumed 
the canonical invariance of Poisson’s bracket. We are going to show here 
that, indeed, Poisson’s brackets are invariant under transformations 
compatible with the action principle (13) i.e., under the time evolution 
of the canonical variables and under the introduction of a perturbation. 
We define the Poisson’s bracket {F, G) of two functions of q and 6, 
F(q, p) and G(q, p), by means of 
(F, G} 3 FIG (A. 1) 
where the operator I is defined as 
I,?-A-5 ; 
aq a~ a~ a4 (A. 2) 
with an obvious meaning for the arrows on top of the differential operators. 
Any transformation of the type described above is continuous - the 
corresponding parameter is either the time, t, or the coupling parameter, il. 
So any finite transformation compatible with (13) can be generated as a 
succession of infinitesimal transformations. Therefore to show the 
invariance of (A. 1) it is sufficient to prove its invariance under infinites- 
imal transformations. 
Let us calI 4 and $ the new canonical variables that differ infinites- 
imally from the old canonical variables 
4 = Q + 6% a=p+sp (A. 3) 
where we limit ourselves to variations compatible with (13), i.e., such that 
asw bq=-- 
ap ’ 
bp = +;. (A. 4) 
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Then by differentiation 
aq = 1 _ mw 
a4 xg’ 
afi a26w -=1+-. 
aP aqap 
aq a26w 
ap=-apz’ 
a# a2dw 
-= 7 ’ a4 
(A. 5) 
With the help of (A. 5) we can express the operators that enter in 
(A. 2) in terms of differential operators with respect to the new variables 
(A. 3), as follows 
and similar expressions for $aq and Gap. Substituting (A. 6) in (A. 2) 
we find, after neglecting terms that contain 6W in second power, that 
equivalent to 
61 = 0. (A. 7) 
Equation (A. 7) proves the invariance under transformations compat- 
ible with (13) of expressions like 
FI” G (A. 8) 
which include Poisson’s brackets as a particular case n = 1. The meaning 
of In can be understood from the expansion of I* 
(A.9) 
APPENDIX 11 
We have to show in this second appendix the validity of Eq. (53) 
that has played a very important role in the deduction of expression (60) 
for S,(t). From (46) we deduce 
t 
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Therefore we have to calculate the integrand of (B. 1). But with the 
aid of (47) we can write such an integrand as follows 
da,‘(t) 
R?. 
_ da,(t) jwqa(4, ~~(4) 
ah(t) 1 a am (B. 2) 
I 
a 
apa + 
a 
The meaning of b ~ 
61 aq,dt) 
is 
ti a 
( 1 
~..- __-~ = 
&I aqa(t) 
Iin- -L--- 
i 
a 
na-+o 62. aqa +a$) a444 
(B. 3) 
for whose evaluation we have to use a method similar to that introduced 
in (A. 6). But now 
qaLaa(t) = qa(t) + 6&a(t) = qa(f) - 82. q ) 
pa+,,(t) = pa(t) + CU ZJ$ . 
After some easy manipulations we get 
ii&&) = [A al(t)* -&I 9 
(B. 4) 
and therefore 
dQal(t) 
___ = [Lla’(t),L?a’(t)j 
61 
which completes the proof of (53). 
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