ABSTRACT. This text is about spiked models of non Hermitian random matrices. More specifically, we consider matrices of the type A + P, where the rank of P stays bounded as the dimension goes to infinity and where the matrix A is a non Hermitian random matrix, satisfying an isotropy hypothesis: its distribution is invariant under the left and right actions of the unitary group. The macroscopic eigenvalue distribution of such matrices is governed by the so called Single Ring Theorem, due to Guionnet, Krishnapur and Zeitouni. We first prove that if P has some eigenvalues out of the maximal circle of the single ring, then A + P has some eigenvalues (called outliers) in the neighborhood of those of P, which is not the case for the eigenvalues of P in the inner cycle of the single ring. Then, we study the fluctuations of the outliers of A around the eigenvalues of P and prove that they are distributed as the eigenvalues of some finite dimensional random matrices. Such kind of fluctuations had already been shown for Hermitian models. More surprising facts are that outliers can here have very various rates of convergence to their limits (depending on the Jordan Canonical Form of P) and that some correlations can appear between outliers at a macroscopic distance from each other (a fact already noticed by Knowles and Yin in [21] in the Hermitian case, but only in the case of non Gaussian models, whereas spiked Gaussian matrices belong to our model and can have such correlated outliers). Our first result generalizes a previous result by Tao for matrices with i.i.d. entries, whereas the second one (about the fluctuations) is new.
INTRODUCTION
We know that, most times, if one adds to a large random matrix, a finite rank perturbation, it barely modifies its spectrum. However, we observe that the extreme eigenvalues may be altered and deviated away from the bulk. This phenomenon has already been well understood in the Hermitian case. It was shown under several hypotheses in [23, 14, 10, 11, 7, 8, 5, 6, 12, 20, 21] that for a large random Hermitian matrix, if the strength of the added perturbation is above a certain threshold, the extreme eigenvalues of the perturbed matrix deviate at a macroscopic distance from the bulk (such eigenvalues are usually called outliers) and have well understood fluctuations, otherwise they stick to the bulk and fluctuate as those of the non-perturbated matrix (this phenomenon is called the BBP phase transition, named after the authors of [3] , who first brought it to light for empirical covariance matrices). Also, Tao, O'Rourke and Renfrew studied a non-Hermitian case: in [25, 22] they considered spiked i.i.d. or elliptic random matrices an proved that for large enough spikes, some outliers also appear at precise positions (but they did not study the fluctuations of these outliers). In this paper, we study finite rank perturbations for another natural model of non-Hermitian random matrices, namely the istropic random matrices, i.e. the random matrices invariant, in law, under the left and right actions of the unitary group. Such matrices can be written
with U and V independent Haar-distributed random matrices and the s i 's some positive numbers which are independent from U and V. We suppose that empirical distribution of the s i 's tends to a probability measure ν which is compactly supported on R + . We know that the singular values of a random matrix with i.i.d. entries satisfy this last condition (where ν is the Marchenko-Pastur quarter circular law whose density is π −1 √ 4 − x 2 1 [0,2] (x)dx, see for example [1, 2, 9] ), so one can see this model as a generalization of the Ginibre matrices (i.e. matrices with i.i.d. standard complex Gaussian entries). In [15] , Guionnet, Krishnapur and Zeitouni showed that the eigenvalues of A tend to spread over a single annulus centered in the origin as the dimension tends to infinity. Furthermore in [16] , Guionnet and Zeitouni proved the convergence in probability of the support of its ESD (Empirical Spectral Distribution) which shows the lack of natural outliers for this kind of matrices (see Figure 1) .
In this paper, we prove that, for a finite rank perturbation P with bounded operator norm, outliers of A + P show up close to the eigenvalues of P which are outside the annulus whereas no outlier appears inside the bulk. Then we show (and this is the main difficulty of the paper) that the outliers have fluctuations which are not necessarily Gaussian and whose convergence rate depends on the shape of the perturbation. More precisely, if one denotes by a < b the radiuses of the circles bounding the support of the limit spectral law of A, we prove that for any eigenvalue θ of P such that |θ | > b, if one denotes by in the Jordan Canonical Form of P, then there are exactly β 1 p 1 + · · · + β α α α outliers of A + P tending to θ and among them, β 1 p 1 go to θ at rate n −1/(2p 1 ) , β 2 p 2 go to θ at rate n −1/(2p 2 ) , etc... (see Figure 1 ). Moreover, the precise limit distribution of the fluctuations of these outliers around their limits is given here. This limit distribution is not always Gaussian but corresponds to the law of the eigenvalues of some Gaussian matrices (possibly with correlated entries, depending on the eigenvectors of P and P * ). A surprising fact is that some correlations can appear between the fluctuations of outliers with different limits. In [21] , for spiked Wigner matrices, Knowles and Yin had already brought to light some correlations between outliers at a macroscopic distance from each other but it was for non Gaussian models, whereas spiked Ginibre matrices belong to our model and can have such correlated outliers. FIGURE 1. Spectrums of A (left), of A + P (center) and zoom on a part of the center image (right), for the same matrix A (chosen as in (1) for s i 's uniformly distributed on [0. 5, 4] with n = 10 3 ) and P with rank 4 having one block R 3 (θ ) and one block R 1 (θ ) in its Jordan Canonical Form (θ = 4 + i). We see, on the right, four outliers around θ (θ is the red cross): three of them are at distance ≈ n −1/6 and one of them, much closer, is at distance ≈ n −1/2 . One can notice that the three ones draw an approximately equilateral triangle. This phenomenon will be explained by Theorem 2.6.
RESULTS

Setup and assumptions.
Let, for each n ≥ 1, A n be a random matrix which admits the decomposition A n = U n T n V n with T n = diag (s 1 , . . . , s n ) where the s i 's are positive numbers and where U n and V n are two independent random unitary matrices which are Haar-distributed and independent from the matrix T n . We make the assumptions of the Single Ring Theorem [15] : -Hypothesis 1: The Empirical Spectral Distribution (ESD) of T n , µ T n = 1 n ∑ δ s i converges, in probability, weakly to a deterministic probability measure ν which is compactly supported on R + . -Hypothesis 2: There exists M > 0, such that P( T n op > M) −→ 0, -Hypothesis 3: There exist some constants κ, κ 1 > 0 such that
where G µ denotes the Stieltjes transform of µ, that is
Remark 2.1. There is actually another assumption in the Single Ring Theorem [15] , but Rudelson and Vershynin recently showed in [24] that it was unnecessary. In [4] , Basak Dembo also weakened the hypotheses of the Single Ring Theorem (roughly allowing Hypothesis 3 not to hold out of a not too large set, so that ν is allowed to have some atoms) but it is not clear to the authors yet if this weakening also works for the convergence of the extreme eigenvalues established in [16] .
Example 2.2. Thanks to [16] , we know that the Theorem 2.6 applies for example in the model of random complex matrices A n distributed according to the law 1
where dX is the Lebesgue measure of the n × n complex matrices set, V is a polynomial with positive leading coefficient and Z n is a normalization constant. It is quite a natural unitarily invariant model. One can notice that V (x) = x 2 gives the renormalized Ginibre matrices. According to [15] , we know that the ESD µ A n of A n converges, in probability, weakly to a deterministic probability measure whose support is {z ∈ C, a ≤ |z| ≤ b} where
Remark 2.3. According to [16] , we know that there is no natural outlier outside the outer circle of the bulk as long as T n op is bounded, even if T n has his own outliers. In Theorem 2.5, to make also sure there is no natural outlier inside the inner circle (when a > 0), we may suppose in addition that sup n≥1 T −1 n op < ∞.
Main results.
Let us now consider a sequence of matrices P n (possibly random, but independent of U n , T n and V n ) with rank lower than a fixed integer r such that P n op is also bounded. Then, we have the following theorem (note that in its statement, r b , as the λ i (P n )'s, can possibly depend on n and be random): Theorem 2.4 (Outliers for finite rank perturbation). Let ε > 0 be fixed and suppose that for all sufficiently large n, P n hasn't any eigenvalues in the band {z ∈ C, b + ε < |z| < b + 3ε} and has r b eigenvalues counted with multiplicity 1 λ 1 (P n ), . . . , λ r b (P n ) with modulus higher than b + 3ε. Then, with a probability tending to one, A n + P n has exactly r b eigenvalues with modulus higher than b + 2ε. Furthermore, after labeling properly,
This first result is an analogous version of Theorem 1.4 of Tao's paper [25] , and so is its proof. However, things are different inside the annulus. Indeed, the following result establishes the lack of small outliers: Theorem 2.5 (No outlier inside the bulk). Suppose that a > 0 and sup n≥1 T −1 n op < ∞. Then for all δ ∈]0, a[, with a probability tending to one, µ A n +P n ({z ∈ C, |z| < a − δ }) = 0, where µ A n +P n is the Empirical Spectral Distribution of A n + P n . 1 To sort out misunderstandings: we call the multiplicity of an eigenvalue its order as a root of the characteristic polynomial, which is ≥ than the dimension of the associated eigenspace. Theorems 2.4 and 2.5 are illustrated in Figure 2 (see also Figure 1 ). We drew circles around each eigenvalues of P n and we do observe the lack of outliers inside the annulus. FIGURE 2. Eigenvalues of A n + P n for n = 5.10 3 , ν the uniform law on [0.5, 4] and P n = diag(1, 4 + i, 4 − i, 0, . . . , 0). The small circles are centered at 1,4 + i and 4 − i, respectively, and each have a radius 10 √ n (we will see later that in this particular case, the rate of convergence of
Let us now consider the fluctuations of the outliers. We need to be more precise about the perturbation matrix P n . Unlike Hermitian matrices, non Hermitian matrices are not determined, up to a conjugation by a unitary matrix, only by their spectrums. We will make detailed hypotheses about the Jordan Canonical Form (JCF) of P n . From now on, we consider a deterministic perturbation P n of rank ≤ r/2 with r an integer independent of n (denoting the upper bound on the rank of P n by r/2 instead of r will lighten the notations in the sequel).
As dim(Im P n + (ker P n ) ⊥ ) ≤ r, one can find a unitary matrix W n and an r × r matrix Po such that
To simplify the problem, we shall suppose that Po does not depend on n (even though most of what follows can be extended to the case where Po depends on n but converges to a fixed r × r matrix as n → ∞).
Let us now introduce the Jordan Canonical Form (JCF) of Po : we know that up to a basis change, one can write Po as a direct sum of Jordan blocks, i.e. blocks of the type
Let us denote by θ 1 , . . . , θ q the pairwise distinct eigenvalues of Po which are in {|z| > b + 3ε} (for ε as in the hypothesis of Theorem 2.4) and for each i = 1, . . . , q, introduce a positive integer α i , some positive integers p i,1 > · · · > p i,α i corresponding to the sizes of the blocks relative to the eigenvalue θ i and β i,1 , . . . , β i,α i such that for all j, R p i, j (θ i ) appears β i, j times, so that, for a certain Q ∈ GL r (C),
The JCF of P n for θ has one block with size 2 and two blocks with size 1 (so that 2) ) : then the 4 outliers of A n are the extremities of a segment with center ≈ θ and size ≈ n −1/4 plus two points at distance ≈ n −1/2 from θ .
(e) The JCF of P n for θ has four blocks with size 1 (so that α 1 = 1, (p 1,1 , β 1,1 ) = (1, 4)) : then the 4 outliers of A n are four points at distance ≈ n −1/2 from θ (which can for example be independent in certain cases).
(a) The blue dots draw a square with center ≈ θ at distance ≈ n −1/8 from θ (b) The blue dots draw an equilateral triangle with center ≈ θ at distance ≈ n −1/6 from θ plus a point at distance ≈ n −1/2 from θ (c) The blue dots draw two crossing segments with centers ≈ θ and lengths ≈ n −1/4 (d) The blue dots draw a segment with center ≈ θ and length ≈ n −1/4 plus two points at distance ≈ n −1/2 from θ FIGURE 3. The four first cases of Example 2.8 (the fifth one, less visual, does not appear here): the red cross is θ and the blue circular dots are the outliers of A n + P n tending to θ 1 . Each figure is made with the simulation of A n a renormalized Ginibre matrix with size 2.10 3 plus P n (whose choice depends of course of the case) with θ = 2.
Explicit definition of the M
j essentially depends on the eigenvectors of P n and of P * n associated to blocks R p i, j (θ i ) in (4) and the correlations between several M θ i j 's depend essentially on the scalar products of such vectors. For each i = 1, . . . , q, let I(θ i ) (resp. J(θ i )) denote the set, with cardinality ∑ α i j=1 β i, j , of indices in {1, . . . , r} corresponding to the first (resp. last) columns of the blocks R p i, j (θ i ) (1 ≤ j ≤ α i ) in (4) (note that the corresponding columns of Q (resp. of (Q −1 ) * are eigenvectors of Po (resp. of Po * ) associated to
Remark 2.11.
• The first part of this corollary means that under Hypothesis (8) , the fluctuations of outliers of A n with different limits are independent. We will see below that it is not always true anymore if Hypothesis (8) does not hold.
• In the second part of this corollary, j = 1 means that p i, j = max j p i, j , i.e. that we consider the outliers of A n at the largest possible distance (≈ n −1/(2p i,1 ) ) from θ i . • In the second part of the corollary, for j > 1, the four matrices involved are independent, but the M θ i j 's are not independent as j varies (the reason is that the matrix M θ i ,a j of (7) contains M θ i ,d j as a submatrix as soon as j < j).
• If one weakens Hypothesis (8) by supposing it to hold only for i = i (resp. i = i ), then only the second (resp. first) part of the corollary stays true.
The i = i case of the last point of the previous remark implies the following corollary.
Corollary 2.12. If, for a certain i, α i = β i,1 = 1 (i.e. if θ i is an eigenvalue of P with multiplicity 3 p i,1 but with associated eigenspace having dimension one), then the random vector
converges in distribution to the vector of the p i,1 th roots of a N C (0,
) random variable. (7) can have non uniform variances, even be correlated, and one can also have correlations between the entries of two matrices M
This last case has the surprising consequence that outliers of A n with different limits can be asymptotically correlated. Such a situation had so far only been brought to light, by Knowles and Yin in [21] , for deformation of non Gaussian Wigner matrices. Note that in our model no restriction on the distributions of the deformed matrix A n is made (A n can for example be a renormalized Ginibre matrix). The following corollary gives an example of a simple situation where such correlations occur. This simple situation corresponds to the following case : we suppose that for some i = i in {1, . . . , q}, we have β i,1 = β i ,1 = 1. We let and (resp. k and k ) denote the indices in {1, . . . , r} corresponding to the last (resp. first) columns of the block R p i,1 (θ i ) and of the block R p i ,1 (θ i ) and set
We will see in the next corollary that as soon as K = 0, the fluctuations of outliers at macroscopic distance from each other (i.e. with distinct limits) are not independent. Set
Corollary 2.13. Under this hypothesis, for any 1 ≤ s ≤ p i,1 and any 1 ≤ s ≤ p i ,1 , as n → ∞, the random vector
converges in distribution to a complex centered Gaussian vector (Z, Z ) defined by
Example 2.14. Let us illustrate this corollary (which is already an example) by a still more particular example. Suppose that A n is a renormalized Ginibre matrix and that for θ = 1.5 + i, θ = 3 + i and κ ∈ R \{−1, 1}, Po is given by
λ 1,1 and one can compute the numbers K, σ , σ of (11), (12) and get
We see that for κ = 0, Z n = √ n( λ − θ ) and Z n = √ n( λ − θ ) are asymptotically independent, but that for κ = 0, Z n and Z n are not asymptotically independent anymore. This phenomenon and the accuracy of the approximation (Z n , Z n ) ≈ (Z, Z ) for n 1 are illustrated by Table 1 and Figure 4 , where 10 3 samples of (Z n , Z n ) have been simulated for n = 10 3 . (14) and (15) and a MonteCarlo numerical computation made out of 10 3 matrices with size n = 10 3 .
(a) κ = 0 : uncorrelated case.
(b) κ = 2 −1/2 : correlated case. The straight line is the theoretical optimal regression line (i.e. the line with equation y = ax where a minimizes the variance of Y − aX, computed thanks to the asymptotic formulas (14) and (15)): one can notice that it fits well with the empirical datas.
FIGURE 4. Lack of correlation/correlation between outliers with different limits : abscissas (resp. ordinates) of the dots are X := ℑ(Z n ) (resp. Y := ℑ(Z n )) for 10 3 independent copies of (Z n , Z n ) (computed thanks to matrices with size n = 10 3 as for Table 1 ).
2.5. Preliminaries to the proofs. First, for notational brevity, from now on, n will be an implicit parameter (A := A n , P := P n , . . . ), except in case of ambiguity. Secondly, from now on, we shall suppose that T is deterministic. Indeed, once the results established with T deterministic, as T is independent from the others random variables, we can condition on T and apply the deterministic result.
At last, notice that A + P and V(A + P)V * have the same spectrum, that
and that as U and V are independent Haar-distributed matrices, VU and V are also Haar-distributed and independent. It follows that we shall, instead of the hypotheses made above the statement of Hypothesis 1, suppose that:
(17) A = UT with T deterministic and U Haar-distributed and P is independent of A and invariant, in law, by conjugation by any unitary matrix.
In the sequel E U will denote the expectation with respect to the randomness of U and not to the one of P (in other words, E U will denote the conditional expectation with respect to the σ -algebra generated by P). In the same way, E P will denote the expectation with respect to the randomness of P.
2.6. Sketch of the proofs. We start with the following trick, now quite standard in spiked models. Let B ∈ M n×r (C) and C ∈ M r×n (C) such that P = BC. Then
For the last step, we used the fact that for all M ∈ M r×n and N ∈ M n×r (C), det (I r + MN) = det (I n + NM). Therefore, the eigenvalues z of A which are not eigenvalues of A are characterized by (19) det
In view of (18), as previously done by Tao in [25] , we introduce the meromorphic functions (implicitly depending on n) (21) and aim to study the zeros of f .
• The proof of Theorem 2.4 (eigenvalues outside the outer circle) relies on the fact that on the domain
. This follows from the fact that for |z| > b + 2ε, the n × n matrix (zI − A) −1 − z −1 I has small entries, and even satisfies
for deterministic unitary column vectors x, y.
• The proof of Theorem 2.5 (lack of eigenvalues inside the inner circle) relies on the fact that for |z| < a − δ , C(zI − A) −1 B op < 1. We will see that it follows from estimates as the one of (22) for A replaced by A −1 .
• The most difficult part of the article is the proof of Theorem 2.6 about the fluctuations of the outliers around their limits θ i (1 ≤ i ≤ q). As the outliers are the zeros of f , we shall expand f around any fixed θ i . Specifically, for each block size p i, j (1 ≤ j ≤ α i ), we prove at Lemma 5.1 that for π i, j := ∑ l> j β i,l p i,l and M θ i j the matrix with size 4 β i, j defined above, we have
This proves that A + P has π i, j outliers tending to θ i at rate n −1/(2p i, j ) , has p i, j × β i, j outliers tending to θ i at rate n −1/(2p i, j ) and that these p i, j × β i, j outliers are distributed as the p i, j th roots of the eigenvalues of M θ i j . We see that the key result in this proof is the estimate (23) . To prove it, we first specify the choice of the already introduced matrices B ∈ M n×r (C) and C ∈ M r×n (C) such that P = BC by imposing moreover that CB = J (recall that J is the r × r Jordan Canonical Form of P of (4)). Then, for
we write
At this point, one has to note that (obviously) det I − θ −1 i J = 0 and that (really not obviously) the r ×r random array Xz n converges in distribution to a Gaussian array as n → ∞ (this is proved thanks to the Weingarten calculus). Then the result will follow from a Taylor expansion of (24) and a careful look at the main contributions to the determinant.
EIGENVALUES OUTSIDE THE OUTER CIRCLE : PROOF OF THEOREM 2.4
We start with Equations (18) and (19) , established in the previous Section, and the functions f and g, introduced at (20) and (21) . Lemma 3.1. As n goes to infinity, we have
Before proving the lemma, let us explain how it allows to conclude the proof of Theorem 2.4. The poles of f and g are respectively eigenvalues of the A and of the null matrix, hence for n large enough, they have no pole in the region {z ∈ C, |z| > b + 2ε}, whereas their zeros in this region are precisely the eigenvalues of A and P that are in this region. Thus by Rouché's Theorem, with probability tending to one, for n large enough, A and P have the same number r b of eigenvalues in this region. Indeed, |g| admits the following lower bound on the circle with radius b + ε : as we assumed that any eigenvalue of P is at least at distance ε from {z ∈ C, |z| = b + 2ε}, one has
Also, Lemma 3.1 allows to conclude that, after a proper labeling
Let us now explain how to prove Lemma 3.1. One can notice at first that it suffices to prove that
simply because the function det : M r (C) → C is Lipschitz over every bounded set of M r (C). Then, the proof of Lemma 3.1 is based on both following lemmas (whose proofs are postponed to Section 6).
Lemma 3.2. There exists a constant C 1 > 0 such that the event
has probability tending to one as n tends to infinity.
Lemma 3.3. For all k ≥ 0, as n goes to infinity, we have
On the event E n defined at Lemma 3.2 above, we write, for |z| ≥ b + 2ε,
and it suffices to write that for any δ > 0,
By to Lemma 3.2, we can find k 0 so that the last event has a vanishing probability. Then, by Lemma 3.3, the probability of the last-but-one event goes to zero as n tends to infinity. This gives (25) and then Lemma 3.1.
LACK OF EIGENVALUES INSIDE THE INNER CIRCLE : PROOF OF THEOREM 2.5
Our goal here is to show that for all δ ∈]0, a[, with probability tending to one, the function f defined at (20) has no zero in the region {z ∈ C, |z| < a − δ }. Recall that
so that a simple sufficient condition would be C(zI − A) −1 B op < 1 for all |z| < a − δ . Thus, it suffices to prove that with probability tending to one as n tends to infinity,
By Remark 2.3, we know that A is invertible. As in Section 3, we write, for all |z| < a − δ ,
The idea is to see A −1 as an isotropic random matrix such as A, since
)U * , and satisfies the same kind of hypothesis. Indeed, Hypotheses 1 and 2 are automatiquelly satisfied because a > 0 (see Remark 2.3), and the following lemma, proved in Section 6.2, insures us that Hypotheses 3 is also satisfied.
Lemma 4.1. There exist some constants κ, κ 1 > 0 such that
Thus, according to [16] , the support of µ A −1 converges in probability to the annulus z ∈ C, b −1 ≤ |z| ≤ a −1 as n → ∞, and so, according to (25) ,
with a proper choice for ε.
5. PROOF OF THEOREM 2.6 5.1. Lemma 5.1 granted proof of Theorem 2.6. Recall that we write P = BC and we know that
(again, for notational brevity, n will be an implicit parameter, except in case of ambiguity).
Following the ideas of [5] , we shall need to differentiate the function f defined at (20) to understand the fluctuations of λ − θ , and to do so, we shall need to be more accurate in the convergence in (26).
Let us first state our key lemma, whose proof is postponed in Section 5. 
where M θ i j is the random matrix introduced at (6) and π i, j := ∑ l> j β i,l p i,l .
To end the proof of Theorem 2.6, we make sure that we have the right number of eigenvalues of A thanks complex analysis considerations (Cauchy formula) :
• Eigenvalues tending to θ i with the highest convergence rate : -Lemma 5.1 tells us that on any compact set, F θ i j and z π i, j det(z p i, j − M θ i j ) have the exact same number of roots (for any large enough n, the poles of F θ i j leave any compact set), so, for the smallest block size p i,α i , we know that F θ i α i has exactly β i,α i × p i,α i roots which do not eventually leave any compact set as n goes to infinity.
-We conclude that there are exactly β i,α i × p i,α i eigenvalues
• Then, we take the second smallest size p i,α i −1 and work likewise: we know there are exactly
We know that the eigenvalues • At each step, π p i, j corresponds to the number of eigenvalues we have already "discovered" and which go to θ i faster than n −1/(2p i, j ) (because p i,α i < · · · < p i,1 ), and so it explains the presence of the factor z π i, j before det(z p i, j − M θ i j ) the previous lemma. So one can continue this induction and conclude. that way, we get the exact number of eigenvalues of A. It remains now to prove Lemma 5.1. We begin with the convergence of z → X z n . 5.2. Convergence of z → X z n . Recall that in order to simplify, we wrote, at (2),
It follows that
where J is a Jordan Canonical Form and W is supposed to be Haar-distributed from (17) . We also wrote P = BC without specifying any choice. For now on, we shall set down
One can easily notice that
so that all these matrix products do not depend on n.
For
Lemma 5.2. As n goes to infinity, the finite dimensional marginals of (X z n ) |z|>b+2ε converge to the ones of a centered complex Gaussian process
Recall now that the event E n has been defined at Lemma 3.2 and has probability tending to one.
Lemma 5.3. There is C finite such that for n large enough, on {|z| > b + 2ε},
where · denotes a norm on M r (C).
We deduce, by e.g. [19, Cor. 14.9] (slightly modified because of the presence of 1 E n ), that as n → ∞, the random process (X z n ) |z|>b+2ε converges weakly, for the topology of uniform convergence on compact subsets, to the random process (X z ) |z|>b+2ε 5.2.1. Proof of lemma 5.2. Let us fix an integer p, some complex numbers z 1 , . . . , z p from {|z| > b + 2ε}, some complex numbers ν 1 , . . . , ν p and some integers i 1 , j 1 , . . . , i p , j p in {1, . . . , r} and define
At first, we notice that on the event E n of Lemma 3.2, we can rewrite G n this way
where b t designates the j t -th column of B and c t the i t -th column of C * . As P(E n ) −→ 1, E c n is irrelevant to weak convergence (see details below at (34)), here is what we shall do :
• Step one : We prove that, there exists σ > 0 such that for all fixed integer k 0 ,
where σ 2 is given by
(note that σ 2 doesn't depend on either k 0 or n thanks to (29)) and η k 0 → 0 when k 0 → ∞.
• Step two : We show that the rest shall be neglected for large enough k 0 . More precisely, for all δ > 0, we prove that there exists a large enough integer k 0 such that
(for E n the event of Lemma 3.2 above). After that, we shall easily conclude. Indeed, to prove that G n converges in distribution to N C 0, σ 2 it suffices to prove that, for any Lipstichtz bounded test function F with Lipschitz constant L F ,
where Z is a random variable such that Z
which can be made as small as needed by (31) and (33) if Z and Z k 0 are coupled in the right way.
• Proof of step one : Convergence of the finite sum. Let us fix a positive integer k 0 . Our goal here is to determine the limits of all the moments of G n,k 0 to conclude it is indeed asymptotically Gaussian. More precisely, we have Lemma 5.4. There exists σ > 0 and η k 0 such that lim k 0 →∞ η k 0 = 0 and such that for all large enough k 0 and all non negative distinct integers q, s,
To prove Lemma 5.4, we need to recall a main result about integration with respect to the Haar measure on unitary group, (see [13, Cor. 2.4 and Cor. 2.7]), Proposition 5.5. Let k be a positive integer and U = (u i, j ) a Haar-distributed matrix. Let (i 1 , . . . , i k ), (i 1 , . . . , i k ), ( j 1 , . . . , j k ) and ( j 1 , . . . , j k ) be four k-uplet of {1, . . . , n}. Then
where Wg is a function called the Weingarten function. Moreover, for σ ∈ S k , the asymptotical behavior of Wg(σ ) is given by
where |σ | denotes the minimal number of factors necessary to write σ as a product of transpositions, and Moeb denotes a function called the Möbius function.
Remark 5.6. a) The permutation σ for which Wg(σ ) will have the largest order is the only one satisfying |σ | = 0, i.e. σ = id. As a consequence, the only thing we have to know here about the Möbius function is that Moeb(id) = 1 (see [13] ). b) Notice that if for all p = q, i p = i q and j p = j q , then there is at most one non zero term in the RHT of (35).
Lemma 5.4 follows from this following technical lemma (we use the index m in {·} m to denote a multiset, i.e. {x 1 , . . . , x k } m is the class of the k-tuple (x 1 , . . . , x k ) under the action of the symmetric group S k ).
Lemma 5.7. Let k 1 , . . . , k q and l 1 , . . . , l s be some positive integers, let i 1 , . . . , i q , i 1 , . . . , i s be some integers of {1, . . . , r}. Then :
(2) In the other case, s = q and one can suppose that l 1 = k 1 , . . . , l q = k q . Under such an assumption, we have
where S k 1 ,...,k q is the set of permutations of {1, . . . , q} such that for each t = 1, . . . , q, k t = k σ (t) .
Let us briefly explain the main ideas of the proof of this lemma (detailed proof is given in Section 6). First, let us recall that A = UT, so that these expectations expand as sums of terms as
If the u i, j 's were independent and distributed as N C 0, 1 n , the result would be easily proved because most of these expectations would be equal to zero. In our case, the difficulty is that, according to Proposition 5.5, lots of expectations do not vanish and they are expressed with the Weingarten function (which is a very complicated function). However, we notice that when these expectations do not vanish as in the Gaussian case, Wg(id) never occurs in (35), so that they are negligible thanks to (36).
At last, it is easy to conclude the proof of Lemma 5.2 thanks to Lemma 5.7. Indeed, for any integers q = s, we have from (1) of Lemma 5.7 
where for σ is given by (32) and
• Proof of step two : Vanishing of the tail of the sum. Our goal here is to prove that the rest can be neglected, i.e. that for all δ > 0, there exists a large enough integer k 0 such that for any t ∈ {1, . . . , p} and for E n the event of Lemma 3.2 above,
At first, we notice that
Then we condition with respect to the σ -algebra of U, i.e. write
Let us now remember that we have supposed, at (17) , that P = BC is invariant, in law, by conjugation by any unitary matrix. Hence one can introduce a Haar-distributed unitary matrix V, independent of all other random variables, and write P
where E V denotes the expectation with respect to the randomness of V. Then, we shall use the following lemma, whose proof is postponed to Section 6.4.
Lemma 5.8. Let V be an n × n Haar-distributed unitary matrix and let A, B, C, D be some deterministic n × n matrices. Then
By this lemma, one easily gets
hence as B and C are supposed to be bounded, there is a constant C such that
op . Hence by (38), for all k ≥ 1,
Hence as |z t | ≥ b + 2ε for n large enough, (37) is proved.
Proof of Lemma 5.3.
The proof relies on the same tricks of the proof of Lemma 5.2, using the already noticed fact that for |z| > b + 2ε,
5.3. Proof of Lemma 5.1. To prove Lemma 5.1, we shall need to do a Taylor expansion of F θ i j (z). From now on, we fix a compact set K and consider z ∈ K. Recall that F θ i j (z) and X z n have been defined respectively at (27) and (30) as
hence, using Lemma 5.3 and the convergence of X z n to X z established at Section 5.2,
where we define
Let us write J by blocks
where J(θ i ) is the part with the blocks associated to θ i . And so, we write
where N and N are invertible matrices and N is the diagonal by blocks matrix
with R p (θ ) as defined at (3) for p an integer and θ ∈ C.
Let us now expand the determinant det I − θ
i J + n −1/2 G using the columns replacement approach of following formula, where the M k 's and the H k 's are the columns of two r × r matrices M and H (that one will think of as an error term, even though the formula below is exact)
We shall use this formula with M = I − θ −1 i J and H = zδ n θ −2 i J + n −1/2 G, and we shall keep only higher terms. It means that the determinant is a summation of determinants of M where some of the columns are replaced by the corresponding column of zδ n θ −2 i J or of n −1/2 G. Recall that M has several columns of zeros (the ones corresponding to null columns of N), so we know that we have to replace at least these columns to get a nonzero determinant. Moreover, we won't replace the columns of N or N because this would necessarily make appear negligible terms (recall that N and N are invertible), so all the non-negligible determinants will be factorizable by det(N ) det(N ). So now, let us understand what are the non-negligible terms in the summation.
To 
we know we have to replace at least 3 columns (the first, the fifth and the last ones) which correspond to the first column of each diagonal blocks, and we shall deal with one block at the time. Let us deal with the first one. If we replace this column by the corresponding column of zδ n θ and from (29), we write
then, from the definition of the set K(i, j), we know that if ∈ K(i, j) then Je = θ i e , so, finally,
PROOFS OF THE TECHNICAL RESULTS
6.1. Proofs of Lemmas 3.2 and 3.3.
Lemma 6.1. There exists a constant C 1 , independent of n, such that with probability tending to one,
Proof. Note that for any η > 0,
where
) and the s z i 's are the singular values of zI − A. Then, using Lemma 7 of [16] and a compacity argument, one concludes easily.
6.1.1. Proof of Lemma 3.2. Note first that thanks to the Cauchy formula, for all x ∈ C,
Moreover, by [16, Th. 2] , the spectral radius of A converges in probability to b, so that with probability tending to one, by application of the holomorphic functional calculus (which is working even for non Hermitian matrices) to A,
Thus with probability tending to one,
Then one concludes using the previous lemma.
6.1.2. Proof of Lemma 3.3. Since CA k B is a square matrix r × r, it suffices to prove that each entry tends, in probability, to 0. And since B and C are uniformly bounded, one just has to show that for all unitaries vectors b and c, c
Recall that A = UT and
and so we have
. . , j k ) and ( j 1 , . . . , j k ) be k-uplets of intergers lower than n. With a simple argument of invariance of the Haar measure by multiplying by a permutation matrix, we know that (i 0 , . . . , i k ) fixed, there will be no more than (k + 1)! uplets ( j 0 , . . . , j k ) leading to a non-zero expectation. According to Proposition 5.5 , we know that all these expectations are a O n −k . So, one concludes with the following computation
6.2. Proof of Lemma 4.1. Lemma 4.1 is a direct consequence of the following lemma. 
Proof. Note that
, and (42) follows from the fact that for all y > 0, we have y
and (42) follows directly. and CV * (d) = C, we know, by for example Theorem 2 of [18] , that there is constant C such that with a probability tending to one,
6.3.1. Proof of (2) : Now, we reformulate the (2) from Lemma 5.7 this way : let k 1 > k 2 > · · · > k q be distinct positive integers and m 1 , . . . , m q positive integers, and let i α,β 1≤β ≤q 1≤α≤m β and i α,β 1≤β ≤q 1≤α≤m β be some integers of {1, . . . , r}. Our goal is to prove that
We will denote the coordinate of
. We write
so if we expand the whole expectation with respect to the randomness of U, we get terms as
. . . u t 0,1,q ,t 1,1,q · · · u t kq−1,1,q ,t kq,1,q u t 0,2,q ,t 1,2,q · · · u t kq−1,mq,q ,t kq,mq,q u t 0,1,q ,t 1,1,q · · · u t kq−1,1,q ,t kq,1,q u t 0,2,q ,t 1,2,q · · · u t kq−1,mq,q ,t kq,mq,q , ( ) and by Proposition 5.5, for this expectation to be non-zero, we need to have the equalities of multisets Therefore, for each fixed indices collection {t a,b,c , 1
leading to a non-zero expectation.
We show at first that we can neglect the summation over the "non pairwise distinct indices". Indeed, it is easy to see that (recall (43)), so that the summation is a O (log n) 2ρ n . Now, let us consider only the pairwise distinct indices. In this case, the equalities ( * ) 1 and ( * ) 2 lead us to these new equalities of sets (or multi sets, as all indices are distinct)
Indeed, otherwise, this would contradict the fact they are all distinct. According to the Proposition 5.5, we know that all these expectations are equal to Wg σ 1 • σ −1 2 (c.f. Remark 5.6), so that we will neglect all of these with σ 1 = σ 2 . So let us suppose σ 1 = σ 2 and let us see how many choices we have for σ 1 :
-According to the equality ( ) 1 , we know that {t 0,b,c , 1 ≤ c ≤ q, 1 ≤ b ≤ m c } is an invariant set of σ 1 . which means that
are indentified to the same set (with cardinality N) thanks to the colexicographical order, and so, the action of σ 1 and σ 2 must be seen on this common set).
-As each element of {t 1,b,c , 1 ≤ c ≤ q, 1 ≤ b ≤ m c } has only one corresponding t d,e, f (indeed by ( * ) 1 and ( * ) 2 and as the t's and the t 's are pairwise distinct, to each t corresponds a unique t ), we deduce that σ 1 permutes {t 1,b,c , 1 ≤ c ≤ q, 1 ≤ b ≤ m c } in the same way (indeed, it allows to claim that
as N-tuples.
-As σ 1 = σ 2 , we know that σ 2 permutes {t 2,b,c , 1 ≤ c ≤ q, 1 ≤ b ≤ m c } in the same way, and so on until one shows that σ 2 permutes t k q ,b,c , 1 ≤ c ≤ q, 1 ≤ b ≤ m c in the same way.
-However, according to ( ) 2 , we know that {t k c ,b,c , 1
Therefore, t k q ,b,q , 1 ≤ b ≤ m q is an invariant set of σ 2 and we deduce that σ 1 permutes in the same way every set of the form t l,b,q , 1 ≤ b ≤ m q for l ∈ 0, k q − 1 . And so, we rewrite the equalities ( ) 1 and ( ) 2
and one can make an induction on q to show that there exist µ 1 ∈ S m 1 ,µ 2 ∈ S m 2 , . . . , µ q ∈ S m q such that for all 1 ≤ c ≤ q, 1 ≤ b ≤ m c , 1 ≤ a ≤ k c , we have and so, one can easily deduce that 
and we can conclude.
Remark 6.4. We used the fact that
The relation (44) is obvious and the (45) can be proved using the fact P is invariant, in law, by conjugation by any unitary matrix (we explained at Section 2.5 that we can add this hypothesis).
Proof of (1) :
The proof of (1) goes along the same lines as the previous proof. Our goal is to show that
At first, one can notice that if ∑ k i = ∑ l j , the expectation is equal to zero. We assume now that ∑ k i = ∑ l j , and let N denote the common value. Then, we distinguish two cases.
• First case : q = s Then we can also focus on the "pairwise distinct indices" summation, by similar argument as in the previous proof. We suppose that there exists j such that k j = l j (otherwise, one should read the previous proof). Our goal is to show that there is no expectation equal to Wg(id) (which means that we cannot have σ 1 = σ 2 ) in that case and so we shall conclude that
Let us gather the k i 's which are equal so that we rewrite our expectation
Without loss of generality, we shall assume that (k p , m p ) = (l q , n q ) (indeed, otherwise, we can start the induction from the previous proof until we find an integer x such that (k r−x , m r−x ) = (l s−x , n s−x ) and the following of the proof is the same) and also that k r ≤ l s .
According to Proposition 5.5, we have the following equalities and let σ 1 and σ 2 the two permutations describing these equalities. Let us prove by contradiction that σ 1 = σ 2 and so let us suppose that σ 1 = σ 2 . As we consider only pairwise distinct indices, we have also • Second case : q = s For example, let us suppose that q > s. Expanding the product
we get terms such as E U u t 0,1 ,t 1,1 · · · u t k 1 −1,1 ,t k 1 ,1 u t 0,2 ,t 1,2 · · · u t kq−1,q ,t kq,q u t 0,1 ,t 1,1 · · · u t l 1 −1,1 ,t • Under the condition α = β = γ = τ and i = l = j = k, we have 
