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Abstract
In this paper, we study generalized constant ratio (GCR) hypersurfaces in Euclidean
spaces. We mainly focus on the hypersurfaces in E4. First, we deal with δ(2)-ideal GCR hy-
persurfaces. Then, we study on hypersurfaces with constant (first) mean curvature. Finally,
we obtain the complete classification of GCR hypersurfaces with vanishing Gauss-Kronecker
curvature. We also give some explicit examples.
Keywords. Generalized constant ratio submanifolds, δ(r)-invariant hypersurfaces, con-
stant mean curvature, Gauss-Kronecker curvature
Mathematical subject classification. 53C42(Primary), 53B25(Secondary).
1 Introduction
One of the most basic objects studied to understand geometrical properties of a (semi-)Riemannian
submanifold of a (semi-)Euclidean space is its position vector. In this direction, the notion of
constant ratio (CR) submanifolds in Euclidean spaces introduced by B.-Y. Chen, [3]. Let M be
a submanifold of the Euclidean space Em and x : M → Em its position vector. Put x = xT +x⊥,
where xT and x⊥ denote the tangential and normal components of x, respectively. If the ratio of
length of these two vectors is constant, thenM is said to be a CR submanifold or an equiangular
submanifold ([2]). Some results in CR submanifolds appeared also in [4, 5].
On the other hand, in the particular case of the codimension 1, if M is an CR hypersurface,
then the tangential part xT of x is a principal direction of M . However, the converse of this
statement does not hold in general. For example, it is proved that all of rotational surfaces in
E
3 have this property (see [13, Proposition 4.2]), but a rotational surface is not a CR surface
unless its profile curve is chosen specifically. Therefore, the definition of generalized constant
ratio (GCR) surface has been recently given: If xT is a principal direction of a surface, then the
surface is said to be a GCR surface, [13].
We would like to note that if the ambient space is Euclidean, being generalized constant ratio
of a surface is equivalent to having canonical principal direction (CPD) (see [13, Proposition 2.1]).
Surfaces with CPD were studied in some articles appeared in more recent times. For example, in
[9, 10], several authors obtained the classification of surfaces with canonical principal direction
in the spaces S2 ×R and H2 ×R, respectively. Furthermore, generalized constant ratio surfaces
in the Euclidean 3-space were studied in [13, 15].
1
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In this paper, we consider generalized constant ratio hypersurfaces. First, we obtain some
general results in the Euclidean space of arbitrary dimension. We also show that GCR hypersur-
faces and biconservative hypersurfaces satisfy an interesting common property (see Proposition
3.2). Then, we give our main results and explicit examples in the Euclidean 4-space.
The organization of this paper is as follows. In Sect. 2, we give basic definitions and
notation. We also obtain a lemma which we use while obtaining further results. In Sect. 3,
after we describe the notion of generalized constant ratio hypersurfaces, we prove an equivalent
condition to being GCR which is a generalization of [13, Proposition 2.1] to higher dimensions.
In Sect. 4, first, we obtain some explicit examples. Then, we present our main results in the
Euclidean space E4.
The submanifolds we are dealing with are smooth and connected unless otherwise stated.
2 Prelimineries
Let Em denote the Euclidean m-space with the canonical Euclidean metric tensor given by
g˜ = 〈 , 〉 =
m∑
i=1
dx2i ,
where (x1, x2, . . . , xm) is a rectangular coordinate system in E
m.
Consider an n-dimensional Riemannian submanifold M of the space Em. We denote Levi-
Civita connections of Em and M by ∇˜ and ∇, respectively. Then, Gauss and Weingarten
formulas are given, respectively, by
∇˜XY = ∇XY + h(X,Y ), (2.1)
∇˜Xξ = −Sξ(X) +∇⊥Xξ (2.2)
for all X, Y ∈ Γ(TM) and ξ ∈ Γ(T⊥M), where Γ(TM) and Γ(T⊥M) denote the space of vector
fields tangent toM and normal toM , respectively and h, ∇⊥ and S are the second fundamental
form, the normal connection and the shape operator of M , respectively. Note that for each
ρ ∈ T⊥mM , the shape operator Sρ along the normal direction ρ is a symmetric endomorphism of
the tangent space TmM at m ∈M which is related with the second fundamental form by
〈h(Xm, Ym), ρ〉 = 〈SρXm, Ym〉 . (2.3)
On the other hand, since the curvature tensor of the ambient space Em vanishes identically,
Gauss and Codazzi equations become
〈R(X,Y )Z,W 〉 = 〈h(Y,Z), h(X,W )〉 − 〈h(X,Z), h(Y,W )〉, (2.4)
(∇¯Xh)(Y,Z) = (∇¯Y h)(X,Z), (2.5)
respectively, where R is the curvature tensor of M and ∇¯h is defined by
(∇¯Xh)(Y,Z) = ∇⊥Xh(Y,Z)− h(∇XY,Z)− h(Y,∇XZ).
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We would like to prove the following lemma which we will use. In this lemma, we put
∇X : Γ(TM) → Γ(TM)
Y 7→ ∇YX
and the index i (resp. α) runs over the range 1, 2, . . . , p (resp. 1, 2, . . . , q).
Lemma 2.1. Let M be a p+ q +1 dimensional Riemannian manifold. Assume that there exist
a unit vector field X and two involutive distributions T1 and T2 of dimension p and q such that
(i). TmM = X|m ⊕ T1(m)⊕ T2(m) for all m ∈M ,
(ii). ∇T3−iTi ⊂ Ti for i = 1, 2,
(iii). The linear mapping ∇X satisfies ∇X|Ti = λI and ∇X|Ti = νI for some smooth functions
λ and ν satisfying
Y (λ) = Z(ν) = 0 whenever Y ∈ T1 and Z ∈ T2,
where I is the identity operator acting on Γ(TM),
(iv). X = ∂s for a smooth function s : M → R.
Then, there exists a local coordinate system (s, t1, t2, . . . , tp, u1, u2, . . . , uq) such that
(A). X = ∂s, T1 = span{∂t1 , ∂t2 , . . . , ∂tp} and T2 = span{∂u1 , ∂u2 , . . . , ∂uq},
(B). ∇∂uα∂ti = ∇∂ti∂uα = 0,
(C). The metric tensor of M is
g = ds2 + a(s)
(∑
i
Ai (t1, t2, . . . , tp) dt
2
i
)
+ b(s)
(∑
α
Bα (u1, u2, . . . , uq) du
2
i
)
(2.6)
for some non-vanishing smooth functions a,Ai, b, Bα.
Proof. Because of conditions (i), (ii) and (iv), by employing [14, Lemma 4.2], one can see that
there exists a local coordinate system (s, t1, t2, . . . , tp, u1, u2, . . . , uq) such that (A) is satisfied.
Thus, the metric tensor of M becomes
g = ds2 +
∑
i
aˆi(s, t, u)dt
2
i +
∑
α
bˆα(s, t, u)du
2
α, (2.7)
where we put t = (t1, t2, . . . , tp) and u = (u1, u2, . . . , uq). On the other hand, since [∂uα , ∂ti ] = 0,
we have ∇∂uα∂ti = ∇∂ti∂uα . However, because of the condition (ii), we have ∇∂uα∂ti ∈ T1 and∇∂ti∂uα ∈ T2. Hence, we have (B).
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Moreover, (B) implies 2aˆi∂uα aˆi = ∂uα(〈∂ti , ∂ti〉) = 2〈∇∂uα∂ti , ∂ti〉 = 0. Therefore, we have
aˆi = aˆi(s, t). (2.8)
On the other hand, because of the condition (iii), we have ∇∂ti∂s = λ∂ti . This equation and
(2.7) imply
1
2
∂s(aˆ
2
i ) =
1
2
∂s (〈∂ti , ∂ti〉) = 〈∇∂s∂ti , ∂ti〉 = 〈∇∂ti∂s, ∂ti〉 = 〈λ∂ti , ∂ti〉 = λaˆ2i
from which we get
λ = ∂s(ln aˆi). (2.9)
Since ∂ti(λ) = 0, (2.8) and (2.9) implies aˆi = a(s)Ai(t) for some smooth functions Ai, a. Analo-
gously, we have, bˆα = b(s)Bα(t) for some smooth functions Bα, b. Hence, (2.7) implies (C).
2.1 Hypersurfaces in Euclidean spaces
Now, let M be an oriented hypersurface in the Euclidean space En+1 and S its shape operator
along the unit normal vector field N associated with the oriantiation of M . We consider a
local orthonormal frame field {e1, e2, . . . , en;N} consisting of principal directions of M with
corresponding principal curvatures k1, k2, . . . , kn. Then, the shape operator S of M becomes
S = diag (k1, k2, . . . , kn)
and the k-th invariant of S is the function defined by
sk =
∑
i1<i2<...<ik
ki1ki2 . . . kik , k = 1, 2, . . . , n.
By using these invariants, mean curvatures H1,H2, . . . ,Hn of M are defined by
(n
k
)
Hk = sk.
(see, for example, [1]). Note that H1, the first mean curvature of M , is usually called as the
mean curvature of M , while Hn is called the Gauss-Kronecker curvature of M for n > 2 and M
is said to be k-minimal if Hk = 0.
M is said to be isoparametric if all of its principal curvatures are constant. It is well-known
that if M is an isoparametric hypersurface of En+1, then it is congruent to an open part of
S
n−p(r2)× Ep, where r 6= 0 is a constant and p ∈ {0, 1, . . . , n}.
On the other hand, if {θ1, θ2, . . . , θn} is a dual basis of the local, orthonormal, base field
above, then the first structural equation of Cartan is given by
dθi =
n∑
i=1
θj ∧ ωij, i = 1, 2, . . . , n, (2.10)
where ωij denotes connection forms corresponding to the chosen frame field, i.e., ωij(el) =
〈∇elei, ej〉 and satisfies ωij = −ωji.
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2.2 δ(r)-ideal hypersurfaces
Let M be an n-dimensional submanifold of the Euclidean space Em and δ(r) denote the r-th δ
invariant introduced in [6], where B.-Y. Chen proved the general sharp inequality
δ(r) ≤ n
2(n− r)
2(n − r + 1) 〈H,H〉, r = 2, 3, . . . , n− 1 (2.11)
if H = 1/n(trh) denotes the mean curvature vector of M in Em (see also [8]). Moreover, he
called a submanifold M as δ(r)-ideal if the equality case of (2.11) is satisfied identically. We
would like to state the following lemma obtained in [6].
Lemma 2.2. [6] Let M be a hypersurface in the Euclidean space En+1. Then, it is a δ(2)-ideal
hypersurface if and only if its principal curvatures are k1, k2, k1 + k2, k1 + k2, . . . , k1 + k2︸ ︷︷ ︸
(n−2) times
.
3 Generalized constant ratio hypersurfaces
In this section, we, firstly, want to extend the definition of generalized constant ratio surfaces
given in [13] by Fu and Munteanu to hypersurfaces in Euclidean spaces.
Let M be an oriented, immersed hypersurface in the Euclidean space En+1, x : M → En+1
an isometric immersion and N its unit normal vector. We define functions µ and θ by
µ = 〈x, x〉1/2, (3.1)
µ cos θ = 〈x,N〉. (3.2)
Then, the position vector x can be expressed as
x = µ sin θe1 + µ cos θN, (3.3)
where e1 is a unit tangent vector field along the tangential component x
T of the vector field x.
Now, let X be a vector field tangent to M . Since ∇˜Xx = X, (3.3) implies
X =X(µ sin θ)e1 + µ sin θ∇Xe1 − µ cos θSX
+ µ sin θh(X, e1) +X(µ cos θ)N.
(3.4)
Note that by applying X to (3.1) and using (3.3), one can get
X(µ) = 〈X, e1〉 sin θ, (3.5)
i.e., Y (µ) vanishes identically whenever Y is a vector field tangent to M and orthogonal to e1.
Therefore, by combining (3.4) and (3.5), we obtain
X =〈X, e1〉 sin2 θe1 + µ cos θX(θ)e1 + µ sin θ∇Xe1 − µ cos θSX
+ µ sin θh(X, e1) + 〈X, e1〉 sin θ cos θN − µ sin θX(θ)N.
(3.6)
Next, we obtain the following proposition.
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Proposition 3.1. Let M be an oriented hypersurface in the Euclidean space En+1 and x :M →
E
n+1 its position vector with the tangential component xT . Then, xT is a principal direction if
and only if Y (θ) = 0 whenever Y is a vector field tangent to M and orthogonal to xT .
Proof. By the notation described above, the normal part of the equation (3.6) for X = Y gives
µ sin θh(Y, e1) + 〈Y, e1〉 sin θ cos θN − µ sin θY (θ)N = 0. (3.7)
Note that xT is a principal direction of M if and only if h(Y, e1) = 0 whenever Y is orthogonal
to e1 because of (2.3). However, from (3.7) one can observe that this condition is equivalent to
Y (θ) = 0.
Remark 1. See [13, Proposition 2.1] and [15, Theorem 1] for the case n = 2.
Therefore, we would like to give the following definition.
Definition 1. A hypersurface is said to be a generalized constant ratio (GCR) hypersurface if
the tangential part xT of its position vector is one of its principal directions, or, equivalently, by
the notation above, Y (θ) = 0 whenever Y ∈ Γ(TM) is orthogonal to xT .
Now, let M be a GCR hypersurface in the Euclidean space En+1 and {e1, e2, . . . , en;N} be
the local orthonormal frame field consisting of the principal directions of M with correspond-
ing principal curvatures k1, k2, . . . , kn. We assume that e1 is proportional to the tangential
component xT of the position vector x of M . Then, from (3.6) for X = e1, one can obtain
∇e1e1 = 0, (3.8a)
k1 = e1(θ)− cos θ
µ
. (3.8b)
We state the following proposition which is a direct result of (3.8).
Proposition 3.2. Let α be an integral curve of e1. Then, α is a geodesic and a line of curvature
of M . Furthermore, α is planar and its curvature in En+1 is k1|α
Remark 2. Because of this proposition, one can expect that several geometrical properties of
constant ratio hypersurfaces are coinciding with geometrical properties of biconservative hyper-
surfaces (see [12, Lemma 2.2]).
Furthermore, (3.5), (3.6) for X = ei and Proposition 3.1 imply
ei(θ) = ei(µ) = 0, (3.9a)
∇eie1 =
1 + µ cos θki
µ sin θ
ei, i = 2, 3, . . . , n. (3.9b)
Remark 3. By combaining (3.8a) and (3.9b) with Cartan’s first structural equation (2.10) for
i = 1, we obtained dθ1 = 0, i.e., θ1 is closed. Thus, Poincare` lemma implies that dθ1 is exact,
i.e., there exists a function s such that θ1 = ds which implies e1 = ∂s.
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4 Classifications of GCR hypersurfaces in E4
Let M be a GCR hypersurfaces in E4. Then, from (3.9b) we have
ω12(e3) = ω13(e2) = 0 (4.1)
Next, we apply the Codazzi equation (2.5) for X = ei, Y = ej , Z = ek for each triplet (i, j, k)
in the set {(1, 2, 1), (1, 3, 1), (2, 1, 2), (3, 1, 3), (2, 1, 3), (3, 1, 3), (2, 3, 2)} and combine equations
obtained with (3.8) and (3.9) to get
e2(k1) = e3(k1) = 0, (4.2a)
e1(k2) =
1 + µ cos θk2
µ sin θ
(k1 − k2), (4.2b)
e1(k3) =
1 + µ cos θk3
µ sin θ
(k1 − k3), (4.2c)
ω23(e1)(k2 − k3) = 0, (4.2d)
e2(k3) = ω23(e3)(k2 − k3), (4.2e)
e3(k2) = ω23(e2)(k2 − k3). (4.2f)
On the other hand, because of (3.8a), we have 〈∇e1e2, e1〉 = 0 which implies 〈[e1, e2], e1〉 = 0.
Therefore, we obtain [e1, e2](k1) = 0. By a similar way, one can get [e1, e3](k1) = 0. By
combining these equations with (4.2a), we obtain
e2e1(k1) = e3e1(k1) = 0. (4.2g)
4.1 Examples of GCR Hypersurfaces in E4
In this subsection, we obtain some examples of GCR hypersurfaces in E4. We will use these
results later.
Proposition 4.1. Let M be a hypercylinder over a rotational surface E4 given by
x(s, t, u) = (f(s) cos t, f(s) sin t, g(s), u) (4.3)
Then, M is a GCR hypersurface if and only if it is congruent to one of the following hypersur-
faces.
(i) A hyperplane E3,
(ii) A spherical hypercylinder S2(r2)× E,
(iii) A circular hypercylinder S1(r)× E2,
(iv) A hypercylinder over a cone given by
x(s, t, u) = ((c1s+ c2) cos t, (c1s+ c2) sin t, c2s, u) (4.4)
for some non-zero constants c1 and c2.
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All of these hypersurfaces have two distinct principal curvatures.
Proof. Without loss of generality, we may assume f ′2 + g′2 = 1. By a simple computation, one
can obtain that the unit normal vector field of M is N = (−g′(s) cos t,−g′(s) sin t, f(s), 0) while
its principal directions are ∂s, ∂t, ∂u with corresponding principal curvatures ofM are κ,−g′/g, 0,
where κ is the curvature of the curve α = (f, g) on E2. By decomposing x, we have
xT = (ff ′ + gg′)∂s + s∂u.
Therefore, M is GCR if and only if either ff ′ + gg′ = 0 or κ = 0.
If ff ′ + gg′ = 0 shows then, α becomes a circle which gives the case (ii). If κ = 0, then α is
a line. Thus, we have (4.4) for some constants c1 and c2 such that c
2
1+ c
2
2 = 1. Note that c1 = 0
and c2 = 0 give cases (iii) and (i) of the theorem, respectively. The remaining case shows that
M is a conical hypercylinder.
This proves the necessary part of the proposition and the sufficient part follows from a direct
computation.
We would like to give a generalization of the above result by obtaining the following propo-
sition.
Proposition 4.2. Let M be a hypersurface M˜×R in E4, where M˜ is a surface in E3. Then, M
is a GCR hypersurface if and only if M˜ is a sphere, a plane, a cylinder or a tangent developable
surface.
Proof. Since a spherical hypercylinder is GCR, we ignore this case and, without loss of gen-
erality, we assume that the position vector of M is x(s, t, u) = (x˜(s, t), u), where x˜(s, t) =
(x1(s, t), x2(s, t), x3(s, t)) is the position vector of M˜ . By a similar method to proof of Proposi-
tion 4.1, we deduce that x˜ must be a flat GCR surface in E3. By using [13, Proposition 3.3], we
obtain remaining cases.
Example 4.3. Let M be an SO(2) × SO(2)-invariant hypersurface in E4 given by
x(s, t, u) = (f(s) cos t, f(s) sin t, g(s) cos u, g(s) sin u). (4.5)
Then, the unit normal vector field of M is N = (−g′(s) cos t,−g′(s) sin t, f ′(s) cos u, f ′(s) sinu)
and principal curvatures of M are κ, −f ′/g and g′/f with corresponding principal directions
∂s, ∂t, ∂u, where κ is the curvature of the profile curve α = (f, g) in E
2.
Remark 4. See [16] for several geometrical properties of SO(p)×SO(q)-invariant hypersurfaces
in Euclidean spaces.
We will use the following lemma.
Proposition 4.4. Let M be the hypersurface given by (4.5) for some smooth functions f, g.
Then, M is a GCR hypersurface.
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Proof. Without loss of generality, we may assume f ′2+g′2 = 1. In this case, we have x(s, t, u) =
(ff ′ + gg′)∂s + (−fg′ + f ′g)N . Moreover, e1 = ∂s is a principal direction. Hence, M is a GCR
hypersurface.
Similarly, we have
Proposition 4.5. Let M be a rotational hypersurface given by
x(s, t, u) = (f(s), g(s) cos t, g(s) sin t sinu, g(s) sin t cos u) (4.6)
for some smooth functions f, g in E4. Then, M is a GCR hypersurface.
Before we proceed to our main results, we would like to give two examples of GRC hyper-
surfaces with vanishing Gauss-Kronecker curvature.
Example 4.6. Let y : Ω → E4 be an oriented regular surface in S3(1) ⊂ E4 with the spherical
normal n, where Ω is an open subset in R2. Consider the hypersurface M given by
x(s, v, w) = sy(v,w) + cn(v,w), (4.7)
where c is a constant. Then, by a direct computation, one can check that ∂s is a principal
direction with the corresponding principal curvature k1 = 0. Moreover, the unit normal vector
field of M is N = n. Since the position vector of this hypersurface is expressed as x = s∂s+ cN ,
it is a GCR hypersurface. Moreover, its Gauss-Kronecker curvature vanishes identically.
Example 4.7. Let α(w) be a unit speed curve lying on S3(1) ⊂ E4 and A(w), B(w) two orthonor-
mal vector fields spanning the normal space of α in S3(1), i.e.,
〈A,B〉 = 〈A,α〉 = 〈A,α′〉 = 〈B,α〉 = 〈B,α′〉 = 0, 〈A,A〉 = 〈B,B〉 = 1. (4.8)
Consider the hypersurface in E4 given by
x(s, v, w) = sα(w) + c
(
cos
v
c
A(w) + sin
v
c
B(w)
)
(4.9)
for a constant c > 0. Then, by a direct computation, one can check that the unit normal vector
field of M is N = cos
v
c
A(w) + sin
v
c
B(w) and principal directions of M are e1 = ∂s, e2 = ∂v
e3 =
1
‖xw‖∂w with the corresponding principal curvatures 0,−1/c, k3. Hence, M is a GCR
hypersurface with ∇˜e1e1 = ∇˜e2e1 = 0 and = ∇˜e2e2 = −N/c
4.2 δ(2)-ideal hypersurfaces
In this subsection, we obtain classifications of δ(2)-ideal GCR hypersurfaces.
First of all, in [7], Chen proved that a δ(2)-ideal hypersurface in E4 is congruent to either
a spherical cylinder or a rotational hypersurface given by (4.6) for some particularly chosen
functions (f, g). Therefore, by combining [7, Theorem 4.1] with Proposition 4.1 and Proposition
4.5, we obtain
GCR hypersurfaces 10
Proposition 4.8. Let M be a hypersurface in the Euclidean space E4 with two distinct principal
curvatures. If M is a δ(2)-ideal hypersurface, then it is GCR.
In the following theorem, we focus on hypersurfaces with three distinct distinct principal
curvatures.
Theorem 4.9. Let M be a δ(2)-ideal hypersurface in the Euclidean space E4 with three distinct
principal curvatures. Then, M is a GCR hypersurface if and only if it is congruent to a SO(2)×
SO(2)-invariant hypersurface given by (4.5).
Proof. Let M be a δ(2)-ideal GCR hypersurface in E4, e1, e2, e3 principal directions with corre-
sponding principal curvatures k1, k2, k3 and ω1, ω2, ω3 1-forms such that ωi(ej) = δij , where e1
is proportional to the tangential component xT of the position vector x of M .
Since M is a δ(2)-ideal, Lemma 2.2 implies either k3 = k1 + k2 or k1 = k2 + k3. First, we
want to show
e2(k2) = e3(k2) = e2(k3) = e3(k3) = 0. (4.10)
Case 1. k3 = k1 + k2. In this case, since M has three distinct principal curvatures, we may
assume that the functions k1, k2 and k1−k2 does not vanish. Since k3 = k1+k2, (4.2c) becomes
e1(k1 + k2) =
1 + µ cos θ(k1 + k2)
µ sin θ
(−k2). (4.11)
By combining (4.2b) and (4.11) we obtain
e1(k1) =
−k1 − 2k1k2µ cos θ
µ sin θ
(4.12)
Since k1 6= 0, applying e2 and e3 to (4.12) and using (3.9a), (4.2a), (4.2g) we get (4.10).
Case 2. k1 = k2 + k3. In this case, from (4.2b) and (4.2c) we have
e1(k1) = e1(k2 + k3) =
k1 + 2µ cos θk2k3
µ sin θ
. (4.13)
Similar to the previos case, by applying ei to (4.13), we obtain
ei(k2k3) = 0, i = 2, 3. (4.14)
In addition, because of (4.2a) and k1 = k2 + k3, we have
ei(k2 + k3) = 0, i = 2, 3. (4.15)
Therefore, since M has three distinct principal curvatures, (4.14) and (4.15) imply (4.10).
Hence, we have proved (4.10) in both cases. Therefore, (3.8b) and (4.2d)-(4.2f) imply
ω23 = 0, (4.16a)
ω12 = ω12(e2)ω2, ω13 = ω13(e3)ω3. (4.16b)
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In addition, from (3.9b) we have
ei(ω1j(ej)) = 0, i = 2, 3. (4.16c)
Next, we put X = e1 and define two distributions T1 = span{e2} and T2 = span{e3}. By
using (4.16), one can check that X,T1, T2 satisfy hypothesis of Lemma 2.1 from which we see
that there exists a local coordinate system (s, t, u) such that e2 and e3 are proportional to ∂t
and ∂u, respectively. Furthermore, the metric tensor is g = ds
2+ a(s)A(t)dt2 + b(s)B(u)du2 for
some smooth functions a, b,A,B and
∇∂u∂t = ∇∂t∂u = 0. (4.17)
By re-defining t and u, we may assume A(t) = B(u) = 1. Hence, g becomes
g = ds2 + a(s)dt2 + b(s)du2. (4.18)
On the other hand, (4.17) implies ∇˜∂u∂t = ∇˜∂t∂u = 0. Therefore, the position vector x has
the form
x(s, t, u) = x1(s, t) + x2(s, u). (4.19)
By a further computation using (4.18), we obtain ∇˜∂s∂t = a′/a∂t. By combining this equation
with (4.19) we obtain ∂s∂t(x1) = ∂t(x1) which implies x1(s, t) = f(s)θ1(t) + α1(s) for a smooth
function f and some vector values function θ1, α1. By a similar way, we get also x2(s, u) =
g(s)θ2(u) + α2(s). Thus, (4.19) implies
x(s, t, u) = Γ(s) + f(s)θ1(t) + g(s)θ2(u), (4.20)
where Γ = α1 + α2. Now, let p = x(s0, t0, u0) ∈ M . Note that the slice s = s0, u = u0 (resp.
s = s0, t = t0) is the integral curve of ∂t (resp. ∂u) passing through p. Since ∇eiei = 0, i = 2, 3
because of (4.16a), (4.18) gives ∇˜∂t∂t = k2(s)∂t and ∇˜∂u∂u = k3(s)∂u. Recall that k2 and k3 are
constant along any integral curve of ∂t and ∂u. Therefore, they must be circles or lines subject
to ki = 0 or ki 6= 0.Thus, we have two cases because M has three distinct principal curvatures.
Case A. k2, k3 6= 0. In this case, integral curves of ∂t and ∂u are circles. Thus, a further
computation yields that M is congruent to (4.5).
Case B. k2 6= 0, k3 = 0. In this case, the integral curves of ∂t are circles while the integral
curves of ∂u are lines. Thus, by a further computation one can obtain that M is congruent
to (4.3). However, Proposition 4.1 implies that this case is not possible because M has three
distinct principal curvatures.
Hence, the proof is completed.
Remark 5. See also [12, 17] for a classification of hypersurfaces satisfying (4.16) under the
restriction of being biconservative.
For the existence of δ(2)-ideal GCR hypersurfaces, we state the following corollary of Theo-
rem 4.9.
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Corollary 4.10. LetM be a hypersurface in the Euclidean space E4 with three distinct curvature.
Then, M is a 1-minimal, δ(2)-ideal GCR hypersurface if and only if it is congruent to either an
open part of a hyperplane or a hypersurface given by
x(s, t, u) = (
√
2s cos t,
√
2s sin t,
√
2s cos u,
√
2s sinu). (4.21)
Remark 6. The hypersurface given by (4.21) has the shape operator S = diag (0, k2,−k2).
Thus, it is a 1-minimal and 3-minimal hypersurface with non-constant second mean curvature.
Furthermore, this SO(2) × SO(2) invariant hypersurface is also a member of family of hyper-
surfaces given in Example 4.6, because it can be obtain by putting y(v,w) = (
√
2 cos v,
√
2 sin v,√
2 cosw,
√
2 sinw) and C = 0 in (4.7).
4.3 Hypersurfaces with constant mean curvature
In this subsection, we consider GCR hypersurfaces with a constant mean curvature.
First, we focus on hypersurface whose first mean curvature is constant and obtain the fol-
lowing classification.
Theorem 4.11. Let M be a hypersurface in E4 with constant first mean curvature. Then, M is
a GCR hypersurface if and only if it is congruent to one of the following 3 types of hypersurfaces.
(i) An isoparametric hypersurface,
(ii) A rotational hypersurface given by (4.6),
(iii) An SO(2)× SO(2)-invariant hypersurface given by (4.5).
Proof. LetM be a GCR hypersurface in E4 with principal curvatures k1, k2, k3 with correspond-
ing principal directions e1, e2, e3, where e1 = x
T /‖xT ‖. Also assume that M has constant first
mean curvature, i.e.,
k1 + k2 + k3 = c (4.22)
for a constant c. We have three cases subject to number of distinct principal curvatures of M .
Case I. M has only one distinct principal curvature. In this case, M is either a hypersphere
or hyperplane which gives the case (i) of the theorem.
Case II. M has two distinct principal curvatures. In this case, we have either k1 = k2 or
k2 = k3.
Case IIa. k1 = k2. In this case, an instance of Codazzi equation (2.5) yields e1(k1) = 0.
However, this equation and (4.2a) implies that k1 is a constant. However, (4.22) implies k3 is
also constant. Therefore, M is an isoparametric hypersurface. Thus, we have the case (ii) of the
theorem.
Case IIb. k2 = k3. In this case, an instance of Codazzi equation (2.5) yields e2(k2) =
e2(k3) = 0. Thus, we have ki = ki(s), i = 1, 2, 3, where (s, tˆ, uˆ) is a local coordinate system such
that s is choosen as described in Remark 3. Hence, by the inverse function theorem, we, locally,
have k2 = k3 and k1 = λ(k2). Therefore, the well-known result of do Carmo and Dajczer implies
GCR hypersurfaces 13
that M is a rotational hypersurface (see [11, Theorem 4.2]). Hence, we have the case (ii) of the
theorem.
Case III. M has three distinct principal curvatures. In this case, by combining (4.2c) with
(4.22), we obtain
e1(−k1 − k2 + c) = 1 + µ cos θk3
µ sin θ
(2k1 + k2 − c).
By combining this equation and (4.2c), we get
−µ sin θe1(k1)− 3k1 + c
µ cos θ
+ c2 − 3ck1 + 2k21 = −2k1k2 − 2k22 + 2ck2.
By applying ei to this equation and combining the equation obtained with (3.9a), (4.2a) and
(4.2g), we obtain
ei(k2)(2k2 + k1 − c) = 0.
for i = 2, 3. Thus, on the open subset Ui = {p|ei(k2)(p) 6= 0} we have 2k2 + k1 − c = 0. By
applying ei to this equation and considering (4.2a), we obtain ei(k2) = 0 on Ui which yields a
contradiction unless Ui = ∅. Hence, we have ei(k2) = 0 on M . Moreover, (4.2a) and (4.22)
imply ei(k3) = 0.
We have proved that corresponding connection forms of M satisfy (4.16). Hence, M is an
open part of SO(2)× SO(2)-invariant hypersurface (See the proof of Theorem 4.9) which gives
the case (iii) of the theorem.
This proves the necessary part of the proposition and the sufficient part follows from a direct
computation.
Next, we consider 3-minimal hypersurfaces, i.e., hypersurfaces with the Gauss-Kronecker
curvature vanishing identically. We obtain the following classification theorem.
Theorem 4.12. Let M be a 3-minimal hypersurface in the Euclidean space E4. Then, M is a
GCR hypersurface if and only if it is congruent to one of the following 3 types of hypersurfaces.
(i) One of hypercylinders given in Proposition 4.1,
(ii) A hypersurface given in Example 4.6 for a regular surface y lying on S3(1),
(iii) A hypersurface given in Example 4.7 for a regular curve α lying on S3(1).
Proof. LetM be a 3-minimal GCR hypersurface and e1 = x
T /‖xT ‖, e2, e3 its principal directions
with corresponding principal curvatures k1, k2, k3. We consider a local, orthogonal coordinate
system (s, v, w), where s is the coordinate function described in Remark 3, i.e., e1 = ∂s.
First, we want to show that k1 vanishes identically on M . Assume, towards contradiction,
that k1(m) 6= 0 at a point m ∈M . In this case, there exists a neighborhood Nm of m on which
k1 does not vanish. Then, since the Gauss-Kronecker curvature k1k2k3 = 0, by shrinking if
necessary, we may assume k2 = 0 on Nm. Note that we also have e1(k2) = 0 on Nm. However,
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if we use these two equations in (4.2b), we obtain k1 = 0 on Nm which is a contadiction. Thus,
we have k1 = 0 on M .
Since k1 = 0, from (3.8a) we obtain
∇˜∂s∂s = 0, ∇˜∂sN = 0 (4.23)
and (3.8b) implies e1(θ) = cos θ/µ. Thus, from (3.5) for X = e1 we have
µ cos θ = c (4.24)
for a constant c. On the other hand, by applying e1 = ∂s to the equation 〈∂s, x〉 = µ sin θ and
using (4.23), we obtain e1(µ sin θ) = 1. Therefore, by translating s if necessary, we may assume
µ sin θ = s. (4.25)
Hence, by combining (4.23), (4.24) and (4.25) with (3.3), we get
x(s, v, w) = se1(v,w) + cN(v,w), (4.26)
where, by abuse of notation, we denote the Euclidean coordinates of the vector field e1 by
e1(v,w).
Now, we want to consider three cases separately.
Case I. ∇e2e1 6= 0, ∇e3e1 6= 0. In this case, we put y(v,w) = e1(v,w). Then, because of
assumptions, y defines a regular surface in S3(1) ⊂ E4. Moreover, since N is the unit normal
vector field of M , we have 〈∂s, N〉 = 〈∂v, N〉 = 〈∂w, N〉 = 0. Thus, from (4.26) we get
〈y,N〉 = 〈yv, N〉 = 〈yw, N〉 = 0.
Therefore, n(v,w) = N(v,w) is the spherical unit normal vector field of the regular surface y.
Thus, (4.26) turns into (4.7) given in the Example 4.6. Hence, we have the case (ii) of the
theorem.
Case II. ∇e2e1 = ∇e3e1 = 0. In this case, (3.9b) for i = 2, 3 and (4.24) imply c 6= 0 and
k2 = k3 = −1/c. Therefore, principal curvatures of M are obtained as 0,−1/c,−1/c. Hence, M
is a spherical hypercylinder. Thus, we have the case (i) of the theorem.
Case III. ∇e2e1 = 0, ∇e3e1 6= 0. In this case, we have ω12(e2) = 0 which yields ω12 = 0
in view of (4.1). Thus, (3.9b) for i = 2 and (4.24) imply c 6= 0 and k2 = −1/c. Thus, we
have e3(k2) = 0 and, obviously, k2 6= k3. Therefore, by using (4.2f), we obtain ω23(e2) = 0.
Furthermore, since k2 6= k3, (4.2d) implies ω23(e1) = 0. Since ω12 = 0 and ω23 = ω23(e3)θ3,
by using (2.10) for i = 2, we obtain dθ2 = 0. Therefore, by applying the Poincare` lemma, we
see that we may assume e2 = ∂v. Moreover, since (s, v, w) is orthogonal, we also have e3 is
proportional to ∂w.
On the other hand, since ∇˜e2e1 = 0, (4.26) becomes
x(s, v, w) = se1(w) + cN(v,w). (4.27)
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In addition, since ω23(e1) = ω23(e2) = 0 and k2 = −1/c, we have
∇˜∂v∂v = ∇˜e2e2 = −
1
c
N. (4.28)
From (4.27) and (4.28) we get
Nvv +
1
c2
N = 0
which implies
N = cos
v
c
A(w) + sin
v
c
B(w) (4.29)
for some smooth vector valued functions A,B. Now, we put α(w) = e1(w) in (4.27) and use
(4.29) to get (4.9). Note that if α(w) is constant M becomes a hypercylinder which gives the
case (i) of the theorem.
Next, we assume that α′(w) does not vanish. Therefore, α is a regular curve satisfying
〈α,α〉 = 〈e1, e1〉 = 1. Thus, by re-defining w properly, we may assume α is a unit speed curve
lying on S3(1) and we can consider A, B as vector fields on α. Moreover, since (s, v, w) is
orthogonal, we have 〈xs, xv〉 = 〈xv, xw〉 = 〈xs, xw〉 = 0. By combining these equations with
(4.9), we get (4.8). Hence, we obtain the case (iii) of the theorem.
Converse is obivous. Hence, the proof is completed.
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