Abstract. Suppose that a target function f 0 : R d → R is monotonic, namely, weakly increasing, and an original estimatef of the target function is available, which is not weakly increasing. Many common estimation methods used in statistics produce such estimatesf . We show that these estimates can always be improved with no harm using rearrangement techniques: The rearrangement methods, univariate and multivariate, transform the original estimate to a monotonic estimatef * , and the resulting estimate is closer to the true curve f 0 in common metrics than the original estimatef . We illustrate the results with a computational example and an empirical example dealing with age-height growth charts.
Introduction
A common problem in statistics is to approximate an unknown monotonic function on the basis of available samples. For example, biometric age-height charts should be monotonic in age; econometric demand functions should be monotonic in price; and quantile functions should be monotonic in the probability index. Suppose an original, possibly non-monotonic, estimate is available. Then, the rearrangement operation from variational analysis (Hardy, Littlewood, and Pólya 1952 , Lorentz 1953 , Villani 2003 can be used to monotonize the original estimate. The rearrangement has been shown to be useful in producing monotonized estimates of conditional mean functions (Dette, Neumeyer, and and various conditional quantile and probability functions (Chernozhukov, Fernandez-Val, and Galichon (2006a, 2006b) ). In this paper, it is shown that the rearrangement of the original estimate is useful not only for producing monotonicity, but also has the following important property: The rearrangement always improves over the original estimate, whenever the latter is not monotonic. Namely, the rearranged curves are always closer (often considerably closer) to the target curve being estimated. Furthermore, this improvement property is generic, i.e. it does not depend on the underlying specifics of the original estimate and applies to both univariate and multivariate cases.
The paper is organized as follows. In Section 2.1, we motivate the monotonicity issue in regression problems, and discuss common estimates/approximations of regression functions that are not naturally monotonic. In Section 2.2, we analyze the improvements in estimation/approximation properties that the rearranged estimates deliver. In Section 2.3, we discuss the computation of the rearrangement, using sorting and simulation. In Section 2.4, we extend the analysis of Section 2.2 to multivariate functions. In Section 3, we provide proofs of the main results. In Section 4, we present an empirical application to biometric age-height charts. We show how the rearrangement monotonizes and improves the original estimates of the conditional mean function in this example, and quantify the improvement in a simulation example resembling the empirical one. In the same section, we also analyze estimation of conditional quantile processes for height given age that need to be monotonic in both age and the quantile index. We apply a multivariate rearrangement to doubly monotonize the estimates both in age and the quantile index.
We show that the rearrangement monotonizes and improves the original estimates, and quantify the improvement in a simulation example mimicking the empirical example. In Section 5 we offer a summary and a conclusion.
Improving Approximations of Monotonic Functions

Common Estimates of Monotonic Functions.
A basic problem in many areas of analysis is to approximate an unknown function f 0 : R d → R on the basis of some available information. In statistics, the common problem is to approximate an unknown regression function, such as the conditional mean or a conditional quantile, using an available sample. In numerical analysis, the common problem is to approximate an intractable target function by a more tractable function on the basis of the target function's values at a collection of points.
Suppose we know that the target function f 0 is monotonic, namely weakly increasing.
Suppose further that an original estimatef is available, which is not necessarily monotonic. Many common estimation methods do indeed produce such estimates. Can these estimates always be improved with no harm? The answer provided by this paper is yes:
the rearrangement method transforms the original estimate to a monotonic estimatê f * , and this estimate is in fact closer to the true curve f 0 than the original estimatef in common metrics. Furthermore, the rearrangement is computationally tractable, and thus preserves the computational appeal of the original estimates.
Estimation methods, specifically the ones used in regression analysis, can be grouped into global methods and local methods. An example of a global method is the series estimator of f 0 taking the formf
where P kn (x) is a k n -vector of suitable transformations of the variable x, such as Bsplines, polynomials, and trigonometric functions. Section 4 lists specific examples in the context of an empirical example. The estimateb is obtained by solving the regression problemb = arg min
where (Y i , X i ), i = 1, ..., n denotes the data. In particular, using the square loss ρ(u) = u 2 produces estimates of the conditional mean of Y i given X i (Gallant 1981 , Andrews 1991 , Stone 1994 , Newey 1997 , while using the asymmetric absolute deviation loss ρ(u) = (u − 1(u < 0))u produces estimates of the conditional u-quantile of Y i given X i (Koenker and Bassett 1978 , Portnoy 1997 , He and Shao 2000 . Likewise, in numerical analysis "data" often consist of values Y i of a target function evaluated at a collection of mesh points {X i , i = 1, , n} and the mesh points themselves. The series estimates x →f (x) = P kn (x) ′b are widely used in data analysis due to their good approximation properties and computational tractability. However, these estimates need not be naturally monotone, unless explicit constraints are added into the optimization program (for example, Matzkin (1994) , Silvapulle and Sen (2005) , and Koenker and Ng (2005) ).
Examples of local methods include kernel and locally polynomial estimators. A kernel estimator takes the form
where the loss function ρ plays the same role as above, K(u) is a standard, possibly high-order, kernel function, and h > 0 is a vector of bandwidths (see, for example, Wand and Jones (1995) and Ramsay and Silverman (2005) ). The resulting estimate x →f (x) needs not be naturally monotone. Dette, Neumeyer, and Pilz (2006) show that the rearrangement transforms the kernel estimate into a monotonic one. We further show here that the rearranged estimate necessarily improves upon the original estimate, whenever the latter is not monotonic. The locally polynomial regression is a related local method (Chaudhuri 1991, Fan and Gijbels 1996) . In particular, the locally linear estimator takes the form
The resulting estimate x →f (x) may also be non-monotonic, unless explicit constrains are added to the optimization problem. Section 4 illustrates the non-monotonicity of the locally linear estimate in an empirical example.
In summary, there are many attractive estimation and approximation methods in statistics that do not necessarily produce monotonic estimates. These estimates do have other attractive features though, such as good approximation properties and computational tractability. Below we show that the rearrangement operation applied to these estimates produces (monotonic) estimates that improve the approximation properties of the original estimates by bringing them closer to the target curve. Furthermore, the rearrangement is computationally tractable, and thus preserves the computational appeal of the original estimates.
2.2. The Rearrangement and its Approximation Property: The Univariate
Case. In what follows, let X be a compact interval. Without loss of generality, it is convenient to take this interval to be X = [0, 1]. Let f (x) be a measurable function
be the quantile function of F f (y). Thus,
This function f * is called the increasing rearrangement of the function f .
Thus, the rearrangement operator simply transforms a function f to its quantile func-
is the quantile function of the random variable f (X) when X ∼ U(0, 1). It is also convenient to think of the rearrangement as a sorting operation:
given values of the function f (x) evaluated at x in a fine enough net of equidistant points, we simply sort the values in an increasing order. The function created in this way is the rearrangement of f .
The main point of this paper is the following: 
2. Suppose that there exist regions X 0 and X ′ 0 , each of measure greater than δ > 0, such that for all x ∈ X 0 and
Then the gain in the quality of approximation is strict for p ∈ (1, ∞). Namely, for any
2)
The first part of the proposition states the weak inequality (2.1), and the second part states the strict inequality (2.2). For example, the inequality is strict for p ∈ (1, ∞) if the original estimatef(x) is decreasing on a subset of X having positive measure, while the target functionf 0 (x) is increasing on X (by increasing, we mean strictly increasing throughout). Of course, if f 0 (x) is constant, then the inequality (2.1) becomes an equality, as the distribution of the rearranged functionf * is the same as the distribution of the original functionf , that is Ff * = Ff .
This proposition establishes that the rearranged estimatef * has a smaller estimation error in the L p norm than the original estimate whenever the latter is not monotone. This is a very useful and generally applicable property that is independent of the sample size and of the way the original estimatef is obtained.
An indirect proof of the weak inequality (2.1) is a simple but important consequence of the following classical inequality due to Lorentz (1953) : Let q and g be two functions mapping X to K, a bounded subset of R. Let q * and g * denote their corresponding increasing rearrangements. Then,
, and g * (x) = f * 0 (x). Now, note that in our case f * 0 (x) = f 0 (x) almost everywhere, that is, the target function is its own rearrangement. Moreover, L(v, w, x) = |w − v| p is submodular for p ∈ [1, ∞). This proves the first part of the proposition above. For p = ∞, the first part follows by taking the limit as p → ∞.
In Section 3 we provide a proof of the strong inequality (2.2) as well as the direct proof of the weak inequality (2.1). The direct proof illustrates how reductions of the estimation error arise from even a partial sorting of the values of the estimatef. Moreover, the direct proof characterizes the conditions for the strict reduction of the estimation error.
The following immediate implication of the above finite-sample result is also worth emphasizing: The rearranged estimatef * inherits the L p rates of convergence from the
2.3. Computation of the Rearranged Estimate. One of the following methods can be used for computing the rearrangement. Let {X j , j = 1, ..., B} be either (1) The number of evaluations B can depend on the problem. Suppose that the density function of the random variable f (X), when X ∼ U(0, 1), is bounded away from zero over a neighborhood of f * (x). Then f * (x) can be computed with the accuracy
, as B → ∞, where the rate follows from the results of Knight (2002) .
As shown in Chernozhukov, Fernandez-Val, and Galichon (2006a) , the density of f (X),
is continuously differentiable and the number of elements in {x ∈ X : f ′ (x) = 0} is bounded; in particular,
Thus, the density F ′ f (t) is bounded away from zero if f ′ (x) is bounded away from infinity.
Interestingly, the density has infinite poles at {t ∈ X : there is an x such that f ′ (x) = 0 and f (x) = t}.
The Rearrangement and Its Approximation Property: The Multivariate
Case. In this section, we consider multivariate functions f :
The notion of monotonicity we seek to impose on f is the following: We say that the function f is weakly increasing in
is weakly larger than the other in each of the components, that is,
In what follows, we use the notation f (x j , x −j ) to denote the dependence of f on its j-th argument, x j , and all other arguments, x −j , that exclude x j . The notion of monotonicity above is equivalent to the requirement that for each j in 1, ..., d the mapping
Define the rearranged operator R j and the rearranged function f * j (x) with respect to the j-th argument as follows:
This is the one-dimensional increasing rearrangement applied to one-dimensional function x j → f (x j , x −j ), holding the other arguments x −j fixed. The rearrangement is applied for every value of the other arguments x −j .
Let π = (π 1 , ..., π d ) be an ordering, i.e. a permutation, of the integers 1, ..., d. Let us define the π-rearrangement operator R π and the π-rearranged function f * π (x) as follows:
For any ordering π, the π-rearrangement operator rearranges the function with respect to all of its arguments. As shown below, the resulting function f π (x) is weakly increasing in x.
In general, two different orderings π and π ′ of 1, ..., d can yield different rearranged functions f * π (x) and f * π ′ (x). Therefore, to resolve the conflict among rearrangements done with different orderings, we may consider averaging among them: letting Π be any collection of distinct orderings π, we can define the average rearrangement as
where |Π| denotes the number of elements in the set of orderings Π. As shown below, the approximation error of the average rearrangement is weakly smaller than the average of approximation errors of individual π-rearrangements.
The following proposition describes the properties of multivariate π-rearrangements: 
weakly reduces the approximation error of the original estimate:
3. Suppose thatf (x) and f 0 (x) have the following properties: there exist subsets X j ⊂ X and X ′ j ⊂ X , each of measure δ > 0, and a subset
where
. If the functionf (x) and the target function f 0 (x) satisfy the condition stated above, then,
The approximation error of an average rearrangement is weakly smaller than the average approximation error of the individual π-rearrangements: For any
This proposition generalizes the results of Proposition 1 to the multivariate case, also demonstrating several features unique of the multivariate case. We see that the π-rearranged functions are monotonic in all of the arguments. The rearrangement along any argument improves the approximation properties of the estimate. Moreover, the improvement is strict when the rearrangement with respect to a j-th argument is performed on an estimate that is decreasing in the j-th argument, while the target function is increasing in the same j-th argument, in the sense precisely defined in the proposition.
Moreover, averaging different π-rearrangements is better (on average) than using a single π-rearrangement chosen at random. All other basic implications of the proposition are similar to those discussed for the univariate case. 
Therefore, we conclude that
using that we integrate simple functions.
Applying the sorting operation a sufficient finite number of times tof , we obtain a completely sorted, that is, rearranged, vectorf * . Thus, we can expressf * as a finite
. By repeating the argument above, each composition weakly reduces the approximation error. Therefore,
Furthermore, this inequality is extended to general measurable functionsf (·) and f 0 (·) mapping X to K by taking a sequence of bounded simple functionsf (r) (·) and f 
where the infimum is taken over all v, v ′ , t, t ′ in the set K such that v ′ ≥ v + ǫ and
We can begin sorting by exchanging an elementf (x), x ∈ X 0 , of r-vectorf with an
This induces a sorting gain of at least η times 1/r. The total mass of points that can be sorted in this way is at least δ. We then proceed to sort all of these points in this way, and then continue with the sorting of other points.
After the sorting is completed, the total gain from sorting is at least δη. That is,
We then extend this inequality to the general measurable functions exactly as in the proof of part one.
Proof of Proposition 2.
The proof consists of the following four parts.
Proof of Part 1. We prove the claim by induction. The claim is true for d = 1 bŷ f * (x) being a quantile function. We then consider any d ≥ 2. Suppose the claim is true in d − 1 dimensions. If so, then the estimatef (x j , x −j ), obtained from the original estimatef (x) after applying the rearrangement to all arguments x −j of x, except for the argument x j , must be weakly increasing in x −j for each x j . Thus, for any x
Therefore, the random variable on the left of (3.3) dominates the random variable on the right of (3.3) in the stochastic sense. Therefore, the quantile function of the random variable on the left dominates the quantile function of the random variable on the right,
Moreover, for each x −j , the function x j →f * j (x j , x −j ) is weakly increasing by virtue of being a quantile function. We conclude therefore that x →f * j (x) is weakly increasing in all of its arguments at all points x ∈ X d . The claim of Part 1 of the Proposition now follows by induction.
Proof of Part 2 (a). By Proposition 1, we have that for each
Now, the claim follows by integrating with respect to x −j and taking the p-th root of both sides. For p = ∞, the claim follows by taking the limit as p → ∞.
Proof of Part 2 (b)
. We first apply the inequality of Part 2(a) tof (x) =f (x), then
, and so on. In doing so, we recursively generate a sequence of weak inequalities that imply the inequality (2.6) stated in the Proposition.
Proof of Part 3 (a).
For each x −j ∈ X d−1 \ X −j , by Part 2(a), we have the weak inequality (3.5), and for each x −j ∈ X −j , by the inequality for the univariate case stated in Proposition 1 Part 2, we have the strong inequality
where η p is defined in the same way as in Proposition 1. Integrating the weak inequality (3.5) over x −j ∈ X d−1 \ X −j , of measure 1 − ν, and the strong inequality (3.6) over X −j , of measure ν, we obtain
The claim now follows.
Proof of Part 3 (b). As in Part 2(a), we can recursively obtain a sequence of weak inequalities describing the improvements in approximation error from rearranging sequentially with respect to the individual arguments. Moreover, at least one of the inequalities can be strengthened to be of the form stated in (3.7), from the assumption of the claim. The resulting system of inequalities yields the inequality (2.8), stated in the proposition.
Proof of Part 4. We can write
where the last inequality follows by pulling out 1/|Π| and then applying the triangle inequality for the L p norm.
Illustrations
In this section we provide an empirical application to biometric age-height charts.
We show how the rearrangement monotonizes and improves various nonparametric estimates, and then we quantify the improvement in a simulation example that mimics the empirical application. (1) the conditional expectation function (CEF), (2) the conditional quantile functions (CQF) for several quantile indices (5%, median, and 95%), and (3) the entire conditional quantile process (CQP) for height given age. In the first case, the target function
, for u = 5%, 50%, and 95%; and, in the third case, the target func-
The natural monotonicity requirements for the target functions are the following: The CEF x → E[Y |X = x] and the CQF x → Q Y (u|X = x) should be increasing in age x, and the CQP (u,
should be increasing in both age x and the quantile index u.
We estimate the target functions using non-parametric ordinary least squares or quantile regression techniques and then rearrange the estimates to satisfy the monotonicity Figures 3-7 illustrate the multivariate rearrangement of the conditional quantile process (CQP) along both the age and the quantile index arguments. We plot in three dimensions the original estimate, its age rearrangement, its quantile rearrangement, and its average multivariate rearrangement (the average of the age-quantile and quantile-age rearrangements). We also plot the corresponding contour surfaces. (Here, we do not show the multivariate age-quantile and quantile-age rearrangements separately, because they are very similar to the average multivariate rearrangement.) We see from the contour plots that, for all of the estimation methods considered, the estimated CQP is non-monotone in age and non-monotone in the quantile index at extremal values of this index. The contour plots for the estimates based on the Fourier series best illustrate the non-monotonicity problem. We see that the average multivarite rearrangement fixes the non-monotonicity problem, and delivers an estimate of the CQP that is monotone in both the age and the quantile index arguments. Furthermore, by the theoretical results of the paper, the multivariate rearranged estimates necessarily improve upon the original estimates. 
and the conditional quantile function
We select the parameters of the design to match the empirical example of growth charts in the previous subsection. Thus, we set the parameter β equal to the ordinary least squares estimate obtained in the growth chart data, namely (71.25, 8.13, −2.72, 1.78, −6.43). This parameter value and the location specification (4.2) imply a model for CEF and CQP that is monotone in age over the range of 2-20. To generate the values of the dependent variable, we draw disturbances from a normal distribution with the mean and variance equal to the mean and variance of the estimated residuals,
in the growth chart data. We fix the regressor X in all of the replications to be the observed values of age in the growth chart data set. In each replication, we estimate the CEF and CQP using the nonparametric methods described in the previous section.
In Table 1 we report the average L p errors (for p = 1, 2, 3, 4 and ∞) for the original estimates and the rearranged estimates of the CEF. We also report the relative efficiency of the two estimates, measured as the ratio of the average error of the rearranged estimate to the average error of the original estimate. We calculate the average L p error as the Monte Carlo average of
where the target function f 0 (x) is the CEF E[Y |X = x], and the estimatef (x) denotes either the original nonparametric estimate of the CEF or its increasing rearrangement.
For all of the methods considered, we find that the rearranged curves estimate the true CEF more accurately than the original curves, providing a 2% to 84% reduction in the average error, depending on the method and the norm (i.e. values of p).
In Table 2 we report the average L p errors for the original estimates of the conditional quantile process and their multivariate rearrangement with respect to the age and quantile index arguments. We also report the ratio of the average error of the rearranged estimate to the average error of the original estimate. The average L p error is the Monte Carlo average of
where the target function f 0 (u, x) is the conditional quantile process Q Y (u|X = x), and the estimatef (u, x) denotes either the original nonparametric estimate of the conditional quantile process or its multivariate rearrangement. We present the results for the average multivariate rearrangement only. The age-quantile and quantile-age multivariate rearrangements give errors that are very similar to their average multivariate rearrangement, and we therefore do not report them separately. For all the methods considered, we find that the multivariate rearranged curves estimate the true CQP more accurately than the original curves, providing a 4% to 74% reduction in the approximation error, depending on the method and the norm.
In Table 3 we report the average L p error for the univariate rearrangements of the conditional quantile function along either the age argument or the quantile index argument. We also report the ratio of the average error for these rearrangements to the average error of the original estimates. For all of the methods considered, we find that these rearranged curves estimate the true CQP more accurately than the original curves, providing noticeable reductions in the estimation error. Moreover, in this case the rearrangement along the age argument is more effective in reducing the estimation error than the rearrangement along the quantile index. Furthermore, by comparing Tables 2   and 3 , we also see that the multivariate rearrangement provides an improvement over the individual univariate rearrangements, yielding estimates of the CQP that are often much closer to the true process.
Conclusion
Suppose that a target function is known to be weakly increasing, and we have an original estimate of this function, which is not weakly increasing. Common estimation methods provide estimates with such a property. We show that these estimates can always be improved using rearrangement techniques. The univariate and multivariate rearrangement methods transform the original estimate to a monotonic estimate.
The resulting monotonic estimate is in fact closer to the target function in common metrics than the original estimate. We illustrate these theoretical results with a computational example and an empirical example, dealing with estimation of conditional mean and quantile functions of height given age. The rearrangement both monotonizes and improves the original non-monotone estimates. It would be interesting to determine whether this improved estimation/approximation property carries over to other methods of monotonization. We leave this extension for future research. 
