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Abstract 
Bryant, R.D. and H. Fredricksen, Covering the de Bruijn graph, Discrete Mathematics 89 
(1991) 133-148. 
A subset S of maximally independent vertices from the de Bruijn graph B, is a cover of B, if 
every vertex of B, - S is adjacent to some vector of S. We find bounds on the size of a cover 
and algorithms and constructions to achieve those bounds. 
The binary de Bruijn graph B, of span 12 contains 2” vertices and 2”+’ edges. 
The vertices can be labeled by binary n-tuples. Then there is an edge from the 
vertex labeled x1x2 - * . x, to the vertex labeled y,y, . . . y,, if and only if 
x2x-j * * ‘&I =YlYz*. . y,_,. Thus, B, is a directed graph and regular of order 2. 
For most of our analysis we can think of B, as being an undirected graph. 
B, contains loops at 00. . .O and 11 . . . 1 and a two cycle between 0101. . . and 
1010. * * . We label these cycles by (0), (1) and (Ol), respectively. Then there are 
two 3 cycles (001) and (Oil), three 4 cycles (OOOl), (0011) and (0111) etc., in the 
general n graph. Moreover, in B, there are cycles of each length from 1 through 
2” [l]. In our study we shall be interested in avoiding these cycles. 
A factor of B, is a vertex disjoint set of cycles involving all of the vertices of 
B,. Lempel [2] made a conjecture which implied a long-standing conjecture by 
Golomb [l, p. 1741 on the maximum cardinality of any factor of B,. Mykkeltveit 
[3] settled both of these conjectures by finding a systematic way to remove Z, 
vertices, along with their attendant edges, from B, so as to leave an acyclic graph. 
The number Z, is given by 
z, = l/n x $(d)2”‘d 
where the summation is over all divisors d of the span 12 and $ is Euler’s totient 
function [l]. Mykkeltveit also showed [4] that the resulting graph is a tree when 
the Z,, vertices are removed from B,. 
The diameter of the resulting graph, i.e., the height of the tree, is not known in 
general. Because a number of different sets can be removed from B, to leave the 
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graph acyclic, the height of the resulting tree is not even a constant for each value 
of n. 
If more than the Z,, vertices, that leave the graph acyclic, are removed from B, 
then the tree can become a forest of trees each of whose heights is no taller than 
the original tree. Further vertices can be removed to reduce the height of the 
forest to as low a level as desired. In what follows, we remove enough vertices so 
that all resulting trees are of height 0, that is, the remaining graph is a set of 
isolated vertices, i.e., an independent set in the graph. A maximal independent 
set is one for which no additional vertex can be added without creating an edge of 
(at least) length one. We call a maximal independent set S for which every vertex 
in B, - S is within distance 1 from at least one vertex of S a cover of B,. In the 
paper we find covers for B, and determine upper and lower bounds on the 
cardinality of those covers. We also give algorithms and constructions to achieve 
these upper and lower bounds. 
Our interest in the problem is academic but could be inspired by the following 
scenarios. In a certain gambling game the player makes a bet on an n-tuple. The 
house then flips a balanced coin a total of n + k times. If the player has a bet on 
any of the k + 1 n-tuples determined by the sequence of coin flips he is a winner. 
In order to be sure of a win in the k = 1 version of the game, a cover of B, is 
required. Clearly a cover of minimal cardinality is preferred. 
Alternatively, we let the 2” vertices represent the 2” shareholders of a 
company. The edges of the graph represent acquaintance between the sharehol- 
ders. A subset of the shareholders is to be chosen for a meeting of shareholders. 
Proxies can be named to represent shareholders from among their acquaintances 
for non-attending shareholders. But proxies should not be acquainted so that 
coalitions of proxies will not tend to form. Then the proxy set is a cover since 
each shareholder is represented. The minimum cardinality cover is the cheapest 
means of representation whilst the maximum cardinality cover is the most 
democratic. 
Because of the cycles (0) and (1) at vertices 00 . . * 0 and 11 * - - 1, respectively, 
those vertices cannot be included in any cover. But because these vertices must 
be adjacent to the cover, the cover S must contain exactly one of the vertices 
00.. . 01 and 10 . . -0 as well as exactly one of the vertices 01 * * - 1 and 11 - * * 10. 
We describe the vertex x1x2 - - . x, by its decimal representation x = C ~~2”~~. 
Without loss of generality, we can say that any cover S must contain the vertex 1 
and cannot contain the vertex 2”-l. S must also contain exactly one of 2”-’ - 1 
and 2” - 2. Thus for n = 3, S = (1, 6) is a cover while the maximal independent 
set {2,3} is not a cover as 0 is not adjacent to the set. The reader can check the 
relationships in Fig. 1. 
Though it may not be obvious to the reader at this point, it is always the case 
that an independent covering does exist. This will follow directly from Lemma 3 
and Theorem 4. But the existence of a cover can easily be shown in a constructive 
way. 
Covering the de Bruijn graph 
Fig. 1. 
First, choose one of O’-‘1 and lo”-’ to be included in the set to cover 0” and 
one of Ol”-1 and l”-‘0 to be included in the set to cover 1”. Here we use xn to 
mean n copies of x, i.e. xn = xxx * * - x, 12 times. 
Next the cover is completed by choosing vertices from B, to be included in the 
cover. This can be done in any order. Any vertex can be added to the cover 
which is not already adjacent to a vertex in the cover. Including that vertex into 
the cover still results in an independent set. When no vertex in B, remains which 
is not adjacent to something in the cover constructed, the cover is complete and 
every vertex in B, is either in the cover or is adjacent to some vertex in the cover. 
Lower and Upper Bounds for ISI 
Since B, is regular of degree 2 a typical vertex in B, has 4 neighbors. Thus, as a 
vertex clearly covers itself, it covers by itself, or in conjunction with other 
vertices, up to 5 vertices. Thus, we have the following theorem. 
Theorem 1. ISI 3 2”/5. 
A Hamiltonian path through B, is a factor consisting of a single cycle. Clearly, 
consecutive vertices on this full cycle [5] cannot appear in any cover. Thus, we 
have the following theorem. 
Theorem 2. IS( S 2”/2 = 2”-l. 
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Clearly, neither bound can be achieved. The lower bound is not an integer. 
Moreover, not all of the vertices of B, have 4 distinct neighbors and certainly all 
vertices are shared between several vertices. Thus (S( > 2”/5. 
On any full cycle the vertices 0 and 2” - 1 have to be omitted from 
consideration since they can never appear in any cover. However, every full cycle 
contains two 3-long subsequences; 2n-1, 0, 1 and 2”-’ - 1, 2” - 1, 2” - 2. Since 
only one of the three vertices in each subsequence can appear in any cover S, not 
every other vertex of a full cycle can appear in S. Therefore, the upper bound is 
not attainable. Though we do not have any better bounds to proclaim for our 
problem, in the sequel we give a construction for a cover of B, of cardinality 
2”-‘= !2”. We conjecture no cover can contain fewer vertices than this. 
Moreover, we show a technique that builds a cover which contains at least $2” 
vertices in B,. Our belief is that a maximum sized cover of B, will not be too 
much bigger than this. 
Exhaustion on small spans via backtrack 
For small values of n, it is possible to consider every subset of B, of 
appropriate possible cardinality and check to see if any of them cover B,. This is 
quickly inefficient and one can build a covering set S more efficiently. One 
method begins at vertex 1, travels along the vertices of a full cycle and includes 
the next vertex if doing so still allows an independent set. If either 2”-’ - 1 or its 
successor 2” - 2 is included in S, then S will be a cover. 
For example, from the full cycle 1, 3, 6, 13, 10, 4, 9, 2, 5, 11, 7, 15, 14, 12, 8, 0 
of span 4 the cover S = (1, 6, 10, 9, 7) is found by this method. From this set and 
proceeding by backtracking by choosing the first allowable vertex of the full 
sequence after removing the last element of S, all covers for it = 4 can be 
determined. For example 7 is removed from S and then 14 can be added to 
produce {1,6,10,9,14} which is also a cover for B4. Note, after this first set 
found in this way, successive sets determined by backtrack, though they are 
independent, may not be covers as they may not be maximal. Further, the sets 
formed may not include a cover of 2” - 1 either. 
Among the covers of B, we find S, = {1,4,11, 14) and S,,, = {1,4,5,7, 12, 13) 
of cardinalities 4 and 6, respectively. These are the minimum and maximum 
cardinality covers of B4. The backtrack on B5 yields covers of every possible 
cardinality from 8 through 12. Thus we see that neither the lower nor the upper 
bound of the previous section are achieved for n = 4 and 5. 
Because one has to scan the entire length of a full cycle to see if the vertices 
can fit into the cover being built, it rapidly becomes too expensive to exhaust B, 
in this way for covers. In fact, the cost of completing the search is related in an 
obvious way to the length of the sequence to be searched. As the sequence is 
exponential in length this cost function is also exponential in it. 
Covering the de Bruijn graph 
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In the previous section, the set S is constructed by including vertices into S in 
an order defined by their position along a full sequence. Here we include vertices 
into the set S according to another criterion. After k vertices have been placed 
into S, there will be a set of vertices T c B, - S the elements of which are each 
adjacent to some vertex of S and therefore not eligible to be placed into the cover 
S. Thus the set of nodes still available to be chosen for S is the set 
R=B,-S-T. 
The frugal algorithm chooses that vertex r E R for which the number of vertices 
adjacent to r in R is a minimum. Ties can be broken arbitrarily. If the frugal 
algorithm is followed there should be a tendency for S to have large cardinality. 
The greedy algorithm parallels frugal except that the vertex r E R chosen is the 
one for which the number of vertices of R adjacent to r is a maximum. Again ties 
can be broken arbitrarily. Greedy should result in a tendency for S to have small 
cardinality. 
By using frugal and greedy, larger spans it can be considered. Table 1 contains 
the results for frugal and greedy along with the upper and lower bounds for all 
spans n < 12. 
A construction for a minimum cover 
A cover smaller than any found by greedy or any other method can be 
constructed. The vertices of B, are partitioned into 4 blocks of equal size, 2n-2, 
Table 1 
Results of greedy and frugal algorithms 
12 Lower bound* Greedy Frugal Upper bound* 
1 0 0 0 0 
2 1 1 1 1 
3 2 2 2 2 
4 4 4 6 6 
5 8 9 12 12 
6 13 16 25 32 
7 26 39 53 64 
8 52 78 88 128 
9 103 158 217 256 
10 205 313 379 512 
11 410 605 917 1024 
* Lower and upper bounds are adjusted for n =S 5 by the results of 
the previous section. 
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as follows: 
Block 1: The vertices from 0 through 2”-’ - 1, 
Block 2: The vertices from Y-2 through 2”-’ - 1, 
Block 3: The vertices from 2”-’ through 2”-’ + 2”-2 - 1. 
Block 4: The vertices from 2”-’ + 2”-2 through 2” - 1. 
Thus, the binary representation of the vertices in Blocks 1, 2, 3 and 4 begin with 
the bits 00, 01, 10 and 11, respectively. We construct S from the vertices of Block 
1 whose bit representation ends in 01, of Block 2 those vertices ending in 00, of 
Block 3 those vertices ending in 11, and of Block 4 those vertices ending in 10. 
We label the set of vertices in S from Block i by Si for i = 1, 2, 3 and 4. The 
number of vertices of each respective block is $ of the total block size thus the 
total cardinality of S is 22” or 2”-2. The set S formed in this way will be shown 
to be a cover. Thus we have a smallest cover of S of cardinality $2”. 
Conjecture. The minimum cardinality cover S of B, has ISI = a2”. 
By exhaustive search conducted in the previous section, the conjecture has 
been verified for II c 5. As noted, the cost of an exhaustive search becomes 
exponential in the parameter n so no exhaustive attack has been attempted for 
n >5. 
To show the set S constructed in this way is a cover we first show 
Lemma 3. S is an independent set. 
Proof. We show that no vertex of S has a neighbor of B, also in S. The 
successors of vertices of Block 1 are either in Block 1 or in Block 2. However, the 
successors of the vertices of S, end in 10 or 11. But, the vertices of S, and & end 
in 01 and 00, respectively. Thus, there is no vertex of S which is a successor of a 
vertex of S1. 
Successors of the vertices of S, in B, begin with 10 or 11 and end with 00 or 01. 
But these are not among the vertices of S, and S,. Successors of S, in B, begin 
with 00 or 01 and end with 10 or 11. Thus these are not the vertices of S, and S,. 
Finally, the successors of S, in B4 begin with 10 or 11 and end with 00 or 01 and 
are not the vertices of S, and S,. Thus the successors of none of the elements of S 
are contained in S and S is an independent set and the lemma is established. Cl 
To show that the set constructed is actually a cover we need to show all of the 
vertices of B,, are neighbors of the vertices of S. Then we have the following 
theorem. 
Theorem 4. S constructed as above is a cover of B,. 
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Proof. The cardinality of Si is 2”-4 for each i, i = 1, 2, 3 and 4. Every vertex in S1 
has a successor beginning with 0 and ending either in 010 or 011. Since each 
vertex has two successors there are 2”-3 vectors of B, which are adjacent 
successors of these vectors. Half are in Block 1, half are in Block 2 and these are 
all of the vectors in these blocks ending in 010 or 011. Thus all of these vectors in 
B, are covered. 
The successors of vertices of S3 also begin with 0. They are the 2”-4 vertices 
which end in 110 and the 2”-4 vertices which end in 111. Together with the 
vertices of S,, these vertices cover every vertex of Block 1 and Block 2 which end 
in 10 or 11. 
In a similar manner, the vertices in &, together with the vertices in S,, cover 
the vertices in Blocks 3 and 4 that end in 00 or 01. 
We have yet to show that the following vertices are covered. 
(A) Block 1 vertices that end in 00. 
(B) Block 2 vertices that end in 01. 
(C) Block 3 vertices that end in 10. 
(D) Block 4 vertices that end in 11. 
The vertices in the first half of (A) (the vertices ending in 00 that lie between 0 
and 2”-3 - 1) have successors that lie in Block 1. The even successors end in 00 
and the odd successors end in 01. Thus, the vertices in the first half of (A) are 
covered by the vertices in S1. The vertices in the second half of (A) (the nodes 
ending in 00 that lie between 2”-3 and 2”-2 - 1) have successors that lie in Block 
2. Again, the even successors end in 00 and the odd successors end in 01. Thus, 
the vertices in the second half of (A) are covered by the vertices in S,. Similarly, 
the vertices in (B) are covered by their successors that are in S, and S,, the 
vertices in (C) are covered by their successors that are in S, and S,, and the 
vertices in (D) are covered by their successors in S3 and S,. This establishes 
Theorem 4. q 
Thus, the set S, formed by this quartering scheme, covers B,. The cardinality 
of S is only 2n-2, or a of the nodes in B,, which is reasonably close to the lower 
bound of [2”/51. 
In determining the vertices to be placed in S, it is only necessary that we check 
the contents of the last two bits in the binary expansion of the vertices in B,. This 
can be done in O(V) time. Thus, we have an inexpensive method to form a cover 
whose cardinality is very near the lower bound. We have no proof that the 
construction yields the minimum cardinality cover. 
Approaches toward a maximum cover 
In determining the upper bounds on cardinality of a cover in previous sections 
the vertices to be included into the cover were chosen in order from along a full 
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circle. In this section we proceed in a similar fashion but we consider the vertices 
chosen for the cover from the vertices listed in their natural order. We consider 
the analysis by cases. 
Case a: n even. 
We consider a specific example first for 12 = 4. With the vertices 0 through 15 
under consideration, both 0 and 15 are omitted as they both admit paths to 
themselves. Thus, without loss of generality, the vertex 1 is placed into S. Then 
the vertices 2 and 3 are covered as successors of 1, as well as 0 and 8, which are 
the predecessors of 1. The next available vertex is 4 which is therefore placed into 
S. This vertex covers 2, 8, 9 and 10. Then vertices 5, 6 and 7 can be placed 
sequentially into S with no conflicts which finally yields the cover S = 
{1,4,5, 6, 7). S is a cover for B4 as both 0 and 15 are covered along with the 
other vertices of B4. 
Next considering n = 6, the same vertices 1, 4, 5, 6,7 again cover the vertices 0 
through 15 as successors and (in some cases) predecessors in the same way as they 
did when n = 4. There is no impediment to including vertices 16 through 31 into S 
as their predecessors are not in S. But then their successor vertices 32 through 63 
are covered. The predecessors for 16 through 31 are the vertices 8 through 15 and 
40 through 47. Now all vertices, including 0 and 63, are covered and S = (1, 4- 
7, 16-31) is a cover for B6. 
Proceeding in general for it = k + 2, we use the cover formed for n = k which 
covers the vertices 0 through 2k - 1. Then 2k through Zk+’ - 1 can be added to S 
to cover the rest of B, since there can be no conflicts. 
The cardinality of this sequentially constructed cover, when it is even, can be 
found by solving the recursion relation 
f(n + 2) =f(n) + 2” 
with the initial condition f(2) = 1. Repeated substitution yields the solution 
f(n) = (2” - 1)/3 
which is far below the upper bound found previously. 
Case b: n odd. 
The method proceeds as for n even, but with surprisingly different results. To 
illustrate, we let n = 3 and place 1 into S. Then 0, 2, 3 and 4 are covered and 5 is 
the next available insertable vertex. Then 6 is covered in B3 but 7 is not. So the 
set S = (1, 5) is a maximal independent set in B3 but not a cover. Replacing 5 by 
6 yields a maximum cardinality cover, S = { 1, 6) for n = 3. 
When n = 5, the vertices 1, 4, 5, 6, 7 can all be placed into S. These vertices 
cover all of 0 through 16 so 17 is the next available vertex for S and it is 
includable in S as its successors, 2 and 3, have already been excluded while 17’s 
predecessors are 8 and 24. Vertices 18 and 19 are predecessors of vertices 4-7 and 
therefore excluded. Vertices 20-23 have no conflict with the previously included 
vertices and are therefore added to S. Vertex 24 is blocked by 17 but 25 can be 
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added as it creates no conflict. Vertices 26, 27 and 28 are blocked by vertices 
20-23 and 25, respectively. Finally 29 can be added to S blocking 30. 31 is always 
excluded and the set S is formed is 
S = { 1, 4, 5, 6, 7, 17, 20, 21, 22, 23, 25, 29). 
Again, this set is a maximal independent set for B5 but is not a cover. But S 
becomes a cover if 30 replaces 29. This set contains 12 vertices so is as large as 
any set covering B,. 
We describe in more general terms what this sequential fill algorithm is doing 
on B5. The vertices in B, are written in order from 0 to 31. The covering set 
formed by the sequential fill algorithm can be described pictorially as in Fig. 2. 
The vertex set is broken into a first half and a second half. Then the second half 
is broken into a first half and a second half. This procedure is continued as long as 
the process makes sense. In each subdivision, the first vertex is excluded and the 
next is included into S. Then the next subset is twice as large as the last and the 
subsets alternate, being included in S if the last subset was excluded or being 
excluded from S if the last subset was included. Thus B, is broken into sets of size 
16, 8, 4, 2, 1 and 1 and in each set we first exclude vertices then include vertices 
then alternate with the sizes growing in the pattern 1, 1, 2, 4, 8, . . . ,2j where j is 
a number large enough to exhaust the current set size. Since each set is half as 
large as the sum of all the previous patterns of the previous set, the successive 
numbers j for each set decrease one at a time. In n = 5, there are 6 sets and the 
largest pattern has j = 3, 2, 1, 0, 0, 0 respectively. As the span IZ is incremented 
by 2 there are two additional sets at the beginning with j values 2 more and 1 
more, respectively, than the largest j for the previous span. 
In general, for any odd value of n, the cardinality of the sequential fill cover is 
given by 
(S(= (2”+22+...+2n-3)+(2”2Z+*..+2n-3) 
+ (20 + 22 + . . . + 2n-5) + (20 + 22 + . . * + 2n-5) 
+ (20 + 22 + * . . + 2n-7) + (20 + 22 + . . * + 2n-7) 
+... +... 
+ (20 + 22) + (20 + 22) 
+ (2”) + (2O) 
0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 
16,17, 18, 19,20,21,22,23, 
24, 25, 26, 27, 
28, 29, 
30, 
31. 
Fig. 2. Cover of Bs from the Sequential Fill algorithm. 
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where there are two sets of summands of identical sizes which are included into S 
because for each first set the last pattern of size 2j is an excluded set in each case. 
Then letting k = (n - 1)/2 to facilitate indexing, we have 
or 
k-l k-2 
ISI = 2 c 22’ + 2 c 22’ + * . . + 2 5 22i 
i=O i=O i=O 
k k-j 
ISI = 2 2 c 22’. 
j=li=lJ 
Since ~F~d22i = (2W-j+l) _ 1)/3, the cardinality of S is given by 
ISI = 2 i (22(k-_j+l) - 1)/3 = (8(22k - 1) - 6k)/9. 
j=l 
Finally, substituting k = (n - 1)/2, we obtain 
IS1 = (2”f2 - 3n - 5)/9 
and as it grows the fraction of the number of nodes in S for odd values of n goes 
to $ which is reasonably close to the upper bound of 4. Thus we have by this 
discussion established the following theorem. 
Theorem 5. The cardinal@ of the largest cover of B, is at least as big as $2” for 
odd values of n. 
The discussion above makes it clear how a cover of size $2” can be achieved for 
odd values of n. In the next section a doubling procedure taking covers of B, to 
covers of B,+l y ields the same result for even values of n. In addition, a 
technique developed later, Build-up, shows that covers may be slightly extensible 
so we can not state certainly that there is no larger cardinality cover than the one 
we construct above. 
The regular nature of the vertices in S makes it easy to see that these vertices of 
order approximately $2” can be placed without conflict into S. The same vertices 
can be interpreted combinatorially in another way. If x is a vertex in a cover of B, 
formed by the sequential placement algorithm then the vertices 4x, 4x + 1, 4x + 2 
and 4x + 3 are all vertices in a cover of B,,,, under the same algorithm for this 
larger span. In addition, the vertices 1, 1 + 2”-l, 1 + 2”-’ + 2n-2, . . . , 1 + 
Cy:; 2’, the first vertices allowed in every set of successive halves, can also be 
placed into the cover without conflict. The recursion relation that governs this 
rate of growth is given as 
f(n)=4f(n-2)+n-I 
with the initial condition given as f (3) = 2. Solving by substitution yields the same 
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closed form solution 
f(n) = (2n+2 - 3n - 5)/9. 
No time is required to ‘search’ for these solutions as they can be constructed by 
the theorem given. 
Doubling and redoubling 
We proceed with other approaches to the construction of a maximal cover of 
B, but first we note that a cover for B, can be converted to a cover for B,+l by a 
doubling technique. At least an independent set can be formed for B,+l. If S is a 
cover for B, then S’ c B,+l is created by including each of 2~ and 2x + 1 of B,,, 
into S’ for every x E S. Clearly the resulting S’ is an independent set, even if not a 
cover, when S is a cover for B,. In a similar way, S, a cover in B,, can be 
redoubled to an independent set S” c B,,,. Here S” contains the vectors 
4x,4x + 1,4x + 2,4x + 3 whenever x E S, the cover of B,. Again S” is not 
generally a cover of B,+z. 
The sets S’ and S” can be expanded into covers of B,+l and Bn+2, respectively, 
or at least enlarged, by adding to the respective sets those vertices not excluded 
by being adjacent to the vectors of the sets S’ and S”. The addition process is the 
same as was illustrated in the previous section. Again covers are not produced 
unless the vertices 0 and 2” - 1 are adjacent to some vertex in the set formed. 
If the cover for S contains the vertices 2”-’ (instead of 1) and 2”-’ - 1, then 
doubling to S’ yields vertices 2” and 2” - 1 in S’ which means S’ will be a cover 
when the addition process adds all allowable vertices to the doubled set. 
Three coloring 
The chromatic number of a graph is the smallest number of colors that are 
required to color the vertices so that no two adjacent vertices are colored the 
same color. If in B,, all vertices ending in an odd number of l’s are colored with 
color A, all vertices ending in an odd number of O’s are colored with color B and 
all other vertices are colored with color C then we have the following theorem. 
Theorem 6. The graph B, is 3-colorable. 
Proof. Clearly two colors will not suffice as there are triangles in B,. On the 
other hand every vertex colored with color A has one successor colored B and 
another colored with color C. Similarly, B colored vertices are succeeded by one 
vertex of color A and a second vertex of color C. The vertices colored C have an 
A colored successor vertex and a B colored successor vertex. The only violation 
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of these statements is when a vertex is its own successor (i.e., for 0 and 2” - 1) 
and the theorem is proved. 
We use this tri-coloring to produce covers for B,, since depending on the parity 
of II, at least one of the sets of vertices colored A or B or C is an independent set. 
Moreover, by a pigeon hole argument, the four vertices, 1, 2”-‘, 2R-’ - 1 and 
2” - 2, are distributed among the three colors A, B and C with one each of the 
first pair and one each of the second pair of vertices being of the same color. It 
follows then that the set with the two ends covered is a cover for B,. This 
establishes the following result. 
Theorem 7. One of the sets colored A, B or C will make a cover of B,. 
In particular, when II is odd, 2”-’ and 2”-’ - 1 are both colored C and the C 
colored vertices will cover B,. When n is even, 1 and 2”-’ - 1 are both colored A 
while 2”-’ and 2” - 2 are both colored B so both the A colored vertices and the B 
colored vertices are covers of B, when rr is even. These two sets are binary 
complements of each other as they are for odd values of n. Clearly then, the 
cardinalities of the set of vertices colored A are equal to the cardinalities of the 
set of vertices colored B and both are approximately equal to the cardinality of 
the set of C colored vertices and all three are approximately equal to 2”/3. 
The set, or sets, which can make a cover of B, cannot be increased in 
cardinality since any vertex of another color is the sucessor of some vertex of the 
color of the covering set. Thus no vertex colored B or C could be added to a set 
containing all of the A colored vertices to make a cover since a path would be 
created. 
In the next section we see that it may be possible to remove some vertex 
colored A (say) and then add a vertex, or even more than one vertex, colored B 
or C. In this way the cardinality of these covers can be increased. 
Build-up 
When determining the elementary lower bound for the cardinality of a covering 
set S, each node in S was solely responsible for covering four distinct nodes in 
B, - S. In that case, if any given node was removed from S, then the four nodes 
adjacent to it could be brought into S. This would increase the cardinality of S by 
three. 
In most covers removing one vertex and adding four, a 4-for-l exchange, is not 
possible. However, if a vertex x, in S, is solely responsible for covering k vertices 
in B, - S, a k-for-l exchange can be made. This increases the cardinality of S by 
k - 1. The net set will still be a cover as long as the vertices covering 0 and 2” - 1 
are not removed. The vertex x is now covered by each of the k vertices brought 
into S. Any vertices previously covered by x that are not brought into S are 
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covered by other vertices in S, otherwise they would have been part of the 
exchange. 
If no k-for-l exchanges in which k > 1 are possible, then only l-for-l exchanges 
can be made. While making such an exchange has no immediate effect on the 
cardinality of the cover, it may make it possible to increase the cardinality by 
future exchanges. This creates the idea of a backtrack-like algorithm to increase 
the size of a cover. 
Starting with a cover S in B,, we repeatedly make k-for-l exchanges where k is 
as large as possible. In this way, the cardinality of the covering set can be 
increased. We continue this process until either all of the vertices in B, -5 
(except 0 and 2” - 1) are covered by more than one vertex in S or a cycle of 
l-for-l exchanges occurs. 
As an example of this process, consider S = (1, 4, 11, 14}, a covering set of B4. 
The vertex 4 is the only vertex covering vertices 9 and 10. If 4 is deleted from S, 
then 9 and 10 can be brought into S, resulting in S’ = (1, 9, 10, 11, 14). 
At this point, we can do no better than the l-for-l exchange of removing vertex 
1 from S’ and adding vertex 8, leaving us with S2 = (8, 9, 10, 11, 14). 
From this set, if vertex 9 is deleted, vertices 2 and 3 can be added, yielding 
S3 = (2, 3, 8, 10, 11, 14). With this cover, each vertex except 0 and 15 is covered 
by more than one vertex, and the algorithm stops. The cardinality of the resulting 
cover is 6. This is the maximum cardinality for any cover found in the exhaustive 
search for n = 4, so the Build-up procedure yields a covering set of maximum 
cardinality for n = 4. 
There are two situations which can arise that will cause the Build-up procedure 
to fail to work properly. While neither is likely to occur, they are both real 
possibilities and must therefore be guarded against. 
The first situation arises when the vertex to be removed from S lies on a 
3-cycle, such as (4,9,18) in B,. If one of the vertices, say vertex 4, is in S and 
none of the other vertices adjacent to vertices 9 and 18 are in S, then only vertex 
4 covers vertices 9 and 18. The Build-up routine would attempt to increase the 
cardinality of S by deleting vertex 4 and adding vertices 9 and 18. This, however, 
would result in a set that is no longer independent, since a path exists from 9 to 
18. Because of the relationships of the vertices adjacent to the vertices on a 
3-cycle, the situation described above is impossible for IZ < 5 and seems unlikely 
to occur for larger n. Also, as there are only two 3-cycles, (001) and (Oil), in the 
de Bruijn graph for each n > 1, the likelihood of this situation occurring does not 
increase as it gets larger. 
The second difficulty to be avoided occurs as a natural process of the Build-up 
algorithm. As vertices are removed and subsequent vertices are added to a cover, 
Build-up tends to pack vertices in the cover more closely together. That is the 
ends of the graph, 0 and 2” - 1 are avoided and the ‘center’ is more densely 
packed. The process does this because then, more vertices can be added to the 
set. However, in this shifting around process, there is nothing to prevent the 
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Table 2. 
Build-up applied to Frugal algorithm 
n Upper bound Frugal Frugal & build-up 
1 0 0 0 
2 1 1 1 
3 2 2 2 
4 6 6 6 
5 12 12 12 
6 32 25 25 
7 64 53 54 
8 128 88 111 
9 256 211 226 
10 512 319 452 
11 1024 917 927 
vertices that cover the end vertices, 0 and 2” - 1, from being deleted and being 
replaced with vertices that do not cover the ends. If this happens, the resulting set 
will not be a cover. One solution to this problem is to peg down the vertices that 
cover 0 and 2” - 1 and never allow them to be removed from the set. 
The process of finding the vertices in S, if any, that are solely responsible for 
covering vertices in B, - S, is the dominant factor in the cost analysis of 
Build-up. For each vertex x, in S, the vertices adjacent to x must be checked to 
see if they are adjacent to any other vertices in S. Since there are O(V) vertices in 
B, - S to be checked against O(V) vertices in S, this process requires O(V*) 
time. Thus, each iteration of the procedure costs 0(V2) time. 
The Build-up routine was used in conjunction with the results from previous 
algorithms in an attempt to increase the cardinality of those covers. Tables 2-6 
show the results when the Build-up routine is applied to the results of Frugal, 
Sequential Fill, 3 coloring and Double and Redouble, respectively. 
It is interesting to note that neither the results from the Sequential Fill 
algorithm for odd values of IZ nor the results from the Double and Redouble 
Table 3 
Build-up applied to Sequential Fill algorithm 
n Upper bound Sequential fill Seq. fill & build-up 
1 0 0 0 
2 1 1 1 
3 2 2 2 
4 6 5 6 
5 12 12 12 
6 32 21 21 
7 64 54 54 
8 128 85 113 
9 256 224 224 
10 512 341 461 
11 1024 906 906 
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Table 4 
Build-up applied to 3-color algorithm 
n Upper bound 3-Color 3-Color & build-up 
1 0 0 0 
2 1 1 1 
3 2 2 2 
4 6 5 6 
5 12 10 12 
6 32 21 27 
7 64 42 54 
8 128 85 112 
9 256 170 224 
10 512 341 453 
11 1024 682 911 
Table 5 
Build-up applied to Double & Redouble algorithm 
n Upper bound Double & redouble Double & redouble & build-up 
1 0 0 0 
2 1 1 1 
3 2 2 2 
4 6 6 6 
5 12 12 12 
6 32 27 27 
7 64 54 54 
8 128 112 112 
9 256 224 224 
10 512 453 453 
11 1024 906 906 
Table 6 
Build-up applied to the basic maximal algorithms 
n Upper bound Frugal Seq. fill 3-Color Double & redouble 
1 0 0 0 0 0 
2 1 1 1 1 1 
3 2 2 2 2 2 
4 6 6 6 6 6 
5 12 12 12 12 12 
6 32 25 27 27 27 
7 64 54 54 54 54 
a 128 111 113 112 112 
9 256 226 224 224 224 
10 512 452 461 453 453 
11 1024 927 906 911 906 
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algorithm could be ‘built-up’ to a cover of higher cardinality. However,. this does 
not imply that the ultimate cover obtained by these algorithms is the largest 
obtainable for that value of it. Covering sets found by other algorithms build-up 
to greater cardinalities for the same values of n. For instance, both the Sequential 
Fill algorithm and the Double and Redouble algorithm for n = 11 yielded a cover 
of cardinality 906. The Frugal algorithm, on the other hand, yielded a cover of 
cardinality 917 for II = 11 and was further built-up to 927. 
A more elaborate build-up procedure could be envisioned. It is possible that a 
k-for-j exchange of vertices between S and B, - S, where k >j > 1, could result 
in a cover of higher cardinality for the Sequential Fill sets for n odd or the Double 
and Redouble sets for any n. The same is true for the largest cover obtained by 
Build-up for any II. 
However, no program which would accomplish such an exchange has been 
written for this problem. This would obviously be an expensive function to 
perform. We leave this for future researchers to attempt. 
Thus build-up allows for n = 11 a maximal set of size 927 > $2” = 910, however, 
we have no algorithm which produces a larger set than $2” without a build-up 
procedure which is generally expensive. 
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