ABSTRACT. Developing ideas of Borel and Frechet, we define a partial preorder which classifies measure zero sets of reals according to their open covers and study the induced partial order on the equivalence classes. The more "rarefied" a set of measure zero, the higher it will range in our partial order. Main results: The sets of strong measure zero form one equivalence class that is the maximum element of our order. There is a second highest class that contains all uncountable closed sets of measure zero. There is a minimum class that contains all dense Grsubsets of the real line of measure zero. There exist at least four classes, and if Martin's axiom holds, then there are as many classes as subsets of the real line. It is also consistent with ZFC that there is a second lowest class.
O. INTRODUCTION The definition of a cover of a subset X of the unit interval used in this paper differs somewhat from the usual one. By cover of X we always mean a sequence 1 = (In)nEN of open intervals such that every x E X is contained in infinitely many of the intervals In'
The following idea was developed by Borel in Chapter 3 of his famous book [B] : Let X, Y be subsets of the unit interval [0, 1] , let 1 = (In) nEN be a cover of X, and let J = (In)nEN be a cover of Y. We say that X is more rarefied than Y iff limn-+oo(Ek>n Ilkll Ek>n IJkl) = 0 (where III denotes the length of the interval I).
--In order to convert this idea into a precise mathematical concept one has to fix specific covers or to quantify over 1 and J. A priori, there are four possible choices for quantifiers, and one might also wish to consider modifications like "not less rarefied" and Some work has been done on different variants of the concept, but a detailed discussion of these lies beyond the scope of this paper. The interested reader should consult [F or Lf] . Instead, we propose our own variant and study the structure of sets of measure zero under the resulting partial preorder. This structure, or a least the part of it that we have been able to unravel, looks arbitrarily complicated if the continuum hypothesis or Martin's axiom (abbreviated CH and MA in the sequel) is assumed, but under different set-theoretical assumptions (related to Blass's NCF principle) it apparently can be of a remarkable simplicity and elegance.
To be sure, we cannot prove that our variant of the definition of "not less rarefied" is the "right" one, but the elegance of the emerging structure strongly indicates that it deserves further study.
The paper is organized as follows: In § 1 we introduce the terminology and basic definitions used throughout the paper. Each of the subsequent sections is devoted to one theorem about the structure we investigate. The theorem itself is stated right at the beginning of each section. Moreover, prominent equivalence classes of measure zero sets are given proper names, and a picture illustrating the current state of knowledge accompanies each theorem. The last section contains a list of open questions.
TERMINOLOGY AND BASIC DEFINITIONS
We use standard set theoretic terminology. Functions f E 2N will be identified with points in the unit interval [0, 1] ; i.e., f corresponds to the number Y ~ X, we say that X and Yare equivalent and write X ~ Y .
To illustrate the concept just introduced, consider Borel's definition of sets of strong measure zero. A set X is of strong measure zero if for every sequence (en)nEN of positive reals there exists a cover 1 = (/n)nEN of X such that lIn I < en for every n. It is not hard to see that if X is of strong measure zero, and Y is nonempty, then X ~ Y.
By N i N we denote the family of nondecreasing unbounded functions from N to N, and by N 1 (0, 1) the family of nonincreasing sequences converging to zero. For a sequence 1 = (/n)nEN of nonempty intervals we define a function II by the formula II(n) = PI 2:k~n IIKIl·
For a set X of measure zero we denote L(X) = {II: 1 is a cover of X}.
If f, g E N iN, we say that f eventually dominates g and write f* ~ g if V,;, f(n) ~ g (n) . We say that a subfamily LeN i N dominates a family ,AI' c N i N if for every g E,AI' there exists an f E L such that g ~* f. We say that LeN i N is dominating if L dominates N iN. We say that L is bounded if it is dominated by a singleton and call L unbounded otherwise. For LeN i Nand fEN i N we denote f 0 L = {f 0 g : gEL} .
The following proposition yields an alternative way to define the relation ~.
Proposition 1.2. The following are equivalent:
We need some more terminology. A closed set X is called self-supporting if UnX is of positive measure for all open sets U such that UnX is nonempty.
Many of our examples will be constructed from ultrafilters. By [Nt we denote the family of all infinite subsets of N. We say that an infinite set A is almost contained in a set B, and write A ~* B, if A\B is finite.
A subfamily 7 c [Nt is called a filter if for all A, B E [Nt:
If A E 7 and A ~ B , then B E 7 .
If A E 7 and B E 7 , then A n B E 7 .
A filter 7 is called an ultrafilter if VA E [Nt A E 7 or N\A E 7. Ultrafilters will usually be denoted by letters 'f/ or r. An ultrafilter 'f/ is called a Q-point if for every partition of N into pairwise disjoint intervals [Pi' pi+d ' there is an A E 'f/ such that A n [Pi' Pi+'] has exactly one element for each i EN.
Two filters JJ and 7 are said to be co finally equivalent [Bs] if there is a finite-to-one function F : By !! we denote the smallest cardinal of a family :y that generates an ultrafilter.
A subfamily 9 ~ [N]w is said to be groupwise dense [BL] iff the following two conditions hold: (a) If A E 9 and B ~* A, then B E 9 .
(b) If ([Pi' Pi+I))iEN is a partition of N into pairwise disjoint intervals, theri there exists an A E 9 such that A contains infinitely many of those intervals.
By g we denote the smallest cardinal K such that there exists a family {g.;: ~-< K} of groupwise dense subfamilies of [Nt such that n';<K9.; = 0.
We mention two theorems about ultrafilters that will be used. 
The proof of Theorem 1.4 can be found in [CN] ; Theorem 1.5 was proved in [BL] . Since uncountable FrJ -sets are not of strong measure zero, it follows that there is an equivalence class !7 containing all uncountable FrJ -sets of measure zero an4 located as shown in Figure 2 . Definition 3.2. We say that X c [0, 1] Now let g EN! (0, 1) be such that g(n(m + 2)) ~ Lk~n(m) IJkl for all m. We show that g witnesses the F -property of X. Indeed, suppose f E N! (0,1) and (n)jEN is an increasing sequence such that f(n) ~ g(n) for every j. For j, let mj be such that n(m j + 1) < nj ~ n(m j + 2). Without loss of generality we may assume that mj < m j + 1 for every j. Now we define a cover I of X as follows:
SETS OF STRONG MEASURE ZERO
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Now for arbitrary n and for the smallest j such that n $ n j :
Proof of Lemma 3.4. Suppose g witnesses that X has the F -property, and Y It follows that at the bottom of the partial order there is an equivalence class !?8 containing among others all comeager subsets of [0, 1] 
Now we are going to define inductively sequences of natural numbers (r(k))kEN' (b(k))kEN' and (J(k))kEN and a double sequence of finite functions (s(
and Ns n V # 0, then there exists exactly one i' such that
The construction can be carried out: Suppose we have already constructed r(k) and the functions s(i, k). Now we choose b(k) large enough to satisfy the first half of (ii) and determine j(k + 1) to make (v) possible. Now we know
by the restrictions imposed by (v). The

NS(i ,k+l)fb(k)
's are already pairwise disjoint. That will take care of (iii). We treat each of them separately. Since Yk+l is closed nowhere dense in V, we
and
Since V is self-supporting, by the Lebesgue density theorem (see [0] ), there
It is not hard to see that s(i, k + 1) has extension s(i, k + 1) of arbitrary length such that (iv) holds.
Now choose
It is worth noticing the following consequences of (i), (iv), and (v).
Fact 4.3. For very m ::; k and for every 1 < i < j(m) there are at least
Proof. By (iv), We cl(V) , and since V is closed,
Corollary 4.5. W is of measure zero.
Lemma 4.6. L(W) and hence L(X) are bounded.
Proof. 
We construct f by induction. At each step j of the construction we shall have
k=n(O)
To begin with, let f r r(n(O)) = s(l, n(O)). Now suppose f I r(n(j)) has been defined so that U) holds. By 
exists a set X such that L(X) is unbounded and if Y is a closed set of measure zero, then Y > X .
For reasons to becomes apparent below we choose to call the class containing X as in Theorem 5.1 a " ~ "-class.
We get Figure 4 . Now it is time to reveal the machine that allowed us to produce almost all the examples discussed in the present paper.
Proof. Consider 2N as a probability space with the product measure. The o and, having chosen n(i), choose n(i + 1) large enough so that
Since .9i' is nonfeeble, there exist an increasing sequence (P) jEN and a set A E.9i' such that An U)n(Pj) ' n(pj + 1» = 0. 
k=p(2i)
Using (*) we build an f E J1'(A) such that f ¢. Uk~p(O) Ik and hence 1 is not a cover of ,9"(A). The function f is constructed inductively such that at each stage j , we have
k=p(O)
First put f r p (0) By construction we get Lba(n) IJkl :$ r(a(n)+1)2-1 for each a(n) ~ m. By Lemma 5.11, J is not a cover of .9'(A). Since .9'(A) ~ .9'(.9/), we have obtained a contradiction and the proof of the lemma is complete. 0 To finish the proof of Theorem 5.7, fix any sequence (8 n )nEN of positive reals, assume without loss of generality that 8 n ~ 8 n + 1 for all n, and fix a closed set X and a cover J = (I n ) nEN of X.
By the compactness of X, we find an increasing sequence (k(i))iEN such that for each i:
Since.9/ is non feeble, there exist A E.9/ and an infinite sequence (j (m)) mEN such that j(m)+2 < j(m+ 1) and AnUmEN[k(j(m) ), k(j(m)+2)) = 0. Define License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use a cover 1= (In)nEN of X by
Therefore, A satisfies the hypothesis of Lemma 5.12 and we obtain 9(J4f) i. 
Proof. Define h,,(n) = inext(A(a),n)+I))2+1 • We show this works. Let f E L(CfI)
and 1= (In)nEN be a cover of 9(CfI) such that f = f7' By Lemma 5.11 we can find some a < H such that f(x) = PI 2: k >x Ilkll ~ 2(x+1)2+ 1 for every xEA(a).
Now by the choice of h", we have for each n 
(X), the inequality next(B, f(n))
~ h" (n) holds for all but finitely many n} .
Measure zero subsets of [0,1] Sets of the form S(A)
? FIGURE 5
Claim 6.4. Each set To: is groupwise dense.
Proof of the claim. Clearly, each set To: is closed under subsets and finite modifications. Now fix a partition of N into intervals [Pi' P i + I ). We show that some union of infinitely many of those intervals is in To:' We assume without loss of generality that ho:(p) < P i + 1 for all i (otherwise merge enough intervals together).
Notice that the inequality f(m) < m may hold, but we have Subclaim 6.5. y ~ m , and therefore j + 2 ~ i.
Proof of the subclaim. Assume that y < m, and hence 
Proof. For C E C?f, define ~(C) = {Z ~ N: Z is infinite and, for some A E .91, next(C, n) ~ next(A, next(Z, n» for all sufficiently large n}. We show that ~(C) is groupwise dense. ~(C) is clearly closed under subsets and finite modifications. So consider now an arbitrary partition of N into intervals [P i ' P i+ I): we show that ~ (C) contains the union of infinitely many of them.
By merging some intervals together, we can assume that each interval contains a member of C. Since .91 is nonfeeble, pick A E.9I such that A n [B] .
WIN FRIED JUST AND CLAUDE LAFLAMME
Proof. By using Lemma 6.8 on the y. generators of '!/ , we can choose r E N i N such that (B, n) ::; next(A, r(n) ).
Define partition [Pi' P i + l ) of N such that r(n) < P i + 2 whenever n E (Pi' Let '!/ be generated by y. sets {CQ : 0: ::; y.}. By Lemma 6.9, we find a nondecreasing finite-to-one function g such that [B] . 
where z(o:,n)=ming-l {next(BQ,g(n))+l}. See Figure 6 .
We show that the family 9 = {h a :
Proof. It suffices to show that g [B] meets each Ba. Property (1) allows us to pick an A E.9f so that g[A] ~* Ba. Since .9f ~ [N]w and Ba is sparse, the set A is both infinite and coin finite. Hence, by Lemma 5.11,
and hence An B is an infinite set. Now g[A] ~* Ba implies g [B] n Y a i-0, as desired. 0 To complete the proof of Proposition 6.7, fix Q so that Ba ~ g [B] . Notice that next(g (B) , g(n)) ~ g(next (B, n) ) for all n. So we may estimate:
Hence ha(n) ~ hen) for all n, as desired. By Lemma 5.12, this suffices to show that .9'(~) ' J. .9'(r); by symmetry .9'(r) ' J. .9'(~) and we shall be done. Without loss of generality we assume that en :2: e n + 1 for each n. Now define a partition of N into intervals [a(n) , a(n + 1)) as follows: We put a(O) = 0, and given a(n), we choose a( n + 1) large enough so that
The following simple fact was proved in [Bs] : Proposition 7.3. If the ultra filters ~ and r are not co finally equivalent, and N is partitioned into finite intervals, then there are A E ~ and B E r such that no union of two adjacent intervals from the partition intersects both A and B.
Now let A = {x(n): n EN} E ~ and B = {y(n): n E N} E r be such that no interval [a(n), a(n + 2)) meets both A and B. Let 1 = (In)nEN be the canonical cover of .9' (B) . Since 1 is a cover of .9'(r) by 5.9, we claim that We need to prove that ..9'(1/) ~ ..9 '(r) and . 
Now define
Observe that t is well defined since F is finite-to-one. Finaly, define r : (0, h(x) ). This function is nondecreasing. We verify that it witnesses ..9'(1/) ~ ..9'(r) .
Fix a cover 7 = (In)nEN of ..9'(r). By Lemma 5.11, there exists B E r such that I:k~Y Ilkl ~ r(y+I)2_ 1 for each Y E B. Let A = F [B] E 1/ and J = (I n ) nEN be the canonical cover of ..9' ( {A} ). We check that r(I: k > n I J k I) :::; I:k>n Ilkl for almost all n.
fix n and put z = I:k>n IJkl. By property (P) of the function h, there exists But now, r(z) = t(h(z) 
The relation > is a strict partial order. -centered since (s', a') and (s, a) Before we show how to get uncountable descending sequences of equivalence classes, we want to mention the following fact which shows that all Q-points constructed in this section are indeed isomorphic. For strictly increasing functions f, g: N --+ N we write in this section f <* g if Ve;: f(n) < g(n). (Notice that this is somewhat stronger than f ~* g and g $* f as defined in the introduction.)
It is well known that MA K ( a-centered) implies the existence of a <* -well ordered chain of order type K + and it is also known that it is relatively consistent with the negation of CH that no such chain of order type w 2 exists.
It follows that the next lemma is the last ingredient needed for the proof of Theorem 8.1. Lemma 8.8. Suppose there exist a Q-point ~ and a sequence (1.;),;<). of strictly increasing functions mapping N into N such that I.; <* ~ for all e < 'I] < A .
Then there exists a sequence (~),;<). of Q-points such that
Proof. Fix (1.;).;<). and ~ as in the hypothesis of the lemma, and let (G i ,)i<j<W be a sequence of nondecreasing, finite-to-one functions mapping N onto N such that By what we observed above, max(Hf.-I{m -I}) -max(G~,li{m -I}) < 0, so min(Hf.~~{t}) < min(G~~{s}). Now it is not hard to see that since G~~{s} contains by (ii) a set of the form [p" P,+4) , the set Hf.~ ~(t) must contain a set of the form [Pj' P j +2) and the proof is complete. We conclude this section with a problem that already came up in other contexts (see [BI and BL] ).
Question 6. Does NCF imply that y. < II ?
Notice that in §6, we use the full force of the inequality y. < II, whereas in §7 it was shown that unless NCF holds, there are ultrafilters Wand r such that 3"'(W) and 3"'(r) are not equivalent.
Added in proof.
The second author has answered both Questions 1 and 2 positively.
