Abstract. We study the asymptotic behavior of permanents of n × n random matrices A with independent identically distributed positive entries and prove a strong law of large numbers for log per A. We calculate the values of the limit limn→∞ log per A n log n under the assumption that elements have power law decaying tails, and observe a first order phase transition in the limit as the mean becomes infinite. The methods extend to a wide class of rectangular matrices. It is also shown that in finite mean regime the limiting behavior holds uniformly over all submatrices of linear size.
Introduction
The permanent of an m × n matrix A (height m and width n) satisfying m ≤ n is defined as
where S m,n is the set of one-to-one functions from [m] = {1, . . . , m} to [n] = {1, . . . , n}. When m = n, that is when A is a square matrix, S m,n = S n the set of permutations on [n] .
In this paper we will study asymptotics of permanents of large matrices with positive, independent and identically distributed elements. Permanents of random matrices of similar type have been studied in a number of papers.
In [2] and [3] Girko proved that lim n→∞ log | per A| − E log | per A| n → 0, (without estimating E log | per A|) for n × n square matrices A with independent elements, when either characteristic functions or Laplace transforms of elements is of the form exp(−c|t| α ) (and some other finite man cases). Working in the context of perfect matchings on random bipartite graphs, Janson [6] proved central limit theorems for permanents of matrices with 0-1 iid elements. In a series of papers Rempa la and Weso lowski studied the permanents of large rectangular matrices with identically distributed elements of non-zero mean and finite variance (allowing some correlation among elements in each column). In the case of iid elements, relying on earlier results of van Es and Helmers [1] and Borovskikh and Korolyuk [7] , they proved central limit theorems [10] for (per A)/E per A and later certain strong laws of large numbers [11] . See also Chapter 3 in [12] for a self-contained discussion of these results. Recently Tao and Vu [13] obtained significantly different behavior for n × n matrices A with independent mean zero Bernoulli ±1 elements. They showed that with high probability | per(A)| = n
The above results demonstrate the contrast between the non-zero mean, finite variance case and the Bernoulli case, which can be summarized as (1) lim m,n→∞ log | per A| m log n = 1, in the case of the finite variance and non zero mean, 1 2 , in the Bernoulli case with zero mean for m = n. In the non-zero finite mean case (µ being mean of the elements) the value of the limit, and especially the upper bounds, can be inferred by calculating the first moment E(per A) = n m m!µ n , and in the Bernoulli case from the second moment E(| per A| 2 ) = n!. In this paper we will calculate the value of this limit under the assumption that elements are positive and have power law decaying tails P(ξ ≥ t) = t −1/β+o (1) . In the case β > 1 elements have infinite mean which prevents us from guessing the value of the limit. Actually in Theorem 1 we will observe a first order phase transition in the limit at β = 1, when the mean becomes infinite.
Setup and the Result
In the text we will assume that for m ≤ n, A m,n is an m × n matrix (A n when m = n) with independent positive elements distributed as ξ. Note that we will drop the subscripts when there is no confusion. Assuming that the matrices are constructed on a common probability space, theorems below give strong laws of large numbers for log per An n log n (in particular they imply a weak law of large numbers without the assumption that A n are given on a common probability space). Extensions to rectangular matrices are given in Section 5. (2) lim t→∞ log P(ξ ≥ t) log t = − 1 β , for some β > 0. If (A n ) n is a sequence n × n matrices on a common probability space with elements which are independent and identically distributed as ξ, then almost surely
Theorem 1. Let ξ be a positive random variable satisfying
Random variable ξ in (2) has finite variance for β < 1/2, finite mean for β < 1, and infinite mean for β > 1 when we observe a limit different from the values in (1) .
The following result generalizes the case β < 1. It does not require the finite variance assumption and gives the general lower bounds and the upper bounds in the case of finite mean uniformly over all submatrices of linear size. Note that for an m × n matrix A = (a ij ) any matrix B = (a ij ) i∈I,j∈J , where
Theorem 2. Assume that (A n ) n is a sequence of n × n matrices on a common probability space with elements which are independent and identically distributed as ξ, and let 0 < α < 1. i) We have
where the minimum is taken over all integers αn ≤ k ≤ n and all k × k submatrices B of A n .
ii) If ξ has a finite mean then
where the maximum is again taken over all integers αn ≤ k ≤ n and all k × k submatrices B of A n .
Condition (2) in Theorem 1 is satisfied with β > 1 for many common heavy tail distributions including Pareto distribution, Lévy distribution, Inverse-Gamma distribution, Beta-prime distribution and many more. We are particularly interested in the case when ξ has Pareto distribution with parameter β, that is P(ξ ≥ t) = t −1/β for t ≥ 1. Actually in Section 3 the upper bounds in Theorem 1 will be proven in the Pareto case and then extended to the general case via simple stochastic domination. Note that when the convergence (2) fails to hold, one cannot guarantee the existence of the limit in (3) (see Example 16 in Section 5). However, the upper bound on the lim sup in (2) will imply the upper bound in (3) and similarly the lower bound for lim inf.
Remark 3. From a more combinatorial point of view permanents can be interpreted in the context of saturated matchings (or perfect matchings for m = n) of bipartite graphs. For a bipartite graph G = (V, E) let V = V 1 ∪ V 2 , |V 1 | ≤ |V 2 | be a decomposition of the vertex sets into subsets so that no two vertices in V i are connected by an edge. Saturated matchings of G can be defined as subsets M ⊂ E of the edge set with the property that every vertex is adjacent to at most one edge in M and that every vertex in the smaller component V 1 is adjacent to at least one edge in M. For m ≤ n and an m × n matrix A = (a ij ) containing only elements 0 and 1, construct a bipartite graph G with m + n vertices {v 1 , . . . v m , w 1 , . . . w n } so that v i and w j are connected by an edge if and only if a ij = 1. Clearly every one-toone function π : [m] → [n] for which n i=1 a iπ(i) is non-vanishing corresponds to a saturated matching on G in 1−1 manner. Therefore per A is equal to the number of saturated matchings on G. For general matrices A one can construct the graph by drawing an edge between v i and w j whenever a ij = 0 and putting the weight a ij on this edge. Then per A can be interpreted as the total weight of all the saturated matchings on G (a weight of a matching being the product of the weight on its edges). All the results in this paper can be interpreted in this way.
In the following section we prove the upper bounds in Theorem 1 and in Section 4 we provide the lower bounds and prove Theorem 2. In the last section we will extend the results to a large class of rectangular matrices and show an example demonstrating that, in general without (2) Theorem 1 fails to hold.
Proof of the upper bounds in Theorem 1
The exact calculations needed for the proof of the upper bounds in Theorem 1 are easier to perform when we are given a concrete distribution of ξ to work with. The proof will be provided for the Pareto case, but first we will see how this yields the upper bounds in Theorem 1 for the general case.
Remark 4. Throughout the paper we will use the following two simple observations. i) For any m × n matrix A and λ ∈ R we have that per(λA) = λ m per A. Thus the value of the limit of log per A n /(n log n) in Theorem 1 (as well as lim inf and lim sup) is unchanged if we replace the generic random variable ξ by random variables λξ, for any λ > 0.
ii) Assume that we are given two random variables ξ 1 and ξ 2 with right continuous cumulative distribution functions F 1 (t) and F 2 (t) (and denote F − i (t) = lim s↑t F i (s)). If ξ 2 stochastically dominates ξ 1 , that is F 2 (t) ≤ F 1 (t) for any t > 0 (equivalently P(ξ 1 ≥ t) ≤ P(ξ 2 ≥ t)), then one can enlarge the probability space Ω that supports ξ 1 and construct a version of ξ 2 on the larger probability space which dominates ξ 1 pointwise. For example, if ξ 1 is defined on (Ω, P) then on (Ω × [0, 1], P × dλ), where dλ is the Lebesgue measure on [0, 1], we define u = λF 1 (ξ 1 ) + (1 − λ)F − 1 (ξ 1 ). It is easy to check that u is uniformly distributed on [0, 1] . Knowing this it is also easy to check that ξ 2 = inf{t : F 2 (t) ≥ u} has the same distribution as ξ 2 and that F
is a sequence of m × n matrices with independent elements distributed as ξ 1 defined on a common probability space, one can enlarge the probability space and construct on it a sequence of m × n matrices (A 2 m,n ) whose elements are independent and distributed as ξ 2 such that for every n, the ijth element of A 1 m,n is not larger than the corresponding element of A 2 m,n . In particular, if ξ 1 and ξ 2 are almost surely positive then per A 1 m,n ≤ per A 2 m,n . The analogous claim holds when ξ 1 dominates ξ 2 .
Proof of the upper bounds in Theorem 1 assuming it holds for the Pareto case. Fix ǫ > 0 and take M > 1 so that P(ξ ≥ t) ≤ t −1/(β+ǫ) holds for all t ≥ M . Denote by ξ β+ǫ a Pareto distributed random variable with parameter β + ǫ and observe that P(ξ ≥ t) ≤ P(M ξ β+ǫ ≥ t) holds for all t. Assuming the statement holds for the Pareto case, Remark 4 implies that almost surely lim sup n log per A n n log n ≤ β + ǫ.
Since ǫ > 0 was arbitrary the claim follows.
The rest of this section is devoted to the proof of the upper bounds in the Pareto case in which we show explicit calculations. A useful observation which we will use extensively is the fact that if ξ is a Pareto distributed random variable with parameter β, then Y = (log ξ)/β has exponential distribution with rate 1, that is P(Y ≥ t) = e −t for t ≥ 0. We start by proving some basic estimates for maxima of independent exponential random variables.
Lemma 5. Let n ≥ 2 and Y i , 1 ≤ i ≤ n be independent exponential random variables with rate 1 and
ii) The expectation of e R can be bounded as
Proof. i) Both inequalities are straightforward. First we calculate
Now applying the inequality 1 − x ≤ e −x to the right hand side of (8) we obtain the first inequality in (6) . Using (8) and the inequality (1 − x) n ≥ 1 − nx which holds for all positive integers n and all 0 < x < 1 we prove the second inequality in (6):
ii) Using the second inequality in (6) we obtain for t ≥ 1 P e R ≥ t = P(R ≥ log t) ≤ n n log t = n t log n , from where we get
The idea of the proof of the upper bounds in the Pareto case is to estimate (by evaluating the expectation) the number of permutations π for which the product n i=1 ξ iπ(i) will lie in some given interval. The key estimate is provided in Lemma 7. We will only consider the intervals not exceeding (n √ log n) βn , since as the following lemma shows, the largest product i ξ iπ(i) typically does not exceed this value.
are independent exponential random variables with rate 1 then for any λ > 0
. From the definition of R i it is obvious that
Using the inequality (7) we have
e(log n)
The right hand side above is summable in n which proves the lemma.
Lemma 7.
Let (Y i,j ) i,j be independent exponential random variables with rate 1 and
Then for any γ > 1 and λ > 1 we have
Proof. First by Markov's inequality
Let's calculate the expectation of Z n,k . Clearly for any fixed π ∈ S n we have
Since for a fixed π,
is the sum of n independent exponential random variables with mean 1, it has Gamma density
(n−1)! . Therefore the expectation of Z n,k is given by
In particular we have
Furthermore by (12)
In particular E(Z n,1 ) ≥ n e n , which implies that the series ∞ n=1 E(Z n,1 ) 1−γ converges to a finite limit. Therefore we are left to prove
Again using (14) and the inequality k n ≥ (k − 1) n + n(k − 1) n−1 we obtain
from where
The function g(t) = e tn(γ−1) t −n(γ−1) is convex since
Therefore for any 1 ≤ k ≤ log n + log log n λ we have
, g log n + log log n λ .
For any n large enough we have g log n + log log n λ = n n(γ−1) (log n)
and, for such n, using (17) we also get
Thus, for n large enough (16) yields
log n + log log n λ .
The expression on the right hand side is summable in n which proves (15) and thus also (11).
Now we are ready to finish the proof of upper bounds.
Proof of the upper bounds in Theorem 1 for the Pareto case.
Define Z n,k as in (10) and fix an arbitrary γ > 1. Lemmas 6 and 7 and Borel-Cantelli lemma imply that almost surely there exists a positive integer n 0 such that for all n ≥ n 0 we have
Y i,π(i) ≤ n log n + n log log n 2 and
Using (13) the following inequalities are almost surely satisfied for n large enough
≤ e γn n γn log n + log log n 2 max
If β > 1 and γ is such that β > γ > 1, τ γn e (β−γ)τ n is an increasing function in τ and thus for n large enough per A ≤ e γn n βn (log n)
This yields log per A n log n ≤ γ log n + β + β − γ 2 log log n log n + γ + 1 n log log n + log log n 2 log n , from where clearly lim sup n→∞ log per A n log n ≤ β.
In the case β ≤ 1 we want to maximize the function τ γn e (β−γ)τ n . Write e h(τ ) := τ γn e (β−γ)τ n . We get
. Therefore function h is concave and the maximum occurs when h ′ (τ ) = 0, that is when τ = γ γ−β at which the value of the function e h(τ ) is equal to
. From (18) we get per A ≤ n γn log n + log log n 2 γ γ − β γn and so log per A n log n ≤ γ + log log n + log log n 2
as n → ∞. Since γ > 1 was arbitrary the claim follows.
Lower bounds and the proof of Theorem 2
In this section we prove Theorem 2 as well as the lower bounds in Theorem 1. An important ingredient is the use of stochastic domination to reduce certain technical issues to iid 0, 1 matrices. The following result proven by Hall [4] and Mann and Ryser in [8] provides lower bounds for permanents of such matrices (see also Theorem 1.2 in Chapter 4 of [9] ). 
As discussed in the introduction (see Remark 3) permanents of matrices with 0, 1 elements can be viewed as the number of saturated matchings on corresponding bipartite graphs. To ensure the positivity of the permanent, when applying (20), we will exploit this connection through the classical Hall's marriage theorem, which can be easily stated in this setting (see [5] ). Remark 11. Recall that Stirling's formula says that lim n→∞ n!e n n −(n+1/2) = √ 2π.
In particular there are constants c 1 < c 2 so that for any n and 1 ≤ k ≤ n − 1
Lemma 12. Let ξ be a positive random variable and let A n be a sequence of n × n matrices whose elements are independent and identically distributed as ξ. For any 0 < α < 1 and any δ > 0 there exists r > 0 with the following property: Almost surely there exists n 0 such that for any n ≥ n 0 and any
Proof. Let q > 0 be such that P(ξ ≤ q) < η, where η is to be chosen later. Define the random variableξ = 1 (ξ≥q) . and define the matrixÃ n = (ξ ij ). Let B n denote the event that some row ofÃ n contains more than αδn zeros and let C n denote the event that for some k 1 and k 2 satisfying αn ≤ k 1 + k 2 there exists a k 1 × k 2 submatrix ofÃ n containing only zeros. By Lemma 10 on the event C c n any k × k submatrix ofÃ n has a positive permanent, for αn ≤ k ≤ n. Furthermore on the event B c n every k × k submatrix ofÃ n for k ≥ αn contains at least (1 − δ)k ones. Thus on the event B c n ∩ C c n by (20) we have for any k ≥ αn and any
whereB is the submatrix ofÃ n having the same rows and columns as B in A n . Note that the last inequality above holds for n large enough by Stirling's approximation. Thus we only need to prove that the probabilities of the events B n ∪C n are summable (since then they happen only finitely many times almost surely). To end this observe that the average number of 1s in every row and column ofÃ n is greater than n(1−η), so for η < αδ by standard large deviation arguments there exists a constant C such that P(B n ) ≤ Cne −n(αδ−η)/C , which is clearly summable. For C n use union bound to obtain
for η small enough. It is easy to check the last inequality by writing 1 + η k 1 n − 1 = η k 1 n−1 ℓ=0 1 + η k 1 ℓ and bounding each of the terms on the right hand side. To prove that the right hand side above is summable, observe that for η = η(α) sufficiently small the following inequalities hold for αn/2 ≤ k 1 ≤ n
Plugging this back into (22) we get
The right hand side is just twice the probability that the sum of n independent random variables having value 1 with probability √ 2η and value 0 otherwise, is greater than αn/2. Choosing √ 2η < α/2, large deviation principle implies that this probability is exponentially small, and thus summable in n. This finishes the proof.
Proof of Theorem 2. i)
Taking an arbitrary δ > 0 by Lemma 12 we can find r > 0 small enough so that almost surely for n large enough log per B k log k ≥ log r log k
for any αn ≤ k ≤ n and any k × k submatrix B of A n . Thus almost surely lim inf
Since δ > 0 was arbitrary the claim follows. ii) Letξ be parameter 1 Pareto distributed random variable. By Markov inequality, for all t ≥ E(ξ) we have
Thus E(ξ)ξ stochastically dominates ξ from above and by Remark 4 we can construct a sequence (Ã n ) of random n × n matrices whose elements are independent and identically distributed asξ, such that for any αn ≤ k ≤ n and any k × k submatrix B of A n for the corresponding submatrixB ofÃ n we have per B ≤ E(ξ) k perB. Thus it is enough to prove the claim in the case when we replace ξ withξ. IfB is an arbitrary k × k submatrix ofÃ n then after permuting the rows and columns we can assume thatB is at the intersection of the first k rows and columns. Denote byB c the matrix at the intersection of the other n − k rows and columns and observe that sinceÃ n has positive elements perÃ n ≥ perB perB c . Furthermore since all the elements are larger than 1 we have perB c ≥ (n − k)! and thus
for some c > 0, where the second inequality inequality follows from Stirling's formula (note that we can assume that k < n, since for k = n the upper bounds have been proven in the previous section). By the upper bounds in Theorem 1, for any ǫ > 0 almost surely there is n 0 such that for all n ≥ n 0 we have perÃ n ≤ (1 + ǫ)n log n. For such n we have
For a fixed α the first three terms on the right hand side vanish in the limit and it suffices to show that
Denoting n = tk, where t ≥ 1 we have n k
When taking supremum one can assume that 1 < t < 2, that is k > n/2. In that case the claim follows from the fact that s → s log s is bounded on (0, 1).
Proof of the lower bounds in Theorem 1. The lower bounds for β ≤ 1 follow from Theorem 2 i), so in the rest of the proof we will assume that β > 1. First define the random variable Y = (log ξ)/β and observe that
and thus for any ǫ > 0 we have P(Y ≥ t) ≥ exp(−t(1 + ǫ)), for t large enough. Let (Y ij ) be an array of independent random variables distributed as Y , and for a fixed n define
Following the same arguments as in the proof of the first inequality in (6) one can prove that for any t ′ > 0
holds for n large enough. In particular if we fix 0 < t ′ < 1, ǫ > 0 such that t ′ (1 + ǫ) < 1 and 0 < ρ < 1 then for n large enough
We will need this estimate later in the proof. Now we will run a greedy algorithm to extract a large submatrix of A n with a large permanent. Starting from the first row of A n we pick a largest possible admissible element in each row. First define A (1) = A n and m 1 as the smallest index between 1 and n, such that ζ 1 := ξ 1,m 1 = max 1≤i≤n ξ 1,i . Next we inductively construct the matrix A (k+1) from A (k) by deleting the first row and the m k -th column of the matrix A (k) . At each step ζ k is defined as the largest element in the first row of the matrix A (k) and m k as the first column which contains such an element. Note that conditioned on the elements of the first k − 1 rows of the matrix A n the matrix A (k) is just an (n − k + 1) × (n − k + 1) matrix with independent elements distributed as ξ. This immediately implies that ζ 1 , . . . , ζ n are independent and that the first row in A (k) is distributed as (ξ k,1 , . . . ξ k,n−k+1 ). Therefore
Now fix some 0 < t < t ′ < 1 and t/t ′ < ρ < 1. Then for n large enough (26) t n log n log n + log(1 − ρ) ≤ t ′ (nρ − 1).
Let k = ⌊ρn⌋ and consider the (n − k) × (n − k) submatrix B = A (k+1) which is at the intersection of the last (n − k) rows and columns [n]\{m i : 1 ≤ i ≤ k}. Consider the complement submatrix B c which lies at the intersection of the first k rows and columns {m i : 1 ≤ i ≤ k}. Since ζ i is the largest element in the i-th row of B c we have per B c ≥ k i=1 ζ i , and by (25) we have that
.
Now using (26) we see that if the event under the probability on the right hand side happens, then Q i ≤ t ′ log(n − i + 1) happens for some 1 ≤ i ≤ k. Therefore (24) and the sub-additivity imply that for any ǫ > 0 such that t ′ (1 + ǫ < 1 we have
for n large enough. Since the right hand side is summable in n we see that almost surely log per B c n log n ≤ βt happens for only finitely many integers n.
On the other hand, Lemma 12 implies that for any δ > 0 there is r > 0 such that almost surely
Since A n has positive elements, the inequality per A n ≥ per B per B c holds and thus almost surely for n large enough log per A n n log n ≥ βt + (1 − δ)(1 − ρ) + (1 − ρ)(log r + (1 − δ) log(1 − ρ) log n .
Taking the limit as n → ∞ and then t ↑ 1 (which forces ρ ↑ 1) yields the claim.
5. Non-square matrices and the necessity of (2) In this section we sketch how the above arguments extend to a large class of rectangular matrices. We will still assume that elements are sampled independently from a distribution supported on R + , but will now allow the width of the matrix to be significantly larger than the height, in particular it will suffice for the height to grow polynomially in the logarithm of the width. The precise condition under the method extends is that matrix A n is m n × n, that is has height m n and width n, and the height satisfies the condition (29) lim inf n m n log log n (log n) 2 > 1.
Observe that for an m × n matrix with iid elements of mean µ we have E(per A n ) = n m m!µ m which demonstrates that the scaling function n log n will have to be replaced by m n log n.
Theorem 13. Let ξ be a positive random variable satisfying (2) for some β > 0. If (A n ) n is a sequence of m n × n matrices on a common probability space with elements which are independent and identically distributed as ξ and satisfying (29), then almost surely
The uniformity over all submatrices of linear size holds as well.
Theorem 14. Assume that (A n ) is a sequence of m n × n matrices on a common probability space with elements which are independent and identically distributed as ξ and satisfying (29), and let 0 < α < 1.
where the minimum is taken over all pairs of integers
The proofs of these theorems are modifications of the arguments in the previous two sections. We will briefly sketch how the modifications go and at which points one needs to do a more careful analysis. Note that, to simplify notation, we will drop the ceiling and the floor notation throughout the section.
Sketch of the proof of the upper bounds in Theorem 13. As before, by stochastic domination, it suffices to prove the claim when elements are Pareto distributed. To end this one needs to prove a version of Lemma 6 which states that when (Y i,j ) are independent exponentially distributed with rate one and λ > 1, we have
Proceeding as in the proof of Lemma 6 one is left to show that ∞ n=2 exp 1 log n − 1 − log log n λ log n m n < ∞, for some λ > 1. By (29) for λ > 1 small enough the expression in the exponent is not larger than −α log n for some α > 1 which yields the claim. Next one defines the analog of (10) as
and needs to prove (11) . Calculating expectation of Z n,k as in (12) yields
For k = 1 this yields E(Z n,1 ) ≥ n mn m n !e −mn which handles the sum n≥2 E(Z n,1 ) 1−γ . We are left to prove the analog of (16), that 2≤k≤log n+
is summable in n. Again by the convexity of g(t) = e tmn(γ−1) t −mn(γ−1) and the fact that g(1) ≤ g(log n + 1 λ log log n), proceeding as before one is left to prove that ne m n (log n) 1−1/λ mn(γ−1) log n + 1 λ log log n n mn γ−1 is summable in n. Since (log n) −κmn is summable, for any κ > 0, it is enough to show that n mn ≥ (cn/m n ) mn , for some c > 0. Taking logs on both sides and using (21) (we can assume that m n < n) it is enough to show that (n − m n + 1/2)(log n − log(n − m n )) ≥ m n log c + 1 2 log m n , which holds for c < 1 and n large enough (since the left hand side is positive and the right hand side negative). This proves (11) for (33).
To finish the proof assume that both
hold for some λ > 1, which is true for n large enough almost surely. The same calculations as in the proof of of the upper bounds in Theorem 1 and (34) yield
mn e mnγ log n + 1 λ log log n γmn and log per A m n log n ≤ γ log n mn m n log n + β − γ + γ log m n log n + β − γ λ log log n log n + γ log n + γ log(log + 1 λ log log n) log n .
The last three terms vanish in the limit and so it remains to prove lim sup n→∞ log n mn m n log n + log m n log n ≤ 1.
After applying (21) we are left with lim sup
which follows from (23). For β ≤ 1 one can repeat the calculations, or simply refer to stochastic domination.
The proof of Theorem 14 is based on the following equivalent of Lemma 12.
Lemma 15. Let ξ be a positive random variable and let A n be a sequence of m n × n matrices whose elements are independent and identically distributed as ξ and which height m n satisfies (29). For any 0 < α < 1 and any δ > 0 there exists r > 0 with the following property: Almost surely there exists n 0 such that for any n ≥ n 0 and any pair of integers
Sketch of the proof of Lemma 15. One follows the proof of Lemma 12. In the definitions one needs to write n for the width of the matrix and m n for the height, for example C n is defined as the event that for some pair of integers (k 1 , k 2 ) satisfying 1 ≤ k 1 ≤ m n , 1 ≤ k 2 ≤ n and k 1 + k 2 ≥ αn some k 1 × k 2 submatrix of A n contains only zeros, and B n is defined as before.
On B c n ∩ C c n one has
In the first case the logarithm of the right hand side will be bounded from below by
and in the second
which is sufficient in both cases. Probability of the event B n is estimated as before. For C n one can follow the arguments in (22) starting with
This inequality follows from the simple fact that m n ≤ n and k 1 ≤ k 2 imply that
Sketch of the proof of Theorem 14. Lower bounds follow from Lemma 15. For the upper bounds again use Markov's inequality and reduce to the case when elements of A n are parameter 1 Pareto distributed. Similarly as before observe that for any k 1 × k 2 submatrix B, any term in the sum defining per B can be expanded in
(m n − k 1 )! ways to a term in the sum defining per A n . Since all elements of A n are greater or equal than 1 we have
Terms m n − k 1 , log(n − m n ) and log(n − k 1 ) are o(k 1 log k 2 ). After disregarding them, by the proven upper bounds in Theorem 13, almost surely for any ǫ > 0 one has for n large enough
We are left to prove that
uniformly in αm n ≤ k 1 ≤ m n . Since the left hand side (as a function of k 1 ) is increasing on (0, n(1 − 1/e)) and decreasing on (n(1 − 1/e), 1) it suffices to prove (35) for k 1 = m n when m n ≤ n(1 − 1/e) and for k 1 = n(1 − 1/e) when n(1 − 1/e) < m n ≤ n (assuming α < 1 − 1/e which is of no loss of generality). For k 1 = m n the left hand side is 0 so there is nothing to prove, and for k 1 = n(1 − 1/e) the left hand side is equal to n e − (n − m n ) log n − log(n − m n ) , which is not larger than an o(n log n) term, and this suffices in the case n(1 − 1/e) < m n ≤ n.
Sketch of the proof of the lower bounds in Theorem 13. The lower bounds for β ≤ 1 case follow directly from Theorem 14 i). For the case β > 1 one can follow the arguments almost verbatim. In (24) one needs to replace ρn by ρm n in the upper limit in the sum and in the factor in the end. Moreover the greedy algorithm is run for k = ρm n steps, where ρ is defined as in (26) with n replaced by m n (except under logs). One defines the submatrices B and B c as before and arrives at the analog of (28)
To finish the proof apply Lemma 15 on B identically as Lemma 12 in Section 4.
This example shows that Theorem 1 in general fails when the limit in (2) does not exist. Actually this is possible at arbitrary small oscillations of the sequence in (2). We present the argument for square matrices.
Example 16. Let S = {k i } be a set of positive integers labeled so that k i+1 > 2k i . Fix C 2 > C 1 > λ > 1 and for every k ≥ 1 define the following sequences of positive real numbers
Clearly both series k p ′ k and kp ′ k converge, so we can normalize the sequences with the its sums Z andZ respectively and obtain sequences p k = p ′ k /Z andp k =p ′ k /Z. Let ξ and ξ be random variables supported on the set {t k } with distributions P(ξ = t k ) = p k and P(ξ = t k ) =p k . Observing that the mappings t → P(ξ ≥ t) and t → P(ξ ≥ t) are constant on (t k , t k+1 ] and that P(ξ ≥ t k ) ≤ 2p k , for all k ∈ S large enough and for infinitely many k / ∈ S as well, and P(ξ ≥ t k ) ≤ 2p k , for all k large enough, it is easy to see that lim inf
As usual let (A n ) denote a sequence of n × n matrices on a common probability space with independent elements distributes as ξ. We will prove that (38) lim inf n log per A n n log n ≤ C 1 , and lim sup n log per A n n log n = C 2
To get the upper bound on lim inf take a sequence (ℓ i ) of positive integers such that k i < ℓ i < k i+1 and that sequences (ℓ i − k i ) and (k i+1 − ℓ i ) are strictly increasing. Define integers n i = exp(λ ℓ i /C 1 ). By a simple union bound the probability that A n contains an element t ℓ , for some ℓ ≥ k i+1 is bounded from above by
for i large enough. This expression is summable in i, so almost surely A n i does not contain elements greater than t k i+1 for i large enough. Thus to prove the first inequality in (38) one can assume that elements in A n i are distributed as ξ1 (ξ<t k i+1 ) . Next observe that ξ1 (ξ<t k i+1 )
is stochastically dominated by t k iξ , that is P(t ≤ ξ < t k i+1 ) ≤ P(t k iξ ≥ t).
While the inequality is trivial for t ≥ t k i+1 and for t ≤ t k i , for t k i < t < t k i+1 it follows from the fact that for J ⊂ (t k i , t k i+1 )
since p ′ k =p ′ k , for t k ∈ J andZ ≤ Z. Thus ifÃ n is the sequence of n × n matrices whose elements are identical and distributed asξ then lim inf n log per A n n log n ≤ lim i n i log t k i + log perÃ n i n i log n i ≤ lim
Here the second inequality follows form the upper bounds in Theorem 1 and (37).
To prove the second relation in (38) fix k ∈ S, ǫ > 0 and define the integer n = n k = exp((1 + ǫ)λ k /C 2 ). We proceed with a greedy algorithm analogous to the one in the proof of the lower bound in Theorem 1. With the probability 1 − (1 − p k ) n there is an element in the first row of A (0) = A n equal to t k . On this event take the first such element, remove the corresponding column and the first row from A n and obtain the (n − 1) × (n − 1) matrix A (1) which is independent of the first row and is distributed as A n−1 . Now repeat the step with A (1) instead of A (0) and proceed recursively as long as one is successful at each step. For 0 < ρ < 1 one will not be able to proceed till step ρn with probability at most
if k is chosen large enough. The right hand side is clearly summable in k and thus almost surely for k large enough and n = n k constructed as above, the above algorithm will be successful for ρn steps. In that case one can get lower bound on per A n as in the proof of the lower bounds in Theorem 1: The matrix at the intersection of the first ρn rows and the removed columns is bounded from below by the product of extracted elements, that is t ρn k and the matrix at the intersection of the last (1 − ρ)n rows and non-removed columns is bounded from below by ((1 − ρ)n)! (since all of it's elements are greater or equal than 1). Therefore for k large enough and n constructed as above per A n ≥ t ρn k ((1 − ρ)n)!. Since log((1 − ρ)n)!/(n log n) → 1 − ρ and log t ρn k n log n ≥ ρ log t k log n ≥ ρλ k (1 + ǫ)λ k /C 2 → C 2 ρ 1 + ǫ , we obtain that almost surely lim sup n→∞ log per A n n log n ≥ C 2 ρ 1 + ǫ + 1 − ρ.
By sending ρ → 1 and ǫ → 0 we get C 2 as the lower bound on the lim sup, and by Theorem 1 and (36) it is equal to C 2 .
