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F -ADJUNCTION
KARL SCHWEDE
Abstract. In this paper we study singularities defined by the action of Frobenius in characteristic
p > 0. We prove results analogous to inversion of adjunction along a center of log canonicity. For
example, we show that if X is a Gorenstein normal variety then to every normal center of sharp
F -purity W ⊆ X such that X is F -pure at the generic point of W , there exists a canonically
defined Q-divisor ∆W on W satisfying (KX)|W ∼Q KW + ∆W . Furthermore, the singularities
of X near W are “the same” as the singularities of (W,∆W ). As an application, we show that
there are finitely many subschemes of a quasi-projective variety that are compatibly split by a
given Frobenius splitting. We also reinterpret Fedder’s criterion in this context, which has some
surprising implications.
1. Introduction
Suppose that X is a variety and Y is an effective integral Weil divisor on X such that n(KX+Y )
is Cartier. If the singularities of X are mild (for example, if X is Cohen-Macaulay and normal) one
has a restriction theorem ωX(Y )/ωX = ωY . However OX(n(KX + Y ))|Y is not necessarily equal
to nKY ; there is an additional residue of OX(n(KX + Y ))|Y which (when divided by n) is called
“the different”, see [KMM87, Lemma 5-1-9] and [K+92, Chapter 16]. Even when Y is an arbitrary
subvariety (that is, not a divisor) similar phenomena have been observed, see for example [Kaw97b],
[Kaw98], [Kaw08] and [EM09]. In this paper we explore a related phenomenon in characteristic
p > 0 which we call F -adjunction (or Frobenius-adjunction). In particular, we prove results very
similar to the parts of what was known as the adjunction conjecture of Kawamata and Shokurov,
see [Amb99], which relates the singularities of X near a center of log canonicity W ⊆ X with the
singularities of W .
Suppose that R is a Gorenstein (or a sufficiently nice log-Q-Gorenstein) normal F -finite ring.
Then to every center of sharp F -purity Q ∈ SpecR (centers of sharp F -purity are characteristic p
analogs of centers of log canonicity) such that RQ is F -pure and R/Q is normal we show that there
exists a canonically defined Q-divisor ∆R/Q on SpecR/Q such that the singularities of R near Q
are “the same” as the singularities of (R/Q,∆R/Q).
A center of sharp F -purity is a characteristic p > 0 analog of a center of log canonicity; see
for example [Kaw97a, Definition 1.3] and [Sch08a]. Technically speaking, a possibly non-closed
point Q ∈ SpecR is a center of sharp F -purity if, for every R-linear map φ : R
1
pe → R, we have
φ(Q1/p
e
) ⊆ Q. In particular, if SpecR is F -split, then SpecR/Q is compatibly split with every
Frobenius splitting of SpecR. Unfortunately, there may be infinitely many different maps that
one needs to check to determine whether Q is a center of sharp F -purity. However, when R is
Gorenstein and sufficiently local, there exists a “generating” map ψ : R1/p → R such that Q is
a center of sharp F -purity if and only if ψ(Q1/p) ⊆ Q for this single map ψ, see Proposition 4.1.
A similar result also holds when R is Q-Gorenstein with index not divisible by p > 0. It is the
existence of this “generating map” that we use to prove our results.
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We will now briefly outline the construction of ∆ on R/Q. On any scheme X = SpecR such
that R is a normal local ring of characteristic p > 0, there is a bijection of sets{
Effective Q-divisors ∆ such
that (pe − 1)(KX +∆) is Cartier
}
↔
{
Non-zero elements of HomOX (F
e
∗OX ,OX)
}/
∼
where the equivalence relation on the right identifies two maps φ and ψ if there is a unit u such
that φ(u × ) = ψ( ); see Theorem 3.13. Statements related to this correspondence are well
known and have appeared in several previous contexts, see [HW02, Proof #2 of Theorem 3.1] and
[MR85]. However, we do not think it has been explicitly described in the context of Q-divisors and
singularities defined by Frobenius.
With this bijection in mind, assume (pe − 1)KX is Cartier, then the divisor 0 on X = SpecR
determines a map φ ∈ HomOX (F
e
∗OX ,OX). SettingW = SpecR/Q, the map φ can be restricted to
a map φQ ∈ HomOW (F
e
∗OW ,OW ) precisely becauseW is a center of sharp F -purity (the map is φQ
is non-zero because RQ is F -pure). But then φQ corresponds to a divisor ∆R/Q on W = SpecR/Q.
Once we have constructed ∆R/Q, we can relate the singularities of X and W . Roughly speaking,
we can do this because the F -singularities of R (respectively, the F -singularities of R/Q) can all be
defined by the images of certain φ ∈ HomOX (F
e
∗OX ,OX) (respectively φQ ∈ HomOW (F
e
∗OW ,OW )).
Some of these results are summarized below:
Main Theorem (Theorem 5.2, Corollary 6.9, Remark 9.5). Suppose that X is an integral separated
normal F -finite noetherian scheme essentially of finite type1 over an F -finite field of characteristic
p > 0. Further suppose that ∆ is an effective Q-divisor on X such that KX +∆ is Q-Cartier with
index not divisible by p. Let W ⊆ X be an closed subscheme that satisfies the following properties:
(a) W is integral and normal.
(b) (X,∆) is sharply F -pure at the generic point of W .
(c) The ideal sheaf of W is locally a center of sharp F -purity for (X,∆).
Then there exists a canonically determined effective divisor ∆W on W satisfying the following
properties:
(i) (KW +∆W ) ∼Q (KX +∆)|W
(ii) Furthermore, if (pe − 1)(KX + ∆) is Cartier then (p
e − 1)(KW + ∆W ) is Cartier and
(pe − 1)∆W is integral.
(iii) For any real number t > 0 and any ideal sheaf a on X which is does not vanish on W , we
have that (X,∆, at) is sharply F -pure near W if and only if (W,∆W , a
t) is sharply F -pure.
(iv) W is minimal among centers of sharp F -purity for (X,∆), with respect to containment of
topological spaces (in other words, the ideal sheaf of W is of maximal height as a center of
sharp F -purity), if and only if (W,∆W ) is strongly F -regular.
(v) There is a natural bijection between the centers of sharp F -purity of (W,∆W ), and the
centers of sharp F -purity of (X,∆) which are properly contained in W as topological spaces.
(vi) There is a naturally defined ideal sheaf τb(X,* W ;∆, at), which philosophically corresponds
to an analog of an adjoint ideal in arbitrary codimension, such that τb(X,* W ;∆, at)|W =
τb(W ;∆W , a
t) = “the big test ideal of (R,∆, at)”. Here a and t > 0 are as in (iii).
When the center W is not a normal scheme, some of these results can still be lifted to the
normalization of W , see Proposition 8.2. Also see the concluding remarks to this paper. Part (vi)
should be viewed as an ultimate generalization of the F -restriction theorems for test ideals found
in [Tak08] and [Tak07], also compare with [HW02, Theorem 4.9, Remark 4.10].
1The essentially finite type hypothesis can be removed if one is willing to work on sufficiently small affine chart or
if X is the spectrum of a local ring.
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The construction of ∆W is local and does not require X to be projective. In particular, the
statement of Theorem 5.2 is ring theoretic and might be more familiar to commutative algebraists.
However the ∆W constructed is canonical. In particular, the ∆W glue together to give us the result
in the global setting, see Remark 9.5.
When we combine this theory with the work of Fedder, see [Fed83], we obtain the following:
Theorem A (Theorem 5.5). Suppose that S is a regular F -finite ring such that F e∗S is a free S
module (for example, if S is local) and that R = S/I is a quotient that is a normal domain. Further
suppose that ∆R is an effective Q-divisor on SpecR such that HomR(F e∗R((p
e − 1)∆), R) is a rank
one free F e∗R-module (for example, if R is local and (p
e−1)(KR+∆) is Cartier). Then there exists
an effective Q-divisor ∆S on SpecS such that:
(a) (pe − 1)(KS +∆S) is Cartier.
(b) I is (∆S, F )-compatible and (S,∆S) is sharply F -pure at the minimal associated primes of
I (that is, the generic points of SpecS/I).
(b) ∆S induces ∆R as in the Main Theorem.
We do not know of any similar result proved in characteristic 0 (except when R is a complete
intersection, see [EMY03]). The ∆S in Theorem 5.5 is not canonically determined and therefore
we do not see how to globalize this statement.
We also prove the following result.
Theorem B (Corollary 4.3, Remark 9.5). Suppose that X is a normal variety of finite type over
an F -finite field k. Suppose that φ : F e∗OX → OX is a (global) splitting of Frobenius. Then there
exists an effective divisor ∆ on X (determined uniquely by φ) such that
(1) KX +∆ ∼Q 0,
(2) (X,∆) is sharply F -pure,
(3) The irreducible subvarieties compatibly split by φ coincide exactly with the centers of sharp
F -purity of (X,∆).
Since centers of sharp F -purity are closely related to centers of log canonicity, the previous result
should be viewed as a link between compatibly split subvarieties and centers of log canonicity (of
log Calabi-Yau pairs).
Finally, also using these ideas, we prove that there are only finitely many centers of sharp F -
purity for a sharply F -pure triple (R,∆, a•) (the case when R is a local ring was done in [Sch08a]
using the techniques of [EH08] or [Sha07]). Here a• is a graded system of ideals; see [Har05] and
[Sch08a].
Theorem C (Theorem 5.8). If (R,∆, a•) is sharply F -pure, then there are at most finitely many
centers of sharp F -purity.
This also implies that if X is noetherian (although not necessarily affine) and (X,∆) is locally
sharply F -pure, then there are at most finitely many centers of sharp F -purity. This is the analog
of the statement that “if (X,∆) is log canonical, there exists at most finitely many centers of log
canonicity”. Another implication of this is that for a globally F -split variety, there are at most
finitely many subschemes compatibly split with any given splitting, see Corollary 5.10. In the
case of a local ring, similar results have been obtained in [EH08] and in [Sha07], also see [Sch08a,
Corollary 5.2]. Finally, essentially the same result has been independently obtained by Kumar and
Mehta, see [MK09].
We conclude this paper with comparison of ∆R/Q with related constructions which have been
considered in characteristic zero (in particular, the aforementioned “different”). We then consider
what happens if we normalize R/Q (in case R/Q is not normal). We conclude with several further
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remarks and questions. In particular see Remark 9.5 where a global version of the ideas of this
paper are briefly discussed.
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2. Preliminaries and notation
Throughout this paper, all schemes and rings are noetherian, excellent, reduced and of charac-
teristic p > 0. We also assume that all rings R (and schemes X) have locally normalized dualizing
complexes, ω
q
R (respectively ω
q
X), see [Har66]. In fact, little is lost if one only considers rings that
are of essentially finite type over a perfect field. Since we are primarily concerned with the affine
or local setting, we will freely switch between the notation corresponding to a ring R and the
associated scheme X = SpecR. If X = SpecR and R is reduced, then we will use k(X) = k(R) to
denote the total field of fractions of R. If D is a divisor on X = SpecR, we will mix notation and
use R(D) to denote the global sections of OX(D). Furthermore, we will often use F
e
∗M to denote
an R-moduleM viewed as an R-module via the e-iterated Frobenius, that is r.x = rp
e
x (informally,
this is just restriction of scalars). In particular, when R is reduced F e∗R is just another notation for
R
1
pe . The reason for this notation is that if F e : X → X is the e-iterated Frobenius, then F e∗OX is
just the sheaf associated to R
1
pe .
We briefly review some properties of Weil divisors on normal schemes, compare with [Har77,
Chapter II, Section 6], [Har94] and [Bou98, Chapter 7]. Recall that on a normal scheme X, a Weil
divisor is finite formal sum of reduced and irreducible subschemes of codimension 1, and a prime
divisor is a single irreducible subscheme of codimension 1. So if X = SpecR, the Weil divisors
carry the same information as formal sums of height one prime ideals. A Q-Divisor is an element of
{group of Weil divisors}⊗ZQ, it can also be viewed as a finite formal sum
∑
aiDi where the ai ∈ Q
and the Di are prime divisors. See [KM98] for basic facts about Q-divisors from this point of view.
A Q-divisor for which all the ai are integers is called an integral divisor (in other words, an integral
divisor is a Q-divisor that is also a Weil divisor). A Q-divisor is called Q-Cartier if there exists an
integer m > 0 such that mD is an integral Cartier divisor. A Q-divisor is called m-Cartier if mD
is an integral Cartier divisor. A divisor (respectively a Q-divisor) D =
∑
aiDi is called effective if
each of the ai are non-negative integers (respectively, non-negative rational numbers).
Since X is normal, for each prime divisor D on X, there is an associated discrete valuation vD
at the generic point of D ⊂ X. Then, for any non-degenerate element f ∈ k(X) (an element is
non-degenerate if it is non-zero on each generic point of X = SpecR), there is a divisor div f which
is defined as div f =
∑
D⊂X vD(f)D. Recall that associated to any divisor D on X = SpecR there
is a coherent sheaf OX(D) whose global sections we will denote by R(D). Recall that the sheaf
R(D) is reflexive with respect to HomR( , R).
For the convenience of the reader, we record some useful properties of reflexive sheaves that we
will use without comment.
Proposition 2.1. [Har77], [Har94, Proposition 1.11, Theorem 1.12] Suppose that R is a normal
ring and suppose that M and N are finitely generated R-modules. Then:
(1) M is reflexive (that is, the natural map M → HomR(HomR(M,R), R) = (M
∨)∨ is an
isomorphism) if and only if M is S2.
(2) HomR(M,R) =M
∨ is reflexive.
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(3) If R is of characteristic p and F -finite (see Definition 2.6), then M is reflexive if and only
if F e∗M is reflexive.
(4) If N is reflexive, then Hom(M,N) is also reflexive.
(5) Suppose M is reflexive, that X = SpecR and Z ⊂ X is a closed subset of codimension 2.
Set U to be X \ Z and let i : U → X be the inclusion. Then i∗(M |U ) ∼=M .
(6) With notation as in (5), the restriction map to U induces an equivalence of categories from
reflexive coherent sheaves on X to reflexive coherent sheaves on U .
Proposition 2.2. [Har94, Proposition 2.9], [Har07, Remark 2.9] Suppose that X is a normal
scheme and D is a divisor on X. Then, there is a one-to-one correspondence between effective divi-
sors linearly equivalent to D and non-degenerate sections2 s ∈ Γ(X,OX(D)) modulo multiplication
by units in H0(X,OX).
Definition 2.3. IfX is equidimensional, then we set ωX to be h
− dimX(ω
q
X) and call it the canonical
module of X. If, in addition, X is normal, then ωX is a rank 1 reflexive sheaf and so it corresponds
to an integral divisor class. A divisor D such that OX(D) ∼= ωX is called a canonical divisor of X
and is denoted by KX .
Remark 2.4. If X is not normal but instead Gorenstein in codimension 1 (G1) and S2, then one
can still view ωX as a divisor class (technically as an “almost Cartier divisor” / “Weil divisorial
subsheaf”, see [Har94] and [K+92]). Most of the results of this paper generalize to pairs (X,∆)
where X is G1 and S2 and ∆ is an element from {almost Cartier divisors} ⊗ Q. However, there
are several technical complications which we feel obscure the main points of this paper and so we
will not work in this generality. In particular, one can have two different almost Cartier divisors
/ Weil divisorial subsheaves D and E such that 2D = 2E, see [K+92, Page 172]. Because of this,
for a Q-Weil divisorial subsheaf D, OX(D) is not well defined. There are ways around this issue,
although statements like Theorem 3.11(e,f) and the definition of sharply F -pure pairs would need
to be amended. Another option is to do something similar to what is suggested in Remark 9.1.
Definition 2.5. A pair (X,∆) is the combined information of a normal scheme X and an effective
Q-divisor ∆. A triple (X,∆, at) is the combined information of a pair (X,∆), an ideal sheaf
a ⊆ OX which on every chart U = SpecR satisfies a|U ∩R
◦ 6= ∅, and a positive real number t > 0.
If X = SpecR, then we will sometimes write (R,∆) instead of (X,∆).
Now we define F -singularities, singularities defined by the action of Frobenius. These are classes
of singularities associated with tight closure theory, see [HH90], that are good analogs of singularities
from the minimal model program, see for example [KM98].
Definition 2.6. We say that a ring R of positive characteristic p > 0 is F -finite if F∗R = R
1
p is
finite as an R-module.
Throughout the rest of this paper, all rings will be assumed to be F -finite. This is not too
restrictive of an assumption since any ring essentially of finite type over a perfect field is F -finite,
see [Fed83, Lemma 1.4].
Definition 2.7. [HR76], [HH89], [HW02], [Sch08b] Suppose that (R,m) is a local ring. We say that
a triple (R,∆, at) is sharply F -pure if there exists an integer e > 0, an element a ∈ a⌈t(p
e−1)⌉ and a
map φ ∈ HomR(F
e
∗R(⌈(p
e−1)∆⌉), R) such that φ(F e∗ (aR)) = R. Here F
e
∗ (aR) ⊆ F
e
∗R(⌈(p
e−1)∆⌉).
If ∆ = 0 and a = R, then we call the sharply F -pure triple (R,∆, at) (or simply the ring R) F -pure.
Again, assuming R is local, a triple (R,∆, at) is called strongly F -regular if for every c ∈ R◦
there is an integer e > 0, an element a ∈ a⌈t(p
e−1)⌉, and a map φ ∈ HomR(F
e
∗R(⌈(p
e − 1)∆⌉), R)
such that φ(F e∗ (caR)) = R.
2A section is called non-degenerate if it is non-zero at the generic point of every irreducible component of X.
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If X is any scheme (for example X = SpecR where R is a non-local ring), then a triple (X,∆, at)
is called sharply F -pure (respectively, strongly F -regular) if for every closed point3 x ∈ X, the
localized triple (OX,x,∆|SpecOX,x , a
t
x) is sharply F -pure (respectively, strongly F -regular).
Remark 2.8. In the case that R is a non-local ring, these definitions of strong F -regularity and
sharp F -purity are slightly more general than the ones given in [Tak04a], in [TW04], in [Sch08b],
or in [Sch08a]. Previously, a triple (R,∆, at) (with R-not necessarily local) was called strongly F -
regular (respectively sharply F -pure) if it satisfied the “local ring” version of the condition stated
above. In the case that a = R (or more generally, if a is principal) then the various notions coincide
(regardless of the ∆). The problem is that it is not clear whether a triple (R,∆, at) is strongly
F -regular (respectively sharply F -pure) if and only if it is strongly F -regular (respectively sharply
F -pure) after localizing at every maximal ideal.
Remark 2.9. Suppose that R is local and that (R,∆, at) is sharply F -pure and that e is as in the
above definition, then for every integer n > 0 there exists a φn ∈ HomR(F
ne
∗ R(⌈(p
ne − 1)∆⌉), R)
such that 1 ∈ φn(F
ne
∗ a
⌈t(pne−1)⌉). This is follows from the same argument as in [Sch08a, Lemma
2.8] or [Sch08b, Proposition 3.3].
Remark 2.10. Sharply F -pure singularities are a characteristic p > 0 analog of log canonical sin-
gularities, see [HW02] and [Sch08b]. Strongly F -regular singularities are a characteristic p > 0
analog of Kawamata log terminal singularities, see [HW02]. There are also good analogs of purely
log terminal singularities that we will not discuss here, see [Tak08].
Definition 2.11. [HH90], [HT04], [Sch08b], [Sch08a] Suppose that (R,∆, at) is a triple. An element
c ∈ R◦ is called a big sharp test element for (R,∆, at) if for all modules N ⊆M and all z ∈ N∗∆,a
t
M ,
one has that ca⌈t(p
e−1)⌉zp
e
⊆ N
[pe]∆
M for all e ≥ 0.
For the definition of tight closure with respect to such a triple (and an explanation of the notation
above), see [Sch08a, Definition 2.14 ]. Also compare with [HY03], [Tak04b], and [Tak08].
If R is reduced and F -finite, then there always exists a big sharp test element for any triple
(R,∆, at).
Definition 2.12. [HH90], [HT04], [LS01], [Hoc07] The big test ideal of a triple (R,∆, at), denoted
τb(R;∆, a
t), is defined as follows: Set E = ⊕m∈m−SpecRER/m, where ER/m is the injective hull of
R/m. Then
τb(R;∆, a
t) := AnnR 0
∗∆at
E =
⋂
m
AnnR 0
∗∆,at
ER/m
.
Remark 2.13. Big test ideals are characteristic p > 0 analogs of multiplier ideals, see [Smi00],
[Har01], [Tak04b] and [HY03].
Remark 2.14. In [Sch08a], the author defined the big test ideal τb(R;∆, a
t) in a somewhat different
way, essentially using the criterion for the big test ideal found in [HT04, Lemma 2.1]. While we
will not state that definition here, we note that the big test ideal of [Sch08a] was an ideal J of
R which, when localized at any m, coincided with AnnRm 0
∗∆at
ER/m
. We now explain why such a J
agrees with τb(R;∆, a
t). Note that this J is contained in each AnnR 0
∗∆at
ER/m
, and so J ⊆ AnnR 0
∗∆at
E .
Conversely, we see that τb(R;∆, a
t)Rm ⊆ AnnRm 0
∗∆at
ER/m
⊆ Jm which completes the proof.
Definition 2.15. [Sch08a] An ideal I ⊆ R is said to be F -compatible with respect to (R,∆, at)
or equivalently uniformly (∆, at, F )-compatible or simply F -compatible if the context is clear, if
for every e > 0, every a ∈ a⌈t(p
e−1)⌉ and every map φ ∈ HomR(F
e
∗R(⌈t(p
e − 1)∆⌉), R), we have
3If the condition holds at the closed points, then it also holds at the non-closed points.
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φ(F e∗ aI) ⊆ I. A prime ideal Q which is F -compatible with respect to (R,∆, a
t) is called a center
of sharp F -purity for (R;∆, at), or simply a center of F -purity if the context is clear. We will also
often abuse notation and call the subscheme W := SpecR/Q ⊆ SpecR =: X a center of F -purity
as well.
Remark 2.16. Centers of sharp F -purity are characteristic p > 0 analogs of centers of log canonicity.
In particular, any center of log canonicity reduced from characteristic 0 to characteristic p ≫ 0 is
a center of sharp F -purity, see [Sch08a, Theorem 6.7].
The following results on F -compatible ideals will be used later.
Lemma 2.17. [Sch08a] Consider a triple (R,∆, at) (recall all rings are assumed F -finite). Then
the following properties of F -compatible ideals are satisfied.
(1) Any (ideal-theoretic) intersection of F -compatible ideals is F -compatible.
(2) Any (ideal-theoretic) sum of F -compatible ideals is F -compatible.
(3) The radical of an F -compatible ideal is F -compatible.
(4) The big test ideal τb(R; a
t,∆) is the unique smallest F -compatible ideal that has non-trivial
intersection with R◦.
(5) The minimal primes of a radical F -compatible ideal are also F -compatible.
(6) A pair (R,∆) is strongly F -regular if and only if it has no centers of sharp F -purity besides
the minimal primes of R.
A version of Lemma 2.17(6) is true also for triples (R,∆, at). Although in that case, one must
use the “new” strong F -regularity condition, see Remark 2.8. In particular, [Sch08a, Corollary 4.6]
is probably not correct as stated. It should say
“(R,∆, a•) is strongly F -regular after localizing at every maximal ideal of R if and
only if (R,∆, a•) has no centers of sharp F -purity besides the minimal primes of
R.”
Thus the original statement of [Sch08a, Corollary 4.6] is correct if one uses the definition of strong F -
regularity from Definition 2.7. We believe this is the only instance of the issue described in Remark
2.8 causing a misstatement in the paper [Sch08a] (although several results can be strengthened if
one uses the “new” definition).
3. Relation between Frobenius and boundary divisors
In this section we’ll describe a correspondence between maps φ : F e∗OX → OX and Q-divisors ∆
such that KX +∆ is Q-Cartier (with index not divisible by p > 0). Statements closely related to
this correspondence have appeared in several previous contexts, see [HW02, Proof #2 of Theorem
3.1] and [MR85], and were known to experts. However, we do not think the correspondence has
been explicitly written from a Q-divisor perspective. As before, in this section we are assuming
that X is the spectrum of a normal F -finite ring R with a locally normalized dualizing complex
ω
q
R.
Roughly speaking, the correspondence goes like this. Suppose R is a local ring and set X =
SpecR:
• Given a φ ∈ HomR(F
e
∗R,R), this is the same as
• choosing a map (of F e∗R-modules) F
e
∗R→ HomR(F
e
∗R,R) sending 1 to φ, which is the same
as
• an effective Weil divisor D such that OX(D) ∼= OX((1−p
e)KX) (note F
e
∗OX((1−p
e)KX) ∼=
HomR(F
e
∗R,R)), which is the same as
• an effective Q-divisor ∆ where we set ∆ = 1pe−1D.
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The expert reader might wonder why we divide by pe − 1 in the final step (and thus produce
a Q-divisor). It turns out that for the purposes of F -singularities, composing φ with itself (ie,
φ◦F e∗φ) is harmless, see Section 4 below. Thus by dividing by p
e−1 we are normalizing our divisor
with respect to composition; see Theorem 3.11(e).
In order to make this correspondence precise and in order to be able to use it, we first need the
following observations about maps F e∗OX → OX (which of themselves are of independent interest).
Lemma 3.1 is well known to experts, see [Fed83], [MR85], [MS91] and [HW02, Lemma 3.4], however
the proof is short, so we include it for the convenience of the reader.
Lemma 3.1. Suppose that (X,∆) is a pair such that (pe− 1)(KX +∆) is a Cartier divisor. Then
H omOX (F
e
∗OX((p
e − 1)∆),OX) is an invertible sheaf when viewed as an F
e
∗OX-module.
Proof. It is enough to verify this locally, so we may assume that X is the spectrum of a local ring.
Then observe that
H omOX (F
e
∗OX((p
e − 1)∆),OX) ∼= H omOX (F
e
∗OX((p
e − 1)∆ + peKX), ωX) ∼=
F e∗ H omOX (OX((p
e − 1)∆ + peKX), ωX) ∼= F
e
∗OX((1 − p
e)(KX +∆)) ∼= F
e
∗OX .

Remark 3.2. We will often view H omOX (F
e
∗OX((p
e − 1)∆),OX) as an F
e
∗OX -submodule of
H omOX (F
e
∗OX ,OX).
Remark 3.3. For an arbitrary normal (non-local) F -finite scheme X, we do not know if one always
has
(3.3.1) H omOX (F
e
∗OX((p
e − 1)∆),OX) ∼= OX((1− p
e)(KX +∆)).
In the non-local case, if one is following the proof of Lemma 3.1, one should write
H omOX (F
e
∗OX((p
e − 1)∆ + peKX), ωX) ∼= F
e
∗ H omOX (OX((p
e − 1)∆ + peKX), (F
e)!ωX).
The module (F e)!ωX = HomOX (F
e
∗OX , ωX) is a canonical module on X, but these are only unique
up to tensoring with an invertible sheaf. In the local case, tensoring with an invertible sheaf does
nothing (and so ωX is unique up to isomorphism – multiplication by a unit). Likewise, if X is of
essentially finite type over an F -finite field, it is easy to see that (F e)!ωX can be identified with ωX
(again, non-canonically, but up to multiplication by a unit of H0(X,OX)). Of course, by passing
to a sufficiently small affine chart, we can always assume that Equation 3.3.1 is satisfied. In fact,
it may be that Equation 3.3.1 always holds.
The previous result also implies the following when interpreted using Fedder’s criterion, see
[Fed83].
Corollary 3.4. Suppose that (R,m) is a quasi-Gorenstein normal local ring (respectively, a Q-
Gorenstein local ring whose index is a factor of pd−1). Further suppose that we can write R = S/I
where S is an F -finite regular local ring. Then for each e > 0 (respectively for each e = nd, n > 0)
there exists an element fe ∈ R so that (I
[pe] : I) = I [p
e] + (fe).
Proof. Simply note that F e∗ (I
[pe] : I)HomS(F
e
∗S, S)/F
e
∗ I
[pe] ∼= HomR(F
e
∗R,R) by [Fed83, Lemma
1.6]. The quasi-Gorenstein or Q-Gorenstein assumption implies that the right side of the equation
is a free rank-one F e∗R-module. 
Remark 3.5. If one fixes a generator T of HomS(F
e
∗S, S), one can then view the element fe as an
S-module map F e∗S → S that sends F
e
∗ I into I.
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Observation 3.6. Suppose (in the situation of Lemma 3.1) that X is the spectrum of a lo-
cal ring, that ∆ = 0, and that OX((p
e − 1)KX ) is a free rank-one F
e
∗OX-module. Therefore,
H omOX (F
e
∗OX ,OX) has a generator T . If one composes T with its pushforward F
e
∗T : F
2e
∗ OX →
F e∗OX , one obtains a map
(3.6.1) T2e = T ◦ F
e
∗T : F
2e
∗ OX → OX .
One can then ask whether that composition is a generator of the rank-one locally free F 2e∗ R-
module H omOX (F
2e
∗ OX ,OX)? What can be said in the case that ∆ 6= 0? It turns out that the
composition is indeed a generator (and in the case when ∆ 6= 0 as well). One can prove this using
local duality, however it is no more difficult (and certainly more satisfying) to prove it directly.
First however, let us compute a specific example.
Example 3.7. Consider the case when X = SpecFp[x1, . . . , xn] = SpecR and choose Te to be the
generator of H omR(F
e
∗R,R) of the form
Te(x
l1
1 x
l2
2 . . . x
ln
n ) =
{
1, if l1 = l2 = . . . = ln = p
e − 1
0, whenever li ≤ p
e − 1 for all i and li < p
e − 1 for some i
Now consider Te ◦ F
e
∗Te, we claim it is equal to T2e. Consider a monomial m = x
l1
1 x
l2
2 . . . x
ln
n such
that li ≤ p
2e − 1. We can write
m = (xk11 )
pe(xj11 )(x
k2
2 )
pe(xj22 ) . . . (x
kn
n )
pe(xjnn ),
where ki, ji < p
e are integers. This implies that Te(F
e
∗Te(m)) = Te(x
k1
1 . . . x
kn
n Te(x
j1
1 . . . x
jn
n )). The
claim is then easily verified since pe(pe − 1) + (pe − 1) = (p2e − 1).
Remark 3.8. In the context of Example 3.7, it follows that Te(F
e
∗ I) = I
[1/pe], where I [1/p
e] is the
smallest ideal J such that I ⊆ J [p
e]; see [BMS08]. This was well known to experts.
In fact, Example 3.7 above is a special case of the following lemma (that is known to experts)
which uses Hom-⊗ adjointness. For example, it is closely related to [Kun86, Appendix F.17(a)].
Lemma 3.9. Suppose that R→ S is a finite map of rings such that HomR(S,R) is isomorphic to
S as an S-module. Further suppose that M is a finite S-module.
Then the natural map
(3.9.1) HomS(M,S) ×HomR(S,R)→ HomR(M,R)
induced by composition is surjective.
Proof. First, set α to be a generator (as an S-module) of HomR(S,R). Suppose we are given
f ∈ HomR(M,R) ∼= HomR(M ⊗S S,R). We wish to write it as a composition.
Using adjointness, this f induces an element Φ(f) ∈ HomS(M,HomR(S,R)). Just as with the
usual Hom-Tensor adjointness, we define Φ(f) by the following rule:
(Φ(f)(t))(s) = f(t⊗ s) = f(st) for t ∈M , s ∈ S.
Therefore, since HomR(S,R) is generated by α, for each f and t ∈ M as above, we associate a
unique element af,t ∈ S with the property that (Φ(f)(t))( ) = α(af,t ).
Thus using the isomorphism HomR(S,R) ∼= S, induced by sending α to 1, we obtain a map
Ψ : HomR(M,R)→ HomS(M,S) given by Ψ(f)(t) = af,t.
We now consider α ◦ (Ψ(f)). However,
α(Ψ(f)(t)) = α(af,t) = (Φ(f)(t))(1) = f(t).
Therefore f = α ◦ (Ψ(f)) and we see that the map (3.9.1) is surjective as desired. 
We need a certain variant of this in the context of pairs.
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Corollary 3.10. Suppose that (X,∆) is a pair and that KX + ∆ is (p
e − 1)-Cartier. Then for
every d > 0 the natural map Ψ,
H omF e
∗
OX (F
e+d
∗ OX(⌈(p
d − 1)∆⌉), F e∗OX)
⊗F e
∗
OX H omOX (F
e
∗OX((p
e − 1)∆),OX)
∼= H omF e
∗
OX (F
e+d
∗ OX(⌈(p
e+d − 1)∆⌉), F e∗OX((p
e − 1)∆))
⊗F e
∗
OX H omOX (F
e
∗OX((p
e − 1)∆),OX)
→ H omOX (F
e+d
∗ OX(⌈(p
e+d − 1)∆⌉),OX)
induced by composition, is an isomorphism.
In other words, locally, every map φ : F e+d∗ OX(⌈(p
e+d − 1)∆⌉) → OX factors through some
scaling of the (local) F e∗OX-generator of
H omOX (F
e
∗OX((p
e − 1)∆),OX).
Proof. Notice that the map Ψ we are considering is a map of rank-one reflexive (that is, rank-one
S2) F e+d∗ OX sheaves and thus it is injective (since it is not zero). So to show it is an isomorphism, it
is sufficient to show it is surjective in codimension one. Therefore we may consider the statement at
the generic point γ of a codimension 1 subvariety (locally, this is localizing at a height one prime).
Since X is Gorenstein in codimension one, we see that(
H omOX (F
1
∗OX ,OX)
)
γ
is a free rank-one F 1∗OX-module. We fix a generator T1 and set Tn to be the generator of(
H omOX (F
n
∗ OX ,OX)
)
γ
obtained by composing T1 with itself (n− 1)-times just as in Equation 3.6.1 (Tn is a generator by
Lemma 3.9).
If ∆ does not contain the point γ in its support, we are done by the previous lemma. On the
other hand, if ∆ contains γ in its support, then we may express ∆ at the stalk of η locally as zt
(where t is a rational number with denominator a factor of pe − 1). Then we notice that
Te(z
(pe−1)t(F d∗ Td(z
⌈(pd−1)t⌉
i ))) = Te(F
d
∗ Td(z
⌈pd(pe−1)t+(pd−1)t⌉ )
= Te(F
d
∗ Td(z
⌈(pd+e−1)t⌉ )) = Te+d(z
⌈(pd+e−1)t⌉ ).
This proves the corollary since for any n > 0, Tn(z
⌈(pn−1)t⌉ ) generates the image of the Fn∗ OX,γ-
module
(
H omOX (F
n
∗ OX(⌈(p
n − 1)∆⌉),OX)
)
γ
inside
(
H omOX (F
n
∗ OX ,OX)
)
γ
.

We are now ready to explicitly relate φ : F e∗OX → OX to a Q-divisor ∆. As mentioned before,
parts of this theorem were likely known to experts, but to my knowledge, it has not been written
down in the language of Q-divisors.
Theorem 3.11. Suppose that R is a normal F -finite ring. For every map φ : F e∗R → R, there
exists an effective Q-divisor ∆ = ∆φ on X = SpecR such that:
(a) (pe − 1)∆ is an integral divisor.
(b) (pe − 1)(KX +∆) is a Cartier divisor and HomR(F
e
∗R((p
e − 1)∆), R) ∼= F e∗R.
(c) The natural map F e∗R
∼= HomR(F
e
∗R((p
e − 1)∆), R) → HomR(F
e
∗R,R) sends some F
e
∗R-
module generator of HomR(F
e
∗R((p
e − 1)∆), R) to φ.
(d) The map φ is surjective if and only if the pair (R,∆) is sharply F -pure.
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(e) The composition map
φ(n+1)e = φ ◦ F
e
∗φ ◦ F
2e
∗ φ ◦ . . . ◦ F
ne
∗ φ
also determines the same divisor ∆.
(f) Another map φ′ : F e
′
∗ R → R determines the same Q-divisor ∆ if and only if for some
positive integers n and n′ such that (n + 1)e = (n′ + 1)e′ (equivalently, for every such pair
of integers) there exists a unit u ∈ R so that
φ ◦ F e∗φ ◦ F
2e
∗ φ ◦ . . . ◦ F
ne
∗ φ(ux) = φ
′ ◦ F e
′
∗ φ
′ ◦ F 2e
′
∗ φ
′ ◦ . . . ◦ Fn
′e′
∗ φ
′(x).
for all x ∈ R. In other words, φ and φ′ determine the same divisor if and only if φ composed
with itself n-times is a unit multiple of φ′ composed with itself n′-times.
Proof. Amap φ : F e∗R→ R uniquely determines the map of F
e
∗R-modules Φ : F
e
∗R→ HomR(F
e
∗R,R)
which sends 1 to φ. This can also be viewed as applying the functor HomR( , R) to φ and factoring
the map
(3.11.1) R
∼ //
F e
%%K
KK
KK
KK
KK
KK
HomR(R,R)
φ∨ // HomR(F
e
∗R,R)
F e∗R
17→φ
66
through F e∗R. We know that HomR(F
e
∗R,R)
∼= F e∗R((1− p
e)KX +M) for some Cartier divisor M
(in many cases M is zero, see Remark 3.3). Therefore, the map Φ determines an effective divisor
D which is linearly equivalent to (1− pe)KX +M , see [Har77] and Proposition 2.2. Set
∆ :=
1
pe − 1
D.
Clearly property (a) is satisfied. For the first part of (b), simply note that (pe − 1)(KX + ∆) =
(pe − 1)KX +D ∼ (p
e − 1)KX + (1− p
e)KX +M =M . For the second part of (b), observe that
HomR(F
e
∗R((p
e − 1)∆), R) ∼= F e∗R((1− p
e)KX +M − (p
e − 1)∆)
∼= F e∗R((1− p
e)KX +M −D) ∼= F
e
∗R.
Let us now prove (c). At height one primes γ, the map Φ : F e∗Rγ → HomR(F
e
∗R,R)γ ≃ F
e
∗Rγ
as above, is multiplication (as an F e∗R-module) by a generator of D. But so is the map from (c),
Ψ : F e∗R
∼= HomR(F
e
∗R((p
e − 1)∆), R) → HomR(F
e
∗R,R). Note that all the modules involved are
rank 1 reflexive F e∗OX-modules and that the domains of Φ and Ψ are isomorphic. Therefore the
maps Φ and Ψ induce the same divisors and so Φ and Ψ can be identified (for an appropriate choice
of isomorphism HomR(F
e
∗R((p
e − 1)∆), R) ∼= F e∗R). Part (c) then follows.
To prove (d), suppose first that φ is surjective, or equivalently that 1 is in φ’s image. Then there
exists an R-module map α so that the composition R
α // F e∗R
φ // R is the identity. Apply
HomR( , R) to the diagram 3.11.1. This gives a diagram:
R oo
φ
ff
LL
LL
LL
LL
LL
LL
HomR(HomR(F
e
∗R,R), R) oo
∼ // F e∗R
HomR(F
e
∗R,R)OO
∼

tt
F e∗R(D)
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and so we can factor φ as F e∗R→ F
e
∗R(D)→ R. This proves that (R,∆) is a sharply F -pure pair.
Conversely, suppose that (R,∆) is sharply F -pure, then a single (equivalently every) generator α
of HomR(F
e
∗R((p
e − 1)∆), R) satisfies α(F e∗R) = R. But φ is such a generator so φ(F
e
∗R) = R.
We now prove (e). It is enough to check the statement at a height one prime γ. We know that
HomR(F
e
∗R,R)γ is locally free of rank one with generator Te. We then see that φγ( ) = Te(d )
where d is a defining equation for D when localized at γ. Composing this with itself n-times, we
obtain the map
φγ ◦ F
e
∗φγ ◦ F
2e
∗ φγ ◦ . . . ◦ F
ne
∗ φγ(F
(n+1)e
∗ z) = T(n+1)e(F
(n+1)e
∗ d
pne+p(n−1)e+···+pe+1z).
But now we notice that 1
p(n+1)e−1
(pne + p(n−1)e + · · · + pe + 1)D is equal to 1pe−1D.
Finally, we prove (f). First note that changing a map by pre-composing with multiplication by
a unit does not change the associated divisor. Therefore, if maps φ and φ′ satisfy the condition on
their compositions (as above), then they determine the same divisor by (e). Conversely, suppose
that the maps φ and φ′ have the same associated divisor and choose n and n′ as above. Without
loss of generality, by replacing φ and φ′ with their compositions, we may assume that e = e′, and
we simply have two maps φ, φ′ ∈ HomR(F
e
∗R,R) that determine the same divisor. In particular,
the maps
F e∗R // HomR(F
e
∗R,R) F
e
∗R // HomR(F
e
∗R,R)
1
 // φ 1
 // φ′
induce the same embedding of HomR(F
e
∗R,R) into the total field of fractions of F
e
∗R. Therefore
the two maps differ by multiplication by a unit as desired, see [Har07] or Proposition 2.2. 
Remark 3.12. Note that condition (a) above is redundant in view of condition (b).
Theorem 3.13. Suppose that R is normal and F -finite as above. For every effective Q-divisor ∆
satisfying conditions (a) and (b) from Theorem 3.11, there exists a map φ ∈ HomR(F
e
∗R,R) such
that the divisor associated to φ is ∆.
Proof. We set φ to be the image of 1 under the composition
i ◦ q ◦ F e : R→ F e∗R
∼= HomR(F
e
∗R((p
e − 1)∆), R)→ HomR(F
e
∗R,R),
where q is the isomorphism given by hypothesis, and i the map induced by the inclusion F e∗R ⊆
F e∗R((p
e−1)∆). It is straightforward to verify that applying HomR( , R) to the above composition
also explicitly constructs (and factors) φ because of the isomorphism HomR(HomR(F
e
∗R,R), R)
∼=
F e∗R.
Applying HomR( , R) to this factorization of φ, and using the construction from Theorem 3.11
gives us back ∆. 
In summary, we have shown that for a reduced normal F -finite local ring R there is a bijection
between the sets{
Effective Q-divisors ∆
such that (pe − 1)(KX +∆) is Cartier
}
↔ {Non-zero elements of HomR(F
e
∗R,R)}
/
∼
where the equivalence relation on the right identifies two maps φ and ψ if there is a unit u ∈ R such
that φ(u× ) = ψ( ). There will be some discussion of how to make sense of such a correspondence
in the non-local case in Remark 9.5.
One can even extend this correspondence further. Recall that putting anR{F e}-module structure
on an R-module M is equivalent to specifying an additive map
φe :M →M
12
such that φe(rm) = r
peφe(m); see [LS01] for additional details. Such maps can also be identified
with R-module maps M → F e∗M .
Proposition 3.14. Suppose that (R,m) is a complete normal local F -finite ring with injective hull
of the residue field ER. Then there is a bijection between the set of R{F
e}-module structures on
ER and the set of elements of HomR(F
e
∗R,R).
Proof. Consider a map φ : F e∗R→ R and apply HomR( , ER). This gives us a map
ER = HomR(R,ER)→ HomR(F
e
∗R,ER) = EF e∗R = F
e
∗ER.
Applying HomR( , ER) gives us back φ. Note that there are (non-canonical) choices here when
we identify F e∗ER with HomR(F
e
∗R,ER). However, these are merely up to multiplication by units
and so we can fix such isomorphisms. 
Therefore, in the case of a complete local normal ring, we have the following correspondence.
Effective Q-divisors ∆
such that (pe − 1)(KX +∆)
is Cartier
↔
{
Nontrivial cyclic F e∗R-submodules
of HomR(F
e
∗R,R)
}
↔
{
Nonzero elements of
HomR(F
e
∗R,R)
}/
∼↔
{
Nonzero R{F e}-module
structures on ER
}/
∼
The first equivalence relation identified two maps if they agree up to pre-composition with multi-
plication by a unit of F e∗R (as above). The second equivalence relation identified two maps if they
agree up to post-composition with multiplication by a unit of F e∗R.
Corollary 3.15. Suppose that S is a regular F -finite ring such that F e∗S is free as an S-module
and that R = S/I is a quotient that is normal. Further suppose that HomR(F
e
∗R,R)
∼= F e∗R (in
particular, R is Q-Gorenstein with index not divisible by p). Write (I [p
e] : I) = I [p
e] + (fe) just as
in Corollary 3.4. Then for all n > 0,
(I [p
ne] : I) = I [p
ne] + (f1+p
e+···+p(n−1)e
e ).
4. Application to centers of sharp F -purity
In [Sch08a], we introduced a notion called centers of sharp F -purity (also known as F -compatible
ideals), a positive characteristic analog of a center of log canonicity; see for example [Kaw97a] and
[Kaw98]. Our main goal in this section is to prove several finiteness theorems about centers of
sharp F -purity.
Recall that an ideal I is called F -compatible with respect to (R,∆) if for every e > 0 and every
φ ∈ HomR(F
e
∗R(⌈(p
e − 1)∆⌉),∆), we have φ(F e∗ I) ⊆ I. One limitation of the definition of F -
compatible ideals is that it seems to require checking infinitely many e > 0 (and infinitely many φ).
However, for radical ideals I, assuming that (pe − 1)KX is Cartier, we will show that it is enough
to check only that e.
Proposition 4.1. Suppose that R is a normal F -finite ring. Further suppose that ∆ is an effective
Q-divisor such that HomR(F e∗R((p
e − 1)∆), R) is free as an F e∗OX-module. Then a radical ideal
I ⊂ R is F -compatible with respect to (R,∆) if and only if Te(F
e
∗ I) ⊆ I where Te is a F
e
∗R-module
generator of Hom(F e∗R((p
e − 1)∆), R).
Proof. Since a radical ideal I is F -compatible if and only if its minimal associated primes are
F -compatible, see Lemma 2.17(5), without loss of generality we may assume that I is prime. Fur-
thermore, since F -compatible ideals behave well with respect to localization, see [Sch08a, Lemma
3.7], we may also assume that R is local and that I = m is maximal.
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Suppose that φ : F b∗R(⌈(p
b − 1)∆⌉)→ R satisfies the property that φ(F b∗m) * m, we will obtain
a contradiction. Therefore, for some element x ∈ m, we have that φ(F b∗x) = u where u is a unit in
R. By scaling φ, we may assume that u = 1. Now choose integers n and m such that nb = me.
Consider the function ψ : Fnb∗ R→ R defined by the rule
ψ(Fnb∗ ) = φ(xF
b
∗φ(xF
2b
∗ φ(x · · ·F
(n−1)b
∗ φ(F
nb
∗ ) · · · ))).
Notice that ψ(Fnb∗ x) = 1. On the other hand, HomR(F
me
∗ R((p
me − 1)∆), R) is generated by T
composed with itself (m − 1)-times. Notice that since T sends m into m, so does its composition.
Therefore, to obtain our contradiction we simply have to check that ψ ∈ HomR(F
nb
∗ R,R) is an
element of HomR(F
me
∗ R((p
me − 1)∆), R). But that is straightforward since it was constructed by
composing φ with itself (using the fact that we round-up, and not round-down, so that pa⌈(pb −
1)∆⌉+ ⌈(pa − 1)∆⌉ ≥ ⌈(pa+b − 1)∆⌉ ). 
Remark 4.2. For a sharply F -pure pair (R,∆), all F -compatible ideals are radical.
Corollary 4.3. Suppose that φ : F e∗R → R is a Frobenius splitting and R is an F -finite normal
ring. Then the centers of sharp F -purity for the pair (R,∆φ) coincide with the subschemes of
X = SpecR compatibly split with φ.
Remark 4.4. One might ask if an analog of Proposition 4.1 holds for non-radical ideals, and we
do not know the answer in general. However, in [Sch08a], it was shown that the non-finitistic/big
test ideal is the unique smallest F -compatible ideal that intersects non-trivially with R◦. Using
the additional structure of the big test ideal, we are able to prove an analogous result (in fact, the
proof is very similar to a special case of [Tak08, Proposition 3.5(3)]).
Definition 4.5. Suppose that φe ∈ HomR(F
e
∗R,R) is a map. For every integer n ≥ 0, we define
φne ∈ HomR(F
ne
∗ R,R) to be the map obtained by composing φe with itself (n − 1)-times, just as
in Theorem 3.11(e). We set φ0 to be the identity map in HomR(R,R).
Our next goal is to characterize the big test ideal using this machinery. First however, we need
two lemmas.
Lemma 4.6. Suppose that a is an ideal generated by l elements and that m and k are integers.
Then:
(am)[p
k] ⊇ ap
km+l(pk−1).
Proof. Let f1, . . . , fl be a set of generators for a. Then a
pkm+l(pk−1) is generated by the elements
of the form
f b11 . . . f
bl
l
where
∑l
i=1 bi = p
km + l(pk − 1). We will show that each such element is contained in (am)[p
k].
Write each bi = qip
k + ri where 0 ≤ ri < p
k. Thus we have
f b11 · · · f
bl
l = (f
q1
1 · · · f
ql
l )
pk(f r11 · · · f
rl
l ).
Note
∑l
i=1 ri ≤ l(p
k − 1). Therefore,
pkm+ l(pk − 1) =
l∑
i=1
bi =
(
pk
l∑
i=1
qi
)
+
(
l∑
i=1
ri
)
≤
(
pk
l∑
i=1
qi
)
+ l(pk − 1)
which implies that pkm ≤ pk
∑l
i=1 qi, in particular, m ≤
∑l
i=1 qi. Therefore,
(f q11 · · · f
ql
l )
pk ∈ (am)[p
k]
and so f b11 · · · f
bl
l ∈ (a
m)[p
k] as desired. 
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Lemma 4.7. Suppose that a is an ideal of R which can be generated by l elements and such that
a ∩R◦ 6= ∅. Fix an e > 0. Then there exists an element c′ ∈ R◦ such that
c′a⌈t(p
ne+k−1)⌉ ⊆ (a⌈t(p
ne−1)⌉)[p
k]
for all n > 0 and all k < e.
Proof. First note that we have
(a⌈t(p
ne−1)⌉)[p
k] ⊇ ap
k⌈t(pne−1)⌉+l(pk−1) ⊇ ap
k⌈t(pne−1)⌉+lpe .
The first containment holds by Lemma 4.6 above. Thus it is sufficient to find a c′ such that
c′a⌈t(p
ne+k−1)⌉ ⊆ ap
k⌈t(pne−1)⌉+lpe . Choose c′ ∈ a(l+1)p
e
∩R◦. We need to show that
(l + 1)pe + ⌈t(pne+k − 1)⌉ ≥ pk⌈t(pne − 1)⌉+ lpe.
However,
pk⌈t(pne−1)⌉+ lpe ≤ pk⌊t(pne−1)⌋+pe+ lpe ≤ ⌊pkt(pne−1)⌋+(l+1)pe ≤ ⌈t(pne+k−1)⌉+(l+1)pe
as desired.

Proposition 4.8. Suppose that R is a normal F -finite ring. Further suppose that ∆ is an effective
Q-divisor such that (pe − 1)∆ is integral and that HomR(F e∗R((p
e − 1)∆), R) is rank one and free
as an F e∗R-module with generator Te (viewed as an element of HomR(F
e
∗R,R)). Set Tne to be the
map obtained by composing Te with itself (n− 1)-times. Then we have the following
(i) The big test ideal τb(R;∆) is the unique smallest ideal J whose intersection with R
◦ is
non-trivial and which satisfies Te(F
e
∗J) ⊆ J .
(ii) Furthermore, if a is an ideal such that a ∩R◦ 6= ∅ and t > 0 is a real number, then the big
test ideal τb(R;∆, a
t) is the unique smallest ideal J whose intersection with R◦ is non-trivial
and which satisfies Tne(F
ne
∗ a
⌈t(pe−1)⌉J) ⊆ J for all integers n > 0.
Proof. For (i), note that the big test ideal τb(R;∆) satisfies the condition Te(F
e
∗ τb(R;∆)) ⊆ τb(R;∆)
due to [Sch08a, Proposition 6.1]. Thus we simply have to show it is the smallest such ideal.
Likewise for (ii), τb(R;∆, a
t) satisfies the condition Tne(F
ne
∗ a
⌈t(pe−1)⌉τb(R;∆, a
t)) ⊆ τb(R;∆, a
t) for
all integers n > 0, so we must show that it is the smallest such ideal.
We now claim that statement is local in order to assume that R = (R,m) is a local ring. We
outline the proof of this claim in case (i) since case (ii) is essentially the same. Suppose that J is
an ideal which satisfies both J ∩ R◦ 6= ∅ and Te(F
e
∗J) ⊆ J . Then J + τb(R;∆) also satisfies both
conditions. Note that J does not contain τb(R;∆) if and only if we have the strict containment
J + τb(R;∆) ) J . But in such a case, we can localize at a maximal ideal where the same strict
containment holds. Thus we have reduced to the local case. Therefore, from this point forward,
we assume that R is a local ring with maximal ideal m.
Suppose that J is an ideal such that Te(F
e
∗ J) ⊆ J (respectively Tne(F
ne
∗ a
⌈t(pne−1)⌉J) ⊆ J for
all n > 0) and such that J ∩ R◦ 6= ∅. In case (i), notice also that Tne(F
ne
∗ J) ⊆ J for all positive
integers n (and thus φ(Fne∗ J) ⊆ J for all φ ∈ HomR(F
ne
∗ R((p
ne−1 − 1)∆), R) since Tne is also a
generator by Corollary 3.10).
In the setting of (i), fix d ∈ J ∩R◦. By applying Matlis duality, we see that the composition
ER/J // ER // ER ⊗R F
ne
∗ R // ER ⊗R F
ne
∗ R((p
ne − 1)∆)
Fne
∗
(×d)// ER ⊗R F
ne
∗ R((p
ne − 1)∆)
is zero for every integer n > 0. Likewise, in the setting of (ii), for each d ∈ J ∩ R◦ and each
a ∈ a⌈t(p
ne−1)⌉, we have that the composition
ER/J // ER // ER ⊗R F
ne
∗ R // ER ⊗R F
ne
∗ R((p
ne − 1)∆)
Fne
∗
(×da)
// ER ⊗R F
ne
∗ R((p
ne − 1)∆)
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is zero for every integer n > 0.
We now want to show that ER/J ⊂ 0
∗∆
ER
(respectively ER/J ⊂ 0
∗∆,at
ER
) because AnnR(0
∗∆
ER
) =
τb(R;∆) (respectively AnnR(0
∗∆,at
ER
) = τb(R;∆, a
t)). Therefore, choose z ∈ ER/J . By assumption
dzp
ne
= 0 ∈ ER ⊗R F
ne
∗ R((p
ne − 1)∆) for all n > 0 (respectively, da⌈t(p
ne−1)⌉zp
ne
= 0 ∈ ER ⊗R
Fne∗ R((p
ne − 1)∆) for all n > 0). We need to verify a similar statement for powers of p that are
not multiples of e, and so now the proof becomes quite similar to [HH90, Lemma 8.16].
In the setting of (i), we claim that Fne∗ R((p
ne−1)∆) naturally maps to F k+ne∗ R(⌈(p
k+ne−1)∆⌉)
for any k > 0 via the k-iterated action of Frobenius. To see this explicitly, apply HomR(R(−⌈(p
ne−
1)∆⌉), ) to the map R→ F k∗ R(⌈(p
k − 1)∆⌉). Tensoring with ER then gives us a map
Fne∗ R((p
ne − 1)∆)⊗R ER // F k+ne∗ R(⌈(p
k+ne − 1)∆⌉)⊗R ER
dzp
ne = d⊗ z
 // dp
k
⊗ z = dp
k
zp
k+ne
which factors the map ER → F
k+ne
∗ R(⌈(p
k+ne − 1)∆⌉) ⊗R ER. Therefore, d
pkzp
ne+k
= 0 for all
k, n > 0.
Choose c = dp
e−1
and choose j > 0 arbitrary. Write j = ne+ k where k < e. Then
czp
j
= dp
e−1
zp
ne+k
= dp
e−1−pkdp
k
zp
ne+k
= dp
e−1−pk0 = 0
as desired. Therefore, ER/J ⊂ 0
∗∆
ER
so that J = AnnR(ER/J ) ⊇ AnnR(0
∗∆
ER
) = τb(R;∆) which
proves (i).
In case (ii), using a similar argument, we still have that dp
k
(a⌈t(p
ne−1)⌉)[p
k]zp
ne+k
= 0 for all
k, n > 0. By Lemma 4.7, there exists a c′ ∈ R◦ such that c′a⌈t(p
ne+k−1)⌉ ⊆ (a⌈t(p
ne−1)⌉)[p
k] for all
n > 0 and all k < e.
Set c = c′dp
e−1
, choose j > 0 arbitrary and write j = ne+ k where k < e. Then
ca⌈t(p
j−1)⌉zp
j
= dp
e−1
c′a⌈t(p
ne+k−1)⌉zp
ne+k
⊆ dp
e−1−pkdp
k
(a⌈t(p
ne−1)⌉)[p
k]zp
ne+k
= dp
e−1−pk0 = 0
as desired. 
5. F -adjunction
In this section, we re-interpret the following observation using the language from the previous
sections.
Observation 5.1. Suppose that (R,m) is an F -finite local ring and φ ∈ HomR(F
e
∗R,R). Further
suppose that I is a proper ideal of R such that φ(F e∗ I) ⊆ I. Then there is the following diagram:
F e∗R
F e
∗
α

φ // R
α

F e∗ (R/I)
φI // R/I
where the vertical arrows are the natural quotients.
• Because R is local, φ is surjective if and only if φI is surjective.
When we apply the correspondence between effective Q-divisors and φ ∈ HomR(F e∗R,R), we
obtain the following result.
Theorem 5.2. Suppose that R is a reduced F -finite normal ring and that (R,∆). Assume also that
(pe−1)∆ is an integral divisor such that we have an isomorphism HomR(F
e
∗R((p
e−1)∆), R) ∼= F e∗R
of F e∗R-modules. Further suppose that I ⊂ R is F -compatible with respect to (R,∆) and that R/I
is normal. Finally suppose that (R,∆) is sharply F -pure at the generic points of SpecR/I (that is,
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after localizing at the minimal primes of I). Then there exists a canonically determined effective
Q-divisor ∆R/I on SpecR/I satisfying the following properties:
(i) (pe − 1)(KR/I +∆R/I) is an integral Cartier divisor
(ii) HomR/I
(
F e∗
(
(R/I)((pe − 1)∆R/I)
)
, R/I
)
∼= F e∗ (R/I) as F
e
∗ (R/I)-modules.
(iii) (R,∆) is sharply F -pure near SpecR/I if and only if (R/I,∆R/I) is sharply F -pure.
(iv) For any ideal a ⊆ R which is not contained in any minimal prime of I and any real number
t > 0, we have that (R,∆, at) is sharply F -pure near SpecR/I if and only if (R/I,∆R/I , a
t)
is sharply F -pure.
(v) I is maximal with respect to containment among F -compatible ideals for the pair (R,∆)
(in other words, I is a minimal center of sharp F -purity), if and only if (R/I,∆R/I ) is a
strongly F -regular pair and R/I is a domain.4
(vi) There is a natural bijection between the centers of sharp F -purity of (R/I,∆R/I ), and the
centers of sharp F -purity of (R,∆) which contain I.
Remark 5.3. Roughly speaking, properties (iii), (iv), (v) and (vi) imply is that the singularities of
(R/I,∆R/I ) are very closely related to the singularities of (R,∆) near I. Compare with [Kaw07],
[Kaw98], [Kaw08], [EM09], [Amb99], and [EMY03].
Proof. Given ∆ as above, associate a φ ∈ HomR(F
e
∗R,R) as in Theorem 3.13. Just as in Obser-
vation 5.1, we associate a φI ∈ HomR/I(F
e
∗ (R/I), R/I), to which we associate a divisor ∆R/I . By
construction (and using Theorem 3.11) we see that the existence and that properties (i) and (ii)
are obvious. For the rest of the properties, it is harmless to assume that R is local. Notice that the
map φI is not the zero map on any irreducible component of SpecR/I because (R,∆) is sharply
F -pure at the minimal primes of I. To show that ∆R/I is canonically determined, note that if one
chooses a different φ : F e∗R→ R associated to ∆, the associated map φI will differ from the original
choice by multiplication by a unit, and so ∆R/I will not change. Likewise, if one chooses a different
e > 0, then using Theorem 3.11(e,f), we obtain the same ∆R/I yet again.
In terms of (iii), this simply follows from Observation 5.1. Notice now that (iv) is a generalization
of (iii). Condition (iv) follows by an argument similar to the one in Observation 5.1 since we simply
consider a diagram
F d∗R
F d
∗
α

F d
∗
(×a) // F d∗R
F d
∗
α

φn // R
α

F d∗R/I
F d
∗
(×a) // F d∗R/I
φnI // R/I
for each d = ne instead and various a ∈ a⌈t(p
d−1)⌉. In the diagram above, φn is the composition of
φ with itself (n− 1)-times as before. Now again, the map obtained by composing the bottom row
is surjective if an only if the map obtained from composing the top row is surjective.
Condition (v) will follow from (vi) since a pair is strongly F -regular if and only if it has no centers
of sharp F -purity. Therefore, we conclude by proving (vi). Suppose that P ∈ SpecR contains I,
and corresponds to P ∈ SpecR/I. We will show that P is a center of sharp F -purity of (R,∆) if
and only if P is a center of sharp F -purity for (R/I,∆R/I). First suppose that P is a center of
sharp F -purity for (R,∆). This is equivalent to the condition that φ(F e∗P ) ⊆ P . This implies that
φI(F
e
∗P ) ⊆ P ). The converse direction reverses this and is essentially the same as the argument
given in the proof of [Sch08a, Proposition 7.5]. 
4In fact, if we we assume that I is maximal among F -compatible ideals, then it follows that R/I is a normal
domain and so the assumption that R/I is normal is unnecessary.
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Remark 5.4. I do not know if one can somehow generalize the “centers of sharp F -purity” of
condition (vi) to all F -compatible ideals. It is not hard to see that one does obtain a bijection
between radical F -compatible ideals since they are intersections of centers of sharp F -purity. Section
6 is concerned with proving an analog of (vi) for the big test ideal.
Using the ideas of Fedder’s criterion, we also obtain the following result.
Theorem 5.5. Suppose that S is a regular F -finite ring such that F e∗S is a free S module (for
example, if S is local) and that R = S/I is a quotient that is a normal domain. Further suppose
that ∆R is an effective Q-divisor on SpecR such that HomR(F e∗R((p
e− 1)∆), R) is a rank one free
F e∗R-module (for example, if R is local and (p
e − 1)(KR + ∆) is Cartier). Then there exists an
effective Q-divisor ∆S on SpecS such that:
(a) (pe − 1)(KS +∆S) is Cartier.
(b) I is (∆S, F )-compatible and (S,∆S) is sharply F -pure at the minimal associated primes of
I (that is, at the generic points of SpecS/I).
(b) ∆S induces ∆R as in Theorem 5.2.
Proof. The key point is that every map F e∗R→ R is obtained by restricting a map F
e
∗S → S to R,
see [Fed83, Lemma 1.6]. Note that condition (b) follows immediately since the map F e∗R → R we
are concerned with is non-zero. 
Remark 5.6. The ∆S constructed in the above theorem is in no way canonically chosen.
Remark 5.7. I do not know of anything like a characteristic zero analog of this except in the case
that X ⊆ Y is a complete intersection, see [EM04], also compare with [Kaw08] and [EM09].
We now show that for an F -pure pair, there are at most finitely many centers of sharp F -
purity (equivalently there are at most finitely many (∆, F )-compatible ideals). We give a proof
that is written using the language of divisors. However the same proof may be given without this
language (this was done in a preprint of this paper). This result was proved for local rings in
[Sch08a, Corollary 5.2], using the method of [EH08] or a modification of the method of [Sha07].
Finally, essentially the same result has also been obtained independently by Kumar and Mehta,
[MK09].
Theorem 5.8. If (R,∆, a•) is sharply F -pure, then there are at most finitely many centers of sharp
F -purity.
Proof. We may prove this on a finite affine cover of SpecR. Thus, we may assume5 there exists a
map φ : F e∗R(⌈(p
e − 1)∆⌉) → R that sends some element a ∈ F e∗ ape−1 to 1. Note, every center of
sharp F -purity Q ∈ SpecR for (R,∆, a•) satisfies φ(F
e
∗ aQ) ⊆ Q. Our goal is to show that there
are finitely many prime ideals Q such that φ(F e∗ aQ) ⊆ Q.
First note that we can replace φ( ) by φ(a× ) and so ignore the term a. For a contradiction,
assume there are infinitely many such prime ideals Q such that φ(F e∗Q) ⊆ Q. We choose a collection
Q of infinitely many primes ideals Q satisfying:
(i) φ(F e∗Q) ⊆ Q
(ii) All Q ∈ Q have the same height.
(iii) The closure of the set Q in the Zariski topology is an irreducible (possibly non-proper)
closed subset W of SpecR. We set P to be the generic point of that subset W (in other
words, P = ∩Q∈QQ).
5This happens after localizing each point, so it happens in a neighborhood of each point, so we may use such
neighborhoods to cover SpecR
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Using the pigeon-hole principal, it is not difficult to see that a set Q satisfying conditions (i), (ii)
and (iii) exists.
We make two observations about the prime ideal P :
• P must have smaller height than the elements of Q
• P satisfies φ(F e∗P ) ⊆ P since P is the intersection of the elements of Q
By restricting to an open affine set of SpecR containing P , we may assume that R/P is normal
(the elements of Q will still form a dense subset of SpecR/P ). Therefore, φ induces a divisor ∆P
on SpecR/P as in Theorem 5.2. The set of elements in Q restrict to centers of sharp F -purity
for (R/P,∆P ) by Theorem 5.2(vi). As noted above, {Q/P | Q ∈ Q} is dense in SpecR/P and
simultaneously {Q/P | Q ∈ Q} is contained in the non-strongly F -regular locus of (R/P,∆P ),
which is closed and proper. This is a contradiction. 
Remark 5.9. If one wishes to assume that R is not necessarily normal and that ∆ = 0 (or even
that ∆ is some sort of appropriate generalization of a Q-divisor, see for example [Har07] or [K+92,
Chapter 16]), the proof goes through without change.
Corollary 5.10. Suppose that X is a noetherian F -finite Frobenius split scheme with splitting
φ : F e∗OX → OX , then there exists at most finitely many φ-compatibly split subschemes.
Proof. Use a finite affine cover of X. On each open affine subset, there are finitely many compatibly
split subschemes by the above argument. 
6. Comments on adjoint-like test ideals and restriction theorems
Based on the work of Takagi, it is natural to hope that there is a restriction theorem of (gener-
alized) adjoint-like test ideals, similar to the ones in [Tak08] and [Tak07]. Using the results of the
previous section, we can accomplish this.
Definition 6.1. Suppose that R is F -finite normal ring and that (R,∆, at) is a triple. Further
suppose that :
(a) Q ∈ SpecR is a center of sharp F -purity for (R,∆).
(b) a ∩ (R \Q) 6= ∅.
(c) (RQ,∆|SpecRQ) is sharply F -pure.
(d) R/Q is normal.
(e) There exists an integer e0 such that HomR(F
e0
∗ R((p
e0−1)∆), R) is free as an F e0∗ R-module.
(f) The integer e0 is the smallest positive integer satisfying condition (e).
Fix a map φe0 = φ : F
e0
∗ R→ R corresponding to ∆. We define the big test ideal of (R,∆, a
t) outside
of Q, denoted τb(R;* Q;∆, at) (if it exists), to be the smallest ideal J satisfying the following two
conditions:
• J is not contained in Q (that is, J ∩ (R \Q) 6= ∅).
• φne0(F
ne0
∗ a
⌈t(pne0−1)⌉J) ⊆ J for all n ≥ 0 where φne0 is as in Definition 4.5.
Remark 6.2. Note that with regards to Definition 6.1(b), using the fact that a ∩ (R \ Q) 6= ∅, we
see that Q is a center of sharp F -purity for (R,∆) if and only if it is a center of sharp F -purity for
(R,∆, at). Likewise, the localized pair (RQ,∆|SpecRQ) is sharply F -pure if and only if the localized
triple (RQ,∆|SpecRQ , (aRQ)
t) is sharply F -pure since aRQ = RQ.
Remark 6.3. It is unnecessary to choose e0 to be the smallest integer satisfying condition (e). If
one uses any integer e0 satisfying condition (e), then one obtains the same τb(R,* Q;∆, at). We
will not verify this here as the proof is rather involved and is essentially the same argument as in
Proposition 4.8.
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Remark 6.4. It is also interesting to study the smallest ideal J which properly contains Q and such
that φne0(F
ne0
∗ a
⌈t(pne0−1)⌉J) ⊆ J for all n ≥ 0 (again, if it exists). For future reference, we will
denote that ideal by τb(R,⊇ Q;∆, a
t).
Remark 6.5. If a = R, then τb(R,* Q;∆) = τb(R,* Q;∆, at) is the unique smallest ideal not
contained in Q such that φe0(F
e0
∗ J) ⊆ J . Likewise, if a = R, τb(R,⊇ Q;∆) = τb(R,⊇ Q;∆, a
t) is
the smallest ideal properly containing Q such that φe0(F
e0
∗ J) ⊆ J .
Remark 6.6. It is probably interesting to look at non-prime radical ideals Q which are F -compatible
with respect to (R,∆). Set R◦Q to be the set of elements not contained in any minimal prime of
Q. In that case, one should probably consider ideals J minimal with respect to the conditions that
J ∩ R◦Q 6= ∅ and φ(F e0∗ J) ⊆ J . If one takes Q to be the zero ideal of R, then τb(R,* Q;∆) is
just the usual big test ideal, see Proposition 4.8. However, in this paper, we will not work in this
generality.
Remark 6.7. Suppose that the ideals τb(R,* Q;∆, at) and τb(R,⊇ Q;∆, at) exist. Notice that
τb(R,* Q;∆, at) ⊆ τb(R,⊇ Q;∆, at). Furthermore, we claim that
(6.7.1) τb(R,* Q;∆, a
t) +Q = τb(R,⊇ Q;∆, a
t).
The containment ⊇ follows from the definition of τb(R,⊇ Q;∆, a
t) because τb(R,* Q;∆, at) + Q
satisfies
(6.7.2) φne0(F
ne0
∗ a
⌈t(pne0−1)⌉(τb(R,* Q;∆, a
t) +Q)) ⊆ τb(R,* Q;∆, a
t) +Q
since both Q and τb(R,* Q;∆, at) satisfy the condition of Equation 6.7.2. But then since both
τb(R,* Q;∆, at) and Q are contained in τb(R,⊇ Q;∆, at), we are done.
We can now prove that τb(R,⊇ Q;∆, a
t) exists.
Proposition 6.8. Suppose that (R,∆, at) and Q ∈ SpecR are as in Definition 6.1. Further
suppose that α : R → R/Q is the natural surjection. Suppose that ∆R/Q is the Q-divisor on
SpecR/Q corresponding to ∆ as in Theorem 5.2. Then τb(R,⊇ Q;∆, a
t) exists and is equal to
α−1(τb(R/Q;∆R/Q, a
t)). In particular
τb(R,⊇ Q;∆, a
t)/Q = τb(R,⊇ Q;∆, a
t)|R/Q = τb(R/Q;∆R/Q, a
t).
Proof. As noted before, it is easy to see that if J contains Q and φne0(F
e
∗ a
⌈t(pne0−1)⌉J) ⊆ J ,
then φne0,Q
(
F e∗ a
⌈t(pne0−1)⌉(J/Q)
)
⊆ J/Q. Conversely, if we have an ideal J ⊇ Q such that
φne0,Q
(
F e∗ a
⌈t(pne0−1)⌉(J/Q)
)
⊆ J/Q then φne0(F
e
∗ a
⌈t(pne0−1)⌉J) ⊆ J + Q = J . But ideals of R
containing Q are in bijection with ideals of R/Q. This completes the proof. 
Once we have verified that τb(R,* Q;∆, at) exists, Proposition 6.8 will immediately imply the
following restriction theorem.
Corollary 6.9. Suppose that (R,∆, at) and Q ∈ SpecR are as in Definition 6.1. Further sup-
pose that ∆R/Q is the Q-divisor on R/Q corresponding to ∆ as in Theorem 5.2. Then τb(R,*
Q;∆, at)|R/Q = (τb(R,* Q;∆, a
t) +Q)|R/Q = τb(R/Q;∆R/Q, a
t).
Proof. Apply Proposition 6.8 and Equation 6.7.1. The result will follow once we know that τb(R,*
Q;∆, at) exists. 
The rest of the section will be devoted to proving that the ideal τb(R,* Q;∆, at) exists.
Remark 6.10. One way to do this is by working out a version of tight closure theory using c ∈ R\Q
instead of c ∈ R◦. However, we will use a more direct approach.
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We begin with several lemmas which are essentially the same as those used in the proof the
existence of test elements. The main technical result of the section is Proposition 6.14, which
combines the following three lemmas.
Lemma 6.11. Suppose that (R,∆) is a sharply F -pure pair, (pe−1)(KR+∆) is integral, and that
HomR(F
e
∗R((p
e−1)∆), R) is free as an F e∗R-module with generator φe (by restriction, we also view
φe as an element of HomR(F
e
∗R,R)). Further suppose that d ∈ R is an element not contained in
any center of F -purity for (R,∆).
Then:
(i) 1 ∈ φn0e(F
n0e
∗ (dR)) for some n0 > 0.
(ii) There exists n0 > 0 such that 1 ∈ φne(F
ne
∗ (dR)) for all n ≥ n0.
Proof. We begin by proving (i). First we claim that the statement is local. Another way to
phrase the conclusion of the lemma is that φne(F
ne
∗ (dR)) = R. However, φne(F
ne
∗ (dR)) = R
(for a fixed n) if and only if it is true after localizing at each maximal ideal. Conversely, if
(φnie)mi(F
nie
∗ dRmi) = Rmi after localizing at some maximal ideal mi for some ni, then it holds in
a neighborhood of mi for the same ni. Cover SpecR by a finite number of such neighborhoods
and choose a sufficiently large n that works on all neighborhoods.6 Therefore we may assume that
R = (R,m) is local. Note that this is essentially the same as the usual proof that strong F -regularity
localizes.
Choose a minimal center Q of sharp F -purity for (R,∆) and mod out by Q. It follows that
(R/Q,∆R/Q) is strongly F -regular and also that d 6= 0 ∈ R/Q.
In particular, for some n > 0, we have φne(F
ne
∗ dR/Q) = R/Q. Therefore, we can find an element
b ∈ R/Q such that φne(F
ne
∗ db) = 1 ∈ R/Q. By choosing an arbitrary b ∈ R such that the coset
b+Q = b, we see that φne(F
ne
∗ db) = 1 + x for some x ∈ Q. Since R is local, Q ⊆ m and 1 + x is a
unit, we have 1 ∈ φne(F
ne
∗ (dR)) as desired.
We now prove (ii). Let n0 be the integer from part (i). Note that it follows that 1 ∈ φn0e(F
n0e
∗ R)
so there exists an element f ∈ R such that 1 = φn0e(F
n0e
∗ f). In particular, the map
R
Fn0e // Fn0e∗ R((p
n0e − 1)∆)
1
 // Fn0e∗ 1
splits. This implies that F e : R→ F e∗R((p
e − 1)∆) also splits. But then 1 ∈ φe(F
e
∗R) since φe was
chosen as a generator of HomR(F
e
∗R((p
e − 1)∆), R). Therefore we see that,
1 ∈ φe(F
e
∗R) = φe(F
e
∗φne(F
ne
∗ (dR))) = φ(n+1)e(F
(n+1)e
∗ (dR)).
Repeatedly applying φe will then complete the proof of (ii). 
Lemma 6.12. Suppose that (R,∆, at) is a triple and Q ∈ SpecR is a center of F -purity satisfying
the conditions from Definition 6.1. Then there exists an element c ∈ R\Q that satisfies the following
condition:
For all d ∈ R \ Q and for all sufficiently large n > 0, there exists an integer m′ > 0 (which
depends on both n and d) such that cm
′
∈ φne0(F
ne0
∗ da
⌈t(pne−1)⌉).
Proof. Choose c ∈ a ∩ (R \Q) so that
(a) (Rc,∆|SpecRc) is sharply F -pure.
(b) There are no centers of sharp F -purity for (Rc,∆|SpecRc) which contain QRc (as an ideal).
(c) All centers of sharp F -purity for (Rc,∆|SpecRc) are contained in QRc (as ideals).
6Note that if 1 ∈ φne(F
ne
∗ (dR)) then 1 ∈ φne(F
ne
∗ R). By composition, this implies that 1 ∈ φmne(F
mne
∗ (dR)) for
all integers m > 0.
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In particular, d/1 ∈ Rc is not contained in any centers of sharp F -purity for (Rc,∆|SpecRc). Note
conditions (b) and (c) above may be summarized by saying that QRc is the unique maximal height
(as an ideal) center of sharp F -purity.
Therefore, by Lemma 6.11, we know that for all n ≫ 0, 1 ∈ (φne0)c(F
ne0
∗ (dRc)). This implies
that cm
′
∈ φne0(F
ne0
∗ da
⌈t(pne0−1)⌉) for some m′. 
Lemma 6.13. Suppose that for some e > 0, we have a map γe : F
e
∗R → R such that b ∈
γe(F
e
∗ a
⌈t(pe−1)⌉). Then for all n > 0, b2 ∈ γne(F
ne
∗ a
⌈t(pne−1)⌉). Here γne is the map obtained by
composing γ with itself (n− 1)-times, as in Definition 4.5.
Proof. We proceed by induction. The case n = 1 was given by hypothesis. Now suppose the result
holds for n (that is, b2 ∈ γne(F
ne
∗ a
⌈t(pne−1)⌉)). However,
b2 ∈ bγe(F
e
∗ a
⌈t(pe−1)⌉) = γe(F
e
∗ a
⌈t(pe−1)⌉bp
e
) ⊆ γe(F
e
∗ a
⌈t(pe−1)⌉b2) ⊆
γe
(
F e∗ a
⌈t(pe−1)⌉γne(F
ne
∗ a
⌈t(pne−1)⌉)
)
= γe
(
F e∗ γne(F
ne
∗ (a
⌈t(pe−1)⌉)[p
ne]
a
⌈t(pne−1)⌉)
)
⊆
γ(n+1)e
(
F
(n+1)e
∗ a
⌈t(p(n+1)e−1)⌉
)
as desired.

We now come to the main technical result of the section.
Proposition 6.14. Assume the notation and conventions from Definition 6.1. There is an el-
ement b ∈ R \ Q such that for every d ∈ R \ Q, there exists an integer nd > 0 such that
b ∈ φnde0(F
nde0
∗ da
⌈t(pnde0−1)⌉). Note that b does not depend on d.
Proof. Fix c ∈ R \ Q satisfying Lemma 6.12. Then there exist integers n1,m1 > 0 such that
cm1 ∈ φn1e0(F
n1e0
∗ (1)a
⌈t(pn1e0−1)⌉). An application of Lemma 6.13 then implies that c2m1 ∈
φnn1e0(F
nn1e0
∗ (1)a
⌈t(pnn1e0−1)⌉) for all n > 0. We will show that c3m1 = b works.
Likewise, by Lemma 6.12, for some n′ > 0 there exists md such that,
cmd ∈ φn′e0(F
n′e0
∗ (d)a
⌈t(pn
′e0−1)⌉).
If md < 3m1, we are done (set nd = n
′). Otherwise, choose n > 0 such that m1p
nn1e0 ≥ md. Then,
c3m1 = cm1c2m1 ∈ cm1φnn1e0
(
Fnn1e0∗ a
⌈t(pnn1e0−1)⌉
)
=
φnn1e0
(
Fnn1e0∗ a
⌈t(pnn1e0−1)⌉cm1p
nn1e0
)
⊆ φnn1e0
(
Fnn1e0∗ a
⌈t(pnn1e0−1)⌉cmd
)
⊆
φnn1e0
(
Fnn1e0∗ a
⌈t(pnn1e0−1)⌉φn′e0(F
n′e0
∗ (d)a
⌈t(pn
′e0−1)⌉)
)
=
φnn1e0
(
Fnn1e0∗ φn′e0(F
n′e0
∗ (d)(a
⌈t(pnn1e0−1)⌉)[p
n′e0 ]
a
⌈t(pn
′e0−1)⌉)
)
⊆
φ(nn1+n′)e0
(
F
(nn1+n′)e0
∗ (d)a
⌈t(p(nn1+n
′)e0−1)⌉
)
.
Thus we can choose nd = nn1 + n
′, which completes the proof. 
Remark 6.15. The b from the previous proposition can be used as a big sharp test element for the
variant of tight closure mentioned in Remark 6.10. In fact, to prove the existence of big sharp test
elements, one still has to prove Proposition 6.14 or something closely related to it.
Definition 6.16. [HT04] Fix a b as in Proposition 6.14. Then we define the ideal τ˜(R; b,∆, at) as
follows:
τ˜(R; b,∆, at) :=
∑
n≥0
φne0(F
ne0
∗ ba
⌈t(pne0−1)⌉).
Note that the sum stabilizes as a finite sum since R is noetherian.
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We make several observations about this ideal (and then we will show it is equal to τb(R,*
Q;∆, at)).
Lemma 6.17. With notation as above, we have the following two results:
(i) b ∈ τ˜(R; b,∆, at). In particular, τ˜(R; b,∆, at) ∩ (R \Q) 6= ∅.
(ii) For all n′ ≥ 0, φn′e0
(
Fn
′e0
∗ a
⌈t(pn
′e0−1)⌉τ˜(R; b,∆, at)
)
⊆ τ˜(R; b,∆, at).
Proof. For (i), simply set d = b and apply Proposition 6.14. For (ii), notice we have the containment
φn′e0
(
Fn
′e0
∗ a
⌈t(pn
′e0−1)⌉τ˜(R; b,∆, at)
)
= φn′e0
Fn′e0∗ a⌈t(pn′e0−1)⌉∑
n≥0
φne0(F
ne0
∗ ba
⌈t(pne0−1)⌉)
 ⊆
φn′e0
Fn′e0∗ ∑
n≥0
φne0(F
ne0
∗ ba
⌈t(p(n+n
′)e0−1)⌉)
 = ∑
n≥n′
φne0(F
ne0
∗ ba
⌈t(pne0−1)⌉) ⊆ τ˜(R; b,∆, at).

Theorem 6.18. For b ∈ (R \ Q) as in Proposition 6.14, the ideal τ˜(R; b,∆, at) is the unique
smallest ideal J that satisfies
• J ∩ (R \Q) 6= ∅ and,
• φne0(F
ne0
∗ a
⌈t(pne0−1)⌉J) ⊆ J for all n ≥ 0.
Therefore τb(R,* Q;∆, at) = τ˜(R; b,∆, at).
Proof. The previous lemma proves that τ˜(R; b,∆, at) satisfies the two conditions. Suppose that J
is any other ideal that also satisfies the two conditions in Theorem 6.18. Choose d ∈ J ∩ (R \Q).
By hypothesis, ∑
n≥0
φne0(F
ne0
∗ da
⌈t(pne0−1)⌉) ⊆
∑
n≥0
φne0(F
ne0
∗ a
⌈t(pne0−1)⌉J) ⊆ J
and so by Proposition 6.14, we see that b ∈ J . But then
τ˜(R; b,∆, at) =
∑
n≥0
φne0(F
ne0
∗ ba
⌈t(pne0−1)⌉) ⊆
∑
n>0
φne0(F
ne0
∗ a
⌈t(pne0−1)⌉J) ⊆ J.

Remark 6.19. Theorem 6.18 implies that τ˜(R; b,∆, at) is also independent of the choice of b (as
long as b is chosen via Proposition 6.14).
Remark 6.20. If b is as in Proposition 6.14, then for any multiplicative set T , it follows that
b/1 satisfies Proposition 6.14 for the localized triple (T−1R,∆|Spec T−1R, (T
−1a)t). Therefore the
formation of τb(R,* Q;∆, at) = τ˜(R; b,∆, at) commutes with localization. In particular, we can
define τb(X,* W ;∆, at) on a scheme X with center of F -purity W which locally satisfies the
conditions of Definition 6.1.
7. Comments on codimension one centers of F -purity
Suppose that (X = SpecR,∆ + D) is a pair and D ⊆ X is a integral normal reduced and
irreducible divisor and ∆ and D have no common components. Further assume that KX +∆+D
is Q-Cartier with index not divisible by p > 0. Since X is normal, (X,∆ + D) is F -pure at the
generic point of D and D is also center of F -purity for the pair (X,∆+D). If we were working in
characteristic zero, there is the notion of the “different”, see [K+92]. If Q is defining ideal of D,
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then the different is an effective divisor that plays a role similar to the divisor ∆R/Q from Theorem
5.2.
We will show that the different and ∆R/Q agree under the hypothesis that D is Cartier in
codimension 2. Roughly speaking, this is the case where the different is uninteresting (it is also
the case discussed in [KM98]). We will then give two applications of the methods used to prove
this result. We expect that the different and ∆R/Q coincide in general although we do not have a
proof, see Remark 7.6.
First we need the following lemma. This lemma is implicit in the work we have done previously,
but we provide an explicit proof for completeness. Lemma 7.1 is also closely related to the fact
that the set of Frobenius actions on Hdm(R) is generated by the natural Frobenius action F
e :
HdimRm (R)→ H
dimR
m (R); see [LS01].
Lemma 7.1. Suppose that R is an F -finite Gorenstein local ring. By dualizing the natural map
G : R→ F e∗R (apply HomR( , ωR)), we construct the map
Ψ : F e∗ωR → ωR
By fixing any isomorphism of ωR with R (which we can do since R is Gorenstein), we obtain a
map which we also call Ψ,
Ψ : F e∗R→ R.
This map Ψ is an F e∗R-module generator of HomR(F
e
∗R,R). In particular, if R is normal, then Ψ
corresponds to the divisor 0 via 3.11.
Proof. First note that the choices we made in the setup of the lemma are all unique up to multi-
plication by a unit (note there is also the choice of isomorphism between (F e)!ωR with F
e
∗ωR as in
Remark 3.3). Therefore, these choices are irrelevant in terms of proving that Ψ is an F e∗R-module
generator. Suppose that φ is an arbitrary F e∗R-module generator of HomR(F
e
∗R,R), and so we can
write Ψ( ) = φ(d · ) for some d ∈ F e∗R. Using the same isomorphisms we selected before, we can
view φ as a map F e∗ωR → ωR. By duality for a finite morphism, we obtain φ
∨ : R → F e∗R. Note
now that G( ) = d · φ∨( ). But G sends 1 to 1 which implies that d is a unit and completes the
proof. 
We now need the following (useful) surjectivity. A similar argument (involving local duality) was
used in the characteristic p > 0 inversion of adjunction result of [HW02, Theorem 4.9].
Proposition 7.2. Using the notation above, further suppose that D is Cartier in codimension 2
and that (pe − 1)(KX +D +∆) is Cartier. Then the natural map of F
e
∗OX -modules:
Φ : HomOX (F
e
∗OX((p
e − 1)(D +∆)),OX)→ HomOD(F
e
∗OD((p
e − 1)∆|D),OD).
induced by restriction is surjective.
Proof. The statement is local so we may assume that X = SpecR where R is the spectrum of a
local ring. Furthermore, because we are working locally, the domain of Φ is isomorphic to F e∗R.
Thus the image of Φ is cyclic as an F e∗OD-module which implies that the image of Φ is a reflexive
F e∗OD-module. Therefore, it is sufficient to prove that Φ is surjective at the codimension one points
of D (which correspond to codimension two points of X). We now assume that X = SpecR is
the spectrum of a two dimensional normal local ring and that D is a Cartier divisor defined by a
local equation (f = 0). Since D is normal and one dimensional, D is Gorenstein, and so X is also
Gorenstein. In particular, (pe− 1)∆ is Cartier. This also explains how we can restrict (pe− 1)∆ to
D: perform the restriction at codimension 1 points of D, and then take the corresponding divisor.
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Consider the following diagram of short exact sequences:
0 // R
17→fp
e
−1

×f // R
17→1

// R/f //
17→1

0
0 // F e∗R
F e
∗
×f // F e∗R // F
e
∗ (R/f) // 0.
Apply the functor HomR( , ωR) and note that we obtain the following diagram of short exact
sequences.
0 // ωR
×f // ωR // ωR/f ∼= Ext
1
R(R/f, ωR)
// 0
0 // F e∗ωR
α
OO
F e
∗
×f // F e∗ωR
β
OO
// F e∗ωR/f
∼= Ext1R(F
e
∗ (R/f), ωR)
δ
OO
// 0
The sequences are exact on the right because R is Gorenstein and hence Cohen-Macaulay. Note
that by Lemma 7.1, we see that δ and α can be viewed as F e∗R-module generators of the mod-
ules HomR/f (F
e
∗ (R/f), R/f)
∼= HomR/f (F
e
∗ωR/f , ωR/f ) and HomR(F
e
∗R,R)
∼= HomR(F
e
∗ωR, ωR)
respectively. Furthermore, the map labeled β can be identified with α ◦
(
F e∗ (×f
pe−1)
)
.
But the diagram proves exactly that the map β ∈ HomR(F
e
∗R,R) restricts to a generator of
HomR/f (F
e
∗ωR/f , ωR/f ) which is exactly what we wanted to prove in the case that ∆ = 0. When
∆ 6= 0, we can simply pre-multiply the α, β and δ with a local generator of the Cartier divisor
(pe − 1)∆. 
Remark 7.3. Suppose that X is normal, ∆ = 0 and D is Gorenstein in codimension 1 and S2 (but
D is not necessarily normal or irreducible), then the map Φ from Proposition 7.2 is still surjective.
The proof is unchanged.
The previous example also gives us the following corollary. Compare with [KSB88, Theorem
5.1], [Kar00, Theorem 2.5], [FW89, Proposition 2.13] and [Sch07, Theorem 5.1].
Corollary 7.4. Suppose that R is normal, local and Q-Gorenstein with index not divisible by p
and that f ∈ R is a non-zero divisor such that the map Φ from Proposition 7.2 (where D = div(f)
and ∆ = 0) is surjective.7
If R[f−1] is strongly F -regular and R/f is F -pure then R is strongly F -regular. In particular,
both R and R/f are Cohen-Macaulay.
Proof. Since the map
Φ : HomR(F
e
∗R((p
e − 1) div(f)), R)→ HomR/f (F
e
∗ (R/f), R/f).
is surjective, a splitting φ ∈ HomR/f (F
e
∗ (R/f), R/f) has a pre-image φ ∈ HomR(F
e
∗R,R). It then
follows (just as in Observation 5.1) that the map φ is also surjective. In particular, φ sends some
multiple of fp
e−1 to 1. But then since R[f−1] is strongly F -regular, we see that R itself is strongly
F -regular. 
Corollary 7.5. Suppose that S is an F -finite regular local ring and I is a prime ideal of S such
that R = S/I is normal and satisfies
(I [p
e] : I) = I [p
e] + (g)
7Note that Φ is surjective if R/f is normal, or more generally if R/f is S2 and Gorenstein in codimension 1.
25
for some g ∈ S (note that this implies that (pe − 1)KR is Cartier). Further suppose that f ∈ S is
an element whose image in R is non-zero and such that R/(fR) is normal (or S2 and Gorenstein
in codimension 1). Then(
(I + (f))[p
e] : (I + (f))
)
= (I + (f))[p
e] + (fp
e−1g).
Proof. If A = S/(I + f), then it follows from Proposition 7.2 that HomA(F
e
∗A,A) is free of rank 1
as an F e∗A-module and furthermore that a generator of HomA(F
e
∗A,A) is obtained by multiplying a
generator of HomR(F
e
∗R,R) by f
pe−1 and restricting. The result then follows from [Fed83, Lemma
1.6]. 
Remark 7.6. Suppose that D is a normal prime divisor onX a normal scheme. Further suppose that
∆ is an effective Q-divisor (without common components withD) such thatKX+∆+D isQ-Cartier.
Then there exists a canonically determined effective Q-divisor ∆D on D with (KX +∆+D)|D ∼Q
KD + ∆D; see [K+92, Chapter 16] for a description of the construction of the different (which
can be performed in any characteristic). Furthermore, in characteristic zero, the singularities of
(X,D +∆) near D are closely related to the singularities of (D,∆D); see for example [K+92] and
[Kaw07]. We expect that the different coincides with the divisor ∆R/Q we have constructed, but
we do not have a proof (the problem might be quite easy if approached correctly). One should note
that we believe that the divisor called the “different” in [Tak08, Theorem 4.3] is ∆Q. Again, we
suspect that ∆R/Q coincides with the different in general.
8. Comments on normalizing centers of F -purity
In the characteristic zero setting, one obstruction to working with an arbitrary log canonical
centers W ⊆ X is the fact that W may not be normal. One way around this issue is to normalize
the subscheme W (even if W is a divisor). Therefore, it is tempting to do the same in positive
characteristic. Using Lemma 8.1, one can do something like this in characteristic zero. In particular,
in Proposition 8.2 we do obtain canonically determinedQ-divisors on the normalization of any center
of F -purity. However, a full analog of inversion of adjunction on log canonicity via normalizing
centers of F -purity is impossible, as we will see in Example 8.4.
Lemma 8.1. Suppose that R is a reduced F -finite ring and that φ ∈ HomR(F
e
∗R,R). Set R
N to
be the normalization of R inside the total field of fractions. Then φ extends to a unique RN -linear
map φN : F e∗R
N → RN that restricts back to φ.
Proof. To construct φN , simply tensor φ with the total field of fractions k(R) of R and then restrict
the domain to F e∗R
N . The fact that the image of φN is contained inside RN follows from [BK05,
Hint to Exercise 1.2.E(4)]; for a complete proof see [Sch08a, Proposition 7.11]. The fact that this
φN is unique follows from the fact that the natural map
HomR(F
e
∗R,R)→ HomR(F
e
∗R,R)⊗R k(R)
∼= Homk(R)(F
e
∗ k(R), k(R))
is injective. 
Proposition 8.2. Suppose that X = SpecR and (X,∆) is a pair and that H omOX (F
e
∗OX((p
e −
1)∆),OX) is free of rank 1 as an F
e
∗OX -module. Further suppose that SpecR/I = W ⊂ X is a
reduced closed subscheme such that (X,∆) is sharply F -pure at the generic points of W and I is
F -compatible with respect to (R,∆). Set η : (SpecR/I)N =WN →W to be the normalization map
and write WN =
∐m
i=1W
N
i ; the disjoint union of W
N into its irreducible components.
Then there exists a canonically determined Q-divisor ∆WN on W
N satisfying the following prop-
erties:
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(i) If one sets ∆WN ,i to be the portion of ∆WN on W
N
i , then (p
e − 1)(KWNi
+ ∆WN ,i) is
Cartier and furthermore H omO
WN
i
(F e∗OWNi
((pe−1)∆WN ,i),OWNi
) ∼= F e∗OWNi
as F e∗OWNi
-
modules.
(ii) The conductor ideal of (R/I) in (R/I)N is F -compatible with respect to ((R/I)N ,∆WN ).
(iii) The big test ideal τb((R/I)
N ;∆WN ) of ((R/I)
N ,∆WN ) is contained in the conductor ideal
of R/I ⊆ (R/I)N .
(iv) If (X,∆) is sharply F -pure, then (WN ,∆WN ) is also sharply F -pure.
(v) If J is an ideal of (R/I)N which is F -compatible with respect to (R,∆WN ), then inverse
image J of J in R is F -compatible with respect to (R,∆). (In particular, τb(R,* I;∆),
defined as suggested in Remark 6.6, is contained in the inverse image of τb((R/I)
N ,∆WN )).
Remark 8.3. Even though WN is not necessarily equidimensional, it is easy to define KWN since
we can work on each component individually.
Proof. We can associate to ∆ a map φ : F e∗ HomR(F
e
∗R,R) (up to scaling by a unit). By as-
sumption, this φ restricts to a map φI ∈ HomR/I(F
e
∗ (R/I), R/I) which is non-zero at the generic
point of each irreducible component of R/I. By Lemma 8.1, this map extends to a map φNI ∈
HomO
WN
(F e∗OWN ,OWN ). Thus this map gives us our ∆WN by Theorem 3.11. Notice that the
image of a unit under R→ (R/I)N is still a unit, so that ∆WN is uniquely determined.
At this point, statement (i) is obvious. Statement (ii) follows from [Sch08a, Proposition 7.10]
and statement (iii) follows from the fact that the big test ideal is the smallest ideal F -compatible
ideal with respect to ((R/I)N ,∆WN ). For statement (iv), note that if φ is surjective, then so is φI .
But then it is easy to see that φNI is also surjective.
To prove (v), we first note that φI(F
e
∗ (J ∩R/I)) ⊆ J ∩R/I. But then we see that the pre-image
of J ∩R/I in R is F -compatible with respect to (R,∆). 
One might hope that the converse to property (iv) of Proposition 8.2 above holds, but unfor-
tunately, this is not the case. Of course, it is easy to see that if φNI is actually a splitting (ie, if
it sends 1 to 1), then so is φI and thus φ is surjective near I (which would imply that (R,∆) is
sharply F -pure near I). However, it can happen that φNI is surjective (that is, it sends some x to
1) but φI is not (in particular, the element x is in (R/I)
N but not in R/I). The following example
illustrates this phenomenon.
Example 8.4. Suppose that R = k[a, b, c] where k = F2, the field with two elements (any perfect
field of characteristic two will work). Set I = (ac2 + b2). Set ∆ = div(I). It is easy to see that I is
F -compatible with respect to (R,∆). Notice that we can write
R/I = k[a, b, c]/(ac2 + b2) ∼= k[x2, xy, y].
Therefore, the normalization of R/I is simply k[x, y]. We will exhibit a map φI : F∗(R/I)→ R/I,
restricted from a map φ : F∗R → R, that is not surjective, but that the extension φ
N
I to the
normalization is surjective. Of course, R/I is not weakly normal and so it is not F -pure, which
implies that no such φ∗ can be surjective.
To construct φ, we simply take the following map which is associated to ∆. Explicitly, we take
the map ψ : F∗R → R that sends abc to 1 (and all other lower-degree monomials to zero) and
pre-compose with multiplication by ac2 + b2. That is,
φ( ) = ψ
(
(ac2 + b2) ·
)
.
We compute φ on the relevant monomials.
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φ(1) = 0 φ(c) = 0 φ(bc) = c
φ(a) = 0 φ(ab) = 0 φ(abc) = b
φ(b) = 0 φ(ac) = 0
Thus we see that φ (and therefore also φI) is not surjective when localized at the origin. Now we
wish to consider the corresponding map on k[x, y]. First we retranslate φ in terms of the variables
x and y.
φNI (1) = 0 φ
N
I (y) = 0 φ
N
I (xy
2) = y
φNI (x
2) = 0 φNI (x
3y) = 0 φNI (x
3y2) = xy
φNI (xy) = 0 φ
N
I (x
2) = 0
Therefore, y = φNI (xy
2) = yφNI (x) which implies that φ
N
I (x) = 1.
Remark 8.5. Of course, in the above example, there were certain purely-inseparable field extensions
in the normalization. In particular, R/I was not weakly normal. It may be that without such pure-
inseparability, when φNI is surjective so is φ.
9. Further remarks and questions
We conclude with some remarks and speculation.
Remark 9.1. It is natural to try to generalize the results of this paper outside of the case when R is
normal. One approach to this is to normalize R as we discussed in the previous section. However, as
we saw, this approach has limitations. Another more direct approach might be, instead of working
with pairs (R,∆) such that (pe− 1)(KR +∆) is Cartier, to consider pairs (R,N) where N is a free
(or perhaps locally free) subsheaf of HomR(F
e
∗R,R) for some e.
Perhaps yet a better formulation would be to consider first the graded non-commutative al-
gebra ⊕eHomR(F
e
∗R,R) where the multiplication is defined by composition. That is, for φ ∈
HomR(F
d
∗R,R) and ψ ∈ HomR(F
e
∗R,R) the product φ·ψ is defined to be φ◦F
d
∗ ψ ∈ HomR(F
e+d
∗ R,R).
Dually, one could consider the non-commutative ring F(ER) of [LS01]. Then perhaps a pair could
be the combined data of the ring R and a graded subalgebra A ⊆ ⊕eHomR(F
e
∗R,R) such that A is
generated as an algebra over A0 ∼= R by a single element φ ∈ HomR(F
e
∗R,R) for some e. Two pairs
(R,A) and (R,A′) would be said to be equivalent, if there is an integer n > 0 such that Ane = A
′
ne
for all e (here Ane is the ne’th graded piece of A).
Almost all of the results of this paper can be generalized to such a setting.
Remark 9.2. This theory can also be used to help identify subschemes of a quasi-projective variety
X that are compatibly split with a given Frobenius splitting. In particular, suppose that φ :
F e∗OX → OX is a Frobenius splitting. We can then associate a divisor ∆φ to φ. Any center of log
canonicity of the pair (X,∆) is a center of sharp F -purity, see [Sch08a], and thus the associated
scheme is compatibly split with φ.
Question 9.3. Suppose that R is a normal Q-Gorenstein ring of finite type over a field of charac-
teristic zero and that Q ∈ SpecR is a center of log canonicity. Further suppose that RQ is log
canonical and that, when reduced to characteristic p ≫ 0 (or perhaps to infinitely many p > 0),
(Rp)Qp is F -pure. Then for each p ≫ 0, we can associate a (canonically defined) ∆Qp on Rp/Qp.
We then ask whether or not ∆Qp is reduced from some Q-divisor ∆ on R?
Question 9.4. Is there a characteristic zero analog of τb(R,* Q;∆)? Takagi has considered similar
questions, see [Tak07, Conjecture 2.8]. One possible analog is something along the following lines:
For a log resolution π : X˜ → X = SpecR of (R,∆), let E =
∑
Ei be the sum of divisors Ei of
X˜ (exceptional or not) such that Q ∈ π(Ei) and such that the discrepancy of (R,∆) along Ei is
≤ −1. Then consider the ideal
π∗O eX(⌈K eX − π
∗(KX +∆) + ǫ
∑
Ei⌉) for ǫ > 0 sufficiently small.
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Is it possible that this coincides with τb(R,* Q;∆) for infinitely many p > 0? Also compare with
[Fuj08].
Finally, we consider the non-local setting.
Remark 9.5. Suppose that (X,∆) is a pair where X is a (possibly proper) variety of finite type
over an F -finite field k. In particular, we know that (F e)!ωX can itself be identified with ωX ;
see Remark 3.3. Further suppose that KX + ∆ is Q-Cartier with index not divisible by p > 0.
Now suppose that W ⊂ X is a normal closed variety defined by an ideal sheaf IW which is locally
F -compatible with respect to ∆. Then on a sufficiently fine affine cover Ui of X, we can associate
Q-divisors ∆Wi on Wi = Ui ∩W . It is easy to see that these divisors agree on overlaps since they
were canonically determined. Therefore, there is a Q-divisor ∆W on W determined by (X,∆).
Furthermore, we claim that
(9.5.1) (pe − 1)(KX +∆)|W ∼ (p
e − 1)(KW +∆W ).
One way to see this is to work globally (in particular, partially globalize Theorems 3.11 and
3.13). More precisely, there is a bijection of sets:
(9.5.2)
{
Effective Q-divisors ∆ on X such
that (pe − 1)(KX +∆) is Cartier
}
↔
{
Line bundles L and non-zero
elements of HomOX (F
e
∗L ,OX)
}/
∼
The equivalence relation on the right side identifies two maps φ1 : F
e
∗L1 → OX and φ2 : F
e
∗L2 →
OX if there is an isomorphism γ : L1 → L2 and a commutative diagram:
F e∗L1
F e
∗
γ

φ1 // OX
id

F e∗L2
φ2 // OX
We sketch the correspondence for the convenience of the reader. Given ∆, set L = OX((1 −
pe)(KX +∆)). Then observe that
H omOX (F
e
∗L ,OX)
∼= F e∗ H omOX (L ,OX((1 − p
e)KX)) ∼= F
e
∗OX((p
e − 1)∆).
We can choose a global section of OX((p
e − 1)∆) corresponding to the effective integral divisor
(pe− 1)∆ (up to multiplication by a unit). This section may be viewed as a map φ∆ : F
e
∗L → OX
by the above isomorphism. For the converse direction, given such a φ we obtain a global section
of F e∗L
−1((1 − pe)KX). This corresponds to an effective divisor D. Set ∆φ =
1
pe−1D. Again, as
mentioned before, this is simply the globalized version of Theorems 3.11 and 3.13.
Now, since IW is locally F -compatible with respect to ∆, we have that φ∆(F
e
∗ IWL ) ⊆ IW . By
restriction, we obtain a map φW : L |W → OW . It is then clear that OX((p
e − 1)(KX +∆))|W is
isomorphic to OW ((p
e − 1)(KW +∆W )) as desired.
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