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Abstract
U-Nb’s discontinuous precipitation, γbccmatrix → αorthcellular + γ′bcccellular, is intriguing in the sense that it allows formation and growth of the
metastable γ′ phase during the course of its occurrence. Previous attempts to explain the thermodynamic origin of U-Nb’s discontinuous
precipitation hypothesized that the energy of α forms an intermediate common tangent with the first potential of the double-well energy
of γ at the γ′ composition. While this hypothesis is eligible and consistent with the experimental observation of gradual increase in γ′
composition at increasing temperature, it is in conflict with recent experiments whose results indicated a distribution of γ′ compositions in
the vicinity of 50 at%Nb. To shed some light onto this issue, the current work investigates the origin of U-Nb’s discontinuous precipitation
in view of fundamental thermodynamics and kinetics, taken from the perspective of phase-field theory. It has been showed that local
misfit strain tends to play a crucial role in the formation and growth the discontinuous precipitation. Depending on the magnitude of strain
developed at grain boundaries, either an increasing γ′ composition or a random distribution of γ′ composition around the equiatomic
value with respect to increasing temperature could be expected.
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1. Introduction
Given its high melting point, good corrosion resistance, good con-
ductivity and continuous bcc region at high temperatures, U-Nb is
considered a promising candidate for Gen-IV fast breeder reactor.
The material, however, exhibits various metastable phase transfor-
mations whose resulting microstructures strongly affect the fuel’s
performances (see, for instance, [1–4]). In the current work, the
phase transformation of interest is discontinuous precipitation (DP)
[5, 6] whose lamellar precipitate is known to degrade U-Nb’s cor-
rosion resistance and ductility [7].
DP is the result of a decomposition from a supersaturated solid
solution into a solute-depleted matrix and a precipitate across mov-
ing boundary [5, 6]. In the U-Nb system, DP occurs as part of the
monotectoid decomposition:
γ
DP−−→ α + γ′ DC−−→ α + γ2
in which, γ (or interchangeably γ1) is quenched bcc matrix, α
is orthorhombic precipitate, and γ′ (or interchangeably γ1−2) is
metastable bcc precipitate with an intermediate composition dif-
fering from that of stable γ2 (see Fig. 1 (a)), DP is discontinuous
precipitation and DC is discontinuous coarsening.
Although the observations of DP in the U-Nb system have been
commonly reported, the thermodynamic and/or kinetic origin of its
occurrence was scarcely addressed. Djuric [8] was perhaps the first
and only who had provided an explicit explanation. In their work,
Djuric examine the decomposition of the γ phase in U-21.2Nb al-
loy. The studied samples are first homogenized at 950◦C for one
week followed by water quenches. They are then solutionized at
900◦C for 24 hours and transfered to a tin bath for isothermal heat
∗Email address: rarroyave@tamu.edu (Raymundo Arro´yave)
treatments at temperatures between 450◦C and 600◦C. For longer
isothermal heat treatments, double-stage vacuum furnace where
the upper part is held at solution treatment temperature and the
lower at isothermal treatment temperature is used. Based on the
post-XRD analyses of the samples quenched from isothermal heat
treatment, Djuric hypothesized that α and γ form two local equi-
libriums (LE) with each other, one at an intermediate composition,
γ′, and the other at the global equilibrium composition, γ2. Due to
the former LE, γ would decompose partially into α and metastable
γ′, if its initial composition γ1 was less than γ′. This explains the
occurrence of DP. If by chance γ2 nucleated inside the system, the
stable phase would set a lower energetic reference towards which
the system would evolve spontaneously, resulting in discontinuous
coarsening (DC). To demonstrate their hypothesis, Djuric schemat-
ically described energy profiles whose replications are shown in
Fig. 1 (b).
It should be noted that Djuric’s hypothesis is established upon
their observation, i.e. the gradual increase of γ′ composition at in-
creasing temperature. While the hypothesis is thermodynamically
eligible, Djuric’s observation is, interestingly enough, found con-
tradicting with the recent experiments from Hackenberg et al. [7].
In their study, Hackenberg et al. [7] examine DP and DC of U-13Nb
and U-17Nb (at.%). Here, although the alloy compositions are
different, the same phase transformations are observed, albeit the
sizes of the precipitates can be slightly different. The samples are
homogenized for 6 hours at 1000◦C, solutionized for 30 minutes
at 800◦C (U-13Nb) or 850◦C (U-17Nb), and water quenched be-
fore being annealed isothermally at various temperatures between
300◦C and 500◦C. Via light optical and scanning electron micro-
scopies, the authors observe DPs with γ′ compositions in the vicin-
ity of 50 at.%Nb. Insight into the thermodynamic driving force of
DP as well as those of general precipitation (before DP) and DC
(after DP) are then given by tracking the energy path across the
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Figure 1: (a) Schematic demonstration of discontinuous monotectoid decomposition in uranium - niobium system; (b) Schematic energies describing Djuric’s hypothesis.
reactions, towards equilibrium [9]. Although this information me-
diates the understanding why specific length scales, growth rates,
and phase compositions are selected, it does not infer explanations
for the occurrence and growth of γ′ during DP, especially with the
phase’s composition residing near the center of miscibility gap’s
unstable region (see [10–12]). What it does instead is to challenge
the validity of Djuric’s experiments and hypothesis as, Djuric’s ob-
servations (in term of γ′ compositions) are phenomenologically
different from those of Hackenberg et al. ’s and as such their hy-
pothesis can not be applied to explain Hackenberg et al. ’s results.
This essentially rises intriguing questions about the origin of the
discontinuous reaction and how it can be correlated to different ex-
perimental observations.
To shed some light towards the addressing of these questions,
we attempt, in the current work, the investigations of DP’s origin
from the fundamental thermodynamic and kinetic points of view.
We choose to take our views from the interesting perspective of
phase-field theory that accounts both thermodynamic and kinetic
factors towards microstructural evolutions [13–17]. The proposed
phase-field framework for the current analyses is the phase-field
model with finite interface, or in short interface dissipation model,
recently developed by Zhang and Steinbach et al. [18, 19]. Com-
paring with previous phase-field [20, 21] and sharp-interface [22–
31] models, the interface dissipation model offers the uniqueness
for assessing the thermodynamic evolution of the kinetic process
at the moving interface. This can help to shed light into the nature
of the discontinuous reaction. Following are our detailed analyses
starting with Djuric’s hypothesis.
2. Thermodynamic backgrounds
To examine Djuric’s hypothesis on the origin of U-Nb’s discon-
tinuous precipitation, the interface dissipation model was imple-
mented in place of a free-energy minimizer to investigate the CAL-
PHAD free energies ofα and γ for their possible LE (states of mini-
mal energy). The idea is to utilize the verified CALPHAD descrip-
tion as a quantitative reference to examine Djuric’s phenomeno-
logical hypothesis. The fundamental significance of this reference
lies in the fact that it allows the thermodynamic hypothesis to be
checked against the (by-nature) thermodynamics of U-Nb. To bet-
ter demonstrate this, we adapted the simple set theory as shown in
Fig. 2.
Figure 2: Set theory to demonstrate the usage of CALPHAD thermodynamic refer-
ence in examining Djuric’s hypothesis. Here, A represents the thermodynamics of
U-Nb by nature; B represents the ordinary thermodynamics of U-Nb approximated
by CALPHAD; C represents the two-LE phenomenon hypothesized by Djuric [8].
Within this figure, (set) A, B, and C indicate the by-nature ther-
modynamics of U-Nb, the ordinary thermodynamics of U-Nb ap-
proximated by CALPHAD, and Djuric’s phenomenological hy-
pothesis, respectively. Here, the exact boundary of A is unknown
hence it is represented by a dashed line; B is however known explic-
itly and believed to belong to A since the CALPHAD assessment
is in reasonable agreement with experiments [12] (note that B is
believed to represent the core of A - the ordinary thermodynamics
defining U-Nb’s chemical equilibria); therefore, it is proposed to be
an available thermodynamic reference to examineC. According to
the set theory,C has three possible positions relative to B:
• C1 belongs to B, i.e. Djuric’s two-LE hypothesis is an inherent
feature of the CALPHAD ordinary thermodynamics. Since B
also belongs to A, this makes C1 is the subset of A. In other
words, unless there exists a stronger mechanism to stabilize
the metastable γ′ phase, it is highly possible that the thermo-
dynamic hypothesis explains the discontinuous monotectoid
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decomposition.
• C2 intersects B, i.e. the two-LE hypothesis is only partially
accounted for by the CALPHAD description. Although this
is not as conclusive as in the first case, it still makes C2 one
possible subset of A. In other words, the thermodynamic hy-
pothesis may still be valid. In this case, further investigations
are needed to see ifC2 could possibly belong to A.
• C3 is far away from B, i.e. the CALPHAD description does
not feature two LE at all. This makes C3 less likely to be a
subset of A. As a consequence, the possibility of Djuric’s hy-
pothesis being valid, is low. Here, it would also require further
investigations as in the second case to verify whetherC3 really
does not have any thermodynamic correlations with A.
3. Computational details
To find possible LE between the CALPHAD energies of α and γ
using the proposed phase-field model, it is found that the diffusion-
couple-type simulation is ideal for its simplicity, i.e. 1-D, yet suffi-
cient, i.e. LE is sufficiently indicated when the Kirkendall interface
stops moving, its driving force vanishes, and the compositions of
two reacting phases are homogeneous. The schematic demonstra-
tion of the phase-field diffusion couple is shown in Fig. 3.
Figure 3: Schematic representations of diffusion-couple simulations to investigate
the LE between α and γ.
The couple of interest is 1µm long and initially consists of 0.1µm
of α and 0.9 µm of γ. It has a total of 500 grid points with the step
of 2 nm and interfacial width of 10 nm. The initial compositions of
α and γ are 1 at.% Nb and 13 at.% Nb respectively.
To estimate thermodynamic driving force (in form of energy den-
sity [J/cm3]), the previously assessed CALPHAD energetic data
are used [12]; for simplicity, the used molar volumes for this es-
timation are assumed to be constant and take the average value of
those from the initial orth and bcc phases. The interfacial energies
are taken as the averages of those evaluated in [7].
The interfacial mobilities are chosen according to our empiri-
cal formula: µ = s DiMiDi+Mi , where s = 10
6 is a scaling factor, i in-
dicates either alpha or γ, M is the value of atomic mobility, and
D is the value of interdiffusivity. Here, the atomic mobility and
interdiffusivity of γ are taken from the previously assessed DIC-
TRA database [12]; basing on the atomic packing factors of orth
and bcc, it was assumed that the atomic mobility and diffusivity of
Table 1: Numerical and material parameters for the diffusion-couple simulations.
Parameters Symbols Values
Grid spacing ∆x 2.0 nm (1D), 1.5 nm (2D)
Molar Volume VM 12.27 cm3/mol a
Interface energy σαγ′ 0.14 × 10−4 J/cm2 b
σαγ 0.35 × 10−4 J/cm2
σγ′γ 0.31 × 10−4 J/cm2
Permeability Pαγ
8Mγ
aη
Lattice Parameter a 3.5 Å c
Interface width η 10.0 nm
Atomic mobility of α Mα 3 × Mγ
Atomic mobility of γ Mγ Database [12]
Diffusivity of α Dα 3 × Dγ
Diffusivity of γ Dγ Database [12]
Interface mobility µαγ
ςDγMγ
Dγ+Mγ
cm4/Js d
a Approximate average of α-U and γ-U-50 at. % Nb molar volumes (taken
from the EMTO data)
b Approximate averages of σDPαγ and σDCαγ reported in [7]
c Effective lattice parameter of choice, corresponding to VM
d Proposed empirical formula where ς = 107
α are three times faster than those of γ; since these kinetic coef-
ficients do not affect the thermodynamic LE between the two re-
acting phases, their precise values are of only peripheral interest
within the scope of this work. Nevertheless, it is noted that kinetic
factors can play an important role in determining the lamellar mi-
crostructure of DP, as demonstrated later in this work; therefore a
comprehensive knowledge of these physical quantities is beneficial
for future developments and applications of the nuclear material.
The summary of model parameters and physical parameters used
in this work is given in Table 1. For solving the model’s evolution
equations, finite-difference method was utilized. The numerical
stability of this linear solver was supported by dynamic time step.
4. Local equilibria
Simulation results of the phase-field diffusion couples at 450◦C
and 550◦C are shown in Fig. 4 (a) & (b). Here, the 3-D plots repre-
sent the evolution of the diffused α|γ interface with respect to spa-
tial distance (x-axis), time (y-axis) and composition (z-axis). The
solid (green) lines with arrows in the 3-D plots indicate the evolu-
tionary path (and directions) of the composition of γ at the interface
(cintγ ) during the phase transformation. The insets feature the aver-
age chemical driving force, 4gphiαβ , at the diffusion-couple interface
plotted as a function of cintγ and the position of the interface (for
details about 4gphiαβ please check [18]). The color within the insets
shows the order of magnitude of the chemical driving force (note
that non-zero driving force is only located around the projection of
the evolutionary path of cintγ on the distance – composition (x–z)
plane and that since the initial setups of the diffusion-couple sim-
ulations are out-of-equilibrium all average chemical driving forces
at the beginnings of the simulations are non-zero).
It can be seen from Fig. 4 that after the evolution time is larger
than 1.0 × 1014 (s) for 450◦C or 2.0 × 1011 (s) for 550◦C the
Kirkendall interface stops moving; the interface’s chemical driving
force, 4gphiαβ , vanishes (see insets); and, the compositions in both α
and γ reach their homogeneous values across the phase regions.
These all indicate that the interface dissipation model has found,
for each temperature, one LE, at which the γ composition is iden-
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Figure 4: Phase-field investigations of possible LE between α and γ at (a) 450◦C, (b) 550◦C, and at (c, d) 605◦C. Here, the α-growing / γ-shrinking processes of diffusion
couples occur from right to left of the figures; the insets are the projections of the 3-D evolutionary paths of cintγ on the ‘Mole fraction of Nb at.%’ - ‘Distance’ plane and
their colors indicate the magnitudes of the average chemical driving forces, 4gphiαβ , at the interface along these paths.
tical to that of the stable γ2 (79 at.% Nb for 450◦C and 76 at.% Nb
for 550◦C as in [12]). Some notes are:
• The sluggish evolution time (of orders 1014 (s) for 450◦C and
1011 (s) for 550◦C) results from the estimated CALPHAD’s
slow bulk diffusivity (in orders of 10−23 [cm2/s] for 450◦C
and 10−21 [cm2/s] for 550◦C [12], consistent with the experi-
mental values from Peterson and Ogilvie [32, 33]). In reality,
the reaction happens much faster due to the fast boundary-
diffusion condition at the reaction front of DP [6] as evidenced
by the measured interphase boundary diffusivity triple prod-
ucts in [7].
• The sudden increase in 4gphiαβ from 40 to 60 at.% Nb for both
simulation cases (red areas in insets) corresponds to the period
within which cintγ evolves through the center of the unstable re-
gion of the bcc miscibility gap. The significant driving force
within this region urges cintγ to quickly leave the unstable re-
gion for the following low-energy area of the γ2 LE, creating
essentially two noticeable necking points: one around 30 at.%
Nb (vicinity of the first inflection point) and the other around
60 at.% Nb (vicinity of the second inflection point), along the
evolutionary path of cintγ for both simulation cases.
Further phase-field investigations of α − γ LE for both 450◦C and
550◦C with initial compositions of γ higher than γ2 all showed
a convergence back to the same equilibrium state at γ2. This es-
sentially indicates that within the CALPHAD energy landscape at
450◦C and 550◦C the orthorhombic phase, α, only form with the
bcc phase, γ, one LE which corresponds to the stable α + γ2 prod-
ucts of the monotectoid decomposition; no LE can be found at the
intermediate composition of γ′ as hypothesized by Djuric. As a
matter of fact, it is found that single LE, i.e. α + γ2, is a common
phenomenon throughout the temperature interval between 400◦C
and 600◦C (actually up to 605◦C), within which Djuric’s experi-
ments were carried out.
Given that the CALPHAD energies [12] should be better refer-
ences than those phenomenologically hypothesized by Djuric [8],
would this defy the two-local-equilibrium hypothesis?
Interestingly enough, we found that, within the higher tempera-
ture range from 605◦C to 647◦C, the CALPHAD energies do form
two LE with each other and the first LE does lead to the thermody-
namic state of DP, very much consistent with Djuric’s hypothesis.
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The simulation results of the phase-field diffusion couple at 605◦C
are shown in Fig. 4 (c) & (d). As evidenced by this figure, the in-
terface dissipation model finds two LEs: one at an intermediate γ′
composition of 24.49 at.% Nb, as shown in Fig. 4 (c), and the other
at the stable γ2 composition of 73.95 at.% Nb, as shown in Fig. 4
(d). Note especially in Fig. 4 (d) that there is an interesting region
within which the chemical driving force is negative and external
driving force has to be artificially introduced to compensate for the
negative value and to get the diffusion-couple system to evolve; the
significance of this negative driving force is elucidated as follows.
Within the framework of phase-field modeling, the process of
finding the LE at 605◦C progressed as follows:
• First, phase-field diffusion couple was started with the initial
composition of γ at 13 at.% Nb. After the evolution time was
greater than 2×1011 (s), it was observed that the Kirkendall in-
terface stopped moving, 4gphiαβ converged to a value of almost
0 J/mol, and the compositions within the bulk phases reached
their homogeneous states. In other words, the interface dis-
sipation model found the system’s first (or intermediate) LE
whose γ’s composition was 24.49 at.% Nb. Note here that the
4gphiαβ distribution along the evolutionary path of cintγ and corre-
spondingly the morphology of the path (inset of Fig. 4 (c)) are
different from those at lower temperatures (see insets of Fig. 4
(a) and (b)); in particular, they do not exhibit unusual peak
(red in color) and necking points along the evolution process
respectively; this is due to the fact that cintγ has not yet passed
through the first inflection point of the bcc miscibility gap to
enter the gap’s unstable region. Further prolonging the simu-
lation did not lead to any significant changes. The almost-zero
4gphiαβ at the found LE utterly shut down the system and trapped
it there.
• In order to break this stasis and continue the phase-field in-
vestigation of α − γ LE, the composition of γ was slightly
shifted to a higher value while keeping the composition of α
unchanged. The simulation result interestingly showed that,
within this small deviation, the system tended to converge
back to its initial LE. This was because here 4gphiαβ had neg-
ative values which tended to reverse the compositional incre-
ment in order to bring down the system’s total energy. In other
words, there existed a finite energy barrier after the first LE
which tentatively prevented the system from further evolving
to higher γ-composition after the first LE. This energy barrier
together with the vanishing driving force (as described above)
form an effective two-fold obstacle which proceeds to inter-
rupt the monotectoid decomposition and cause DP.
To force the system to overcome the energy barrier, a positive
driving force was artificially introduced into the reacting in-
terface in order to counter the negative value of 4gphiαβ when it
was observed. This artificial driving force could in reality be
legitimated by the fact that the relaxation of internal stresses
(due to volume/strain mismatch) between α and γ lamellae
(with γ′ composition) after some sufficient aging time, will
essentially break down the first LE between α and γ (by al-
tering their free energies to lower values) and likely put the
system into an out-of-equilibrium condition with non-trivial
thermodynamic driving force to continue evolving in the DC
manner [7, 8]. During the introduction of artificial driving
force, it was observed that the peak of the energy barrier that
Figure 5: Energy barrier introduced by the intermediate local equilibrium after the
γ′ composition to hinder the discontinuous monotectoid decomposition. Note that
negative average driving force at the interface, − 4 gphiαβ , is reported in this figure.
the system had to overcome was about 18.65 J/mol, as shown
in Fig. 5.
• When 4gphiαβ turned positive, the artificial driving force was
removed to allow the evolution of the system to resume as
normal. At this moment, the system had already entered the
unstable region of the bcc miscibility gap. The driving force
here was so significant that it dramatically drove the system al-
most instantaneously out of the unstable region (inset of Fig. 4
(d)). When the system’s cintγ passed through the second inflec-
tion point of the miscibility gap, 4gphiαβ started converging and
eventually brought the system to its second LE located at the
γ2 composition of 73.95 at.% Nb. Note here that the entire
subprocess after the DP reaction (the first LE) practically rep-
resented the later DC reaction: α + γ′ → α + γ2 [7, 8]. After
this, the system again stayed idle at the γ2 LE. Further phase-
field investigations at higher γ-compositions did not result in
any additional LE. The interface dissipation model found a to-
tal of two LE between α and γ in comparison to only one LE
in the previous findings at lower temperatures.
To confirm this, an additional minimization was implemented in
MATLAB to double check the number of LE between α’s and γ’s
CALPHAD free energies. The minimization is conventionally with
respect to composition and at a specific temperature. The size of
compositional domain for each LE search is controllable, and the
considered temperatures are from both 400◦C−605◦C and 605◦C−
647◦C ranges. It was found that the CALPHAD free energies of α
and γ indeed form two LE with each other within the temperature
range of 605◦C − 647◦C while they exhibit only one LE within the
temperature range of 400◦C − 605◦C, consistent with the phase-
field investigations.
According to the set theory proposition mentioned earlier (see
Fig. 2), the observation of two LE between α and γ within the tem-
perature range of 605◦C − 647◦C (or the union of C and B) ten-
tatively indicates that Djuric’s hypothesis is a possible explanation
for the origin of U-Nb’s discontinuous monotectoid decomposition
(C possibly belongs to A, i.e. C2). Yet, this indication is not conclu-
sive due to the fact that the CALPHAD free energies show only one
LE within 400◦C − 605◦C. To further investigate this, we revisited
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in the following the CALPHAD free energies of α and γwithin the
temperature range between 400◦C and 605◦C.
5. Strain effect
5.1. Strain energy
As the first rather-ad hoc-yet-simple attempt, we empirically
sketched out new energetic profiles based on the CALPHAD free
energies and following Djuric’s proposal [8]. For this, the piece-
wise cubic polynomial with ten knots was used. This polynomial
first allowed the accurate fittings of the CALPHAD base energies
then enabled the desired modifications on top of these bases by fine
tuning the positions of appropriate knots. The resulting energies
are illustrated at450◦C and550◦C in Fig. 6. As demonstrated in this
figure, the empirical estimations indicated that Djuric’s hypothesis
holds when the non-equilibrium energies around the lump of the
bcc miscibility-gap is slightly or moderately increased. Since it is
always the first impression that an increase in the total energy of a
system is usually the result of strain/stress, these empirical findings
lead us to the following considerations:
• In the case of U-Nb’s discontinuous monotectoid decomposi-
tion, due to the volume mismatch (∼ 1% − 15%) between α
(20.8625 Å3/Atom [34]) and γ (18.10 (pure Nb) - 20.65 (pure
U) Å3/Atom [This work]), there exists a stress/strain field at
around the interfacial region between the two phases. This
stress/strain field is distributed around the lamellae where dis-
continuous monotectoid decomposition happens, making its
existence within the microstructure and effect on the decom-
position non-ignorable.
• CALPHAD free energies are bulk free energies. Although
the bulk energies can be used to describe interfacial thermo-
dynamics of the reaction front between α and γ under or-
dinary condition where interfacial effects (e.g. coherency,
stress/strain, etc.) are trivial, they tend to be insufficient under
the opposite case. In such cases, additional energies raising
from interfacial effects must be explicitly taken into account.
• Since the energy raising from volumetric strain tends to be
smaller at higher temperature (due to thermal relaxation), it
is possible that the CALPHAD bulk energies can account for
this energy under high temperature conditions, and hence the
observations of two LE within 605oC − 647oC. In contrast,
at lower temperature the (residual) strain energy tends to be
larger and tends to deviate the system out of its ordinary ther-
modynamics, making the CALPHAD descriptions less suffi-
cient.
Combining the above considerations, it is believed that volumet-
ric strain plays an important role in the stabilization of the interme-
diate γ′ phase during the discontinuous reaction. This stress/strain
is supposed to distribute along the α|γ lamellar structures and its
non-trivial associated energy deviates the system (locally) out of
the ordinary thermodynamics represented by CALPHAD at tem-
peratures ranging from 400◦C to 605◦C (and possibly lower). It
is perhaps this elasto-chemical energy that legitimates Djuric’s hy-
pothesis, i.e. the union of C into A. To further investigate the pos-
sibility of this hypothesis, the elastic contribution of misfit strain is
accounted for in an appropriated physical manner as follows:
5.2. Harmonic approximation
First, we adopt the general formula of:
felas =
1
2
∫
v
∑
i, j
σi, ji, jdV (1)
While it is possible to augment, in a mathematically and ther-
modynamically consistent manner, the above formula into different
phase-field models for quantitative descriptions and such an aug-
mentation is not uncommon, it complicates a lot numerical imple-
mentations and often bury the thermodynamic big picture benefi-
cial to the understanding of phase transformations beneath compli-
cated mathematical operations. Here, to make it simple yet valid
and relevant for flexible physical considerations, we make the fol-
lowing assumptions. First, we assume, since γ is considerably
softer than α, that γ is the only phase that is strained. Second, we
assumed that the lattice parameter of the soft phase follows Veg-
ard’s law, albeit it was previously reported via first-principles cal-
culations a small nonlinear behavior [12]. We assumed further that
there are no shear components at the interface. By applying the
fourth-rank stiffness tensor to the linear elasticity [35], the elastic
stresses read:
σzz = 0 (2)
σxx,yy =
E
1 − νxx,yy (3)
σxy = σyz = σzx = 0 (4)
where ν is the Possion’s ratio and E is the Young’s modulus. It
follows that [36–38]:
felas =
1
2
∫
v
∑
i, j
σi ji jdV
=
E
2(1 − ν)
∫
v
(
2xx + 
2
yy
)
dV (5)
5.3. Reliability range
Since the elastic energy is in the form of the harmonic approxi-
mation (second order), it is expected to underestimate/overestimate
the anharmonic response of the system under high tensile/low com-
pressive strain [37, 38]. To identify the limit at which the harmonic
approximation becomes less reliable, cohesive energetic response
of the γ phase was investigated using the Exact Muffin Tin Or-
bital method [39]. The results in which the first-principles anhar-
monic responses are compared with harmonic approximations are
reported in Fig. 7 at the compositions of 0, 50, and 100 at.% Nb.
Here, for simplicity the harmonic approximations are realized by
using the data located within the harmonic proximity of the calcu-
lated cohesive curves. It is noted that the reported lattice parame-
ters coincide with the entire atomic fraction of γ, i.e. from pure Nb
on the left terminal to pure U on the right terminal of Fig. 7. As
can be seen from this figure, harmonic approximation works best
within the vicinity of 50 at.% Nb and tends to deviate from anhar-
monic behaviors near the end-members. Generally speaking, it is
expected to be qualitatively acceptable within ±30% lattice devia-
tion which is correspondent to ±30 at.% Nb deviation from which
the lattice misfit between α and γ is smallest.
It is also noted that the estimation of strain energy requires the
identifications of habit planes between α and γ, which allows the
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Figure 6: Proposed strain-adjusted free energies of α and γ at 450◦C (a) and 550◦C (b), plotted with reference to orth-U and bcc-Nb. Here, since additional strain energy
was assumed to be insignificant in α, the phase’s proposed free energies were chosen to be the same as CALPHAD free energies to simplify the effort. Notice that the
proposed free energies form two common tangents with each other. These strain-adjusted free energies can be seen as the realization of Djuric’s hypothetical free energies
via CALPHAD methodology.
Figure 7: Validity of the harmonic approximation to the strain energy within the
considered range of lattice parameter of γ.
estimation of misfit strain in Eq. 5. In the occasion that lattice pa-
rameters change with changing composition during diffusion reac-
tion, the identification of habit planes is composition dependent.
This excludes the convenient adaptation of the (111)γ||(200)α habit
plane of U-7.5Nb-2.5Zr [40] not only due to the alloy’s fixed com-
position but also due to its different lattice parameters as compared
to those of the binary. Since α is assumed earlier to not undergo
misfit deformation and it does not deform by change of compo-
sition (α’s composition appears almost constant [7]), this process
reduces to a simpler case in which only the lattice parameter of γ
varies (during solute diffusion).
5.4. Minimal-deformation plane
To identify the habit planes between α and γ phases, we follow
the principle of invariant line [41] which assumes that the com-
mon line between matrix and precipitate lattices is the favored nu-
cleation site of the precipitate. To avoid the cases in which the
rotation required to match the common lines between precipitate
and matrix lattices results in a large strain along the other direc-
tion that forms the matrix-precipitate interface with the common
line, we require further that this direction is also an invariant line.
In other words, an invariant plane as habit plane. Such invariant
planes, however, rarely exists in practice. There exists instead com-
mon planes between matrix and precipitate with minimal lattice
deformations. This results in a new approach, which we name
minimal-deformation plane. This approach although being less
(physically) constrained is more practical than the invariant-plane
(or ideal common-line) approach. The proposed numerical algo-
rithm to identify minimal-deformation planes is summarized in Ta-
ble 2, and is as follows:
First, super lattices are defined for the reacting structures. Here,
we define the supercells of 2×2×2 (2X), 3×3×3 (3X), and 4×4×4
(4X) for both α and γ structures; and the cases of (2X)α||(2X)γ,
(2X)α||(3X)γ, (3X)α||(3X)γ, and (4X)α||(4X)γ are considered. The
lattice parameters of α are collected from all literatures recorded in
the ICSD database. For lowering computational expense, only the
minimum, maximum, and mean values of the lattice parameters are
considered for the evaluations of habit planes. The composition-
dependent lattice parameters ofγ are adapted from Jackson’s exper-
iments [42]. Before selection, all parameters are converted to the
same investigated temperature, hereinafter 450◦C, using the ther-
mal expansion coefficients taken from [43, 44].
Second, a triangle defining an interface within each super lattice
is selected. Three edges of the triangle are estimated and compared
to those of the other triangle in a sorted order. The pair of triangles
with the lowest summation of squared edge mismatches is one cor-
respondent to the habit planes. To avoid the case in which minimal
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misfit exists for the smallest cells containing the triangles but not
repeatable throughout the interface, planar periodic condition is en-
forced for each considered triangle. This is done not based on the
original (3D) lattice references – which essentially gives rise to the
need for explicit consideration of coupled translational and rota-
tional degrees of freedom – but on (2D) references defined by the
triangles themselves – which inherently imposes the translational
and rotational matching throughout the interface.
5.5. Stochastic elasto-chemical energies
The Young’s moduli were adapted from Jackson’s experiments
[45]. The resulting stochastic elasto-chemical energies are reported
in Fig. 9 for the cases of (2X)α||(2X)γ, (2X)α||(3X)γ, (3X)α||(3X)γ,
and (4X)α||(4X)γ.
As can be seen from Fig. 9, the estimated elastic energies are
higher for smaller cell. For the case of (2X)α||(2X)γ the elasto-
chemical energies are so high that even the stable γ is hardly
observable. (2X)α||(2X)γ is as such not the system’s preference
and is subjected to further transformation to other habit planes of
lower energies. Within the current analysis, these habit planes
are (2X)α||(3X)γ, (3X)α||(3X)γ, and (4X)α||(4X)γ; the energy gain
is considerably large for the former but not much so for the lat-
ter. Here, the reason for these lower energies is that the chance to
find habit planes with smaller and smaller lattice misfit increases
as more and more atoms are considered. These planes, however,
are inevitably larger in matching units (i.e., the smallest misfit area
between two periodic habit planes) and likely give rise to a larger
barrier which the system has to overcome. Such barrier is not easy
to assess; and for this reason, we choose (2X)α||(3X)γ (Fig. 9 (b))
and (3X)α||(3X)γ (Fig. 9 (c)) as, intuitively, the most likely habit
planes among the predicted habit planes.
Along each elasto-chemical energy, there exists many energy
valleys that are stabilized by local elastic strain. Of these energy
valleys, many form common tangent with the α phase at interme-
diate compositions and as such can be subjected to DP. This in-
dicates that (composition-dependent) elastic strain can affect the
system’s thermodynamic properties, non-trivially. Analogous to
phase transformation, the inflection points along each energy cor-
respond to (first-order) transitions from one set of habit planes to
another set of habit planes. Since these points locate within the
accepted bounds of ± 30 at.% Nb, the used harmonic approxima-
tions are acceptable, according to the above analysis. It is noted
here that the energies required for the interface transformations are
relatively small, i.e. in order of a few kJ/mol taking both elastic
(see Fig. 9) and interfacial energies (see [7]) into account, making
the transformations competitive to dislocation formations1 which
would otherwise arise due to the same need of relaxing excess strain
As evidenced by Fig. 9 (b) & (c), there is a wide spectrum of
elasto-chemical potentials, each results from one set of lattice pa-
rameters, and they all differs thermodynamically from each others.
This emphasizes again that elastic strain plays an important role in
the thermodynamic properties of the system. Among the predicted
potentials, it is noted that many curve do not appear to promote en-
ergy valleys that could be related to DP. These are believed to result
1The energy required for forming a dislocation, F ≈ Gb/A where G [46] is
shear modulus, b is burger vector, and A is molar area, is in the order of 10 − 100
kJ/mol·atom (depending on the composition of γ) given the< 111 > slip directions
and two atoms reside along the burger vector.
from the overestimation of elastic energy due to the use of first-
principles (0K) moduli. It is expected that these energies should be
lower in practice and would as such show intermediate energy val-
leys that are more stable than α. Such valleys increase the chance
of having intermediate common tangents between α and γ, which
in turn gives rise to the formation and growth of the intermediate γ
precipitate.
The predicted potentials can be categorized into two phe-
nomenological groups. The first group is characterized by two
energy valleys: one locates near the equiatomic composition and
the other near the composition of matrix. The potentials belong to
this group are mainly distributed in Fig. 9 (a) and are the results
of a large α’s a lattice parameter. Together with the energy of α,
the two characteristic valleys of this group form the typical sets of
common/parallel tangents correspondent to a monotectoid decom-
position. The thermodynamic and kinetic growth of DP in this case
is as such expected to be similar to that of the eutectoid reaction.
To further elucidate this, phase-field simulations are conducted as-
suming two common DP’s kinetic conditions: volume-diffusion-
controlled [47] and boundary-diffusion controlled [5, 6].
For the case of volume-diffusion-controlled DP, interfacial dif-
fusivities are chosen to be equal to bulk diffusivities, taken from
the recent assessment [12]. For the case of boundary-diffusion-
controlled, the bulk diffusivities are again taken from [12], the in-
terfacial diffusivities at the reaction front/grain boundary are de-
rived from the experimental interphase boundary diffusivity triple
product sDδ [7], where s is the segregation factor at the interface,
D is the needed diffusivity, and δ = 1 (Å) is interfacial width, and
finally the diffusivities at α|γ′ interface are chosen to be 103 times
smaller than those at the reaction front. The simulation domains
are 192 × 108 nm and 384 × 108 nm in size, which reflects phys-
ical length scale of the system as measured in [7]. They initially
consist of two α precipitates and two γ precipitates whose compo-
sitions and sizes follows the LE partition. For simplicity, simplified
energy diagram, as shown in Fig. 10, is used to represent thermo-
dynamic driving force of this group. The energy values of the γ
phase are approximations to the local valleys at around 20 at.% Nb
and 45 at.% Nb of the highlighted elasto-chemical energy in Fig. 9
(b).
The simulation result is reported in Fig. 11. As can be seen
from the figure, stable growth of the intermediate γ lamellae can
be achieved in both cases. As similar to eutectoid decomposition,
the reason for this is because the reaction is mainly governed by
the system’s thermodynamics, i.e. equilibrium is well defined at
all interfaces of the reaction. The difference though is that instead
of having static global equilibriums the system is trapped at local
energy valleys along the dynamical decomposition from its initial
matrix composition to final stable γ2, i.e. similar to that demon-
strated above in the 1-D phase-field analysis. Also, in the current
phase-field analysis, the interface between α precipitate and γ ma-
trix is specially defined by a parallel tangent rather than the usual
common tangent. This parallel tangent always leaves the interface
out of equilibrium and as such there always exists a driving force
to grow the α precipitate. The persistent force applies as well at the
triple junction between the two precipitates and matrix and there-
fore would also support the growth of the γ precipitate, essentially
adding DP’s overall growth rate. In the typical case when three
common tangents exist between the phases – which may well be
missed due to existing uncertainty and used approximation, the
growth would happen in a much more stable manner but at a slower
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Table 2: Algorithm I. Minimum Misfit Strain
Algorithm I: Minimal-deformation plane
1. Define super-lattices/supercell: lattice parameters and uncertainties chosen according to:
Experimental (ICSD**) min, mean, and max values
Temperature dependency accounted.
2. Find minimal-deformation plane
Establish 2 triangles, each defined arbitrarily by 3 atoms in corresponding super lattice (ie. establish lattice plane, see Fig. 8 for demonstration).
Compare 3 edges of one triangle (bcc) to those of another (orth), ie. shortest to shortest and longest to longest.
Estimate planar misfit as total edge-misfit (note: translational and rotational matching throughout the interface is inherent).
Repeat until lowest planar mismatch
3. Estimate elastic energy: according to edge mismatches.
** ICSD stands as Inorganic Crystal Structure Database.
Figure 8: A predicted (a)-(3X)γ || (b)-(2X)α habit plane. Of the four red atoms in each structure, three define the triangle. The last red atom is a periodic image of one of
the triangle point, also highlighted for a better representation of the crystal plane.
rate. The role of kinetics in the stabilization of the metastable γ
phase as well as its (thermodynamically) stable growth is rather
trivial. It, however, does affect the growth rate of the reaction and
the morphologies ofα andγ phases, e.g. as shown in Fig. 11. Given
as well that the incubation time for the nucleation of the stable γ is
longer than that of the intermediate γ phase (due to its higher com-
position), the nucleation and (stable) growth of the intermediate γ
is expected from this (local equilibrium) thermodynamic and ki-
netic point of view. It is interesting to note here that, due to the
special topological of the potentials within the first group (Poten-
tial defined by the two energy valleys), the estimated composition
of the intermediate γ is always found close to the equiatomic com-
position under different temperatures. This is found to be in good
agreement with the recent experiments from Hackenberg et al. [7].
Unlike the previous group, a second group also exists that fea-
tures an energetic valley far below the equiatomic composition.
Here after we refer to this category as the second group. The energy
valley in the second group can either accommodate both the matrix
and intermediate γ compositions as in Fig. 9 (c) or only the com-
position of the precipitate leaving the lower matrix composition at
a another energy valley as in Fig. 9 (a) (note that the α’s a lattice
parameter is smaller here than in the first group). As temperature
increases, such an energy valley will promote a gradual increase
in the intermediate γ composition as the common tangent between
this precipitate and the α precipitate will be stretch to the higher Nb
content. This is found to support the previous experimental obser-
vation and hypothesis of Djuric [8]. For the case when the matrix
and precipitate compositions reside in two different energy valleys
below the equiatomic composition, the thermodynamics and kinet-
ics of the reaction are similar to those analyzed above. For the cases
when the potentials have to accommodate the compositions of both
matrix and intermediate γ precipitate phases within one energy val-
ley, the DP reaction is not so well thermodynamically defined as in
the previous case.
To investigate further, the same kinetic analyses as in the above
case were conducted. The thermodynamic driving force is now
qualitatively described by the energy diagram shown in Fig. 6 (a).
The results for the case of volume-diffusion-controlled is shown in
Fig. 12 (a) & (b). As can be seen from these figures, the initially
nucleated α precipitates eventually impinge and coalesce while the
γ1−2 precipitates fade out. The reason for this is that at the interface
between the γ1 matrix and γ1−2 lamellae there occurs a down-hill
diffusion between the two bcc phases, i.e. a Nb flux flows from
γ1−2 to γ1. This flux (vertical flux) dissipates a considerably large
amount of Nb content out of the γ1−2 lamellae. Note that relative
to this flux, there exists another flux (lateral flux) that flows along
the tips of the α lamellae (due to the curvatures/gradients of these
lamellae along the reaction front) and, in the opposite way, adds
more Nb content to the γ1−2 lamellae to grow them. Unfortunately,
in this case the later lateral flux is slower than the vertical flux and
not able to sustain the Nb content within the γ lamellae near its
LE value. This essentially breaks down the equilibrium between
the α and γ1−2 lamellae, allowing the α lamellae to expand into the
γ1−2 lamellae until impingement. The evolving system therefore
does not exhibit the discontinuous reaction, and in this case Djuric’s
(thermodynamic) hypothesis falls short as being the only necessary
and sufficient condition for the origin of the discontinuous reaction
in the uranium-niobium system.
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(a) (b)
(c) (d)
Figure 9: Elasto-chemical energy of γ assuming that the mechanically stronger α phase does not undergo any strain. Here, each elasto-chemical energy curve (e.g. the
bold red curve) within the uncertainty band (i.e. filled area) composes of different local valleys. Each local valley corresponds to an estimated habit system that is lowest in
strain energy. Each necking point along the curve represents the (1st order) transformation from one habit system to another (assuming that interface is a phase) when Nb
content redistribute during DP. Note that the calculation of strain energy here only accounts for the misfit strain; and as such it favors habit system with larger (2-D) unit
cells as these cells possess smaller misfit lattices; in practice, larger misfit unit cells would require higher formation energies, which could prevent a habit-plane structure
from transformation to another structure along the diffusion path; estimation of such formation energy is unfortunately not simple.
For the case of boundary-diffusion-controlled, simulation result
is reported in Fig. 12 (c, d). Here, in contrast to the previous case,
when the fast grain-boundary condition was taken into account, the
Nb-flux flowing into the γ1−2 lamellae from the tips of the α lamel-
lae is much more significant than the Nb-flux flowing out of the
γ lamellae due to the down-hill diffusion. In other words, there
is not much Nb leakage from the γ lamellae into the γ matrix and
its LE state with the α lamellae is sustained during the reaction.
Analysis of driving force at the α|γ1−2 interfaces shown in Fig. 13
demonstrates this. In this figure, it is also observed that the driv-
ing force distributed at the γ1−2|γ1 reaction front is considerably
smaller than that at the α|γ1 interface. The existence of this driving
force during down-hill diffusion is found to be in good agreement
with Hillert’s theory [26, 27], which states that the driving energy
for the growth of γ1−2 grain is identified with some fraction of the
free energy which “would be lost due to volume diffusion if certain
mechanisms did not interfere” [26]. In our case, there exists such
interfering mechanisms, i.e. the fast flux along the reaction front
acts as resistance to the down-hill diffusion, and hence the non-
trivial driving force at the γ1−2|γ1 interface. Yet, it appears that the
effective growth of the γ1−2|γ1 reaction front is due more to the car-
rying role of the growing α precipitate than to its internal driving
force. In any cases, the result is the stable growth ofα|γ1−2 lamellae
and it definitely showcases the sufficient role of kinetics (i.e. fast
grain-boundary diffusion) under the two-local-equilibrium hypoth-
esis on the origin of U-Nb’s DP. Apparently, for the DP to happen
within this phenomenological group, it is required the roles of both
thermodynamics and kinetics, the importance is attached more to
the later than former.
To remark, it is interesting to see from the above analyses how
elastic strain affects in a non-trivial way the fundamental thermody-
namics of the DP reaction. It is also interesting to see the reaction
interface as a phase subjected to transformation and that such small
changes in the lattice parameters of the reactants can alter the inter-
face transformation path leading to a rich and rather-less-expected
set of thermodynamic properties that explain experimental obser-
vations. And, although the current theoretical analysis is by no
means comprehensive, the authors expect that local strain’s com-
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Figure 10: Energy diagram for the case where an elasto-chemical local energy val-
ley resides within the vicinity of 50 at.% Nb. This energy valley corresponds to the
energy of the γ precipitate. It forms (1) a common tangent with the free energy of
the α precipitate and (2) a common tangent with γ matrix’s energy valley (which
also belongs to the same elasto-chemical energy curve as that of the γ precipitate).
These two tangents define local equilibrium at the α-γ precipitate and γ precipitate
- γmatrix respectively. At the interface between α precipitate and γmatrix, the tan-
gent can be either common tangent or parallel tangent, depending on the height of
the matrix’s energy valley. Together, these tangents govern DP’s kinetic reaction.
Figure 11: Phase-field simulation at 450◦C without (a) and with (b) fast boundary
diffusion (note that color indicates the mole fraction of Nb). Domain size is a)
70×255 nm2 and b) 70×130 nm2. The bulk Nb is used as the matrix phase (γ1) in
the calculations.
plicated relation to misfit lattices, its importance, and its impact on
DP hold true in general.
The differences in the observations of Djuric and Hackenberg
et al. may be affiliated to different heat treatment conditions. In
the case of Djuric, material processing perhaps yields a more re-
laxed sample with lattice parameters around grain boundary closer
to equilibrium. It follows from here that the α precipitates nucle-
ating from grain boundaries should have lattice parameters close
Figure 12: Phase-field simulation at 450◦C without (a, b) and with (c, d) fast bound-
ary diffusion (note that color indicates the mole fraction of Nb). Domain size is
70×130 nm2. The bulk Nb is used as the matrix phase (γ1) in the calculations.
Figure 13: Driving force distributed along the interfaces for the boundary-
diffusion-controlled case in group 2 Group with an energetic valley far below the
equiatomic composition). The bulk Nb is used as the matrix phase (γ1) in the cal-
culations.
to their equilibrium; small energy barrier for forming habit planes
with 3X misfit unit should also be expected. The resulting elasto-
chemical energies should be as such similar to those within the sec-
ond group; and the resulting microstructure evolution contains the
intermediate γ precipitate with equilibrium composition evolves
towards the higher value when temperature increases. Hacken-
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berg et al. , on the other hand, could have samples with higher lo-
cal strain at around grain boundaries as the consequence of more
abrupt cooling. Consequently, when α precipitates form at the
boundaries, there is a good chance that they possess larger lattice
parameters. The elasto-chemical energies in this case will likely be
similar to those belong to the first group. With their characteristic
energy valley at around the equiatomic composition, the observed
intermediate γ precipitates would have their compositions close to
equiatomic.
It should be noted that the effect of the local strain at the grain
boundaries does not affect final equilibrium of the system in both
cases. The reason is simply that the stable energy valley would
either resume after the relaxation of local strain for a prolonged
heat treatment (i.e. discontinuous coarsening [7]) or already ex-
ists throughout the entire reaction (as demonstrated in many of the
elasto-chemical potentials). It only tends to affect the DP reaction
and is once again a good example of how processing affects the
microstructures of materials and in turn changes the materials’ per-
formances.
6. Conclusion
To conclude, we have attempted to understand the discontinu-
ous precipitation in U-Nb via thermodynamic and kinetic points of
view. It has been suggested via our theoretical investigations that
local strain can play an important role on the occurrence and sta-
ble growth of U-Nb’s discontinuous precipitation. In particular,
the strain helps to stabilize the metastable γ phase by forming local
energy valleys along the monotectoid decomposition path from ini-
tial γmatrix to stable γ2. Such energy valleys act as local traps that
tend to arrest the reaction within the discontinuous-precipitation
regime. The mechanism of the arrest can be strictly (local) equi-
librium thermodynamics as similar to eutectoid reaction or both
thermodynamics and kinetics. Which mechanism arresting the re-
action within the discontinuous-precipitation regime decides the
outcomes of microstructural chemistry (i.e. equiatomic or chang-
ing intermediate γ composition), morphology, and ultimately the
material’s properties and performances. It will be dependent on
how extensive the local strain at the grain boundary is and could
be altered via different processing conditions. Via this work, the
authors hope to contribute towards a better understanding of fun-
damental thermodynamics and kinetics that govern the discontin-
uous precipitation in the U-Nb system. This would be fundamen-
tal to the potential tailoring of fuel properties and performances
via adjustments of processing conditions - one for instance would
turn the discontinuous precipitation’s disadvantages into its out-
performance [48].
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