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LAGRANGIAN AND HAMILTONIAN FORMALISM FOR CONSTRAINED
VARIATIONAL PROBLEMS
PAOLO PICCIONE AND DANIEL V. TAUSK
ABSTRACT. We consider solutions of Lagrangian variational problems with linear con-
straints on the derivative. More precisely, given a smooth distribution D ⊂ TM on M
and a time-dependent Lagrangian L defined on D, we consider an action functional L
defined on the set ΩPQ(M,D) of horizontal curves in M connecting two fixed submani-
folds P,Q ⊂ M . Under suitable assumptions, the set ΩPQ(M,D) has the structure of a
smooth Banach manifold and we can thus study the critical points of L. If the Lagrangian
L satisfies an appropriate hyper-regularity condition, we associate to it a degenerate Hamil-
tonian H on TM∗ using a general notion of Legendre transform for maps on vector bun-
dles. We prove that the solutions of the Hamilton equations of H are precisely the critical
points of L. In the particular case where L is given by the quadratic form corresponding to
a positive definite metric on D, we obtain the well-known characterization of the normal
geodesics in sub-Riemannian geometry (see [10]); by adding a potential energy term to
L, we reobtain the equations of motion for the Vakonomic mechanics with non holonomic
constraints (see [8]).
1. INTRODUCTION
The aim of this paper is to generalize to the context of constrained variational problems
some classical results about the correspondence between Lagrangian and Hamiltonian for-
malisms (see for instance [1]). Particular cases of this theory are the sub-Riemannian
geodesic problem (see for instance [10, 11, 13, 17]), and the so called Vakonomic approach
to the non holonomic mechanics (see for instance [2, 5, 8, 19]).
The constrained variational problem studied is modelled by the following setup: we
consider an n-dimensional differentiable manifold M endowed with a smooth distribution
D ⊂ TM of rank k; moreover, we assume that it is given a (possibly time-dependent)
Lagrangian function L on D. In the non holonomic mechanics, M represents the configu-
ration space, D the constraint, and L is typically the difference between the kinetic and a
potential energy. In the sub-Riemannian geodesic problem, L is simply the quadratic form
corresponding to a positive definite metric on D.
The solutions of the constrained variational problem are given by curves γ : [a, b]→M
that are critical points of the action functionalL(γ) =
∫ b
a
L
(
t, γ(t), γ˙(t)
)
dt defined on the
space:
ΩPQ
(
[a, b],M,D
)
=
{
γ : [a, b]
C1
−−−→M : γ(a) ∈ P, γ(b) ∈ Q, γ′(t) ∈ D for all t
}
of horizontal curves of class C1 in M connecting two fixed submanifolds P,Q ⊂M . It is
well-known that the set ΩPQ
(
[a, b],M,D
)
is in general not a submanifold of the Banach
manifold of C1 curves γ : [a, b] → M ; when P and Q are points, the singularities of
Date: September 2001.
2000 Mathematics Subject Classification. 37J05, 37J50, 37J60, 53C17, 70H03, 70H05.
The authors are partially sponsored by CNPq, Brazil.
1
CONSTRAINED VARIATIONAL PROBLEMS 2
ΩPQ
(
[a, b],M,D
)
are known in the context of sub-Riemannian geometry as abnormals
extremals (see [4, 10, 11, 12, 13, 17]). Such singularities can be nicely described using
the canonical symplectic structure of the cotangent bundle TM∗ (see Corollary 3.7). In
this paper we are interested in studying the action functional L in the regular part of
ΩPQ
(
[a, b],M,D
)
. We remark that in several important cases the set ΩPQ
(
[a, b],M,D
)
contains no singular curves (see, for instance, Corollary 3.8 and Remark 3.9).
Recall from [1] that when a Lagrangian function L : TM → IR is hyper-regular then
the critical points of the corresponding (unconstrained) variational problem are given by
the solutions of the Hamilton equations corresponding to a Hamiltonian H : TM∗ → IR
which corresponds to L by means of the Legendre transform. The Legendre transform
described in [1] can be generalized in a straightforward way to general vector bundles;
namely, if L : ξ → IR is a smooth map on a vector bundle ξ which is hyper-regular (in a
suitable sense) then one can naturally associate to it a smooth map H : ξ∗ → IR on the
dual bundle ξ∗. At such level of generality, the Legendre transform does not seem to have
a meaningful interpretation in the context of calculus of variations, as it does in the case
ξ = TM . Our goal is to show that when ξ = D is a vector subbundle of a tangent bundle
TM (i.e., a distribution on M ) then the Legendre transform for smooth maps on D has
a nice application to the study of constrained variational problems. The key observation
here is that, when passing to the dual bundles, the inclusion arrow D → TM reverses
and gives rise to a projection arrow TM∗ → D∗; thus, while a constrained Lagrangian
L : D → IR has no canonical extension to a Lagrangian on TM , its Legendre transform
H0 : D∗ → IR naturally induces a map H : TM∗ → IR given by the composition of H0
and the projection TM∗ → D∗. Our main result (Theorem 4.1) is that the critical points
of the constrained action functional L are the solutions of the Hamilton equations of H
satisfying suitable boundary conditions. Observe that, unless D = TM , the Hamiltonian
H is always degenerate and thus it cannot arise as the Legendre transform of a hyper-
regular Lagrangian on the whole tangent bundle TM .
In the particular case where P and Q are single points of M , D is endowed with a
smoothly varying positive definite inner product g and L is given by L(t, q, q˙) = 12g(q˙, q˙),
then the solutions of the corresponding Hamiltonian H are known in the context of sub-
Riemannian geometry as the normal extremals of (M,D, g). The critical points of the
constraint defining ΩPQ
(
[a, b],M,D
)
are the abnormal extremals. In particular, we ob-
tain a variational proof of [10, Theorem 1]. By adding a potential energy term to L, the
Hamilton equations of H become the equations of motion for the Vakonomic mechanics
(see [8]). Theorem 4.1 thus provides a unifying approach for the study of Lagrangian vari-
ational problems with linear constraints in the derivative; it also provides the appropriate
setting for the study of the second variation of a constrained Lagrangian action functional
and for the development of an index theory for such functional using the notion of Maslov
index for a solution of a Hamiltonian (see [18]).
The proof of Theorem 4.1 is based on the method of Lagrangian multipliers, which is
used to pass from a constrained Lagrangian variational problem to a non constrained one.
The main technical difficulty is the proof of the regularity of the Lagrangian multiplier
(Lemma 4.9); such proof is based on a suitable version of Schwartz’s generalized functions
calculus which is developed in Subsection 4.1.
We give a brief description of the material presented in each section of the paper.
In Subsection 2.1 we describe a general notion of Legendre transform. In Subsection 2.2
we recall some standard results concerning the correspondence between hyper-regular La-
grangians and Hamiltonians and in Section 3 we present some well-known facts about the
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manifold structure of the set of horizontal curves connecting two fixed submanifolds of a
given manifold.
In Section 4 we state the main result of the paper (Theorem 4.1), that establishes the
correspondence between the critical points of the action functional of a hyper-regular con-
strained Lagrangian and the solutions of the corresponding degenerate Hamiltonian. The
proof of Theorem 4.1 is given in Subsection 4.2. In Subsection 4.1 it is presented a suitable
version of Schwartz’s generalized functions calculus, needed for technical reasons in the
proof of Theorem 4.1.
2. THE LEGENDRE TRANSFORM.
LAGRANGIANS AND HAMILTONIANS ON MANIFOLDS
In this section we recall some classical results from [1] which are presented in a more
general context needed for the statement and the proof of Theorem 4.1. In Subsection 2.1
we present a general version of the Legendre transform for vector spaces; we then apply it
fiberwise to obtain a notion of Legendre transform for fiber bundles. In Subsection 2.2 we
present the classical Hamiltonian formulation for the variational problem corresponding to
a hyper-regular (non constrained) Lagrangian. The standard results from [1] are proven
in a slightly more general setup; namely, we consider curves with endpoints varying in
submanifolds, time-dependent Lagrangians and rather weak regularity assumptions for the
data.
2.1. The Legendre transform
Let ξ0 be a real finite-dimensional vector space, let ξ∗0 denote its dual, and let Z : U → IR
be a function of class C2 defined on an open subset U ⊂ ξ0.
Definition 2.1. Assume that the differential dZ is a diffeomorphism onto an open subset
V ⊂ ξ∗0 . The Legendre transform of Z is the C1 map Z∗ : V → IR defined by:
Z∗ = EZ ◦ (dZ)
−1,(2.1)
where EZ : U → IR is given by
EZ(v) = dZ(v) v − Z(v), v ∈ U.(2.2)
Lemma 2.2. Using the canonical identification of ξ0 and its bi-dual ξ∗∗0 , the map dZ∗ is
the inverse of dZ . Therefore, Z∗ is a map of class C2.
Proof. Differentiating the equality Z∗ ◦ dZ = EZ and (2.2), we obtain:
dZ∗
(
dZ(v)
)
◦ d2Z(v) = dEZ(v), dEZ(v) = vˆ ◦ d
2Z(v),
where vˆ ∈ ξ∗∗0 denotes evaluation at v. Since d2Z(v) : ξ0 → ξ∗0 is an isomorphism, the
conclusion follows. 
Corollary 2.3. Z∗∗ = Z .
Proof. By Lemma 2.2, we have:
Z∗∗ = EZ∗ ◦ (dZ
∗)−1 = EZ∗ ◦ dZ.
Hence, by definition of EZ∗ , we get:
EZ∗
(
dZ(v)
)
= dZ∗
(
dZ(v)
)
dZ(v)− Z∗
(
dZ(v)
)
=
= dZ(v) v − EZ(v) = Z(v). 
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Let now M be a smooth manifold and π : ξ → M be a smooth vector bundle over M ;
for m ∈ M , we denote by ξm the fiber π−1(m). The dual bundle of ξ will be denoted by
ξ∗; the bi-dual ξ∗∗ is canonically identified with ξ.
Let Z : U ⊂ ξ → IR be a map such that, for every m ∈ M , U ∩ ξm is open in ξm and
the restriction of Z to U ∩ ξm is of class C2.
Definition 2.4. The fiber derivative FZ : U → ξ∗ is the map defined by:
FZ(v) = d(Z|U∩ξm)(v), v ∈ U,(2.3)
where m = π(v). Let V ⊂ ξ∗ denote the image of FZ . We say that Z is regular if
for each m ∈ M , the set V ∩ ξm is open in ξm and the restriction of FZ to U ∩ ξm is
a local diffeomorphism; Z is said to be hyper-regular if for each m such restriction is a
diffeomorphism onto V ∩ ξ∗m. If Z is hyper-regular, we define the Legendre transform of
Z as the map Z∗ : V → IR whose restriction to V ∩ ξm is the Legendre transform of the
restriction of Z to U ∩ ξm.
In analogy with (2.2) we also set:
EZ(v) = FZ(v) v − Z(v), v ∈ U ;(2.4)
obviously Z∗ = EZ ◦ FZ−1.
Applying Lemma 2.2 and Corollary 2.3 fiberwise, we obtain immediately the following:
Proposition 2.5. Assume that Z : U ⊂ ξ → IR is hyper-regular. Then, for each m ∈ M ,
the restriction of Z∗ to V ∩ξ∗m is of class C2. Moreover, FZ and FZ∗ are mutually inverse
bijections and Z∗∗ = Z . 
2.2. Time dependent Lagrangians and Hamiltonians on manifolds
Let M be a smooth n-dimensional manifold and let TM , TM∗ denote respectively the
tangent and the cotangent bundle of M ; with a slight abuse of notation, we will denote
both the projections of TM and of TM∗ by π. Consider the following vector bundles:
ξ = IR× TM
Id×pi
−−−−−→ IR×M, ξ∗ = IR × TM∗
Id×pi
−−−−−→ IR ×M.
Observe that the fiber ξ(t,m) is {t} × TmM and that ξ∗(t,m) = {t} × TmM∗.
Definition 2.6. A (time-dependent) Lagrangian on M is a function L : U ⊂ ξ → IR
defined on an open set U ⊂ ξ and satisfying the following regularity conditions:
(1) L is continuous;
(2) for each t ∈ IR, the map L(t, ·) is of class C1 on U ∩ ({t} × TM) and its
differential is continuous on U ;
(3) for each t ∈ IR, the map FL(t, ·) : U ∩ ({t} × TM) → {t} × TM∗ is of class
C1.
A (time-dependent) Hamiltonian on M is a functionH : V ⊂ ξ∗ → IR defined on an open
set V ⊂ ξ∗ and satisfying the following regularity conditions:
(1) for all t ∈ IR, the map H(t, ·) is of class C1 on V ∩ ({t} × TM∗);
(2) for each (t,m) ∈ IR ×M , the restriction of H to V ∩ ξ∗(t,m) is of class C2.
We use the notions of regularity and hyper-regularity given in Definition 2.4 for La-
grangians and Hamiltonians on manifolds.
Using the Legendre transform defined in Subsection 2.1 (Definition 2.4), given a hyper-
regular Lagrangian L on M , the map H = L∗ is a hyper-regular Hamiltonian on M .
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Namely, the fact that H(t, ·) is of class C1 follows by applying the Inverse Function The-
orem to the map FL(t, ·); moreover, the fact that V = FL(U) is open in ξ∗ follows from
the Theorem of Invariance of Domain (see [14]) by observing that FL is continuous and
injective1.
If H is the hyper-regular Hamiltonian obtained by Legendre transform from the La-
grangian L, then by Proposition 2.5, we have that H∗ = L, and that FH and FL are
mutually inverse bijections. In order to simplify the notation, in what follows we will
write:
FL(t, v) =
(
t,FL(2)(t, v)
)
, FH(t, p) =
(
t,FH(2)(t, p)
)
,
so that FL(2) and FH(2) are respectively a TM∗-valued and a TM -valued map.
Let L : U ⊂ IR × TM → IR be a Lagrangian on M and γ : [a, b]→ M be a curve of
class C1, with
(
t, γ˙(t)
)
∈ U for all t. The action L(γ) of L on the curve γ is given by the
integral:
L(γ) =
∫ b
a
L
(
t, γ˙(t)
)
dt.(2.5)
L defines a functional on the set:
(2.6) ΩPQ
(
[a, b],M ;U
)
=
{
γ : [a, b]
C1
−−−→M : γ(a) ∈ P, γ(b) ∈ Q,
(
t, γ˙(t)
)
∈ U, ∀ t ∈ [a, b]
}
,
where P and Q are two smooth embedded submanifolds of M . It is well known that
ΩPQ
(
[a, b],M ;U
)
has the structure of an infinite dimensional smooth Banach manifold
(see for instance [15, 16]), and L is a functional of class C1 on ΩPQ
(
[a, b],M ;U
)
. We
will call L the action functional associated to the Lagrangian L.
We have the following characterization of the critical points of L:
Proposition 2.7. A curve γ ∈ ΩPQ
(
[a, b],M ;U
)
is a critical point of L if and only if the
following three conditions are satisfied:
(1) FL(2)(a, γ˙(a))|Tγ(a)P = 0 and FL(2)(b, γ˙(b))|Tγ(b)Q = 0;
(2) t 7→ FL(t, γ˙(t)) is of class C1;
(3) for all [t0, t1] ⊂ [a, b] and for any chart q = (q1, . . . , qn) on M whose domain
contains γ
(
[t0, t1]
)
, the Euler–Lagrange equation is satisfied in [t0, t1]:
d
dt
∂L
∂q˙
(
t, q(t), q˙(t)
)
=
∂L
∂q
(
t, q(t), q˙(t)
)
,(2.7)
where L(t, q, q˙) denotes the coordinate representation of L.
Proof. Let γ ∈ ΩPQ
(
[a, b],M ;U
)
be a critical point of L. Let [t0, t1] ⊂ [a, b] be an
interval and consider a chart q = (q1, . . . , qn) in M whose domain contains γ
(
[t0, t1]
)
.
Choose an arbitrary v ∈ TγΩPQ
(
[a, b],M ;U
)
with support contained in ]t0, t1[; by stan-
dard computations it follows that:∫ t1
t0
∂L
∂q
(
t, q(t), q˙(t)
)
v(t) +
∂L
∂q˙
(
t, q(t), q˙(t)
)
v˙(t) dt = 0.(2.8)
1As a matter of fact, this same argument shows that FL : U → V is a homeomorphism and therefore the
Hamiltonian H = L∗ is continuous.
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The fact that the equality above holds for every smooth v with support contained in ]t0, t1[
implies that the term ∂L
∂q˙
(
t, q(t), q˙(t)
)
is of class C1; this will follow2 from the generalized
functions calculus developed in Subsection 4.1 (see Corollary 4.5). Integration by parts in
(2.8) and the Fundamental Lemma of Calculus of Variations imply then that equation (2.7)
is satisfied. Observe also that the coordinate representation of the map t 7→ FL(2)
(
t, γ˙(t)
)
is given by t 7→ ∂L
∂q˙
(
t, q(t), q˙(t)
)
, so that condition (2) is satisfied. Condition (1) follows
easily by integrating by parts (2.8) in intervals of the form [a, t1] and [t0, b].
Conversely, if conditions (1), (2) and (3) are satisfied, equality (2.8) follows easily,
which implies that dLγ(v) = 0 for all v ∈ TγΩPQ
(
[a, b],M ;U
)
with small support.
Since such v’s span TγΩPQ
(
[a, b],M ;U
)
, it follows that γ is a critical point of L. 
We now pass to the study of the Hamiltonian formalism, and we consider the canonical
symplectic form ω on TM∗, given by ω = −dϑ, where the canonical 1-form ϑ on TM∗
is defined by ϑp(ζ) = p
(
dπp(ζ)
)
, for all p ∈ TM∗, ζ ∈ TpTM∗. If q = (q1, . . . , qn) is a
chart on M and (q, p) = (q1, . . . , qn, p1, . . . , pn) is the corresponding chart on TM∗, the
forms ϑ and ω are given by:
ϑ =
n∑
i=1
pi dqi, ω =
n∑
i=1
dqi ∧ dpi.(2.9)
Given a Hamiltonian H on M , we define its Hamiltonian vector field ~H to be the unique
time-dependent vector field on TM∗ satisfying:
ω( ~H, ·) = dHt,
where Ht = H(t, ·).
We say that a curve γ : [a, b] → M is a solution of the Hamiltonian H if there exists a
C1-curve Γ : [a, b]→ TM∗ with π ◦ Γ = γ and such that:
d
dt
Γ(t) = ~H
(
t,Γ(t)
)(2.10)
for all t. In this case, we say that Γ is a Hamiltonian lift of γ. In coordinates (q, p), equation
(2.10) is written as: 

dq
dt
=
∂H
∂p
(
t, q(t), p(t)
)
,
dp
dt
= −
∂H
∂q
(
t, q(t), p(t)
)
.
(2.11)
These are called the Hamilton equations of H ; observe that the first equation in (2.11) can
be written intrinsically as:
γ˙(t) = FH(2)
(
t,Γ(t)
)
.(2.12)
Theorem 2.8. Let L be a hyper-regular Lagrangian on M and let H = L∗ be the cor-
responding hyper-regular Hamiltonian. Let P and Q be smooth submanifolds of M ; a
curve γ ∈ ΩPQ
(
[a, b],M ;U
)
is a critical point of L if and only if γ is a solution of the
Hamiltonian H which admits a Hamiltonian lift Γ such that
Γ(a)|Tγ(a)P = 0, Γ(b)|Tγ(b)Q = 0.(2.13)
2Alternatively, one could use integration by parts and the fact that
∫ t1
t0
φv˙ = 0 for all smooth v with support
in ]t0, t1[ implies φ ≡ constant.
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Proof. Let γ ∈ ΩPQ
(
[a, b],M ;U
)
be a critical point of L; set Γ(t) = FL(2)
(
t, γ˙(t)
)
.
Since FH and FL are mutually inverse, equation (2.12) follows. Moreover, by Propo-
sition 2.7, Γ is of class C1 and (2.13) holds. We now prove that the second Hamilton
equation holds, using a chart (q, p) of TM∗. To this aim, we differentiate with respect to q
the equality:
H
(
t, q,
∂L
∂q˙
(t, q, q˙)
)
=
∂L
∂q˙
(t, q, q˙) q˙ − L(t, q, q˙),
obtaining:
∂H
∂q
(t, q, p) +
∂H
∂p
(t, q, p)
∂2L
∂q ∂q˙
(t, q, q˙) =
∂2L
∂q ∂q˙
(t, q, q˙) q˙ −
∂L
∂q
(t, q, q˙),(2.14)
where p = ∂L
∂q˙
(t, q, q˙). Using that FH and FL are mutually inverse, we get ∂H
∂p
(t, q, p) =
q˙; it follows from (2.14) that:
∂H
∂q
(t, q, p) = −
∂L
∂q
(t, q, q˙).(2.15)
The second Hamilton equation now follows from formula (2.15) and from the Euler–
Lagrange equation (2.7).
Conversely, suppose that γ is a solution of the Hamiltonian H which admits a Hamil-
tonian lift Γ satisfying (2.13). Since FH and FL are mutually inverse, from (2.12) it
follows that Γ(t) = FL(2)
(
t, γ˙(t)
)
. Finally, equality (2.15) and the second Hamilton
equation imply the Euler–Lagrange equation (2.7), and the conclusion follows from Propo-
sition 2.7. 
3. THE SPACE OF HORIZONTAL CURVES AND ITS DIFFERENTIABLE STRUCTURE
In this section we recall some results concerning the manifold structure of the set of
horizontal curves connecting two fixed submanifolds of a given manifold. Most of the
material presented here is well-known in the context of sub-Riemannian geometry (see [3,
4, 10, 11, 12, 13]). Detailed proofs can be found in [17]. Actually, some minor adaptations
of the proofs of [17] have to be made due to the fact that [17] deals with curves of Sobolev
class H1 while we have to deal here3 with curves of class C1.
Throughout the section we consider fixed an n-dimensional differentiable manifold M
and a smooth distribution D ⊂ TM on M of rank k ≤ n. By a horizontal curve we
mean a curve γ : [a, b] → M of class C1 with γ′(t) ∈ D for all t ∈ [a, b]. Given smooth
embedded submanifolds P,Q ⊂M we consider the following spaces:
Ω
(
[a, b],M
)
=
{
γ : [a, b]→M : γ is of class C1
}
;
ΩP
(
[a, b],M
)
=
{
γ ∈ Ω
(
[a, b],M
)
: γ(a) ∈ P
}
;
ΩPQ
(
[a, b],M
)
=
{
γ ∈ Ω
(
[a, b],M
)
: γ(a) ∈ P, γ(b) ∈ Q
}
;
Ω
(
[a, b],M,D
)
=
{
γ ∈ Ω
(
[a, b],M
)
: γ is horizontal
}
;
ΩP
(
[a, b],M,D
)
= ΩP
(
[a, b],M
)
∩Ω
(
[a, b],M,D
)
;
ΩPQ
(
[a, b],M,D
)
= ΩPQ
(
[a, b],M
)
∩ Ω
(
[a, b],M,D
)
.
3This is due to the fact that the sub-Riemannian energy functional studied in [17] is smooth on the space of
H1 curves while the action functional of an arbitrary Lagrangian is not in general even well-defined on such
space.
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It is well-known that Ω
(
[a, b],M
)
has a natural structure of a Banach manifold (see for
instance [15, 16]) and that ΩP
(
[a, b],M
)
and ΩPQ
(
[a, b],M
)
are embedded Banach sub-
manifolds of Ω
(
[a, b],M
)
. Also ΩP
(
[a, b],M,D
)
is an embedded Banach submanifold of
Ω
(
[a, b],M
)
. The proof of this fact is obtained by using a suitable atlas for Ω
(
[a, b],M
)
whose construction is described below.
If ξ is a vector bundle overM then a time-dependent referential of ξ over an open subset
A ⊂ IR ×M is a family (Xi)ki=1 of smooth maps Xi : A→ ξ such that
(
Xi(t,m)
)k
i=1
is
a basis of the fiber ξm for all (t,m) ∈ A. Given a time-dependent referential (Xi)ni=1 of
the tangent bundle TM over an open subset A ⊂ IR×M , we define a map:
B : Ω
(
[a, b],M ; Aˆ
)
−→ C0
(
[a, b], IRn
)
,
by B(γ) = (h1, . . . , hn), where:
γ′(t) =
n∑
i=1
hi(t)Xi
(
t, γ(t)
)
,
for all t ∈ [a, b] and:
Aˆ =
{
(t, v) ∈ IR × TM :
(
t, π(v)
)
∈ A
}
,(3.1)
Ω
(
[a, b],M ; Aˆ
)
=
{
γ ∈ Ω
(
[a, b],M
)
:
(
t, γ′(t)
)
∈ Aˆ, for all t ∈ [a, b]
}
.(3.2)
Lemma 3.1. If φ : U ⊂ M → U˜ ⊂ IRn is a local chart on M and B is defined as above
then the map:
{
γ ∈ Ω
(
[a, b],M ; Aˆ
)
: γ(a) ∈ U
}
∋ γ 7−→
(
φ(γ(a)),B(γ)
)
∈ IRn × C0
(
[a, b], IRn
)
,
(3.3)
is a local chart on the Banach manifold Ω([a, b],M).
Proof. It is a simple application of the Inverse Function Theorem on Banach manifolds
(see [17, Corollary 4.2] for details on a similar construction). 
The proposition below implies that the local charts defined on Lemma 3.1 form an atlas
for Ω
(
[a, b],M
)
.
Proposition 3.2. Let ξ be a vector bundle over a differentiable manifold M . Given a
continuous curve γ : [a, b] → M , there exists a time-dependent referential (Xi)ki=1 of ξ
whose domain A is an open neighborhood of the graph of γ in IR×M , i.e., (t, γ(t)) ∈ A
for all t ∈ [a, b].
Proof. See [17, Lemma 2.3]. 
Using the atlas constructed above we can prove easily that ΩP
(
[a, b],M,D
)
is a sub-
manifold of Ω
(
[a, b],M
)
.
Proposition 3.3. ΩP
(
[a, b],M,D
)
is an embedded Banach submanifold of Ω([a, b],M).
Proof. Applying Proposition 3.2 to the vector bundle D and to a complementary vector
bundle of D in TM we obtain a time-dependent referential (Xi)ni=1 of TM such that
(Xi)
k
i=1 is a time-dependent referential for D; moreover, we may choose (Xi)ni=1 so that
its domain A ⊂ IR ×M contains the graph of any prescribed continuous curve in M . If
φ is a local chart of M which sends P to an open subset of IRr ∼= IRr × {0} ⊂ IRn then
the corresponding chart (3.3) on Ω([a, b],M) sends ΩP ([a, b],M,D) to an open subset of
IRr × C0
(
[a, b], IRk
)
. 
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Given Banach manifolds M, N , recall that a map f : M → N of class C1 is said to
be a submersion at a point x ∈ M if the differential dfx : TxM→ Tf(x)N is surjective
and its Kernel Ker(dfx) is complemented in TxM, i.e., it admits a closed complementary
subspace in TxM. When f is a submersion at x, then the intersection of f−1
(
f(x)
)
with
some open neighborhood of x inM is a Banach submanifold ofMwhose tangent space at
x is Ker(dfx). More generally, if P ⊂ N is a Banach submanifold of N and x ∈ f−1(P)
then we say that f is transverse to P at x if the composition of dfx with the quotient
map Tf(x)N → Tf(x)N/Tf(x)P is surjective and has complemented kernel in TxM;
equivalently, f is transverse to P at x if Im(dfx) + Tf(x)P = Tf(x)N and df−1x (Tf(x)P)
is complemented in TxM. If f is transverse to P at x then the intersection of f−1(P) with
some open neighborhood of x in M is a Banach submanifold of M whose tangent space
at x is df−1x (Tf(x)P).
Definition 3.4. A curve γ ∈ ΩPQ
(
[a, b],M,D
)
is called regular in ΩPQ
(
[a, b],M,D
)
if
the endpoint map:
ΩP
(
[a, b],M,D
)
∋ µ 7−→ µ(b) ∈M(3.4)
is transverse to Q at the point γ. When γ is not regular in ΩPQ
(
[a, b],M,D
)
, we say that
γ is singular in ΩPQ
(
[a, b],M,D
)
.
Since M is finite-dimensional, a curve γ is regular in ΩPQ
(
[a, b],M,D
)
if and only if
the image of the differential of (3.4) at γ plus Tγ(b)Q equals Tγ(b)M .
Below we described an explicit method for computing the image of the differential of
the endpoint map.
Definition 3.5. Denote by Do ⊂ TM∗ the annihilator of D. A curve η : [a, b]→ TM∗ of
class C1 is called a characteristic for D if η
(
[a, b]
)
⊂ Do and η′(t) ∈ Tη(t)Do belongs to
the kernel of the restriction of ωη(t) to Tη(t)Do (recall (2.9)).
Proposition 3.6. The annihilator of the image of the differential of (3.4) at a curve γ is
the subspace of Tγ(b)M∗ given by:{
η(b) : η is a characteristic of D, π ◦ η = γ, η(a)|Tγ(a)P = 0
}
.
Proof. The proof is a minor adaptation of the proof of [17, Theorem 4.9] where we con-
sider the case that P is a point and we use H1 curves instead of C1 curves. 
Corollary 3.7. A curve γ ∈ ΩPQ
(
[a, b],M,D
)
is singular in ΩPQ
(
[a, b],M,D
)
if and
only if there exists a non zero characteristic η : [a, b] → TM∗ of D with π ◦ η = γ and
η(a)|Tγ(a)P = 0, η(b)|Tγ(b)Q = 0.
Proof. Follows from Proposition 3.6 observing that a characteristic η : [a, b]→ TM∗ that
vanishes at some t0 ∈ [a, b] is identically zero (see [17, Lemma 4.8]). 
Corollary 3.8. If either Tγ(a)P + Dγ(a) = Tγ(a)M or Tγ(b)Q+Dγ(b) = Tγ(b)M then γ
is regular in ΩPQ
(
[a, b],M,D
)
. 
Remark 3.9. If the distributionD satisfies a strong non integrability condition (for instance,
ifD is a contact distribution) then the restriction of the symplectic form ω to the annihilator
Do of D is nondegenerate outside the zero section and therefore all non zero characteristic
curves of D are constant. In particular, every non constant curve in ΩPQ
(
[a, b],M,D
)
is
regular.
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So far we have looked at ΩPQ
(
[a, b],M,D
)
as the set of curves γ in the Banach
manifold ΩP
(
[a, b],M,D
)
satisfying the constraint γ(b) ∈ Q. We could also think of
ΩPQ
(
[a, b],M,D
)
as the set of curves in the Banach manifold ΩPQ
(
[a, b],M
)
satisfying
the constraint Im(γ′) ⊂ D. Actually, the latter point of view will be needed in the proof
of our main theorem in Subsection 4.2. Our goal now is to show that both constraints have
the same singularities. This fact was shown in [17] in the context of curves of class H1.
However, in the case of curves of class C1 the problem is a little harder due to the fact that
not every closed subspace of a Banach space is complemented. We have thus decided to
give all the details of the proof.
The lemma below is a general principle that says that if a set is defined by two con-
straints then the singularities of the first in the space defined by the second constraint
equals the singularities of the second in the space defined by the first.
Lemma 3.10. Let M, N1, N2 be Banach manifolds and P1 ⊂ N1, P2 ⊂ N2 be Banach
submanifolds. Assume that we are given maps fi : M → Ni, i = 1, 2, of class C1 and
a point x ∈ f−11 (P1) ∩ f
−1
2 (P2) such that fi is transverse to Pi at x, i = 1, 2. Then the
restriction f1|f−12 (P2) is transverse to P1 at x if and only if the restriction f2|f−11 (P1) is
transverse to P2 at x.
Proof. Consider the Banach spaces X = TxM, Yi = Tfi(x)Ni/Tfi(x)Pi, i = 1, 2, and
the continuous linear maps Li : X → Yi, i = 1, 2, given by composition of dfi(x) with
the quotient map Tfi(x)Ni → Tfi(x)Ni/Tfi(x)Pi. We know that both L1 and L2 are sur-
jective and have complemented kernel. We have to show that L1|Ker(L2) is surjective with
complemented kernel if and only if L2|Ker(L1) is surjective with complemented kernel. To
this aim, observe first that L1|Ker(L2) is surjective if and only if Ker(L1) +Ker(L2) = X
and the latter condition is symmetric in L1 and L2. Finally, to complete the proof we show
that, given i = 1, 2, then Ker(L1) ∩ Ker(L2) is complemented in Ker(Li) if and only if
it is complemented in X . If Ker(L1) ∩ Ker(L2) is complemented in X then by intersect-
ing a closed complement of Ker(L1) ∩ Ker(L2) in X with Ker(Li) we obtain a closed
complement of Ker(L1) ∩ Ker(L2) in Ker(Li). Conversely, if Z is a closed complement
of Ker(L1) ∩ Ker(L2) in Ker(Li) and Z ′ is a closed complement of Ker(Li) in X then
Z ⊕ Z ′ is a closed complement of Ker(L1) ∩Ker(L2) in X because X = Ker(Li)⊕ Z ′
has the product topology of Ker(Li) and Z ′. 
We can now prove the following:
Proposition 3.11. Let (θi)n−ki=1 be a time-dependent referential ofDo defined over an open
subset A ⊂ IR × M ; set θ = (θ1, . . . , θn−k), so that θ(t,m) : TmM → IRn−k is a
surjective linear map with Ker(θ(t,m)) = Dm for all (t,m) ∈ A. Consider the map:
Θ : ΩPQ
(
[a, b],M ; Aˆ
)
−→ C0
(
[a, b], IRn−k
)
defined by:
Θ(γ)(t) = θ
(
γ′(t)
)
, t ∈ [a, b].
Then γ is regular in ΩPQ
(
[a, b],M,D
) (in the sense of Definition 3.4) if and only if Θ is
a submersion at γ.
Proof. Let Θ denote the extension of Θ to
ΩP
(
[a, b],M ; Aˆ
)
= ΩP
(
[a, b],M
)
∩Ω
(
[a, b],M ; Aˆ
)
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which is again defined by Θ(γ)(t) = θ
(
γ′(t)
)
. The conclusion will follow by applying
Lemma 3.10 with M = ΩP
(
[a, b],M ; Aˆ
)
, N1 = C0
(
[a, b], IRn−k
)
, P1 = {0}, N2 = M ,
P2 = Q, f1 = Θ and f2 : M → N2 equal to the endpoint map µ 7→ µ(b). Since f2 is
obviously a submersion, we only need to show that f1 = Θ is a submersion. Choose a
distribution D′ ⊂ TM with TM = D ⊕D′ and let (Xi)n−ki=1 be the time-dependent refer-
ential ofD′ overA which is dual to (θi)n−ki=1 , i.e., θi(Xj) = 1 for i = j and θi(Xj) = 0 for
i 6= j. Choose a time-dependent referential (Xi)ni=n−k+1 ofD over an open neighborhood
of the graph of γ. The coordinate representation of Θ in the chart (3.3) corresponding to
(Xi)
n
i=1 is the natural projection of IRn ⊕ C0
(
[a, b], IRn
)
onto C0
(
[a, b], IRn−k
)
. This
shows that Θ is a submersion and concludes the proof. 
4. LAGRANGIANS WITH LINEAR CONSTRAINTS AND DEGENERATE HAMILTONIANS
Let M be an n-dimensional manifold and D ⊂ TM be a smooth distribution of rank
k. We consider D as a vector bundle over M with projection π : D → M . We apply the
theory of Subsection 2.1 to the vector bundle ξ = IR×D over the manifold IR×M , with
projection Id× π. The fiber ξ(t,m) is given by {t} × Dm.
Let L : U ⊂ ξ → IR be a map of class C2 defined in an open set U ⊂ ξ; we assume that
L is hyper-regular in the sense of Definition 2.4, so that (by the Inverse Function Theorem)
the fiber derivative FL : U → V is a C1 diffeomorphism onto an open subset V ⊂ ξ∗. Let
H0 = L
∗ be the Legendre transform of L. Then H0 : V → IR is a map of class C1 whose
restriction to each fiber of ξ∗ is of class C2; moreover, the fiber derivative FH0 : V → U
is the inverse of FL (see Proposition 2.5).
For every p ∈ TM∗ we denote by p|D the restriction of p ∈ TmM∗ to Dm. Observe
that the restriction map TM∗ ∋ p → p|D ∈ D∗ is the transpose of the vector bundle
inclusion D → TM . By composing H0 with the restriction map TM∗ → D∗ we obtain a
map H : V˜ → IR given by:
H(t, p) = H0
(
t, p|D
)
, (t, p) ∈ V˜ ,(4.1)
where:
V˜ =
{
(t, p) ∈ IR× TM∗ : (t, p|D) ∈ V
}
.
Observe that H is a Hamiltonian on M (see Definition 2.6) of class C1 defined in the
open set V˜ ⊂ IR × TM∗. We will call L a constrained Lagrangian on M , and H the
corresponding degenerate Hamiltonian (observe indeed that H cannot be regular unless
D = TM ).
Given any two submanifolds P and Q of M then a constrained Lagrangian L on M
defines an action functional L on ΩPQ
(
[a, b],M,D;U
)
by formula (2.5). Our goal is to
determine the critical points of L.
The following is the main result of the paper and its proof is given in Subsection 4.2:
Theorem 4.1. LetM be an n-dimensional manifold,D ⊂ TM be a smooth distribution of
rank k and L : U ⊂ IR×D → IR be a hyper-regular constrained Lagrangian of class C2.
Let H0 = L∗ be the Legendre transform of L and let H be the corresponding degenerate
Hamiltonian as in (4.1).
Fix two submanifolds P and Q of M and let L be the action functional of L defined
in the space ΩPQ
(
[a, b],M,D;U
)
= ΩPQ
(
[a, b],M,D
)
∩ ΩPQ
(
[a, b],M ;U
)
, given by
(2.5). Let γ ∈ ΩPQ
(
[a, b],M,D;U
)
be a regular curve. Then, γ is a critical point of L
if and only if it is a solution of H that admits a Hamiltonian lift Γ : [a, b] → TM∗ with
Γ(a)|Tγ(a)P = 0 and Γ(b)|Tγ(b)Q = 0.
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The classical example of a constrained hyper-regular Lagrangian function L is given
by:
L(t, v) = 12 g(v, v)− V
(
π(v)
)
,(4.2)
where g is a sub-Riemannian metric on (M,D) (i.e., a smooth Riemannian structure on
the vector bundle D) and V : M → IR is a map of class C2. The fiber derivative FL of
(4.2) is given by:
FL(t, v) = g(v, ·) ∈ D∗,
so that L is indeed hyper-regular. Recalling (2.4), we compute as follows:
EL(t, v) =
1
2 g(v, v) + V
(
π(v)
)
, v ∈ D,
H0(t, ρ) =
1
2 g
−1(ρ, ρ) + V
(
π(ρ)
)
, ρ ∈ D∗,
where g−1 denotes the induced Riemannian structure on the dual bundle D∗. The degen-
erate Hamiltonian H corresponding to (4.2) is thus given by:
H(t, p) = 12 g
−1(p|D, p|D) + V
(
π(p)
)
, p ∈ TM∗.
Theorem 4.1 implies that the critical points of the action functional L corresponding to
(4.2) on the space ΩPQ
(
[a, b],M,D
)
are the solutions of H that admit a Hamiltonian lift
Γ : [a, b] → TM∗ satisfying the boundary conditions Γ(a)|Tγ(a)P = 0 and Γ(b)|Tγ(b)Q =
0. Observe that (in the case when P and Q are points) we obtain the equations for the
trajectories of the Vakonomic mechanics given in [8]; when V = 0 we obtain the equations
for the normal geodesics of the sub-Riemannian manifold (M,D, g) (see [10]).
Remark 4.2. We emphasize that, in general, a minimum of the action functional L may
not be a regular curve in ΩPQ
(
[a, b],M,D
)
, and in this situation it may not satisfy the
Hamilton equations of H . Examples of this phenomenon are given in [10, 11] in the sub-
Riemannian case L(t, v) = 12g(v, v). Hence, one can only conclude that a minimum of L
is either a solution of the Hamilton equations or the projection of a non null characteristic
of D.
4.1. Generalized functions calculus
For the proof of Theorem 4.1 we will occasionally have to consider derivatives of functions
that are in principle only continuous4. These derivatives should be understood in the sense
of Schwartz’s generalized functions calculus. However, the usual definition of the gener-
alized functions space as the dual of the space of smooth compactly supported maps only
allows products of generalized functions by smooth maps. To overcome this difficulty, we
introduce a calculus for generalized functions of stronger regularity, that are elements of
the dual of a space of functions with weaker regularity.
Let V be a real finite dimensional vector space. For k ≥ 0, we define Ck0
(
[a, b], V
)
to be the Banach space of V -valued Ck maps on [a, b] whose first k derivatives vanish
at a and at b; we endow it with the standard Ck-norm. We denote by Dk
(
[a, b], V
)
the
dual Banach space of Ck0
(
[a, b], V ∗
) (dual spaces will always be meant in the topological
sense). Denoting by Lp([a, b], V ) the Banach space of V -valued measurable functions on
[a, b] whose p-th power is Lebesgue integrable, we have an inclusion:
L1
(
[a, b], V
)
→֒ Dk
(
[a, b], V
)(4.3)
4This situation already occurred in the proof of Proposition 2.7. In that case the difficulty could also be
circumvented by a simpler technique.
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defined by
〈f, α〉 =
∫ b
a
α(t) f(t) dt, f ∈ L1
(
[a, b], V
)
, α ∈ Ck0
(
[a, b], V ∗
)
;
in the formula above we have denoted by 〈f, α〉 the evaluation at α of the linear functional
which is the image of f by (4.3). In what follows we will always identify a function
f ∈ L1
(
[a, b], V
)
with its image by (4.3); moreover, the evaluation of f ∈ Dk([a, b], V )
at α ∈ Ck0
(
[a, b], V ∗
)
will always be denoted by 〈f, α〉.
Observe that we have inclusions Dk →֒ Dk+1 defined by restriction of the function-
als, i.e., Dk →֒ Dk+1 is simply the transpose of the inclusion of Ck+10
(
[a, b], V ∗
)
in
Ck0
(
[a, b], V ∗
)
.
We summarize the observations above by the following diagram:
· · · →֒ C1 →֒ C0 →֒ L1 →֒ D0 →֒ D1 →֒ · · ·
An element f of any space Dk
(
[a, b], V
)
is called a generalized function. In what follows,
we will occasionally write simply Ck, Ck0 , Dk, Lp instead of Ck
(
[a, b], V
)
, Ck0
(
[a, b], V
)
,
Dk
(
[a, b], V
)
, Lp
(
[a, b], V
)
.
In addition to the standard vector space operations in Dk, we define the following:
• derivative operation: for f ∈ Dk
(
[a, b], V
)
, we define the derivative of f to be
the generalized function f ′ ∈ Dk+1
(
[a, b], V
)
defined by:
〈f ′, α〉 = −〈f, α′〉,
for all α ∈ Ck+10
(
[a, b], V ∗
)
;
• product operation: for f ∈ Dk
(
[a, b], V
)
, g ∈ Ck
(
[a, b],W
)
and a fixed bilinear
map V ×W → U , we define the product fg ∈ Dk
(
[a, b], U
)
as follows. The
bilinear map V ×W → U induces a bilinear map W × U∗ → V ∗ defined by
(w · u∗)(v) = u∗(v · w); we set:
〈fg, α〉 = 〈f, g · α〉,
for all α ∈ Ck0
(
[a, b], U∗
)
;
• restriction operation: for f ∈ Dk
(
[a, b], V
)
and [c, d] ⊂ [a, b], we set:
〈f |[c,d], α〉 = 〈f, α〉,
for all α ∈ Ck0
(
[c, d], V ∗
)
, where α ∈ Ck0
(
[a, b], V ∗
)
is the extension to zero of α
outside [c, d].
It is easily seen that when we apply the above operations to elements of Dk which
correspond to functions then we obtain the standard operations on functions. Moreover,
the standard Leibnitz rule for derivatives of products holds for generalized functions, i.e.:
(fg)′ = f ′g + fg′,
for all f ∈ Dk and g ∈ Ck+1.
In order to prove some regularity results we present the following elementary lemmas.
Lemma 4.3. Let f ∈ Dk
(
[a, b], V
)
be such that f ′ = 0. Then f is a constant function.
Proof. We first consider the case V = IR. If f ′ = 0, then 〈f, α′〉 = 0 for all α ∈
Ck+10
(
[a, b], IR
)
, hence 〈f, β〉 = 0 for all β ∈ Ck0
(
[a, b], IR
)
with
∫ b
a
β = 0. Choose
β0 ∈ C
k
0
(
[a, b], IR
)
with
∫ b
a
β0 = 1; set c = 〈f, β0〉. It is easily seen that f ≡ c.
CONSTRAINED VARIATIONAL PROBLEMS 14
For the general case, observe that for all λ ∈ V ∗, the product λ f ∈ Dk
(
[a, b], IR
)
has vanishing derivative, and hence it is constant. Since λ is arbitrary, it follows that f is
constant. 
Lemma 4.4. Let f ∈ Dk
(
[a, b], V
)
, k ≥ 1; there exists an element F ∈ Dk−1
(
[a, b], V
)
with F ′ = f . If f ∈ D0([a, b], V ), there exists F ∈ L2([a, b], V ) with F ′ = f .
Proof. Consider the map d : Ck+10 → Ck0 given by d(α) = α′. It is easily seen that d
is injective with closed image. It follows that the transpose map d∗ : Dk → Dk+1 is
surjective; clearly, the derivative operator for generalized functions is −d∗, which proves
the first part of the thesis.
For the case k = 0, let H10 denote the Sobolev space of absolutely continuous functions
α : [a, b] → V ∗ having square integrable derivative, and such that α(a) = α(b) = 0.
Again, the derivation map d : H10 → L2 is injective and has closed image. Therefore, given
f ∈ D0, we can find F ∈ L2∗ ≃ L2 with d∗F = −f |H10 . It follows that F
′ = f . 
Corollary 4.5 (Bootstrap lemma). Let f be a generalized function.
(1) If f ′ ∈ D0 then f ∈ L2;
(2) If f ′ ∈ L2 then f ∈ C0;
(3) If f ′ ∈ C0 then f ∈ C1.
Proof. We prove, for example, the first item. By Lemma 4.4, we can find F ∈ L2 with
F ′ = f ′. By Lemma 4.3, it follows that F − f is constant, hence f ∈ L2.
The other items are proven similarly. 
We now give a result that shows that regularity of a generalized function is a local
property:
Lemma 4.6. Let λ be a generalized function on [a, b]. Suppose that for all t ∈ [a, b] there
exists ε > 0 such that the restriction λ|[t−ε,t+ε]∩[a,b] is of class Ck, k ≥ 0. Then λ is of
class Ck .
Proof. Consider a partition a = t0 < t1 < . . . < tr = b such that fi = λ|[ti,ti+2] is
of class Ck for all i = 0, . . . , r − 2. Since the operation of restriction for generalized
functions gives the standard operation of restriction for functions, it follows that:
fi|[ti+1,ti+2] = λ|[ti+1,ti+2] = fi+1|[ti+1,ti+2],
for i = 0, . . . , r − 3. Hence there exists a Ck map f on [a, b] such that f |[ti,ti+2] = fi for
all i = 0, . . . , r − 2. We know that 〈f, α〉 = 〈λ, α〉 if α has support contained in some
interval ]ti, ti+2[; but such α’s span a dense subspace of the domain of the linear functional
λ and therefore λ = f . 
Finally, we need the following result that relates the dual spaces of C0 and C00 . For
t ∈ [a, b] and σ ∈ V , we denote by δσt ∈ C0
(
[a, b], V ∗
)∗
the Dirac’s delta, defined by:
〈δσt , α〉 = α(t)σ, α ∈ C
0
(
[a, b], V ∗
)
.
Lemma 4.7. If λ ∈ C0([a, b], V ∗)∗ vanishes identically on C00([a, b], V ∗) then there exist
σa and σb in V such that:
λ = δσaa + δ
σb
b .(4.4)
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Proof. If A denotes the subspace of C0([a, b], V ∗) consisting of affine maps α(t) = Pt+
Q then obviously:
C0
(
[a, b], V ∗
)
= C00
(
[a, b], V ∗
)
⊕A.
It is easy to see that we can find σa, σb ∈ V such that both sides of (4.4) agree on A. Since
both sides of (4.4) vanish on C00
(
[a, b], V ∗
)
, the conclusion follows. 
4.2. Proof of Theorem 4.1
The proof of Theorem 4.1 is based on the method of Lagrange multipliers, and we start
with the precise statement of the result needed for our purposes.
Proposition 4.8. Let M be a Banach manifold, E a Banach space and F : M → IR,
g : M→ E maps of class C1. Let p ∈ g−1(0) be such that g is a submersion at p. Then,
p is a critical point for f |g−1(0) if and only if there exists λ ∈ E∗ such that p is a critical
point for the functional fλ = f − λ ◦ g in M.
Proof. The point p is critical for f |g−1(0) if and only if df(p) vanishes on Tpg−1(0) =
Ker
(
dg(p)
)
. The conclusion follows from elementary functional analysis arguments. 
The linear functional λ ∈ E∗ of Proposition 4.8 is called the Lagrange multiplier of the
constrained critical point p; it is easily seen that such λ is unique. We can now prove the
main result of the section. In the argument we will need a regularity result for a Lagrangian
multiplier; such proof is postponed to Lemma 4.9.
Proof of Theorem 4.1. We start by choosing an arbitrary complementary distribution D′
to D, i.e., a smooth distribution of rank n − k in M such that TmM = Dm ⊕ D′m for
all m ∈ M ; moreover, we fix an arbitrary smooth Riemannian structure g on the vector
bundleD′. Let πD : TM → D and πD′ : TM → D′ denote the projections and define an
extension L˜ : U˜ ⊂ IR ×M → IR of L by:
L˜(t, v) = L
(
t, πD(v)
)
+ 12 g
(
πD′(v), πD′(v)
)
,(4.5)
where
U˜ =
{
(t, v) ∈ IR× TM :
(
t, πD(v)
)
∈ U
}
.
Then U˜ is open in IR × TM and L˜ is a Lagrangian on M as in Definition 2.6; we denote
by L˜ the corresponding action functional in ΩPQ
(
[a, b],M ; U˜
)
, defined as in (2.5).
Let θ, Θ, A and Aˆ be as in the statement of Proposition 3.11 (recall also (3.1) and
(3.2)). Then, since γ is regular, the map Θ is a submersion at γ; moreover, γ is a critical
point of L in ΩPQ
(
[a, b],M,D;U
)
if and only if it is a critical point of L˜|Θ−1(0). By the
method of Lagrange multipliers (Proposition 4.8), this is equivalent to the existence of λ ∈
C0
(
[a, b], IRn−k
)∗
such that γ is a critical point of L˜λ = L˜−λ◦Θ in ΩPQ
(
[a, b],M ; Aˆ∩
U˜
)
.
We will prove in Lemma 4.9 below that the Lagrange multiplier λ is of class C1, i.e.,
that it is given by:
λ(α) =
∫ b
a
λ0(t)α(t) dt, ∀α ∈ C
0
(
[a, b], IRn−k
)
,(4.6)
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for some C1 map λ0 : [a, b] → (IRn−k)∗. Therefore, L˜λ is the action functional corre-
sponding to the Lagrangian L˜λ in M defined by:
L˜λ(t, v) = L˜(t, v)− λ0(t) θ(t,m)(v), (t, v) ∈ Aˆ ∩ U˜ ,(4.7)
where m = π(v).
We now prove that L˜ and L˜λ are hyper-regular and we compute their Legendre trans-
forms. The fiber derivatives FL˜ and FL˜λ are easily computed as:
FL˜(t, v) = FL
(
t, πD(v)
)
◦ πD + g
(
πD′(v), πD′( · )
)
∈ TmM
∗,(4.8)
FL˜λ(t, v) = FL˜(t, v)− λ0(t) θ(t,m) ∈ TmM
∗,(4.9)
where m = π(v). The hyper-regularity is proven by exhibiting explicit inverses:
FL˜−1(t, p) = FL−1(t, p|D) + g
−1(p|D′),
FL˜−1λ (t, p) = FL˜
−1
(
t, p+ λ0(t) θ(t,m)
)
;
(4.10)
by g−1 in the above formula we mean the inverse of g seen as a linear map from Dm to
D∗m.
We now compute the Legendre transforms H˜ and H˜λ of L˜ and L˜λ respectively. Using
Definition 2.1 and equations (4.8), (4.9), we compute easily:
E
L˜λ
(t, v) = E
L˜
(t, v) = EL
(
t, πD(v)
)
+ 12 g
(
πD′(v), πD′(v)
)
;(4.11)
and, using (4.10), we therefore obtain:
H˜(t, p) = H(t, p) + 12 g
−1(p|D′ , p|D′),
H˜λ(t, p) = H˜(t, p+ λ0(t) θ(t,m))
=H(t, p) + 12 g
−1
(
(p+ λ0(t) θ(t,m))|D′ , (p+ λ0(t) θ(t,m))|D′
)
.
We now compute the Hamilton equations of the Hamiltonian H˜λ with the help of lo-
cal coordinates (q1, . . . , qn, p1, . . . , pn) in TM∗ and of a local g-orthonormal referential
X1, . . . , Xn−k of D′.
We write:
H˜λ(t, p) = H(t, p) +
1
2
n−k∑
i=1
(
p+ λ0(t) θ(t,m)
)
(Xi)
2,(4.12)
and, using (2.11), the Hamilton equations of H˜λ are given by:

dq
dt
=
∂H
∂p
+
n−k∑
i=1
(p+ λ0 θ)(Xi)Xi,
dp
dt
= −
∂H
∂q
−
n−k∑
i=1
(p+ λ0 θ)(Xi)
[
λ0
∂θ
∂q
(Xi) + (p+ λ0 θ)
(
∂Xi
∂q
)]
.
(4.13)
By Theorem 2.8, γ is a critical point of L˜λ if and only if it admits a lift Γ : [a, b]→ TM∗
satisfying (4.13) with Γ(a) ∈ Tγ(a)P o and Γ(b) ∈ Tγ(b)Qo.
Now, it follows easily from (4.1) that ∂H
∂p
is in D; since γ is horizontal, i.e., dqdt ∈ D,
from the first equation of (4.13) it follows that (p+λ0 θ)(Xi) = 0 for all i = 1, . . . , n−k.
Setting (p + λ0 θ)(Xi) = 0 in (4.13) we obtain the Hamilton equations of H , which
concludes the proof. 
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We are left with the proof of the regularity of the Lagrange multiplier λ. We will use
the generalized functions calculus developed in Subsection 4.1.
Lemma 4.9. Under the assumptions of Theorem 4.1, using the notations adopted in its
proof, if γ is horizontal and if, for some λ ∈ C0([a, b], IRn−k)∗, it is a critical point of
L˜ − λ ◦Θ, then there exists a C1 map λ0 : [a, b]→ (IRn−k)∗ such that (4.6) holds.
Proof. We set
λ0 = λ|C00([a,b],IRn−k) ∈ D
0
(
[a, b], (IRn−k)∗
)
;
we first prove the regularity of the generalized function λ0. To this aim, we localize the
problem by considering variational vector fields along γ having support in the domain of a
local chart q = (q1, . . . , qn) in M .
Let [c, d] ⊂ [a, b] be such that γ
(
[c, d]
)
is contained in the domain of the local chart; we
still denote by λ0 the restriction of λ0 to [c, d].
Since γ is a critical point of L˜ − λ ◦ Θ, by standard computations it follows that the
following equality holds:
(4.14)
∫ d
c
∂L˜
∂q
(
t, q(t), q˙(t)
)
v(t) +
∂L˜
∂q˙
(
t, q(t), q˙(t)
)
v˙(t) dt
−
〈
λ0,
∂θ
∂q
∣∣∣∣
(t,q(t))
(
v(t), q˙(t)
)
+ θ(t,q(t)) v˙(t)
〉
= 0,
for every vector field v of class C1 along γ having support in ]c, d[; in the formula above
we have regarded the derivative ∂θ
∂q
∣∣
(t,q(t))
as an IRn−k-valued bilinear map in IRn. In
terms of the local coordinates, the maps θ, ∂θ
∂q
(·, q˙), ∂L˜
∂q
and ∂L˜
∂q˙
evaluated along γ will be
interpreted as follows:
• θ ∈ C1
(
[c, d],Lin(IRn, IRn−k)
)
;
•
∂θ
∂q
(·, q˙) ∈ C0
(
[c, d],Lin(IRn, IRn−k)
)
;
•
∂L˜
∂q
,
∂L˜
∂q˙
∈ C0
(
[c, d], IRn∗
)
,
where Lin(·, ·) denotes the space of linear maps between two given vector spaces.
Using the definition of derivative for generalized functions, from (4.14) we get:〈
−
(∂L˜
∂q˙
)′
+
∂L˜
∂q
− λ0
∂θ
∂q
(·, q˙) + (λ0 θ)
′, v
〉
= 0,(4.15)
for every C1 map v : [c, d] → IRn having support in ]c, d[, and, by density, for every
v ∈ C10
(
[c, d], IRn
)
. It follows:
−
(∂L˜
∂q˙
)′
+
∂L˜
∂q
− λ0
∂θ
∂q
(·, q˙) + λ′0 θ + λ0 θ
′ = 0.(4.16)
Let X1, . . . , Xn−k be a referential of D′ along γ; in terms of the local coordinates the
Xi’s will be thought as elements of C1
(
[c, d], IRn
)
. Moreover, we set
X = (X1, . . . , Xn−k) ∈ C
1
(
[c, d],Lin(IRn−k, IRn)
)
,
where the (n− k)-tuple
(
X1(t), . . . , Xn−k(t)
)
is identified with the linear map that takes
the i-th vector of the canonical basis of IRn−k to Xi(t).
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Composing (4.16) with X , we obtain:
λ′0 θ(X) + λ0 θ
′(X)− λ0
∂θ
∂q
(X, q˙) +
∂L˜
∂q
X −
(∂L˜
∂q˙
)′
X = 0.(4.17)
Evaluating (4.8) at Xi with v = γ′ and using the horizontality of γ we get:
∂L˜
∂q˙
Xi = 0, i = 1, . . . , n− k;(4.18)
hence: (∂L˜
∂q˙
)′
X = −
∂L˜
∂q˙
X ′ ∈ C0
(
[c, d], (IRn−k)∗
)
.(4.19)
Now, considering that θ(X) ∈ Lin
(
IRn−k, IRn−k
)
is invertible, by (4.19) we can write
(4.16) in the form:
λ′0 = λ0 h1 + h2,(4.20)
with h1 ∈ C0
(
[c, d],Lin(IRn−k, IRn−k)
)
and h2 ∈ C0
(
[c, d], (IRn−k)∗
)
.
Applying three times Corollary 4.5, from (4.20) we conclude that λ0 belongs to the
space C1
(
[c, d], (IRn−k)∗
)
; now Lemma 4.6 implies that λ0 ∈ C1
(
[a, b], (IRn−k)∗
)
.
By Lemma 4.7, there exist σa, σb ∈ (IRn−k)∗ such that:
λ(α) =
∫ b
a
λ0 α dt+ σa α(a) + σb α(b), α ∈ C
0
(
[a, b], IRn−k
)
.(4.21)
To conclude the proof we show that σa = σb = 0. Let’s show for instance that σa = 0; the
proof of the equality σb = 0 is analogous.
Using local charts around γ
(
[a, d]
)
, for d close to a, we consider variational vector
fields v of class C1 supported in [a, d[, with v(a) ∈ Tγ(a)P . Arguing as in the deduction
of formula (4.14), we get the following equality:
(4.22)
∫ d
a
∂L˜
∂q
(
t, q(t), q˙(t)
)
v(t) +
∂L˜
∂q˙
(
t, q(t), q˙(t)
)
v˙(t) dt
−
∫ d
a
λ0(t)
[ ∂θ
∂q
∣∣∣∣
(t,q(t))
(
v(t), q˙(t)
)
+ θ(t,q(t)) v˙(t)
]
dt
− σa
[ ∂θ
∂q
∣∣∣∣
(a,q(a))
(
v(a), q˙(a)
)
+ θ(a,q(a)) v˙(a)
]
= 0.
From Corollary 4.5 and formula (4.16) it follows that ∂L˜
∂q˙
is of class C1, and we can thus
use integration by parts in (4.22) to obtain an equality of the form:∫ d
a
u(t) v(t) dt+ σa θ(a,q(a)) v˙(a) = 0,(4.23)
for some u ∈ C0
(
[a, d], IRn∗
)
, whenever v is chosen with v(a) = 0. By considering
arbitrary v supported in ]a, d[, from (4.23) we obtain that u ≡ 0 in [a, d], so that the integral
in (4.23) vanishes for all v. Now, we can choose v with v(a) = 0 and v˙(a) arbitrary, so that
(4.23) implies that σa = 0, because θ(a,q(a)) is surjective. This concludes the proof. 
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