We address three questions of Donald Monk. Two of them, [M2, Problems 50, 54] 
Content of the paper:
In the first section we show that consistently there is a Boolean algebra B 0 of size λ in which there is a strictly increasing λ-sequence of ideals but every ideal in B is generated by less than λ elements. This answers [M1, Problem 43] (and thus a part of [M2, Problem 50] ). The parallel problem for hd is dealt with in the second section. There we give a forcing notion which adds a Boolean algebra B 1 of size λ in which there is a strictly decreasing λ-sequence of ideals but every homomorphic image of B 1 has algebraic density less than λ. This gives a partial answer to [M2, Problem 54] . Finally, in the last section we use the method of historic forcing (see [ShSt 258] ) to force a Boolean algebra B such that |B| = λ + and for every subalgebra B ′ ⊆ B of size λ + we have Depth(B ′ ) = θ. This gives consistency of a positive answer to [M2, Problem 14] .
Notation:
Our notation is standard and compatible with that of classical textbooks on set theory (like Jech [J] ) and Boolean algebras (like Monk [M1] , [M2] ). However in forcing considerations we keep the older tradition that the stronger condition is the greater one.
Let us list some of our notation and conventions. 1. A name for an object in a forcing extension is denoted with a dot above (likeẊ) with one exception: the canonical name for a generic filter in a forcing notion P will be called Γ P .
2. i, j, α, β, γ, δ, . . . will denote ordinals and κ, µ, λ, θ will stand for (always infinite) cardinals.
3. For a set X and a cardinal λ, [X] < λ stands for the family of all subsets of X of size less than λ. If X is a set of ordinals then its order type is denoted by otp(X).
4. In Boolean algebras we use ∨ (and ), ∧ (and ) and − for the Boolean operations. If B is a Boolean algebra, x ∈ B then x 0 = x, x 1 = −x. The Stone space of the algebra B is called Ult(B).
[RoSh 651]
March 18, 2008 2 5. For a subset Y of an algebra B, the subalgebra of B generated by Y is denoted by Y B and the ideal generated by Y is called id B (Y ).
Miscellaneous definitions and facts:
For definitions of cardinal invariants of Boolean algebras which appear in this paper we refer the reader to Monk [M1] , [M2] . Below we quote some definitions and results which will be of fundamental use for us.
Arguments based on ∆-lemma are very important in forcing considerations. The result quoted below is a variant of ∆-lemma and in various forms was presented, proved and developed in [ Lemma 0.1 (see [Sh 513, 6 .1]) Assume that σ, θ are regular cardinals and κ is a cardinal such that (∀α < σ)(κ + + |α| κ < σ). Suppose that D is a σ-complete filter on θ containing all co-bounded subsets of θ and let (for α < θ) β α ε : ε < κ be a sequence of ordinals. Then for every set X ⊆ θ such that X = ∅ mod D there are a sequence β * ε : ε < κ and a set w ⊆ κ such that:
(b) the set B def = {α ∈ X : if ε ∈ w then β α ε = β * ε , if ε ∈ κ \ w then sup{β * ζ : ζ < κ, β * ζ < β * ε } < β α ε < β * ε }
is not ∅ modulo the filter D, (c) if β ′ ε < β * ε (for ε ∈ κ \ w) then {α ∈ B : (∀ε ∈ κ \ w)(β
One of the ways of describing Boolean algebras is giving a dense set of ultrafilters (equivalently: homomorphisms from the algebra into 2). This is useful when we want to force a Boolean algebra by smaller approximations (see the forcing notions used in [Sh 479], [RoSh 599]).
Definition 0.2 For a set w and a family F ⊆ 2 w we define cl(F ) = {g ∈ 2 w : (∀u ∈ [w] < ω )(∃f ∈ F )(f ↾ u = g ↾ u), B (w,F ) is the Boolean algebra generated freely by {x α : α ∈ w} except that if u 0 , u 1 ∈ [w] < ω and there is no f ∈ F such that
(−x α ) = 0.
Forcing for hL
In this section we show that consistently there is a Boolean algebra B of size λ in which there is a strictly increasing λ-sequence of ideals but every ideal in B is generated by less than λ elements. 
Lemma 1.2 Suppose that B is a Boolean algebra generated by x ξ : ξ < χ . Let I ⊆ B be an ideal with cof(I) = λ and let ω 0 < µ < λ. Then there are a regular cardinal θ ∈ [µ, λ], a (< θ)-complete filter D on θ and a sequence a α : α < θ ⊆ I such that
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(where n < ω, ξ(α, ℓ) < χ, t(α, ℓ) < 2), ( * 4 ) if θ is a successor then the filter D is normal.
Proof
It is basically like [Sh 479, 2.2, 2.3], but for reader's convenience we present the proof fully, omitting only the demand ( * 4 ) which will not be used.
Proof of the claim:
Assume not. By induction on |Y | we show that then
If |Y | ≤ µ 0 then there is nothing to do. If Y ⊆ I and |Y | > µ 0 is a regular cardinal then we use the assumption that the claim fails and we find Z ⊆ I, |Z| < |Y | such that (∀b ∈ Y )(∃a ∈ Z)(b ≤ a). Now apply the induction hypothesis to Z and get Z * ⊆ I of size µ 0 such that (∀b ∈ Z)(∃z ∈ Z * )(b ≤ a) -clearly the set Z * works for Y too. So suppose that Y ⊆ I and |Y | is a singular cardinal
Y * ξ and note that |Y + | ≤ cf(|Y |) · µ 0 < |Y |. Apply (⊛) to Y + to get the respective Y * and note that it works for Y .
To finish the proof of the claim note that (⊛) immediately contradicts the assumption that µ 0 < λ = cof(I).
If a set Y ⊆ I is given by 1.2.1 for I, µ 0 , θ then we say that it is temporarily (I, µ 0 , θ)-good. 
The claim is shown. Now, let Y ⊆ I be a temporarily (I, µ, θ)-good set, θ = |Y |, and let Y = {b α : α < θ} be an enumeration. Each b α can be represented as
By 1.2.2 we find n * , j * and A ∈ [θ] θ such that (∀α ∈ A)(j α = j * & n α = n * ) and the set Y * = {b α : α ∈ A} is temporarily (I, µ, θ)-good. For j < j * and
ξ(α,j,ℓ) and let Y j = {b j α : α ∈ A}. We claim that for some j < j * the set Y j is temporarily (I, µ, θ)-good. If not, then we find Z j ⊆ I (for j < j * ) such that |Z j | < θ and (∀α ∈ A)(∃a ∈ Z j )(b j α ≤ a). Put Z = {a 0 ∨ . . . ∨ a j * −1 : a 0 ∈ Z 0 , . . . , a j * −1 ∈ Z j * −1 } and note that this set contradicts "Y * is temporarily (I, µ, θ)-good".
So let j 0 < j * be such that Y * * def = {b j 0 α : α ∈ A} is temporarily (I, µ, θ)-good and let Y * * = {a α : α < θ} be an enumeration.
For b ∈ I let F b = {α < θ : a α ≤ b} and let D 0 be the (< θ)-complete filter of subsets of θ generated by {F b : b ∈ I}.
First note that if κ < θ and b ξ : ξ < κ ⊆ I then (by the choice of Y * * ) we may find α < θ such that (∀ξ < κ)(a α ≤ b ξ ). Consequently
and we may conclude that D 0 is a proper filter on θ. Since α / ∈ F aα we get that D 0 extends the filter of co-bounded subsets of θ.
and a α : α ∈ θ \ A + and note that they satisfy the demands ( * 1 )-( * 3 ) (after taking the increasing enumeration of θ \A + ). So assume that A + ∈ D 0 . Thus we have a sequence b ξ : ξ < κ ⊆ I, κ < θ, such that ξ<κ F b ξ ⊆ A + . It follows from the choice of Y * * that Y * * ⊆ id B ({b ξ : ξ < κ}). So let α < θ be the first such that a α / ∈ id B ({b ξ : ξ < κ}). This implies that a α ∈ ξ<κ F b ξ ⊆ A + and thus a α ∈ id B ({a β : β < α}). By the minimality of α we have id B ({a β : β < α}) ⊆ id B ({b ξ : ξ < κ}) so we get a contradiction eliminating the possibility that A + ∈ D 0 (and so finishing the proof). Definition 1.3 1) A good parameter is a tuple S = (µ, λ,χ) such that µ, λ are cardinals satisfying
1) We define a forcing notion Q S as follows.

A condition is a tuple
and
the order is given by p ≤ q if and only if
, and (γ) for each (i, ξ) ∈ u q one of the following occurs:
March 18, 2008 7 or i ∈ w p and for some ζ, ε ≤ χ i we have (i, ζ) ∈ u p and f
In this situation we may call H an isomorphism from p to q. Remark 1.5 1) Of course, ≺ S is a well ordering of X S in the order type λ.
2) The forcing notion Q S is a relative of the one used in [RoSh 599, §6].
3) There are µ isomorphism types of conditions in Q S (remember µ <µ = µ). A condition p ∈ Q S is determined by its isomorphism type and the set u p . Proposition 1.6 Let S = (µ, λ,χ) be a convenient parameter. Then Q S is a (< µ)-complete µ + -cc forcing notion.
Proof
First we should check that Q S is really a partial order and for this we have to verify the transitivity of ≤. So suppose that p ≤ q and q ≤ r and let us justify that p ≤ r. The only perhaps unclear demand is the clause 1.4(1γ). Assume that (i, ξ) ∈ u r and f r i,ξ ↾ u p = 0 u p and consider two cases.
Case 1: i ∈ w p . Then i ∈ w q and by the definition of ≤ (clause (γ)) we find ζ ≤ ε ≤ χ i such that (i, ζ) ∈ u q and f r i,ξ ↾ u q = (f q i,ζ ) ε . Again by clause (γ), for some ζ ′ , ε ′ we have (i, ζ ′ ) ∈ u p and f
March 18, 2008 8 for some j, ζ ′ , ε ′ . Now, since i / ∈ w p we may write
and we are done. Suppose now that i / ∈ w q . Then f r i,ξ ↾ u q = (f q j,ζ ) ε (for some j, ζ, ε) and ask now if j ∈ w p . If so, then for some ζ ′ , ε ′ we have f
Thus Q S is a forcing notion. To check that it is (< µ)-complete suppose that γ < µ and p α : α < γ ⊆ Q S is an increasing sequence of conditions. Put
is an upper bound to p α : α < γ . Now assume that A ⊆ Q S is of size µ + . Since µ <µ = µ and cf(λ) = µ + we may use ∆-lemma and "standard cleaning" and find conditions p, q ∈ A such that (i) p, q are isomorphic (and let H : u p −→ u q be the isomorphism),
Now we are going to define an upper bound r to p, q. To this end we put w r = w p ∪ w q , u r = u p ∪ u q and for (i, ξ) ∈ u r we define f r i,ξ : u r −→ 2 as follows.
It should be clear that in all cases the functions f r i,ξ are well defined and that they satisfy the demand 1.4(1c). Hence r = w r , u r , f r i,ξ : (i, ξ) ∈ u r ∈ Q S and one easily checks that it is a condition stronger than both p and q.
Further, let B p be the Boolean algebra B (u p ,F p ) (as defined in 0.2). Note that p ≤ q implies that B p is a subalgebra of B q (remember 0.3). LetḂ 0 S be a Q S -name such that Q S "Ḃ 0 S = {B p : p ∈ Γ Q S } " and for (i, ξ) ∈ X S leṫ f i,ξ be a Q S -name such that
. the sequence x i,ξ : (i, ξ) ∈ X S is right-separated (when we consider X S with the well ordering ≺ S ).
Should be clear (for the third clause remember that eachḟ i,ξ extends to a homomorphism fromḂ 0 S to 2, see 0.3).
Letİ be a Q S -name for an ideal inḂ 0 S , p ∈ Q S , and suppose that p Q S cof(İ) = λ.
Fix i < cf(λ) for a moment. It follows 1.2 that we may choose p i , θ i , n i ,Ḋ i ,ė i andṫ i such that (α) p i ∈ Q S is a condition stronger than p, θ i is a regular cardinal, χ + i < θ i < λ and n i ∈ ω, (β)Ḋ i is a Q S -name for a (< θ i )-complete filter on θ i extending the filter of co-bounded subsets of θ i ,
for α < θ i letȧ i α be a Q S -name for an element ofḂ 0 S such that
For each α < θ i choose an antichain {p i α,ζ : ζ < µ} of conditions stronger than p i , maximal above p i , and such that each p i α,ζ decides the values oḟ
Plainly, we may demand that e ζ i (α, ℓ) ∈ u p i α,ζ (for α < θ i , ζ < µ, ℓ < n i ). Suppose now that G ⊆ Q S is a generic filter (over V) such that p i ∈ G and work in V[G] for a while. Since the filterḊ G i is (< θ i )-complete we find ordinalsα G i < θ i andζ G i < µ such that the seṫ
here standing for σ, θ, κ, D and β α ε : ε < κ (respectively) there. (Remember ≺ S is a well ordering of X S in the order type λ.) So we find a sequence s * ,i ε : ε <δ G i ⊆ X S and a setẇ G i ⊆δ G i such that
(ii) the seṫ
As there was no special role assigned toα G i (other than determining the order type of a condition) we may assume thatα G i ∈Ḃ G i . Now we go back to V and we choose a condition q i ∈ Q S , ordinals α i , ζ i , δ i , a set w i and a sequence s * ,i ε :
and q i forces that these objects have the properties listed in (i)-(iii) above.
Proof of the claim:
Assume not and let (j 0 , ε 0 ) be a counterexample (so t
we have:
• the conditions r 1 , r 2 are isomorphic and if H is the isomorphism from r 1 to r 2 then H(e
• w r 1 = w r 2 and the isomorphism H is the identity on u r 1 ∩ u r 2 ,
Why is the choice possible? Clearly in V[G] we may find suitable α provided q i ∈ G (look at clauses (ii), (iii)). But note that the pair α i , α has the required properties in V too. Next we let w r = w r 1 = w r 2 , u r = u r 1 ∪ u r 2 and for (j, ξ) ∈ u r we define f r j,ξ : u r −→ 2 as follows.
j,ξ . Check that the functions f r j,ξ are well defined and that r = w r , u r , f r j,ξ : (j, ξ) ∈ u r ∈ Q S is a condition stronger than
. Now apply lemma 0.1 to find a sequence s * ,ε : ε < δ * ⊆ X S and a set v ⊆ δ * such that
is stationary in cf(λ).
[So σ, θ, κ, D in 0.1 correspond to cf(λ) = µ + , δ * and the club filter on cf(λ)
here.] Now build inductively an increasing sequence i β : β < µ + ⊆ B such that form ∆-systems with hearts u * def = {s * ,ε : ε ∈ v} and w * def = {j < cf(λ) : (j, 0) ∈ u * }, respectively. Passing to a subsequence if necessary, we may additionally demand that:
is the identity on u * ,
,ζ i β 0 \w * ) and sup(w
(whereḂ iµ is as defined in clause (ii) before).
Suppose that a condition q ≥ q iµ and an ordinal α < θ iµ are such that q α ∈Ḃ iµ . We may assume that p iµ α,ζ iµ ≤ q (see the definition ofẊ i ,Ḃ i ). Choose β 1 < µ and β 2 ∈ (µ, µ + ) such that
,ζ i β 2 = u * and sup(w q ) < min(w
To make the notation somewhat simpler let
are pairwise isomorphic and the isomorphisms are the identities on the common parts. Put
Thus τ k is an element of the algebra B q k . Clearly, for k, k ′ < 3, the isomor-
(note that this includes the case (i, ξ) ∈ u * ).
If
Otherwise we find j < cf(λ) and ζ ≤ ε ≤ χ j such that f q i,ξ ↾ u q 0 = (f q 0 j,ζ ) ε and we define:
∈ w * then we first choose j ′ ∈ w q 2 and ζ ′ ≤ ε ′ ≤ χ j ′ such that (j ′ , ζ ′ ) ∈ u q 2 and (f q 2 j ′ ,ξ ′ ) ε ′ (j ′′ , ξ ′′ ) = 0 whenever (j ′′ , ξ ′′ ) ∈ u q 2 , j ′′ ∈ w * , and (f
i,ξ . It should be a routine to check that in all cases the function f r i,ξ is well defined and that r = w r , u r , f r i,ξ : (i, ξ) ∈ u r ∈ Q S is a condition stronger than q, q 1 , q 2 (and thus stronger than p i β 1 , p i β 2 ). (Remember that for j ∈ w * we have (j, ξ) ∈ u q 0 ⇔ (j, ξ) ∈ u p iµ α iµ ,ζ iµ so checking 1.4(1c) in case 1 we may use clause (d) of the choice of the sequence i β : β < µ + .) We claim that B r |= τ 0 ≤ τ 1 ∨ τ 2 and for this we have to show that there is no function f ∈ F r with f (τ 0 ) = 1 and f (τ 1 ) = f (τ 2 ) = 0 (see 0.3). So suppose toward contradiction that f ∈ F r is such a function. Note that f cannot be 0 u r as then the values given to all the terms would be the same (remember they are isomorphic). So for some i < cf(λ) and ζ ≤ ε ≤ χ i we have f = (f r i,ξ ) ε . Let us look at all the cases appearing in the definition of the functions f r j,ζ 's (we keep labeling as there so we do not repeat the descriptions of the cases).
Case 1: Clearly f r i,ξ (τ 0 ) = f r i,ξ (τ 1 ). It follows from the demand (d) of the choice of i β :
Consequently we may use 1.8.1 to conclude that (
, what contradicts the choice of f .
Case 2: Plainly (f r i,ξ ) ε (τ 0 ) = (f r i,ξ ) ε (τ 2 ). Case 3α: Note that f r i,ξ (τ 0 ) = f r i,ξ (τ 1 ) and as i ≤ sup(w * ) we may use 1.8.1 (like in case 1) to get (f r i,ξ ) ε (τ 0 ) ≤ (f r i,ξ ) ε (τ 1 ). Cases 3β, γ, 4: Like in cases 1, 3α we conclude (
Thus we may conclude that r "ȧ iµ α ≤ȧ
, finishing the proof of the claim. Now we may easily finish the theorem: take a generic filter G ⊆ Q S over V such that q iµ ∈ G and work in V [G] . Since the filterḊ G iµ is (< θ iµ )-complete and cf(λ) < θ iµ , we find j 1 , j 2 < cf(λ) such that
) G ∈İ G , so we get a contradiction to clause (ε). 
Conclusion 1.9 It is consistent that there is a Boolean algebra
\ I {α < θ : b ≤ a α mod I} = ∅ mod D, (⊗ 2 ) if β < α < θ then a β ∧ (−a α ) / ∈ I,
1) We define a forcing notion P S as follows.
A condition is a tuple
and f 
2) Conditions p, q ∈ P S are said to be isomorphic if the well orderings (u p , ≺ S ↾ u p ) and (u q , ≺ S ↾ u q ) are isomorphic and if H : u p −→ u q is the ≺ S -isomorphism then:
Proposition 2.3 Let S = (µ, λ,χ) be a good parameter. Then P S is a (< µ)-complete µ + -cc forcing notion.
Proof
Plainly P S is a (< µ)-complete forcing notion (compare the proof of 1.6). To verify the chain condition suppose that A ⊆ P S , |A| = µ + . Apply ∆-lemma and "standard cleaning" to choose isomorphic conditions p, q ∈ A such that if H : u p −→ u q is the isomorphism from p to q then H ↾ (u p ∩ u q ) is the identity on u p ∩ u q . Put w r = w p ∪ w q , u r = u p ∪ u q and for (i, ξ) ∈ u r define a function f r i,ξ : u r −→ 2 as follows.
It is a routine to check that the functions f r i,ξ are well defined and that they satisfy the demand 2.2(1c). Hence r = w r , u r , f r i,ξ : (i, ξ) ∈ u r ∈ P S and one easily checks that it is an upper bound to both p and q.
For a condition p ∈ P S let
where (f
Like in the previous section, B p is the Boolean algebra B (u p ,F p ) (see 0.2) (note that p ≤ q implies that B p is a subalgebra of B q ). LetḂ 1 S be a P Sname such that P S "Ḃ 1 S = {B p : p ∈ Γ P S } " and for s ∈ X S letḟ s be a P S -name such that P S "ḟ s = {f p s : s ∈ u p , p ∈ Γ P S } ".
Proposition 2.4 Assume that S = (µ, λ,χ) is a good parameter. Then in V P S :
1. for s ∈ X S ,ḟ s : X S −→ 2 is such thatḟ s (s) = 1 and
. the sequence x s : s ∈ X S is left-separated (when we consider X S with the well ordering ≺ S ).
Theorem 2.5 Assume S = (µ, λ,χ) is a good parameter. Then
Proof Not surprisingly, the proof is similar to the one of 1.8. Letİ be a P S -name for an ideal inḂ 1 S , p ∈ P S , and suppose that
(β)Ḋ i is a P S -name for a (< θ i )-complete filter on θ i extending the filter of co-bounded subsets of θ i ,
for α < θ i letȧ i α be a P S -name for an element ofḂ 1 S such that
and we may assume that e ζ i (α, ℓ) ∈ u p i α,ζ for α < θ i , ℓ < n i and ζ < µ. Take a generic filter G ⊆ P S such that p i ∈ G and work in V[G]. Choose ordinalṡ α G i < θ i andζ G i < µ such that the seṫ
We may assume thatα G i ∈Ḃ G i . Leṫ
It follows from (i), (iii) thatĊ
). Now, in V, we choose a condition q i ∈ P S , ordinals α i , β i , ζ i , δ i , a set w i and a sequence s * ,i ε : ε < δ i ⊆ X S such that q i ≥ p i α i ,ζ i and q i forces that these objects are as described in (i)-(iii) above. Thus, in particular, α i < β i < θ i , the conditions p i For i < cf(λ) let s i,ε : ε < δ i be the ≺ S -increasing enumeration of
Choose an ordinal δ * < µ, an integer n * < ω and a stationary set
Apply lemma 0.1 to find a sequence s * ,ε : ε < δ * ⊆ X S and a set v ⊆ δ * such that
Claim 2.5.1 For each i 0 ∈ A:
(where A was defined in (b) above andĊ i was defined after the clause (iii)).
Proof of the claim:
Let q ≥ q i 0 and α < θ i 0 be such that q α ∈Ċ i 0 (so we may assume that p
(so q 0 , q 3 ≤ q and τ 0 ∈ B q 0 ⊆ B q , τ 1 ∈ B q 1 , τ 2 ∈ B q 2 ). Note that the conditions q 0 , q 1 , q 2 , q 3 are pairwise isomorphic and the isomorphisms H k,k ′ from q k to q k ′ is the identity on u q k ∩ u q k ′ and it carries τ k to τ k ′ . Moreover
Now we define a condition r stronger than q, q 1 , q 2 . We put w r = w q ∪ w q 1 ∪ w q 2 , u r = u q ∪ u q 1 ∪ u q 2 and we define functions f r i,ξ : u r −→ 2 as follows.
∈ w q then first we choose ε * such that, if possible, (f q 0 H 1,0 (i,ξ) ) ε * (τ 0 ) = 1, and then we let
∈ w q 1 and hence
∈ w q ) then we first choose ε * such that (f q 0 H 2,0 (i,ξ) ) ε * (τ 0 ) = 1, if possible, and then we let
4. If (i, ξ) ∈ u q 1 \ u q 2 then, like above, we choose ε * such that if possible then (f
Otherwise we consider the following three cases.
(α) Suppose i ∈ w q 3 . Then for some ε ≤ ζ < χ i , ε ≤ ξ + 1 we have f
i,ζ ) ε and we let:
Verifying that the functions f r i,ξ are well defined and that r = w r , u r , f r i,ξ : (i, ξ) ∈ u r ∈ P S is a condition stronger than q, q 1 , q 2 is left to the reader. Let us argue that B r |= τ 1 ∧ (−τ 2 ) ≤ τ 0 . If not then we have a function f ∈ F r such that f (τ 0 ) = f (τ 2 ) = 0 and f (τ 1 ) = 1. Clearly f cannot be 0 u r , so it is either (f r i,ξ ) ε or (f r i,ξ ) j . Let us look at the definition of the functions f r i,ξ and consider each case there separately. Cases 1, 5α, β, γ: Plainly f r i,ξ (τ 1 ) = f r i,ξ (τ 2 ) and therefore (f r i,ξ ) j (τ 1 ) = (f r i,ξ ) j (τ 2 ). As far as the operation (·) ε is concerned note that ({i}
. So suppose that f = (f r i,ξ ) ε for some ε and look at the choice of ε * in the current case. Since 1 = (f r i,ξ ) ε (τ 1 ) = (f
, a contradiction. Case 3: Note that f r i,ξ (τ 1 ) = f r i,ξ (τ 2 ) (and thus (f r i,ξ ) j (τ 1 ) = (f r i,ξ ) j (τ 2 )). Now, if for some ε we have (f r i,ξ ) ε (τ 1 ) = 1 and (f r i,ξ ) ε (τ 2 ) = 0 then look at the choice of ε * -necessarily (f r i,ξ ) ε (τ 0 ) = f r i,ξ (τ 0 ) = 1. Case 4: Like above: if for some ε we have (f r i,ξ ) ε (τ 1 ) = 1 then necessarily (f r i,ξ ) ε (τ 0 ) = 1. Moreover, (f r i,ξ ) j (τ 1 ) = (f r i,ξ ) j (τ 2 ) for all j. In all cases we get a contradiction showing that B r |= τ 1 ∧ (−τ 2 ) ≤ τ 0 and thus r "ȧ i * α i * ∧ (−ȧ i * β i * ) ≤ȧ i 0 α ", finishing the proof of the claim. Finally we note that 2.5.1 and clauses (β), (ε) give an immediate contradiction, showing the theorem. 
Conclusion 2.6 It is consistent that there is a Boolean algebra
Historic forcing for Depth
In this section we use the method of historic forcing which was developed in Shelah Stanley [ShSt 258]. The reader familiar with [ShSt 258] will notice several correspondences between the construction here and the method applied there. However, we do not relay on that paper and our presentation here is self-contained. Our aim is to force a Boolean algebra B such that |B| = λ + and for every subalgebra B ′ ⊆ B of size λ + we have Depth(B ′ ) = θ, and for this we build a forcing notion P θ λ taking into it those conditions which have to be taken to make the arguments work.
Let us start with the definition of P θ λ . Let θ < λ be regular cardinals. By induction on α < λ we define P θ,λ α and relations ≤ α and ≤ α pr on P θ,λ α . Moreover, for each p ∈ P θ,λ α we will define a set u p ∈ [λ + ] < λ , a non-empty closed set F p ⊆ 2 u p , an ordinal ht(p) ≤ α, a function h p : u p × ht(p) −→ θ + 2 and a function g p with domain dom(g p ) = u p × ht(p) and values of the form (ℓ, τ ), where ℓ < 2 and τ is a Boolean term.
As usual, we declare B p = B (u p ,F p ) (the Boolean algebra defined in 0.2).
-P θ,λ 0 = { ξ : ξ < λ + } and for p = ξ we let F p = 2 {ξ} , ht(p) = 0 and h p = ∅ = g p . The relation ≤ 0 pr =≤ 0 is the equality. -If γ < λ is a limit ordinal then we put P θ,λ γ = α<γ P θ,λ α ∪ { p ξ : ξ < γ : for all ξ < ζ < γ we have
and for p = p ξ : ξ < γ ∈ P θ,λ γ \ α<γ P θ,λ α we let p ≤ γ pr q if and only if either p, q ∈ P θ,λ α , α < γ and p ≤ α pr q or q = q ξ : ξ < γ and p ≤ ξ pr q ξ for some ξ < γ or p = q; p ≤ γ q if and only if either p, q ∈ P θ,λ α , α < γ and p ≤ α q or q = q ξ : ξ < γ and p ≤ ξ q ξ for some ξ < γ or p = p ξ : ξ < γ , q = q ξ : ξ < γ and (∃δ < γ)(∀ξ < γ)(δ ≤ ξ ⇒ p ξ ≤ ξ q ξ ).
p ≤ α+1 q if and only if either p, q ∈ P θ,λ α and p ≤ α q or q = ζ * , τ * , n * , u * , q ξ , v ξ : ξ < θ and p ≤ α q ξ for some ξ < θ or p = ζ * * , τ * , n * , u * , p ξ , v ξ : ξ < θ , q = ζ * , τ * , n * , u * , q ξ , v ξ : ξ < θ and (∀ξ < θ)(p ξ ≤ α q ξ & u p ξ = u q ξ ).
In the inductive construction above, one simultaneously shows that u p , F p , ht(p), h p , g p are as declared before. After carrying out the construction we let P θ λ = α<λ P θ,λ α and ≤ pr = α<λ ≤ α pr and ≤= α<λ ≤ α . One easily checks that ≤ pr is a partial order on P θ λ and that the relation ≤ is transitive and that ≤ pr ⊆ ≤.
Proposition 3.1 Let p, q ∈ P θ λ .
1. If p ≤ q then ht(p) ≤ ht(q), u p ⊆ u q and F p = {f ↾ u p : f ∈ F q } (so B p is a subalgebra of B q ). If p ≤ q and ht(p) = ht(q) then q ≤ p.
2. For each j ∈ u p , the set {β < ht(p) : h p (j, β) < θ} is finite.
3. If i, j ∈ u p are distinct then there is β < ht(p) such that θ = h p (i, β) = h p (j, β) = θ.
4.
For each finite set X ⊆ ht(p) there is i ∈ u p such that {β < ht(p) : h p (i, β) < θ} = X. Proof 1) Should be clear. 2) Suppose that p ∈ P θ λ and j ∈ u p are a counterexample with the minimal possible value of ht(p). Necessarily ht(p) is a limit ordinal, p = p ξ : ξ < ht(p) , ht(p ξ ) = ξ and ζ < ξ < ht(p) ⇒ p ζ ≤ pr p ξ . Let ξ < ht(p) be the first ordinal such that j ∈ u p ξ . By the choice of p, the set {β ≤ ξ : h p (j, β) < θ} is finite, but clearly h p (j, β) ≥ θ for all β ∈ (ξ, ht(p)). 3) We show this by induction on ht(p). Suppose that ht(p) = α + 1, so p = ζ * , τ * , n * , u * , p ξ , v ξ : ξ < θ , and i, j ∈ u p are distinct. If i, j ∈ u p ξ for some ξ < θ then by the inductive hypothesis we find β < α such that θ = h p (i, β) = h p ξ (i, β) = h p ξ (j, β) = h p (j, β) = θ. If i ∈ u p ξ \u * , j ∈ u p ζ \u * and ξ, ζ < θ are distinct then look at the definition of h p (i, α), h p (j, α) -these two values cannot be equal (and both are distinct from θ). Finally suppose that ht(p) is limit, so p = p ξ : ξ < ht(p) . Take ξ < ht(p) such
If
