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I. INTRODUCTION
Hyperspectral image data acquired by new generation sensors contain extremely rich spectral attributes, which offer the potential to discriminate more detailed classes with high classification accuracy using a conventional Maximum Likelihood Pixel Classifier (MLC). However, two difficulties inhibit this potential. First of all, the large number of classes of interest combined with the large number of spectral bands available requires a large number of training samples. Unfortunately training samples are generally expensive and tedious to obtain. As a result, generally the class statistics have to be estimated with a limited training sample set. Hence the estimated class statistics are less accurate and the subsequent classifier performance is less accurate than need be.
Additionally, in a conventional MLC, it is explicitly assumed that the spectral properties of a pixel are independent of the spectral properties of its adjacent pixels. The MLC has difficulty distinguishing the pixels that come from different land-cover classes but have very similar spectral properties. The result is often a snow-like classification map.
Since, in general, certain ground cover classes may be more likely to be placed adjacently than others, there is more than trivial information available from the relative assignments of the classes of neighboring pixels. Also, in many remotely sensed images, objects on the ground are much greater than the pixel element size so neighboring pixels are more likely to come from the same class and form a homogeneous region. Therefore, a supervised contextual classifier that utilizes both spectral and spatial contextual information may be able to better discriminate between the pixels with similar spectral attributes but located in different regions. This should allow reduction of the speckle error 2/17/03 and improve the classification performance significantly. However, this type of classifier also faces the problem of the small training sample size where the class conditional probability has to be estimated in the analysis of hyperspectral data.
In [1] , it has been demonstrated that an adaptive pixel maximum likelihood classifier (MLC) may alleviate the small training sample problem by including semilabeled samples along with the training samples during the process of estimation of statistics. As illustrated in Figure 1 , essentially it is formed by adding a feedback loop (highlighted by dark arrows) to a conventional ML classifier. The classifier starts with the initial classification where only training samples are used to estimate the statistics. The initial classification assigns a tentative class label to each unlabeled sample according to the ML decision rule, and thus unlabeled samples become semi-labeled samples because class label information is partially obtained. At the following iteration, semi-labeled samples together with the training samples are used to re-estimate the statistics. To control the influence of each semi-labeled sample for subsequent estimation of statistics, full weight is assigned to a training sample and reduced weight is assigned to semilabeled samples. The key to successful performance of this classifier is to establish a positive feedback process wherein, during each iteration, the estimation of statistics can be improved based on the higher classification accuracy of the previous iteration. In return, much higher classification accuracy can be achieved as the iteration process proceeds. We have shown in [1] that the higher accuracy at each iteration and a large number of semi-labeled samples can allow the establishment of this positive feedback and lead to rapid convergence of classification accuracy. However, as with a 2/17/03 conventional MLC, performance of this adaptive pixel MLC is limited by using just spectral information.
In this paper, an adaptive Bayesian contextual classifier that utilizes both spectral and spatial interpixel dependency contexts in estimation of statistics and classification is proposed. Essentially, the proposed classifier is the combination of a Bayesian contextual classifier and an adaptive classification procedure. In this classifier, only interpixel class dependency context is considered, and the joint prior probabilities of the classes of each pixel and its spatial neighbors are modeled by the Markov Random Field. As an adaptive classification procedure, the estimation of statistics and classification are performed in a recursive manner. Because usually a contextual classifier achieves higher accuracy than a pixelwise MLC, the proposed classifier has several advantages over the adaptive MLC.
First of all, the positive feedback might be easier to establish. Secondly, it might converge faster. Third, the final accuracy might be higher with much less speckle errors.
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II. BAYESIAN FORMULATION AND THE ICM
Multivariate image X is composed of p-dimensional pixels where X k (s), and {k=1, 2, , p}, and s=(i,j) denotes a two-dimensional index, an image lattice point at the i th row and j th column. Let u denote the field that contains the classification of each pixel in X. Points in u can take values in the set {1, 2, , L }, where L is the number of classes.
The multivariate image X is then classified by finding a field of class labels
where û MAP is referred to as a MAP estimate of the field of class labels which maximizes the posterior probability in Eq. (1) . Therefore, the modeling of both the prior probability distribution p(u) and class-conditional distribution p(X|u) becomes an essential task. Note provides a convenient and consistent way to model such context-dependent information.
The MRF s-Gibbs equivalence, established by Hammersley and Clifford , and further developed by Besag [3] , gives an explicit formula for the joint distribution of MRF s.
For a Markov random field u, the conditional distribution of a point in the field, given all other points, is only dependent on its neighbors:
Here S is an image lattice and S-s denotes a set of points in S excluding s, ∂s denotes the neighboring pixels of s. The first order neighborhood system is usually defined as the four pixels surrounding a given pixel, and higher orders are defined by adding corner pixels to a lower order neighborhood system.
A clique is defined as a subset of points in S such that if s and r are two points contained in a clique c, then s and r are neighbors, and the order of a clique is the number of points (sites) in the clique. The neighborhood system and the corresponding cliques are illustrated in Figure 2 .
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The a priori probability of the labeling p(u) defines an MRF. According to the Hammersley-Clifford theorem, for a given neighbor system, p(u) can be expressed as a Gibbs distribution:
where Z is a normalizing constant called a partition coefficient, and V c is an arbitrary function of u on the clique c. C is defined as the set of all cliques. Together with the joint class-conditional distribution p{X|u} and prior distribution of Eq.(2), the MAP estimates of true class labels as given by Eq. (1) becomes:
The minimization of (3) is essential in order to derive a MAP estimate of u, û MAP .
In [7] , it is pointed out that the one-dimensional dynamic programming in [8] or simulated annealing method in [4] are computational expensive, and the global minimization still suffers from falling into a local minimum. In [2] , a method called ICM is developed to approximate û MAP using assumptions to reduce the computational complexity. Instead of attempting to optimize in one step by the above-suggested methods, the ICM is computationally feasible since it updates the class assignments iteratively so that inverting a large matrix is avoided. To apply the ICM method, Eq. (1) is modified to conform to the task based on two main assumptions, which are:
(1) Each pixel value is class-conditionally independent, such that:
where N is the total number of pixels in the image.
(2) The class labels are the realization of a Markov random field, and their probability mass functions are identical, i.e.,
Suppose that the objective is to estimate the class label of a pixel given the estimates of class labels for all other pixels inside the rectangular lattice. Then the optimization of Eq.(1) becomes:
Note that u(s) denotes a class label at s ∈ S. Applying the Bayes rule and considering the Markov property of (2), the argument of Eq.(4) becomes
The first term of the right hand side of Eq. (5) becomes
by virtue of the assumption (1). Since the class assignment of all other pixels except u(s)
inside the lattice are already made, the term p X S s u S s
is not a factor affecting the optimization. Therefore, Eq. (4) in connection with Eqs. (5) and (6) becomes
Assume the class conditional distribution can be represented by a Gaussian distribution,
where the µ u, Σ u are the mean vector and covariance matrix for the class u, respectively.
Concerning energies of cliques of order 2 (2-point clique) and restricting to 4-neighborhood system, for the sake of mathematical and computational convenience, most MRF image models are assumed to be homogeneous and isotropic. Then V c is independent of the location of clique c in S and independent of the orientation of c. Under these assumptions, the M-Level MRF model is frequently used for an image segmentation problem [11] :
where β is a constant coefficient, which can be estimated from the image or empirically determined. It is a weight emphasizing the significance of interaction among adjacent pixels inside a clique. Therefore, the class conditional probability mass function of
Then Eq. (7) is equivalent to:
Here, m is the number of occurrences of the class different from u(s) in the clique containing s. The term const. doesn t depend on the particular class assignment to the pixels. Essentially, by starting with the initial ML classification outputs, ICM [2] solves Eq. (9) repeatedly until convergence is reached where the class label doesn t change much.
III ADAPTIVE BAYESIAN CONTEXTUAL CLASSIFIER: THE COMBINATION OF AN ADAPTIVE CLASSIFIER WITH BAYESIAN CONTEXTUAL ITERATION CONDITIONAL MODES (ICM)
In this section, the new adaptive Bayesian contextual classifier is developed that combines the adaptive procedure proposed in [1] with the Bayesian Contextual Iteration Conditional Modes (ICM) [2] . In this new classifier, contextual information is incorporated into the process of a weighting factor computation and classification. There 2/17/03 are two reasons for this operation. One is to further emphasize the positive effect from the correctly classified semi-labeled samples and discourage the negative influence from the misclassified semi-labeled ones, and the second is to enhance the classification using contextual information in addition to the likelihood. In a manner similar to the adaptive procedure and ICM, this new method is also an iterative process. It starts with initial parameter estimates φ 0 (including the mean vectors and covariance matrices for all classes) using training samples only and then uses them to perform the initial classification. Based on the initial classification, it repeats the estimation of statistics and classification at each iteration using training samples and semi-labeled samples until convergence is reached. 
where β is empirically determined. 2b) Perform classification using a postprocessing classifier based on the classification map from the ML
The purpose of using the postprocessing classifier is to compare the results from the MAP classifier 
Note that unit weight is assigned to each training sample.
2) Obtain the class conditional statistics by maximizing the mixed log likelihood of training samples and of semi-labeled samples, which are obtained from the MAP classifier in step (2a) from the previous cycle. 3) Perform classification based on the maximum likelihood (ML) classification rule:
4a) Perform classification using the MAP classifier based on the classification map from the MLC (step 3):
4b) Perform classification using the postprocessing classifier based on the classification map from the MLC (step 3)
The The reason for the third modification is as follows. First, it has been shown that in the ICM starting with the classification results from a ML classifier, in general the MAP classifier outperforms the ML classifier [9, 10] . Even though a postprocessing classifier may be able to improve classification accuracy also by reducing the speckle error, it is more likely to be overdone and lead to loss of more details than using the ABC-MAP classifier. In other words, semi-labeled samples generated from the ABC-MAP classifier should contain more correctly classified samples. Because the accuracy of statistics estimation is strongly related the accuracy of classified samples, better estimation of statistics may result by using the semi-labeled samples generated by ABC-MAP than by the ABC-ML classifier or the ABC-Postprocessing classifier. Second, with good estimation of statistics, the ABC-ML classifier may be able to recover more details, and it is less likely to bias the minority class with small numbers of pixels than the ABC-MAP classifier or the ABC-Postprocessing classifier. Since the ultimate objective here is to generate a classification map with high quality, i.e., high classification accuracy with less speckle but with adequate details, the ABC-ML classifier is chosen to start each cycle to produce the classification results with as much detail as possible. After that the ABC-MAP, or the ABC-Postprocessing classifier is used to further improve classification accuracy by removing the speckle error that usually can be corrected by using contextual information, for instance, spatial proximity. In the following section, an experiment with the proposed algorithm is conducted with hyperspectral data and the results are presented.
2/17/03 IV EXPERIMENTAL RESULTS AND DISCUSSION
For this experiment, the data is part of an airborne hyperspectral data flighline over the Washington DC mall, which were collected by the HYDICE scanner. In this data set there are 210 bands in the 0.4 to 2.4 µm region of the visible and infrared spectrum. In the analysis, the water absorption bands are removed and the remaining191 bands are used. Since the data has high spatial resolution (about 5 meters), the testing samples and training samples are manually selected by visual inspection with the aid of a SAR image and Digital Elevation Data for the same scene. The detailed information about training and testing samples are shown in Table 1 . Even though the training and testing samples can be identified in this case, selecting these many testing samples was a daunting task that took about 3 hours. By comparison, it only took about 15 minutes to select training samples. There is no overlap between training fields and testing fields. The initial statistics are estimated in the original space and then they are used to perform feature extraction using Discriminant Analysis Feature Extraction (DAFE) [12] . To reduce the computation load, 10 reliable features extracted from the 191 spectral bands are used to form a new subspace. The class conditional statistics corresponding to this new subspace are estimated, and then classification is performed in this new subspace. At the following iterations, similar steps are followed except that semi-labeled samples in addition to labeled samples are used to estimate statistics in the original space and the subspace. The desired scene classes are Roof, Road, Path, Trees, and Grass. However, two of these classes are spectrally multimodal and must be modeled by using several subclasses. Thus, five subclasses were used to form the class Roof, and two were used to model Road. In addition, the class Shadow was be added so that the list of classes is suitably exhaustive. Postprocessing classifier achieve the higher overall class and group classification accuracies than the ABC-ML classifier does. This indicates that contextual information does help to reduce the speckle error and accordingly improve classification performance.
2/17/03
4) During the first cycle the classification accuracy increment from the ABC-ML to ABC-MAP is about 3% for the class and 2% for the group. However, the classification accuracy increase for the ABC-ML at the second cycle is more than twice that amount,
i.e., about 8% for the class and 4% for the group. This indicates that using additional contextual information does improve the classification performance, but the improvement is limited. Essentially, the significant improvement of the classification performance may stem from better statistics estimates produced by the adaptive method. 5) ABC classification performance increases as β becomes large. However, the group classification accuracy doesn t change much. This indicates that the classification result is not very sensitive to the value of β if it is large enough, for example, greater or equal to 16 in this case.
It may seem unexpected that the classification accuracies for both ABC-ML and ABC-Processing classifier vary with β because the decision rules for these two classifiers do not explicit contain β at all. However, in the content of the adaptive Bayesian contextual classification procedure, they should be related β. This may be explained as During the initial cycle, the classification performance of the conventional ML and MAP and Postprocessing classifiers at the subspace is not good due to two reasons.
First, the extracted features that form the subspace are not optimal because the initial statistics estimates which are used to extract features with DAFE [12] at the original space are quite poor due to the limited training samples. Second, even at the subspace the estimated statistics are still not precise because the number of training samples is still smaller than the number of parameters.
In the advantages of both classifiers are incorporated. As an adaptive ML classifier, the proposed procedure can iteratively enhance statistics estimates and improve classification performance with a limited training sample set. As with a contextual classifier, it can therefore improve the classification accuracy by reducing the speckle errors due to spectral similarity between classes that are very difficult to differentiate by a pixel-wise ML classifier.
The experimental results with hyperspectral data further reveal the benefits of this classification procedure. Starting with a limited training sample set, this method is able to steadily raise classification accuracy and eventually drive it close to the optimal value.
The total improvement in the classification accuracy is significant and the convergence rate is fast even though a simple sub-optimal contextual classifier is used. This is significant because the classifier ICM has a reputation of slow convergence when it is used alone [11] .
Overall, the proposed procedure is conceptually simple, easy to implement, fast to run, and has high performance. Here, the very simple and efficient sub-optimal contextual classifier, ICM, is integrated with the simple ML classifier. The high performance is achieved because these techniques are combined in a constructive way so that their individual shortcomings can be reduced and their advantages can be amplified.
It is specifically advantageous when the pixels have strong local (short distance) statistics independence.
As with the adaptive ML classifier developed in [1] , the adaptive Bayesian contextual classification procedure provides a means to mitigate the limitations imposed by the Hughes effect [13] (small training sample problem). In addition, it offers a robust classification procedure that can significantly reduce the analyst s effort in terms of the quantity and quality of training samples selected. This is important because training samples are generally expensive or tedious to obtain. Also, this means the dependence on the skill level of the analyst may be greatly reduced.
2/17/03 Fig. 6 Original image and the thematic maps of the segmented images during the first cycle with β=32
• Regions highlighted by the rectangles: speckle errors here may be due to confusions between classes generated by the ML classifier, but most of them are corrected by the MAP and the Postprocessing classifiers.
• Regions highlighted by the hexagons: partial details achieved by the ML classifier, but then lost by the MAP and the Postprocessing classifiers, and the Postprocessing classifier causes even more loss than the MAP classifier • Regions highlighted by the ovals: classification errors here may be due to bad estimation of statistics with limited training samples that occurs in the ML classifier, and could not be corrected by the MAP or the Postprocessing classifiers and some areas even made it worse. 
