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Abstract
We present a baseline stochastic framework for assessing inter-sectorial relationships in
a generic economy. We show that - irrespective of the specific features of the technology
matrix for a given country or a particular year - the Leontief multipliers (and any up-
streamness/downstreamness indicator computed from the Leontief inverse matrix) follow
a universal pattern, which we characterize analytically. We formulate a universal bench-
mark to assess the structural inter-dependence of sectors in a generic economy. Several
empirical results on World Input-Output Database (WIOD, 2013 Release) are presented
that corroborate our findings.
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1 Introduction
The introduction of Input-Output (I-O) analysis as a fundamental tool to analyze the inter-
relationship between economic sectors of a country was pioneered by W. Leontief, who proposed
the construction of the first I/O tables for the United States for the years 1919 and 1929 [1, 2].
An I/O table summarizes how the products (outputs) of a given industry or economic sector
are used as input to other industries or sectors within the same, or different, economies (for
instance, in the case of Import/Export exchanges with other countries).
Consider for instance a toy example, reported in Table 1, where we focus only on two sectors
of an economy: the crude oil sector (sector 1) and the oil refining sector (sector 2). Sector 1
produces crude petroleum, while sector 2 produces refined petroleum and related products.
Sector 1 Sector 2
Sector 1 2,000 56,000
Sector 2 0 7,000
Total Output 50,000 200,000
Table 1: Total output and interrelations of a two-sector economy comprising the crude oil (sector
1) and oil refining industries (sector 2).
Table 1 reads as follows: 2,000 units of crude oil were used in the production of crude oil.
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56,000 units of crude oil were used in the production of refined oil. 0 units of refined oil were
used in the production of crude oil. 7,000 units of refined oil were used in the production of
refined oil. The total output represents the total amount of units produced by each sector over
a given timeframe.
A basic input-output coefficient matrix A˜ can be constructed by dividing each entry by the
total output of the sector, to find out how much is needed to produce one unit of product:
A˜ =
0.04 0.28
0 0.035
 , (1)
where the entry a˜ij represents the number of units of product i necessary to produce one unit
of product j.
The matrix A˜ is useful to answer questions such as: suppose there is an external demand
for d1 units of crude oil, and d2 units of refined product. How much must be produced by each
sector to meet the demand? Naively, one would be tempted to simply answer that d1 units
are needed from sector 1, and d2 units from sector 2. This would not be the correct answer,
though, because it ignores that some of the output of each sector is not directly used to meet
the demand, but is consumed by other sectors (or by the sector itself) to function.
To meet an external demand d = (d1, d2)
T , the economy must produce x = (x1, x2)
T units
of product, which satisfies the following matrix-vector equation [3]:
x = A˜x+ d , (2)
where x is the total output, A˜x is the so-called intermediate demand or the flows of products
created and consumed in the production process of the final output, and d is the external
demand. The solution of this linear system of equations - generalized to an economy with N
sectors - is written in the form
x = (IN − A˜)−1d , (3)
3
and provides the output of each industry that is needed to satisfy the net external demand [3].
Here, IN is the N × N identity matrix, and the matrix (IN − A˜)−1 is called Leontief inverse
of A˜. By construction, the entries a˜ij are non-negative, and the sum of each column is smaller
than (or equal to) 1, implying that A˜ is column-substochastic [4].
The estimation of Leontief inverse and related indicators will constitute the main focus of
this paper.
1.1 The Leontief Inverse and related indicators
The interpretation of the Leontief inverse matrix (IN − A˜)−1 is quite appealing. Let us consider
an exogenous shock, for instance an increase in the net final demand. By formally expanding
the Leontief inverse matrix as a power series
(IN − A˜)−1 = IN + A˜+ A˜2 + A˜3 + . . . (4)
we find that it encodes an (infinite) sum of contributions. The first contribution - once inserted
back into Eq. (3) - accounts for the direct increase in output of all sectors that is necessary to
meet the increase in final demand. The second contribution accounts for the increase in output
that is needed to meet the increment in input required by all sectors to meet the increase in
final demand. This chain of k-th order effects is encoded in the k-th term of the expansion, and
unravels the technological interdependence of the productive system within an economy.
So far, the discussion has focused on the flow of products from a sector i to a sector j.
However, it is often more convenient to track the flow of money (in the opposite direction)
instead. For instance, the quantities of goods could be expressed in inconsistent units, whereas
money transfer could be standardized using a single currency (e.g. US Dollars).
If we denote by Xij the flow of goods from i to j (e.g. X12 = 56, 000 units in Table 1), and
Mij the flow of money from j to i, then we have Mij = Xijpi, where pi is the price of good
i. In the following we will describe an open economy in terms of the N × N matrix A with
entries aij =
Mij∑N+1
k=1 Mik
, where the k = (N + 1) accounts for external demand. This matrix is
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row-substochastic, as
∑
j aij ≤ 1 for all i, and aij represents the share of of j’s output that is
purchased by i [5].
No matter whether the “goods” or the “money” viewpoint is adopted, the essential ingredient
for any inter-sectorial analysis is the Leontief inverse matrix, and simple indicators that can be
derived from it. A prominent role is played by so-called Leontief multipliers L = (L1, . . . ,LN)
[2], which may be simply defined as the solutions of the linear system (following the “goods”
viewpoint)
L = (IN − A˜T )−11 , (5)
similar to (3) but corresponding to unit final demand, d = 1.
A different but related incarnation of the Leontief multipliers provides a measure of so called
“upstreamness” (or “downstreamness”) of an industry, or sector, namely their relative position
in the value production chain. Antra`s et al. [6] considered a closed economy of N industries
with value of gross output indicated with Yi and the final demand Fi, whereby similarly to Eq.
(2)
Yi = Fi + Zi = Fi +
N∑
j=1
dijYj , (6)
with Zi =
∑N
j=1 dijYj corresponding to the output of industry i used as intermediate input to
other industries (intermediate demand). In the notation of [6], the {dij} correspond to the entries
of the technology matrix A˜. They therefore proposed the following measure of upstreamness of
the i-th industry:
U1i =
Fi
Yi
+ 2
∑N
i=1 dijFi
Yi
+ 3
∑N
i=1
∑N
k=1 dijdkjFiFk
Yi
+ · · · = [IN −D]
−2F
Yi
. (7)
The terms of the sum that are further upstream in the value chain have larger weight. By
construction U1i ∈ [0, 1] and is precisely equal to 1 if no output of industry i is used as input to
other industries and is only used to satisfy the final demand.
Antra`s et al. [5] later established an equivalence between their upstreamness measure and a
measure – defined in a recursive fashion – of the “distance” of an industry from the final demand
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proposed independently by Fally et al. [7]. Fally’s upstreamnsess U2 is defined as follows:
U2i = 1 +
N∑
j=1
dijYj
Yi
U2j , (8)
or equivalently
U2 = [IN −∆]−11 , (9)
with ∆ij =
dijYj
Yi
. This measure can be interpreted as the increase in total output of all industries
following a unitary increase in final demand. A comparison of Eq. (9) and (5) clearly shows how
closely related the two indicators are. In [8] an application of those measures for the analysis of
empirical data on global value chains is presented.
One of the main practical challenges of the input-output analysis lies in the accurate and
reliable compilation of inter-sectorial input-output tables, from which the technology matrices
and output multipliers can be derived, and there is a large body of literature invested in this
problem (see Sec. 1.2). Our contribution in this paper is to show that such output multipliers
(or up/down-streamness indicators) for open economies can be inferred with high accuracy from
very limited information about the corresponding technology matrix (which is sub-stochastic).
Our Theorem 1 below provides a robust “shortcut” to determine the most likely value of an
output multiplier of the form (5) or (9) based on the knowledge of the row (or column) sums of
the corresponding technology matrix.
1.2 Related literature
There is a vast literature concerning input-output models. One strand focuses on the accuracy
of the empirical input-output matrix denoted by Aemp with respect to the true matrix Atrue.
The main question is about how errors and imprecisions occurring in the compilation of the
Input/Output tables propagate and affect measurements and predictions based on nonlinear
functions of Aemp = Atrue + H (for instance, the Leontief Inverse (IN − Aemp)−1), where H
encodes the stochastic sources of error. Compiling the entries of the matrix Aemp is subject
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to many issues, for instance the difficulty in sampling and surveying firms and flows of goods
with great accuracy [9,10]. This has provided the motivation to study stochastic models for the
input-output analysis.
Evans [11] and Quandt [12] are among the first to look at this problem by constructing
random models. Evans [11] assumed that the error matrix H had only one non-zero row and
that the errors could be propagated on a row-by-row basis. Quandt [12] assumed that the errors
Hij on the matrix elements are independent and normally distributed with mean zero, solved the
error propagation problem for a small-size system (e.g. 2 × 2), and determined the confidence
intervals on the expected Leontief Inverse. Later, Simonovits [13] deduced the fundamental
inequality 〈(IN − Aemp)−1〉H ≥ (IN − 〈Aemp〉H)−1, where the average is taken with respect
to independent matrix elements of H. This inequality circumvents the problem of inverting
the matrix IN − Aemp, which has so far been one of the major and long-standing theoretical
challenges.
One of the first comprehensive theoretical studies of stochastic input-output model is due
to West [14]. His starting point is a random matrix H, of which the expected value and the
standard error of all the elements are known, with the aim to provide approximating formulas
for the expected value and the standard errors of the Leontief Inverse in terms of these known
quantities. Some of the assumptions (for instance, that the errors Hij be independent and
normally distributed) are however not realistic or plainly incompatible with the sub-stochasticity
constraint, and only lead to a closed-form solution for the mean and variances of the deviations
from the “true” matrix under very restrictive choices for the variances of the errors in H.
More recently, this approach has been re-evaluated by Kogelschatz [15] - who assumed that
the aij are Beta-distributed and derived estimates for the elements of the Leontief Inverse - and
Kozicka [16] - who postulated more realistic distribution for the matrix entries, but provided
explicit formulae only for small-size systems.
Within the empirical literature, a number of studies have been also undertaken to char-
acterize the regional inter-sectorial dependence of industries and to discuss the challenges of
reconstructing regional data from national accounts and surveys [17].
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Given the practical difficulties associated with compiling input-output tables especially at
the regional level, earlier scholars devised “shortcut” methods to estimate the Leontief multipli-
ers from incomplete or unreliable information, or even foregoing I-O tables altogether. Katz and
Burford [18, 19] derived a formula for output multipliers under the assumption that the tech-
nology matrix is uniformly drawn from the set of sub-stochastic matrices (i.e. it corresponds to
the “hard-constrained” model, see Eq. (64) below), and under the rather questionable technical
condition that the covariance between the entries of the technology matrix and the output mul-
tipliers be null. Their formula can be retrieved a special case of our Theorem 1 below. Their
work hinges on an earlier formula empirically derived by Drake [20]. The general approach based
on finding “shortcuts” and foregoing a painstaking compilation of I-O tables was criticized on
both technical and conceptual grounds [21–24] before this line of investigation was dropped and
even ignored altogether in the subsequent related literature.
The technology matrix, Leontief inverse and the associated indicators have also been looked
at through the prism of complexity and network science. Cerina et al. [25] analyzed the properties
of the (global and regional) network of industries in different economies reconstructing the
monetary goods flows (edges) using the technology matrix. McNerney et al. [26] used average
national output multipliers to predict future economic growth and price changes. In [27], a model
for the propagation and amplification of idiosyncratic shocks along the input-output network
is provided. In [28], a network analysis of the World Input-Output Data set is undertaken to
analyze the temporal interdependence between countries and industrial sectors.
In recent years the interest in input-output models has grown steadily [29], also in view of a
rather compelling connection to models of complexity and networks [28,30]. Moreover, many of
these ideas can in principle be extended to more general sector-product spaces which saw many
uses for the study of the connection between complexity measure, productivity of economic
growth [31–34].
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2 Theoretical framework
Without loss of generality, we consider an ensemble of N ×N row-substochastic matrices that
we generically call A, and we define the quantities
L(d) = (IN − AT )−11 , (10)
L(u) = (IN − A)−11 , (11)
where 1 denotes the column vector of ones, and IN is the identity matrix of size N . Depending
on the context and conventions, the above formulae may represent the “upstreamness” and
“downstreamness” coefficients (or more generally the Leontief coefficients) of the economy whose
technology matrix is represented by A. Extensions of the theory to non-unitary demand vectors
(d in lieu of 1) are straightforward.
Each instance of matrices A in the ensemble needs not be symmetric, has real and positive
elements, and is row sub-stochastic, i.e.
∑
j aij ≤ 1 for all i = 1, . . . , N (see [35] and [2]). Under
this assumption, the L
(d,u)
i are positive and larger than 1 [35].
We are now ready to state our main universality theorem.
Theorem 1 Let A = (aij) be a random N × N matrix, characterized by the joint probability
density function of the entries PA(a11, . . . , aNN). Let aij ≥ 0, and 〈
∑N
j=1 aij〉A = zi ≤ 1, with∑N
i=1 zi < N and 〈(·)〉A defined as
〈(·)〉A =
∫
da11 · · · daNNPA(a11, . . . , aNN)(·) . (12)
Moreover, let the entries aij be such that
lim
N→∞
N〈aij〉A = cij > 0, ∀i, j (13)
where cij are constants.
Let L(d) = (IN − AT )−11 and L(u) = (IN − A)−11 be the vectors of “downstreamness” and
9
“upstreamness” Leontief multipliers, respectively.
Then
〈L(d)` 〉A = 1 +
z¯
1− z¯ + O
(
1
N2
)
∀` = 1, . . . , N
〈L(u)` 〉A = 1 +
z`
1− z¯ + O
(
1
N2
)
∀` = 1, . . . , N
(14a)
(14b)
where z¯ = (1/N)
∑N
i=1 zi and the results above hold irrespective of the precise form of PA.
Let us stress the fact that equations (14a) and (14b) are correct at order O( 1
N
). The result
below easily follows.
Corollary 1.1 Under the assumptions of the Theorem, it holds that
lim
N→∞
〈 1
N
N∑
k=1
L
(d)
k
〉
A
= lim
N→∞
〈 1
N
N∑
k=1
L
(u)
k
〉
A
= 1 +
z¯
1− z¯ . (15)
The theorem above establishes a formula for the average Leontief coefficients of row-substochastic
matrices that solely depends on the average sums of each row, but is otherwise completely
universal.
Given a single instance of an input-output matrix A, Theorem 1 provides a typically excellent
approximation for the `-th Leontief coefficient corresponding to a given economic sector if the
total intermediate demand is known, not only without the need of any matrix inversion, but
bypassing the need to construct the full input-output matrix A altogether.
Note also that standard assumptions (however unrealistic) adopted in virtually every paper
on stochastic input-output models about the nature of the entries of A (e.g. i.i.d. Gaussian
or Beta distributed variables [14, 15] or the correlation pattern of the entries of A [18]) to
simplify the analytical treatment do not play any role in our framework, which is able to handle
effortlessly a much wider and more realistic class of both random and empirical models.
We will indeed show in Section 3 how well our formulae perform on empirical input-output
matrices taken from the 2013 release of the WIOT dataset (see Appendix D for a description of
the dataset) [36].
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Before proving the theorem, we can show that it is perfectly compatible with simpler, single-
instance cases:
1. 2× 2 matrix A. Take a 2× 2 matrix A as follows
A =
z1/2 z1/2
z2/2 z2/2
 . (16)
The explicit matrix inversion yields
L
(d)
1 = L
(d)
2 = 1 +
z1+z2
2
1− z1+z2
2
L
(u)
1 = 1 +
z1
1− z1+z2
2
L
(u)
2 = 1 +
z2
1− z1+z2
2
, (17)
which is once again compatible with our theorem with no 1/N2 corrections.
2. Matrix A with constant columns . More generally, take now a N ×N matrix A as follows
A =

z1/N · · · z1/N
z2/N · · · z2/N
...
. . .
...
zN/N · · · zN/N

, (18)
whose i-th row sums up exactly to zi. The matrix inversion of (IN − A)−1 (and similarly
for AT ) can be performed easily with the help of the Sherman-Morrison formula [37] upon
noticing that A is a rank-1 matrix that can be written as A = u1v
T
1 , where u1 and v1 are
column vectors defined as follows
u1 = (z1, . . . , zN)
T (19)
v1 = (1/N, . . . , 1/N)
T . (20)
Hence
(IN − u1vT1 )−1 = IN +
A
1− 1
N
∑N
i=1 zi
. (21)
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Multiplying (21) to the right by 1 yields the “upstreamness” coefficient
L
(u)
` = 1 +
z`
1− z¯ , (22)
which is in perfect agreement with the leading order statement of our theorem. The same
holds for the “downstreamness” coefficient
L
(d)
` = 1 +
z¯
1− z¯ , (23)
which also follows by noticing that 1 is the right-eigenvector of (IN −AT )−1 corresponding
to the dominant eigenvalue λ = 1 + z¯
1−z¯ (all the other N − 1 eigenvalues being equal to 1).
The last example actually offers an interesting and friendly take on the meaning of the theorem:
irrespective of the precise stochastic nature of the entries of A – as long as they are not too
“sparse” (see Eq. (13)) – the leading order Leontief coefficients are identical to those that would
be obtained by replacing each entry aij with its (deterministic) “centred” value (1/N)
∑
j aij ≡
zi/N , i.e. by “flattening” the sectorial fluctuations and considering only the baseline trend
encoded in the row sums zi.
In the light of this interpretation, any deviation of the “observed” Leontief coefficient - for
example, from empirical data (see Sec. 3) - from the leading-order estimate provided by our
theorem can then be straightforwardly attributed to “heterogeneity” among sectors for a given
country/year, whereby one (or more) entries aij are significantly different from the baseline
predicted on the basis of the row that entry belongs to. We test this intuition in Section 3 with
rather compelling results.
Corrections and improvements to the formulae are possible along different lines. In Appendix
C we analyze leading order corrections for matrices with heterogeneous entries aij. In particular,
we assume that one column of the matrix A in (18) is “overexpressed” with respect to the baseline
values (while the others are “underexpressed” accordingly, to preserve the row-sum constraints).
In Appendix B we also considered second order corrections (of O(1/N2)) to Eq. (14a)-(14b),
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which are non-universal but can be computed explicitly within our formalism for several cases
of interest.
2.1 Proof of the main theorem
Let us consider the following quantity
L
(d)
` =
N∑
k=1
[G(1)]`,k , (24)
where
G(φ) = (φIN − AT )−1 (25)
is the resolvent matrix (or Leontief inverse if φ = 1) of AT . Eq. (24) precisely reproduces the
“downstreamness” coefficient (the proof for the “upstreamness” coefficient is analogous).
Resorting to the so-called Hermitisation method [38], we define the following 2N × 2N sym-
metric matrix
B(η, φ) =
 −iηIN φIN − A
φIN − AT −iηIN
 , (26)
where i is the imaginary unit. We, then, compute the inverse of the block matrix B(η, φ) that
reads
B
−1
(η, φ) =

(
−iηIN + 1iη (φIN − A)
(
φIN − AT
))−1 1
iη
(−iηIN + 1iη (φIN − A)(φIN − AT ))−1(φIN − A)
1
iη
(φIN − AT )(−iηIN + 1iη (φIN − A)(φIN − AT ))−1 − 1iη IN − 1η2 (φIN − A
T )(−iηIN + 1iη (φIN − A)(φIN − AT ))−1(zIN − A)
 .
(27)
By noticing that in the limit η → 0 the upper-right block of B−1 becomes precisely equal to
G(φ) = (φIN − AT )−1, we can rewrite Eq. (24) as
L
(d)
` = limη→0
2N∑
k=N+1
[B−1(η, 1)]`,k ` = 1, . . . , N . (28)
Similarly, the lower left block of B−1 will reduce to (φIN −A)−1 in the limit η → 0, which would
allow us to reconstruct the “upstreamness” coefficient instead.
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Moreover, given a (complex) symmetric matrix M of size N × N , with purely imaginary
diagonal elements Mii = −imii, with mii > 0, the following formula holds
[M−1]ab = i
∫
dx xaxb exp
[
− i
2
∑N
i,j xiMijxj
]
∫
dx exp
[
− i
2
∑N
i,j xiMijxj
] , (29)
where x denotes a N -dimensional vector, and the integrals run over RN [39].
Applying this formula to the 2N × 2N matrix B(η, φ), and inserting it in Eq. (28), we get
the fundamental representation of the `-th “downstreamness” coefficient as
L
(d)
` = i limη→0
lim
φ→1
∫
dxdy x`
(∑N
m=1 ym
)
exp
[
−η
2
∑N
i=1(x
2
i + y
2
i )− iφ
∑N
i=1 xiyi + i
∑N
i,j xiaijyj
]
∫
dxdy exp
[
−η
2
∑N
i=1(x
2
i + y
2
i )− iφ
∑N
i=1 xiyi + i
∑N
i,j xiaijyj
] .
(30)
By introducing the auxiliary variables ω and ξ in the exponent and taking partial derivatives,
we can rewrite the expression for L
(d)
` as follows
L
(d)
` = −i limη→0 limω,ξ→0 limφ→1
Z1(ω, ξ, A)
Z(ω, ξ, A)
, (31)
where
Z1(ω, ξ, A) =
N∑
m=1
∂ω`∂ξm
∫
dxdy exp
[
−η
2
N∑
i=1
(x2i + y
2
i )− iφ
N∑
i=1
xiyi
+i
N∑
i=1
ωixi + i
N∑
i=1
ξiyi + i
N∑
i,j=1
xiaijyj
]
(32)
Z(ω, ξ, A) =
∫
dxdy exp
[
−η
2
N∑
i=1
(x2i + y
2
i )− iφ
N∑
i=1
xiyi + i
N∑
i,j
xiaijyj
]
. (33)
Note that the entries aij of A, which will be considered as random variables in the following,
appear both in the numerator and in the denominator of Eq. (31). This is the major technical
hurdle that has so far prevented any major analytical progress in all earlier studies on stochastic
input-output models, since the celebrated work by West in 1986 [14].
We have managed to overcome this fundamental challenge by resorting to the so-called replica
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method [40], introduced and popularized in the physics of disordered systems since the 70s. The
method is based on the formal identity [41,42]
Z1
Z
= lim
n→0
Z1Z
n−1 , (34)
where the variable n is initially promoted to an integer, and then analytically continued in
the vicinity of n ≈ 0. Taking n − 1 “replicas” of the integral in the denominator (indexed by
a = 1, . . . , n) is tantamount to replicating the number of integration variables.
Using the replica method to get rid of the denominator, we can write
L
(d)
` = −i limn→0 limη→0 limω,ξ→0 limφ→1
N∑
m=1
∂ω`∂ξm
∫ n∏
a=1
dxadya exp
[
−η
2
N∑
i=1
n∑
a=1
(x2ia + y
2
ia)− iφ
∑
i,a
xiayia
+i
N∑
i=1
ωixi1 + i
N∑
i=1
ξiyi1 + i
N∑
i,j
n∑
a=1
xiaaijyja
]
. (35)
The formula in Eq. (35) is the main technical progress that we have managed to achieve.
The advantage over the “denominator” formula (31) is that the entries of the matrix A no
longer appear in the denominator, paving the way to outmaneuvering the infamous denominator
problem altogether.
We can now assume that the matrix A is drawn from an ensemble of row-substochastic
random matrices, as per the hypothesis of the theorem, and compute the average value of the
“downstreamness” coefficient over the ensemble as
〈L(d)` 〉A = −i limn→0 limη→0 limω,ξ→0 limφ→1
N∑
m=1
∂ω`∂ξm
∫ n∏
a=1
dxadya exp
[
−η
2
N∑
i=1
n∑
a=1
(x2ia + y
2
ia)− iφ
∑
i,a
xiayia
+i
N∑
i=1
ωixi1 + i
N∑
i=1
ξiyi1
]
Φ({xa}, {ya}) , (36)
where
Φ({xa}, {ya}) =
〈
ei
∑N
i,j
∑n
a=1 xiaaijyja
〉
A
(37)
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is the joint cumulant generating function of the entries of the matrix A, and
〈(·)〉A =
∫
da11 · · · daNNPA(a11, . . . , aNN)(·) , (38)
where PA is the joint probability density function of the entries of A.
We first prove that
log Φ({xa}, {ya}) = i
N
∑
i,j
ziφij + o
(
1
N2γ+1
)
(39)
for large N , with Φ({xa}, {ya}) defined in Eq. (37), and φij = 1N2γ
∑n
a=1 xiayja, with γ > 0.
We use the little-o notation indicating that fN = o(gN) if limN→∞ fN/gN = 0. The asymptotic
estimate in Eq. (39), which does not depend on any feature of the matrix A apart from the
average value of its row sums, is the key to establishing the universality of our results to leading
order.
The proof of this estimate works because the term
∑
a xiayja can be made as “small” as
needed by suitably rescaling the integration variables xia and yja as xia → xia/Nγ and yia →
yia/N
γ. Once this rescaling is done in the integral (36), we can write
log Φ = log〈ei
∑
i,j aijφij〉A = log〈e iN
∑
i,j τijφij〉τ , (40)
where one can further rescale aij = τij/N – with τij ∼ O(1) – as the condition (13) implies that
typically aij ∼ O(1/N). Expanding for large N
log Φ ∼ log
(
1 +
i
N
∑
i,j
〈τij〉τφij + o
(
1
N2γ+1
))
. (41)
Now, the proof of universality is almost complete, because from the hypothesis 〈∑j aij〉A =
zi ⇒ (1/N)
∑
j〈τij〉τ = zi, one deduces that - to leading order in N - 〈τij〉 ∼ zi, irrespective of
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the specific distribution of the entries of A. So, expanding the logarithm
log Φ ∼ i
N
∑
i,j
ziφij + o
(
1
N2γ+1
)
. (42)
Replacing now Φ with its leading term exp
(
i
N
∑
i,j ziφij
)
in Eq. (36), and rescaling the
integration variables back, we have to evaluate (to leading order in N)
〈L(d)` 〉A = −i limn→0 limη→0 limω,ξ→0 limφ→1
N∑
m=1
∂ω`∂ξm
∫ n∏
a=1
dxadya exp
[
−η
2
N∑
i=1
n∑
a=1
(x2ia + y
2
ia)
−iφ
N∑
i=1
n∑
a=1
xiayia + i
N∑
i=1
ωixi1 + i
N∑
i=1
ξiyi1 +
i
N
N∑
i,j=1
n∑
a=1
zixiayja
]
. (43)
The 2Nn-fold integral in Eq. (43) is of the type
∫
dv e−
1
2
vTMv+bTv =
√
(2pi)2Nn
detM
e
1
2
bTM−1b , (44)
where
v = (x11, x21, . . . , xN1, y11, y21, . . . , yN1, . . . , x1n, x2n, . . . , xNn, y1n, y2n, . . . , yNn)
T (45)
b = (iω1, . . . iωN , iξ1, . . . iξN , 0, . . . , 0)
T (46)
are column vectors of size 2Nn and (·)T denotes taking the transpose.
The matrix M has a block-diagonal structure
M =

M1 0 0 0. . . 0
0 M1 0 0. . . 0
...
...
. . .
...
...
...
0 0 0 0 0 M1

(47)
where the n blocks M1 of size 2N × 2N on the diagonal are all equal to
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M1 =
 ηIN C(z)
CT (z) ηIN
 , (48)
with
C(z) =

iφ− i
N
z1 − iN z1 . . . − iN z1
− i
N
z2 iφ− iN z2 . . . − iN z2
...
...
. . .
...
− i
N
zN . . . − iN zN iφ− iN zN

= iφIN − i
N

z1 . . . z1
z2 . . . z2
...
. . .
...
zN . . . zN

. (49)
Combining (43) and (44), and using the structure of the vector b in (46), we have
〈L(d)` 〉A = −i limn→0 limη→0 limω,ξ→0 limφ→1
N∑
m=1
∂ω`∂ξm
√
(2pi)2Nn
detM
e−
1
2
bTM−11 b =
= −i lim
ω,ξ→0
lim
φ→1
N∑
m=1
∂ω`∂ξme
− 1
2
bTM−11 b , (50)
where
b = (ω1, . . . , ωN , ξ1, . . . , ξN)
T , (51)
and in the last step we have used that detM = (detM1)
n and limn→0 qn = 1, with q =√
(2pi)2N/ detM1. The analytical continuation to the vicinity of n ≈ 0 does not present any
problem, as the expression for qn is fully explicitly and analytic in the vicinity of n ≈ 0.
Computing the exponent explicitly, we get after some algebra
lim
ω,ξ→0
∂ω`∂ξme
− 1
2
bTM−11 b = −1
2
[(UR(z))`m + (LL(z))m`] , (52)
where UR(z) and LL(z) are the upper-right and lower-left N × N blocks of the matrix M−11 ,
respectively.
Using the matrix block-inversion formula, it is easy to see that - in the limit η → 0 -
UR(z) = [CT (z)]−1 and LL(z) = [C(z)]−1.
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Eventually we get to the remarkably simple formula (to leading order in N)
〈L(d)` 〉A = i
N∑
m=1
[C−1(z)]m` , (53)
where the limit φ → 1 is understood at the end. To compute the “upstreamness” coefficient
〈L(u)` 〉A instead, all we need is to replace [C−1(z)]m` with [C−1(z)]`m in Eq. (53) instead.
The leading order term of the average can therefore be computed exactly provided that the
matrix C(z) in (49) can be inverted. This is achieved by noticing that C(z) can be written as
the rank-1 perturbation
C(z) = iφIN + uvT , (54)
with
u = (z1, z2, · · · , zN)T (55)
v =
(
− i
N
, . . . ,− i
N
)T
. (56)
Therefore, the matrix inversion can be performed exactly with the help of the Sherman-
Morrison formula [37]
C−1(z) =
1
iφ
IN −
(
1
iφ
)2
uvT
1 + 1
iφ
vTu
, (57)
leading, after simple algebra, to
[C−1(z)]jk = − i
φ
δjk − 1
1− 1
φ
1
N
∑N
i=1 zi
i
Nφ2
zj . (58)
Inserting Eq. (58) into (53) and setting φ = 1 leads to the formula
〈L(d)` 〉A = 1 +
z¯
1− z¯ , ` = 1, . . . , N , (59)
where z¯ = (1/N)
∑N
i=1 zi.
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Therefore, for the “downstreamness” model L(d) = (IN − AT )−11, the average Leontief
multipliers (to leading order in N) are “flat” (i.e. there is no sector-dependence). A similar
calculation - isolating the lower-left block of the matrix B−1(η, 1) in Eq. (27) - shows instead
that for the “upstreamness” model L(u) = (IN −A)−11, the final formula to leading order reads
〈L(u)` 〉A = 1 +
z`
1− z¯ , ` = 1, . . . , N . (60)
To conclude the proof, it is necessary to estimate the error term. Another benefit of this
analytical approach is that corrections to the leading order can be obtained in a systematic
way, as we show (for the second-order correction) in Appendix B. Numerical tests on randomly
generated synthetic data are provided in Appendix A. 
3 Empirical Results
In this section, we compare our analytical formulae for downstreamness and upstreamness (Eq.
(14a) and (14b) respectively) with the measures obtained via direct inversion of the empirical
technology matrix. In particular, we have built the empirical technology matrix using the 2013
release of the National Input-Output tables by the World Input-Output Database (WIOD) [36].
The dataset comprises 39 countries, whose economies are made up of 35 main industrial
sectors. The full list of countries and economic sectors is available in Appendix D. The data
spans over the years 1995 - 2011. Each country’s table is constructed according to the structure
schematically presented in Fig. 6. The main parts of the table include the intermediate demand,
representing the flow (in US million dollars) between the 35 economic sectors, and the external
demand, composed of six sub-sectors (final consumption by households, final consumption by
non-profits, final consumption by government, gross fixed capital, changes in inventories and
valuables and exports). For our analysis we consider an open Leontief model for each country in
the dataset (see Appendix D). The technology matrix is constructed from the input-output table
as usual, by first normalizing by the total output and considering the columns corresponding to
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the “intermediate demand” or money flow between the sectors (see Fig. 6 and Appendix D).
Figure 1: Empirical mean “upstreamness” coefficients for 39 countries (averaged over 35 sectors),
compared with the theoretical prediction of our model. Each point represents a country in a
given year from the WIOD dataset (Release 2013). The red dashed line represents the prediction
of the model. The shaded regions correspond to the first and second standard deviation for the
data, and the maximum deviation around the mean. The coloring of the points (dark blue to
light yellow) reflects the degree of “heterogeneity” of the data, measured as detailed in Appendix
E by a parameter ξ ∈ [0, 1]. Dark blue corresponds to a value of ξ ≈ 10−5 while light yellow
(the maximum deviation) is equivalent to a value to ξ ≈ .23.
In Fig. 1 we plot the empirical average of the upstreamness coefficient for 39 countries (listed
in Appendix D) for all years (1995-2011) versus the theoretical value in Eq. (15) (a constant
for each country and year). We see that the empirical data (663 data points - 39 countries
× 17 years) nicely collapse on top of the theoretical prediction. This implies that the average
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upstreamness coefficient for a country is determined with high accuracy by the knowledge of
a single parameter z¯, corresponding to the average total intermediate demand per unit output
(or one minus the average total external demand). There are occasional deviation, whose origin
can be traced back to a higher degree of heterogeneity in the technology matrix with respect
to the “flat” model in Eq. (18). This deviation can be quantified using the procedure detailed
in Appendix E as shown using the coloring of data points in Fig. 1: the lighter the point, the
more heterogeneous the matrix is.
The agreement between the empirical and the theoretical model is evident not only at the
level of averaged sectorial activity (per country), but also at the level individual sectors as shown
in Fig. 2.
There we plot the upstreamness measure of single sectors of the economy of all countries for
all years (1995-2011) compared with the theoretical measure L
(u)
i in Eq. (14b). We observe that
data display an obvious statistical regularity, which is well described by our theoretical model.
This is made all the more evident by suitably binning the empirical data.
Similar agreement between the data and the theoretical model is detected for the down-
streamness coefficient as reported in Fig. 3. The ratio between theoretical (see Eq. (14a)) and
empirical downstreamness coefficients appears reasonably flat across sectors once the data are
suitably binned across countries and years.
In order to further investigate the structure of the economies when compared with the
theoretical model, in Fig. 4 we plot the relative deviation of the empirical average upstreamness
coefficients from the theoretically predicted value, for two illustrative years (1995 and 2011). We
observe that some countries remain consistently “over-” or “under-” expressed across the years.
In a similar spirit in Fig. 5 we plot the absolute deviation from the theoretical model for all
sectors and countries for two representative years (1995, 2011). Once again, we find that certain
sectors have a tendency to be ‘over-” or “under-” expressed across countries with respect to the
theoretical benchmark.
At the current stage, it is premature to draw further conclusions about the structural eco-
nomic factors that may be involved in determining such effects. Nonetheless, we feel that further
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Figure 2: Plot of the upstreamness measure of single sectors of the economy of all countries in
the WIOD Dataset for all years (1995-2011) compared with the theoretical measure L
(u)
i (Eq.
(14b)). Green squares represent the binned values obtained by averaging all data points falling
within equally spaced intervals on the x-axis. More precisely, dividing the interval [1,3] into bins
of type Q∆x = [x, x + ∆] with ∆ = 0.5, the binned value is then associated with the mid-point
of the interval (x+ ∆/2).
economic investigations are warranted to connect such statistical regularities to the underlying
inter-sectorial activities.
4 Summary and Outlook
In this paper, we have presented a robust analytical framework to show that Leontief inverse
matrices - and multipliers derived from it - enjoy a high degree of universality. The precise
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details of how the elements of the technology matrix are distributed do not matter much, as
long as they do not deviate significantly from the “homogeneous” (flat) model described in Eq.
(18), and the total intermediate demand per sector (or the total external demand) is sufficient
to provide an accurate estimate of the sector’s multipliers.
Our universality theorem has been tested on National Input-Output tables obtained from
WIOD, showing an excellent correlation between the empirical multipliers and the theoretical
formulae (see Fig. 1, Fig. 2 and Fig. 3). Deviations from this remarkably robust statistical
regularity are readily attributed to heterogeneity in the sectorial data, as shown by the coloring
of the points in Fig. 1 (obtained from the procedure detailed in Appendix E). We have also
shown how systematic corrections to the “flat” (homogeneous) model can be constructed taking
some form of heterogeneity into account (see Appendix C), and also shown that the theoretical
framework based on the “replica method” is so powerful that it not only provides sufficient
support to the claim of universality to leading order, but can also be employed to compute
systematic (albeit non-universal) O(1/N2) corrections to the leading order result (see Appendix
B). The robust and reproducible pattern of output multipliers unveiled in this paper significantly
extends and corroborates a few sporadic and far-back in time attempts at finding “shortcuts”
through Input/Output analyses in cases where the technology matrix was unavailable, unreliable,
incomplete, or otherwise difficult to estimate from regional surveys [18–24]. It is expected that
this degree of universality – which only follows from (i) the sub-stochasticity of the matrix A,
(ii) the matrix-inversion operation (IN − A)−1, and (iii) the fact that A does not deviate too
much from the “flat” model in (18) – should be more generally detectable in the structure of
so called “trophic” levels in fields as diverse as ecology [43] and computer science [44], which
are mathematically described in a very similar way. This notion refers to the hierarchical
position an organism occupies in a food web, or a chemical compound in a sequence of reactions
characterized by creation and consumption. We will investigate these more general applications
in a forthcoming publication.
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Figure 3: Plot of the ratio between the empirical and theoretical downstreamness (Eq. (14a)).
For each sector (on the x-axis) black circles represent the ratio for all countries and all years.
Light green squares are the binned (averaged) values per sector. The red dashed line correspond
to the value predicted by the theory (L
(d),emp
i /L
(d),theo
i ≈ 1). The shaded green regions highlight
the data situated one or two standard deviations from the mean (green markers), as well as the
maximum deviation for each sector.
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Figure 4: Plot of the relative deviation of the empirical average “upstreamness” coefficient from
the theoretically predicted value for two illustrative years (1995 - top panel, 2011 - bottom
panel). We used the shorthand notation 〈L(u)〉 = ∑iL(u)i /N .
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Figure 5: Absolute deviation from the theoretical model for the upstreamness ∆Lu = L
(u),emp
i −
L
(u),theo
i for all sectors i (y-axis) and countries (x-axis) in the WIOD database (2013 release) for
two illustrative years (1995 - top panel, 2011 - bottom panel). Red cells have empirical values
higher than the theoretical ones, while green cells indicate the opposite.27
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A Numerical tests on randomly generated synthetic data
To test the validity of the main formulae (59) and (60), we focus on two models for the stochastic
ensemble of matrices A:
1. “Soft-constrained” model, where the entries aij are independent and uniformly drawn
between 0 and zi/N . The “sector”-variables z = (z1, . . . , zN) are themselves random
variables with support [0, 1].
More precisely, let
PA,z(a11, . . . , aNN , z1, . . . , zN) =
NN
2∏N
i=1 z
N
i
ρ(N)z (z1, . . . , zN)
N∏
i,j=1
χaij∈[0,zi/N ] (61)
be the joint probability density of the elements {aij} of A, and of the ’sectors’ variables
{zi}. The symbol χI = 1 if I is true, and 0 otherwise. The joint probability density
ρ
(N)
z (z1, . . . , zN) of the “sectors” variables is normalized as
∫
[0,1]N
dz1 · · · dzNρ(N)z (z1, . . . , zN) = 1 , (62)
which implies the normalization
∫
[0,1]N
dz1 · · · dzN
(
N∏
i,j=1
∫ zi/N
0
daij
)
PA,z(a11, . . . , aNN , z1, . . . , zN) = 1 . (63)
Note that - due to the interplay between stochasticity in the {aij} and in the upper ends of
their supports {zi} - the marginal density PA(a11, . . . , aNN) of the matrix elements alone
- obtained integrating out the {zi} - no longer factorizes in general (unless the zi are
themselves independent). Therefore, this soft-constrained model already allows for a non-
trivial level of built-in correlation structure between technologies that emerges naturally
once the sector variables {zi} are integrated out.
2. “Hard-constrained” model, where each row i of the matrix A is uniformly sampled from
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L(d) num L(d) theo L(u) num L(u) theo
1.333 8 1.333 3 1.066 5 1.066 7
1.332 3 1.333 3 1.094 9 1.094 7
1.334 0 1.333 3 1.122 7 1.122 8
1.333 8 1.333 3 1.150 8 1.150 9
1.332 8 1.333 3 1.179 3 1.178 9
1.332 4 1.333 3 1.207 7 1.207 0
1.332 5 1.333 3 1.234 2 1.235 1
1.332 5 1.333 3 1.264 2 1.263 2
1.332 6 1.333 3 1.290 8 1.291 2
1.334 3 1.333 3 1.320 5 1.319 3
1.334 5 1.333 3 1.349 0 1.347 4
1.333 3 1.333 3 1.375 7 1.375 4
1.333 8 1.333 3 1.403 2 1.403 5
1.334 0 1.333 3 1.432 1 1.431 6
1.334 0 1.333 3 1.459 9 1.459 6
1.334 7 1.333 3 1.487 4 1.487 7
1.334 1 1.333 3 1.517 1 1.515 8
1.334 8 1.333 3 1.543 8 1.543 9
1.334 6 1.333 3 1.572 4 1.571 9
1.333 0 1.333 3 1.599 5 1.600 0
Table 2: Numerical simulations of the soft-constrained model for N = 20. Each column reports
the 20 Leontief coefficients for the “downstreamness” model (first two columns) and the “up-
streamness” model (last two columns). The numerical simulations with z a vector of equally
spaced values between 0.1 and 0.9 and averaged over 5000 realizations of the matrix A are
compared with the formulae (59) and (60) with an agreement to the second decimal digit.
the simplex satisfying the hard constraint
∑
j aij = zi.
More precisely, the joint probability density of entries of A and sector variables z reads
PA,z(a11, . . . , aNN , z1, . . . , zN) = KN(z)ρ
(N)
z (z1, . . . , zN)
N∏
i=1
δ
(
1
N
N∑
j=1
aij − zi
)
, (64)
where the normalization constant reads
KN(z) =
[Γ(N)]N∏
i z
N−1
i
. (65)
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L(d) num L(d) theo L(u) num L(u) theo
1.997 6 2.000 0 1.199 7 1.200 0
2.000 1 2.000 0 1.284 4 1.284 2
2.004 2 2.000 0 1.368 4 1.368 4
2.000 3 2.000 0 1.452 4 1.452 6
1.991 5 2.000 0 1.537 1 1.536 8
1.998 5 2.000 0 1.620 9 1.621 1
1.996 0 2.000 0 1.704 5 1.705 3
2.004 8 2.000 0 1.789 9 1.789 5
2.005 7 2.000 0 1.872 9 1.873 7
2.003 9 2.000 0 1.958 1 1.957 9
1.997 7 2.000 0 2.043 0 2.042 1
2.002 7 2.000 0 2.126 6 2.126 3
1.998 9 2.000 0 2.208 8 2.210 5
1.996 9 2.000 0 2.297 1 2.294 7
2.001 1 2.000 0 2.379 6 2.378 9
2.000 7 2.000 0 2.464 3 2.463 2
1.997 6 2.000 0 2.548 2 2.547 4
2.008 8 2.000 0 2.633 0 2.631 6
1.999 9 2.000 0 2.716 4 2.715 8
2.001 0 2.000 0 2.802 5 2.800 0
Table 3: Numerical simulations of the hard-constrained model for N = 20. Each column
reports the 20 Leontief coefficients for the “downstreamness” model (first two columns) and
the “upstreamness” model (last two columns). The numerical simulations with z a vector of
equally spaced values between 0.1 and 0.9 and averaged over 5000 realizations of the matrix A
are compared with the formulae (59) and (60) with an agreement to the second decimal digit.
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B Second-order correction
Keeping also the second-order correction in Eqs. (40) and (41) leads to
log Φ ∼ i
N
∑
i,j
ziφij − 1
N2
∑
i,j,`,m
〈τijτ`m〉τφijφ`m + o
(
1
N4γ+2
)
, (66)
which unfortunately is no longer universal, but depends on the 2-point correlation pattern of
the entries of A.
However, the second-order correction can be computed explicitly for many specific models
of interest, for example for the “soft-constrained” model defined around Eq. (61), as we now
proceed to demonstrate.
In the soft-constrained model, the average over the random entries of A to compute the joint
cumulant generating function reads
Φ({xa}, {ya}) =
〈
ei
∑N
i,j
∑n
a=1 xiaaijyja
〉
A
=
NN
2∏
i z
N
i
N∏
i,j=1
∫ zi/N
0
dx eixφij (67)
= (iN)N
2
∏
ij
1− e(i/N)∑a xiaziyja∑
a xiaziyja
. (68)
Expanding log Φ in (68) up to second order, and inserting in (36) we obtain:
〈L(d)` 〉A = −i limn→0 limη→0 limω,ξ→0 limφ→1
N∑
m=1
∂ω`∂ξm
∫ n∏
a=1
dxadya exp
[
−η
2
N∑
i=1
n∑
a=1
(x2ia + y
2
ia)− iφ
N∑
i=1
n∑
a=1
xiayia+
i
N∑
i=1
ωixi1 + i
N∑
i=1
ξiyi1 +
i
2N
N∑
i,j=1
n∑
a=1
zixiayja − 1
24N2
N∑
i,j=1
(
n∑
a=1
zixiayja
)2 . (69)
The last quadratic term can be decoupled using the quadratic identity
e−
a
2
x2 =
√
1
2pia
∫ ∞
−∞
dQ exp
[
−Q
2
2a
− iQx
]
(70)
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with a = (12N2)−1 to get
〈L(d)` 〉A = −i
(
6N2
pi
)N2/2
lim
n→0
lim
η→0
lim
ω,ξ→0
lim
φ→1
N∑
m=1
∂ω`∂ξm
∫
dQ11 · · · dQNN e−6N2
∑N
i,j=1Q
2
ij
∫ n∏
a=1
dxadya exp
[
−η
2
N∑
i=1
n∑
a=1
(x2ia + y
2
ia)− iφ
N∑
i=1
n∑
a=1
xiayia+
i
N∑
i=1
ωixi1 + i
N∑
i=1
ξiyi1 +
i
2N
N∑
i,j=1
n∑
a=1
zixiayja − i
N∑
i,j=1
n∑
a=1
ziQijxiayja
]
. (71)
The 2Nn-fold integral in Eq. (71) is again of the type
∫
dv e−
1
2
vTGv+bTv =
√
(2pi)2Nn
detG
e
1
2
bTG−1b , (72)
where
v = (x11, x21, . . . , xN1, y11, y21, . . . , yN1, . . . , x1n, x2n, . . . , xNn, y1n, y2n, . . . , yNn)
T (73)
b = (iω1, . . . iωN , iξ1, . . . iξN , 0, . . . , 0)
T (74)
are column vectors of size 2Nn and (·)T denotes taking the transpose.
The matrix G has a block-diagonal structure
G =

G1 0 0 0. . . 0
0 G1 0 0. . . 0
...
...
. . .
...
...
...
0 0 0 0 0 G1

(75)
where the n blocks G1 of size 2N × 2N on the diagonal are all equal to
G1 =
 ηIN Cˆ(z, Q)
CˆT (z, Q) ηIN
 , (76)
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with
Cˆ(z, Q) = iφIN − i
2N

z1 . . . z1
z2 . . . z2
...
. . .
...
zN . . . zN

+ iD(z)Q , (77)
where
D(z) = diag(z1, . . . , zN) . (78)
Following the steps in the main text, we get to the second-order formula (where the limit
φ→ 1 is implicitly taken at the end)
〈L(d)` 〉A = i
(
6N2
pi
)N2/2 N∑
m=1
∫
dQ11 · · · dQNN e−6N2
∑N
i,j=1Q
2
ij
(
[Cˆ−1(z, Q)]m`
)
. (79)
Changing variables Qij =
1
zi
(Tij − φδij) and using again the Sherman-Morrison formula [37] we
obtain
〈L(d)` 〉A = i
(
6N2
pi
)N2/2( N∏
i=1
1
zNi
)
N∑
m=1
(Im` + Jm`) , (80)
where
Ijk =
1
i
∫
dT11 · · · dTNN e
−6N2∑Ni,j=1 (Tij−φδij)2z2
i [T−1]jk , (81)
Jjk =
∫
dT11 · · · dTNN e
−6N2∑Ni,j=1 (Tij−φδij)2z2
i
[
T−1uvTT−1
]
jk
1 + 1
i
vTT−1u
, (82)
where the vectors u and v are defined in (55) and (56).
It is clear that the largest contribution to the integrals comes from the region where the
matrix T is “close” to φIN . Therefore, it makes sense to perform the change of variables
T = φIN + Tˆ and expand for small : the lowest order in  is expected to reproduce the
leading-order formula (59), while the next significant correction will be our concern now.
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Using now the standard geometric series expansion
(φIN + Tˆ )−1 =
1
φ
∞∑
k=0
(
− 
φ
)k
Tˆ k (83)
where Tˆ 0 = IN , we obtain the expansions
Ijk = I
(0)
jk + I
(1)
jk + 
2I
(2)
jk + . . . (84)
(and similarly for J), with
I
(0)
jk =
δjk
iφ
∫
dTˆ11 · · · dTˆNN e
−6N22∑Ni,j=1 Tˆ2ijz2
i =
δjk
iφ
( pi
6N2
)N2/2 N∏
i=1
zNi (85)
I
(1)
jk = −
1
iφ2
N
2
∫
dTˆ11 · · · dTˆNN e
−6N22∑Ni,j=1 Tˆ2ijz2
i Tˆjk = 0 (86)
I
(2)
jk =
1
iφ3
N
2
∫
dTˆ11 · · · dTˆNN e
−6N22∑Ni,j=1 Tˆ2ijz2
i
∑
r
TˆjrTˆrk =
−icN(z, )
12N2φ3
z2j δjk (87)
J
(0)
jk =
N
2
φ2
∫
dTˆ11 · · · dTˆNN e
−6N22∑Ni,j=1 Tˆ2ijz2
i
(
− i
2N
zj
1− 1
2Nφ
∑N
i=1 zi
)
=
− i
2N
N
2
zj
φ2
(
1− 1
2Nφ
∑
i zi
) (88)
J
(1)
jk = 0 (89)
J
(2)
jk = 
N2
7∑
s=1
fs(z) , (90)
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where
f1(z) =
−izjcN(z, )
96N3φ6
(
1− 1
2Nφ
∑
i zi
)3
(
1
N
∑
r
z2r
)2
(91)
f2(z) =
−izjcN(z, )
48N4φ5
(
1− 1
2Nφ
∑
i zi
)2 ∑
r
z3r (92)
f3(z) =
−iz3j cN(z, )
24N3φ4
(
1− 1
2Nφ
∑
i zi
) (93)
f4(z) =
−izjz2kcN(z, )
24N3φ4
(
1− 1
2Nφ
∑
i zi
) (94)
f5(z) =
−iz2j zkcN(z, )
24N3φ2
(
1− 1
2Nφ
∑
i zi
) (95)
f6(z) =
−icN(z, )z2j
∑
r z
2
r
48N4φ5
(
1− 1
2Nφ
∑
i zi
)2 (96)
f7(z) =
−icN(z, )zjzk
∑
r z
2
r
48N4φ5
(
1− 1
2Nφ
∑
i zi
)2 (97)
with
cN(z, ) =
(∏
i
zNi
)
1
N2+2
( pi
6N2
)N2/2
. (98)
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The last formula follows from the following expansions for small 
1 +
1
i
vT (φIN + Tˆ )−1u ≈ 1 + 1
iφ
vTu− 
iφ2
vT Tˆu+
2
iφ3
vT Tˆ 2u+ . . . (99)
[
1 +
1
i
vT (φIN + Tˆ )−1u
]−1
≈ 1
1 + 1iφv
Tu
+
1
iφ2
vT Tˆu
(1 + 1iφv
Tu)2
+
( 1
iφ2
vT Tˆu)2 −
(
1 + 1iφv
Tu
)
1
iφ3
vT Tˆ 2u
(1 + 1iφv
Tu)3
2 + . . .
(100)
(φIN + Tˆ )−1uvT (φIN + Tˆ )−1 ≈ uv
T
φ2
− 
(
TˆuvT + uvT Tˆ
φ3
)
+ 2
(
Tˆ 2uvT + uvT Tˆ 2
φ4
+
TˆuvT Tˆ
φ2
)
+ . . .
(101)
(φIN + Tˆ )−1uvT (φIN + Tˆ )−1
1 + 1i v
T (φIN + Tˆ )−1u
≈ uv
T
φ2
(
1 + 1iφv
Tu
) + [uvT
φ2
1
iφ2
vT Tˆu
(1 + 1iφv
Tu)2
− 1
1 + 1iφv
Tu
TˆuvT + uvT Tˆ
φ3
]
+ 2
uvT
φ2
( 1
iφ2
vT Tˆu)2 −
(
1 + 1iφv
Tu
)
1
iφ3
vT Tˆ 2u
(1 + 1iφv
Tu)3
+
1
1 + 1iφv
Tu
(
Tˆ 2uvT + uvT Tˆ 2
φ4
+
TˆuvT Tˆ
φ2
)
−
1
iφ2
vT Tˆu
(1 + 1iφv
Tu)2
(
TˆuvT + uvT Tˆ
φ3
)]
. (102)
Substituting back in Eq. (80), one observes that the O() constribution vanishes identically,
whereas the O(2) provides a non-trivial (albeit quite cumbersome) correction, which we are not
reporting explicitly. However, it is easy to see by putting all terms together that the correction
is of O(1/N2) as predicted by the statement of Theorem 1.
C Effect of heterogeneity: overexpression of a sector
Our framework allows us to investigate what happens to the Leontief coefficients in the case
when one of the economic sectors is “overexpressed” with respect to the others: this means
that one column of the matrix A is larger than the baseline value z/N , while the others are
smaller to preserve the row-sum constraint. Without loss of generality, let us assume that the
overexpressed column is the last one.
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Therefore, in the simplest possible setting, we wish to estimate
L(d)() = (IN − A()T )−11 (103)
L(u)() = (IN − A())−11 , (104)
where A() is the N ×N matrix
A() =

z1
N
− 
N−1
z1
N
− 
N−1 · · · z1N − N−1 z1N + 
z2
N
− 
N−1
z2
N
− 
N−1 · · · z2N − N−1 z2N + 
...
...
...
. . .
...
zN
N
− 
N−1
zN
N
− 
N−1 · · · zNN − N−1 zNN + 

, (105)
whose i-th row sums up to zi (as in the universal baseline model) but the last column is over-
expressed.
Calling tj = zj/N − /(N − 1) and tˆj = zj/N +  for j = 1, . . . , N , the matrix A() has the
block structure
A() =

t1 · · · t1
...
. . .
...
tN−1 · · · tN−1
tˆ
tN1
T tˆN

, (106)
where from now on 1 denotes the (N − 1)-column vector of all ones.
Using the block-inversion formula, we can write e.g. for the “upstreamness” coefficients
(IN − A())−1 =

(
IN−1 − T − γtN Tˆ
)−1
γ
(
IN−1 − T − γtN Tˆ
)−1
tˆ
γtN1
T
(
IN−1 − T − γtN Tˆ
)−1
γ + γ2tN1
T
(
IN−1 − T − γtN Tˆ
)−1
tˆ
 (107)
where T is the upper-left (N − 1)× (N − 1) block of A(), γ = 1/(1− tˆN), and Tˆ = tˆ1T .
To evaluate
(
IN−1 − T − γtN Tˆ
)−1
we can apply again the Sherman-Morrison formula (twice)
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as follows
(
IN−1 − T − γtN Tˆ
)−1
= (IN−1 − T )−1 − −γtN(IN−1 − T )
−1Tˆ (IN−1 − T )−1
1− γtN1T (IN−1 − T )−1tˆ
(108)
by noticing that T is again a rank-1 matrix of the form T = t1T , with t = (t1, . . . , tN)
T .
Therefore
(IN−1 − T )−1 = IN−1 + T
1− t¯ , (109)
where t¯ =
∑N−1
i=1 ti. Inserting (109) into (108), we get
(
IN−1 − T − γtN Tˆ
)−1
= IN−1 +
T
1− t¯ −
−γtN [IN−1 + T1−t¯ ]Tˆ [IN−1 + T1−t¯ ]
1− γtN1T [IN−1 + T1−t¯ ]tˆ
(110)
= IN−1 +
T
1− t¯ −
−γtN
[
Tˆ + Tˆ T
1−t¯ +
T Tˆ
1−t¯ +
T TˆT
(1−t¯)2
]
1− γtN
(
¯ˆt
1−t¯
) , (111)
with ¯ˆt =
∑N−1
i=1 tˆi.
Element-wise
[
(
IN−1 − T − γtN Tˆ
)−1
]jk = δjk + atj + btˆj , (112)
where
a =
1
1− t¯ +
γtN
1− γtN
(
¯ˆt
1−t¯
) ¯ˆt
(1− t¯)2 (113)
b =
γtN
1− γtN
(
¯ˆt
1−t¯
) 1
1− t¯ . (114)
43
This implies that
[IN − A()]jk =

δjk + atj + btˆj 1 ≤ j, k ≤ N − 1
γ
(
tˆj + atj
¯ˆt+ btˆj
¯ˆt
)
k = N, 1 ≤ j ≤ N − 1
γtN(1 + at¯+ b
¯ˆt) j = N, 1 ≤ k ≤ N − 1
γ + γ2tN
(
¯ˆt+ at¯¯ˆt+ b¯ˆt2
)
j = k = N
, (115)
from which it follows that the “upstreamness” Leontief coefficients are modified as follows (with
respect to the baseline case)
L
(u)
` () = 1 + (N − 1)
[
atj + btˆj
]
+ γ
(
tˆj + atj
¯ˆt+ btˆj
¯ˆt
)
1 ≤ ` ≤ N − 1 (116)
L
(u)
N () = (N − 1)γtN(1 + at¯+ b¯ˆt) + γ + γ2tN
(
¯ˆt+ at¯¯ˆt+ b¯ˆt2
)
, (117)
which gives
L
(u)
` () = −
(N − 1)(Nz` +N − z˜ − zN)
(N − 1)(−N + z˜ + zN)−N(−NzN + z˜ + zN) 1 ≤ ` ≤ N , (118)
where z˜ =
∑N−1
i=1 zi.
This result in the following first-order approximation
L
(u)
` () = 1 +
z`
1− z¯ −
 (−zNN2 +Nz˜ +NzN) (Nz` +N − z˜ − zN)
(N − 1)(N − z˜ − zN)2 + O(
2) . (119)
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Australia (AUS) France (FRA) Netherland (NLD)
Austria (AUT) Great Britain (GBR) Poland (POL)
Belgium (BEL) Greece (GRC) Portugal (PRT)
Bulgaria (BGR) Hungary (HUN) Romania (ROU)
Brazil (BRA) Indonesia (IDN) Russia (RUS)
Canada (CAN) India (IND) Slovakia (SVK)
China (CHN) Ireland (IRE) Slovenia (SVN)
Cyprus (CYP) Italy (ITA) Sweden (SWE)
Czech Republic (CZE) Japan (JPN) Turkey (TUR)
Germany (DEU) Korea (KOR) Taiwan (TWN)
Denmark (DNK) Lituania (LTU) United States (USA)
Spain (ESP) Latvia (LVA) Luxembourg (LUX)?
Estonia (EST) Mexico (MEX)
Finland (FIN) Malta (MLT)
Table 4: Countries and their codes in the NIOT database by WIOD [36]. Luxembourg is not
included in our analysis as data present inconsistencies across the years.
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Figure 6: Scheme of the structure of a single-country input-output table [36].
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Agriculture, Hunting, Forestry and Fishing AGR
Mining and Quarrying MIN
Food, Beverages and Tobacco FOD
Textiles and Textile Products TXT
Leather, Leather and Footwear LEA
Wood and Products of Wood and Cork WOO
Pulp, Paper, Paper , Printing and Publishing PRT
Coke, Refined Petroleum and Nuclear Fuel COK
Chemicals and Chemical Products CHM
Rubber and Plastics RUB
Other Non-Metallic Mineral NMM
Basic Metals and Fabricated Metal MET
Machinery, Nec MAC
Electrical and Optical Equipment ELO
Transport Equipment TRA
Manufacturing, Nec; Recycling MAN
Electricity, Gas and Water Supply ELE
Construction CON
Sale, Maintenance and Repair of Motor Vehicles and Motorcycles; Retail Sale of Fuel MOT
Wholesale Trade and Commission Trade, Except of Motor Vehicles and Motorcycles WHO
Retail Trade, Except of Motor Vehicles and Motorcycles; Repair of Household Goods RET
Hotels and Restaurants HOT
Inland Transport ITR
Water Transport WAT
Air Transport AIR
Other Supporting and Auxiliary Transport Activities; Activities of Travel Agencies OTR
Post and Telecommunications POS
Financial Intermediation FIN
Real Estate Activities EST
Renting of MEq and Other Business Activities REN
Public Admin and Defence; Compulsory Social Security PUB
Education EDU
Health and Social Work HEA
Other Community, Social and Personal Services SOC
Private Households with Employed Persons HOU
Table 5: The sectors of the NIOT dataset by WIOD (2013 release) and their codes [36].
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D NIOT Dataset
The NIOT dataset available from the 2013 release by the World Input Output Database [36]
comprises 39 countries, representing a large fraction of the major world economies. The list of
countries and their codes considered in our empirical analysis are presented in Tab. 4. The
structure of the input-output table of each country is schematically shown in Fig. 6. The
intermediate demand is reported for N = 35 economic sectors in terms of the flow (in US
million dollars) between sectors. The full list of economic sectors and their codes considered
in our analysis is summarized in Tab. 5. The external demand is characterized in terms of (i)
final consumption expenditure by households, (ii) final consumption expenditure by non-profit
organizations serving households (NPISH), (iii) final consumption expenditure by government,
(iv) gross fixed capital formation, (v) changes in inventories and valuables and (vi) exports.
In the dataset sometimes the change in Inventories and Valuables can be negative, and were
assumed to contribute to imports.
In order to construct the technology matrix from the full input-output table of each country,
one normalizes the entries of the I-O table by the total output entries and then isolates the nor-
malized intermediate demand sub-matrix, which is sub-stochastic and represents the technology
matrix A. The zi used in the model are simply the sum over the rows of the matrix A.
E Model endogenous measure of deviation
Let us consider a technology matrix A constructed from empirical data, and the matrix Aˆ from
the “homogeneous” model (Eq. (18)), whose zi are chosen so as to match the corresponding
empirical row sums. We wish to introduce a measure of the deviation |∆L| between the “em-
pirical” and the “theoretical” mean “downstreamness” multipliers, and to relate it to properties
of the empirical matrix A.
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By definition, we have
|∆L| = 1
N
|
∑
i
(
L
(d),theo
i − L(d),empi
)| = 1
N
|
∑
i,j
(IN − AˆT )−1ij −
∑
i,j
(IN − AT )−1ij | . (120)
Assuming that the empirical matrix is “close” to the homogeneous model, we can recast the
expression above in terms of the first-order deviation, A = Aˆ + (A − Aˆ) = Aˆ + δA, obtaining
after simple algebra
|∆L| ≈ | 1
N
1T (IN − AˆT )−1(AˆT − AT )(I− AˆT )−11| = 1
N
|〈L(u),theo|δA|L(d),theo〉| , (121)
where the notation 〈v|M |u〉 stands for the canonical dot product vTMu between the vectors
v and Mu. While the lower bound of (121) is trivially attained when δA = 0 (i.e. when the
empirical matrix is identical to the homogeneous model in Eq. (18)), the deviation |∆L| can
also be upper-bounded by using L
(u),theo
i = 1 +
zi
1−z¯ , L
(d),theo
i = 1 +
z¯
1−z¯ , Aˆij = zi/N , and the fact
that Aij ≤ zi. One finds
|∆L| ≈
∣∣∣ 1
N
∑
i,j
L
(u),theo
i
(
AˆT − AT
)
ij
L
(d),theo
j
∣∣∣ (122)
≤ 1
N
∑
i,j
(
1 +
z¯
1− z¯
)(
1 +
zi
1− z¯
) ∣∣∣Aˆji − Aji∣∣∣ (123)
≤ 1
N
1
1− z¯
∑
i,j
(
1 +
zi
1− z¯
)
max
(
zj
N
, zj
(
1− 1
N
))
(124)
=
1
N
1
1− z¯
∑
i,j
(
1 +
zi
1− z¯
)
zj
(
1− 1
N
)
(125)
≤ 1
N
N − 1
N
1
1− z¯
N∑
j
zj +
1
1− z¯
(∑
i
zi
)2 (126)
≤ (N − 1) z¯
(1− z¯)2 ≡ |∆L|
max , (127)
which we can use to define the “homogeneity indicator” ξ ∈ [0, 1] as ξ = |∆L|/|∆L|max for a
given vector of row sums z. The coloring of points in Fig. 1 precisely reflects the respective
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value of ξ (going from dark blue to yellow, the value of ξ increases by four orders of magnitude).
From (123) and (124), one indeed deduces that (i) larger values of |∆L| must be associated with
matrices A whose i-th row has one entry equal to zi (and all others = 0), and (ii) the bound is
not tight, because for such highly heterogeneous matrices A, the constraint that all other entries
in the i-th row must be = 0 is not taken into account.
To gain further intuition on the meaning of the indicator ξ, we can test it on a simple 2× 2
synthetic matrix of the form
A =
a z1 − a
b z2 − b
 , (128)
where 0 ≤ a ≤ z1 and 0 ≤ b ≤ z2. Computing |∆L| from Eq. (121), we obtain
ξ =
|(z1 − z2)(−2a− 2b+ z1 + z2)|
z1 + z2
, (129)
which attains the absolute minimum = 0 when a = z1/2 and b = z2/2 (i.e. when A = Aˆ as
expected) and grows monotonically on either side of the line (a = z1/2, b = z2/2), reaching the
maximum when either a = b = 0, or (a = z1, b = z2), when indeed the synthetic matrix A is
maximally heterogeneous, i.e. it is of the form
A =
z1 0
z2 0
 or A =
0 z1
0 z2
 . (130)
A diagonal matrix A = diag(z1, z2) would instead yield an intermediate value for ξ, i.e. from
the point of view of input-output analysis it is closer to the homogeneous (flat) model.
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