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Abstract 
In this paper, we consider a pest control model with natural enemy releases. The mathematical problem involves a 
predator-prey system with periodic coefficients and pulse conditions. First, we show that the system has a unique 
pest-free periodic solution, which is globally asymptotically stable under certain condition. Furthermore, we prove 
that the system is permanent if the pest-free periodic solution is unstable. The results generalize some conclusions in 
[8,9] for the system with constant coefficients. Some computer simulations are made to demonstrate the main results. 
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1.Introduction  
In recent years, applications of impulsive differential equations in mathematical ecology have been 
rapidly developing, and various mathematical models have been proposed [1-3]. Some researchers have 
paid their attentions to the study of pest control problems described by impulsive differential equations 
[4-7]. Environmental fluctuation is also very important in an ecosystem, and naturally, more realistic 
models should consider the effect of environmental changing, especially the environmental parameters 
that change time-dependently and periodically (e.g., seasonal changes, food supplies, etc.). 
In this paper, we study a class of predator-prey system which describes the interaction between the 
pest and natural enemy with impulsive and periodic enemy releases. We are mainly concerned with the 
pest control management, and we prove that the pest will be extinct under certain condition, and that if 
the condition is reversed, the system will be permanence. These results generalize some conclusions 
given in [8,9] for the system with constant coefficients. 
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The model of impulsive differential equations under consideration is given in the following form 
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( )
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In system (1.1), ( )[ W , ( )\ W represent the prey (pest) and predator (natural enemy) biomass respectively; 
( )U W , ( )N W  represent growth rate and self-regulations of the prey; ( )D W [\ and ( )E W [\ denote the respective 
effect of the predator to reduce the prey and  the contribution of the prey to the predator growth rate; ( )O W  
accounts for the death rate of the predator; τ  is a positive constant. Suppose the system is periodic, that is, 
( ), ( ), ( ), ( )D W E W U W N W are positive and continuous τ -period functions. {1, 2, }Q 1 +∈ = " , 
( ) lim ( )
W Q
\ Q \ W
τ
τ
+
+
→
= . The jump condition reflects the impulsive releases of the natural enemy. 
Ludovic Mailleret [8] and Liu [9] considered system (1.1) with constant coefficients. We study (1.1) 
with periodic coefficients, and the problem becomes more difficult since its nonautonomous nature, while, 
the problem is more realistic and significant. 
For convenience, let min ( ),P W 5J J W+∈
=  max ( )0 W 5J J W+∈
=  for a given function ( )J W .  
2.Preliminaries 
It  is easy to prove that 2 {( , ) 0, 0}5 [ \ [ \+ = ≥ ≥  is flow invariant relative to system (1.1), that is, if 
(0) 0,[ ≥  (0) 0\ ≥  then ( ) 0[ W ≥ , ( ) 0\ W ≥  for 0.W >  Throughout the paper, we only consider solutions 
with nonnegative components. 
Denote by 6  the set of all functions ( )Y W  defined in ,5+ with nonnegative components continuously 
differentiable in \{ }Q 15 Qτ ++ ∈ . At ,W Qτ=  ( )Y W  has jump discontinuities and is left continuous. 
First Consider the following one dimension system: 
( ) , ,
( ) ( ) ,
X K W X W Q
X Q X Q S
τ
τ τ+
= ≠­
®
= +¯

                                                        
where ( )K W  is τ -period continuous function, S  is a positive constant. We have the following conclusion. 
Lemma 2.1. Suppose that 
0
( ) 0K W GW
τ
<³ . Then system (2.3) has a unique positive periodic solution, 
denoted by * ( )X W . If ( )X W  is the solution of (2.3) with initial value 0(0 )X X
+
= , then 
*lim ( ) ( ) 0.
W
X W X W
→∞
− =  
Proof. Solving (2.3) directly, one can get the unique periodic solution * ( )X W : 
0
( ) ( )* ( ) / (1 ), ( , ( 1) ].
W
Q
K V GV K W GW
X W SH H W Q Q
τ
τ τ τ³ ³= − ∈ +  
It is easy to see that * ( ) 0X W > . The solution ( )X W  of (2.3) with 0(0 )X X
+
=  can be written as 
0 0
( ) ( ) *
0( ) ( / (1 )) ( ), ( , ( 1) ]
W
K W GW K V GV
X W X S H H X W W Q Q
τ
τ τ³ ³= − − + ∈ + . 
Therefore 
*lim ( ) ( ) 0.
W
X W X W
→∞
− =  
The proof is completed. 
3.The extinct condition of the pest  
In this section, we discuss the extinct problem of the pest and obtain the following result. 
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Theorem 3.1. System (1.1) has a pest-free periodic solution 
0
( ) ( )
( ) ( ( ), ( )) (0, / (1 ), ( , ( 1) ].
W
Q
O V GV O W GW
S S S; W [ W \ W H H W Q Q
τ
τμ τ τ− −³ ³= = − ∈ +                                          
and ( )S; W  is globally asymptotically stable if and only if the following condition holds: 
0 0
( ) ( ) ( )SU W GW D W \ W GW
τ τ
<³ ³                                                                                                                       
Proof. It is easy to see that the region 2{( , ) , 0}[ \ 5 [+∈ =  is flow invariant relative to (1.1). If the pest 
is extinct, system (1.1) writes as 
 
( ) , ,
( ) ( ) .
\ O W \ W Q
\ Q \ Q
τ
τ τ μ+
= − ≠­
®
= +¯

                                                                                                                          
By Lemma 2.1, (3.3) has a unique positive periodic solution: 
0
( ) ( )
( ) / (1 ), ( ,( 1) ].
W
Q
O V GV O W GW
S\ W H H W Q Q
τ
τμ τ τ− −³ ³= − ∈ +  
If denote the solution of (3.3) with initial value 0(0 )\ \
+
= by ( )\ W , then we have 
lim ( ) ( ) 0.SW \ W \ W→∞ − =  
Hence, (1.1) has a pest-free periodic solution ( )S; W . 
Now, we prove that (3.2) is the sufficient and necessary condition for ( )S; W  globally asymptotically 
stable. 
To do this, in (1.1), we carry out the change of variable 
( ( ), ( )) ( ( ), ( )) ( ( ), ( ))S S[ W \ W [ W \ W [ W \ W= −   
and obtain 
 
( ) (1 ) ( ) ( ( )),
( )
( ) ( ( )) ( ) .
S
S
[[ U W [ D W [ \ \ W
N W
\ E W [ \ \ W O W \
­
= − − +°
®
°
= + −¯
   
   
                                                                                                 
Consider the homogeneous equation corresponding to (3.4) 
  
( ( ) ( ) ( )) ,
( ) ( ) ( ) .
S
S
[ U W D W \ W [
\ E W \ W [ O W \
­ = −°
®
= −°¯
 
  
                                                                                                                     
From Theorem 1 in [1], ( )S; W  is locally asymptotically stable if and only if 
  0 0
( ) [ ( ) ( ) ( )]
1, 1.S
O W GW U W D W \ W GW
H H
τ τ
− −³ ³< <                                                                                                   
The former condition is trivial and the latter is equivalent to (3.2). 
We now show that (3.2) is also sufficient for the globally asymptotic stability of the pest-free solution. 
We assume that system (1.1) is initiated at 0 0( , )[ \  at time 0 ,W W>  i.e. (3.4) is initiated at 
0 0 0 0 0( , ) ( , ( ))S[ \ [ \ \ W= −   at time 0W W≥ . 
     (i)  First, we prove that ( ) 0( ).[ W W→ → ∞  
Let us consider the function 
 1( ) .
[
N
* [ G]
]
= ³

                                                                                                                                     
for some 0.N >  Note that ( )* [  is an increasing function for 0[ ≥  and ( )* [ → −∞  as 0[→ . 
From (3.7) we have  
0 0
( )
0
1 ( )( ( )) ( )
( )
[ W W
[ W
[ V* [ W * [ G] GV
] [ V
− = =³ ³


 

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0
( )[ ( ) ( ) ( ) ( ) ( ) ( )] .
( )
W
SW
U VU V [ V D V \ V D V \ V GV
N V
= − − −³    
From (3.4), we get 
   ( ) ( ) ( ),\ W O W \ W≥ −                                                                                                                              
Integrating (3.8), then we have 
0
( )
0( ) ,
W
W
O V GV
\ W \ H
−³≥   
so that 
0
( )
0( ) min(0, ) .
W
W
O V GV
\ W \ H
−³≥                                                                                                             
                   
Using (3.9) and (3.2), one can get that for all 0W W≥ , 
0
0
( )
0 0( ( )) ( ) [ ( ) ( ) min(0, ) ( ) ( )]
V
W
O GW
SW
* [ W * [ U V D V \ H D V \ V GV
ξ ξ−³
− ≤ − −³  
0
0
1 0
0
[ ( ) ( ) ( )] 1 [ ( ) ( ) ( )]
W
S SW
WWU V D V \ V GV U V D V \ V GV
τ τ
τ
τ τ
§ ·ª º
+¨ ¸« »
¬ ¼© ¹
§ ·ª ºª º
= − + − − × −¨ ¸« »« »¬ ¼ ¬ ¼© ¹
³ ³  
             0
0
( )
0[ ( ) ( ) ( )] min(0, ) ( )
V
W
O GW W
W S W
U V D V \ V GV \ D V H GV
ξ ξ
τ
τ
−
ª º
« »¬ ¼
³
+ − −³ ³                                                              
It is noticed that 
0 0 0
0 0
( ) ( ) ( )( ) (1 ),
V
W P P
O GW W O V W O W W0
0W W
P
D
D V H GV D H GV H
O
ξ ξ−
− − − −
³ ≤ ≤ −³ ³  
In view of 0( )lim 0PO W W
W
H− −
→∞
= as well as the periodicity of ( )S\ W  and the other coefficients, it is clear that the 
first, third and fourth terms of the right hand side of (3.10) are upper bounded. 
Now, suppose that (3.2) holds, then we have 
0
[ ( ) ( ) ( )] 0,SU V D V \ V GV
τ
− <³  
so that, the right hand side of (3.10) goes to −∞  due to [ ]/W τ → ∞  as W→ ∞ . 
Therefore, lim ( ( ))
W
* [ W
→∞
= −∞ , that is equivalent to 
lim ( ) 0
W
[ W
→∞
→ . 
ξ)   Next, we prove that ( ) 0\ W →  as W→ ∞ . 
If 0 0,\ <  then 0
( )
0( )
W
W
O V GV
\ W \ H
−³≥  from (3.9), so that either ( )\ W  converges to zero as W→ ∞ , or it 
reaches the positively invariant region where 0\ ≥  in finite time. Up to initial time 0W  translation, we 
then have to consider the positive 0 0\ ≥  only. 
Since ( ) 0[ W →  as W→ ∞ , it is clear that there exists W  such that ( )( ) ( )
2
O WE W [ W ≤  for W W> , and then 
( )( ) ( ) ( ) ( ) ( ).
2S
O W\ W E W [ W \ W \ W≤ −    
Furthermore, since ( ) ( ) ( ) 0SE W [ W \ W →  as ,W→ ∞  consequently, 
lim ( ) 0.
W
\ W
→∞
→  
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Summing up, we prove that condition (3.2) is the necessary and sufficient condition for globally 
asymptotic stability of the pest-free periodic solution. The proof is completed. 
4.Permanence of the system  
In this section, we show some asymptotic behavior of system (1.1) if the pest-free solution is unstable. 
To be precise, we will prove that if condition (3.2) is reversed, then the system is permanent. That means 
that there exist constants 00 P≥ >  such that for each solution ( ( ), ( ))[ W \ W  of (1.1), there exists a 
constant 07 >  such that ( ), ( )P [ W \ W 0≤ ≤  for W 7≥ . 
First, we prove that the solutions of (1.1) are upper bounded. 
Theorem   4.1.  There exists a constant  00 > , such that for each solution ( ( ), ( ))[ W \ W  of (1.1), there 
exists a constant 07 >  such that ( ) , ( )[ W 0 \ W 0≤ ≤  for W 7≥ . 
Proof. Suppose that ( ( ), ( ))[ W \ W  is the solution of (1.1) with       initial        value      0 0( , ).[ \       Let       
/ 2,POλ = ( ) ( ) ( ) ( ) ( )= W E W [ W D W \ W= + ,  then =  satisfies 
 2
( ) ( )( ) ( ) ( )( ( ) ) ( )( ( ) ) , ,
( )
( ) ( ) ( ) .
E W U W= W = W E W U W [ [ D W O W \ W Q
N W
= Q = Q D Q
λ λ λ τ
τ τ τ μ+
­
+ = + − − − ≠°
®
°
= +¯
                                                        
                                                                          
Note that the coefficients of 2[  and \  in the right hand side of (4.1) are negative, therefore, there 
exists 0. > , such that 
( ) ( ) , ,
( ) ( ) ( ) .
= W = W . W Q
= Q = Q D Q
λ τ
τ τ τ μ+
­ ≤ − + ≠°
®
= +°¯

 
By the comparison theorem of impulsive differential equations (IDEC theorem for short, see [2, 
Theorem1.4.3]), for ( , ( 1) ]W Q Qτ τ∈ + , 
( )( )(1 )( ) ( (0 ) ) .
1
Q
W W Q. D Q H .= W = H H
H
λτ
λ λ τ
λτ
μ τ
λ λ
−
+ − − −
−
−≤ − + +
−
 
Consequently, there exist 0,/ > 0,7 >  such that ( ) ( ) ( ) ( ) ( )= W E W [ W D W \ W /= + ≤  for .W 7>  Now let 
max{ / , / }P P0 / D / E= , then we have  
( ) , ( ) , .[ W 0 \ W 0 W 7≤ ≤ >  
The proof is completed. 
Theorem 4.2. Suppose that 
    
0 0
( ) ( ) ( ) .SU W GW D W \ W GW
τ τ
>³ ³                                                                                                                 
holds true. Then system (1.1) is permanent. 
Proof. In view of Theorem 4.1, we only need to prove that there exists 0P > , such that for each 
solution of ( ( ), ( ))[ W \ W  of (1.1), ( ) , ( )[ W P \ W P≥ ≥ with all W  large enough. 
Set 1 0ε >  small enough, so that 
1 10 0
exp( ( ) ) / (1 exp( ( ) )) 0.P O W GW O W GW
τ τμ ε= − − − − >³ ³  
By IDEC theorem and Lemma 2.1, there exists 1 07 > , such that 1( )\ W P>  for all 1W 7> . 
By Theorem 4.1 and the periodicity of the system, without loss of generality, we suppose that 
( ) , ( )[ W 0 \ W 0≤ ≤  for all 0W ≥ . And one can choose 00 >  large and 0υ > small enough, so that the 
following conditions hold: 
/0 P0 U D>  , 0 0( ) / ( ( ) / ( )) ,U W GW U W N W GW
τ τ
υ < ³ ³  .0 PE Oδ υ= <                                                                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We first prove that ( )[ W υ<  cannot hold for all 0W ≥ . Otherwise, we have ( ( ) ) .\ O W \δ≤ − +  
Consider the following system: 
 
( ( ) ) , ,
( ) ( ) .
X O W X W Q
X Q X Q
δ τ
τ τ μ+
= − + ≠­
®
= +¯

                                                                                                                   
By Lemma 2.1, (4.4) has a unique positive periodic solution 
0
( ( ) ) ( ( ) )
( ) / (1 ), ( , ( 1) ].
W
Q
O V GV O V GW
X W H H W Q Q
τ
τ
δ δμ τ τ− + − +³ ³= − ∈ +  
Let ( )X W is the solution of  (4.4)  with  (0 ) .X 0+ =  Selecting 0ε >  sufficiently small, by IDEC 
theorem and Lemma 2.1, there exists 1Q 1+∈ , such that for 1W Qτ≥ ,  
 ( ) ( ) ( ) .\ W X W X W ε≤ ≤ +                                                                                                              
Furthermore, we have 
 ( ( ) ( ) / ( ) ( )( ( ) )).[ [ U W U W N W D W X Wυ ε≥ − − +                                                                              
 Using condition (4.2), υ  can be selected sufficiently small, we have 
0
[ ( ) ( ) / ( ) ( )( ( ) )] 0.U W U W N W D W X W GW
τ
σ υ ε= − − + >³  
Integrating (4.6) on [ , ( 1) ]Q Qτ τ+ , we get  
(( 1) ) ( ) .[ Q [ Q Hστ τ+ ≥  
then 
 1 1(( ) ) ( ) , ( ).
N[ Q N [ Q H Nστ τ+ ≥ → +∞ → +∞                                                                                      
which is a contradiction. Hence we prove that ( )[ W υ<  cannot hold for all 0W ≥ . As a matter of fact, the 
periodicity of the system implies that for any a given W , ( )[ W υ<  cannot hold for all W W≥  . 
From the preceding analysis, the following two cases should be considered: 
 (i)  There exists 07 > , such that ( )[ W υ≥  for all W 7> . If this is the case, then the proof is completed. 
(ii) There exists a sequence { }[ , ]N N N 1α β +∈ of intervals, which possesses the property: ( )[ W υ≤  if 
1
[ , ]N NNW %α β
∞
=
∈ ∪ =  and ( )[ W υ>  if W %∉ .From the continuity, it is obvious that ( ) ( ) ,N N[ [ N 1α β υ += = ∈ . 
In this case, we need to seek a constant 2 0P > , satisfying 2( ) ,[ W P W %≥ ∈ .Let [ , ]α β  denote any a fixed 
interval [ , ]N Nα β , then it is sufficient to prove 2( ) , [ , ][ W P W α β≥ ∈ .Suppose that ( , ( 1) ]O Oα τ τ∈ +  ( O  is a 
positive integer), and set 1( 1)7 Q O τ= + +  ( 1Q  is given by (4.5)). 
ν)   Assume that 7 β< . 
Let ( )X W  is the solution of (4.4) with initial value (( 1) )X O 0τ ++ = . By the periodicity of (4.4), 
analogous to the proof of (4.5), for W 7≥ , 
( ) ( ) ( ) .\ W X W X W ε≤ < +  
Considering the following equation: 
( ( ) ( ) / ( ) ( ) )[ [ U W U W N W D W 0υ= − −                                                                                                   
Let ˆ( )[ W  be the solution of (4.8) with initial value ( )[ Oτ υ= , and set *ˆ( )[ 7 [= . It is easy to see that 
ˆ ( )[ [ W≤  for W α≥ , and ˆ( )[ W  is decreasing by (4.3). 
Finally, we consider the equation: 
  ( ( ) ( ) / ( ) ( )( ( ) ))[ [ U W U W N W D W X Wυ ε= − − +                                                                                   
and denote the solution of (4.9) satisfying *( )[ 7 [= by ( )[ W . Similar to the proof of (4.7), there exists a 
positive integer 2Q , such that 
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 2( )[ 7 Q τ υ+ ≥                                                                                                                            
By IDEC theorem, ( ) ( )[ W [ W≥   for 2[ , ]W 7 7 Q τ∈ + . Since ( )[ W υ<  , [ , )W 7 β∈ , so we have 27 Q τ β+ ≥ . 
From the preceding analysis, we conclude that 
2
2[ , ] [ , ] [ , ]
ˆ ˆ ˆmin ( ) min ( ) min ( ) ( ).
O 7 Q
[ W [ W [ W [ 7 Q
α β α β τ τ τ+≥ ≥ = +  
According to the periodic property of (4.8), * ˆ( )[ [ 7=  (resp. 2ˆ( )[ 7 Q τ+ ) is the value of the solution of 
(4.8) satisfying (0)[ υ=  at 1( 1)Q τ+ (resp. 1 2( 1)Q Q τ+ + ). If we choose 1Q  and 2Q are the minimum 
positive integer satisfying (4.5) and (4.10) respectively, then they are independent of ,α β , which implies 
that 2ˆ( )[ 7 Q τ+  is independent of ,α β . Set 2 2ˆ( )P [ 7 Q τ= + , then we get 
2( ) , [ , ].[ W P W α β≥ ∈  
Consequently, 2( ) ,[ W P W %≥ ∈ . 
( ii )  Now we assume that 7 β≥ . In this case, one can get 
[ , ] [ , ] [ , ]
ˆ ˆ ˆmin ( ) min ( ) min ( ) ( ) .
O 7
[ W [ W [ W [ 7
α β α β τ≥ ≥ =  
Let '2 ˆ( )P [ 7= , similarly, 
'
2P  is independent of ,α β , and we also have '2( ) , .[ W P W %≥ ∈  
Now we set '1 2 2min{ , , }P P P P= . Then we prove that ( ) , ( )[ W P \ W P≥ ≥  for all sufficiently large W . This 
completes the proof of the theorem. 
5.Example and computer simulation  
In this section, an example is given and some computer simulations are carried out to demonstrate the 
main results in this paper. 
If we consider the particular case with ( ) ,O W O=  positive constant, Suppose that a pest-natural enemy 
model is described by the following periodic impulsive system ( 2τ π= ): 
(sin 3 0.5 ) 0.3 , 2 ,
0.95 0.1 , 2 ,
(2 ) (2 ) .
[ [ W [ [\ W Q
\ [\ \ W Q
\ Q \ Q
π
π
π π μ+
­ = + − − ≠
°
= − ≠®
°
= +¯

                                        
Now, condition (3.2) writes as 2μ π> . From the computer simulation, we see the different results 
corresponding to the different values of μ . 
If 6.5μ = , then (5.1) is met, as theorem 3.1 shows, periodic solution ( ) (0, ( ))S S; W \ W= is globally 
asymptotically stable and the pest trend to extinction  (Fig1). 
If 5μ = , then (4.2) is met, as theorem 4.2 shows, system (5.2) is permanent (Fig2). 
  











[

μ
[
  








μ
\
  







μ
[
  







μ
\
 
                  (a)                                  (b)                                      (a)                                 (b) 
                                   Fig  1.                                                                      Fig  2. 
Fig. 1. 6.5μ =  with initial (0.2,0.75).  (a)  The time-series of ( )[ W .  (b)The time-series of ( ).\ W  
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Fig. 2. 5μ =  with initial (0.2,0.75).  (a)  The time-series of ( )[ W . (b)    The time-series of ( ).\ W  
Experimental observations have confirmed the theoretical results in this paper. Moreover, the results 
can be significantly affected by the supplemental release of natural enemies. This paper focused entirely 
on model with fixed moments of an impulsive effect and the system with state-dependent impulse will be 
considered in future. 
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