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Quelle information geometrique peut-on obtenira partir d'une ou plusieurs imagesprises par projection perspective ?Patrick GrosLifia  - Inria Rhône Alpes46, avenue Felix Viallet, 38031 Grenoble Cedex 1Patrick.Gros@imag.frLes travaux presentes dans cet article ont ete realises au sein du projet Movi du laboratoire Lifia aGrenoble, par Boubakeur Boufama, Pascal Brand, Patrick Gros, Luce Morin, Long Quan et FrancoiseVeillon, le tout avec la participation et sous la direction de Roger Mohr. Les contributions de chacunseront precisees dans le l du texte par les references bibliographiques, auxquelles le lecteur est invitea se reporter pour les details techniques qui ne seront pas tous donnes ici. L'ensemble du travail a eterealise dans le cadre du projet Esprit - Bra Viva.ResumeEn vision par ordinateur, on considere une camera qui prend des images. En supposant simplementque cette operation de prise de vue est d'un certain type geometrique, et plus precisement que c'est uneprojection perspective, on peut calculer a partir d'une ou de plusieurs images des quantites geometriquescaracteristiques de la scene observee. Apres avoir etudie quelques modeles geometriques de cameras,les informations geometriques que l'on peut tirer d'une, deux, trois ou plusieurs images sont etudieessuccessivement.1 IntroductionDans tout cet article, on se place dans le cadre de la vision par ordinateur. On disposed'une camera, qui prend des images analogiques. Ces images sont numerisees et stockees dansla memoire d'un ordinateur. On cherche alors quelle information ces images peuvent fournir apropos de la scene qui a ete observee par la camera. En particulier, on cherche a determinerles informations numeriques que l'on peut calculer, même si on ne connât pas exactement lesparametres de la camera : sa focale, sa position, son orientation: : :Dans ce cas, il est bien entendu impossible de calculer des longueurs, des angles, des surfacesou même des rapports de ces grandeurs. Le cadre naturel pour une telle etude est celui de lageometrie projective : les grandeurs que l'on peut calculer sont les birapports, et il est mêmepossible de faire de la reconstruction, c'est a dire de retrouver la geometrie tridimensionnellede la scene observee, ceci a une transformations projective de l'espace pres.L'utilisation de la geometrie projective en vision par ordinateur n'est pas recente [LH 81],mais n'a pris son essor que recemment, notamment par le biais de l'etude du positionnementrelatif des objets de la scene [Moh 91] et de celle des invariants [Mun 92, Mun 93]. Ces methodessont toutes basees sur le même principe : on suppose que la camera realise une projectionperspective, et on utilise alors les contraintes fournies par cette projection.L'autre possibilite pour calculer des grandeurs numeriques consiste a etalonner la camera,c'est a dire a determiner ses parametres [Tsa 87]. A partir de plusieurs vues, on peut alorsreconstruire exactement la scene observee. L'inconvenient de cette methode est que l'etalonnageLe Lifia est un laboratoire de l'Imag, qui est une federation de laboratoires de l'Institut National Polytech-nique de Grenoble et de l'Universite Joseph Fourier associes au Cnrs1














iFig. 1 - : Modele d'un systeme epais.En notant  la distance CH 0 et f la distance focale HF , on peut calculer tres simplement2








B’’Fig. 2 - : Modele d'un systeme mince.Pour passer des systemes epais aux systemes minces, il sut d'annuler l'interstice du sys-teme. On obtient alors le modele represente sur la Fig. 2 avec :B0@ xyz 1A 7 ! B00@ xf=( + f   z)yf=( + f   z) + f(z   )=( + f   z) 1AB000@ x=(   z)y=(   z)1 1A / 0@  0 0 00  0 00 0  1  1A0BB@ xyz1 1CCA (3)RB = R1 + f z   f   z     (4)Du point de vue de la nature de la transformation, ce cas est donc identique au precedent.2.3 Modele de projection perspectiveCe modele est une simplication du precedent. L'image du point B est l'intersection du planP et de la droite B









B’’ vFig. 4 - : Modele d'une projection ane.Dans ce dernier modele, la projection ne se fait plus par une droite passant par un pointxe 
, mais selon une direction caracterisee par un vecteur de composantes (vx; vy; vz). Celacorrespond au cas ou le point 
 est a l'inni, et revient donc a negliger la profondeur de lascene. On obtient le schema de la Fig. 4 et les equations :B0@ xyz 1A 7 ! B00@ x  zvx=vzy   zvy=vz0 1AB000@ k(x  zvx=vz)k(y   zvy=vz)1 1A / 0@ 1 0  vx=vz 00 1  vy=vz 00 0 0 1=k 1A0BB@ xyz1 1CCA (7)RB = 0 (8)4
2.5 Cas des non linearitesDe l'etude precedente, on peut retenir que les deux premiers modeles rendent compte del'eet de ou, alors que le dernier ne tiens pas compte de la profondeur. En dehors de cela,ils sont equivalents au modele projectif. En particulier, ce sont tous des modeles lineaires, quiprojettent une droite sur une droite par exemple. Cela ne permet donc pas de rendre comptedes distorsions optiques qui aectent la plupart des objectifs de camera.Face a ces distorsions, deux possibilites existent. Soit enrichir le modele de parametressupplementaires qui decrivent ces distorsions, soit transformer l'image pour se ramener aumodele projectif. Dans le premier cas, on etalonne la camera, en ajoutant des parametres pourle decentrage et pour la distorsion radiale. On doit alors utiliser une technique de minimisationnon-lineaire et cette technique necessite beaucoup de savoir faire. Cette methode ne s'appliquepas a notre cas ou nous cherchons un modele de la camera et non ces parametres.La deuxieme methode, presentee dans [Peu 92, Bra 94], consiste a eectuer une transfor-mation de l'image, telle que le resultat de cette transformation soit une projection perspectivede la scene observee. La principale propriete d'une telle transformation est de projeter unedroite en une droite. On prend donc une image d'une grille constituee de droites orthogonales.On calcule alors la correction qu'il faut apporter a la position de chaque intersection de deuximages de droites pour que ces images soient elles mêmes droites. Les corrections des pointsentre les points d'intersection sont calculees par interpolation.Lorsqu'on prend une nouvelle image, il faut appliquer la correction correspondante a chaquepixel. Une telle methode permet de corriger toutes les distorsions, et pas seulement la radiale,et elle permet d'arriver a des precisions de localisation de l'ordre d'un cinquantieme de pixel.On se ramene ainsi a une image pour laquelle le modele de projection perspective est valide.3 Que faire avec une image ?On suppose, suite a l'etude du paragraphe precedent, qu'on dispose d'une image prise parune camera, que l'on peut modeliser par une projection perspective. Quelles sont alors lesinformations numeriques relatives a la scene que l'on peut calculer a partir de cette image?Il est bien connu que les longueurs ne sont pas signicatives. On ne peut pas determiner lataille de quelqu'un si on ne dispose que d'une photo de cette personne. D'une maniere generale,les grandeurs euclidiennes (longueurs, angles, surfaces) et anes (rapports de longueurs ousurfaces) ne se conservent pas. De plus les grandeurs projectives (birapports de longueurs)peuvent ne pas être signicatives, car quatre points alignes dans une image ne correspondentpas forcement a quatre points alignes de la scene.Un celebre theoreme [Bur 90, Cle 90, Mos 92] montre qu'il n'est pas possible de trouver degrandeur projective caracteristique d'une scene 3D a partir d'une seule image. Ce theoreme, enmême temps qu'il enonce une impossibilite, indique comment il faut tourner cette derniere. Ilfaut soit savoir que la scene est plane, au moins localement, et c'est le cas qui va être etudieici, soit disposer de plusieurs images, c'est ce qui va être etudie dans les paragraphes suivants.3.1 Utilisation du birapportOn se trouve dans le cas geometriquement classique ou un plan est projete projectivementsur un autre. Le lecteur non familier avec la geometrie projective pourra se rapporter a [Com 41]pour une introduction, ou a [Sem 52] pour une presentation plus complete.Une projection perspective entre deux plans est equivalente a une homographie dont lesdeux proprietes fondamentales sont de transformer les droites en droites et de conserver lesbirapports. Des birapports peuvent être denis a partir de quatre points alignes :fA;B;C;Dg = ACBC =ADBD5
mais aussi a partir de quatre droites, de quatre points sur une conique: : : La diculte d'emploide ces birapports vient du fait que ce ne sont point des grandeurs euclidiennes. Par exemple,les trois congurations de points de la Fig. 5 sont tres proches d'un point de vue geometrique,d'autant plus si la variation de position de B et C est due a du bruit, mais leurs birapports ksont tres dierents (103 et  103). Pour comparer des birapports, la dierence ou le rapport nesont donc pas adaptes.
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Fig. 6 - : Fonction de distribution du birapport d'une conguration de quatre points alignesaleatoires.Cette methode permet ainsi de comparer la ressemblance projective de congurations depoints. On trouvera dans les articles cites precedemment, des etudes complementaires concer-nant, par exemple, la stabilite du birapport lorsque les congurations de points sont bruitees.3.2 Application a l'indexation et a la reconnaissanceLe birapport, outre son interêt mathematique, peut servir a resoudre des problemes devision. Il permet en eet de caracteriser une conguration de points ou droites, quelle que soitla transformation projective qu'on fasse subir a cette conguration. Ainsi, une conguration depoints d'une scene peut être reconnue dans une image a partir de son birapport quel que soitle point de vue de l'image.Un exemple est montre sur la Fig. 7. Les deux images representent deux ensembles de pointsdeduits l'un de l'autre par une application projective. Pour retrouver la correspondance entreles points, on peut, par exemple, calculer les birapports associes a certaines congurations decinq points et les comparer entre les deux images. Lorsque ces birapports sont egaux, on peut6
conclure qu'il existe une transformation projective qui amene une des congurations sur l'autre.C'est ce qui arrive pour les deux congurations de points marques par des carres dans la gure.
Fig. 7 - : Deux congurations de cinq points denissant les mêmes birapports.Quelques dicultes. Ce schema, malgre sa simplicite, est sujet a quelques dicultes demise en uvre.Combinatoire: il y a vingt quatre facons d'ordonner quatre points alignes, mais cela ne donneque six valeurs dierentes pour la birapport. Avec cinq points dans le plan, on arrive acent vingt ordres dierents et trente valeurs dierentes de birapports. Mais seules deuxde ces valeurs sont independantes. Comment les choisir ?Bruit : Lorsque les points ne sont distants que de quelques pixels les uns des autres, une erreurde discretisation, qui entrâne une erreur d'un pixel sur la localisation d'un point, a uneet catastrophique sur la valeur des birapports.Ambigutes: Outre la transformation qui fait passer globalement d'une image a l'autre, ilse peut que d'autres transformations puissent faire transformer des congurations l'unedans l'autre. Le birapport est un invariant pour toutes ces transformations et non passeulement pour la premiere, et il ne permet donc pas de distinguer ces deux cas.Au total, la methode de calcul employee a une tres grande importance. Si on utilise les po-lynôme symetriques pour extraire deux valeurs de trente birapports de cinq points coplanaires,on nivelle les valeurs et le taux nal de discrimination est tres faible. Suivant les precautionsprises, on arrive a un taux de discrimination de 1/30 a 1/5000, c'est a dire qu'on arrive a recon-nâtre, a l'aide des seuls birapports, une conguration parmi 30 en moyenne, ou une parmi 5000avec les techniques les plus stables, ce qui est un resultat remarquable dans le cas de donneesbruitees.3.3 D'autres congurationsLa methode presentee ici est applicable a de nombreuses congurations planes, a partirdesquelles on peut denir un birapport : quatre points alignes, quatre droites concourantes, cinqpoints quelconques, cinq droites quelconques, quatre points sur une conique, quatre tangentesa une conique, une conique et deux points, une conique et deux droites, une conique avec unpoint et une droite, deux coniques, une courbe avec une concavite: : :7







P P’Fig. 8 - : Denition de la geometrie epipolaireConsiderons la Fig. 8. Un point M est projete sur deux images P et P 0, par deux camerasdont les centres de projection sont respectivement O et O0. Le plan (MOO0) coupe P et P 0 endeux droites, dites droites epipolaires, auxquelles doivent appartenir m et m0 les projections deM . Lorsque M varie, le plan (MOO0) varie, mais les droites d'intersection avec P et P 0 passentpar deux points xes, e et e0, appeles epipoles des images.Lorsqu'on connât un point m d'une image, il denit une droite epipolaire me. Son corres-pondant ne peut alors se trouver que sur la droite epipolaire correspondante. Cette contraintepeut s'exprimer par le fait qu'il existe une matrice F de dimension 3  3, de rang 2, appeleematrice fondamentale, telle que pour tout couple de points se correspondant, on a : tmFm0 = 0.Cette contrainte permet, par exemple, d'apparier point a point deux droites appariees glo-balement.4.2 Un test de coplanariteUne des applications immediates de la geometrie epipolaire est la realisation d'un test decoplanarite. On dispose des projections dans deux images de quatre points. On suppose qu'onconnât la geometrie epipolaire (c'est a dire les epipoles et la correspondance entre les droitesepipolaires). On desire savoir si les quatre points de la scene dont on connât les projectionssont coplanaires.Pour cela, il sut de calculer les birapports associes, dans chaque image, a la congurationde cinq points formee des quatre projections et de l'epipole. Ces birapports sont les mêmesdans les deux images si et seulement si les points correspondants de la scene observee sontcoplanaires. 8
Fig. 9 - : Deux images d'une maison en bois.Voici les resultats de ce test sur des images reelles. On part des deux images de la Fig. 9.Divers points de ces images sont numerotes comme indique sur la Fig. 10. On cherche alors lespoints qui sont dans le plan deni par les points 5, 8 et 14. Pour cela, on considere successi-vement les autres points, on calcule les birapports associes et on les compare, comme indiqueprecedemment. Les resultats sont donnes pour ce plan et un autre, dans le tableau de la Fig. 11.
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Fig. 10 - : Numerotation des points.Les points qui sont eectivement coplanaires donnent des dierences entre birapports pluspetites. A cause du bruit present dans les images, ces dierences ne sont toutefois pas nulles.D'autre part, il n'y a pas de seuil naturel separant les points coplanaires des points presquecoplanaires (comme les points 7 ou 15), et ces derniers des points non coplanaires. Il y a la unereelle diculte pratique.4.3 Calcul d'invariants 3DReconstruction de points coplanaires. Le test presente au paragraphe precedent peutêtre inverse. Etant donne trois points et une droite, on peut calculer le point de la droitecoplanaire avec les trois points donnes. Il sut pour cela de chercher quel est le point de ladroite qui verie le test de coplanarite.Mathematiquement, cela s'exprime tres simplement. Soient a1, b1, et c1 les trois projectionsdes points dans la premiere image, et a2, b2 et c2 les projections dans la deuxieme image. On9







E’D’F’Fig. 12 - : Calcul de birapports associes a six points dans l'espace.On voudrait pouvoir faire ces constructions a partir des seules projections des points dans10
deux images. Ces constructions etant principalement constituees de calculs d'intersections entreplans et droites, elles sont realisables par la methode de \reconstruction des points coplanaires"presentee plus haut.
Fig. 13 - : Trois images d'un diedre.Voici un exemple d'application sur des donnees reelles. On part des trois images d'un diedremontrees a la Fig. 13. A partir des deux premieres, on calcule les birapports associees a 7congurations de 4 droites. Ces mêmes birapports sont calcules a partir des congurationscorrespondantes dans les deux dernieres images. On compare alors tous ces birapports dans letableau de la Fig. 14. Les lignes correspondent aux calculs a partir des 2 premieres images, etles colonnes a ceux des 2 dernieres images. Les valeurs sont les distances entre birapports.S1 S2 S3 S4 S5 S6 S7S1 0.00077 0.03524 0.04605 0.01199 0.08238 0.09704 0.00793S2 0.03428 0.00020 0.08110 0.04704 0.11742 0.13208 0.02712S3 0.03767 0.07214 0.00915 0.02491 0.04547 0.06013 0.04483S4 0.01852 0.05299 0.02831 0.00576 0.06463 0.07929 0.02568S5 0.07972 0.11419 0.03290 0.06696 0.00343 0.01808 0.08688S6 0.10603 0.14051 0.05921 0.09327 0.02289 0.00823 0.11320S7 0.00794 0.02654 0.05476 0.02070 0.09108 0.10557 0.00078Fig. 14 - : Distance entre les invariants calcules dans les deux paires d'images.Les birapports des congurations en correspondance donnent les dierences les plus petites(sur la diagonale du tableau), mais on retrouve les mêmes limites que precedemment : pas deseuil naturel, bruit, ambiguites (qu'en est-il de S1 et S7 ?). Ces limites montrent la necessited'emploi de techniques robustes pour la detection des primitives dans les images.5 Que faire avec trois images ?On se place dans un cadre similaire a celui du paragraphe precedent, mais avec trois imagesmaintenant. Ces images peuvent ne pas avoir ete prises avec la même camera. Ce qui a etedecrit au paragraphe precedent, en utilisant la geometrie epipolaire, s'applique donc ici aussi.Ce qui est nouveau avec trois images, c'est que la connaissance de la geometrie epipolaire,dont le calcul est delicat ou parfois impossible [Luo 92], n'est plus un prealable au calcul debirapports dans les images.5.1 Calcul d'informations 3DLe schema de calcul suivant montre comment on obtient une contrainte sans utiliser lageometrie epipolaire. Pour plus de details, se reporter a [Qua 94]. On considere six points dansl'espace. On peut donner a cinq d'entre eux les coordonnees homogenes canoniques d'une base11
projective : (1; 0; 0; 0), (0; 1; 0; 0), (0; 0; 1; 0), (0; 0; 0; 1) et (1; 1; 1; 1). N'ayant qu'une informationprojective dans les images, ce choix de coordonnees est possible des lors que quatre de ces pointsne sont pas coplanaires.Par contre le sixieme point a des coordonnees qu'on ne peut xer arbitrairement, et qu'oncherche donc a determiner. Soient (X;Y; Z; T ) ces coordonnees. Ces six points sont projetesdans une des images. quatre de ces projections peuvent être prises comme base projective duplan de projection, (1; 0; 0), (0; 1; 0), (0; 0; 1) et (1; 1; 1), les deux autres ayant des coordonneesconnues (mesurees dans l'image) (u5; v5; w5) et (u6; v6; w6).Une projection perspective generale a onze parametres, qui sont inconnus dans notre cas.Les six points nous fournissent chacun deux mesures (leur abscisse et leur ordonnee), soit douzerelations en tout. On peut donc eliminer les onze parametres de la projection d'une des relations.On obtient alors :w6(u5   v5)XY + v6(w5   u5)XZ + u5(v6  w6)XT +u6(v5   w5)Y Z + v5(w6   u6)Y T +w5(u6   v6)ZT = 0Comme il y a trois images, on obtient ainsi trois relations, dans lesquelles il y a troisinconnues, les rapports X=T , Y=T et Z=T . On peut resoudre et obtenir ainsi la position dansl'espace du sixieme point par rapport aux cinq premiers. Accessoirement, on peut alors resoudreaussi les onze relations restantes pour chaque image, qui nous donnent les parametres de laprojection.5.2 ApplicationLe calcul precedent qui permet de \reconstruire projectivement" des points (voir le para-graphe suivant), permet alors de calculer toute grandeur projective sur la scene reconstruite.On peut aussi visualiser simplement le resultat de cette reconstruction. La Fig. 15 montre uneimage d'une maison en bois. A partir de trois images de cette maison, on peut la reconstruire,c'est a dire retrouver sa geometrie tridimensionnelle.
Fig. 15 - : Reconstruction projective a partir de trois images.On a applique la methode precedente, en choisissant les points 2, 5, 8, 10 et 11 comme baseprojective de l'espace, et en positionnant les autres points par rapport a ceux-la. Une projectiondu resultat est montree dans la partie gauche de la Fig. 15, et est compare au resultat obtenuavec la methode du paragraphe suivant.Cette methode qui ne necessite pas le calcul de la geometrie epipolaire s'avere plus stableque les calculs sur deux images.6 Que faire avec plusieurs images ?Pour terminer, on peut poser le probleme general. On dispose de n images, dans lesquelleson observe p points. Est-il alors possible de calculer la position de ces points dans l'espace,autrement dit de reconstruire la scene ? 12




xFig. 16 - : Reconstruction projective de la maison a partir de neuf images.6.2 Reconstruction euclidienneLorsqu'on ne connât pas les coordonnees euclidiennes des points de reference, il est toujourspossible de donner des coordonnees arbitraires. L'algorithme marche, mais la reconstruction estdicile a apprecier a l'il, car elle est purement projective : les paralleles ne sont plus paralleles,les rapports ne sont pas respectes: : : Seuls les alignements et les birapports sont respectes.On peut alors remplacer le fait de xer les coordonnees de cinq points par des contraintesde type ane ou euclidien (parallelisme, verticalite, horizontalite, distances: : : ) que l'on ajouteau moment de l'optimisation non lineaire [Bou 93].La Fig. 17 montre les resultats sur la même sequence d'image de la maison.
Fig. 17 - : Reconstruction euclidienne de la maison a partir de neuf images.7 ConclusionLorsque la transformation operee par une camera est une projection perspective, il estpossible de calculer des birapports caracteristiques de la scene observee, de faire de la recon-naissance ou de reconstruire projectivement la scene, cela sans connâtre les parametres de lacamera.Les avantages des methodes qui ont ete exposees ici sont la simplicite, la generalite etl'absence de calibration des cameras. Par contre, ces methodes necessitent une grande precisiondans la detection des points, droites et autres primitives de l'image. Les methodes actuelles quipermettent des precisions allant du dixieme au cinquantieme de pixel ne sont pour cela passuperues.La geometrie projective apparât ainsi comme un cadre naturel tres puissant pour interpreterle contenu des images et pouvoir en tirer des informations numeriques precises.14
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