Abstract-The RHSMs (Random Hirschman Sensing Matrices) are newly developed sensing structures based on Discrete Hirschman Transform (DHT). The RHSMs are superior in computational efficiency and recovery precision to the other DFT/DFT-like sensing structures. However, the common used DWT sparse basis is highly incoherent with low-frequency transforms especially for DFT based sensing structures. In this paper, we introduce a non-tensor wavelet transform (NWT) as the replacement for DWT. Compare to the traditional DWT-DFT sensing system, the NWT-DHT sensing system has better recovery performance and is more efficient in computation.
I. INTRODUCTION
Visibility is an important part of highway driving. Weatherrelated visibility limitations, including fog and rain, have caused several major pile-ups (crashes) over the years all over the country. It is vital to be aware of the driving environment and conditions when traveling on interstates and highways at speeds upwards of 70 mph. Crashes caused at these speeds usually result in injuries and deaths.
In an effort to minimize/reduce the rate of such incidents, we propose an approach to automatically detect driving visibility ranges in real time based on camera systems that already exist on the Florida Highway System. This will be done to alert travelers of driving hazards due to visibility limitations. We will perform analysis on images taken over time to detect the density of fog to determine the visibility.
Here, we provide a proof of concept study of an automatic fog detection system with the intention of designing a sensor that will be integrated with the current camera systems that are implemented on the highways in Florida. Although sensor design is the eventual goal, the focus of this work is the image processing part of the sensor, and to that effect most of the study has been done in constructing a proof of concept to determine what would be needed in order to design such a sensor. We intend to investigate automatic fog detection in day-time and night-time images on a standard scale regardless of the image intensity (i.e. on normalized images). Images are considered independently with no reference image for comparison. A review of related work is conducted for fog detection and sharpness measure of images to be able to design a sensor that would allow automatic fog detection.
This approach is different from most systems commonly found, since our goal is to design a sensor that requires minimal (if any) modification to the existing camera systems that are already in place. This is a key element to cut costs while not compromising the quality of the analysis. Such a sensor is important as it would aid in lowering if not eliminating accidents that might be caused due to fog and possibly other such weather-related conditions in the future.
II. BACKGROUND
According to the National Highway Safety Administration, the top six most common causes of automobile crashes are; distracted driver, speeding, aggressive driving, drunk driving, driver fatigue, and weather. Each year the number of weatherrelated accidents seems to rise, despite the improved road infrastructure. Of all the weather-related conditions, fog is considered to be the most dangerous since the visibility distance reduces exponentially as the fog becomes denser. The Federal Highway Administration asserts that twenty-two percent of crashes were weather-related in 2004-2013 with an average of 5,760,000 vehicle crashes each year. Each year, nearly 5,300 fatal crashes, over 314,600 injuries, and almost 929,200 property-damage-only crashes occurred due to non-favorable driving conditions. Weather conditions affect highway driving greatly in terms of safety due to limited visibility. Foggy driving is one of the many weather-related causes of accidents. Several multiple-car crashes have been recorded through the years across the nation. The Federal Highway Administration has recorded 28,533 fog-related crashes during 2004-2013 [1] . In the presence of fog, drivers tend to drive at higher speeds due to the overestimation of visibility [3] . A measurement of available visibility would warn the driver of the vehicle speed or could automatically limit the speed to avoid a potential accident. A recent and fatal multi-vehicle fog crash in January of 2012 on I-75 near Gainesville killed 10 people and severely injured another 18. The reported cause of the accident was limited visibility and lack of suitable traffic control devices. It is for this reason that fog detection has become a very popular topic of research in the recent years. It is a primary cause of injury, property damage, and death. This paper describes a simple image analysis approach to estimating the visibility for a driver. Our technique uses already installed cameras as a basis for an inexpensive solution.
III. THE ALGORITHM
Our algorithm is designed to be as simple as possible to allow for retrofitting of existing cameras. This places our algorithm a bit differently than the referenceless technique(s) presented in [2] that require significant computing power. That paper uses 9 different "fog aware" statistics on normalized images to determine the driver visibility:
1) The variance of the local MSCN (mean subtracted contrast normalized) coefficients [4] 2) The variance of the vertical product of MSCN coefficients 3) The sharpness 4) The coefficient of variance of sharpness 5) The Michelson contrast 6) The image entropy 7) The dark channel prior in a pixel-wise 8) The color saturation in HSV color space 9) The colorfulness We reduce the computational effort significantly in this work by normalizing the contrast in the image, and then using only the sharpness measure to detect/estimate visibility. While one can argue that our approach will suffer a performance drop from the very good estimate obtained in [2] , our appoach still works very well, and at a significanly lower cost with a significantly lower performing camera. We find that a local measure of sharpness is best. We define this next.
A. Sharpness
The sharpness measurement of an image provides information on the existence of fog. The sharper the image the lower the fog. We estimate the sharpness using gradients -a very basic and simple method to implement, yet very practical. The gradient, or the first derivative of an image, is a way of determining the rate of change in the image pixels. In fact, the gradient points in the direction of greatest increase of the pixel intensities. We use the magnitude of the gradient to develop a sharpness measure. Since images are two-dimensional, the gradient of r(x, y) is given as a two-dimensional column vector
where r is the input image, and (g x , g y ) are the directional derivitaves of the input image r. The magnitude of r is denoted as M (x, y) and is called the gradient image, where to make the sensor an automated system, eliminating the need for any manual interaction to alert travelers of the weather conditions.
B. Global Sharpness
Global sharpness computes the directional contrast change of the entire image, as mentioned above. This process uses the size of the input image as the window size. The directional change in contrast of the image is more commonly known as the gradient. The gradient is high when moving from blackto-white or white-to-black pixels, while it is constant and flat when the image pixel intensity is the same. However there are changes in the directional gradients when the image contains a high contrast. This results from computing the gradient of an image. These gradients correspond to a specific pixel; an image returns a matrix of such values from which the sharpness value is computed. We further investigate sharpness by computing the sharpness of the image on a local scale. We do this so that the global and local sharpness can be compared to determine which sharpness method will give a more precise measurement metric that can be used to determine the existence of fog in an image.
C. Local Sharpness
Local sharpness uses the same set of equations; however, instead of computing the gradient of the entire image at once, the image is broken up into smaller sub-images. This is done by defining a window size that represents how big each subimage will be. Another way to think about this is taking the sharpness measure of several sub-images that are pieces of the bigger image and then combining the results to obtain a final sharpness value. Selecting windows to compute the sharpness is important since different window sizes and shapes make a difference in how the sharpness is computed. We further discuss this to provide clarity of how to determine window sizes.
We use square windows of sizes 2 × 2, 4 × 4, 8 × 8, 16 × 16, and 32 × 32. The largest window size used is 32 since this is the largest power of 2 value that evenly divides the 480 × 640 image that we use. This limitation is due to the square shaped window that we chose to use for our analysis; however, other shapes such as rectangle, circle, or cross would not have this restriction. The square shaped window is used for simplicity. A window size of 2 and 4 are also known as edge detection filters. This is due to the fact that these filters look at the image at a very zoomed in level, detecting changes at a pixel level rather than a window level.
Similar to the global sharpness, we are still measuring the directional change of intensity in the image. The difference between the two is that when computing the local sharpness, the overall sharpness is affected by the minor changes, as well as the major changes. This in effect changes the sharpness value of the image. This is because the local sharpness looks at a more zoomed in view of the image, and any minor changes in the intensity of the image affect the overall sharpness more than it did when computing the global sharpness. Theoretically, the smaller the window size, the higher the sharpness value. After selecting the window size/sizes and shape, the sharpness is computed for each of the smaller images. Once all these local values have been computed, they are summed together to obtain a single scalar value that represents the local sharpness of the image.
D. Calibration Problem
As mentioned, our goal is to design a sensor that will integrate with the existing infrastructure in aiding the detection of fog and alerting commuters of the weather condition. A vital part of autonomous fog detection is being able to reliably detect fog at any given time. Since we are only using a singlecamera image with no reference image, we need to be able to reliably detect fog in an image regardless of the time of day. This means we need to be able to detect fog during the daylight hours as well as during the dark at night. Fog detection in day time and night time images is possible; however, they require two separate measurement metrics to determine fog. This is due to the fact that the pixel intensity values in the day image are much brighter than the night images. This, in terms of sharpness, translates to the fact that a day time clear image will have a higher sharpness value than the same image in night time. This implies the need for having two separate reference scales in order to determine the density of fog. This also then requires us to have some sense of what time of day it is so that the correct reference scale is used in order to determine the density of fog. It is to eliminate this additional requirement we intend on investigating methods to obtain an intensity independent reference scale that can be used for both day images as well as night images. We define this issue as the calibration problem. We are helped immensely by the fact that our cameras are stationary, and that they are pointed towards a road that will always be lit, at least to some degree, by road lights. To aid our efforts, we preprocess all images using the following four techniques for our preprocessing:
• the inverse transform, • logarithmic transformation, • power law, and • contrast stretching. We use all of these approaches.
IV. RESULTS
We examine the images at different scales to obtain our working sharpness measure. Using some real images from Central Florida (specifically, the Orlando area), we examine the use of a measure of local sharpness in conjunction with some normalization of the raw image data. One day-time set of images, clear and foggy, and their matching night-time counterparts are shown in Fig. 1 . It should be apparent that these are from the same camera. A plot of a local sharpness measure similar to that used in [2] on several different normalized images is provided in Fig. 2 . We see that the clear images are more sharp than are the foggy images. Another set of results comparing global and local sharpness is given in Fig. 3 . The images used for the analysis are a Scale-4 DWT, and so the image size is reduced from 480 × 640 to 30 × 40. It also seems that the normalization impacts the relative day and night sharpness, as should be expected. This part is needed to calibrate the camera system. We are currently working on this.
V. CONCLUSIONS AND FUTURE WORK
Preliminary results show that sharpness (global and local) depends on the average image intensity, as was expected. However, within day and night sets, foggy images are noticeably less sharp than their clear counterparts. Our results imply that applying contrast stretching to the image yields the highest sharpness values compared to the other images while keeping the trends consistent to that of the original image, be it day or night image. The application of the DWT suggests that images smaller than 1/8 the original size are not useful since a lot of the pertinent spatial information is lost.
The suggested approach clearly shows a basis for a nearautomated image analysis scheme that accurately detects fog from a single camera. We are currently working on a calibration procedure that will allow for images to be analyzed on the same scale regardless of the image intensity. This will allow for a single fog measurement scale for both day and night images. Since fog can exist at any given time of the day/night it is preferable to design a system that analyzes fog regardless of the ambient lighting, having a generalized scale makes it universal so as to not have different sets of scales based on lighting conditions. As mentioned previously, our goal is to design a sensor that performs fog detection, solving the calibration problem will result in the use of a sensor that requires fewer hardware and computing resources.
This work sets a basis for further work that would require implementation of this system in a real-world setting performing in real-time to see how it performs and make changes accordingly. The sensor will be integrated into the existing infrastructure and perform analysis on the camera image to provide a sharpness value which will provide information on the density of the fog based on a predefined measurement scale.
