Point spectra of linear first-order symmetric partial differential systems  by Murphy, Patrick W.
JO~JKWAL OF DIFFERhiTIAL EQUATIONS 26, 9-26 (1977) 
Point Spectra of Linear First-Order Symmetric 
Partial Differential Systems 
PATRICK W. MURPHY* 
University of Kansas, Lawrence, Kmzsns 66045 
Received November 15, 1975 
1. INTRODLJCTI~N 
Let l. be an operator of the form 
L = i Aj(x)(ajaxj) + B(x), (1-f) 
j=l 
where Aj E C1(UP) and B E C”(i!P) are k x k matrix-valued functions of x E R”. 
We will assume the &’ are hermitian, and B is of the form zy $(3Jj/aXj) + C(x), 
with C*(n) = -C(x). Furthermore, we shall assume that 
and B(x) = 0 for 1.x 1 > R, 
where --lo’ are constant k x k hermitian matrices. Under these assumptions, 
L defined on Cox(Rn; P) is essentially skew self-adjoint in L2(lW; Ck). From 
here on we shall assume L is closed, and denote the domain of L by D(L). Also, 
where the meaning is obvious Com(R?“; Q?) and L”(R?; P) will be denoted by 
Cow(KP) and L*(UP), respectively. 
Consider the hyperbolic system 
au/at = Lu (1.2) 
with initial conditions 
u(0, x) = Uo(X) E D(L). 
Since L is skew self-adjoint, L generates a unitary group U(t), and for u. E D(L), 
U(t)u, is a strong solution of (1.2). Moreover, since U(t) is unitary 
E(t) = I/ U(t)u, 112 = II ?A0 II* 
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is constant. E(t) is called the global energy integral of (1.2). The local energy 
inside a disc of radius r is defined by 
E,(t) = 1 
lel<r 
1 u(t, x)1” dx. 
I f  ET(t) -* 0 as t ---f co Vr, then (1.2) has the local energy decay property. 
Much research has been done recently showing that many such hyperbolic 
systems have the local energy decay property (see, for example, [6, 12, 161). 
If, however, there exists a nontrivial eigenvector of the first-order system 
L = C: Ai(x)(3/&vi) f  B(x), namely, a vector uA E D(L), such thatlu, + Au,, = 0 
for some real A, then u(t, X) = eiAtzA(X) is a solution of the hyperbolic system 
au/at = Lu satisfying E,(t) = j1214T 1 u,(x)1* d X, which is constant for all time 
and does not decay. Clearly, if one has local energy decay for all initial data, 
there can be no eigenvectors, and hence no point spectrum. The example 
is equivalent to the three-dimensional wave equation, and has the local energy 
decay property for all initial data. Hence it has no point spectrum. 
Because of the importance of local energy decay, one might hope to find 
classes of operators with empty point spectrum. The class of elliptic operators 
does lead to some nice results in this area.l Many examples have been con- 
structed showing that these systems may have null vectors. However, it has 
been established by Walker [14] that the null space is finite dimensional. It 
has also been shown that the point spectrum of elliptic operators does not 
accumulate (see [12, 161). In light of these previous discoveries, the prime 
goal of this paper will be to find conditions which imply L has one of the 
following types of point spectra: 
(a) The point spectrum consists only of (O}, and (0) has finite multiplicity. 
(b) The point spectrum consists only of (0). 
(c) The point spectrum is countable, does not accumulate, and has 
finite multiplicity. 
(d) The point spectrum is countable, does not accumulate, and with 
the possible exception of 0, has finite multiplicity. 
For the most part, we will be concerned with (a) and (b). Examples will 
be given which show that some of the results given here cannot be improved. 
For more detailed proofs of the results presented in this paper, refer to P. 
Murphy, “Point Spectra of Linear First Order Symmetric Partial Differential 
1 The operator .L = xy=‘=, A’(~/L&) f I3 is said to be elliptic if det(Aifi) # 0 for all 
(x, t, 5) with t = (I, ,..., t.) f 0. 
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Systems,” University of California at Los Angeles Thesis, Los Angeles, 
California, 1974. 
2. SUPPORT THEOREMS AND ELEMENTARY RESLJLTS 
The primary goal of Sections 2 and 3 is to describe a wide class of operators 
which have no nonzero eigenvalues. Primarily this is done by showing eigen- 
vectors corresponding to nonzero eigenvalues are compactly supported. 
The folIowing theorem is an extension of a theorem originally due to Lax 
and Phillips [8] in the case n is odd. (See [S, Theorem 3.3, p. 18.5 and i%;B. 
p. 186-J) 
SUPPORT THEOREM 2.1. Let L,, be a @t-order system of the form 
L, = i ‘!20”(a/&i), 
i=l 
where A,i aye constant k x k matrices, azd assume Jm i w j = 1, C’r=, Aoiw, 
has real eigerwalues. (Witlzout loss of generality zoe shall assume L, is closed and 
denote its domain by D(L,).) q f  E D(L,) satisfies L,f + iAf = g, 0 f A E R, 
and g is compactly supported, then so is f,  and the cowex hull (support f) = 
cowvex hull (support g). 
A trivial observation extends Theorem 2.1 in the case fz is even. Select 
9) E C,~(!@) satisfying 
Let f  and g be as in the theorem, and define !(x, y) = rp(y)f(x), g”(~, y) = 
v(y)f(x). CIearlygE D(L, + iA), where L, + ih is now considered as an operator 
in L”(W+l), and 
(LO + iA)J = j. 
But j is compactly supported. In fact, 
convex hull(supp j) = convex hull(supp g) x convex hull(supp q~). 
The odd-dimensional case applies to p and therefore 
convex hull(supp f) C convex huIl(supp g), 
which proves the theorem. 
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The principle application of Support Theorem 2.1 is in proving the following 
key result: 
SUPPORT THEOREM 2.2. If L has the properties described belozu (1.1) and 
f E D(L) satisjies 
(L + ih)f = 0, for-some0 # hE[W, 
then convex huZZ(supp f) C (1 x / < R). 
For a proof see Ralston [12, Corollary 1.41 and notice that n odd was required 
only for Theorem 2.1. 
Theorem 2.2 can be applied immediately to the eigenvalue problem. The 
principle method used takes advantage of the unique continuation property, 
a topic which will be discussed in the next section. Before proceeding, the 
following theorem is presented as a direct application of Theorem 2.2. 
THEOREM 2.3. Suppose L = XT=“=, ai(ajaq) - B(x, t) is an elliptic operator 
zuith constant symmetric Ai. Let TV represent the eigenvalues of ~~=, Ahi, 
j w 1 = 1. If n is odd and the L2 operator norm of B satisjies 
then L has no point spectrum. 
Proof. Consider the unitary operator, R, defined by 
R: L2(W) -+ even (L2(aB x P-r)) and has the properties: 
(i) supp u _C {I x: 1 < R} implies supp zi _C {I s / < R); 
(ii) (i$& = wi(dti/ds). 
Clearly R extends L and B to operators L and s with domains R(D(L)) 
and even (L2([w x P-l)), respectively, and 
Lf= R(Lf) = i Abi(a/as) - B 
( i=l ) 
f, @ = R(Bf). 
Y-------L 
Suppose Lu = -A. Then clearly (XT=, Ai(a/&) + iX)zi = &I. Let rVfi(w) 
represent an orthonormal set of eigenvectors corresponding to the eigenvalues 
TV. Setting zi, = r,,z(w) - ZI 
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reduces to 
For h # 0, by Theorem 2.2, u an eigenvector of L implies zi is compact!y 
supported in j s / < Y. For X f  0, one need only notice that h # 0 was not 
required to prove this fact for Theorem 2.1 (see [S, Theorem 3.3, p. 1851). Thus 
Hence 
so that 
Since Y, forms an orthonormal system, we have 
Recalling R is unitary, 
where the last inequality follows from our assumption on /[ B [I. Clearly this 
is a contradiction unless u = 0. Thus the theorem is proven. 
It is worth remarking that the class of constant coefficient ellipticL’s, namely, 
L = ci”=x A,i(qax<), with -4d constant has no point spectrum. This trivial 
result can be verified by means of the Fourier transform. The above is merely 
a generalization of this for ?Z odd, Aoi symmetric. For further results, we need 
to introduce the concept of unique continuation. 
3. UNIQUE CONTINUATION AND APPLICATIONS 
A first-order operator L has the unique continuation property if Lf z 0 
in an open set V and f = 0 in an open subset of V implies f = 0 in V (see [Xl). 
With this in mind, we make the following two definitions: 
DEFINITION 3.1. Given a hyperplane H = {x . w = d), where 1 w / = 1, 
L = ‘J9rZI 4i(aj&,) + B(x) is said to continue uniquely in the strong sense 
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across Hthrough x,, = (x~O,..., x,O) E H if, for u satisfying supp{~} 5 {X . w 3 d}, 
Lu = 0 in some neighborhood of x0 implies that u = 0 in some neighborhood 
of x0 . I f  for some w E w” with 1 w j = 1, given any hyperplane Hd = {x . w = d}, 
L continues uniquely in the strong sense across Hd through all x,, E Hd , 
then L is said to have the directed unique continuation property. 
DEFINITION 3.2. Given a hyperplane H c W and x0 E H, L continues 
uniquely across H through x0 in the weak sense, if there exists an P > 0 depending 
only on the Ai such that, for u satisfying support u _C {X . w 3 d} and 
-;- 
lim sup 
t-to+ zesupp u, Liz-q). w=t 
/x-(x,+tw)l <r, 
Lu E 0 in some neighborhood of x0 implies that u z 0 is some neighborhood 
of x0 . I f  for every x0 + 0 , L continues uniquely in the weak sense across the 
hyperplane H = {X . .vo = [ x0 1s) through x0, then L is said to have the 
radial unique continuation property. 
Suppose the operator L has the directed unique continuation property. 
I f  u E D(L) satisfies (L + iA)zc = 0, X # 0, then Theorem 2.2 implies that 
support u c { 1 x 1 < R). L et w be the direction in which L continues uniquely. 
Since the support of u is bounded, if support u # o , then there exists a hyper- 
plane Hd = {X . w = d} such that U(X) = 0 for k . w ,( d and the support u n 
Hd # ,@. I f  xo~suppt~nHH,, then, since L continues uniquely in the 
strong sense across Hd through x0 , one has u = 0 in some neighborhood of x0 . 
Thus x0 $ support u, contradicting the above. Hence support u E @ and u = 0. 
Suppose the operator L has the radial unique continuation property. I f  
u E D(L) satisfies (L + iA)u = 0, 0 # h E UP, then as above, support u _C 
{I x 1 < RR). Consider the family of spheres S, = (I x I = r]. For r > R S, n 
support u = o . Hence define 
y. = inf{u 1 S,, n support u = @ for all rr > r}. 
7 
If  support u # 0, then clearly ST0 n support u # o and u = 0 outside ST, . 
Let x0 E ST, n support u, and consrder the hyperplane H = ((x - x0) . x0 = 01, 
which is tangent to ST0 . Trivially U(X) = 0 for x * x0 > 1 x0 /a, and 
Thus u and (L + iA) satisfy the conditions of Definition 3.2 for H and .Q . 
Hence u = 0 in a neighborhood of x0 which implies x0 $ support u, contradicting 
the above. The above results are stated in a theorem. 
THEOREM 3.3. If L has either unique continuation property then the paint 
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spectrum of L consists only of 0. If in addition, L is elliptic the% 0 has$nite multi- 
plicity. 
This theorem gives sufficient conditions for L to have point spectrum of 
type (a} or (b) as discussed in Section I. In order to see just exactly what 
operators are covered by this theorem some theory on unique continuation 
will be necessary. 
We will consider linear operators of the form 
L = qt, x)(2/2t) + f  Ayt, X)(2/2Xi) + B(t, x) (3.1) 
i=l 
where F, Ai, and B are k x k matrix valued functions of x and t. Here F 
and Ai will be Cm, B simply bounded measurable. In addition, it will be assumed 
that Det(F(0, 0)) f  0. 
The development of the next theorem follows Nirenbeg’s work on north 
order scalar systems closely (see [IO]). The theorem stated below is similar 
to Nirenberg’s refinement of Calderon’s Uniqueness Theorem. The proof is 
similar to that found in [lo]. 
UNIQUENESS TNEOREnl 3.4. Let L have the prope&es described above, and 
suppose that for every &, E 5+-l, the following are assumed: 
(a) For all (.v, t) sz-@cientZy small, t > 0, there exists a smooth matrix- 
valuedfunctiotz r,$x, t, 0 de$ned in a nekhborhood N qf (0, 0, &) in IP+l x 3-l 
such that 
is in a fixed block diagonal form on N with either I x 1 blocks OY 2 x 2 blocks 
of the form 
zuhere / Im Ai j > E > 0. 
(b) If  for all (x, t, f) in some neighborhood of (0, 0, 6) in !FP+l x P-l, 
4x, 6 0 = a($, t, t) + ib(x, t, 6) . zs a simple e$envalue of [Y-lEy=, Ai&)], 
then Im 7 = b(x, t, 5) satisfies one of thefollowing in some neigh&hood of (0, 0, &): 
505/26/r-2 
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Under these assumptions thme exists t depend& only on F and Ai, such that, 
for u E Cl satisfring 
Lu = 0 in some neighborhood of (0,O) implies that u = 0 in some ne&-hborhood 
of (090). 
Remark 3.5. Det(Y(0, 0)) f  0 is simply the statement that the hyperplane 
t = 0 is noncharacteristic at (0,O). The theorem implies that solutions continue 
uniquely in the weak sense across t = 0 through (0,O) E iP+i. 
Remark 3.6. Condition (bs) implies that 
(db/dW(t), t, t(t)) < 0 
on the curves determined by 
dx+ldt = -aa,/@, and dfE/dt = aa&@ 
That is, b is decreasing on the bicharacteristics of 7 - a, , with curve parameter 
identified with t. 
Remark 3.7. One could assume that in some neighborhood of (0,O) u is 
supported above some smooth n-dimensional surface with tangent plane t = 0 
at (0, 0). Then locally one can make a smooth coordinate transformation to a 
system with zl supported as in the theorem. Unfortunately, the hypotheses 
of Theorem 3.4 are not invariant under coordinate transformations. Thus 
one would have to investigate the transformed operator to determine whether 
conditions (a) and (b) are satisfied. Normally, one strengthens the assumptions 
of this theorem in order to obtain coordinate-independent results (see [lo]). 
As a final remark, if L = r(a/at) + &(a/&J + B has Ai and T constant, 
then the assumption lim,,,+ sup(~,t)ESUBPZL 1 x / < r(L) is automatically satisfied 
for the applications we are interested in. Suppose Lu = 0 where u has compact 
support inside (1 x j < R}. Then u(Rx/r) has compact support inside (1 x j < R) 
and is a solution of Lz = [T(a/at) + M(a/aq.) + (R/r) B((R/r)x)]u = 0. 
Noting that I’ does not depend on B, r(L) = r(L) and we apply Theorem 3.4 
to Zz = u(Rx/r) and L,. This implies the result. 
Before proceeding to applications, a few remarks should be made concerning 
extensions to the case u EL~(W+~). First note the operators L which we are 
interested in are closable and the estimates needed to prove Theorem 3.4 
are preserved under closure. With this in mind it is easy to verify that Theorem 
3.4 can be extended to distributions u E D(L). 
In the previous two paragraphs we have presented some theorems on unique 
continuation for certain first-order systems. Here we present some rather 
elementary applications of these theorems. 
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THEOREM 3.8. Every (2 x 2) elliptic L of the fwm (1.1) with Ai E Cic has 
both unique continuation properties (note L eltiptic implies n = 1, 2, 3 o?zly). 
Proof. Setting L = C’T=, A”(~)(a/&c,) + B(X), the ellipticity of L tells us 
that De+Ai&) # 0 for real (5, ,..., &J. Hence Det(N&) = 0, as an equation in 
tr , has only complex solutions for real (fa ,..., f,), &a + ... + fn2 = I. 
Moreover, since the Ai are hermitian, the coefficients in Det(Cyql Aif+) are real, 
and solutions must occur in complex pairs, i.e., ~r(f~ ,..., f,) = ?a(& ,...? E,,). 
It follows from the compactness of Sn--4, that ! rr - 72 1 >, 2c, and j Im 7i / > E 
for some E > 0. Moreover, the ellipticity of L and the symmetry of the 8” 
are preserved under coordinate transformations. Hence it follows from the 
above and Theorem 3.4 that L has both unique continuation properties. 
We now recall the example presented in Section 1: 
This operator is (2 i; 2) elliptic. By the above theorem and Theorem 3.3 
it has no nonzero eigenvalues. Of course this result can also be obtained through 
elementary Fourier analysis, which can also be used to show there is no null 
space. However, elliptic perturbations of this system also have no nonzero 
eigenvalues, a fact which cannot be achieved through elementary Fourier 
analysis. We also know there are no compactly supported null vectors. We 
remark, however, that a noncompactly supported null vector in D(L) can be 
exhibited for an operator of the form 
In order to present additional applications of Theorem 3.4 we define the 
directed coordinate system at each x0 E R” in the direction w, 1 w ; = 1, as 
that coordinate system obtained by moving (O,..., 0) to .~a , and rotating (1, O,...: 0) 
to W. The directed representation of L at x0 will be denoted by 
L = A,,i(a/ax,) + B,(so). 
In the case w = -x0/1 x0 1, x0 # 0, we write 
L = ,4,i(a/as,.) + 23,.(x,.). 
THEOREM 3.9. Suppose L is a 4 x 4 elliptic operator having the properties 
described below (1.1). Iffm each x0 E {I .x / ,( I?)-, locally in RR >< Si-‘(A,,l)-l x 
(x’T=, A,iEi) can be transformed to block diagonal fwm, thenL has the radial zmiquQ 
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continuationproperty. If in some direction w, with L = xr=, A,“(a/axWi) + B,(x,), 
for each x0 E {I x 1 < R) there exists a neighborhood N about x0 such that, in iV, 
distinct 7 solutions of det(A,% + A,,,2t2 + ... + A,“.$,) = 0 fm (5, ,..., 5,) E 
,F2, satisfy 1 7i - ~~ [ > E, for some E > 0, then L has the directed unique 
continuation property in the direction W. 
Proof. It suffices to note that, as in Theorem 3.8, eigenvalues occur in 
complex pairs, and Im 1 ri / > E. Thus the blocks are either 2 x 2 or 1 x 1. 
The first statement allows us to apply Theorem 3.4 directly. The second 
statement is preserved under coordinate transformations, and the hypotheses 
are such that they guarantee a smooth reduction to block diagonal form (see [5]). 
Thus as in Remark 3.7, we can still apply Theorem 3.4. 
4. FIRST-ORDER SYSTEMS WITH COMPACTLY SUPPORTED EIGENVECTORS 
In the preceding section we have developed some theorems which give 
sufficient conditions for unique continuation across a hyperplane. We remark 
that the structure of the block diagonal form was very important in Theorem 3.4. 
The other conditions can be relaxed under mild constraints on the determinant 
of the top-order term. In 1960 Plis [l I] constructed an example of a first-order 
system which fails to continue uniquely across t = 0. His example depends 
heavily on the structure of the Jordan blocks, which are at least (3 x 3). This 
fact emphasizes that the structure of the block diagonal forms cannot be 
weakened in the general context of Theorem 3.4. 
Plis’s elliptic operator is 
L =&+I(; ;);+B(t,@), (4.1) 
where i -1 1 0 . . A= . .I . 
. 1 
0 -1 h+3)xh+3) 
A nontrivial vector valued function zu(t, 6) and a lower-order term B(t, 6) 
were constructed so that 
Lw E.G 0 with w-0 for t > 0. 
In addition, w E Cm, BE Cm, and w(t) $0 for any fixed t < 0. Thus the 
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operator L did not continue uniquely in the strong sense across t = 0.. 
Also, for nt = 0, we note that B is continuous and 
-1 c -1 0 1 -1 1 0 0 1 
L=-&i 
L=-&i ’ i 0 0 -1 
0 
-- 
0 
-2 2 0 
0 -2 2 
0 0 -2 
is in block diagonal form with 3 x 3 blocks. 
If  one transforms coordinates according to the relations 8 = 0, t = t + ,#s, 
then L transforms to 
Since the inverse of a triangular matrix is triangular, the operator 
is in block diagonal form. Although L does not have the proper block diagonaI 
structure, L satisfies all the other conditions of Uniqueness Theorem 3.4. 
We also observe that ti(t, 8) = w(t, 8) is supported in (i < @a) and @((t, 8) + 0 
for any fixed t < 0. Since ,&i = 0, E does not continue uniquely in the weak 
sense across t = 0. 
Before proceeding we state a few basic properties of the null vector ZL’(LV, t); 
and the lower-order term B. First B = 0 for f  > 0, and both zu and B can 
be chosen to be periodic in 0 with period 2~. We remark here that Plis’ construc- 
tion uses certain unspecified constants. He shows that if these constants satisfy 
certain properties then his null vector w is smooth, and B E Cm. At the end 
of his paper (see [ll, p. 5621) he specifies a set of constants which work. If  
the constants pn selected by Plis are replaced according to the rule ytz = [T+~]~ 
l/(m + 3) 3 01 > 0, namely, 9)% = the largest integer less than E~+~c, ,then 
I%L’ and .B will be 2m periodic in 0. Finally, if we set w = (u, V) where u = 
(aI ,..-, u,,,+~) and ZI = (cl , . . . . ZY,,&, t h en one can observe from Plis’ construction 
that z~,(t, 8) # 0 for t < -1, and u,(t, 8) = 0 for t ,( -1, i = l,..., nz $- 3. 
In this section we will use the operator and null vector discussed in the 
preceding paragraphs to build an elliptic first-order system of form (1.1) which 
has a compactly supported null vector. We state this in a theorem. 
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THEOREM 4.1. There exists an elliptic operator E = E,(a/ax) + EZ(a/ay) + 
E3(x, y) of form (1.1) which has a compactly supported null vector g E C,,m(W) 
zuith support g C (9 + y2 < 4). 
Proof. Let L and zu be the system and null vector discussed in the preceding 
paragraphs. Since w and B are periodic in 0 with period 277, we will consider 0 
a polar coordinate and define a radial coordinate by r = t + 2, r 3 0. Choose 
~EC”(W) with v(r)=0 if 33~31, v(r)=1 if r<Q or r>4, and 
1 > y(r) >, 0. With r and 0 as polar coordinates, define h: W + UYn1+3) by 
h(X, y) = w(r - 2, 0) if r31, 
z~jll-Y(i::ihy~‘~j if r<l. 
Clearly h E C,~(W2). Since / u j2 > 0 for t < --I, for r < I 
] h I2 = (1 - q~)” ) u I2 + $(PZ + 3) > c > 0. 
Note that, since v  E 0 for t < -1, the two definitions of la are consistent 
for r = 1. Moreover, since w(t, 0) 4 0 for t > 0, for Y > 2 h(r, 0) = 0. 
Hence h is compactly supported inside {x2 + y* < 4}. Changing to rectangular 
coordinates, L takes the form 
c = qajax) + qapyv) + C3@,Y), 
where 
(4.2) 
and 
C3(x, y) = B(r - 2, 8). 
Of course C is not constant outside some sphere and C has a singularity at 
the origin. However, we do have 
(Ch)(s, y) = (Lw)(r - 2, 0) = 0 for r>,l. 
Before proceeding we introduce a linear algebra lemma which will help 
in the calculations. 
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LEMMA 4.2. If E and F me square matrices and det E + 0 therz 
det E G 
I I HG 
= det(E) det(F - HE-IG). 
Proof. Since det(AB) = det A det B for square matrices A and B, the 
result follows from the equality 
We now recall v(r) as defined in the beginning of this construction and C, + 
C, , C, as defined in 4.2. Define 
D = D#‘/a.lc) + D@/ay) + D, 
bY 
Dl = c (1 - 94,)) Cl 1 iqJ(r)l ’
(4.3) 
4 = (1 - rp(r)) [“o 21. 
Since p(r) = 0 for 3 3 r > 1 and Iz(x, r) = 0 for T 3 2, 
D(O, 4(x, Y) = (CNx, Y), 0) = (0, 0) for ~21. 
Moreover, the top-order symbol of D, namely, d(E, T) = DIE + Dg, satisfies 
Applying Lemma 4.2, we have 
det(d(S, 4) = det[+&))“(52 + @!)I - (1 - (~(r))~(c,% + C’a~)fCr*f f  C,*k)]. 
For 0 < P(Y) < 1, the latter matrix term in the above expression is hermitian 
and elliptic and therefore has nonzero real eigenvalues. Thus for 0 < v(r) < 1, 
Det(d(c, 7)) f  0 for ([, T) # (0, 0). I f  v(r) = 1, then Det(d(f, T)) = 
(i(p + T*))~(~~+~) f  0 for (f, T) # (0, 0). II ence we have shown D is elliptic. 
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Finally, ifr > 4orr <Q 
This implies D has no singularity at the origin and D is constant coefficient 
for Y > 4. 
Since 0($(x, y) = 0 for x4 + y2 > 1, z = D(i) is supported inside x2 + ys < 1. 
Define 
Since 1 h I2 > c > 0 for x2 +y2 < 1 and xs0 for x2 +y2 > 1, K(x,y) 
is well defined and is supported inside 1 + y2 < 1. Clearly 
--x =-D(z). 
Hence (D + K(x, y))[(O, h)l E 0, and (0, h) is a compactly supported null 
vector of D + K. Finally, defining 
E = E,(Vx) + EWy) + Es , 
where 
and 
0 
E3 = 
* (aD,*/h) + (aD,*/$)- D3* - K" 
E is an elliptic operator of the form (1.1) and 
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This proves the result with 0 
g== ;.
(‘i h 
As a final remark we observe that the boundary of the support of h is the 
circle xa + ye = 4. This surface is noncharacteristic for the operator E. As 
a general rule one expects to be able to continue uniquely across a noncharac- 
teristic surface. Clearly this is not the case here. In fact, this example can be 
shown to satisfy all the hypotheses of Theorem 3.4 at every point on r = 2 
except the one concerning the block diagonal structure. 
THEOREM 4.3. Given a finite set of real nzmmbers, h, ,..., h, , not necessarily ah? 
distinct, there exists an elliptic j&-order operator L = A’(~]lax) + A2(a/ay) f  
B(x, y) of the type discussed below (1.1) having iXJ , j = l,..., 1 G.V eigelaaahes. 
Proof. Let E = E,(a/h) + E,(a/ZJy) + I& , g = g(~, y) be the operator and 
null vector described in Theorem 4.1. The function B(X, y) = &(4x, 437) is 
supported in 9 + y2 = 1, and satisfies 
r  
E1(4x, 4y) g + &(4x, 4y) g + 4-&(4x, 4y) a(,~‘, y) = 0. 
The functions 
u&, y) = u(P+*x, 2Pfl(y - 21-9 
are supported in the spheres 
s, = ([x” + (y - pqqv < 2-‘“+9. 
Moreover, assuming 4 > p, 
so that 
distance(S, , S,) = (21-P - 2--(*I)) - (21-q + 2-(u+l)j 
distance(S, , S,) = 82-p - $2-9 > 2-p-“. 
Thus for p # 4 S, and S, are disjoint. Choose ~~(3, y) E C0~(R,2) s.atisfyiqT 
vD(x, y) = 1 for X, y  E S, and v,(s, y) = 0 for distance((r, y), S,) > 2-p-a. 
Clearly uP(x, y) also satisfies 
n 
EPU, = E,(~P+~x, 2p+3(y - 21-p)) 2 + ~,(2~+3~, 2p+3cy - 21-p)) $2 
_I’ 
+ (ZP+~E,(~~+~X, 2~+~(y - 29) + zlppp(x, y)) u?, = i&u, . 
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Moreover for (Y, y) in the compliment of S, 
qp+3.x, 2~+3(~ - 21-p)) = Eio, i=1,2,andE,=O, 
where Eio are constant S(WZ + 3) x 8(m + 3) matrices which are independent 
of p. 
Now we are ready to define L. For i = 1,2 set 
A+, y) = 4(2~+3~, 2~+3(~ - 21-q) if (x, y) E S, 
= Ei” if (x, y) 6 U S, . 
p=1 
From the above remarks, the Ai are well defined and Ai E Cm([w2), with 
J!p = J,i = E 0 a’ for (9 + y2)lj2 > 3 , i = 1,2. 
Now define 
B(x, y) = i C/Q+, y)[2pt3E3(2”f3x, 2pf3(y - 29) + i&,-j. 
p=1 
From the above construction L = Al(a/&c) + Aa(a/ay) + B is an elliptic 
operator of form (1.1) and L satisfies Lu, = E%, = ihpu, for 1 < p < 1. 
This concludes the proof of Theorem 4.3. 
Theorem 4.3 demonstrates that we cannot expect to obtain any stronger 
conditions by means of unique continuation which imply L is of type (a) or 
(b) other than those already stated in Section 3. However, this construction 
will not lead to a countable number of eigenvalues. If  this process were to be 
continued the resulting system will be discontinuous at the origin. At present 
we do not know whether an elliptic operator of form (1.1) can exist with a 
countable number of eigenvalues. The best one can conclude is there are at 
most a countable number, they have finite multiplicity, and they do not 
accumulate. 
For n odd, the sharpest result for nonelliptic L has been given by Ralston 
[12]. The odd-dimensional restriction is due to the fact that Support Theorem 2.1 
was previously only known for n odd. This theorem can now be extended 
to all n: 
THEOREM 4.4. Let L be an operator of the type discussed below (1 .I), with 
Ai and B smooth. For A(x, 5) = g=, Ai(x))5, we assume 
(i) The null space of A(x, 5) is at most one dimensional for [ # 0. Thus, 
if one defines S = ((x, 5) ) det(A(x, l)) = 0, j E / = l}, there exists T(X, t), 
defined on a conic neighborhood of S = ((x, e) 1 det(A(x, E) = 0, / 6 \ = l> and 
vanishing on S, such that det(A(r, 4) - T(X, 0) = 0. 
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(ii) Given (x,, , [,) E S n {(x, 5) 1 1 s 1 < R) and 1’ > 0 tlzere is a T SUCJZ 
that the bicharncteristic czmve (x(t), f(t)) defined by 
k(t) = (ajag) 7(x, I$), i(t) = -(a/ax) 7(x, 0, 
x(0) = x(j , t-(O) = to 
satisjes ! s(t)1 > r for 1 t 1 > T. 
Under the above assumptions the point spectrum of L has no accumulation 
points and, with the possible exception of zero, has finite multiplicity. 
We remark, if L is elliptic, statement (i) is true vacuously. 
in this final paragraph we give an example which shows what happens when 
the hypotheses of Theorem 5.3 are not quite satisfied, specifically (ii). 
We construct a vector field on lR3 as follows. Choose #(r, s) E C,~(lRz> satisfying 
#(T, s) = 0 outside{(r, s) 1 / s j < 2, 1 < r < 41, #J(F, s) = 1 on((p, s) 1 1 s ! < 1, 
2 < Y < 31, and 0 < #(r, s) < 1. Now define for Y = (xIz + x2z)1/2 the vector 
field V(X~ , dp, x3) = #(T, s3)( --x, , X~ , 0) f (1 - #(r, &)(O, 0, I). Note that 
v(q) x2, x3) = (0, 0, 1) for j s / 3 3(2)ll’ and also 1 v 1 2 $ for alI X. Consider 
the operator 
L ==v.u++v.v. 
By the above remarks L is of the type discussed below (1 .I). Moreover, for 
\x,I<l and 2~~~3,v(x~,xs,3c~)=(--x,,x,,0), and $V.v=O. 
Thus for / x3 1 < 1 and 2 < T < 3 
L = -x8(a/ax1) + xl(apxe). 
Transforming to cylindrical coordinates (r, 6, xJ, we observe from 
that 
x1 = Y cos d, x2 = r sin a 
L = (ape) = -x,(apx,) + “,(qax~). 
Solving (a/83) ZU(T, 8, as) = ~Azu(Y, 6, x3) f or w and X under the restrictions w be 
periodic in 0 with period 2~, and compactly supported in ((Y, x3) 1 1 2s 1 < 1, 
2 < I < 3), for 71 any integer we find that 
is a solution of 
W(P, 6, x3) = q(r, x3) eizTne 
&u/iX? = i2nnzv. 
Thus in rectangular coordinates u(xl , X, , XJ = &(r, 8, s3) satisfiesL3 = &mu. 
Hence the point spectrum of L contains (i2nn ) n = 0, &I, &2,...) and each 
i2nn has infinite multiplicity. 
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