Abstract-Symbolic controller synthesis offers the ability to design controllers enforcing a rich class of specifications such as those expressible in temporal logic. Despite the promise of symbolic controller synthesis and correct-by-design control software, this design methodology is not yet widely applicable due to the complexity of constructing finite-state abstractions for large continuous systems. In this letter, we investigate a compositional approach to the construction of abstractions by exploiting the cascading structure of partially feedback linearizable systems. We show how the linearized part and the zero dynamics can be independently abstracted and subsequently composed to obtain an abstraction of the original continuous system. We also illustrate through examples how this compositional approach significantly reduces the time required for construction of abstractions.
I. INTRODUCTION
T HE VERIFICATION of control software for cyber-physical systems is gradually becoming more challenging given the increasing complexity of these systems. A recent approach to handle the verification problem is to synthesize control software using correct-by-design methods. These are techniques that synthesize both the control software as well as a proof of its correctness so that a-posteriori verification is greatly reduced or not even required. One of the widely used correct-by-design techniques is based on the construction of a finite-state abstraction for the given control system. A controller enforcing the specification can then be synthesized for the abstraction and subsequently lifted to a controller acting on the control system. Control software synthesis based on abstractions has two advantages over more traditional control design techniques: 1) it allows the use of more complex specifications such as those expressed in temporal logic; 2) controller synthesis is completely automated and consists of computing a fixed-point over the finite-state abstraction, which can always be done in finite time for finite-state abstractions [20] . The construction of abstractions for control systems that are incrementally input-to-state stable was presented in [13] , [15] , and [16] . Zamani et al. [23] showed that finite-state abstractions can still be computed even if incremental input-to-state stability fails to hold. Furthermore, various software tools for correct-by-design controller synthesis, using abstractions, have been developed and include PESSOA [7] , CoSyMa [10] , TuLiP [22] , and SCOTS [19] .
One of the drawbacks of abstraction based control software synthesis is that the computation of abstractions does not scale well with the number of states of the control system. Hence, it becomes infeasible to compute abstractions for large systems. One way to alleviate this problem is to avoid computing the abstraction monolithically, and compute it compositionally. Recent results for the compositional construction of abstractions were presented for discrete control systems in [14] , linear systems in [12] and nonlinear control systems that can be decoupled into smaller subsystems using the same inputs in [17] . Similar results were introduced in [11] for a collection of identical decoupled switched systems subject to counting constraints and in [6] and [9] for nonlinear cooperative control systems in which the interaction between subsystems is modeled as a disturbance.
In this letter, we focus on control systems that are partially feedback linearizable [4] . We use this assumption to decompose such systems into its feedback linearizable part and its zero dynamics. This cascade decomposition can be exploited to compute abstractions compositionally: abstractions of the feedback linearizable part and of the zero dynamics are independently computed and then composed to obtain an abstraction of the original system. By focusing on a different class of systems, the proposed compositional approach complements the compositional results reported in the literature. Moreover, since the class of partially feedback linearizable systems is reasonably large (e.g., automotive systems [2] , drones [5] and bipedal robots [21] ), the proposed results are quite useful in practice. To further substantiate this claim we present in Section V two examples. The first example is a truck and trailer system where we increase the number of trailers to illustrate how the proposed methodology scales better with the number of continuous states than the existing monolithic approach. The second example is a two-link model of a bipedal robot that is used to synthesize controllers providing a walking gait on a downward ramp. While it is important to move from computing abstractions compositionally to synthesize controllers compositionally, this is a much more challenging problem that is not addressed in this letter.
The remainder of this letter is organized as follows. Section II introduces the class of control systems we consider in this letter. In Section III we review the definition of different types of approximate simulation relations. Our main contribution appears in Section IV. We illustrate the benefits of our approach through different examples in Section V. This letter ends with several concluding remarks in Section VI.
II. CONTROL SYSTEMS AND CASCADE DECOMPOSITIONS A. Notation
We use Z, R, R + , R + 0 to denote the set of integer, real, positive and nonnegative real numbers. Given a vector x ∈ R n and a matrix A ∈ R m×n , we denote by x and A the infinity norm of x and A, respectively. We define the discretization of S ⊂ R n by:
[S] α = {s ∈ S|s i = k i α, k i ∈ Z, i = 1, . . . , n}, where α ∈ R + is the discretization parameter. Given a measurable function f : R + 0 →R n , we denote the (essential) supremum (ess) sup t∈R
is strictly increasing and γ (0) = 0; furthermore γ belongs to class K ∞ if γ ∈ K and γ (r)→∞ as r → ∞. We use 1 R n : R n →R n to denote the identity map on R n .
B. Control Systems and Cascade Decompositions
In this letter we work with continuous time control systems defined as follows.
Definition 1:
• the state space R n ;
• the input set U ⊆ R m ;
• the admissible input curves U, a subset of all the piecewise continuous functions of time from intervals of the form ]a, b[ ⊂ R to U with a < 0 < b; • the locally Lipschitz continuous map f : R n × U→R n defining the dynamics of the system. We say is a single-input control system when m = 1. We denote the trajectory of a control system by ξ xυ :]a, b[ → R if there exists υ ∈ U such thatξ xυ = f (ξ xυ , υ). We also use the notation ξ xυ (τ ) to denote the point reached by system , at time τ , from the initial state x while applying the input υ. Note that this point is uniquely determined due to the Lipschitz continuity assumption on f [4] . A control system is forward complete if every trajectory is defined on an interval of the form ]a, ∞[, where a ∈ R. Necessary and sufficient conditions for forward completeness can be found in [1] .
The results presented in this letter are proved for the class of control systems that can be defined as a cascade composition of smaller subsystems. We now present a definition of cascade decomposition tailored to the decompositions that arise from single-input partially feedback linearizable systems.
can be seen as a cascade composition of 1 , of the formż = f 1 (z, u), and 2 , of the forṁ w = g (w, v) , where the input of 2 is connected to the output of 1 according to v = (z, u). Given a single-input partially feedback linearizable system of relative degree p, we can always decompose it into its feedback linearized part and the residual dynamics [4] . The feedback linearized part corresponds to subsystem 1 while the residual dynamics corresponds to 2 . Note that although Definition 2 describes a decomposition of into two subsystems, 1 and 2 , all the following results are still valid when we have N subsystems, e.g., when we have more than one input in a partially feedback linearizable system. We use ξ xυ , ξ zυ , and ξ wν to denote the trajectories , 1 and 2 , respectively. Let π 1 : R n → R p and π 2 : R n → R n−p be the natural projections on the first p and last n−p entries, respectively. Rather than writing π 1 •ξ xυ and π 2 • ξ xυ we use the simpler notation ξ 1 xυ and ξ 2 xυ , respectively. Note that whenever the input curves are assumed to be constant, we will use u and v instead of the Greek letters υ and ν, respectively.
C. Divergence of Trajectories
To prove the existence of different types of simulation relations between abstractions and control systems, we need to define a bound on the divergence of trajectories. This is captured by the notion of incremental forward completeness [23] .
Definition 3: A control system is incrementally forward complete (δ-FC) if it is forward complete and there exist continuous functions β :
such that for every s ∈ R + , the functions β(· , s) and γ (· , s) belong to class K ∞ and for any x, x ∈ R n , any τ ∈ R + and any υ, υ : [0, τ [→R, the following condition is satisfied for all t ∈ [0, τ ]:
In other words, a control system is incrementally forward complete if the distance between any two trajectories starting from different initial states while applying different inputs for the same duration of time can be bounded by the functions β and γ that depends on the difference between the initial states and the difference between the inputs, respectively.
III. SYMBOLIC MODELS AND APPROXIMATE SIMULATION RELATIONS A. Systems
We briefly introduce the notion of system which will be used later to model all the systems of interest. Further details on the notion of system can be found in [20] .
Definition 4: A system S is a quintuple (X, U, −→, Y, H) consisting of:
• A set of states X;
• A set of inputs U;
We call state x a u-successor for state x if the transition x u −→ x exists in the system. We also introduce the set of u-successors of a state x, denoted by Post u (x), as well as the set of inputs u ∈ U, denoted by U(x), such that Post u (x) is nonempty.
B. Simulation Relations
We now introduce different types of simulation relations which we use to relate the computed abstractions to the control system of interest. We start with the notion of approximate simulation relation [3] . 
We denote the existence of an ε-approximate simulation relation from S a to S b by S a ε S S b . While simulation relations are useful for verification purposes, when the objective is the synthesis of controllers, the relevant notion is alternating simulation. See [20] for a comparison between these two different, but related, notions.
be metric systems with the same output sets Y a = Y b and metric d, and consider a precision ε ∈ R + . A relation R ⊆ X a ×X b is said to be an ε-approximate alternating simulation relation from S a to S b if the first two conditions in Definition 5 and the following condition are satisfied:
We denote the existence of an ε-approximate alternating simulation relation from S a to S b by S a ε AS S b . Note that the existence of these simulation relations enables the refinement of controllers synthesized for the abstractions to controllers that act on the control system [20] .
C. Symbolic Models
We define the time-discretization of a control system , denoted by S τ ( ), where τ ∈ R + is the sampling time, as follows:
where:
We compute an abstraction of a control system by discretizing the states, the inputs and the time.
Definition 7: Given the control system = (R n , U, U, f ), a map δ : (R + ) 4 → R + , and the triple q = (τ, η, μ) of quantization parameters, where τ ∈ R + is the sampling time, η ∈ R + is the state space quantization, and μ ∈ R + is the input quantization, the abstraction of associated with q and δ is the system S qδ ( ) = (X, U, −→, Y, H) defined by:
where ε ∈ R + and ı is the natural embedding of X into Y. Note that, an abstraction is finite if it has a finite set of states and a finite set of inputs, which can be achieved if the state space and the input space are restricted to bounded sets.
Given a system that admits a cascade decomposition into 1 and 2 , as in Definition 2, instead of 2 we work with the system:˜
where U 2 is the set of constant curves and we regarḋ w = g(w, ξ zu (t), u) as a time-varying differential equation with constant input (z, u).
Definition 8: Let the abstractions of 1 and˜ 2 be
The composed abstraction of denoted by:
IV. SYMBOLIC MODELS FOR δ-FC
CASCADE CONTROL SYSTEMS In this section we present our main result. Given a control system that admits a cascade decomposition as in Definition 2, we prove the existence of different types of simulation relations between the control system and the abstraction obtained by composing the abstractions of the subsystems as in Definition 8.
Theorem 1: Let be a control system that can be decomposed into 1 and 2 , as in Definition 2, and let˜ 2 be the system defined in (2). Let S q 1 δ 1 ( 1 ) S q 2 δ 2 (˜ 2 ) be the composed abstraction given in Definition 8 and consider any precision ε ∈ R + . Under the following assumptions:
• max{η 1 , η 2 } ≤ ε;
where β i and γ i for i = 1, 2 are the functions in Definition 3, we have: ((x 1 , x 2 ), (z, w) ) ∈ R and conditions (1-2) in Definition 6 are satisfied. Now we show that condition (3) in Definition 6 is satisfied for every ((x 1 , x 2 ), (z, w) ) ∈ R. Consider any u 1 ∈ U 1 and let u ∈ U τ be equal to u 1 . Consider the unique transition (z, w)
To prove the existence of a transition in S q 1 
Since for all ((x 1 , x 2 ), (z, w)) ∈ R, (x 1 , x 2 ) − (z, w) ≤ ε and as we are using the infinity norm, we obtain:
We start by proving (i) as follows. Consider
Given that 1 is δ-FC, u = u 1 and using (5)- (6), we have:
which implies the existence of x 1
. Now we show that (ii) and (iii) hold. Consider x 2 = [ξ wv (τ )] η 2 , we obtain:
Given that˜ 2 is δ-FC, u 2 = (x 1 , u 1 ) = (x 1 , u) and using (5) and (8), we have:
which implies the existence of x 2
. From (7), (9) and u 2 = (x 1 , u 1 ) , we conclude the existence of ( (6) and (8), we obtain:
Second we prove (4). Consider the relation
as we are using the infinity norm, hence ((z, w) , (x 1 , x 2 )) ∈ R and conditions (1-2) in Definition 5 are satisfied. Now we show that condition (3) in Definition 5 is satisfied for every  ((z, w), (x 1 , x 2 ) ) ∈ R. Consider any u ∈ U τ we pick u 1 such that:
Consider the transition (z, w)
To prove the existence of a transition in S q
Given that 1 is δ-FC, and using (11)- (13), we have:
. Now we show that (ii) and (iii) hold. Consider
Given that˜ 2 is δ-FC, u 2 = (x 1 , u 1 ) and using (11), (12) and (15), we have:
which implies the existence of x 2 (14), (16) and u 2 = (x 1 , u 1 ) , we conclude the existence of ( (13) and (15) we obtain: which implies that ((z , w ), (x 1 , x 2 
Remark 1: When (3) holds, a controller synthesized for the abstraction can be refined to a controller for the original control system enforcing the same specification [20] . However, non-existence of a controller for the abstraction does not imply non-existence of a controller for the original control system. Whenever a controller cannot be found on the abstraction, a more detailed abstraction can be computed using smaller discretization parameters until a controller is found or the discretization parameters are considered to be too small.
Remark 2: Although (3) and (4) are the same inequalities that appear in [23, Th. 4.1], our approach results in a more conservative abstraction, i.e., has more transitions. Accordingly, there might be controllers for a monolithic abstraction that cannot be found when working with S q 1 δ 1 ( 1 ) S q 2 δ 2 (˜ 2 ). We return to this point in Section V in the context of a specific example. Under stronger stability assumptions, a version of Theorem 1 guaranteeing the existence of an approximate bisimulation between the abstraction and the concrete system can be proved using techniques similar to those used to prove Theorem 1. When an approximate bisimulation exists, the non-existence of a controller for the abstraction implies the non-existence of a controller for the concrete system.
V. EXPERIMENTAL RESULTS
In this section we illustrate our results on two examples. First, we compare our results to the monolithic approach using a truck and trailer system, similar to the example considered in [18] . We show how the proposed compositional abstraction technique scales better, as the number of trailers increases, than the monolithic approach. In the second example we synthesize a controller, using an abstraction computed with the proposed compositional approach, for the two-link biped robot, also known as the compass biped, which appeared in [21, Sec. 3.4.6] . All the computations were done on a 3.4 GHz iMac with 32GB of RAM.
A. Truck and Trailer Example
Consider a truck connected to n trailers by a spring-damper system, shown in Fig. 1 , which can be modeled by:
. . . trailer, u is the external acceleration input acting on the truck and v n+1 is the velocity of the truck, respectively. We can regard the system described by (18) as a cascade composition of system 1 given by:
. . .
and system 2 :ḋ
Note that is partially feedback linearizable since it is a linear system. However, our approach only relies on the ability of rendering the partially feedback linearizable part linear which is already the case in (19) . Hence, we directly abstract (19) without designing a preliminary feedback rendering it a chain of integrators. This illustrates that our results are more general than the specific technical statement in Theorem 1. We computed abstractions of system 1 and 2 , using the MATLAB toolbox PESSOA [7] , for different numbers of trailers. The state space and input space discretization parameters used were η = 1 and μ = 1, respectively, whereas we used τ = 0.5 for the sampling time. A comparison of the time spent to construct the abstraction of the full system, for 1, 2, and 3 trailers, using the proposed compositional approach and the traditional monolithic approach is listed in Table I . Note that the addition of each trailer increases the number of continuous states by 2. As the number of trailers increases, we observe in Table I a speedup by a factor of 4 in the time required to compute the abstraction when we have 3 trailers. Note also that only the relative time is of significance since the implementation of PESSOA is now several years old and can be optimized in several different ways.
B. Compass Biped Robot Example
Consider the compass biped robot model [21] , shown in Fig. 2 , and given by:
where q 1 is the angle between the two legs, q 2 is the angle between the stance leg and the vertical to the ground, σ 2 is the momentum conjugate to q 2 , v is the actuator torque applied at the joint between the two legs of the robot, α is the ground slope, and D(q 1 ) and G(q 1 , q 2 , α) are the inertia matrix and the gravity vector obtained from [21, eqs. (3.58) and (3.60)], respectively. The parameters for this model were taken from [21, Table 3 .1].
Equation (21) describes the motion of a biped while one of the feet is above ground. To complete the model we need to describe what happens when a foot strikes the ground. We model this phenomenon by reset map in a hybrid automaton with a single mode. The foot strikes the ground whenever:
Upon this event, the role of the stance and swing legs is reversed and this is captured by an instantaneous change in the states described by the reset maps:
and q
defined by [21, eqs. (3.54 ) and (3.56)]. Although Theorem 1 is not stated for hybrid systems, it can be applied to the hybrid system modeling a bipedal robot by first (compositionally) computing an abstraction of the continuous dynamics on its domain and then changing the abstraction to account for the effect of the reset map. We can regard the system described by (21) as a cascade composition of system 1 given by:
and system 2 
We computed abstractions of system 1 and˜ 2 using the MATLAB toolbox PESSOA [7] . For a desired precision ε = 0.05, the used state space and input space discretization parameters were η = 0.05 and μ = 0.05, respectively, whereas we used τ = 0.05 for the sampling time. The abstractions of 1 and 2 were computed in 20 seconds and 100 minutes, respectively, while composing them took 20 minutes. This resulted in 120 minutes to compute an abstraction compositionally. Constructing an abstraction for the full model monolithically, using the same discretization parameters, took 350 minutes. Hence, the proposed compositional approach was three times faster in this example.
In order to force the robot to move forward,q 2 needs to be always greater than zero. Hence, we synthesized a controller that enforcesq 2 to be always greater than ε, i.e., greater than zero plus the precision of the abstraction. Fig. 3 shows the closed-loop simulation results and the phase portrait for the compass bipedal robot. The phase portrait indicates that nonperiodic walking is achieved thereby illustrating the difference with existing design methods [8] , [21] that produce periodic gaits.
We also synthesized a controller for the same specification using the monolithic abstraction. In order to illustrate that compositional abstractions can be conservative, we compare in Figure 4 the number of inputs available to enforce the Fig. 3 . Closed-loop simulation using the synthesized controller. Fig. 4 . Number of inputs available to enforce the specification at the cross section q 1 = 0.4 rad and q 2 = 0.2 rad using the monolithic abstraction (top) and using the compositional abstraction (bottom).
specification for a wide range of values ofq 1 and σ 2 when q 1 = 0.4 and q 2 = 0.2 rad. We can observe in Figure 4 that the controller synthesized using the monolithic abstraction is more permissive than the controller synthesized using our approach. However, the reduction in the available inputs is not substantial and thus only has a marginal effect in the ability to control the robot.
VI. CONCLUSION
In this letter, we presented a compositional approach to compute abstractions of continuous time control systems that admit cascade decompositions into smaller subsystems arising from partially feedback linearizability. Although the compositional approach is more conservative than the monolithic approach, it leads to a considerable speedup in the computation time. Using the truck and trailers system, we illustrated that using the proposed approach we could reduce the time required to compute an abstraction by a factor of 4 when compared with the monolithic approach. For the biped robot example, the computation time was reduced by a factor of 3. Moreover, by comparing the controller synthesized for the compositional abstraction with the controller synthesized for the monolithic abstraction we observed that the conservativeness of the compositional abstraction was not substantial.
