This paper describes a digital logic architecture for 'CMOL' hybrid circuits which combine a semiconductor-transistor (CMOS) stack and two levels of parallel nanowires, with molecular-scale nanodevices formed between the nanowires at every crosspoint. This cell-based, field-programmable gate array (FPGA)-like architecture is based on a uniform, reconfigurable CMOL fabric, with four-transistor CMOS cells and two-terminal nanodevices ('latching switches'). The switches play two roles: they provide diode-like I -V curves for logic circuit operation, and allow circuit mapping on CMOL fabric and its reconfiguration around defective nanodevices. Monte Carlo simulations of two simple circuits (a 32-bit integer adder and a 64-bit full crossbar switch) have shown that the reconfiguration allows one to increase the circuit yield above 99% at the fraction of bad nanodevices above 20%. Estimates have shown that at the same time the circuits may have extremely high density (approximately 500 times higher than that of the usual CMOS FPGAs with the same design rules), while operating at higher speed at acceptable power consumption.
Introduction
The simple, uniform structure of semiconductor fieldprogrammable gate arrays (FPGAs) makes them very costeffective and allows FPGA chips to compete with custom and application-specific integrated circuits for many important applications [1] [2] [3] . The most important feature of FPGA circuits, the possibility to reconfigure them after fabrication, makes this approach even more valuable as the leading semiconductor transistor technology, CMOS, approaches the end of scaling [4] . Indeed, as individual transistors are scaled down, their fabrication yield decreases, and the possibility to reconfigure an integrated circuit around bad devices becomes a very attractive option. Most probably, this feature will become absolutely necessary beyond the scaling limit of the purely CMOS technology, when further progress will require its augmentation with novel nanoscale (e.g., molecular [5] [6] [7] [8] ) devices, because the yield of fabrication and/or self-assembly of these components will hardly ever approach 100%.
Indeed, the application of such classical techniques of providing fault tolerance as von Neumann multiplexing [9, 10] or R-MD redundancy [10] to defects becomes rather inefficient for high defect rates. For example, the recently improved von Neumann multiplexing approach requires a 10-fold redundancy for a bad device fraction q as low as ∼10 −5 and a 100-fold redundancy for q ≈ 3 × 10 −3 [11] . In contrast, reconfigurable computer architectures, which allow one to locate bad components first and then to implement an optimum reconfiguration of the system, may provide high defect tolerance even in these conditions. For example, the Teramac computer [5] can be reconfigured to run a number of real-world tasks even when up to 3% of its resources are defective.
Several reconfigurable architectures for digital nanoelectronic circuits have been proposed (see the recent review [8] and subsequent publications [12, 13] ); most of them are based on FPGA-like structures. In FPGAs based on lookup tables (LUTs), all possible values of an m-bit Boolean function of n binary operands are kept in m memory arrays, of size 2 n × 1 each. (For m = 1, and some representative applications, the best resource utilization is achieved with n close to 4 [14] , while the Teramac computer [5, 15] with n = 6 and m = 2). The main problem with the idea [5] of application of this approach to hybrid CMOS/nanodevice circuits is that the memory arrays of the LUTs based on realistic nanodevices cannot provide address decoding and output signal sensing (recovery). This means that those functions should be implemented in the CMOS subsystem. The corresponding overhead may be estimated, for example, using our recent results for hybrid memories [16] . In particular, they show that for a memory with 2 6 × 2 bits, performing the function of a Teramac's LUT block, and for realistic parameters of CMOS transistors and nanodevices, the area overhead would be above four orders of magnitude, so it would lose the density (and hence performance) competition even to a purely CMOS circuit performing the same function. Increasing the memory array size up to the optimum value calculated in [16] is not a viable option either, because the LUT performance scales (approximately) only as a log of its capacity [17] .
The alternative, programmable-logic-array (PLA) FPGAs are based on the fact that an arbitrary Boolean function can be rewritten in the canonical form, i.e., in the two-level logical representation. As a result, it may be implemented as a connection of two crossbar arrays, for example one performing the AND, and the other the OR function [8] .
The first problem with the application of this approach to the CMOS/nanodevice hybrids is the same as in the case of LUTs: the optimum size of the PLA crossbars is finite and typically small [18] , so that the CMOS overhead is extremely large. Moreover, any PLA logic built with diodelike nanodevices faces an additional problem of high power consumption. In contrast with LUT arrays, where it is possible to have current only through one nanodevice at a time, in PLA arrays the fraction of open devices is of the order of one half [8] .
The power consumption may be reduced by using a dynamic logic style, but this approach requires more complex nanodevices. For example, reference [12] describes an interesting dynamic-mode PLA-like structure using several types of molecular-scale devices, most importantly including field-effect transistors (FETs) formed at crosspoints of two nanowires.
In such a transistor, one (semiconductor) nanowire would serve as a drain/channel/source structure, while the perpendicular nanowire would play the role of the gate. However, because of an exponential dependence of the threshold voltage on the transistor dimensions, semiconductor FETs with a channel a few nanometres long are irreproducible [19, 20] . (Similar problems are faced by the architecture described in [13] , since it is entirely based on crossed-nanowire FET transistors.)
The goal of this paper is to present an alternative reconfigurable architecture for hybrid CMOS/nanodevice circuits, whose structure is similar to the so-called cellbased FPGAs [1, 28] . The architecture has been developed for the recently suggested 'CMOL' variety of the hybrid circuits [20, 21] . As in several earlier proposals [5, 8] , nanodevices in CMOL circuits are formed (or self-assembled) at each crosspoint of a 'crossbar' array, consisting of two levels of nanowires (figure 1). However, in order to overcome the CMOS/nanodevice interface problems pertinent to earlier proposals, in CMOL circuits the interface is provided by pins that are distributed all over the circuit area, on the top of the CMOS stack. (The technology necessary for fabrication of tips with nanometre-scale points has been already developed in the context of field-emission arrays [23] .) As figure 1(c) shows, pins of each type (reaching to the lower and upper nanowire level) are arranged into a square array with side 2β F CMOS , where F CMOS is the half-pitch of the CMOS subsystem, while β is a dimensionless factor larger than 1, that depends on the CMOS cell complexity. The nanowire crossbar is turned by angle α = arcsin(F nano /β F CMOS ) relative to the CMOS pin array, where F nano is the nanowiring half-pitch. By activating Figure 2 . Two-terminal latching switch: (a) the I -V curve that has been assumed in our analysis (the results are virtually unaffected by the exact shape of the curve) and (b) the single-electron implementation. In the OFF stage of the switch, the single-electron transistor has a high Coulomb blockade threshold (V t ) max > V DD . If the source-drain voltage V exceeds a certain value V inj ∼ (V t ) max , an additional electron is injected into the single-electron trap, and its electric field suppresses the Coulomb blockade threshold to a lower value V t < V DD , enabling current to flow. (The ON state of the latch.) The device may be turned OFF by applying voltage below V ej and thus ejecting the additional electron from the trap island.
two pairs of perpendicular CMOS lines, two pins (and two nanowires they contact) may be connected to CMOS data lines ( figure 1(b) ). As figure 1(c) illustrates, this approach allows a unique access to any nanodevice, even if F nano F CMOS ; see [21] for a detailed discussion of this point. If the nanodevices have a sharp current threshold, like the usual diodes, such access allows one to test each of them. Moreover, if the device may be switched between two internal states (figure 2(a)) as, for example, the single-electron latching switches (figure 2(b), [20] [21] [22] ), each device may be turned into the desirable (ON or OFF) state by applying voltages ±V W to the selected nanowires, so that the voltage V = ±2V W applied to the selected nanodevice exceeds the corresponding switching threshold, while half-selected devices (with V = ±V W ) are not disturbed.
We see at least two key advantages of CMOL circuits over other crossbar-type hybrids:
(i) Due to the uniformity of the nanowiring/nanodevice levels of CMOL, they do not need to be precisely aligned with each other and the underlying CMOS stack [21] . This fact allows the use of advanced patterning techniques [24, 25] , which lack precise alignment, for nanowire formation. (ii) CMOL circuits may work with two-terminal nanodevices (e.g., single-electron latching switches) whose fabrication and/or self-assembly is substantially less challenging than that for their three-terminal counterparts. As will be shown below, the relatively low functionality of twoterminal nanodevices may be compensated by (relatively sparse) transistors of the CMOS subsystem.
Recently, we have shown that the CMOL approach allows one to reach high defect tolerance, together with high performance, in digital terabit-scale memories [16] and mixedsignal neuromorphic networks [26] . (For a recent review of these results, see [21] .) In this paper, we will show that by using a cell-based FPGA architecture, a similar combination of high performance and defect tolerance may also be reached in Boolean-logic CMOL circuits. So far, we have analysed only two, relatively simple circuits: a 32-bit Kogge-Stone adder and a 64-bit fully connected crossbar. However, these first results are so encouraging that we have decided to publish them right away.
Architecture
For FPGA applications, it is more convenient (though not absolutely necessary) to turn the nanowire crossbar by almost 45
• relative the square array of CMOS cells and interface pins. More exactly, the requirements for the angle α and the dimensionless factor β that determines the CMOS cell area A = (2β F CMOS ) 2 now take the form:
where r is a positive integer number 1 . The nanowires are fabricated with small breaks repeated with period L = 2β 2 F 2 CMOS /F nano . With this arrangement, each nanowire segment is connected to one interface pin 2 . As a result, each input or output of a CMOS cell can be connected through a pin-nanowire-nanodevice-nanowire-pin link to each of M = 2r (r − 1) − 1 other cells located within a squareshaped 'connectivity domain' around the initial cell; see figure 3 (a). (For infinitesimal gaps, M would equal 2r (r − 1), but for a more feasible gap width of the order of 2F nano , the connectivity domain is by one cell smaller. This is also convenient for analysis, since the resulting connectivity domain is symmetric.)
Each CMOS cell ( figure 3(b) ) consists of an inverter and two pass transistors that serve two pins (one of each type) serving as the cell input and output, respectively. During the configuration stage, all inverters are disabled by an appropriate choice of global voltages V dd and V gnd ( figure 3(b) ), and testing and setting of all nanodevices is carried out absolutely similarly to the procedure described in the introduction ( figure 1(b) ; see also [16] and [21] ).
When the configuration stage has been completed, the pass transistors are used as pull-down resistors, while the nanodevices set into ON (low-resistive) state are used as pullup resistors. Together with CMOS inverters, these components 1 Though our analysis is valid for arbitrary r, the best use of CMOL capabilities is achieved at F nano β F CMOS , when angle α ≈ π/4 − 1/r is very close to 45 • , the integer r ≈ β F CMOS / √ 2F nano is large, and the spectrum of possible values of β, β = (2r 2 − 2r + 1) 1/2 × (F nano /F CMOS ), is so dense that choosing one of them that is convenient for the CMOS cell design is not a problem. 2 The best performance is achieved if the pin contacts the wire fragment in its middle, and our analysis has been carried out with this assumption. This may be assured if the nanowire breaks are provided by features of the same lithographic mask that defines interface pin positions. It is also straightforward to show that at r 1, a modest misalignment of the pin and breaks (by ∼F CMOS ) reduces the circuit performance only by a small factor of the order of 1/β 1. Clearly, gates with high fan-in and fan-out (broadcast) may be readily formed as well by turning ON the corresponding latching switches. Having these primitives is sufficient to implement any Boolean function, as well as to perform routing, providing that the hardware resources are sufficient. Moreover, our circuits are inherently defect-tolerant, since they have M = 2r (r − 1)− 1 1 nanodevices per CMOS cell, and only a few of them (on the average, the same as the gate fan-out) are required for circuit operation.
Reconfiguration
Generally, there may be many different algorithms to reconfigure the CMOL FPGA structure around known defects, including quasi-optimal, exhaustive-search options which are impracticable, because the resources required for their implementation are exponential in circuit size. Here we will describe a very simple linear-time algorithm, whose execution timescales just as N M (where N is the number of gates in the circuit), which nevertheless gives very good results. In this approach, the CMOL FPGA configuration is carried out in two stages: first, mapping the desired circuit on the apparently perfect (defect-free) CMOL fabric, and second, its reconfiguration around defective components.
For our initial analysis of a few simple circuits we have performed the first step manually, though the mapping of more complex circuits will certainly require the development of dedicated CAD tools, quite similar to those already developed for conventional FPGAs; see, for example, [27] .
For the second stage we have developed an automatic procedure, so far assuming only one defect type: the absence of nanodevices (latching switches) at certain nanowire crosspoints. (Circuit-wise, such a defect is equivalent to the 'stuck-on-open' fault.) This model has been used in most other works on nanoelectronic circuits (see, for example, [13, 16, 39] ) because it is adequate for molecular electronics where such defects result from the failure of molecular self-assembly. In our modelling, the defects have been assumed to be randomly distributed among the crosspoints, with probability q < 1.
Our algorithm (formally presented in figure 5 ) is based on sequential attempts to move each gate from a cell with bad input or/and output connections to a new cell, while keeping its input and output gates in fixed positions. (Note that according to the CMOL FPGA topology shown in figure 3(a), in each position the cell uses a different set of nanodevices.) At such a move, the gate may be swapped with another one, provided that all connections of the swapped gates can be realized with the CMOL fabric and are not defective.
In order to implement this idea, we first calculate the 'repair region' of the gate, where it could be moved if there were no other cells around; this region is just the overlap of the connectivity domains of all its input and output cells. For example, for the circuit shown in figure 6(a), gate A can be moved to any cell of the repair region painted pink in figure 6(b), which is the intersection of the connectivity domains of its output and input gates 1 and 4. If some cell of the repair region is already occupied by another gate, for example gate B (figure 6(c)), then a similar region is calculated for that gate as well. (For example, in figure 6(c) the repair region for gate B is the intersection of the connectivity domains of gates 2, 3, and 4.) If the original gate lies in that new repair region, then these two gates can be swapped, keeping the circuit functional (provided that all the connections are good).
If there are several cells in the initial gate's repair domain (i.e., several positions this gate may be moved to), higher priority is assigned to positions providing smaller interconnect length. More exactly, for each position we calculate the penalty function
where x and y are the horizontal and vertical coordinates of each cell, and f is an empirically selected exponent. (We have got the best results for f = 2.) The summation in equation (2) is over all potential interconnects; if the move requires a cell swap, interconnections of both cells are counted. For example, in figure 6(c) five connections (from gate A to 1 and 4, and from gate B to 2, 3, and 4) give contributions to this sum.
(Typically, though not always, this rule gives higher priority to a gate moving into an initially empty cell.) After the list of all possible moving options has been compiled, they are checked, in the order of increasing penalty F, for defective interconnects. The first met option with all good connections is implemented. The case when there are no possible moving options with good connections is considered a reconfiguration failure.
An approximate analysis of this reconfiguration algorithm shows that most reconfiguration failures come from the longest initial connections, corresponding to the very periphery of the cell connectivity domains. This is why we have found that from the point of view of defect tolerance it is beneficial to carry out the initial design for artificially confined connectivity domains. They are similar in shape to that shown in figure 3(a) , but have only M < M cells. In the discussion below, we will mostly quote the linear size scale ('radius') r of the confined connectivity domain, defined by relation M = 2r (r − 1) − 1 (similar to that relating M and r ).
First case study: Kogge-Stone adder

Initial mapping
As the first example, we will consider the CMOL FPGA implementation of an integer, parallel-prefix adder which is one of the key digital logic circuits in digital design; see, for example, [28] . Among such adders, the Kogge-Stone adder [37] has the most regular structure (figures 7(a), (b)) and therefore we could carry out its manual mapping on the CMOL FPGA fabric. First, the 32-bit adder circuitry has been converted into a netlist of fan-in-two NOR gates (figure 7(c)) and then mapped onto a rectangular CMOL block ( figure 7(b) ) has been avoided by adding another logic level ( figure 7(c) ).
For this particular value of r , the final 'logic depth' (the number of logic levels in the critical path) is 21, the number to be compared to 13 levels for the conventional implementation, and 7 levels for the implementation with [4:1] LUTs. Figure 9 shows the depth as a function of r . Smaller values of r result in larger depth and hence a larger total number of CMOS cells, up to the point r = r min , at which the layout becomes impossible. However, a reduction of r is beneficial for defect tolerance; see the next section.
Reconfiguration results
The defect tolerance of the circuit immediately after the initial mapping is very poor, with the circuit yield going down rapidly at the bad device fraction q as low as ∼5 × 10 −5 , since the damage of any of ∼2300 actively used nanodevices leads to the circuit failure. The reconfiguration increases the acceptable q dramatically. The increase has been calculated using numerical Monte Carlo simulation of the reconfiguration on our group's supercomputer cluster Njal (http://njal.physics. sunysb.edu/). For each initially mapped circuit, the program has been run 10 000 times with a randomly chosen set of defects, formed with the same probability q. For some (randomly chosen) successful reconfiguration runs the final layout has been functionally simulated to verify the correctness of the design. This was achieved by first saving the layout in the blif format and then converting it into the structural VHDL code with the help of the SIS package [29] . The verification has been fully successful. Figure 8(b) shows the final connection map of the same adder as in figure 8(a) (r = 10) , after a typical successful reconfiguration with r = 12 and q = 0.5, while figure 10 shows the layout of a small fragment of this circuit, with defective nanodevices marked black. We were very much impressed how resilient the circuit was, retaining full functionality after reconfiguration around as many as 50% of bad devices. Actually, the defect tolerance could be even higher if we allowed the input and output cells of the adder to be moved (as can be done at a joint reconfiguration of several functional units).
Figures 11(a) and (c) show the fault tolerance of the adder as a function of r and r . If we choose not to confine the initial mapping additionally (i.e., take r = r ), the circuit becomes more defect tolerant as r is increased. (With a fixed CMOS technology, F CMOS , this requires scaling down the nanowire and nanodevice half-pitch F nano .) If r , i.e., fabrication technology, is fixed, the defect tolerance may still be improved remarkably by taking just a slightly lower r . The practical limit for this reduction is imposed by the explosive growth of the logic depth at r → r min (figure 9), as the corresponding performance degradation; see section 6 below.
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Second case study: full crossbar
Initial mapping
Routing resources are a very important part of conventional FPGAs, as well as more exotic reconfigurable systems such as the Teramac computer [5] . This is why as our second case we have chosen the fully connected crossbar ( figure 12(a) ). For this circuit even the initial mapping on a rectangular CMOL array (with gates working as simple inverters) may be readily automated, for example using the simple 'greedy' algorithm 4 . In this procedure, the I/O pairs to be connected are mapped onto the array one-by-one. Each pair is first assigned a perfectworld Manhattan route, using the vertical rows of the input 4 Since the number n of I/O pairs is typically much larger than the connectivity radius r, inputs and outputs cannot be connected directly. and output cells and some horizontal row ( figure 12(b) ). The algorithm checks that the vertical fragments of various routes do not overlap, while uniformly distributing their horizontal fragments among the array rows.
Then, to create an actual path for each I/O pair, the algorithm tries to allocate cells which are closest to the perfect route and are within each other's connectivity radius. (Of course, the cells used in mapping of the previously routed pairs cannot be used again.) Just as in the previous case, an artificial reduction of the connectivity to radius r r (at the initial mapping only) improves the final defect tolerance.
In order to use this (or any other) routing algorithm practically, one needs to select the vertical size m of the CMOL array first ( figure 12(a) ). In general, we are interested in the smallest value of m, because this leads to the smallest area and logic depth of the crossbar. Such a value can be calculated considering the worst possible combinations of the I/O pairs, which result in the largest aggregate data flow (n routes) across the middle cross-section S of the rectangular array ( figure 12(c) ). Since CMOL fabric has (r − 1) nanowires passing over each CMOS cell in the least favourable direction ( figure 3(a) ), and only (r − 1) of them are used at the constrained-radius mapping, there are only m(r −1) nanowires overall to serve the critical cross-section S. This is why the crossbar height should satisfy the condition m(r − 1)
n. Moreover, in our simple 'greedy' algorithm, nanowires of the same critical cross-section may be used to provide vertical transport of (in the worst case) n routes, so that a more strict condition should be satisfied: m(r − 1) n + m, i.e., m n/(r − 2). Finally, including two input and output rows, the minimal crossbar height is m min = n/(r − 2) + 2.
From here, the maximum logic depth d (the number of cell-to-cell hops) of the crossbar may be calculated as (n + m)/(r − 2) , because the longest route has the length of (n + m) cells and each cell-to-cell hop allows one to move along this route by (r − 2) cells in the worst (left-to-right) case. The resulting dependence of the logic depth of a 64-bit crossbar on r is shown in figure 9 ; it is substantially smaller than the depth of the 32-bit adder which has the same total input vector width (32 + 32 = 64). 
Reconfiguration results
Figures 11(b) and (c) show the yield results for the 64-bit crossbar after its reconfiguration using the same algorithm (figure 5), for several values of r and r . The most important difference from the adder (figures 11(a), (c)) is that without the artificial connectivity domain confinement (i.e., at r = r ) the crossbar is substantially less defect-tolerant than the adder.
(This is a result of a larger fraction of long interconnects.) However, as soon as the difference (r − r ) is increased by the confinement, the defect tolerance of the crossbar improves very quickly, and becomes even better than that of the adder. For example, for the realistic case r = 12 and r = 10, the 99% yield is actually achieved at ∼25% of bad nanodevices, slightly higher than ∼22% for the adder ( figure 11(c) ). Such rapid improvement is explained by the fact that the lower fan-in of crossbar gates (inverters) ensures larger repair domain size and hence more room for successful reconfiguration.
Performance
In this section, we will describe approximate estimates of density, speed, and power of CMOL FPGA circuits, using the following considerations and assumptions.
Nanodevices
We have assumed that each latching switch is implemented as a parallel connection of several (D) single-electron devices of the type shown in figure 2(b) 5 . The most important parameters of the devices are the maximum Coulomb blockade threshold voltage (V t ) max of the single electron transistor (which gives the scale of the power supply voltage V DD , see figure 2(a)), and the ratio of its dynamic resistances in the ON and OFF states. Both these quantities depend on the single-electron addition energy
which is generally contributed by both the single-electron island charging energy E c and quantum confinement energy E k . For the sub-1 nm island size necessary for reliable room-temperature operation of the switches (see, for example, figure 13 of [20] ), E k E c , so that we can use the formulae valid for the strong confinement limit [30, 31] 
where R Q ≡h/e 2 ≈ 4.1 k is the quantum unit of resistance. The first term in the square brackets of equation (4) describes the effect of classical thermal fluctuations [30] , while the second one gives a crude estimate for the second-order quantum effect, elastic co-tunnelling [31] . For our parameters (see below), equation (4) shows that the minimally acceptable V DD is of the order of 0.2-0.3 V. This is compatible with estimates of optimal V DD for most promising CMOS devices, double-gate SOI MOSFETs [19, 20] , especially taking into account that CMOL circuits do not require the transistors to reach deep current saturation.
Nanowires
The specific capacitance C wire /L of nanowires has been calculated using the well-known FASTCAP code [32] for the crossbar structure ( figure 1(a) ) in which both the width and the thickness of the nanowire, as well as the horizontal distance between the wires, were assumed to be all equal to F nano , while the vertical distance between two layers was varied from 2 to 4 nm. 6 The insulator between and around the wires is assumed to have a dielectric constant of 3.9 (corresponding to SiO 2 ); the use of a low-κ dielectric would give the corresponding increase of the circuit operation speed cited below. The result of the calculation is shown in figure 13 .
In order to calculate the specific resistance R wire /L of a metallic nanowire with the assumed square-shaped crosssection F nano × F nano , the usual formula ρ/(F nano ) 2 has to be generalized to include the increase of resistivity ρ due to possible diffusive surface scattering of electrons. (This effect becomes substantial when F nano is decreased below the electron mean free path l due to scattering on phonons.) A reasonable approximation for ρ is given by the Matthiessen rule [33] in the form
where ρ 0 is the table (bulk) resistivity. We will accept values ρ 0 = 2 µ cm and l = 10 nm which are typical for good metals at room temperature 7 . Applying these formulae, one should remember that while charged capacitance always corresponds to the full nanowire segment length L = 2β 2 F 2 CMOS /F nano , only a part of the fragment (from the crosspoint nanodevice to the interface pin) contributes to its resistance R wire . In order to keep our estimates on the conservative side, we have assumed the worst configuration case when the length of this part is largest (L/2).
Circuit
In order to speed up the CMOL FPGA circuit, it is beneficial to reduce the signal swing of CMOS inverter's input voltage V in by decreasing the effective parallel resistance R par defined as (figure 14)
The limit to this reduction is set up by the requirement for the swing V in to be larger than the possible total noise swing at the inverter input. Two most important components of the noise are the thermal fluctuations and digital noise of other gates. At M 1, the thermal noise is typically Gaussian, with the rms value
which is of the order of a few millivolts for our parameters (see below). With the very strict requirement for the bit error rate to be below q gate = 10 −28 (corresponding, for example, to a mean time between failures of at least 10 000 h [4] for a CMOL FPGA chip with as many as 10 10 gates operating with a 0.1 ns clock cycle), the maximum swing V T of this noise, calculated from the equation
The digital noise is created mostly by coupling of output signals of M other gates (with swing equal to V DD each) through the M parallel resistances of latching switches turned OFF ( figure 14) . Though for M 1 the statistics of this noise is usually also close to Gaussian, one cannot exclude the possibility of strong correlation of signals processed by neighbouring gates. To play it safe, we have assumed the worst case scenario when all digital noise sources are fully correlated, resulting in the maximum swing MV DD /(R OFF /D) of the current flowing to the inverter input.
Summing these two noise contributions, we get the following condition on V in :
where the simplification is due to the fact that for all considered cases R pass R OFF /(DM), i.e., R par ≈ R pass , and V DD V in . Indeed, with the parameters considered below, this condition allows one to reduce V in well below 100 mV, i.e., make it much lower than V DD . This means that the CMOL FPGA circuit speed is limited by the relatively slow recharging of a few-fF 'input' (post-latch) nanowire capacitance C wire shunted by a relatively low parallel resistance R pass given by equation (6) , through a much higher series resistance R ser ∼ R ON /D + 2R wire . 8 This is why the full equivalent circuit of one logic stage (figure 14) yields the elementary formula for the signal delay per logic stage:
where I is the gate fan-in, while the necessary value of R pass may be calculated as
The ON current of the nanodevice should be generally calculated from the I -V curve (figure 2(a)), with D parallel nanodevices connected in series with the Ohmic resistance R wire , driven by voltage V DD . However, since the only lower bound on the suppressed Coulomb blockade threshold V t is to be larger than V in (in order to prevent current leakage through ON-state nanodevices fed by 0-level output of CMOS inverters), V t may be substantially less than V DD . Hence, we may consider the nanodevice I -V curve linear, and find I ON as
Power
The average total power consumption of a CMOL gate may be estimated as a sum of the static power P ON due to currents I ON , static power P leak due to current leakage through nanodevices in their OFF state, and dynamic power P dyn due to recharging of nanowire capacitances. The above estimate V in V DD allows one to calculate these contributions using simple formulae:
where τ is the total circuit delay, taken to be the product of the delay τ 0 per logic stage (with I = I max ) by the logic depth of the circuit ( figure 9 ). The factors 1/2 reflect the natural assumption that on average there is an equal number of CMOS inverters with Boolean 1 and 0; the dynamic power has an additional factor 1/2 describing the energy loss at capacitance recharging.
Area
To estimate the circuit density, we need parameter β, the linear size of the CMOS cell in units of CMOS pitch 2F CMOS ( figure 3 ). We will show below that at acceptable power density the ON current necessary for driving one nanodevice is of the order of 1 µA. With a linear current density of the order of 1000 µA µm −1 , typical for the long-term CMOS projections [4] , such current may be provided with a MOSFET channel as narrow as 1 nm. Hence, we can assume that all four transistors of the CMOS cell are of the minimum width. Using the SCMOS design rules [34] , we may estimate the cell area A cell as 64(F CMOS ) 2 , i.e., β ≈ 4. For each combination of F CMOS and F nano , we have selected a β larger than, but closest to, β min = 4 from the possible spectrum given by equation (1), giving us the corresponding value of the connectivity radius r . This rule leads to jumps of r (and hence r and all circuit parameters) as a function of F nano ; see figure 15 below. (We have accepted a modest connectivity domain confinement, r − r = 2, which is sufficient for high defect tolerance; see figure 11 .)
Optimization
In order to evaluate the CMOL FPGA performance, we have limited the total power P = P ON + P leak + P dyn per unit circuit area at the level P/ A = 200 W cm −2 planned by the ITRS [4] for the next decade. With the sum fixed, the power supply voltage V DD may be optimized to minimize the total logic delay τ = dτ 0 of the circuit.
In order to do this, for each pair of F CMOL and F nano (and hence for parameters β, r, r , L, C wire , and R wire calculated as described above), we vary V DD , each time adjusting the ratio R ON /D (and hence the product D I ON calculated from equation (11) ) so that the total power calculated from equation (12) equalled the specified level. At this procedure, R OFF is also adjusted to keep the thermal stability requirement, expressed by the left part of equation (4), satisfied 9 . Figure 15 shows the results of such optimization for three longterm CMOS technology nodes specified by the ITRS [4] . First of all, figure 15(a) indicates that the largest contribution to power consumption is given by P ON ; this is very typical for diode-logic circuits like ours. Static power is not too sensitive to F nano , but the dynamic power drops with increased nanowire pitch, together with V DD . Figure 15 (b) shows that the nanowire segment capacitance C wire increases if the nanodevice pitch is scaled down, due to the increase of the segment length L = 2β 2 F 2 CMOS /F nano . However, the circuit delay follows this trend only at lower values of F nano , because at larger values of the nanowire pitch (and hence lower L) the connectivity domain radius r decreases and results in an increase of the logic depth d of the circuit ( figure 9 ) and hence of the circuit delay τ = dτ 0 . The same , and the optimum value of the power supply voltageV DD , for the 32-bit adder with F CMOS = 45 nm; (b) nanowire segment capacitance (thin lines) and the total logic delay of the circuit (bold lines); and (c) area-delay product Aτ of the two CMOL FPGA circuits under analysis, for three ITRS long-term CMOS technology nodes. The (formal) jump of the Aτ product to infinity at some (F nano ) max reflects the fact that our procedure of initial circuit mapping may only be implemented for F nano below this value; see figure 9 and its discussion. The finite sharp jumps of the curves are due to the transfers between adjacent integer values of r that would satisfy equations (1) and provide the smallest β > β min = 4. All results are for r = r − 2.
Results
effect is clearly visible in figure 15 (c), which shows our results for a popular figure-of-merit of integrated circuits, the circuit area-by-delay product Aτ . 10 This product increases both at very small F nano (due to the increase of C wire ) and at larger F nano 10 The growth of Aτ total with F nano is expressed even more strongly in the crossbar where d grows approximately as n 2 /(r − 2) starting already from low values of the connectivity domain radius; see figure 10 and section 5.1 above.
(due to the growing d). As a result, the area-delay product as a function of F nano features a minimum, indicating the existence of the optimum nanotechnology for each F CMOS . Note that for the most realistic values of F CMOS (45 and 32 nm), the optimum value of F nano is not very low, at least for the integer adder.
Finally, as could be expected, the best performance improves with better CMOS subsystem technology, though not too quickly: (Aτ total ) min is approximately proportional to F CMOS .
Discussion
The reader has to agree that the absolute numbers shown in figure 15 are very impressive. For example, for the apparently realistic values F CMOS = 32 nm and F nano = 8 nm, the 32-bit CMOL FPGA adder could have an area about 110 µm 2 and total logic delay 1.3 ns, at acceptable power dissipation. (The 64-bit crossbar performance is an order of magnitude better.)
In order to compare these numbers with purely CMOS FPGAs, we have used the Xilinx ISE WebPack package (see www.xilinx.com) to simulate the similar 32-bit Kogge-Stone adder for the commercially available 90 nm Xilinx Spartan-3 technology. (The basic unit of such an FPGA is a slice consisting of two 4-input LUTs.) The total delay of the adder, excluding the pin-to-slice propagation delay, has turned out to be about 5.1 ns. Assuming the 1/s delay scaling [28] , this corresponds to 1.7 ns for the 32 nm technology. The circuit area of the CMOS circuit could be calculated from the known number of its cells ('tiles'), equal to 139, and the tile area estimate of approximately 2100 µm 2 , which follows from the data cited in [35] . With the usual 1/s 2 area scaling, for F CMOS = 32 nm this gives a 280 µm 2 tile area, i.e., a total adder area of about 39 000 µm 2 . (This estimate is close to the one given by DeHon [36] .) Thus the delay-area product would be about 70 000 ns µm 2 , i.e., about 500 times larger than in a CMOL FPGA with the same F CMOS .
Though the performance advantage of CMOLs, obtained using our (very conservative) estimates, seems overwhelming, we need to make the following two reservations. First, the estimated CMOL circuits did not include latches (besides the relatively slowly switching nanodevices used for circuit mapping and reconfiguration), while a typical CMOS FPGA has flip-flops after each logic stage, which allows pipelined design for operation at clock frequencies of the order of 1/2τ 0 . In CMOL FPGAs, pipelining may be readily achieved by interleaving CMOL arrays with clocked CMOS registers ( figure 16(a) ). Since each CMOL array may be configured in its own way, such interleaved structures may be used to accommodate complex hierarchical computing structures. For example, figure 16(b) shows a possible implementation of the PLASMA chip [15] , the fundamental unit of the Teramac computer [5] . A crude estimate 11 has shown that even accounting for the latches, and sufficient block redundancy (see footnote 4), the whole computer could be mapped on a CMOL chip (with F CMOS = 32 nm and F nano = 8 nm) with area well below 1 cm 2 . The additional power consumption of CMOS registers will certainly increase power consumption of the circuit as a whole. On the other hand, it would also increase its area, so it is not quite clear whether the circuit performance (at fixed power management limitations) would increase or decrease. However, the number of the register cells may be low (of the order of 2n per array with n × n cells), so that any change should be relatively small. More exact evaluation may be carried out only after a substantial number of various functional units and other circuits necessary for digital signal processing and/or general-purpose computing have been mapped on the CMOL fabric. (This will probably require a modification of existing CAD tools.) Eventually, CMOL FPGA systems should be evaluated on generally accepted computing benchmarks. However, we believe that even the preliminary estimates described in this paper give a strong evidence that the CMOL FPGA approach may far outperform CMOS FPGAs in virtually all areas of their application.
The comparison between CMOL FPGA and custom CMOS chips is a more complex issue 12 . Indeed, in our current design each CMOS cell uses just a few nanodevices for actual operation, while most nanodevices are used just for circuit reconfiguration. However, the functional density of our approach can be substantially improved if gates with higher fan-in are allowed. (Note that the current hardware implementation is already suited for such gates.) Multi-fanin-gate implementation may allow CMOL FPGAs to compete with custom CMOS chips while hopefully decreasing only slightly the defect tolerance 13 . Exploring these advanced capabilities of CMOL FPGAs is our next goal.
