INTRODUCTION
Every finite field has cardinality pn for some prime number p and some positive integer n . Conversely, if p is a prime number and n a positive integer, then there exists a field of cardinality pn, and any two fields of cardinality pn are isomorphic. These results are due to E. H. Moore ( 1 893) [10] . In the present paper we are interested in an algorithmic version of his theorem, in particular of the uniqueness part.
We say that a finite field is explicitly given if, for some basis of the field over its prime field, we know the product of any two basis elements, expressed in the same basis. Let, more precisely, p be a prime number and n a positive integer. Then by explicit data for a finite field of cardinality pn we mean a system of n3 elements ( It is not known whether there exists a polynomial-time algorithm that, given p and n, constructs explicit data for a finite field of cardinality pn. If the generalized Riemann hypothesis is valid, then such an algorithm exists [1, 4] . Also, V. Shoup has shown [11 ] that the problem can be reduced to the problem of factoring polynomials in one variable over finite fields into irreducible factors. For the latter problem, no polynomial-time algorithm is known, even if the generalized Riemann hypothesis is assumed; there does exist an algorithm that runs in time (pn)0(') (see [5, ?4.6 .2]), so for small p the problem is solved. If random algorithms are allowed, then both the problem of constructing finite fields and the problem of factoring one-variable polynomials over finite fields have perfectly satisfactory solutions, both from a practical and a theoretical point of view (see [7] ).
Theorem (1.1).
There exists a polynomial-time algorithm that, given a prime numnber p, a positive integer n, and any of (a) The only nontrivial assertion of this theorem is that (c) suffices to construct (a) and (b). If for each prime number r that is at most n, an irreducible polynomial in Fp[X] of degree r were known, then (a) and (b) could be constructed using auxiliary cyclotomic extensions of Fp. In our proof, which is given in ?9, we work with auxiliary cyclotomic ring extensions of Fp, which can be constructed without any hypothesis. The other assertions of the theorem are proved in ?2.
We now come to the uniqueness part of Moore's theorem. Suppose that two finite fields of the same cardinality are explicitly given, can one find an isomorphism between them in polynomial time? The isomorphism is to be represented by means of its matrix on the given bases of the fields over the prime field.
For this second problem, the same results have been obtained as for the first problem. Thus, a polynomial-time algorithm exists if the generalized Riemann hypothesis is true, as was shown by S. A. Evdokimov [4] . Also, the problem can be reduced to factoring polynomials in one variable over finite fields. To see this, write the first field as Fp[X]/fF,p [X]; then finding an isomorphism is equivalent to finding a zero of f in the other field. This solves the problem if p is small, and also if random algorithms are allowed, as is the case in practice. In the present paper we prove the same result without any restriction.
Theorem (1.2).
There exists a polynomial-time algorithm that, given explicit data for two finite fields of the same cardinality, finds an isomorphism between them.
The proof uses the same technique as the proof of Theorem (1.1). The result of Evdokimov that we just mentioned depends on auxiliary cyclotomic extensions of Fp, and it is to construct these that the generalized Riemann hypothesis is needed. In our proof we use ring extensions, which can be obtained for free.
The contents of this paper are as follows. In ?2 we discuss what can be done if explicit data for a finite field are available, and we define what is meant by explicit data for field extensions and field homomorphisms. In ?3 we show how normal bases can be found in polynomial time. Normal bases are not absolutely vital for our purposes, but they provide an elegant solution to a technical problem that comes up later (see (5.6)), and the result is of interest in itself as well. In ??4, 5, and 6, we do not deal with algorithms at all. Section 4 is devoted to algebraic properties of certain cyclotomic ring extensions that need not be fields. A special role is played by the Teichmiiller subgroup of the group of units of such a ring extension. In ?5 we show that knowing an extension of given prime degree of a finite field is equivalent to knowing a generator of this Teichmuller subgroup. Conversely, such a generator can be used to make prime power degree extensions, as we show in ?6. It is clear that such results can be used to make prime power degree extensions out of prime degree extensions and thus complete the proof of Theorem (1.1). Before we carry this through, we have to deal with certain exceptional cases. The case that the given prime equals the characteristic of the field is dealt with, by well-known techniques, in ?7. A second exceptional case is considered in ?8. In this section we show that techniques from linear algebra can in certain cases be used to solve problems of a multiplicative nature. As an application we solve, in a theoretical sense, a minor problem that comes up in primality testing. Finally, in ?9 we formulate and prove theorems that are slightly more general than Theorems (1.1) and (1.2).
Although the algorithms presented in this paper are not necessarily inefficient, I do not expect that in practice they can compete with the probabilistic algorithms referred to above. Accordingly, I have refrained from estimating the running times of the various algorithms precisely, and from optimizing the algorithms from either a theoretical or a practical point of view.
EXPLICIT DATA
Let p be a prime number, n a positive integer, and (aIjk )n ,j k= I explicit data for a field of cardinality pn. Denote by E the field with underlying set F n that is determined by these data, as described in the introduction. We say Once the unit element is determined, we can in a similar way find the inverse of any given nonzero element a E E as the solution of xa = 1, which can again be viewed as a system of n linear equations over Fp. We conclude that the field operations in E can all be performed in polynomial time.
By repeated squarings and multiplications, we can calculate a' for any a E E and any positive integer k in time (n + logp + logk)0('). This leads to an alternative method to calculate I and a1, since I = e' 1 and a 1 = ap 2 for a : 0. Let r be a prime number and t a positive integer such that r' divides n. Applying the above to the divisors r' and r'1 of n, we can find bases of the subfields of degree r' and r' l over Fp. Checking the basis elements of the former field one by one, we can find an element ,B of the field of degree rt that is not in the field of degree rt-1. Then ,B has degree r' over Fp , so In the following section we shall see that explicit data for a finite field can also be used to determine a normal basis for that field over a subfield in polynomial time. This is done by means of an algorithm that, as many algorithms in this paper, depends heavily on techniques from linear algebra. These techniques allow one to deal with problems of an additive nature. Multiplicative problems, such as recognizing or determining primitive roots, and computing discrete logarithms [8, ?3] , are much harder, and no good way is known to solve them, even if random algorithms are allowed.
There is another, even more fundamental, algorithmic problem concerning explicit data for finite fields for which currently no polynomial-time algorithm is known. This is the problem of deciding, given positive integers p and n with p > 2 and a system of n3 elements (alk )7n j,k-i of Z/pZ, whether these form explicit data for a field of cardinality pn. For n = 1 this problem is equivalent to primality testing: given an integer p > 2, decide whether p is prime. For this problem no polynomial-time algorithm is known. There is one if the generalized Riemann hypothesis is assumed, and also if random algorithms are allowed [8, ?5] . Using the techniques of this section, one can show that primality testing is the only obstacle: there is a polynomial-time algorithm that, given p, n, (a1jk) as above, either proves that they do not form explicit data for a field of cardinality p , or proves that if p is prime they do.
It is convenient to have relative versions of our definitions, in which the base field is an explicitly given finite field E as above, rather than Fp . Let I be a positive integer. By explicit data for an Ith degree field extension of E we mean a system of 13 elements (cIJk)lJkl of E = Fn such that E becomes a field with the ordinary E-vector space structure and the multiplication determined e' denotes the standard basis of E over E. Denote this field by F. As above, we can determine the unit element of F, and consequently view E as a subfield of F. We shall refer to the explicit data alJk for the field E together with the Cijk as explicit data for the field extension E c F. The notion of explicit data for E-homomorphisms-i.e., field homomorphisms between extensions of E that are the identity on E-is defined in the obvious way.
n/ In the above situation, one can identify F with Fp , using the basis (e ej) i<jl of F over Fp, and one can readily calculate explicit data both for F as a field of cardinality p and for the inclusion map E --F. Conversely, if explicit data for a field F of cardinality pm and for a field homomorphism q: E --F are given, then F can be viewed as a field extension of E via q$, and one can calculate explicit data for this field extension. The precise formulation and proof we leave to the reader.
In the remainder of this paper our language will be less formal, but not less precise. For example, when we speak of constructing a finite field, or an extension, or a homomorphism, then we mean constructing explicit data for a finite field, an extension, or a homomorphism. Likewise, if we say "given a finite field", when we speak about an algorithm, we mean that the algorithm is supplied with explicit data for that finite field. Computing an element of a given finite field mpeans calculating the coordinates of that element on the given basis of the field over the prime field. 
FINDING A NORMAL BASIS

If E c F is a finite Galois extension of fields, with Galois group G, then a normal basis of F over E is a basis of F as a vector
PRIME-DEGREE EXTENSIONS
In this section we let E be a finite field, q its cardinality, and r a prime number different from the characteristic of E. By m we denote the order of (q mod r) in the group F>*, and we let the positive integers t, u be such that qm-1 = urt and u X 0 mod r. The notation R*, TE X E[f][cl/r]A is explained in the preceding section.
Theorem (5.1). The group TE is cyclic of order rt, and if c generates TE, then E[f][c I/r]A is a field extension of E of degree r.
This theorem is proved at the end of this section. It tells us how to obtain a field extension of degree r from a generator of the Teichmuller group TE . Our next result tells us, conversely, how to obtain a generator of TE from a field extension of degree r. 
Let F be a field extension of E of degree r, and let a be an element of F that gives rise to a normal basis of F over E (see ?3). We define ,B, y E F[C]
Theorem (5.2). The element c = yr belongs to E[fI*, and it generates TE. Moreover, there is a ring isomorphism E[4][cl1Ir] F[C] that is the identity on E[fi, maps clIr to y, and respects the action of A. It induces a field isomorphism E[KI[cl/r]= F. Proof. The field F is Galois over E, and its Galois group is generated by the automorphism of F that sends every x E F to
ARTIN-SCHREIER EXTENSIONS
In this section we deal with extensions of degree equal to the characteristic of the field, using Artin-Schreier theory [ One way to prove the theorem is to use the reduction to the problem of factoring polynomials in one variable that was mentioned in the introduction. This gives rise to a polynomial-time algorithm because the characteristic is bounded by the degree. I present an alternative solution, which is more in the spirit of the other arguments in this paper.
Proof. Let F1, F2 be two explicitly given extensions of E of degree p, and let a, F be as in the proof of (7.1). Since we know that the fields F and F are E-isomorphic, the element a must be in the image of the map 0 : F1 * F1 sending each x to xP -x. By means of linear algebra over Fp one can find, in polynomial time, an element a1 E F1 with ap -a1 = a. An explicit E-isomorphism F -* F1 is now obtained by sending X' mod f to a' , for 0 < i < p. Likewise, one constructs an E-isomorphism F --F2. Combining these isomorphisms, one obtains the desired E-isomorphism F1 -* F2. This proves (7.2). o
TAKING ROOTS
This section is devoted to the case that was excluded in Theorems (6.1) and (6.2). Shoup [11] has a very elegant way to deal with this case. Our approach is less efficient, but it is of interest in itself because it shows that linear algebra can, in certain situations, be used to take roots in finite fields in polynomial time.
If E is a finite field of odd cardinality q, then an element a E E has a square root in E if and only if a(q+l)/2 = a. It follows that in the case q = 3 mod 4 every square a E E has a (q+l)/4 as one of its square roots. Hence there is a polynomial-time algorithm to take square roots in finite fields of which the cardinality is 3 mod 4. The following theorem implies, more generally, that there is a polynomial-time algorithm to take square roots in finite fields whose characteristic is 3 mod 4.
Theorem (8.1).
There is an algorithm that, given afinite field E of characteristic p, an element a E E and a positive integer e satisfying In the cases that we excluded, the subfield E of F is not even needed. If r = p, then it suffices to apply (7.1) to F instead of E. If r = 2 and q _ 3 mod 4, then p = 3 mod 4, so we may apply (8.4). This proves (9.2). o Proof of (9.1). Let E and n be given, as well as an irreducible polynomial of degree r in E[X], for every prime number r that divides n but that does not divide [E: Fp]. We construct an nth degree extension of E by induction on the number of primes dividing n, counting multiplicities. We may clearly assume that n > 1 . Let r be a prime number dividing n, and suppose that a field extension F' of E of degree n/r has been constructed. It will suffice to construct an rth-degree field extension of F' . We distinguish two cases.
In the first case, r divides the degree [F': Fp]. Then F' has a subfield E' with [F': E'] = r, and E' can be determined by the methods of ?2. Applying (9.2) to the extension E' c F', we see that we can construct a field extension of F' of degree r, as required.
In The following theorem clearly implies (1.2).
Theorem (9.3).
There is an algorithm that, given a finite field E, a positive integer n, and two field extensions F1, F2 of E of degree n, constructs an E-isomorphism F1 -F2 in time (log#F1)0(').
We first deal with the case that n is a prime number.
Lemma ( This integer I can be found by a direct search. Now replace j by j + lrand start again at (*). To justify this algorithm, one remarks that the value of k is initially at most t, and that it decreases by at least 1 in every iteration step. The search among the powers of c2 is simplified by the fact that they coincide 
This proves Theorem (9.3). EI
The algorithms given in the proofs of (9.1) and (9.3) can in many cases be made more efficient by working with field extensions of which the degree is a prime power rather than a prime number. BIBLIOGRAPHY 
