Abstract Personal experience can influence our attitudes and actions concerning climate change. This paper examines the experience-perception link in relation to tropical cyclones using a distinctly revealed preference approach, mitigating biases of prior research in this area. Specifically, we study how people alter their internet searches related to climate change in response to tropical cyclones. Using data for the United States 2006-2012, results suggest that searches related to climate change increase with a lag in the months following an event. This finding indicates that the people are connecting tropical cyclones to the broader narrative of climate change in the aftermath of an event and there may be a window of opportunity for building public support for policy action.
Introduction
scientists and climate models project that climate change will alter the behavior of TCs, such as increasing the frequency of intense TCs or the duration of highest intensity (Knutson et al. 2010; Villarini and Vecchi 2012; Stocker et al. 2013) .
1 If the frequency of intense TCs increases as some climate models project, Mendelsohn et al. (2012) estimate an increase in annual damages of US$53 billion by 2100, controlling for changing socioeconomic factors over time.
The purpose of this paper is to understand if individuals are making a connection between TCs and climate change. This association could be an important channel for understanding attitudes and behavior. Individuals that believe they have personally experienced climate change are likely to have higher awareness of and concern for the associated risks (Weber 2006) , which could have implications for disaster preparedness and climate adaptation. While attributing a single event to climate change is technically incorrect, if people engage more with climate change as a result of a weather event, it could present a window of opportunity to build political support for greenhouse gas mitigation policy.
Prior literature exploring the experience-perception link has focused primarily on the effect of temperature on individuals' beliefs in climate change. Warmer than average days induce more people to believe in climate change, and even donate more to an environmental charity (Li et al. 2011; Hamilton and Stampone 2013; Egan and Mullin 2012) . Beyond temperature, changes in seasonal timing and experience with flooding significantly increase belief in climate change and stated willingness to save energy (Akerlof et al. 2013; Spence et al. 2011) .
However, the mechanism behind the connection between weather and stated beliefs is likely driven by attribute substitution, the act of answering a relatively simple yet less relevant question (e.g. BIs today's temperature colder or warmer than usual?^) in place of a more complex or abstract question (e.g. BHow convinced are you that climate change is happening?^) (Zaval et al. 2014) . Further, Druckman (2015) shows that priming individuals to consider climate instead of weather can eliminate the connection. In addition to problems with psychological bias, the vast majority of these studies that examine the experienceperception link used a stated preference methodology, relying on self-reported measures in surveys. In the context of climate change, a polarizing and contentious topic in politics, stated preference data may suffer from biases, including strategic behavior like posturing or protesting to project beliefs consistent with political allies (Podsakoff et al. 2003) .
In contrast, this paper takes a distinctly revealed preference approach to explore how engagement with climate change varies following a TC. We use internet search data from Google Trends, which offers a measure of relative popularity of a search term for a given time and location. Google Trends data are being increasingly used as a measure of contemporary awareness across of wide variety of indicators (Ginsberg et al. 2009; Choi and Varian 2012) . Internet searches, which typically occur privately and anonymously, reveal information about engagement with climate change that may be obscured in public channels. While Internet searches do not necessarily reveal beliefs, searches do represent preferences for engagement with ideas. This revealed preference approach allows us to better understand whether the public is making a connection between TCs and climate change, mitigating risk of survey bias (Stephens-Davidowitz 2013) . Notably, Google Trends, as well as Twitter, data have been used to show that climate change interest increases when there are temperature and precipitation anomalies consistent with climate change and decrease when unemployment increases (Kahn and Kotchen 2011; Herrnstadt and Muehlegger 2014; Lang 2014; Kirilenko et al. 2015) . Beatty et al. (2015) use a different revealed preference approach by examining bottled water sales caused by hurricane risk. Interestingly, they find that sales only increase following a hurricane, indicating a lack of risk mitigation.
We built a panel dataset of monthly online engagement and TC impacts for each of 202 designated market areas (DMAs; essentially, metropolitan areas) in the conterminous United States for 2006-2012. We collected Google Trends data on monthly query share for the search keyword Bhurricane^and the union of keywords Bclimate change^and Bglobal warming^, henceforth these search terms will be denoted in italics as hurricane and climate change + global warming. We matched search interest for each DMA to location and characteristics of tropical storms and hurricanes collected from NOAA. Using panel data methods, we empirically model query share for each search term as a function of exposure to TC events and explore heterogeneity by underlying risk, coastal location, and distance from the DMA to the TC track.
The results suggest that search interest for hurricane spikes in areas that are impacted by tropical storms and hurricanes in the month of the event. In contrast, online engagement with climate change does not significantly change during the month of a TC event, but increases with a lag over the following two months. Further, areas of high TC risk show greater online engagement with climate change when hit by TCs than low-risk areas. Our results suggest a shift in online engagement from hurricanes to climate change in the months following tropical storms and hurricanes, and confirm an experience-perception link between TCs and interest in climate change.
This paper contributes to the literature that seeks to understand how personal experience of weather events can influence interest and belief in climate change. While prior literature has examined the experience-perception link primarily using temperature, but also precipitation, flooding and seasonal change, to the best of our knowledge this is the first paper to study this relationship using TCs. This is important as TCs are far more damaging than small temperature changes. Zaval et al. (2014) make a compelling case that empirical evidence of changes in climate change beliefs resulting from temperature fluctuations are meaningless because psychological bias is the driving factor, and Druckman (2015) shows this bias can be broken by priming individuals to consider weather patterns. We have responded by using revealed preference data that represent intentional actions not prodded by a phone call. We argue that self-directed searches are inherently different than responding to prompted survey questions. And, while the media and political conversation may well include linkages of TCs to climate change, online engagement can only be self-motivated. Further, our results that the experience-perception response is delayed suggest that our findings are not due to attribute substitution; unlike the salience of today's temperature, a temporal lag renders the TC a much less available substitute. Instead, we argue that our findings show a self-directed exploration of a complex topic.
Data

Google search activity
To examine the extent to which the public seeks information about climate change during and following a TC, we collected a panel dataset of monthly Google search activity for all 202 designated market areas (DMAs) in the conterminous US using Google Trends.
2 DMAs are the smallest geographic area at which Google Trends releases data and consist of several contiguous counties, which can be thought of as cities and their surrounding areas. Google Trends provides a time series index of search activity, which we'll refer to as Google Search Index (GSI). GSI is reported on a 0-100 scale with 100 being the maximum search query share over the specified time frame, and all other nonzero values are that percentage of this maximum. 3 For example, for the aggregate US between January 2006 and December 2012, the maximum GSI (GSI = 100) for the search term hurricane occurred in August 2011, indicating that the largest share of queries for hurricane in relation to total searches occurred during this month. That Hurricane Irene also occurred in August 2011 is suggestive, but not conclusive, of a link between hurricane GSI and a TC event. In comparison, GSI for hurricane was 86 in October 2012 during Hurricane Sandy, meaning that query share for hurricane was only 86 % of the query share that occurred in the month of Hurricane Irene. This does not mean that search volume was 14 percentage points higher in August 2011 than October 2012 because the volume of other searches may have changed over that time. If the number of queries did not reach an undisclosed threshold, GSI equals zero. At the DMA level, GSI represents a query share for each DMA in relation to that DMA's maximum search volume. With GSI as our key dependent variable, as discussed thoroughly in the next section, we interpret our model coefficients as a percentage point change in query share.
We use Google Trends data from January 2006 through December 2012. Google Trends data are available from January 2004, but we excluded 2004-2005 as two-thirds of DMAs recorded a GSI of zero, indicating the minimum threshold not being reached. Because these are artificial zeros (search volume was actually changing, just at levels below the threshold), including these zeroes will attenuate our estimates of the impact of hurricanes on GSI. To further prevent attenuation bias, we follow Lang (2014) and drop leading zeroes up until the point at which eight out of ten of the subsequent observations are non-zero; essentially we wait to include a DMA's time series until that DMA consistently exceeds the search minimum. Results are similar for alternative thresholds. TC data from NOAA were only available through the end of 2012, so this was the end point of our study. The majority of DMAs contained monthly data; some that included large cities such as New York or Chicago contained weekly data. Weekly data were converted to an average monthly GSI for consistency.
We downloaded data for climate change + global warming, which is the union of the two search terms Bclimate change^and Bglobal warming^, for each DMA separately, which is appropriate for the panel data estimators. Each time series ranges 0-100. Due to low search volume in rural areas and Google's disclosure policy, climate change + global warming data are available for only 154 DMAs, though these DMAs collectively represent 95 % of the US population (Table 1) . Additionally, we gathered data for the search term hurricane, which serves to benchmark how people use Internet resources in the context of TCs. While language referring to Btropical cyclones^is scientifically more accurate when describing both tropical storms and hurricanes, Bhurricane^is a more colloquial term than Btropical cyclone^in the US.
4 Data on hurricane query share covers 182 DMAs, representing 99 % of the US population (Table 1 ). The unit of observation is DMA-month-year, which amounts to a maximum of 12,936 (=154 DMAs*12 months*7 years) observations for climate change + global warming GSI and 15,288 observations for hurricane GSI. However, the actual number of observations drops to 10,372 and 11,705, respectively, when leading zeroes are removed.
Tropical cyclone data
We matched Google search data with TC data for the North Atlantic basin 2006-2012. We use HURDAT data from NOAA National Hurricane Center. Data contain TC eye coordinates and 36-knot wind radius buffers at six-hour intervals over the lifespan of each TC. We merged individual TC data points by storm identification to create a continuous track. To appropriately account for the width and zone of influence of each TC, we used wind radii measurements to create a buffer zone around each TC path. By overlaying the buffered TC tracks onto the DMA shapefile in ArcGIS, we calculated the number of times each DMA was hit by a TC in each month, with hit defined as intersection of wind-buffered track and DMA polygon. Table 2 presents classifications of the 47 TCs that hit the conterminous US. Ten of the TCs do not make landfall, but are included because their buffered track does touch land. We categorize each TC by the maximum category it is rated over its entire course as an approximate proxy for the publicity that the storm generated. Eight of 47 TCs in our sample are rated Category 3 or 4 at some point in their lifetimes. These categorizations are used to restrict the dataset in some empirical specifications but they do not appear explicitly in our models. In specifications where we only consider major TCs (category 3 and stronger), our method of categorization would allow weaker storms into the sample, resulting in conservative estimates of the effects of major TCs on engagement.
Typically, the hurricane impact literature only accounts for landfall characteristics (Mendelsohn et al. 2012 , Bakkensen 2013 , but this dataset allows us to characterize each TC's zone of influence. While the recorded track of each TC has negligible width, impacts of the TC are often felt at a larger scale (Howe et al. 2014) . Buffering the TC track according to wind radii allows us to more accurately model the area impacted by the TC. In addition, this method captures the impacted coastal areas of Atlantic TCs that never actually make landfall, which otherwise would be filtered from the dataset. Similarly, Beatty et al. (2015) use a 125-mile radius buffer around forecasted landfall locations to capture the effect of TCs on bottled water sales in potentially impacted communities, and Strobl (2011) and Hsiang (2010) both use statistical methods to estimate the radius of maximum winds. (Table 1) 3 Empirical strategy
We develop several regression models to quantify the experience-perception link with respect to TCs and online engagement; these are presented in Eqs. 1-3. Our response variable, GSI it , is Tables 1 and 2 for summary statistics Google search index for hurricane and for climate change + global warming. Importantly, we allow for heterogeneous effects along many dimensions, including spatially, temporally, by underlying risk, and by whether the DMA was hit. We interpret our results for all models as causal because our modeling strategy controls for temporally and spatially invariant determinants of online engagement and, due to the randomness of their arrival, TCs are unlikely to be correlated with other determinants of search behavior.
Heterogeneity by underlying risk
First, we explore heterogeneity in effects by underlying risk of TCs, thinking that repeated exposure may dampen or heighten certain impacts. This model also allows for engagement to change both for DMAs hit as well as DMAs that are missed, our intuition being that even people not directly affected may connect TC events to climate change. Equation 1 explores the effect of TCs on GSI and how this relationship varies by underlying TC risk and by whether the DMA was hit:
where Hits it is the number of times DMA i is hit by a TC in month t and HighRisk i and LowRisk i are defined as in Fig. 1 . Using annual TC data from 1970 to 2012, we defined a DMA to be high-risk if that DMA was hit by an average of three or more TCs annually and low-risk otherwise; Fig. 1 Panel b illustrates our distinctions of high vs. low risk.
HighRiskMiss it is binary and equals 1 if DMA i is high risk and a TC occurs in month t but does not hit i. The omitted group is the LowRiskMiss set of DMAs and, thus, coefficients are interpreted as changes in GSI relative to low-risk DMAs that are not hit by a TC in a month in which a TC exists somewhere. Equation 1 also includes DMA fixed effects, θ i , which capture any time invariant determinants of GSI that may be correlated with hurricane frequency, but not causally related. Lastly, year-month fixed effects, γ t , are included to account for nationwide events that may have influenced query share and that are part of the larger social context during this timeframe (e.g. the release of An Inconvenient Truth). During months with TC events, the omitted group identifies the baseline response, which we assume to be negligible. To the extent that there is an impact of TC events in low-risk, not hit areas, our estimates will be lower bounds of the total effect. However, this is a necessary modeling choice to remove endogeneity concerns. The coefficients of interest, β 1 through β 3 , estimate a deviation from the month-specific national average and DMA-specific average query share.
Heterogeneity by coastal and inland location
Next, we allow for different effects for coastal and inland DMAs, given that TC damages are much greater on the coast. Equation 2 explores how the relationship between TCs and GSI vary by coastal/inland location and by whether the DMA was hit:
where Coast i and Inland i are defined as in Fig. 1 Panel b, CoastMiss it is binary and equals 1 if DMA i is coastal and a TC occurs in month t but does not hit i. Coefficients are interpreted as changes in GSI relative to inland DMAs that are not hit by a TC in a month in which a TC exists somewhere. Similar to Eq. 1, this model includes DMA fixed effects, θ i , and year-month fixed effects, γ t .
Heterogeneity by distance to TC
Lastly, we model how distance from the path of the TC affects engagement. Equation 3 explores how GSI varies by a quadratic function of distance from a TC track
where Distance it is the distance from DMA i's centroid to the nearest wind-radii buffered TC track in month t, θ i are DMA fixed effects, and γ t are year-month fixed effects. We model the relationship between GSI and distance as a quadratic function to allow for non-linearity. For simplicity, we have written each model using β , θ , γ , and ε, but to be precise these parameters are allowed to differ across models.
Temporal heterogeneity
To build intuition of our modeling strategy, we have written each model using only concurrent impacts of TCs on GSI. However, our full models allow for lagged effects. Specifically, we modify Equations 1-3 to include TC activity in the prior month (t-1) and two months prior (t-2). 
Equations 2 and 3 are similarly modified. A clarifying example illustrates the temporal component: consider GSI for a particular search term in August 2010. Our model includes separately TCs that occur in August (the month concurrent with GSI), July (GSI lags TC activity by one month), and June (GSI lags TC activity by two months).
Results
The effect of TCs on hurricane GSI
We first explored the effect of TCs on search activity for hurricane. Table 3 presents the results. In contrast to high-risk DMAs, which do not significantly increase searches related to hurricanes when they are hit, low-risk DMAs increase query share by 10.54 percentage points (p = 0.00) more than low-risk DMAs that are not hit. This increase in engagement grows to 16.74 percentage points (p = 0.00) for low-risk DMAs hit by a major TC (Category 3 or stronger). Hurricane query share declines in the months following a TC for all hit DMAs. The difference between high-risk and low-risk DMAs in search behavior is rather intuitive and shown in parentheses and are clustered at the DMA level. *, **, and *** indicate significance at the 10 %, 5 %, and 1 % level, respectively supports the idea that individuals who are frequently hit are more knowledgeable about the associated risk. Coastal and inland DMAs that are hit increase hurricane query share by 7.51 (p = 0.00) and 6.52 (p = 0.00) percentage points more than missed inland DMAs, respectively. Major TCs have a more pronounced effect; coastal and inland DMAs increase query share by 18.09 (p = 0.00) and 13.58 (p = 0.00) percentage points more than missed inland DMAs, respectively. These effects decline in months following a TC.
Overall, these results corroborate and extend prior research on hurricane-related information seeking (Sherman-Morris et al. 2011) , validate the data and research design, and establish a basic experience-perception link. However, this paper seeks to go further and understand how TC experience leads to connections with the larger narrative of climate change.
4.2 The effect of TCs on GSI for climate change + global warming Table 4 presents results from estimates of TCs on search activity for climate change + global warming. In contrast to hurricane-related search activity, our results suggest that there is little to no change in online engagement related to climate change in the same month as a TC event, but engagement does increase with a lag over the two-month period following the TC event. High-risk DMAs that are hit show a lagged increase in engagement of 1.56 (p = 0.07) and 3.89 (p = 0.01) percentage points in the first and second months following the TC, respectively. Low-risk DMAs that are hit show an increase with a two-month lag (β = 1.44, p = 0.07). High- Results presented come from four separate linear regressions of climate change + global warming GSI on DMAspecific TC characteristics with DMA and year-month fixed effects. Models (a) and (c) use the full sample of panel data for conterminous US DMAs and tropical cyclone (TC) hits 2006-2012, N = 10,372. Models (b) and (d) only consider major TCs (Category 3 and stronger) as hits; a Category 2 and weaker TC does not count as a hit. A • indicates an interaction term. The designation of independent variables as current month, 1 month lag, and 2 months lag correspond to the month of the search (either in the month concurrent with the TC, one month following, or two months following, respectively). Huber-White robust standard errors are shown in parentheses and are clustered at the DMA level. *, **, and *** indicate significance at the 10 %, 5 %, and 1 % level, respectively risk DMAs that are not hit show an increase during the month concurrent with the TC event (β = 1.91, p = 0.06). For major TCs, the results also suggest increased online engagement regarding climate change; however, these results are significant only for low-risk DMAs two months after they are hit. The results are cloudier for the models comparing coastal and inland DMAs, but suggest a similar pattern of increasing climate change engagement over time. Results show an increase in online engagement with a one-month lag in coastal DMAs that are hit (β = 1.28, p = 0.08) and with a two-month lag for inland DMAs that are hit (β = 2.45, p = 0.01). Coastal DMAs that are missed do not show a significant change in online engagement, but the results are suggestive of an increase with a two-month lag. For major TCs, the results support the idea of increasing online engagement over the two months following the TC event. Inland DMAs that are hit show increases in query share in both the first (β = 2.08, p = 0.05) and second months (β = 3.32, p = 0.00) following a TC. Coastal DMAs that are missed also show increases both in the concurrent month (β = 2.28, p = 0.09) and with a two-month lag (β = 3.66, p = 0.02).
Examining Tables 3 and 4 , two key patterns emerge. First, areas that are hit, whether highor low-risk or coastal or inland, show increases in climate change-related search activity as time passes. One possible explanation is that in the month of the TC event, all energy is focused on the immediate concern, and thus hurricane GSI increases. But in the months following an event, when immediate concerns abate, engagement shifts towards the larger trend of climate change. Second, high-risk and coastal areas show some evidence of climate change engagement in the month of the TC event, but little evidence of increases in hurricane GSI. One interpretation is that people with TC experience are less concerned about TCs affecting other parts of the country, but their experience primes them to consider climate change.
With respect to distance from a TC track, we find that climate change engagement increases as distance decreases (Table 5) . Consistent with findings in Table 4 , there is no change in Table 5 The effect of Tropical Cyclones on climate change + global warming internet search interest as a function of distance Results presented come from two separate linear regressions of climate change + global warming GSI on a quadratic in distance in thousands of miles with DMA and year-month fixed effects. Distance is defined by the shortest distance from the centroid of a DMA to the wind-radius buffered path of a TC. Both models use the full sample of panel data for conterminous US DMAs and TC hits 2006-2012, N = 10,372. The designation of independent variables as current month, 1 month lag, and 2 months lag correspond to the month of the search (either in the month concurrent with the TC, one month following, or two months following, respectively). Huber-White robust standard errors are shown in parentheses and are clustered at the DMA level. *, **, and *** indicate significance at the 10 %, 5 %, and 1 % level, respectively engagement in the month of the TC event, but patterns emerge in the months following the event. In the first month following a TC event, query share increases 2.12 (p = 0.01) percentage points for every thousand miles closer a DMA is to the TC's zone of influence. This rate of increase gets smaller as distance between the DMA and TC grows. The effect of proximity is similar in the second month.
Falsification tests
We conduct placebo tests to increase confidence that our results are not spurious. We model climate change + global warming GSI as a function of TC events in the following month (i.e. a one-month lead), which should have no correlation after controlling for year-month and DMA fixed effects. Table 6 presents results of six placebo tests by heterogeneity in underlying risk (panels a and d), DMA location (panels b and e), and distance to the TC track (panels c and f) for the full model (panels a, b, and c) and major TC events only (panels d, e, and f). All results are statistically indistinguishable from zero, as expected. These results suggest there is no unobservable trend in GSI driving our main results, thereby bolstering our interpretation of results in Tables 4 and 5 .
Discussion
The results point to an informative shift in online focus. While hurricane-related online engagement increases during the month of the TC and subsequently decreases, search interest Each panel (a-f) presents results from a separate regression of climate change + global warming GSI on DMAspecific TC characteristics listed in each panel, as well as designated market area (DMA) and year-month fixed effects. The placebo design comes from regressing GSI in time t on TC characteristics in time t + 1. Panels test for effects by heterogeneity in underlying risk (panels a and d), DMA location (panels b and e), and distance to TC track (panels c and f). Panels a, b, and c use the full sample of panel data for conterminous US DMAs and tropical cyclone (TC) hits 2006-2012, N = 10,300. Models d, e, and f only consider major TCs (Category 3 and stronger) as hits. A • indicates an interaction term. Huber-White robust standard errors are shown in parentheses and are clustered at the DMA level. *, **, and *** indicate significance at the 10 %, 5 %, and 1 % level, respectively related to climate change shows no significant change during month of the hit but increases with a lag over the two months following the TC event. This shift is perfectly intuitive. During a TC event, people are rightfully focused on the event. However, in the aftermath when they have time to think, talk, and analyze, they begin to connect the event to the larger narrative of climate change. There are several possible mechanisms through which this connection could be made including introspection, social networks, media, and political conversations. Unfortunately, our research cannot distinguish between these possible mechanisms (an area of future exploration), but we can say that individuals seek information for themselves following a TC. We argue that this self-directed engagement, regardless of mechanism, is evident of individuals making a link between TCs and climate change. Further, the delay in appearance of the experience-perception link suggests that this finding is not due to attribute substitution, unlike many prior results in this literature, but instead reflects a deeper, more deliberate connection between events and trends. The findings of this paper have important implications for public risk perception and optimal timing of climate change outreach or policy action. Specifically, major weather events associated with climate change may provide a window of opportunity for building support for greenhouse gas mitigation efforts or public adaptation policies.
While this paper demonstrates a causal link between TCs and information seeking related to climate change, we cannot know whether the public is gathering accurate information or how they use that information. Google's search algorithm effectively reduces the choice set of websites to click on by predicting which websites the searcher is mostly likely to click on and displaying those most prominently on the first pages of search results. A limitation of our research is that we cannot measure which websites individuals visit following a search or what information they view and retain. Instead our research looks only at engagement and initiation, which we perceive as crucial steps in identifying the existence of an experience-perception link. Measuring learning and learning outcomes should indeed be a future topic for research. Information seeking could lead to measurable outcomes, as information exposure can change voting behavior (DellaVigna and Kaplan 2007) and the decision to buy carbon offsets (Jacobsen 2011) . Future research could examine if self-directed internet learning has a similar effect in the context of adaptation and disaster preparedness.
