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Abstract
We present a new approach to determine the rational solutions of the higher order Painleve´ equations
associated to periodic dressing chain systems (A
(1)
n -Painleve´ systems). We obtain new sets of solutions, giving
determinantal representations indexed by specific Maya diagrams in the odd case or universal characters in the
even case.
1 Introduction
It is now well known that the six Painleve´ equations PI-PVI, discovered more than one century ago by Painleve´
and Gambier [1, 2] (see also Fuchs, Picard and Bonnet [3]), define new transcendental objects which can be thought
as nonlinear analogues of special functions. Except for the first one, the Painleve´ equations all depend on some set
of parameters and if for generic values of these parameters the solutions cannot be reduced to usual transcendental
functions, it appears that for some specific values of these parameters we retrieve classical transcendental functions
or even rational functions [1, 2, 4, 5]. In the last decades, the classification and the properties of these last solutions
has been a subject of active research [2, 4].
In the early nineties, Shabat, Veselov and Adler [6, 7, 8] introduce the concept of dressing chains, showing that they
possess the Painleve´ property and that the Painleve´ equations PII-PVI can be described in terms of dressing chains
(scalar or matricial) of low orders. The higher order chains can then be considered as generalizing the classical
Painleve´ equations and the problem of finding their rational solutions arises naturally [13, 14]. For a Schro¨dinger
operator, the scalar dressing chain of period p constitutes an higher order generalization of PIV for p odd (the
symmetric form of PIV itself corresponds to the case p = 3) and an higher order generalization of PV for p even
(the symmetric form of PV itself corresponds to the case p = 4).
In the case of dressing chains of odd periodicity, previous results [15] seem to indicate that these solutions are
necessarily obtained from rational extensions of the harmonic oscillator (HO) potential [9, 10, 11]. A remaining
question is then to determine among all these rational dressings of the harmonic oscillator, the particular ones
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which allow to solve a dressing chain of given periodicity. An elegant, although indirect, way to answer to this
problem pass through the approach developed principaly by the japanese school around Okamoto, Noumi, Yamada,
Umemura, Tsuda and others (see [2, 4] and references therein, see also [8]). It rests on the symmetry group analysis
of the dressing chain in the parameters space. The parametric symmetries of the chain combined to Ba¨cklund
transformations constitute an ”extended affine Weyl group” (for the scalar dressing chain of period p, the associated
extended affine Weyl group is A
(1)
p−1) which preserves the structure of the dressing chain. Starting from some a
complete set of simple ”fundamental solutions” possessing the rational character, successive applications of the
transformations belonging to these Weyl groups generates step by step all the rational solutions of the dressing
chain system.
In this article, we propose an alternative approach to build the rational solutions of the Schro¨dinger operators
dressing chain systems (with non zero shift). It has the advantage to be direct and explicit, in the sense that
it furnishes an immediate determinantal representation for the solutions of the differential system. Moreover, it
links the existence of rational solutions for the dressing chain system to the analytical properties of the underlying
quantum potential.
We consider the whole sets of rational extensions of the harmonic and isotonic potentials that we label by Maya
diagrams and universal character [16, 17] respectively. Analyzing the combinatorial properties of these objects
allows us to select the extended potentials which solve the odd and even periodic dressing chains respectively and
gives closed form determinantal expressions for the solutions of dressing chain system.
The paper is organized as follows. We start by recalling some basic elements concerning the concept of dressing
chains, cylic potentials and their connection to the PIV and PV equations. In the second part, we introduce
the notion of cyclic Maya diagram and associated −→s -vector and give the general structure of a p-cyclic Maya
diagram (Theorem 1). It allows in the next part, to show how the cyclic rational extensions of the HO give
rational solutions of dressing chains system of period p for appropriate choices of the parameters (Theorem 2). As
illustrating examples, we treat in details the cases p = 3 (ie the standard PIV equation) and p = 5 (also called the
A4-PIV system).
In the fourth section, after recalling some properties of the isotonic and its rational extensions, which are expressed
in terms of Laguerre pseudo-Wronskians and labelled by universal charaters, we show how these last ones allow to
obtain rational solutions of the even periodic dressing chain systems for which we give new explicit representations
(Theorem 4). We illustrate these general results for the particular cases p = 4 (ie the standard PV equation) and
p = 6 (ie A5-PV system).
2 Dressing chains and cyclic potentials
Consider a potential U(x), the associated Schro¨dinger and Riccati-Schro¨dinger (RS) equation [18] being respectively
{ −ψ′′λ(x) + U(x)ψλ(x) = Eλψλ(x)
−w′λ(x) + w2λ(x) = U(x) − Eλ,
(1)
where theRS function wλ(x) is minus the logarithmic derivative of the eigenfunction ψλ(x): wλ(x) = −ψ′λ(x)/ψλ(x).
The auxiliary spectral parameter λ allows us in what follows to define a sequence of eigenvalues and associated
eigenfunctions.
Given a particular eigenfunction ψν(x) (or its associated RS function wν(x)) of U(x) for the eigenvalue Eν , we can
build a new potential U (ν)(x) via the Darboux transformation (DT) of seed function ψν [19]:
U (ν)(x) = U(x) + 2w′ν(x), (2)
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called an extension of U(x). Then ψ
(ν)
λ (x) and w
(ν)
λ (x) defined as
{
ψ
(ν)
λ (x) =W (ψν , ψλ | x)/ψν(x), λ 6= ν
ψ
(ν)
ν (x) = 1/ψν(x),
(3)
and
{
w
(ν)
λ (x) = −wν(x) + (Eλ − Eν)/ (wλ(x)− wν(x)) , λ 6= ν
w
(ν)
ν (x) = −wν(x),
(4)
are solutions of
 −ψ
(ν)′′
λ + U
(ν)ψ
(ν)
λ = Eλψ
(ν)
λ
−
(
w
(ν)
λ
)′
+
(
w
(ν)
λ
)2
= U (ν) − Eλ.
(5)
By chaining such DT, we produce a sequence of extensions
{
ψλ
ν1
֌ ψ
(ν1)
λ
ν2
֌ ψ
(ν1,ν2)
λ ...
νp
֌ ψ
(ν1,...,νp)
λ
U
ν1
֌ U (ν1)
ν2
֌ U (ν1,ν2)...
νp
֌ U (ν1,...,νp),
(6)
where
U (ν1,...,νp)(x) = U(x) + 2
(
p∑
i=1
w(ν1,...,νi−1)νi (x)
)′
. (7)
The Crum formulas allow us to express the extended potentials as well as their eigenfunctions in terms of Wron-
skians, containing only eigenfunctions of the initial potential [20, 9]:
{
U (ν1,...,νp)(x) = U(x)− 2 (logW (ν1,...,νp)(x))′′
ψ
(ν1,...,νp)
λ (x) =W
(ν1,...,νp,λ)(x)/W (ν1,...,νp)(x),
(8)
where
W (ν1,...,νp)(x) =W (ψν1 , ..., ψνp | x) (9)
is the Wronskian of the family (ψν1 , ..., ψνp). Here we are using the convention that if a spectral index is repeated
two times in the characteristic tuple (ν1, ..., νp), then we suppress the corresponding eigenfunction in the Wronskians
of the right-hand members of Eq(8). In order to simplify the notation we temporarly use the simplified notation
νi → i. We can now define the notion of cyclicity.
A potential U(x) is said to be p-cyclic if there exists a chain of p DT such that
U (1,...,p)(x) = U(x) + ∆, (10)
ie at the end of the chain we recover exactly the initial potential translated by an energy shift ∆. This condition is
then stronger than the usual pth-order shape invariance [21, 9]. As shown by Veselov and Shabat [7], the successive
RS seed functions then satisfy the following first order non linear system (εij = Ei − Ej)
3

−
(
w
(1)
2 (x) + w1(x)
)′
+
(
w
(1)
2 (x)
)2
− (w1(x))2 = ε12
−
(
w
(1,2)
3 (x) + w
(1)
2 (x)
)′
+
(
w
(1,2)
3 (x)
)2
−
(
w
(1)
2 (x)
)2
= ε23
...
−
(
w
(1,...,p−1)
p (x) + w
(1,...,p−2)
p−1 (x)
)′
+
(
w
(1,...,p−1)
p (x)
)2
−
(
w
(1,...,p−2)
p−1 (x)
)2
= εp−1,p
−
(
w1(x) + w
(1,...,p−1)
p (x)
)′
+ (w1(x))
2 −
(
w
(1,...,p−1)
3 (x)
)2
= εp1 −∆.
(11)
called a dressing chain of period p. We will say that the potential U(x) solves the dressing chain. ∆ and
the εi,i+1 are called the parameters of the dressing chain.
The cyclicity condition Eq(10) gives also
2
(
w1(x) + ...+ w
(1,...,p−1)
p (x)
)′
= ∆, (12)
that is, with an appropriate choice of the integration constant
w1(x) + ...+ w
(1,...,p−1)
p (x) =
∆
2
x. (13)
In all what follows, we suppose that (non zero shift assumption)
∆ 6= 0. (14)
As proven by Veselov and Shabat [7], this system passes the Painleve´ test and, as we will see below, for p = 3
and p = 4 the corresponding dressing chains can be seen as symmetrized forms of the PIV and PV equations
respectively.
As illustrating examples we now consider the lowest order cases of cyclicity.
2.1 1-step cyclic potential
It is straightforward to show that the HO is in fact the unique potential possessing the 1-step cyclicity property.
Indeed, if we want
U (ν)(x) = U(x) + ∆, (15)
Eq(13) gives immediately
wν(x) = ∆x/2 (16)
and
U(x) = Eν − w′ν(x) + w2ν(x) =
∆2
4
x2 + Eν − ∆
2
, (17)
ie U(x) is an HO potential with frequency ω = ∆, the 1-step cyclicity condition coinciding for this potential with
the usual shape invariance property [21, 9].
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2.2 2-step cyclic potentials
If the potential U(x) is 2-step cyclic, the corresponding dressing chain of period 2 is (see Eq(11) and Eq(13))

−
(
w
(1)
2 (x) + w1(x)
)′
+
(
w
(1)
2 (x)
)2
− (w1(x))2 = ε12
−
(
w1(x) + w
(1)
2 (x)
)′
+ (w1(x))
2 −
(
w
(1)
2 (x)
)2
= ε21 −∆,
(18)
with
w1(x) + w
(1)
2 (x) =
∆
2
x. (19)
Taking the difference of the two equations in Eq(18) and combining with Eq(19), we obtain in a straightforward
way
w
(1)
2 (x) =
∆
4
x+
ε12/∆+ 1/2
x
, w1(x) =
∆
4
x− ε12/∆+ 1/2
x
. (20)
Consequently
U(x) = E1 − w′1(x) + w21(x) =
ω2
4
x2 +
(α+ 1/2) (α− 1/2)
x2
− ω(α+ 1) = V (x;ω, α), (21)
where ω = ∆/2 and α = ε12/∆. We deduce that the unique 2-step cyclic potential is the isotonic oscillator (IO)
with frequency ω and ”angular momentum” a = α− 1/2 [26, 12].
2.3 3-step cyclic potentials and Painleve´ IV
The dressing chain of period p = 3 has the form (see Eq(11))

−
(
w
(1)
2 (x) + w1(x)
)′
+
(
w
(1)
2 (x)
)2
− (w1(x))2 = ε12
−
(
w
(1,2)
3 (x) + w
(1)
2 (x)
)′
+
(
w
(1,2)
3 (x)
)2
−
(
w
(1)
2 (x)
)2
= ε23
−
(
w1(x) + w
(1,2)
3 (x)
)′
+ (w1(x))
2 −
(
w
(1,2)
3 (x)
)2
= ε31 −∆,
(22)
with (see Eq(13))
w1(x) + w
(1)
2 (x) + w
(1,2)
3 (x) =
∆
2
x. (23)
By defining
 y =
√
2
∆ (w1(x)−∆x/2)
t =
√
2
∆x,
(24)
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we can then easily show [7, 8] that y satisfies the PIV equation (see [1, 22, 2])
y′′ =
1
2y
(y′)
2
+
3
2
y3 + 4ty2 + 2
(
t2 − a) y + b
y
, (25)
(here the prime denotes the derivative with respect to t) with parameters
a = − (∆ + ε23 + 2ε12) /∆, b = −2ε
2
23
∆2
. (26)
2.4 4-step cyclic potentials and Painleve´ V
For p = 4, the dressing chain of Eq(11) becomes

−
(
w
(1)
2 (x) + w1(x)
)′
+
(
w
(1)
2 (x)
)2
− (w1(x))2 = ε12
−
(
w
(1,2)
3 (x) + w
(1)
2 (x)
)′
+
(
w
(1,2)
3 (x)
)2
−
(
w
(1)
2 (x)
)2
= ε23
−
(
w
(1,2,3)
4 (x) + w
(1,2)
3 (x)
)′
+
(
w
(1,2,3)
4 (x)
)2
−
(
w
(1,2)
3 (x)
)2
= ε34
−
(
w1(x) + w
(1,2,3)
4 (x)
)′
+ (w1(x))
2 −
(
w
(1,2,3)
4 (x)
)2
= ε41 −∆.
(27)
with the cyclicity condition (see Eq(13))
w1(x) + w
(1)
2 (x) + w
(1,2)
3 (x) + w
(1,2,3)
4 (x) =
∆
2
x. (28)
As shown by Adler [8], the function
y (t) = 1− ∆x
2 (w1(x) + w2(x))
, t = x2, (29)
satisfies the PV equation (see [1, 23, 2])
y′′ =
(
1
2y
+
1
y − 1
)
(y′)
2 − y
′
t
+
(y − 1)2
t2
(
ay +
b
y
)
+ c
y
t
+ d
y (y + 1)
y − 1 , (30)
with parameters
a =
ε212
2∆2
, b = − ε
2
34
2∆2
, c =
1
4
(∆− ε41 + ε23) , d = −∆
2
32
. (31)
3 Cyclic Maya diagrams
3.1 First definitions
We define a Sato Maya diagram as an infinite row of boxes, called levels, labelled by relative integers and which
can be empty or filled by at most one ”particle” (graphically represented by a bold dot) [24, 25, 11, 12]. All the
6
levels sufficiently far away on the left are filled and all the levels sufficiently far away on the right are empty. The
set of Sato Maya diagrams can be put in one to one correspondence with the set of tuple of relative integers of
the form Nm = (n1, ..., nm) ∈ Zm The tuple Nm contains the indices of the filled levels above zero (included) and
the indices of the empty levels strictly below zero, or in other words, the filled levels in corresponding Sato Maya
diagram are indexed by the set
{j < 0 : j /∈ Nm} ∪ {j ≥ 0 : j ∈ Nm}. (32)
In the following we use the term Maya diagram to designate both the Sato Maya diagram in graphical form,
and the associated tuple. If all the ni are positive then the Maya diagram is said to be positive (respectively
negative). In the case of a positive Maya diagram, if all the ni are non-zero, then the Maya diagram is said to be
strictly positive.
Two Maya diagrams Nm and N
′
m′ are equivalent if they differ only by a global translation of all the particles in
the levels and we note
Nm ≈ N ′m′ . (33)
The canonical representative of such an equivalence class is the unique strictly positive Maya diagram of the
class for which the zero level is empty, i.e. the zero level is the first empty level.
A k-translation applied to the canonical Maya diagram Nm = (n1, ..., nm) ∈ (N∗)m generates the Maya diagram,
denoted Nm ⊕ k, obtained from by shifting by k all the particles in the levels of Nm. For k > 0, we have
Nm ⊕ k = (0, ..., k − 1) ∪ (Nm + k) , (34)
where Nm + k = (n1 + k, ..., nm + k).
Starting from a given Maya diagram Nm we can modify it by suppressing particles in the filled levels or by filling
empty levels. We call such an action on a level, a flip. If (ν1, ..., νp) are the indices of the flipped levels then the
characteristic tuple of the resulting Maya diagram can be denoted (Nm, ν1, ..., νp) with the convention that a twice
repeated index has to be suppressed.
3.2 −→s -vectors and cyclicity
A Maya diagram Nm is said p-cyclic with translation of k > 0 if we can translate it by k, by acting on it with
p flips. In other words, there must exist a tuple of p positive integers (ν1, ..., νp) ∈ Np such that
Nm ≈ (Nm, ν1, ..., νp) . (35)
In particular, if Nm is canonical, there must exist a tuple of p positive integers (ν1, ..., νp) ∈ Np such that
(Nm, ν1, ..., νp) = Nm ⊕ k. (36)
The ordered tuple (ν1, ..., νp) is called a p-cyclic chain associated to Nm.
We can readily see that every extension is trivially (2m+ k)-cyclic with translation of k via the chain:
Nm ∪ (Nm + k) ∪ (0, ..., k − 1) = (n1, ..., nm, n1 + k, ..., nm + k, 0, ..., k − 1) . (37)
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It is clear that every p-cyclic with translation of k Maya diagram is also (p+ 2l)-cyclic with translation of k for
any integer l, since Eq(36) implies
(Nm, ν1, ..., νp, νp+1, νp+1, ..., νl, νl) = Nm ⊕ k. (38)
To a given Maya diagram Nm, we can associate in a one to one way a
−→s -vector, which is an infinite sequence of
“spin variables”, −→s = (sn)n∈Z , where sn = +1 (up spin) or sn = −1 (down spin), in the following way
* If level n is filled then sn = −1.
* If level n is empty then sn = +1.
For a canonical Maya diagram, it means that Nm gives the positions of the down spins in the positively indexed
part of the −→s -vector:
* If n ∈ Nm or n < 0, then sn = −1.
* If n ≥ 0 and n /∈ Nm, then sn = +1.
The −→s -vector is subject to the topological constraint
lim
n→−∞
sn = −1, lim
n→+∞
sn = 1. (39)
In the particular case of a canonical Maya diagram, we have more precisely

sn<0 = −1
s0 = +1
sn>nm = +1.
(40)
A flip at the level ν in Nm corresponds to change the sign of sν(sν → −sν): suppressing a particle in a level
corresponds to a positive flip of sν (−1→ +1), while filling a level corresponds to a negative flip of sν (+1→ −1).
In the sequel, we let F (i1,...,ip) denote the flip operator which, when acting on −→s , flips the spins si1 , ..., sip . We
also let Tk denote the translation operator of amplitude k on the −→s -vector :
Tk−→s = −→s ′, with s′n = sn−k, ∀n ∈ Z. (41)
A Maya diagram Nm is p-cyclic with translation of k iff ∃ (i1, ..., ip) ∈ Np such that the corresponding −→s -vector is
in the kernel of
(F (i1,...,ip) − Tk):
F (i1,...,ip)−→s = Tk−→s . (42)
Suppose that Nm is a canonical Maya diagram which is p-cyclic with translation of k > 0. We let p− denote the
number of negative flips and p+ the number of positive flips in the p-cyclic chain. We then have the following
lemma:
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Lemma 1. k has the same parity as p and{
p = p− + p+ ∈ N∗,
k = p− − p+ ∈ {1, ..., p} . (43)
Proof. Initially, above nm all the sn are up and below 0 they are all down. Between 0 and nm, we have m spins
down. After the p-cyclic chain, all the spins above nm + k are up and below k they are all down. In the block of
indices {k, .., nm + k} we still have m down spins and in the set of levels {0, .., nm + k} we now have m+ k down
spins while before the p-cyclic chain the same set contained only m down spins. Out of the set {0, .., nm + k} the
Maya −→s -vector remains unchanged and at the end, the action of the p-cyclic chain with translation k is to have
flipped negatively k spins. Consequently {
p = p− + p+ ∈ N∗,
k = p− − p+ ∈ {1, ..., p} . (44)
For example, for a 3-cyclic chain we can have k = 1 (p− = 2, p+ = 1) or k = 1 (p− = 3, p+ = 0) and for a 4-cyclic
chain, we can have k = 2 (p− = 3, p+ = 1) or k = 4 (p− = 4, p+ = 0).
3.3 Structure of the cyclic Maya diagrams
Let first give some supplementary definitions.
We let
(r | s)k = (r, r + k, ..., r + (s− 1)k), r, s ∈ N, (45)
and call such a set of indices a block of length s.
A block of the type (r | s)1, containing s consecutive integers, is called a Generalized Hermite (GH) block
[22, 2] of length s and in the particular case r = 0, (0 | s)1 is called a removable block of length s.
Be I = {nj}j∈Z ⊂ Z a subset of integers indices. We say that sn is discontinuous at nj on I if snj+1 = −snj . A
subset of indices Il = kZ+ l, l ∈ {0, ..., k − 1} is called a k-support. Note that there is only one 1-support which
identifies with Z.
We can now establish the main theorem concerning the cyclic Maya diagram.
Theorem 1. Any p-cyclic Maya diagram has the following form
Nm =
(
(1 | α1)k , ..., (k − 1 | αk−1)k ; (λ1 | µ1)k , ..., (λj | µj)k
)
, (46)
with j = (p− k) /2 ∈ N and where the αi, λi, µi are arbitrary positive integers, constituting a set of p− 1 arbitrary
integer parameters on which depends the p-cyclic Maya diagram Nm. The k − 1 blocks of the type (l | αl)k , l ∈
{1, ..., k − 1} , αl arbitrary, are called k-Okamoto blocks. The j blocks (λl | µl)k , l ∈ {1, ..., j} , are called blocks of
the second type.
The corresponding p-cyclic chains are obtained by forming tuples from the set of indices
{0, 1 + α1k, ..., (k − 1) + αk−1k, λ1, λ1 + µ1k, ..., λj , λj + µjk} . (47)
Concretely, the above set contain 0, the first element of each block of the second type and the last element of each
block (Okamoto and second type) after having increased its length by 1.
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Proof. Eq(42) gives the following infinite linear system for the sn{
sn = sn−k, if n /∈ Nm
sn = −sn−k, if n ∈ Nm. (48)
This implies that sn, as a function of n, is piecewise constant on each k-support Il with a finite number of
discontinuities on each of these supports and with the asymptotic behaviour (see Eq(40)){
sl+jk = +1, if l + jk > nm
sl+jk = −1, if l + jk < 0. (49)
The discontinuities of sn are located at the flip positions minus k, (i1 − k, ..., ip − k), and the possible p-cyclic
canonical Maya diagrams are obtained by sharing these p discontinuities into the different k-supports Il, l ∈
{0, ..., k − 1}. Remark that the constraint Eq(49) implies that we have an odd number of discontinuities in each
k-support Il. Due to the canonical choice Eq(40) and the cyclicity condition Eq(36), we know that necessarily
we have to do one flip at the level 0 (which is on the support I0) and one flip at the level nm + k (which is on
the k-support Ilm if nm = lmmod k). This means also that we have necessarily at least one discontinuity in the
k-support I0 (in −k) and one in the k-support Ilm (in nm).
Let pl ∈ 2N + 1 the number of discontinuities in the k-support Il,
k−1∑
l=0
pl = p (with p − k ∈ 2N), and denote
l+ j
(l)
i k, i ∈ {1, ..., pl} , j(l)i ∈ N, the positions of these discontinuities.
In the positively indexed part of the k-support Il, the down spins are then located at(
l, ..., l+
(
j
(l)
1 − 1
)
k
)
,
(
l + j
(l)
2 k, ..., l +
(
j
(l)
3 − 1
)
k
)
, ...,
(
l + j
(l)
pl−1
k, ..., l +
(
j(l)pl − 1
)
k
)
, (50)
which can be rewritten in terms of blocks as (see Eq(45)),(
l | j(l)1
)
k
,
(
l + j
(l)
2 k | j(l)3 − j(l)2
)
k
, ...,
(
l + j
(l)
pl−1
k | j(l)pl − j
(l)
pl−1
)
k
. (51)
Note that due to the canonical choice, it gives in particular for the k-support I0(
j
(0)
2 k | j(0)3 − j(0)2
)
k
, ...,
(
j
(0)
p0−1
k | j(0)p0 − j
(0)
p0−1
)
k
. (52)
If we denote j
(l)
1 = αl and {
j
(l)
2r+1 − j(l)2r = β(l)2r
l+ j
(l)
2r k = β
(l)
2r−1,
r ≥ 1, (53)
Eq(52) and Eq(51) become (
β
(0)
1 | β(0)2
)
k
, ...,
(
β
(0)
p0−2
| β(0)p0−1
)
k
(54)
and
(l | αl)k ,
(
β
(l)
1 | β(l)2
)
k
, ...,
(
β
(l)
pl−2
| β(l)pl−2
)
k
. (55)
By taking into account all the k-supports, globally we have (k − 1) k-Okamoto blocks (l | αl)k , where the αl are
arbitrary, and j =
k−1∑
l=0
(pl − 1) /2 = (p− k) /2 blocks of the second type
(
β
(l)
2r−1 | β(l)2r
)
k
, r ≥ 1, where the β(l)i are
arbitrary. If we denote them as
(λi | µi)k , i ∈ {1, ..., j} , (56)
where the λi and µi are arbitrary, we arrive to Eq(46).
The positions of the flips, obtained by adding k to the discontinuities positions, gives the p-cyclic chain associated to
Nm. We have p+ = j positive flips located in λ1, ..., λj and p− = j+k negative flips located in 0, 1+α1k, ..., (k − 1)+
αk−1k, λ1 + µ1k, ..., λj + µjk.
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For example, consider the p-cyclic chain (λ1 + µ1k, ..., λj + µjk, λ1, ..., λj , 1 + α1k, ..., (k − 1) + αk−1k, 0). Its action
on Nm can be explicitely written as
Nm
λ1→ ((1 | α1)k , ..., (k − 1 | αk−1)k ; (λ1 + k | µ1)k , ..., (λj | µj)k)
...
λj→ ((1 | α1)k , ..., (k − 1 | αk−1)k ; (λ1 + k | µ1 − 1)k , ..., (λj + k | µj − 1)k)
λ1+µ1k→ ((1 | α1)k , ..., (k − 1 | αk−1)k ; (λ1 + k | µ1)k , ..., (λj + k | µj − 1)k)
...
λj+µjk→ ((1 | α1)k , ..., (k − 1 | αk−1)k ; (λ1 + k | µ1)k , ..., (λj + k | µj)k)
1+α1k→ ((1 | α1 + 1)k , ..., (k − 1 | αk−1)k ; (λ1 + k | µ1)k , ..., (λj + k | µj)k)
...
(k−1)+αk−1k→ ((1 | α1 + 1)k , ..., (k − 1 | αk−1 + 1)k ; (λ1 + k | µ1 − 1)k , ..., (λj + k | µj)k)
0→ Nm ⊕ k, (57)
since
(
0, (1 | α1)k , ..., (k − 1 | αk−1)k ; (λ1 + k | µ1)k , ..., (λj + k | µj)k
)
= (0, 1, ..., k − 1) ∪ ((1 + k | α1)k , ..., (2k − 1 | αk−1)k ; (λ1 + k | µ1)k , ..., (λj + k | µj)k)
= (0 | k)1 ∪ (Nm + k) . (58)
Let us see now the two extremal cases k = p and k = 1.
When in Eq(46) some blocks merge or overlap, we say that the block structure of Nm is degenerate.
3.3.1 k = p
We have no second type block (j = 0) and (p− 1) p-Okamoto blocks:
Nm =
(
(1 | α1)p , ..., (p− 1 | αp−1)p
)
, m = α1 + ...+ αp−1. (59)
Each p-support contains exactly one discontinuity (pl = 1, ∀l ∈ {0, ..., p− 1}) and Nm contains no multiple of p.
We call Nm a p-Okamoto Maya diagram.
The corresponding p-cyclic chains are built from
{0, 1 + α1p, ..., (p− 1) + αp−1p} , (60)
which contains p negative flips.
3.3.2 k = 1
We have no Okamoto block and (p− 1) /2 second type blocks:
Nm =
(
(λ1 | µ1)1 , ...,
(
λ(p−1)/2 | µ(p−1)/2
)
1
)
, m = µ1 + ...+ µ(p−1)/2, (61)
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which are GH-blocks. There is only one 1-support which Z is itself and which contains all the p discontinuities
(k − 1 = 0 and p0 = p). Nm is called a p-GH Maya diagram.
In the corresponding p-cyclic chains, we have (p+ 1) /2 negative flips at 0, λ1+µ1, ..., λj+µj and (p− 1) /2 negative
flips at λ1, ..., λj .
4 Rational extensions of the HO and rational solutions of the dressing
chains of odd periodicity
4.1 Rational extensions of the HO
The HO potential is defined on the real line by
V (x;ω) =
ω2
4
x2 − ω
2
, ω ∈ R. (62)
With Dirichlet boundary conditions at infinity and supposing ω ∈ R+, V (x;ω) has the following spectrum (z =√
ω/2x) {
En (ω) = nω
ψn(x;ω) = ψ0(x;ω)Hn (z)
, n ≥ 0, (63)
with ψ0(x;ω) = exp
(−z2/2) . It is the most simple example of translationally shape invariant potential [21, 18]
with
V (0) (x;ω) = V (x;ω) + ω. (64)
It also possesses a unique parametric symmetry, Γ3, which acts as [11, 9]
{
ω
Γ3→ (−ω)
V (x;ω)
Γ3→ V (x;−ω) = V (x;ω) + ω,
(65)
and then generates the conjugate spectrum of V (x;ω)
{
En (ω)
ψn(x;ω)
Γ3→
{
E−(n+1) (ω) = −nω < 0
ψn(x;−ω) = iHn (iz) exp
(
z2/2
)
= ψ−(n+1)(x;ω).
(66)
The union of the spectrum and the conjugate spectrum forms the extended spectrum of the HO which contains
all the quasi-polynomial (ie polynomial up to a gauge factor) eigenfunctions of this potential. All the rational
extensions of the HO are then obtained via chains of DT with seed functions chosen in the extended spectrum
and they are then labelled by tuples of spectral indices which relative integers Nm = (n1, ..., nm) ∈ Zm. This
establishes a one to one correspondence between the set of rational extensions of the HO and the set of Maya
diagrams. A rational extension associated to a canonical Maya diagram is said to be a canonical extension. The
energy spectrum of V
(Nm)
(x;ω) is the set of {Ej(ω)}j∈Z for the indices associated to the empty levels of the Maya
diagram Nm.
As shown in [11], this correspondence preserves the equivalence relation, in the sense that if
Nm ≈ N ′m′ , (67)
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then the corresponding extended potentials are identical up to an additive constant:
V (Nm)(x;ω) = V
(N′m′)
(x;ω) + qω, q ∈ Z. (68)
In particular, if Nm is canonical
V (Nm⊕k)(x;ω) = V (Nm)(x;ω) + kω. (69)
It follows that to describe all the rational extensions of the HO, we can restrict ourself to those associated to
canonical Maya diagrams.
We have also equivalence relations for the Wronskians, in particular
W (Nm⊕k)(x;ω) = (ψ0(x;ω))
k
W (Nm)(x;ω), (70)
or, if k ≤ n1 ≤ ... ≤ nm
W (0,...,k−1)∪Nm(x;ω) = (ψ0(x;ω))
k
W (Nm−k)(x;ω). (71)
Using Eq(63) and the usual properties of the Wronskians [27]{
W (uy1, ..., uym | x) = umW (y1, ..., ym | x)
W (y1, ..., ym | x) =
(
dz
dx
)m(m−1)/2
W (y1, ..., ym | z) ,
(72)
we can write
W (Nm)(x;ω) ∝ (ψ0(x;ω))mH(Nm) (z) , (73)
where H(Nm) is the following Wronskian determinant (i = 0, ...,m− 1)
H(Nm) (z) =W (Hn1 , ..., Hnm | z) =
∣∣∣∣∣∣∣∣∣∣
Hn1(z) ... Hnm(z)
... ...
(n1)iHn1−i(z) ... (nm)iHnm−i(z)
... ...
(n1)m−1Hn1−m+1(z) ... (nm)m−1Hnm−m+1(z)
∣∣∣∣∣∣∣∣∣∣
, (74)
i (x) and (x)i being respectively the rising and falling factorials
i (x) = x(x+ 1)...(x + i− 1), (x)i = x(x − 1)...(x− i+ 1), (75)
with the convention that Hn(z) = 0 if n < 0.
Eq(70) and Eq(71) give then
{ H(Nm⊕k)(z) ∝ H(Nm) (z)
H(0,...,k−1)∪Nm(z) ∝ H(Nm−k) (z) . (76)
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4.2 p-cyclic extensions of the HO and rational solutions of the periodic dressing
chains
First we can prove the following lemma:
Lemma 2. A rational extension V
(Nm)
(x;ω) of the HO is a p-cyclic potential iff its associated Maya diagram Nm
is p-cyclic.
Proof. If Nm is a canonical Maya diagram which is p-cyclic with translation of k > 0, there exist a tuple of p
positive integers (ν1, ..., νp) ∈ Np such that (see Eq(69))
V (Nm,ν1,...,νp)(x;ω) = V (0,...,k−1)∪(Nm+k)(x;ω) = V (Nm)(x;ω) + kω (77)
and consequently V (Nm)(x;ω) is p-cyclic. More generally, using Eq(68), we deduce that if Nm is an arbitrary
p-cyclic Maya diagram, then V
(Nm)
(x;ω) is a p-cyclic potential.
Conversely, if V
(Nm)
(x;ω) is p-cyclic, there exist a tuple of p integers (ν1, ..., νp) ∈ Zp such that
V (Nm,ν1,...,νp)(x;ω) = V (Nm)(x;ω) + ∆, (78)
and necessarily the energy shift ∆ must be an integer multiple of ω. Due to the correspondence between rational
extensions and Maya diagrams, this implies immediately that (Nm, ν1, ..., νp) and Nm are equivalent. Consequently,
Nm is p-cyclic.
We then deduce the theorem
Theorem 2. The rational extensions of the HO V
(Nm)
(x;ω) where Nm is given by Eq(46), solve the dressing chain
of period p Eq(11) for the set of parameters
∆ = kω and εi,i+1 =
(
νP (i) − νP (i+1)
)
ω, i ∈ {1, ..., p} , (79)
where P is any permutation of Sp and (νp+1 = ν1)
(ν1, ..., νp)= (0, 1 + α1k, ..., (k − 1) + αk−1k, λ1, λ1 + µ1k, ..., λj , λj + µjk) . (80)
The solutions of the dressing chain system are then given by (z =
√
ω/2x)
w
(1,...,i−1)
i (x) = −ωx/2 +
√
ω
2
d
dz
(
log
(
H(Nm,νP(1),...,νP(i−1))(z)
H(Nm,νP(1),...,νP (i))(z)
))
, if the flip in νP (i) is positive,
w
(1,...,i−1)
i (x) = ωx/2 +
√
ω
2
d
dz
(
log
(
H(Nm,νP (1),...,νP(i−1))(z)
H(Nm,νP(1),...,νP(i))(z)
))
, if the flip in νP (i) is negative,
(81)
with the convention that if a spectral index is repeated two times in the tuple (ν1, ..., νp) characterizing the chain,
then we suppress the corresponding eigenfunction in the H determinants.
Proof. The first part is a direct consequence of the preceding lemma combined to Theorem 1. With the Crum
formulas Eq(8), we can write
w
(1,...,i−1)
i (x) = −
(
log
(
W (Nm,νP (1),...,νP(i))(x;ω)
W (Nm,νP (1),...,νP(i−1))(x;ω)
))′
, (82)
with the convention that if a spectral index is repeated two times in the tuple (ν1, ..., νp) characterizing the chain,
then we suppress the corresponding eigenfunction in the Wronskians.
If νP (i) ∈ Nm, the flip in νP (i) is positive and the tuple
(
Nm, νP (1), ..., νP (i)
)
contains one less index than(
Nm, νP (1), ..., νP (i−1)
)
. Using Eq(73) and Eq(63), we deduce the first equality of Eq(81).
If νP (i) /∈ Nm, the flip in νP (i) is negative and the tuple
(
Nm, νP (1), ..., νP (i)
)
contains one more index than(
Nm, νP (1), ..., νP (i−1)
)
. Using Eq(73) and Eq(63), we deduce the second equality of Eq(81).
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4.3 Examples
4.3.1 One-cyclic extensions of the HO and rational solutions of the dressing chain of period 1.
For p = 1, we have k = 1, j = 0 and then immediately Theorem 3 gives Nm = ∅. It means that the unique
rational potential solving the 1-cyclic chain is the HO itself and the corresponding cyclic chain reduces to (0) ie to
the SUSY partnership. This is perfectly coherent with our previous results on one step cyclicity (see Eq(16)).
4.3.2 Two-cyclic extensions of the HO and rational solutions of the dressing chain of period 2.
For p = 2, we have k = 2, j = 0 and then we deduce from Theorem 2 that the Okamoto extension of the HO
associated to the Maya diagram
Nm = ((1 | m)2) = (1, 3, ..., 2m− 1) , (83)
solves the dressing chain of period 2.
This particular type of Okamoto Maya diagram is called an Umemura staircase. The corresponding 2-cyclic
chain is (0, 2m+ 1).
Nevertheless, Theorem 3 is not applicable here since p is even and we cannot conclude that this is the most general
rational solution of the 2-cyclic chain. In fact, we can write (see Eq(8))
V
(Nm)
(x;ω) = V (x;ω)− 2
(
logW (1,3...,2m−1)(x;ω)
)′′
, (84)
where (see Eq(76) and Eq(63))
W (1,3...,2m−1)(x;ω) ∝ e−mz2/2W (H1(z), H3(z)..., H2m−1(z) | z), (85)
with z =
√
ω/2x. But we also have [29, 28]
{
H2j+1(z) = (−1)j 22j+1j!t1/2L1/2j (t)
H2j(z) = (−1)j 22jj!L−1/2j (t)
, (86)
where Lαj is the usual Laguerre polynomial and t = z
2. It results (see Eq(72))
W (1,3...,2m−1)(x;ω) ∝ e−mt/2tm(m+1)/4W (L1/20 (t), L1/21 (t)..., L1/2m (t) | t). (87)
Using the well known derivation properties of the Laguerre polynomials [29, 28]
dLαj (t)
dt
= −Lα+1j−1 (t) , (88)
with Lα0 (t) = 1 and L
α
−n(t) = 0, we obtain straightforwardly
W (L
1/2
0 (t), L
1/2
1 (t)..., L
1/2
m (t) | t) = (−1)m(m+1)/2 (89)
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and
W (1,3...,2m−1)(x;ω) ∝ xm(m+1)/2e−mωx2/4. (90)
Substituting in Eq(84), we arrive to
V
(Nm)
(x;ω) = ω2x2/4 +
m(m+ 1)
x2
− (m+ 1/2)ω = V (x;ω,m− 1/2), (91)
which is an isotonic oscillator with an integer angular momentum possessing, as expected the trivial monodromy
property.
In this lowest even case, we notice that using Theorem 2 doesn’t allow us to recover the general IO potential for
arbitrary values of the α parameter, which is,as shown previously (see Eq(21)), the most general solution potential
of the dressing chain of period 2 .
4.3.3 Three-cyclic extensions of the HO and rational solutions of PIV.
We have p = 3 and consequently we can refer to Theorem 3 to determine all the rational solutions of the dressing
chain of period 3, ie of the PIV equation. For the possible values of k (and j) we have only two possibilities:
k = 1 (j = 1) or k = 3 (j = 0).
4.3.4 k=1
The 3-cyclic Maya diagram with k = 1 is a 3-GH Maya diagram of the form
(λ | µ)1 = (λ, ..., λ+ µ− 1) = Hλ,µ. (92)
Following Clarkson’s terminology [22, 2, 30], the 3-cyclic extensions V
(Hλ,µ)
(x;ω) are called the 3-generalized
Hermite (3-GH) extensions.
From the Krein-Adler theorem [31, 32, 9], we deduce immediately that 3-GH extensions which are regular on the
real line are those for which µ is even.
The possible 3-cyclic chains corresponding to Hλ,µ are built by permutation of {0, λ, λ+ µ}. For the particular
choice (0, λ, λ+ µ), the parameters in the dressing chain system of period 3 (see Eq(11)) are

ε12 = (−λ− µ)ω
ε23 = µω
ε31 −∆ = (λ− 1)ω.
(93)
As for the associated parameters in the PIV equation associated to this chain they are given by
a = − (1− µ− 2λ) , b = −2µ2, (94)
or
a = m ∈ Z, b = −2 (1 +m− 2n)2 . (95)
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The same type of result (up to redefinition of a and b) can be obtained for all the possible choices of ε1/ω in the
set {0, λ, λ+ µ}.
For ε1/ω = 0, the corresponding solution of PIV is obtained as (see Eq(24) and Eq(73))
y0 =
√
2
ω
(
w
(Hλ,µ)
0 − w0
)
= − d
dz
(
log
(
ψ
(Hλ,µ)
0
ψ0
))
, (96)
with (z =
√
ω/2x)
ψ
(Hλ,µ)
0
ψ0
∝ W
(0,Hλ,µ) (x;ω)
W (Hλ,µ) (x;ω)ψ0 (x;ω)
∝ H
(Hλ−1,µ) (z)
H(Hλ,µ) (z) , (97)
where we have used Eq(76) and the fact that
Hλ,µ − 1 = Hλ−1,µ. (98)
Then
y0 (z) =
d
dz
log
( H(Hλ,µ) (z)
H(Hλ−1,µ) (z)
)
. (99)
The second possible choice is ε1/ω = λ in which case
yλ =
√
2
ω
(
w
(Hλ,µ)
λ − w0
)
= − d
dz
(
log
(
ψ
(Hλ,µ)
λ
ψ0
))
, (100)
where, using Eq(76) and the fact that (Hλ,µ, λ) = (λ+ 1, ..., λ+ µ− 1) = Hλ+1,µ−1
ψ
(Hλ,µ)
λ
ψ0
∝ W
(λ,Hλ,µ) (x;ω)
W (Hλ,µ) (x;ω)ψ0 (x;ω)
∝ H
(Hλ+1,µ−1) (z)
H(Hλ,µ) (z)ψ20 (x;ω)
∝ ez2H
(Hλ+1,µ−1) (z)
H(Hλ,µ) (z) . (101)
Then
yλ (z) = −2z + d
dz
log
( H(Hλ,µ) (z)
H(Hλ+1,µ−1) (z)
)
. (102)
The last possible choice is ε1/ω = λ+ µ giving
yλ+µ =
√
2
ω
(
w
(Hλ,µ)
λ+µ − w0
)
= − d
dz
(
log
(
ψ
(Hλ,µ)
λ+µ
ψ0
))
, (103)
with ((Hλ,µ, λ+ µ) = (λ, ..., λ+ µ) = Hλ,µ+1)
ψ
(Hλ,µ)
λ+µ
ψ0
∝ W
(λ+µ,Hλ,µ) (x;ω)
W (Hλ,µ) (x;ω)ψ0 (x;ω)
∝ H
(Hλ,µ+1) (z)
H(Hλ,µ) (z) . (104)
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Then
yλ+µ (z) =
d
dz
log
( H(Hλ,µ) (z)
H(Hλ,µ+1) (z)
)
. (105)
We retrieve then the three usual form for the rational solutions associated to the generalized Hermite polynomials,
namely (with k = 1, z = t) [22, 2, 30]

y0(t) =
d
dt log
(H(Hλ,µ) (t) /H(Hλ−1,µ) (t))
yλ(t) = −2t+ ddt log
(H(Hλ,µ) (t) /H(Hλ+1,µ−1) (t))
yλ+µ(t) =
d
dt log
(H(Hλ,µ) (t) /H(Hλ,µ+1) (t)) , (106)
obtained for the following integer values of the a and b parameters in Eq(25)
a = − (1− µ− 2λ) , b = −2µ2. (107)
4.3.5 k=3
Now consider the case k = 3. The 3-cyclic Maya diagram with k = 3 is a 3-Okamoto Maya diagram of the form
((1 | α1)3 , (2 | α2)3) = (1, ..., 1 + 3(α1 − 1); 2, ..., 2 + 3(α2 − 1)) = Ωα1,α2 . (108)
Note that for some small values of α1 and α2, the 3-Okamoto Maya diagrams are also 3-GH Maya diagram set
Ω1,1 = (1, 2) = H1,2; Ω1,0 = (1) = H1,1; Ω0,1 = (2) = H2,1. (109)
The Krein-Adler theorem implies that the 3-Okamoto extensions which are regular on the real line are those for
which α1 = α2, namely correspond to 3-Okamoto Maya diagrams of the form Ωα,α.
The possible 3-cyclic chains associated to Ωα1,α2 are built by permutation from {0, 1 + 3α1, 2 + 3α2}. For the chain
(0, 1 + 3α1, 2 + 3α2), the parameters of the dressing chain system of period 3 (see Eq(11)) are

ε12 = (−1 + 3(α1 − α2))ω
ε23 = (2 + 3α2)ω
ε31 −∆ = (−4− 3α1)ω.
(110)
The corresponding parameters in the PIV equation are then given by (ω = 1,∆ = k = 3)
a = α1 + α2, b = −2
9
(−1 + 3(α1 − α2))2 , (111)
or
a = j ∈ Z, b = −2 (1/3− j + 2α2)2 . (112)
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The same result (up to redefinition of the integers) can be obtained with all the possible choices of ε1 in the set
{0, 1 + 3α1, 2 + 3α2}.
For ε1/ω = 0, the corresponding solution of PIV is obtained as (see Eq(24))
y0 =
√
2
∆
(
w
(Ωα1,α2)
0 − 3w0
)
= −
√
2
3ω
d
dx
log
ψ(Ωα1,α2)0
ψ30
 , (113)
with (z =
√
ω/2x). If we suppose α1, α2 ≥ 2, by using Eq(76), we obtain
ψ
(Ωα1,α2)
0
ψ30
∝ W
(Ωα1−1,α2−1⊕3) (x;ω)
W (Ωα1,α2) (x;ω)ψ30(x;ω)
∝ H
(Ωα1−1,α2−1) (z)
H(Ωα1,α2) (z)ψ20(x;ω)
∝ ez2H
(Ωα1−1,α2−1) (z)
H(Ωα1,α2) (z)
. (114)
Note that (0,Ωα1,α2) = (0, 1, 2) ∪ (4, ..., 1 + 3(α1 − 1); 5, ..., 2 + 3(α2 − 1)) = Ωα1−1,α2−1 ⊕ 3.
Then
y0 = −
√
2ω
3
x+
√
2
3ω
d
dx
log
(
H(Ωα1,α2) (z)
H(Ωα1−1,α2−1) (z)
)
, (115)
that is,
y0(t) = −2
3
t+
d
dt
log
(
H(Ωα1,α2) (t/√3)
H(Ωα1−1,α2−1) (t/√3)
)
. (116)
The second possible choice is ε1/ω = 1 + 3α1 in which case
y1+3α1(x) =
√
2
3ω
(
w
(Ωα1,α2)
1+3α1
− 3w0
)
= −
√
2
3ω
d
dx
log
ψ(Ωα1,α2)1+3α1
ψ30
′ , (117)
with ((1 + 3α1,Ωα1,α2) = Ωα1+1,α2)
ψ
(Ωα1,α2)
1+3α1
ψ0
=
W (Ωα1+1,α2) (x;ω)
W (Ωα1,α2) (x;ω)ψ30(x;ω)
∝ H
(Ωα1+1,α2) (z)
H(Ωα1,α2) (z)ψ20(x;ω)
∝ ez2H
(Ωα1+1,α2) (z)
H(Ωα1,α2) (z)
. (118)
Then
y1+3α1 = −
√
2ω
3
x+
√
2
3ω
d
dx
log
(
H(Ωα1,α2) (z)
H(Ωα1+1,α2) (z)
)
, (119)
that is
y(t) = −2
3
t+
d
dt
log
(
H(Ωα1,α2) (t/√3)
H(Ωα1+1,α2) (t/√3)
)
. (120)
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The last possible choice is ε1/ω = 2 + 3α2 giving
y2+3α2 =
√
2
∆
(
w
(Ωα1,α2)
2+3α2
− 3w0
)
= −
√
2
3ω
d
dx
log
ψ(Ωα1,α2)2+3α2
ψ0
 , (121)
with ((2 + 3α1,Ωα1,α2) = Ωα1,α2+1)
ψ
(Ωα1,α2)
2+3α2
ψ0
∝ W
(Ωα1,α2+1) (x;ω)
W (Ωα1,α2) (x;ω)ψ30(x;ω)
∝ H
(Ωα1,α2+1) (z)
H(Ωα1,α2) (z)ψ20(x;ω)
∝ ez2H
(Ωα1,α2+1) (z)
H(Ωα1,α2) (z)
. (122)
Then
y2+3α2 = −
√
2ω
3
x+
√
2
3ω
d
dx
log
(
H(Ωα1,α2) (z)
H(Ωα1,α2+1) (z)
)
, (123)
that is
y2+3α2 (t) = −
2
3
t+
d
dt
log
(
H(Ωα1,α2) (t/√3)
H(Ωα1,α2+1) (t/√3)
)
. (124)
We retrieve then the three usual form for the rational solutions associated to the generalized Hermite polynomials,
namely (with k = 1, z = t) [22, 2, 30]

y(t) = −2t/3 + ddt log
(
H(Ωα1,α2) (t/√3) /H(Ωα1−1,α2−1) (t/√3))
y(t) = −2t/3 + ddt log
(
H(Ωα1,α2) (t/√3) /H(Ωα1+1,α2) (t/√3))
y(t) = −2t/3 + ddt log
(
H(Ωα1,α2) (t/√3) /H(Ωα1,α2+1) (t/√3)) , (125)
obtained for the following integer values of the a and b parameters in Eq(25)
a = α1 + α2 = j ∈ Z, b = −2 (1/3− j + 2α2)2 . (126)
4.4 5-cyclic chains and new solutions of the A4-PIV
We have p = 5 and consequently we can have k = 1 (j = 2) , k = 3 (j = 1) or k = 5 (j = 0).
4.4.1 k=1
The 5-cyclic extension with k = 1 is associated to a 5-GH Maya diagram of the form
Nm = ((λ1 | µ1)1 , (λ2 | µ2)1) , m = µ1 + µ2. (127)
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When λ1 + µ1 ≥ λ2, the block structure of Nm is degenerate and we recover a 3-GH Maya diagram Hλ,µ (see
Eq(92)), which is 3 but also trivially 5-cyclic. For simplicity we suppose in the following λ1 + µ1 < λ2. Explicitely
Nm = (λ1, ..., λ1 + µ1 − 1, λ2, ..., λ2 + µ2 − 1) . (128)
The corresponding 5-cyclic chain is built by permutation of
{λ1, λ1 + µ1, λ2, λ2 + µ2, 0} . (129)
For the chain (λ1, λ1 + µ1, λ2, λ2 + µ2, 0), the parameters of the dressing chain system of period 5 (see Eq(11)) are

ε12 = −µ1ω
ε23 = (λ1 − λ2 + µ1)ω
ε34 = −µ2ω
ε45 = (λ2 + µ2)ω
ε51 −∆ = − (λ1 + 1)ω,
(130)
and the solutions of this system are given by (see Eq(81))
w1(x) = w
((λ1|µ1)1,(λ2|µ2)1)
λ1
(x)
= −ωx/2 +
√
ω
2
d
dz
(
log
(
H((λ1|µ1)1,(λ2|µ2)1) (z)
H(λ1,(λ1|µ1)1,(λ2|µ2)1) (z)
))
= −ωx/2 +
√
ω
2
d
dz
(
log
(
H((λ1|µ1)1,(λ2|µ2)1) (z)
H((λ1+1|µ1−1)1,(λ2|µ2)1) (z)
))
, (131)
w2(x) = w
(λ1,Nm)
λ1+µ1
(x)
= ωx/2 +
√
ω
2
d
dz
(
log
(
H((λ1+1|µ1−1)1,(λ2|µ2)1) (z)
H(λ1+µ1,(λ1+1|µ1−1)1,(λ2|µ2)1) (z)
))
= ωx/2 +
√
ω
2
d
dz
(
log
(
H((λ1+1|µ1−1)1,(λ2|µ2)1) (z)
H((λ1+1|µ1)1,(λ2|µ2)1) (z)
))
, (132)
w3(x) = w
((λ1+1|µ1)1,(λ2|µ2)1)
λ2
(x)
= −ωx/2 +
√
2
ω
d
dz
(
log
(
H((λ1+1|µ1)1,(λ2|µ2)1) (z)
H(λ2,(λ1+1|µ1)1,(λ2|µ2)1) (z)
))
= −ωx/2 +
√
2
ω
d
dz
(
log
(
H((λ1+1|µ1−1)1,(λ2|µ2)1) (z)
H((λ1+1|µ1)1,(λ2+1|µ2−1)1) (z)
))
, (133)
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w4(x) = w
((λ1+1|µ1)1,(λ2+1|µ2−1)1)
λ2+µ2
(x)
= ωx/2 +
√
ω
2
d
dz
(
log
(
H((λ1+1|µ1)1,(λ2+1|µ2−1)1) (z)
H(λ2+µ2,(λ1+1|µ1)1,(λ2+1|µ2−1)1) (z)
))
= ωx/2 +
√
ω
2
d
dz
(
log
(
H((λ1+1|µ1)1,(λ2+1|µ2−1)1) (z)
H((λ1+1|µ1)1,(λ2+1|µ2)1) (z)
))
, (134)
and (see Eq(76))
w5(x) = w
((λ1+1|µ1)1,(λ2+1|µ2)1)
0 (x)
= ωx/2 +
√
ω
2
d
dz
(
log
(
H((λ1+1|µ1)1,(λ2+1|µ2)1) (z)
H(0,(λ1+1|µ1)1,(λ2+1|µ2)1) (z)
))
= ωx/2 +
√
ω
2
d
dz
(
log
(
H((λ1+1|µ1)1,(λ2+1|µ2)1) (z)
H((λ1|µ1)1,(λ2|µ2)1) (z)
))
. (135)
4.4.2 k=5
The 5-cyclic extension with k = 5 is associated to a 5-Okamoto Maya diagram of the form
Nm = ((1 | α1)5 , (2 | α2)5 , (3 | α3)5 , (4 | α4)5) = Ωα1,α2,α3,α4 , m = α1 + α2 + α3 + α4. (136)
The corresponding 5-cyclic chain are obtained by permutation from
{1 + 5α1, 2 + 5α2, 3 + 5α3, 4 + 5α4, 0} . (137)
The parameters in the dressing chain system of period 5 (see Eq(11)) for the chain (1 + 5α1, 2 + 5α2, 3 + 5α3, 4 + 5α4, 0)
are given by

ε12 = (−1− 5 (α2 − α1))ω
ε23 = (−1− 5 (α3 − α2))ω
ε34 = (−1− 5 (α4 − α1))ω
ε45 = (5α4 + 4)ω
ε51 −∆ = (−6− 5α1)ω.
(138)
and the corresponding solutions of the dressing chain system are (see Eq(81))
w2(x) = w
((1|α1)5,(2|α2)5,(3|α3)5,(4|α4)5)
1+5α1
(x)
= ωx/2 +
√
ω
2
d
dz
(
log
(
H((1|α1)5,(2|α2)5,(3|α3)5,(4|α4)5) (z)
H(1+5α1,(1|α1)5,(2|α2)5,(3|α3)5,(4|α4)5) (z)
))
= ωx/2 +
√
ω
2
d
dz
(
log
(
H((1|α1)5,(2|α2)5,(3|α3)5,(4|α4)5) (z)
H((1|α1+1)5,(2|α2)5,(3|α3)5,(4|α4)5) (z)
))
, (139)
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w2(x) = w
((1|α1+1)5,(2|α2)5,(3|α3)5,(4|α4)5)
2+5α2
(x)
= ωx/2 +
√
ω
2
d
dz
(
log
(
H((1|α1+1)5,(2|α2)5,(3|α3)5,(4|α4)5) (z)
H(2+5α2,(1|α1+1)5,(2|α2)5,(3|α3)5,(4|α4)5) (z)
))
= ωx/2 +
√
ω
2
d
dz
(
log
(
H((1|α1+1)5,(2|α2)5,(3|α3)5,(4|α4)5) (z)
H((1|α1+1)5,(2|α2+1)5,(3|α3)5,(4|α4)5) (z)
))
, (140)
w3(x) = w
((1|α1+1)5,(2|α2+1)5,(3|α3)5,(4|α4)5)
3+5α3
(x)
= ωx/2 +
√
ω
2
d
dz
(
log
(
H((1|α1+1)5,(2|α2+1)5,(3|α3)5,(4|α4)5) (z)
H(3+5α3,(1|α1+1)5,(2|α2+1)5,(3|α3)5,(4|α4)5) (z)
))
= ωx/2 +
√
ω
2
d
dz
(
log
(
H((1|α1+1)5,(2|α2+1)5,(3|α3)5,(4|α4)5) (z)
H((1|α1+1)5,(2|α2+1)5,(3|α3+1)5,(4|α4)5) (z)
))
, (141)
w4(x) = w
((1|α1+1)5,(2|α2+1)5,(3|α3+1)5,(4|α4)5)
4+5α4
(x)
= ωx/2 +
√
ω
2
d
dz
(
log
(
H((1|α1+1)5,(2|α2+1)5,(3|α3+1)5,(4|α4)5) (z)
H(4+5α4,(1|α1+1)5,(2|α2+1)5,(3|α3+1)5,(4|α4)5) (z)
))
= ωx/2 +
√
ω
2
d
dz
(
log
(
H((1|α1+1)5,(2|α2+1)5,(3|α3+1)5,(4|α4)5) (z)
H((1|α1+1)5,(2|α2+1)5,(3|α3+1)5,(4|α4+1)5) (z)
))
, (142)
and (see Eq(76))
w5(x) = w
((1|α1+1)5,(2|α2+1)5,(3|α3+1)5,(4|α4+1)5)
0 (x)
= ωx/2 +
√
ω
2
d
dz
(
log
(
H((1|α1+1)5,(2|α2+1)5,(3|α3+1)5,(4|α4+1)5) (z)
H(0,(1|α1+1)5,(2|α2+1)5,(3|α3+1)5,(4|α4+1)5) (z)
))
= ωx/2 +
√
ω
2
d
dz
(
log
(
H((1|α1+1)5,(2|α2+1)5,(3|α3+1)5,(4|α4+1)5) (z)
H((1|α1)5,(2|α2)5,(3|α3)5,(4|α4)5) (z)
))
, (143)
where we have used
(0, (1 | α1 + 1)5 , (2 | α2 + 1)5 , (3 | α3 + 1)5 , (4 | α4 + 1)5)
= (0, 1, 2, 3, 4)∪ ((6 | α1 + 1)5 , (7 | α2 + 1)5 , (8 | α3 + 1)5 , (9 | α4 + 1)5) = Nm ⊕ 5. (144)
4.4.3 k=3
The 5-cyclic Maya diagram with k = 3 is of the form
Nm = ((1 | α1)3 , (2 | α2)3 , (λ1 | µ1)3) , m = α1 + α2 + µ1. (145)
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with the convention that a two times repeated index is suppressed from the list.
The corresponding 5-cyclic chain is obtained by permutations from
{1 + 3α1, 2 + 3α2, λ1, λ1 + µ1, 0} (146)
and for the chain (1 + 3α1, 2 + 3α2, λ1, λ1 + µ1, 0) the parameters in the 5-cyclic dressing chain system (see Eq(11))
are, with the order above

ε12 = (−1− 3 (α2 − α1))ω
ε23 = (2 + 3α2 − λ1)ω
ε34 = −µ1ω
ε45 = (λ1 + µ1 − 3)ω
ε51 −∆ = (−4− 3α1)ω.
(147)
The solutions of the dressing chain system are given by (see Eq(81))
w1(x) = w
((1|α1)3,(2|α2)3,(λ1|µ1)3)
1+3α1
(x)
= ωx/2 +
√
ω
2
d
dz
(
log
(
H((1|α1)3,(2|α2)3,(λ1|µ1)3) (z)
H(1+3α1,(1|α1)3,(2|α2)3,(λ1|µ1)3) (z)
))
= ωx/2 +
√
ω
2
d
dz
(
log
(
H((1|α1)5,(2|α2)5,(3|α3)5,(4|α4)5) (z)
H((1|α1+1)3,(2|α2)3,(λ1|µ1)3) (z)
))
, (148)
w2(x) = w
((1|α1+1)3,(2|α2)3,(λ1|µ1)3)
2+3α2
(x)
= ωx/2 +
√
ω
2
d
dz
(
log
(
H((1|α1+1)3,(2|α2)3,(λ1|µ1)3) (z)
H(2+3α2,(1|α1+1)3,(2|α2)3,(λ1|µ1)3) (z)
))
= ωx/2 +
√
ω
2
d
dz
(
log
(
H((1|α1+1)3,(2|α2)3,(λ1|µ1)3) (z)
H((1|α1+1)3,(2|α2+1)3,(λ1|µ1)3) (z)
))
, (149)
w3(x) = w
((1|α1+1)3,(2|α2+1)3,(λ1|µ1)3)
λ1
(x)
= −ωx/2 +
√
ω
2
d
dz
(
log
(
H((1|α1+1)3,(2|α2+1)3,(λ1|µ1)3) (z)
H(λ1,(1|α1+1)3,(2|α2+1)3,(λ1|µ1)3) (z)
))
= −ωx/2 +
√
ω
2
d
dz
(
log
(
H((1|α1+1)3,(2|α2+1)3,(λ1|µ1)3) (z)
H((1|α1+1)3,(2|α2+1)3,(λ1+3|µ1−1)3) (z)
))
, (150)
w4(x) = w
((1|α1+1)3,(2|α2+1)3,(λ1+3|µ1−1)3)
λ1+µ1
(x)
= ωx/2 +
√
ω
2
d
dz
(
log
(
H((1|α1+1)3,(2|α2+1)3,(λ1+3|µ1−1)3) (z)
H(λ1+µ1,(1|α1+1)3,(2|α2+1)3,(λ1+3|µ1−1)3) (z)
))
= ωx/2 +
√
ω
2
d
dz
(
log
(
H((1|α1+1)3,(2|α2+1)3,(λ1+3|µ1−1)3) (z)
H((1|α1+1)3,(2|α2+1)3,(λ1+3|µ1)3) (z)
))
, (151)
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and (see Eq(76))
w5(x) = w
((1|α1+1)3,(2|α2+1)3,(λ1+3|µ1)3)
0 (x)
= ωx/2 +
√
ω
2
d
dz
(
log
(
H((1|α1+1)3,(2|α2+1)3,(λ1+3|µ1)3) (z)
H(0,(1|α1+1)3,(2|α2+1)3,(λ1+3|µ1)3) (z)
))
= ωx/2 +
√
ω
2
d
dz
(
log
(
H((1|α1+1)3,(2|α2+1)3,(λ1+3|µ1)3) (z)
H((1|α1)3,(2|α2)3,(λ1|µ1)3) (z)
))
, (152)
where we have used:
(0, (1 | α1 + 1)3 , (2 | α2 + 1)3 , (λ1 + 3 | µ1)3)
= (0, 1, 2) ∪ ((4 | α1 + 1)3 , (5 | α2 + 1)3 , (λ1 + 3 | µ1)3) = Nm ⊕ 3.
(153)
5 Rational extensions of the IO and rational solutions of the dressing
chains of even periodicity
5.1 Rational extensions of the IO
The IO potential (with zero ground level E0 = 0)) is defined on the positive half line ]0,+∞[ by
V (x;ω, α) =
ω2
4
x2 +
(α+ 1/2) (α− 1/2)
x2
− ω (α+ 1) , |α| > 1/2. (154)
If we add Dirichlet boundary conditions at 0 and infinity and if we suppose α > 1/2, it has the following spectrum
(z = ωx2/2) {
En (ω) = 2nω
ψn⊗∅ (x;ω, α) = ψ0⊗∅ (x;ω, α)L
α
n (z)
, n ≥ 0, (155)
with ψ0⊗∅ (x;ω, α) = z
(α+1/2)/2e−z/2. The interest of this notation for the spectral indices (n⊗∅ rather than n)
will become clear later.
V (x;ω, α) is translationally shape invariant with (αn = α+ n)
V (0⊗∅) (x;ω, α) = V (x;ω, α1) + 2ω. (156)
It possesses also three discrete parametric symmetries:
*The Γ1 symmetry, (ω, α)
Γ1→ (−ω, α), which acts as
V (x;ω, α)
Γ1→ V (x;−ω, α) = V (x;ω, α) + 2ω (α+ 1) , (157)
and generates the conjugate shadow spectrum of V (x;ω, α) :
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{
En (ω)
ψn⊗∅(x;ω, α)
Γ1→
{
E(−n−1)−α (ω) = −2 (n+ 1 + α)ω < 0
ψ∅⊗(−n−1)(x;ω, α) = z
(α+1/2)/2ez/2Lαn (−z)
, n ≥ 0. (158)
*The Γ2 symmetry, (ω, α)
Γ2→ (ω,−α), which acts as
V (x;ω, α)
Γ2→ V (x;ω, α) + 2ωα, (159)
and generates the shadow spectrum of V (x;ω, α) :
{
En (ω)
ψn⊗∅(x;ω, α)
Γ2→
{
En−α (ω) = 2 (n− α)ω
ψ∅⊗n(x;ω, α) = z
(−α+1/2)/2e−z/2L−αn (z)
, n ≥ 0. (160)
Note that
ψ∅⊗0(x;ω, α) = ψ0(x;ω, α)z
−α (161)
* The Γ3 = Γ1 ◦ Γ2 symmetry, (ω, α) Γ3→ (−ω,−α), which acts as
V (x;ω, α)
Γ3→ V (x;−ω,−α) = V (x;ω, α) + 2ω, (162)
and generates the conjugate spectrum of V (x;ω, α) :
{
En (ω)
ψn⊗∅(x;ω, α)
Γ3→
{
E−n−1 (ω) = −2 (n+ 1)ω < 0
ψ(−n−1)⊗∅(x;ω, α) = z
(−α+1/2)/2ez/2L−αn (−z)
, n ≥ 0. (163)
The union of the spectrum and the conjugate spectrum forms the extended spectrum and the union of the
shadow and conjugate shadow spectra forms the extended shadow spectrum. All together they contain all the
quasi-polynomial eigenfunctions of the IO. To avoid the specific case where the extended and extended shadow
spectra merge, we restrict the values of α to be non-integer:
α /∈ N. (164)
The rational extensions of the IO, which are obtained via chains of DT associated to seed functions of this type,
can then be indexed by a couple of Maya diagrams, that we call a universal character (UC) [16, 17, 33, 34]
Nm ⊗ Lr = (n1, ..., nm)⊗ (l1, ..., lr) , (165)
Nm = (n1, ..., nm) containing the spectral indices of the seed functions belonging to the extended spectrum and
Lr = (l1, ..., lr) those belonging to the extended shadow spectrum. The UC is said to be canonical if Nm and Lr
are canonical Maya diagrams. If Nm and Lr are respectively p1-cyclic with translation of k1 > 0 and p2-cyclic with
translation of k2 > 0 then we say that is the UC Nm ⊗Lr is p-cyclic, p = p1 + p2. For reasons which will become
clear later, we call the quantity k = k1 − k2, the balanced translation amplitude of Nm ⊗ Lr.
We have proven in [11], that if we have two equivalent UC
Nm ⊗ Lr ≈ N ′m′ ⊗ L′r′, (166)
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that is, if
Nm ≈ N ′m′ and Lr ≈ L′r′ , (167)
then
V Nm⊗Lr(x;ω, α) = V N
′
m′
⊗L′
r′ (x;ω, αs) + 2qω, q, s ∈ Z. (168)
In particular, if Nm and Lr are canonical and k1, k2 > 0
V (Nm⊕k1)⊗(Lr⊕k2)(x;ω, α) = V Nm⊗Lr(x;ω, αk1−k2) + 2k1ω. (169)
For the Wronskians, we have the following equivalence relation [12]
W (Nm⊕k1)⊗(Lr⊕k2)(x;ω, α) =
k1−1∏
i=0
(ψ0⊗∅(x;ω, αi))
k2−1∏
j=0
(ψ∅⊗0(x;ω, αk1−j))W
Nm⊗Lr(x;ω, αk1−k2) (170)
= zα(k1−k2)/2+(k1−k2)
2/4 × e−(k1+k2)z/2 ×WNm⊗Lr(x;ω, αk1−k2),
or, if k1 ≤ n1 ≤ ... ≤ nm and k2 ≤ l1 ≤ ... ≤ lr
W ((0,...,k1−1)∪Nm)⊗((0,...,k2−1)∪Lr)(x;ω, α) (171)
=
k1−1∏
i=0
(ψ0⊗∅(x;ω, αi))
k2−1∏
j=0
(ψ∅⊗0(x;ω, αk1−j))W
(Nm−k1)⊗(Lr−k2)(x;ω, αk1−k2)
= zα(k1−k2)/2+(k1−k2)
2/4 × e−(k1+k2)z/2W (Nm−k1)⊗(Lr−k2)(x;ω, αk1−k2).
Using Eq(155), Eq(160), Eq(72) and the derivation properties of the Laguerre [29, 28, 12] (see also Eq(75))
{
dj
dzj (L
α
n (z)) = (−1)j Lα+jn−j (z)
dj
dzj (z
−αL−αn (z)) = (n− α)j L−α−jn (z) ,
(172)
we can write
WNm⊗Lr(x;ω, α) ∝ z(m−r)2/4−r(r−1) × zα(m−r)/2 × e−(m+r)z/2 × LNm⊗Lr (z;α) , (173)
where LNm⊗Lr is the following determinant (i = 0, ...,m+ r − 1)
LNm⊗Lr (z;α) =
∣∣∣−→L n1 (z;α) , ...,−→L nm (z;α) ,−→Λ l1 (z;α) , ...,−→Λ lr (z;α)∣∣∣ , (174)
with (Lαn (z) = 0 if n < 0)
−→
L n (z;α) =

Lαn (z)
...
(−1)i Lα+in−i (z)
...
(−1)m+r−1Lα+m+r−1n−m−r+1 (z)
 , −→Λ l (z;α) =

zm+r−1L−αl (z)
...
(l − α)i zm+r−1−iL−α−jl (z)
...
(l − α)m+r−1L−α−m−r+1l (z)
 . (175)
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LNm⊗Lr is called a Laguerre pseudowronskian [11, 12].
Eq(170) and Eq(171) give then
{ L(Nm⊕k1)⊗(Lr⊕k2)(z;α) ∝ z2rk2+k2(k2−1)L(Nm)⊗(Lr)(z;αk1−k2)
L((0,...,k1−1)∪Nm)⊗((0,...,k2−1)∪Lr)(z;α) ∝ z2rk2+k2(k2−1)L(Nm−k1)⊗(Lr−k2)(z;αk1−k2).
(176)
The equivalence property Eq(168) can be viewed as the most general transcription of the shape invariance property
Eq(156) at the level of the rational extensions of the IO potential [12].
Due to this equivalence property, to describe all the rational extensions of the IO, it is sufficient to consider those
associated to canonical UC.
We can also note the useful symmmetry relation
WLr⊗Nm(x;ω, α) = Γ2
(
WNm⊗Lr (x;ω, α)
)
, (177)
which leads immediately to
V Lr⊗Nm(x;ω, α) = Γ2
(
V Nm⊗Lr(x;ω, α)
)
+ 2ωα. (178)
5.2 p-cyclic extensions of the IO and rational solutions of the even periodic dressing
chains
The cyclicity of the canonical UC Nm ⊗ Lr alone is not sufficient to ensure the cyclicity of the associated rational
extension of the IO V Nm⊗Lr(x;ω, α). Nevertheless we have the following lemma
Lemma 3. If the UC Nm ⊗ Lr is p-cyclic with a zero balanced translation amplitude, then V Nm⊗Lr(x;ω, α) is a
p-cyclic potential.
Proof. If Nm⊗Lr is p-cyclic, there exists a chain of DT (ν1, ..., νp1)⊗ (λ1, ..., λp2 ) with p = p1+p2, and k1, k2 ∈ N∗
such that
V (Nm,ν1,...,νp1)⊗(Lr,λ1,...,λp2)(x;ω, α) = V (Nm⊕k1)⊗(Lr⊕k2)(x;ω, α), (179)
which, combined to Eq(169), leads to
V (Nm,ν1,...,νp1)⊗(Lr,λ1,...,λp2)(x;ω, α) = V Nm⊗Lr(x;ω, αk1−k2) + 2k1ω. (180)
In the case of a zero balanced translation amplitude k1 = k2 and V
Nm⊗Lr (x;ω, α) is then p-cyclic with an energy
shift ∆ = 2k1ω.
Combining this lemma with Theorem 1, we arrive directly to the theorem
Theorem 3. The rational extensions of the IO V Nm⊗Lr(x;ω, α) with{
Nm =
(
(1 | a1)k , ..., (k − 1 | ak−1)k ; (λ1 | µ1)k , ..., (λj1 | µj1)k
)
Lr =
(
(1 | b1)k , ..., (k − 1 | bk−1)k ; (ρ1 | σ1)k , ..., (ρj2 | σj2)k
)
,
(181)
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where ai, bi, λi, µi, ρi, σi are arbitrary positive integers, solve the dressing chain of even period p = p1 + p2 with
pl = 2jl + k, l = 1, 2, (p1, p2 and k have the same parity with 0 < k ≤ min(p1, p2)) for the following values of the
parameters
∆ = 2kω and εi,i+1 =

2
(
νP (i) − νP (i+1)
)
ω, if νP (i), νP (i+1) ∈ {1, ..., p1} or νP (i), νP (i+1) ∈ {p1 + 1, ..., p} ,
2
(
νP (i) − νP (i+1) + α
)
ω, if νP (i) ∈ {1, ..., p1} and νP (i+1) ∈ {p1 + 1, ..., p} ,
2
(
νP (i) − νP (i+1) − α
)
ω, if νP (i+1) ∈ {1, ..., p1} or νP (i) ∈ {p1 + 1, ..., p} ,
(182)
(νp+1 = ν1) where P is any permutation of Sp and
(ν1, ..., νp1)⊗ (νp1+1, ..., νp) = (0, 1 + a1k, ..., (k − 1) + ak−1k, λ1, λ1 + µ1k, ..., λj1 , λj1 + µj1k) (183)
⊗ (0, 1 + b1k, ..., (k − 1) + bk−1k, ρ1, ρ1 + σ1k, ..., ρj1 , ρj1 + σj1k) .
As for the w solutions of the dressing chain system, for the chain above, they are given by
w
(Nm,ν1,...,νi−1)⊗Lr
νi⊗∅ (x;ω, α) = −ωx/2 +
α− 3/2 +m− r + i
x
(184)
+ωx
d
dz
(
log
(L(Nm,ν1,...,νi−1)⊗Lr(z;α)
L(Nm,ν1,...,νi)⊗Lr(z;α)
))
,
if i ≤ p1 and the flip in νi is positive,
w
(Nm,ν1,...,νi−1)⊗Lr
νi⊗∅ (x;ω, α) = ωx/2−
α− 1/2 +m− r + i
x
(185)
+ωx
d
dz
(
log
(L(Nm,ν1,...,νi−1)⊗Lr(z;α)
L(Nm,ν1,...,νi)⊗Lr(z;α)
))
,
if i ≤ p1 and the flip in νi is negative,
w
(Nm,ν1,...,νp1)⊗(Lr,νp1+1,...,νi−1)
∅⊗νi (x;ω, α) = −ωx/2−
α− 13/2 +m+ p1 + 3 (r + i)
x
(186)
+ωx
d
dz
(
log
(
L(Nm,ν1,...,νp1)⊗(Lr,νp1+1,...,νi−1)(z;α)
L(Nm,ν1,...,νp1)⊗(Lr,νp1+1,...,νi)(z;α)
))
,
if i = p1 + j, j > 0, and the flip in νi is positive,
w
(Nm,ν1,...,νp1)⊗(Lr,νp1+1,...,νi−1)
∅⊗νi (x;ω, α) = ωx/2 +
α− 7/2 +m+ p1 + 3 (r + i)
x
(187)
+ωx
d
dz
(
log
(
L(Nm,ν1,...,νp1)⊗(Lr,νp1+1,...,νi−1)(z;α)
L(Nm,ν1,...,νp1)⊗(Lr,νp1+1,...,νi)(z;α)
))
,
if i = p1 + j, j > 0, and the flip in νi is negative,
with the convention that if a spectral index is repeated two times in the tuples constituting the UC, then we suppress
the corresponding eigenfunction in the Laguerre pseudowronskians L.
Proof. Note that due to the relations Eq(177) and Eq(178), we can without loss of generality restrict the study of
the solutions to the case p1 ≥ p2.
If i ≤ p1 and the flip in νi is negative, we have, using Eq(173)
wNm⊗Lrν⊗∅ (x;ω, α) = −
(
log
(
W (Nm,ν)⊗Lr(x;ω, α)
WNm⊗Lr(x;ω, α)
))′
= −
(
log
(
xα+1/2+m−r × e−ωx2/4 × L
(Nm,ν)⊗Lr(z;α)
LNm⊗Lr(z;α)
))′
= ωx/2− α− 1/2 +m− r
x
+ ωx
d
dz
(
log
( LNm⊗Lr(z;α)
L(Nm,ν)⊗Lr(z;α)
))
. (188)
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In the same manner, if i ≤ p1 and the flip in νi is positive, we have
wNm⊗Lrν⊗∅ (x;ω, α) = −ωx/2 +
α− 1/2 +m− r
x
+ ωx
d
dz
(
log
( LNm⊗Lr(z;α)
L(Nm,ν)⊗Lr(z;α)
))
. (189)
If i > p1 and the flip in νi is negative, we have, using Eq(173)
wNm⊗Lr
∅⊗ν (x;ω, α) = −
(
log
(
WNm⊗(Lr,ν)(x;ω, α)
WNm⊗Lr(x;ω, α)
))′
= −
(
log
(
x−α+1/2−m−3r × e−ωx2/4 × L
Nm⊗(Lr,ν)(z;α)
LNm⊗Lr(z;α)
))′
= ωx/2 +
α− 1/2 +m+ 3r
x
+ωx
d
dz
(
log
( LNm⊗Lr(z;α)
LNm⊗(Lr,ν)(z;α)
))
. (190)
In the same manner, if i > p1 and the flip in νi is positive, we have
wNm⊗Lr
∅⊗ν (x;ω, α) = −ωx/2−
α− 7/2 +m+ 3r
x
+ωx
d
dz
(
log
(
L(Nm,ν1,...,νp1)⊗(Lr,νp1+1,...,νi−1)(z;α)
L(Nm,ν1,...,νp1)⊗(Lr,νp1+1,...,νi)(z;α)
))
. (191)
5.3 Examples
5.3.1 Dressing chain of period 2.
We have p = 2 which implies p1 = p2 = k = 1 and j1 = j2 = 0. It leads to Nm ⊗ Lr = ∅ ⊗ ∅ and the potential
which solves the dressing chain of period 2 is the IO itself. The corresponding 2-cyclic chain is (0) ⊗ (0). These
results are in agreement with section I.
5.3.2 4-cyclic extensions of the IO and rational solutions of PV
For p = 4, we can have p1 = 3 and p2 = 1 with k = 1 (j1 = 1, j2 = 0) or p1 = p2 = k = 2 (j1 = j2 = 0). As
shown before, the dressing chain system is equivalent to the PV equation (see Eq(30)) whose rational solutions are
associated to the Umemura polynomials [23].
(p1, p2) = (3, 1) Theorem 4 gives then Nm ⊗ Lr = (λ | µ)1 ⊗ ∅ and a corresponding 4-cyclic chain is given by
(λ, λ+ µ, 0)⊗ (0). The solutions of the dressing chain system of period 4 with parameters

ε12 = −2µω
ε23 = 2 (λ+ µ)ω
ε34 = 2αω
ε41 −∆ = 2 (−1− λ− α)ω,
(192)
are (see Eq(184-187))
30
w1(x) = w
(λ|µ)1⊗∅
λ⊗∅ (x;ω, α)
= −ωx/2 + α+ µ− 1/2
x
+ ωx
d
dz
(
log
( L(λ|µ)1⊗∅(z;α)
L(λ+1|µ−1)1⊗∅(z;α)
))
(193)
(the flip in λ⊗∅ is positive, m = µ, r = 0),
w2(x) = w
(λ,(λ|µ)1)⊗∅
λ+µ⊗∅ (x;ω, α) = w
((λ+1|µ−1)1)⊗∅
λ+µ⊗∅ (x;ω, α)
= ωx/2− α+ µ− 1/2
x
+ ωx
d
dz
(
log
(L(λ+1|µ−1)1⊗∅(z;α)
L(λ+1|µ)1⊗∅(z;α)
))
(194)
(the flip in (λ+ µ)⊗∅ is negative, m = µ− 1, r = 0),
w3(x) = w
(λ+µ,λ,(λ|µ)1)⊗∅
0⊗∅ (x;ω, α) = w
((λ+1|µ)1)⊗∅
0⊗∅ (x;ω, α)
= ωx/2− α+ µ+ 1/2
x
+ ωx
d
dz
(
log
(
L((λ+1|µ)1)⊗∅(z;α)
L(0,(λ+1|µ)1)⊗∅(z;α)
))
= ωx/2− α+ µ+ 1/2
x
+ ωx
d
dz
(
log
(
L((λ+1|µ)1)⊗∅(z;α)
L(λ|µ)1⊗∅(z;α1)
))
(195)
(the flip in 0⊗∅ is negative, m = µ, r = 0) and (see Eq(176))
w4(x) = w
(0,λ+µ,λ,(λ|µ)k)⊗∅
∅⊗0 (x;ω, α) = w
(0,(λ+1|µ)k)⊗∅
∅⊗0 (x;ω, α)
= ωx/2 +
α+ µ+ 1/2
x
+ ωx
d
dz
(
log
(
L(0,(λ+1|µ)k)⊗∅(z;α)
L(0,(λ+1|µ)k)⊗(0)(z;α)
))
= ωx/2 +
α+ µ+ 1/2
x
+ ωx
d
dz
(
log
(
L((λ|µ)k)⊗∅(z;α1)
L((λ|µ)k)⊗∅(z;α)
))
. (196)
(the flip in ∅⊗ 0 is negative, m = µ+ 1, r = 0), where we have used
{
(λ, (λ | µ)1) = (λ+ 1 | µ− 1)1
(µ, (λ+ 1 | µ− 1)1) = (λ+ 1 | µ)1 .
(197)
Taking ω = 2 (t = z), the corresponding solution of PV (see Eq(30)) with parameters (see Eq(31))
a = 2µ2
b = −2α2
c = 4(α+ 2λ+ µ+ 1)
d = −1/2,
(198)
is then (see Eq(29))
y(t) = 1− 1/ d
dt
(
log
( L(λ|µ)1⊗∅(t;α)
L(λ+1|µ)1⊗∅(t;α)
))
. (199)
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(p1, p2) = (2, 2) Theorem 4 gives Nm ⊗ Lr = (1 | a1)2 ⊗ (1 | b1)2 and the corresponding 4-cyclic chain is
(1 + 2a1, 0)⊗ (1 + 2b1, 0). The solutions of the dressing chain system of period 4 with parameters

ε12 = 2 (1 + 2a1)ω
ε23 = 2 (α− 1− 2b1)ω
ε34 = 2 (1 + 2b1)ω
ε41 −∆ = 2 (−3− 2a1 − α)ω,
(200)
are (see Eq(184-187)) and Eq(176))
w1(x) = w
(1|a1)2⊗(1|b1)2
(1+2a1)⊗∅
(x;ω, α)
= ωx/2− α+ 1/2 + a1 − b1
x
+ ωx
d
dz
(
log
( L(1|a1)2⊗(1|b1)2(z;α)
L(1|a1+1)2⊗(1|b1)2(z;α)
))
(201)
(the flip in (1 + 2a1)⊗∅ is negative, m = a1, r = b1),
w2(x) = w
(1|a1+1)2⊗(1|b1)2
0⊗∅ (x;ω, α)
= ωx/2− α+ 3/2 + a1 − b1
x
+ ωx
d
dz
(
log
(
L(1|a1+1)2⊗(1|b1)2(z;α)
L((1|a1)2⊕2)⊗(1|b1)2(z;α)
))
= ωx/2− α+ 3/2 + a1 − b1
x
+ ωx
d
dz
(
log
(L(1|a1+1)2⊗(1|b1)2(z;α)
L(1|a1)2⊗(1|b1)2(z;α2)
))
(202)
(the flip in 0⊗∅ is negative, m = a1 + 1, r = b1),
w3(x) = w
(0,(1|a1+1))2⊗(1|b1)2
∅⊗(1+2b1)
(x;ω, α)
= ωx/2 +
α+ 3/2 + a1 + 3b1
x
+ ωx
d
dz
(
log
(
L((1|a1)2⊕2)⊗(1|b1)2(z;α)
L((1|a1)2⊕2)⊗(1|b1+1)2(z;α)
))
= ωx/2 +
α+ 3/2 + a1 + 3b1
x
+ ωx
d
dz
(
log
( L(1|a1)2⊗(1|b1)2(z;α2)
L(1|a1)2⊗(1|b1+1)2(z;α2)
))
(203)
(the flip in ∅⊗ (1 + 2b1) is negative, m = a1 + 2, r = b1) and
w4(x) = w
(1|a1)2⊗(1|b1+1)2
∅⊗0 (x;ω, α2)
= ωx/2 +
α2 + 5/2 + a1 + 3b1
x
+ ωx
d
dz
(
log
(
L(1|a1)2⊗(1|b1+1)2(z;α2)
L(1|a1)2⊗((1|b1)2⊕2)(z;α2)
))
= ωx/2 +
α+ 9/2 + a1 + 3b1
x
+ ωx
d
dz
(
log
L(1|a1)2⊗(1|b1+1)2(z;α2)
z4b1+2L(1|a1)2⊗(1|b1)2(z;α)
)
= ωx/2 +
α+ 1/2 + a1 − 5b1
x
+ ωx
d
dz
(
log
L(1|a1)2⊗(1|b1+1)2(z;α2)
L(1|a1)2⊗(1|b1)2(z;α)
)
, (204)
(the flip in ∅⊗ 0 is negative, m = a1, r = b1 + 1), where we have used
{
(1 + 2a1, (1 | a1)2) = (1 | a1 + 1)2
(0, (1 | a1 + 1)2) = (0, 1) ∪ (3 | a1 + 1)2) = (1 | a1)2 ⊕ 2.
(205)
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Taking ω = 2 (t = z), the corresponding solution of PV Eq(30) with parameters (see Eq(31))
a = (1 + 2a1)
2 /8
b = − (1 + 2b1)2 /8
c = 8(α+ 1 + a1 − b1)
d = −2,
(206)
is then (see Eq(29))
y(t) = 1− 2/
(
1− α+ 1 + a1 − b1
t
+
d
dt
(
log
( L(1|a1)2⊗(1|b1)2(z;α)
L(1|a1)2⊗(1|b1)2(z;α2)
)))
. (207)
5.3.3 Rational solutions of the Painleve´ chain of period 6 (A5-PV)
For p = 6, we can have:
* p1 = 5 and p2 = 1 with k = 1 (j1 = 2, j2 = 0)
* p1 = 4 and p2 = 2 with k = 2 (j1 = 1, j2 = 0)
* p1 = p2 = k = 3 (j1 = j2 = 0) .
(p1, p2) = (5, 1) Theorem 4 gives then Nm ⊗ Lr = ((λ1 | µ1)1 , (λ2 | µ2)1) ⊗ ∅ and the corresponding 6-cyclic
chain is given by (λ1, λ1 + µ1, λ2, λ2 + µ2, 0) ⊗ (0). The solutions of the dressing chain system of period 6 with
parameters

ε12 = −2µ1ω
ε23 = 2 (λ1 + µ1 − λ2)ω
ε34 = −2µ2ω
ε45 = 2 (λ2 + µ2)ω
ε56 = 2αω
ε61 −∆ = 2 (−1− λ1 − α)ω,
(208)
are (see Eq(184-187))
w1(x) = w
((λ1|µ1)1,(λ2|µ2)1)⊗∅
λ1⊗∅
(x;ω, α) (the flip in λ1 ⊗∅ is positive, m = µ1 + µ2, r = 0)
= −ωx/2 + α+ µ1 + µ2 − 1/2
x
+ ωx
d
dz
(
log
(
L((λ1|µ1)1,(λ2|µ2)1)⊗∅(z;α)
L((λ1+1|µ1−1)1,(λ2|µ2)1)⊗∅(z;α)
))
, (209)
w2(x) = w
((λ+1|µ−1)1)⊗∅
λ1+µ1⊗∅
(x;ω, α)
= ωx/2− α+ µ1 + µ2 − 1/2
x
+ ωx
d
dz
(
log
(
L((λ1+1|µ1−1)1,(λ2|µ2)1)⊗∅(z;α)
L((λ1+1|µ1)1,(λ2|µ2)1)⊗∅(z;α)
))
(210)
(the flip in (λ1 + µ1)⊗∅ is negative, m = µ1 + µ2 − 1, r = 0),
w3(x) = w
((λ1+1|µ1)1,(λ2|µ2)1)⊗∅
λ2⊗∅
(x;ω, α)
= −ωx/2 + α+ µ1 + µ2 − 1/2
x
+ ωx
d
dz
(
log
(
L((λ1+1|µ1)1,(λ2|µ2)1)⊗∅(z;α)
L((λ1+1|µ1)1,(λ2+1|µ2−1)1)⊗∅(z;α)
))
(211)
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(the flip in λ2 ⊗∅ is positive, m = µ1 + µ2, r = 0),
w4(x) = w
((λ1+1|µ1)1,(λ2+1|µ2−1)1)⊗∅
(λ2+µ2)⊗∅
(x;ω, α)
= ωx/2− α+ µ1 + µ2 − 1/2
x
+ ωx
d
dz
(
log
(
L((λ1+1|µ1)1,(λ2+1|µ2−1)1)⊗∅(z;α)
L((λ1+1|µ1)1,(λ2+1|µ2)1)⊗∅(z;α)
))
(212)
(the flip in (λ2 + µ2)⊗∅ is negative, m = µ1 + µ2 − 1, r = 0),
w5(x) = w
((λ1+1|µ1)1,(λ2+1|µ2)1)⊗∅
0⊗∅ (x;ω, α)
= ωx/2− α+ µ1 + µ2 − 1/2
x
+ ωx
d
dz
(
log
(
L((λ1+1|µ1)1,(λ2+1|µ2)1)⊗∅(z;α)
L(0,(λ1+1|µ1)1,(λ2+1|µ2)1)⊗∅(z;α)
))
= ωx/2− α+ µ1 + µ2 − 1/2
x
+ ωx
d
dz
(
log
(
L((λ1+1|µ1)1,(λ2+1|µ2)1)⊗∅(z;α)
L((λ1|µ1)1,(λ2|µ2)1)⊗∅(z;α1)
))
(213)
(the flip in 0⊗∅ is negative, m = µ1 + µ2, r = 0) and
w6(x) = w
(0,(λ1+1|µ1)1,(λ2+1|µ2)1)⊗∅
∅⊗0 (x;ω, α)
= ωx/2 +
α+ µ1 + µ2 − 1/2
x
+ ωx
d
dz
(
log
(
L(0,(λ1+1|µ1)1,(λ2+1|µ2)1)⊗∅(z;α)
L(0,(λ1+1|µ1)1,(λ2+1|µ2)1)⊗(0)(z;α)
))
= ωx/2 +
α+ µ1 + µ2 − 1/2
x
+ ωx
d
dz
(
log
(
L((λ1|µ1)1,(λ2|µ2)1)⊗∅(z;α1)
L((λ1|µ1)1,(λ2|µ2)1)⊗∅(z;α)
))
(214)
(the flip in ∅⊗ 0 is negative, m = µ1 + µ2, r = 0).
(p1, p2) = (4, 2) Theorem 4 gives Nm⊗Lr = ((1 | a1)2 , (λ1 | µ1)2)⊗ (1 | b1)2 and the corresponding 6-cyclic chain
is (1 + 2a1, λ1, λ1 + µ1, 0)⊗ (1 + 2b1, 0). The solutions of the dressing chain system of period 6 with parameters

ε12 = 2 (1 + 2a1 − λ1)ω
ε23 = −2µ1ω
ε34 = 2 (λ1 + µ1)ω
ε45 = 2 (α− 1− 2b1)ω
ε56 = 2 (1 + 2b1)ω
ε61 −∆ = 2 (−3− 2a1 − α)ω,
(215)
are (see Eq(184-187)) and Eq(176))
w1(x) = w
((1|a1)2,(λ1|µ1)2)⊗(1|b1)2
(1+2a1)⊗∅
(x;ω, α) (the flip in (1 + 2a1)⊗∅ is negative, m = a1 + µ1, r = b1)
= ωx/2− α+ 1/2 + a1 + µ1 − b1
x
+ ωx
d
dz
(
log
(
L((1|a1)2,(λ1|µ1)2)⊗(1|b1)2(z;α)
L((1|a1+1)2,(λ1|µ1)2)⊗(1|b1)2(z;α)
))
, (216)
w2(x) = w
((1|a1+1)2,(λ1|µ1)2)⊗(1|b1)2
λ1⊗∅
(x;ω, α)
= −ωx/2 + α+ 1/2 + a1 + µ1 − b1
x
+ ωx
d
dz
(
log
(
L((1|a1+1)2,(λ1|µ1)2)⊗(1|b1)2(z;α)
L((1|a1+1)2,(λ1+2|µ1−1)2)⊗(1|b1)2(z;α)
))
(217)
34
(the flip in λ1 ⊗∅ is positive, m = a1 + 1 + µ1, r = b1),
w3(x) = w
((1|a1+1)2,(λ1+1|µ1−1)2)⊗(1|b1)2
(λ1+µ1)⊗∅
(x;ω, α)
= ωx/2− α+ 1/2 + a1 + µ1 − b1
x
+ ωx
d
dz
(
log
(
L((1|a1+1)2,(λ1+2|µ1−1)2)⊗(1|b1)2(z;α)
L((1|a1+1)2,(λ1+2|µ1)2)⊗(1|b1)2(z;α)
))
(218)
(the flip in (λ1 + µ1)⊗∅ is negative, m = a1 + µ1, r = b1),
w4(x) = w
((1|a1+1)2,(λ1+1|µ1)2)⊗(1|b1)2
0⊗∅ (x;ω, α)
= ωx/2− α+ 3/2 + a1 + µ1 + 3b1
x
+ ωx
d
dz
(
log
(
L((1|a1+1)2,(λ1+2|µ1)2)⊗(1|b1)2(z;α)
L(0,(1|a1+1)2,(λ1+2|µ1)2)⊗(1|b1)2(z;α)
))
= ωx/2− α+ 3/2 + a1 + µ1 + 3b1
x
+ ωx
d
dz
(
log
(
L((1|a1+1)2,(λ1+2|µ1)2)⊗(1|b1)2(z;α)
L((1|a1)2,(λ1|µ1)2)⊗(1|b1)2(z;α2)
))
, (219)
(the flip in 0 ⊗ ∅ is negative, m = µ1 + a1 + 1, r = b1, and we have (0, (1 | a1 + 1)2 , (λ1 + 2 | µ1)2) = (0, 1)
∪ (3 | a1 + 1)2 , (λ1 + 2 | µ1)2) = ((1 | a1)2 , (λ1 | µ1)2)⊕ 2),
w5(x) = w
(0,(1|a1+1)2,(λ1+2|µ1)2)⊗(1|b1)2
∅⊗(1+2b1)
(x;ω, α) (the flip in ∅⊗ (1 + 2b1) is negative, m = µ1 + a1 + 2, r = b1)
= ωx/2 +
α+ 3/2 + µ1 + a1 + 3b1
x
+ ωx
d
dz
(
log
(
L(0,(1|a1+1)2,(λ1+2|µ1)2)⊗(1|b1)2(z;α)
L(0,(1|a1+1)2,(λ1+2|µ1)2)⊗(1|b1+1)2(z;α)
))
= ωx/2 +
α+ 3/2 + µ1 + a1 + 3b1
x
+ ωx
d
dz
(
log
(
L((1|a1)2,(λ1|µ1)2)⊗(1|b1)2(z;α2)
L((1|a1)2,(λ1|µ1)2)⊗(1|b1+1)2(z;α2)
))
, (220)
and ((0, (1 | b1 + 1)2) = (0, 1) ∪ (1 | b1 + 1)2 = (1 | b1)2 ⊕ 2, see also Eq(176))
w6(x) = w
((1|a1)2,(λ1|µ1)2)⊗(1|b1+1)2
∅⊗0 (x;ω, α2)
= ωx/2 +
α+ 9/2 + µ1 + a1 + 3b1
x
+ ωx
d
dz
(
log
(
L((1|a1)2,(λ1|µ1)2)⊗(1|b1+1)2(z;α2)
L((1|a1)2,(λ1|µ1)2)⊗((1|b1)2⊕2)(z;α2)
))
= ωx/2 +
α+ 9/2 + µ1 + a1 + 3b1
x
+ ωx
d
dz
(
log
(
L((1|a1)2,(λ1|µ1)2)⊗(1|b1+1)2(z;α2)
z4b1+2L((1|a1)2,(λ1|µ1)2)⊗(1|b1)2(z;α)
))
= ωx/2 +
α+ 1/2 + µ1 + a1 − 5b1
x
+ ωx
d
dz
(
log
(
L((1|a1)2,(λ1|µ1)2)⊗(1|b1+1)2(z;α2)
L((1|a1)2,(λ1|µ1)2)⊗(1|b1)2(z;α)
))
(221)
(the flip in ∅⊗ 0 is negative, m = µ1 + a1, r = b1 + 1).
(p1, p2) = (3, 3) and k = 3 Theorem 4 gives Nm ⊗ Lr = ((1 | a1)3 , (2 | a2)3) ⊗ ((1 | b1)2 , (2 | b2)2) and the
corresponding 6-cyclic chain is (1 + 3a1, 2 + 3a2, 0) ⊗ (1 + 3b1, 2 + 3b2, 0). The solutions of the dressing chain
system of period 6 with parameters
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
ε12 = 2 (−1 + 3 (a1 − a2))ω
ε23 = 2 (2 + 3a2)ω
ε34 = 2 (α− 1− 3b1)ω
ε23 = 2 (−1 + 3 (b1 − b2))ω
ε34 = 2 (2 + 3b2)ω
ε41 −∆ = 2 (−4− 3a1 − α)ω,
(222)
are (see Eq(184-187)) and Eq(176))
w1(x) = w
((1|a1)3,(2|a2)3)⊗((1|b1)3,(2|b2)3)
(1+3a1)⊗∅
(x;ω, α) (223)
= ωx/2− α+ 1/2 + a1 + a2 − b1 − b2
x
+ ωx
d
dz
(
log
(
L((1|a1)3,(2|a2)3)⊗((1|b1)3,(2|b2)3)(z;α)
L((1|a1+1)3,(2|a2)3)⊗((1|b1)3,(2|b2)3)(z;α)
))
(the flip in (1 + 3a1)⊗∅ is negative, m = a1 + a2, r = b1 + b2),
w2(x) = w
((1|a1+1)3,(2|a2)3)⊗((1|b1)3,(2|b2)3)
(2+3a2)⊗∅
(x;ω, α) (224)
= ωx/2− α+ 3/2 + a1 + a2 − b1 − b2
x
+ ωx
d
dz
(
log
(
L((1|a1+1)3,(2|a2)3)⊗((1|b1)3,(2|b2)3)(z;α)
L((1|a1+1)3,(2|a2+1)3)⊗((1|b1)3,(2|b2)3)(z;α)
))
(the flip in (2 + 3a2)⊗∅ is negative, m = a1 + a2 + 1, r = b1 + b2),
w3(x) = w
((1|a1+1)3,(2|a2+1)3)⊗((1|b1)3,(2|b2)3)
0⊗∅ (x;ω, α) (225)
= ωx/2− α+ 5/2 + a1 + a2 − b1 − b2
x
+ ωx
d
dz
(
log
(
L((1|a1+1)3,(2|a2+1)3)⊗((1|b1)3,(2|b2)3)(z;α)
L(((1|a1)3,(2|a2)3)⊕3)⊗((1|b1)3,(2|b2)3)(z;α)
))
= ωx/2− α+ 5/2 + a1 + a2 − b1 − b2
x
+ ωx
d
dz
(
log
(
L((1|a1+1)3,(2|a2+1)3)⊗((1|b1)3,(2|b2)3)(z;α)
L((1|a1)3,(2|a2)3)⊗((1|b1)3,(2|b2)3)(z;α3)
))
(the flip in 0 ⊗ ∅ is negative, m = a1 + a2 + 2, r = b1 + b2 and we have used (0, (1 | a1 + 1)3 , (2 | a2 + 1)3) =
(0, 1, 2) ∪ ((4 | a1)3 , (5 | a2)3) = ((1 | a1)3 , (2 | a2)3)⊕ 3),
w4(x) = w
(((1|a1)3,(2|a2)3)⊕3)⊗((1|b1)3,(2|b2)3)
∅⊗(1+2b1)
(x;ω, α) (226)
= ωx/2 +
α+ 5/2 + a1 + a2 + 3b1 + 3b2
x
+ ωx
d
dz
(
log
(
L(((1|a1)3,(2|a2)3)⊕3)⊗((1|b1)3,(2|b2)3)(z;α)
L(((1|a1)3,(2|a2)3)⊕3)⊗((1|b1+1)3,(2|b2)3)(z;α)
))
= ωx/2 +
α+ 5/2 + a1 + a2 + 3b1 + 3b2
x
+ ωx
d
dz
(
log
(
L((1|a1)3,(2|a2)3)⊗((1|b1+1)3,(2|b2)3)(z;α3)
L((1|a1)3,(2|a2)3)⊗((1|b1+1)3,(2|b2)3)(z;α3)
))
(the flip in ∅⊗ (1 + 2b1) is negative, m = a1 + a2 + 3, r = b1 + b2),
w5(x) = w
((1|a1)3,(2|a2)3)⊗((1|b1+1)3,(2|b2)3)
∅⊗(2+3b1)
(x;ω, α3) (227)
= ωx/2 +
α+ 11/2 + a1 + a2 + 3b1 + 3b2
x
+ ωx
d
dz
(
log
(
L((1|a1)3,(2|a2)3)⊗((1|b1+1)3,(2|b2)3)(z;α3)
L((1|a1)3,(2|a2)3)⊗((1|b1+1)3,(2|b2+1)3)(z;α3)
))
(the flip in ∅⊗ (2 + 3b1) is negative, m = a1 + a2, r = b1 + b2 + 1) and
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w6(x) = w
((1|a1)3,(2|a2)3)⊗((1|b1+1)3,(2|b2+1)3)
∅⊗0 (x;ω, α3) (228)
= ωx/2 +
α+ 17/2 + a1 + a2 + 3b1 + 3b2
x
+ ωx
d
dz
(
log
(
L((1|a1)3,(2|a2)3)⊗((1|b1+1)3,(2|b2+1)3)(z;α3)
L((1|a1)3,(2|a2)3)⊗(((1|b1)3,(2|b2)3)⊕3)(z;α3)
))
= ωx/2 +
α+ 17/2 + a1 + a2 + 3b1 + 3b2
x
+ ωx
d
dz
(
log
(
L((1|a1)3,(2|a2)3)⊗((1|b1+1)3,(2|b2+1)3)(z;α3)
z6(b1+b2)+6L((1|a1)3,(2|a2)3)⊗((1|b1)3,(2|b2)3)(z;α)
))
= ωx/2 +
α− 7/2 + a1 + a2 − 9b1 − 9b2
x
+ ωx
d
dz
(
log
(
L((1|a1)3,(2|a2)3)⊗((1|b1+1)3,(2|b2+1)3)(z;α3)
L((1|a1)3,(2|a2)3)⊗((1|b1)3,(2|b2)3)(z;α)
))
(the flip in ∅⊗ 0 is negative, m = a1 + a2, r = b1 + b2 + 2, see also Eq(176)).
(p1, p2) = (3, 3) and k = 1 Theorem 4 gives Nm ⊗ Lr = (λ1 | µ1)1 ⊗ (ρ1 | σ1)1 and the corresponding 6-cyclic
chain is (λ1, λ1 + µ1, 0)⊗ (ρ1, ρ1 + σ1, 0). The solutions of the dressing chain system of period 6 with parameters

ε12 = −2µ1ω
ε23 = 2 (λ1 + µ1)ω
ε34 = 2 (α− ρ1)ω
ε23 = −2σ1ω
ε34 = 2 (ρ1 + σ1)ω
ε41 −∆ = 2 (−1− λ1 − α)ω,
(229)
are (see Eq(184-187)) and Eq(176)):
w1(x) = w
(λ1|µ1)1⊗(ρ1|σ1)1
λ1⊗∅
(x;ω, α)
= −ωx/2 + α− 1/2 + µ1 − σ1
x
+ ωx
d
dz
(
log
( L(λ1|µ1)1⊗(ρ1|σ1)1(z;α)
L(λ1+1|µ1−1)1⊗(ρ1|σ1)1(z;α)
))
(230)
(the flip in λ1 ⊗∅ is positive, m = µ1, r = σ1),
w2(x) = w
(λ1+1|µ1−1)1⊗(ρ1|σ1)1
(λ1+µ1)⊗∅
(x;ω, α)
= ωx/2− α− 1/2 + µ1 − σ1
x
+ ωx
d
dz
(
log
(L(λ1+1|µ1−1)1⊗(ρ1|σ1)1(z;α)
L(λ1+1|µ1)1⊗(ρ1|σ1)1(z;α)
))
(231)
(the flip in (λ1 + µ1)⊗∅ is negative, m = µ1 − 1, r = σ1),
w3(x) = w
(λ1+1|µ1)1⊗(ρ1|σ1)1
0⊗∅ (x;ω, α)
= ωx/2− α+ 1/2 + µ1 − σ1
x
+ ωx
d
dz
(
log
(
L(λ1+1|µ1)1⊗(ρ1|σ1)1(z;α)
L((λ1|µ1)1⊕1)⊗(ρ1|σ1)1(z;α)
))
= ωx/2− α+ 1/2 + µ1 − σ1
x
+ ωx
d
dz
(
log
(L(λ1+1|µ1)1⊗(ρ1|σ1)1(z;α)
L(λ1|µ1)1⊗(ρ1|σ1)1(z;α1)
))
(232)
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(the flip in 0⊗∅ is negative, m = µ1, r = σ1 and we have used (0, (λ1 + 1 | µ1)1) = (λ1 | µ1)1 ⊕ 1),
w4(x) = w
((λ1|µ1)1⊕1)⊗(ρ1|σ1)1
∅⊗ρ1 (x;ω, α)
= −ωx/2− α− 5/2 + µ1 + 3σ1
x
+ ωx
d
dz
(
log
(
L((λ1|µ1)1⊕1)⊗(ρ1|σ1)1(z;α)
L((λ1|µ1)1⊕1)⊗(ρ1+1|σ1−1)1(z;α)
))
= −ωx/2− α− 5/2 + µ1 + 3σ1
x
+ ωx
d
dz
(
log
( L(λ1|µ1)1⊗(ρ1|σ1)1(z;α1)
L(λ1|µ1)1⊗(ρ1+1|σ1−1)1(z;α1)
))
(233)
(the flip in ∅⊗ ρ1 is positive, m = µ1 + 1, r = σ1),
w5(x) = w
(λ1|µ1)1⊗(ρ1+1|σ1−1)1
∅⊗(ρ1+σ1)
(x;ω, α1)
= ωx/2 +
α− 7/2 + µ1 + 3σ1
x
+ ωx
d
dz
(
log
(L(λ1|µ1)1⊗(ρ1+1|σ1−1)1(z;α1)
L(λ1|µ1)1⊗(ρ1+1|σ1)1(z;α1)
))
(234)
(the flip in ∅⊗ (ρ1 + σ1) is negative, m = µ1, r = σ1 − 1) and
w6(x) = w
(λ1|µ1)1⊗(ρ1+1|σ1)1
∅⊗0 (x;ω, α1)
= ωx/2 +
α+ 1/2 + µ1 + 3σ1
x
+ ωx
d
dz
(
log
(
L(λ1|µ1)1⊗(ρ1+1|σ1)1(z;α1)
L(λ1|µ1)1⊗((ρ1|σ1)1⊕1)(z;α1)
))
= ωx/2 +
α+ 1/2 + µ1 + 3σ1
x
+ ωx
d
dz
(
log
( L(λ1|µ1)1⊗(ρ1+1|σ1)1(z;α1)
z2σ1L(λ1|µ1)1⊗(ρ1|σ1)1(z;α)
))
= ωx/2 +
α+ 1/2 + µ1 − σ1
x
+ ωx
d
dz
(
log
(L(λ1|µ1)1⊗(ρ1+1|σ1)1(z;α1)
L(λ1|µ1)1⊗(ρ1|σ1)1(z;α)
))
(235)
(the flip in ∅⊗ 0 is negative, m = µ1, r = σ1, see also Eq(176)).
5.4 Rational extensions of the HO as limit cases of rational extensions of the IO
Consider a rational extension of the HO associated to the canonical Maya diagram Nm. By splitting Nm into two
subsets of even and odd integers respectively, we can write
Nm = (2a1 + 1, ..., 2am1 + 1) ∪ (2b1, ..., 2bm2) , m = m1 +m2, (236)
where ai, bi ∈ N, and
W (Nm)(x;ω) ∝ e−mz/2
×W
(
H2a1+1
(√
ω
2
x
)
, ..., H2am1+1
(√
ω
2
x
)
, H2b1
(√
ω
2
x
)
, ..., H2bm2
(√
ω
2
x
)
| x
)
,(237)
where z =
√
ω/2x. Using Eq(72) and Eq(86), we obtain immediately (z = ωx2/2)
W (Nm)(x;ω) ∝ e−mz/2W
(
z1/2L1/2a1 (z), ..., z
1/2L1/2am1 (z), L
−1/2
b1
(z), ..., L
−1/2
bm2
(z) | x
)
, (238)
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ie (see Eq(155) and Eq(160))
W (Nm)(x;ω) ∝WAm1⊗Bm2 (x;ω, 1/2) , (239)
where
Am1 ⊗ Bm2 = (a1, ..., am1)⊗ (b1, ..., bm2) . (240)
Since (see Eq(62) and Eq(154))
V (x;ω, 1/2) = V (x;ω)− ω, (241)
we deduce
V (Nm)(x;ω) = V Am1⊗Bm2 (x;ω, 1/2) + ω. (242)
It means that all the rational extensions of the HO can be considered as rational extensions of the IO in the limit
case where the α parameter tends to 1/2. In this limit, the impenetrable barrier term in the IO potential disappears
and the IO potential degenerates into the harmonic potential which is regular on the whole real line, the spectrum
of the IO potential giving to the odd indexed eigenstates of the HO potential and the shadow spectrum of the IO
the even indexed eigenstates of the HO. The result above shows that this degeneracy is still valid at the level of
the rational extensions
We can note that if we start from an extension of the IO with α half integer α = k + 1/2, associated to the UC
Am1 ⊗Bm2 , Eq(169) allows us to write
V Am1⊗Bm2 (x;ω, k + 1/2) = V (Am1⊕k)⊗Bm2 (x;ω, 1/2) + 2kω, (243)
and, with the correspondence Eq(242) above
V Am1⊗Bm2 (x;ω, k + 1/2) = V (N˜m)(x;ω) + (2k − 1)ω, (244)
where
N˜m = (1, ..., 2k − 1, 2a1 + 2k + 1, ..., 2am1 + 2k + 1) ∪ (2b1, ..., 2bm2) . (245)
Consequently, the rational extensions of the IO with half integer α parameter can be identified to rational extensions
of the HO and are monodromy free. Conversely, the rational extensions of the which solves the even periodic dressing
chains cover the subset of monodromy free solutions.
6 Conclusion
We propose a new method for building the rational solutions of the dressing chains for a Schro¨dinger operator.
The results are directly obtained in closed determinantal form and we give some explicit examples which had
never been previously presented. For the chains with odd periodicity (A2n-PIV system) as for those with even
periodicity (A2n+1-PV system), we describe in a new systematic way some sets of rational solutions of the dressing
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chain system. In the odd periodicity case we conjecture, based on the theory of potentials with trivial monodromy
[35, 36, 15, 10], that the construction described in this work covers all rational solutions to higher order Painleve´
systems. The even periodicity case is more involved, but it seems plausible to surmise that this is also the case:
the trivial monodromy property having to be replaced by a constraint of fixed monodromy at one point for all the
eigenfunctions of the potentials. These conjectures are the object of further investigations. The question of the
optimal pseudo-Wronskian representation of these solutions [11] will also be adressed in a forthcoming work.
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