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1, Consider the power series 
(1) 
with complex coefficients a, and the sequence Z of its partial sums 
S,(z) = f  upz~, n = 0, 1 , 2,. . , . 
k-0 
Suppose that the subsequence 
s = S(n, ) n2 , It3 )...) = (S,(z), n = n, , n2 , ff3 ,... } c 2, 
where ttr < n2 < nR < ... are arbitrarily fixed nonnegative integers, converges 
uniformly on some compact set F of the complex plane. What then may be said 
about the convergence of series (I ) ? 
The special case when S == Z (i.e., n, = k) and the compact set F consists of 
the single point zO, z0 # 0, is handled in the well-known theorem of Abel, 
which states that the convergence of series (1) at the point a,, implies the con- 
vergence of this series in the disc D(l z0 !) = (a: ( a 1 < ) a,, I}. 
The question mentioned above was studied in our previous paper [2] in the 
cast when lim sup(nktl ~2~) < 00 and in the case when the sequence {n3 has 
a minimal RG (Rate of Growth), i.e., when 
The number a: is called the RG of the sequence {nkj and we say that the RG is 
minimal if a = 0, normal if 0 < LX < a, and maximal if 01 == a. 
In this paper we consider the general case with an arbitrary sequence {Q}. 
Without loss of generality we assume in what follows that the complement Fc 
of F is connected. Indeed, if G is the unbounded component of Fc, then as it 
follows from the maximum modulus principle, the uniform convergence of the 
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sequence S on F implies the uniform convergence of S on Gc. We assume also 
that the capacity of the set F is positive. 
Suppose now that the point z = 0 is not an interior point of F and the RG 
of the sequence (nk} is maximal. It will be shown that for such a set F 
and sequence (nk> there exists a power series (1) for which the radius of converg- 
ence is zero and nevertheless the subsequence of partial sums S = S(n, , n2 , 
713 ,... ) converges uniformly on F. On the other hand, we will show that the radius 
of convergence p of the series (1) is necessarily positive if the sequence 
s = J-p, ,762 , na ,...) converges uniformly on F and the RG of the sequence 
{+} is finite, i.e., is minimal or normal. We will also find a sharp lower bound 
for the radius p if the point z = 0 does not belong to F or is an isolated point of F. 
Note also the following simple fact which will be used later. 
If z = 0 is an interior point of F and the sequence S converges uniformly on F 
then the series (1) converges in the Zargest disc D(a) = (z: / x j < a, a > 0} 
contained in the set F. Indeed, let S,Jz) --f f (z) uniformly on F as k + cc and 
D(a) CF. Then f(z) is analytic in D(a) and it may therefore be expanded in a 
power series converging in D(a). This power series is identical with (1) since 
j’“‘(O) = lim S”.‘(O) = p!a. 
k-x n.t I, ) 
p = 0, 1) 2, 3 ).... 
2. Let g(z) be Green’s function of G = Fe with a pole at infinity, let 
C, = {z: g(z) = log R, R > l} a level line of g(z), and let KR the compact 
set bounded by C, . Suppose that R, = inf(R: z = 0 C KR} and for R > R, 
denote by /3 = /3(R) the distance from the origin to the curve C, . Thus /3 = /3(R) 
is the radius of the largest disc D(Y) = {z: 1 z ( < Y} belonging to KR . The 
function ,B = /3(R) is continuously increasing. Note also that lim /3(R) = 0 as 
R + R, if z = 0 is not an interior point of Fy 
Define the polynomials &(.z) by the equation 
and write 
t-3 
Note that the degree of the polynomial Q,(z) is p, - 1 
Consider the series 
nk+l - nk-- 1. 
Y(r) = f  Mk++lRpk-l, r < B(R). (3) 
k=l 
Obviously, this series converges for Y = 0. Thus pi > 0, if 
p1 = sup{r: Y(r) converges for at least one R such that Y <I /J(R)}. 
This number p1 will be called the (F, S) number. 
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LEMMA. The radius of convergence p of series (1) is not less than the (F, S) 
number p1 . 
Proof. Consider the series 
@(z) = S,,(z) + f P+'Q&). 
R=l 
The sequence of its partial sums is identical to the sequence S, and Walsh’s 
lemma (see [3, p. 771) shows that 
I Q&4 G M&pk-l for z E KR 
Thus series (4) is dominated for / x 1 < r < /3(R) by series (3) and therefore the 
sequence S converges uniformly on every disc D(r) = (z: 1 z / < r}, r < pr . 
This implies the convergence of the series (1) on D(pr). Thus the radius of 
convergence of the series (1) is not less than pr . 
EXAMPLE 1. Suppose that p, + co as k --t CO and that 
where ck is an arbitrarily fixed complex number and Y,(z) is the Chebyshev 
polynomial of degree p, - 1 on the set F. Then (see [1, p. 3141) 
kz fQ ( 'I) 1/t?+-1) 
Mk 
- exPM4) 
uniformly on the boundary of KR , R > 1. Thus, 
? ll(Pl,-11 -+R 
uniformly on CR and 
1 z~~+‘Q,(z)~ > I%&Y~“““R~““-‘, 11 = W,) (5) 
for an arbitrary R, < R provided p, is large enough and z is the point on C, 
closest to the origin. Note also that series (l), and consequently series (4), 
converges absolutely in the disc D(p), where p is, as above, the radius of conver- 
gence of series (1). This together with (5) h s ows that series (3) converges for 
any r = /l(R) < p. Thus p < p1 and it follows from the lemma that p := pr 
for this example. 
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EXAMPLE 2. Define Yk(z) as in example 1 and let 
and Qk@> = ckyk(z), 
where 
1 
Ck = 
mkD%+lk2 
and D = ~$2 I z [ . 
It is easy to see that series (4) then converges uniformly on F. 
Suppose now that the RG of the sequence (nk} is maximal. Then 
pk- 1 =ak(nk+ 1) and lim sup ali = co. 
Fix an arbitrary point z, $ F. Let rl = 1 z1 I and rl = p(R,), & > 1. Then for 
an arbitrary E > 0, E < R1 - I, there exist infinitely many integers k for which 
ctlc + co and 
1 zzz--.- [L (R, - qqnk+l -+ 00. 
k2 D 
Thus the general term of series (4) is unbounded at each point z, $F, and both 
series (4) and (1) diverge at each such point. The radius of convergence of 
series (1) is in this case equal (if it is positive) to the radius of the largest disc 
with center at x = 0 contained in the set F. If z = 0 is not an interior point of 
F, series (1) converges only at the point z = 0. 
EXAMPLE 3. Let F be the closed disc D(u) = {z: I z 1 < a, a > O}. It has 
already been mentioned that the uniform convergence of the sequence S on F 
implies in this case the convergence of the series (1) in the disc D(a). But one 
will find it hard to deduce this result from the Lemma. This fact may easily be 
deduced from the following slight modification of the lemma. 
Consider the series 
Y*(Y) = f MkPk+lRp-l, 
k=l 
where Mk has the same meaning as in (3) R, > 1 are arbitrary numbers, and 
Y < /3(R,) for each k = 1,2,3 ,.... 
Let pt = sup{r: Y*(Y) converges for at least one sequence R, such that 
I < /l(RJ}. It is easy to see that p 3 pz > p1 , where p is the radius of con- 
vergence of the series (1) and p1 the (F, 5’) number. 
409/75/I-12 
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Suppose now that the sequence S converges uniformly on the closed disc 
F = D(a). There exists then a number C > 0 such that 
Hence 
I z”““Q&)I < C and / Qk(.z)l < C/ank” on F. 
M, < C/an’+’ 
in this case. Note also that /I(&) = aR, for each R, > 1. It is easy to see now 
that series (3*) converges for each r < a provided the numbers RR, are chosen 
close enough to 1. Thus pf 3 a and p 3 a. 
3. We impose on the setF one restriction more by assuming that it does 
not contain the point z = 0. Denote by d the distance between the point 2 = 0 
and the set F and consider again series (3) in the particular case 
Mk = l/dnk+? 
We will find it convenient to have in this case a special symbol and special name 
for the (F, 5’) number pl. We will denote this number by pz and call it the 
(F, ink)) number. We introduce also for an arbitrary 0 < cy. (03 the (F, a) 
number p3 defined as p3 = /3 = /3(R), w h ere R is the solution of the equation 
/~RQ = d, R > RO . This equation has a unique positive solution since /3R” is 
continuously increasing from 0 to 00 as R, < R < 03. 
THEOREM. Let p be the radius of convergence of the power series (I), pz the 
(F, (n3) number, and p3 the (F, IX) number. 
If  the sequence S = S(n, , n2 , n3 ,...) converges uniformly (or is uniformly 
bounded) on F, then p > pz . 
If, as above, S converges uniformly (or is uniformly bounded) on F and furthermore 
the sequence {nk} has a minimal or normal RG 01 (0 < 01 < CO), then p > p3 . 
Proof. The sequence S is uniformly bounded on F. Hence there exists a 
positive number C such that 
I S?&)l < c, k = 1, 2, 3 ,..., XEF, 
1 Q,&)/ < 2C/dnk+‘, k = 1, 2, 3 ,...I z E F, 
where Q&Y) is defined by Eq. (2). Thus in this case 
M, < 2C/dnk+l 
and the (F, S) number p1 > pz . The Lemma shows that p > pz . 
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Impose now the restriction 01 < 00. Then p, - 1 < (a + l ) (nk + 1) and 
RD’L-1 < (RCf+G)nr+l 
for an arbitrary E > 0 provided k is large enough. Thus series (3) is dominated 
by the series 
2c f ( YR;+’ 1.,-l, 
k=l 
which converges whenever YR~+~ < d. It is easy to conclude that series (3) 
converges for every Y < pa. Thus pr > pa . We use again the lemma to get 
p , pa and complete the proof. > 
Remark. If 01 = 0 then pa = d. Thus in this case the radius of convergence p 
of the series (1) is not less than d. This result has been proved in [2]. 
EXAMPLE 3. Suppose every point of the set F belongs to the circle C(d) = 
{z: 1 z 1 = d}, p, -+ co as k -+ cc and (see (2)) 
Qk(z) = yk(z) 
@m, d%+l ’ 
where Y,(z) and mk are defined as in example 2. 
In this case 
1 ____ 
Mk = k2 &++l 9 
pa = p1 , and p = p1 = pa as it has been shown in example 1. 
If we impose the additional restriction 
then it is easy to verify that also p3 = pz . Thus both lower bounds pz and p3 
found in the Theorem for p are sharp. However, we will show that the bound ps 
may be improved, if the sequence S converges rapidly enough on F. Also some 
conclusions on analytic continuation will be drawn in this case of rapid con- 
vergence. 
4. Let 
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Assume now that the RG 01 of {nlc} is finite and 
lim inf log(l”‘) = 1ogL 
k+m n72 
Then given E > 0 there exists k, such that 
5k< l 2(L - +t as 
L > 1. 
k > k, . 
Since 
we have 
zeF, k>k,, (6) 
and by Walsh’s lemma 
The last inequality shows that series (4) converges uniformly on KR , if 
R <p =L’N+~,. 
Thus the sum a(z) of this series is analytic in the interior K,O of K, . 
Inequality (6) shows also that series (4) is dominated in the disc D(Y) by 
series (3) with 
M?s G [d(L _’ E)]%fl 
and we prove easily that p > p4 , where p is the radius of convergence of series 
(1) and pa is the solution /3 = /3(R) of the equation ,3Ra = Ld. 
The function @p(z), z E F, has already been analytically continued into K, . 
If K, intersects the disc D(p,), then the sum f(z) of series (1) is the analytic 
continuation of @(z) into D(p,). 
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