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Theory of Bessel Functions of High Rank - I:
Fundamental Bessel Functions
Zhi Qi
Abstract. In this article we introduce a new category of special functions called funda-
mental Bessel functions arising from the Voronoı¨ summation formula for GLnpRq. The
fundamental Bessel functions of rank one and two are the oscillatory exponential functions
e˘ix and the classical Bessel functions respectively. The main implements and subjects
of our study of fundamental Bessel functions are their formal integral representations and
Bessel equations.
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1. Introduction
1.1. Background. Hankel transforms (of high rank) are introduced as an important
constituent of the Voronoı¨ summation formula by Miller and Schmid in [MS1, MS3, MS4].
This summation formula is a fundamental analytic tool in number theory and has its roots
in representation theory.
In this article, we shall develop the analytic theory of fundamental Bessel functionsI.
These Bessel functions constitute the integral kernels of Hankel transforms. Thus, to moti-
vate our study, we shall start with introducing Hankel transforms and their number theoretic
and representation theoretic background.
1.1.1. Two expressions of a Hankel transform. Let n be a positive integer, and let
pλ, δq “ pλ1, ..., λn, δ1, ..., δnq P Cn ˆ pZ{2Zqn.
The first expression of the Hankel transform of rank n associated with pλ, δq is based
on signed Mellin transforms as follows.
Let S pRq denote the space of Schwartz functions on R. For λ P C, j P N “
t0, 1, 2, ...u and η P Z{2Z, let υ be a smooth function on Rˆ “ R r t0u such that
sgnpxqη plog |x|q´ j |x|´λυpxq P S pRq. For δ P Z{2Z, the signed Mellin transform Mδυ
with order δ of υ is defined by
(1.1) Mδυpsq “
ż
Rˆ
υpxqsgnpxqδ|x|sdˆx.
IThe Bessel functions studied here are called fundamental in order to be distinguished from the Bessel
functions for GLnpRq. The latter should be regarded as the foundation of harmonic analysis on GLnpRq. Some
evidences show that fundamental Bessel functions are actually the building blocks of the Bessel functions for
GLnpRq. See [Qi2, §3.2] for GL3pRq (and GL3pCq).
Throughout this article, we shall drop the adjective fundamental for brevity. Moreover, the usual Bessel
functions will be referred to as classical Bessel functions.
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Here dˆx “ |x|´1dx is the standard multiplicative Haar measure on Rˆ. The Mellin
inversion formula is
υpxq “
ÿ
δPZ{2Z
sgnpxqδ
4πi
ż
pσq
Mδυpsq|x|´sds, σ ą ´Re λ,
where the contour of integration pσq is the vertical line from σ´ i8 to σ` i8.
Let S pRˆq denote the space of smooth functions on Rˆ whose derivatives are rapidly
decreasing at both zero and infinity. We associate with υ P S pRˆq a function Υ on Rˆ
satisfying the following two identities
(1.2) MδΥpsq “
˜
nź
l“1
Gδl`δps ´ λlq
¸
Mδυp1´ sq, δ P Z{2Z,
where Gδpsq denotes the gamma factor
(1.3) Gδpsq “ iδπ 12´s
Γ
` 1
2 ps ` δq
˘
Γ
` 1
2 p1´ s ` δq
˘ “
$’&’%
2p2πq´sΓpsq cos
´
πs
2
¯
, if δ “ 0,
2ip2πq´sΓpsq sin
´
πs
2
¯
, if δ “ 1,
where for the second equality we apply the duplication formula and Euler’s reflection for-
mula of the Gamma function,
Γp1´ sqΓpsq “ π
sinpπsq , ΓpsqΓ
ˆ
s ` 1
2
˙
“ 21´2s ?πΓp2sq.
Υ is called the Hankel transform of index pλ, δq of υII. According to [MS3, §6], Υ is
smooth on Rˆ and decays rapidly at infinity, along with all its derivatives. At the origin,
Υ has singularities of some very particular type. Indeed, Υpxq P řnl“1 sgnpxqδl |x|´λlS pRq
when no two components of λ differ by an integer, and in the nongeneric case powers of
log |x| will be included.
By the Mellin inversion,
(1.4) Υpxq “
ÿ
δPZ{2Z
sgnpxqδ
4πi
ż
pσq
˜
nź
l“1
Gδl`δps ´ λlq
¸
Mδυp1´ sq|x|´sds,
for σ ą max tRe λlu.
In [MS4] there is an alternative description of Υ defined by the Fourier type transform,
in symbolic notion, as follows
Υpxq “ 1|x|
ż
Rˆ n
υ
´
x1...xn
x
¯˜ nź
l“1
`
sgnpxlqδl |xl|´λl epxlq
˘¸
dxndxn´1...dx1,(1.5)
with epxq “ e2πix. The integral in (1.5) converges when performed as iterated integral in
the order dxndxn´1...dx1, starting from xn, then xn´1, ..., and finally x1, provided Re λ1 ą
... ą Re λn´1 ą Re λn, and it has meaning for arbitrary values of λ P Cn by analytic
continuation.
IINote that if υ is the f in [MS4] then |x|Υpp´qn xq is their Fpxq.
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According to [MS4], though less suggestive than (1.5), the expression (1.4) of Han-
kel transforms is more useful in applications. Indeed, all the applications of the Voronoı¨
summation formula in analytic number theory so far are based on (1.4) with exclusive use
of Stirling’s asymptotic formula of the Gamma function (see Appendix A). On the other
hand, there is no occurrence of the Fourier type integral transform (1.5) in the literature
other than Miller and Schmid’s foundational work. It will however be shown in this article
that the expression (1.5) should not be of only aesthetic interest.
Assumption. Subsequently, we shall always assume that the index λ satisfiesřnl“1 λl “
0III. Accordingly, we define the complex hyperplane Ln´1 “ tλ P Cn : řnl“1 λl “ 0u.
1.1.2. Background of Hankel transforms in number theory and representation theory.
For n “ 1, the number theoretic background lies on the local theory in Tate’s thesis at
the real place. Actually, in view of (1.5), the Hankel transform of rank one and index
pλ, δq “ p0, δq is essentially the (inverse) Fourier transform,
(1.6) Υpxq “
ż
R
υpyqsgnpxyqδepxyqdy.
The Voronoı¨ summation formula of rank one is the summation formula of Poisson. Recall
that Riemann’s proof of the functional equation of his ζ-function relies on the Poisson
summation formula, whereas Tate’s thesis reinterprets this using the Poisson summation
formula for the adele ring.
For n “ 2, the Hankel transform associated with a GL2-automorphic form has been
present in the literature as part of the Voronoı¨ summation formula for GL2 for decades. See,
for instance, [HM, Proposition 1] and the references there. According to [HM, Proposition
1] (see also Remark 2.8), we have
(1.7) Υpxq “
ż
Rˆ
υpyqJFpxyqdy, x P Rˆ,
where, if F is a Maaß form of eigenvalue 14 ` t2 and weight k,
JFpxq “ ´ π
coshpπtq
`
Y2itp4π
?
xq ` Y´2itp4π
?
xq˘
“ πi
sinhpπtq
`
J2itp4π
?
xq ´ J´2itp4π
?
xq˘
“ πi
´
e´πtHp1q2it p4π
?
xq ´ eπtHp2q2it p4π
?
xq
¯
,(1.8)
JFp´xq “ 4 coshpπtqK2itp4π
?
xq
“ πi
sinhpπtq
`
I2itp4π
?
xq ´ I´2itp4π
?
xq˘ , x ą 0,
IIIThis condition is just a matter of normalization. Equivalently, the corresponding representations of
GLnpRq are trivial on the positive component of the center. With this condition on λ, the associated Bessel
functions can be expressed in a simpler way.
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for k even,
JFpxq “ ´ π
sinhpπtq
`
Y2itp4π
?
xq ´ Y´2itp4π
?
xq˘
“ πi
coshpπtq
`
J2itp4π
?
xq ` J´2itp4π
?
xq˘
“ πi
´
e´πtHp1q2it p4π
?
xq ` eπtHp2q2it p4π
?
xq
¯
(1.9)
JFp´xq “ 4 sinhpπtqK2itp4π
?
xq
“ πi
coshpπtq
`
I2itp4π
?
xq ´ I´2itp4π
?
xq˘ , x ą 0,
for k odd IV, and if F is a holomorphic cusp form of weight k,
(1.10) JFpxq “ 2πikJk´1p4π
?
xq, JFp´xq “ 0, x ą 0.
Thus the integral kernel JF has an expression in terms of Bessel functions, where, in stan-
dard notation, Jν, Yν, Hp1qν , H
p2q
ν , Iν and Kν are the various Bessel functions (see for instance
[Wat]). Here, the following connection formulae ([Wat, 3.61 (3, 4, 5, 6), 3.7 (6)]) have
been applied in (1.8) and (1.9),
Yνpxq “ Jνpxq cospπνq ´ J´νpxq
sinpπνq , Y´νpxq “
Jνpxq ´ J´νpxq cospπνq
sinpπνq ,(1.11)
Hp1qν pxq “
J´νpxq ´ e´πiνJνpxq
i sinpπνq , H
p2q
ν pxq “
eπiνJνpxq ´ J´νpxq
i sinpπνq ,(1.12)
Kνpxq “ π pI´νpxq ´ Iνpxqq2 sinpπνq .(1.13)
The theory of Bessel functions has been extensively studied since the early 19th century,
and we refer the reader to Watson’s beautiful book [Wat] for an encyclopedic treatment.
For n ě 3, Hankel transforms are formulated in Miller and Schmid [MS3, MS4],
given that pλ, δq is a certain parameter of a cuspidal GLnpZq-automorphic representation of
GLnpRq. It is the archimedean ingredient that relates the weight functions on two sides of
the identity in the Voronoı¨ summation formula for GLnpZq. For n “ 1, 2 the Poisson and
the Voronoı¨ summation formula are also interpreted from their perspective in [MS2].
Using the global theory of GLn ˆGL1-Rankin-Selberg L-functions, Inchino and Tem-
plier [IT] extend Miller and Schmid’s work and prove the Voronoı¨ summation formula for
any irreducible cuspidal automorphic representation of GLn over an arbitrary number field
for n ě 2. According to [IT], the two defining identities (1.2) of the associated Hankel
transform follow from renormalizing the corresponding local functional equations of the
GLn ˆ GL1-Rankin-Selberg zeta integrals over R.
IVFor this case there are two insignificant typos in [HM, Proposition 1].
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1.1.3. Bessel kernels. In the case n ě 3, when applying the Voronoı¨ summation for-
mula, it might have been realized by many authors that, similar to (1.6, 1.7), Hankel trans-
forms of rank n should also admit integral kernels, that is,
Υpxq “
ż
Rˆ
υpyqJpλ,δqpxyqdy.
We shall call Jpλ,δq the (fundamental) Bessel kernel of index pλ, δq.
Actually, it will be seen in §2.1 that an expression of Jpλ,δqp˘xq, x P R` “ p0,8q,
in terms of certain Mellin-Barnes type integrals involving the Gamma function (see (2.7,
2.8)) may be easily derived from the first expression (1.4) of the Hankel transform of
index pλ, δq. Moreover, the analytic continuation of Jpλ,δqp˘xq from R` onto the Riemann
surface U, the universal cover of C r t0u, can be realized as a Barnes type integral via
modifying the integral contour of a Mellin-Barnes type integral (see Remark 7.11). In the
literature, we have seen applications of the asymptotic expansion of Jpλ,δqp˘xq obtained
from applying Stirling’s asymptotic formula of the Gamma function to the Mellin-Barnes
type integral (see Appendix A). There are however two limitations of this method. Firstly,
it is only applicable when λ is regarded as fixed constant and hence the dependence on λ of
the error term can not be clarified. Secondly, it is not applicable to a Barnes type integral
and therefore the domain of the asymptotic expansion can not be extended from R`. In
this direction from (1.4), it seems that we can not proceed any further.
The novelty of this article is an approach to Bessel kernels starting from the second
expression (1.5) of Hankel transforms. This approach is more accessible, at least in sym-
bolic notions, in view of the simpler form of (1.5) compared to (1.4). Once we can make
sense of the symbolic notions in (1.5), some well-developed methods from analysis and
differential equations may be exploited so that we are able to understand Bessel kernels to
a much greater extent.
1.2. Outline of article.
1.2.1. Bessel functions and their formal integral representations. First of all, in §2.1,
we introduce the Bessel function Jpx; ς, λq of indices λ P Ln´1 and ς P t`,´un. It turns
out that the Bessel kernel Jpλ,δqp˘xq can be formulated as a signed sum of J
`
2πx 1n ; ς, λ
˘
,
x P R`. Our task is therefore understanding each Bessel function Jpx; ς, λq.
In §2.2, with some manipulations on the Fourier type expression (1.5) of the Hankel
transform of index pλ, δq in a symbolic manner, we obtain a formal integral representation
of the Bessel function Jpx; ς, λq. If we define ν “ pν1, ..., νn´1q P Cn´1 by νl “ λl ´ λn,
with l “ 1, ..., n´ 1, then the formal integral is given by
(1.14) Jνpx; ςq “
ż
R
n´1
`
˜
n´1ź
l“1
tνl´1l
¸
eixpςnt1...tn´1`
řn´1
l“1 ςlt
´1
l qdtn´1...dt1.
Justification of this formal integral representation is the main subject of §3 and §4.
For this, we partition the formal integral Jνpx; ςq according to some partition of unity on
R
n´1
` , and then repeatedly apply two kinds of partial integration operators on each resulting
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integral. In this way, Jνpx; ςq can be transformed into a finite sum of absolutely convergent
multiple integrals. This sum of integrals is regarded as the rigorous definition of Jνpx; ςq.
However, the simplicity of the expression (1.14) is sacrificed after these technical proce-
dures. Furthermore, it is shown that
(1.15) Jpx; ς, λq “ Jνpx; ςq,
where Jνpx; ςq on the right is now rigorously understood.
1.2.2. Asymptotics via stationary phase. In §5, we either adapt techniques or apply
results from the method of stationary phase to study the asymptotic behaviour of each
integral in the rigorous definition of Jνpx; ςq, and hence Jνpx; ςq itself, for large argument.
Even in the classical case n “ 2, our method is entirely new, as the coefficients in the
asymptotic expansions are formulated in a way that is quite different from what is known
in the literature (see §5.4.4).
When all the components of ς are identically ˘, we denote Jpx; ς, λq, respectively
Jνpx; ςq, by H˘px; λq, respectively H˘ν pxq, and call it an H-Bessel functionV. This pair of
H-Bessel functions will be of paramount significance in our treatment.
It is shown that H˘px; λq “ H˘ν pxq admits an analytic continuation from R` onto the
half-plane H˘ “ tz P C r t0u : 0 ď ˘ arg z ď πu. We have the asymptotic expansion
H˘pz; λq “ n´ 12 p˘2πiq n´12 e˘inzz´ n´12˜
M´1ÿ
m“0
p˘iq´mBmpλqz´m ` OR,M,n
´
C
2M|z|´M` n´12
¯¸
,
(1.16)
for all z P H˘ such that |z| ě C, where C “ max t|λl|u ` 1, R “ max t|Re λl|u, M ě 0,
Bmpλq is a certain symmetric polynomial in λ of degree 2m, with B0pλq “ 1. In particular,
these two H-Bessel functions oscillate and decay proportionally to x´ n´12 on R`.
All the other Bessel functions are called K-Bessel functions and are shown to be
Schwartz functions at infinity.
1.2.3. Bessel equations. The differential equation, namely Bessel equation, satisfied
by the Bessel function Jpx; ς, λq is discovered in §6.
Given λ P Ln´1, there are exactly two Bessel equations
(1.17)
nÿ
j“1
Vn, jpλqx jwp jq ` pVn,0pλq ´ ςpinqn xnqw “ 0, ς P t`,´u,
where Vn, jpλq is some explicitly given symmetric polynomial in λ of degree n ´ j. We
call ς the sign of the Bessel equation (1.17). Jpx; ς, λq satisfies the Bessel equation of sign
S npςq “
śn
l“1 ςl.
The entire §7 is devoted to the study of Bessel equations. Let U denote the Riemann
surface associated with log z, that is, the universal cover of C r t0u. Replacing x by z
to stand for complex variable in the Bessel equation (1.17), the domain is extended from
VIf a statement or a formula includes ˘ or ¯, then it should be read with ˘ and ¯ simultaneously replaced
by either ` and ´ or ´ and `.
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R` to U. According to the theory of linear ordinary differential equations with analytic
coefficients, Jpx; ς, λq admits an analytic continuation onto U.
Firstly, since zero is a regular singularity, the Frobenius method may be exploited to
find a solution Jlpz; ς, λq of (1.17), for each l “ 1, ..., n, defined by the following series,
Jlpz; ς, λq “
8ÿ
m“0
pςinqmznp´λl`mqśn
k“1 Γ pλk ´ λl ` m` 1q
.
Jlpz; ς, λq are called Bessel functions of the first kind, since they generalize the Bessel
functions Jνpzq and the modified Bessel functions Iνpzq of the first kind.
It turns out that each Jpz; ς, λqmay be expressed in terms of Jl pz; S npςq, λq. This leads
to the following connection formula
(1.18) Jpz; ς, λq “ e
˜
˘
ř
lPL¯pςq λl
2
¸
H˘
´
e˘πi
n¯pςq
n z; λ
¯
,
where L˘pςq “ tl : ςl “ ˘u and n˘pςq “ |L˘pςq|. Thus the Bessel function Jpz; ς, λq is
determined up to a constant by the pair of integers pn`pςq, n´pςqq, called the signature of
Jpz; ς, λq.
Secondly, 8 is an irregular singularity of rank one. The formal solutions at infinity
serve as the asymptotic expansions of some actual solutions of Bessel equations.
Let ξ be an n-th root of ς1. There exists a unique formal solution pJpz; λ; ξq of the
Bessel equation of sign ς in the following form
pJpz; λ; ξq “ einξzz´ n´12 8ÿ
m“0
Bmpλ; ξqz´m,
where Bmpλ; ξq is a symmetric polynomial in λ of degree 2m, with B0pλ; ξq “ 1. The
coefficients of Bmpλ; ξq depend only on m, ξ and n. There exists a unique solution Jpz; λ; ξq
of the Bessel equation of sign ς that possesses pJpz; λ; ξq as its asymptotic expansion on the
sector
Sξ “
!
z P U :
ˇˇˇ
arg z ´ argpiξq
ˇˇˇ
ă π
n
)
,
or any of its open subsector.
The study of the theory of asymptotic expansions for ordinary differential equations
can be traced back to Poincare´. There are abundant references on this topic, for instance,
[CL, Chapter 5], [Was, Chapter III-V] and [Olv, Chapter 7]. However, the author is
not aware of any error analysis in the index aspect in the literature except for differential
equations of second order in [Olv]. Nevertheless, with some effort, a very satisfactory error
bound is attainable.
For 0 ă ϑ ă 12π define the sector
S1ξpϑq “
!
z P U :
ˇˇˇ
arg z ´ argpiξq
ˇˇˇ
ă π` π
n
´ ϑ
)
.
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The following asymptotic expansion is established in §7.4,
(1.19) Jpz; λ; ξq “ einξzz´ n´12
˜
M´1ÿ
m“0
Bmpλ; ξqz´m ` OM,n
`
C
2M|z|´M˘¸
for all z P S1
ξ
pϑq with |z| ÏM,ϑ,n C2.
For a 2n-th root of unity ξ, Jpz; λ; ξq is called a Bessel function of the second kind. We
have the following formula that relates all the the Bessel functions of the second kind to
either Jpz; λ; 1q or Jpz; λ;´1q upon rotating the argument by a 2n-th root of unity,
(1.20) Jpz; λ; ξq “ p˘ξq n´12 Jp˘ξz; λ;˘1q.
1.2.4. Connections between Jpz; ς, λq and Jpz; λ; ξq. Comparing the asymptotic ex-
pansions of H˘pz; λq and Jpz; λ;˘1q in (1.16) and (1.19), we obtain the identity
(1.21) H˘pz; λq “ n´ 12 p˘2πiq n´12 Jpz; λ;˘1q.
It follows from (1.18) and (1.20) that
Jpz; ς, λq “ p¯2πiq
n´1
2?
n
e
˜
˘pn´ 1qn˘pςq
4n
¯
ř
lPL˘pςq λl
2
¸
J
´
z; λ;¯e¯πi
n˘pςq
n
¯
.
Thus (1.19) may be applied to improve the error estimate in the asymptotic expansion
(1.16) of the H-Bessel function H˘pz; λq when |z| ÏM,n C2 and also to show the exponen-
tial decay of K-Bessel functions on R`.
1.2.5. Connections between Jlpz; ς, λq and Jpz; λ; ξq. The identity (1.21) also yields
connection formulae between the two kinds of Bessel functions, in terms of a certain Van-
dermonde matrix and its inverse.
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2. Preliminaries on Bessel functions
In §2.1 and 2.2, we shall introduce the Bessel function Jpx; ς, λq, with ς P t`,´un
and λ P Ln´1. Two expressions of Jpx; ς, λq arise from the two formulae (1.4) and (1.5)
of the Hankel transform of index pλ, δq. The first is a Mellin-Barnes type contour integral
and the second is a formal multiple integral. In §2.3 and 2.4, some examples of Jpx; ς, λq
are provided for the purpose of illustration.
Let υ P S pRˆq be a Schwartz function on Rˆ. Without loss of generality, we assume
υp´yq “ p´qηυpyq, with η P Z{2Z.
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2.1. The definition of the Bessel function Jpx; ς, λq. We start with reformulating
(1.3) as
Gδpsq “ p2πq´sΓpsq
´
e
´ s
4
¯
` p´qδe
´
´ s
4
¯¯
.
Inserting this formula of Gδ into (1.4), Υpxq then splits as follows
(2.1) Υpxq “ sgnpxqη
ÿ
ςPt`,´un
˜
nź
l“1
ς
δl`η
l
¸
Υp|x|; ςq,
with ς “ pς1, ..., ςnq, where
(2.2) Υpx; ςq “ 1
2πi
ż
pσq
ż 8
0
υpyqy´sdy ¨Gps; ς, λqpp2πqnxq´sds, x P R`,
and
(2.3) Gps; ς, λq “
nź
l“1
Γps ´ λlqe
ˆ
ςlps ´ λlq
4
˙
.
Since all the derivatives of υ rapidly decay at both zero and infinity, repeating partial
integrations yields the boundż 8
0
υpyqy´sdy ÎRe s,M,υ p|Im s| ` 1q´M ,
for any nonnegative integer M. Hence the iterated double integral in (2.2) is convergent
due to Stirling’s formula.
Choose ρ ă 12 ´ 1n so that
řn
l“1
`
ρ´ Re λl ´ 12
˘ ă ´1. Without passing through any
pole of Gps; ς, λq, we shift the vertical line pσq to a contourC that starts from ρ´i8, ends at
ρ` i8, and remains vertical at infinity. After this contour shift, the double integral in (2.2)
becomes absolutely convergent by Stirling’s formula. Changing the order of integration is
therefore legitimate and yields
(2.4) Υpx; ςq “
ż 8
0
υpyqJ`2πpxyq 1n ; ς, λ˘dy,
with
(2.5) Jpx; ς, λq “ 1
2πi
ż
C
Gps; ς, λqx´nsds.
For λ P Ln´1 and ς P t`,´un, the function Jpx; ς, λq defined by (2.5) is called a Bessel
function and the integral in (2.5) a Mellin-Barnes type integral. We view J`x 1n ; ς, λ˘ as the
inverse Mellin transform of Gps; ς, λq.
Suitably choosing the integral contour C, it may be verified that Jpx; ς, λq is a smooth
function of x and is analytic with respect to λ.
Remark 2.1. The contour of integration pσq does not need modification if the compo-
nents of ς are not identical. For further discussions of the integral in the definition (2.5) of
Jpx; ς, λq see Remark 7.11.
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Remark 2.2. We have
(2.6) Υpxq “
ż
Rˆ
υpyqJpλ,δqpxyqdy, x P Rˆ,
for any υ P S pRˆq, where the Bessel kernel Jpλ,δq is given by
Jpλ,δq p˘xq “ 12
ÿ
δPZ{2Z
p˘qδ
ÿ
ςPt`,´un
˜
nź
l“1
ς
δl`δ
l
¸
J
`
2πx
1
n ; ς, λ
˘
“
ÿ
ςPt`,´unś
ςl“˘
˜
nź
l“1
ς
δl
l
¸
J
`
2πx
1
n ; ς, λ
˘
,
(2.7)
with x P R`. Moreover,
(2.8) Jpλ,δq pxq “
ÿ
δPZ{2Z
sgnpxqδ
4πi
ż
C
˜
nź
l“1
Gδl`δps ´ λlq
¸
|x|´sds.
2.2. The formal integral representation of Jpx; ς, λq. In this section, we assume
n ě 2. Since we shall manipulate the Fourier type integral transform (1.5) only in a
symbolic manner, the restrictions on the index λ that guarantee the convergence of the
iterated integral in (1.5) will not be imposed here.
With the parity condition on the weight function υ, (1.5) may be written as
Υpxq “ sgnpxq
η
|x|
ÿ
ςPt`,´un
˜
nź
l“1
ς
δl`η
l
¸
ż
Rn
`
υ
ˆ
x1...xn
|x|
˙˜ nź
l“1
x
´λl
l epςl xlq
¸
dxndxn´1...dx1.
(2.9)
Comparing (2.9) with (2.1)VI, we arrive at
Υpx; ςq “ 1|x|
ż
Rn`
υ
ˆ
x1...xn
|x|
˙˜ nź
l“1
x
´λl
l epςl xlq
¸
dxndxn´1...dx1.
The change of variables xn “ |x|ypx1...xn´1q´1, xl “ y´1l , l “ 1, ..., n´1, turns this further
into
Υpx; ςq “
ż
Rn
`
υ pyq pxyq´λn
˜
n´1ź
l“1
yλl´λn´1l
¸
e
˜
ςnxyy1...yn´1 `
n´1ÿ
l“1
ςly´1l
¸
dydyn´1...dy1.
(2.10)
VITo justify our comparison, we use the fact that the associated 2n ˆ 2n matrix is equal to the n-th tensor
power of
˜
1 p´1qη
1 p´1q1`η
¸
and hence is invertible.
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Comparing now (2.10) with (2.4), if one formally changes the order of the integrations,
which is not permissible since the integral is not absolutely convergent, then Jpx; ς, λq can
be expressed as a symbolic integral as below,
Jp2πx; ς, λq “ x´nλn
ż
R
n´1
`
˜
n´1ź
l“1
yλl´λn´1l
¸
e
˜
ςn x
ny1...yn´1 `
n´1ÿ
l“1
ςly´1l
¸
dyn´1...dy1.
Another change of variables yl “ tlx´1, along with the assumption
řn
l“1 λl “ 0, yields
(2.11) Jpx; ς, λq “
ż
R
n´1
`
˜
n´1ź
l“1
tλl´λn´1l
¸
eixpςn t1...tn´1`
řn´1
l“1 ςl t
´1
l qdtn´1...dt1.
The above integral is not absolutely convergent and will be referred to as the formal integral
representation of Jpx; ς, λq.
Remark 2.3. Before realizing its connection with the Fourier type transform (1.5), the
formal integral representation of Jpx; ς, λq was derived by the author from (1.4) based on a
symbolic application of the product-convolution principle of the Mellin transform together
with the following formula ([GR, 3.764])
(2.12) Γpsqe
´
˘ s
4
¯
“
ż 8
0
e˘ixxsdˆx, 0 ă Re s ă 1.
Though not specified, this principle is implicitly suggested in Miller and Schmid’s work,
especially, [MS1, Theorem 4.12, Lemma 6.19] and [MS3, (5.22, 5.26)] (see also [Qi1,
§5]).
2.3. The classical cases.
2.3.1. The case n “ 1.
Proposition 2.4. Suppose n “ 1. Choose the contour C as in §2.1; C starts from
ρ ´ i8 and ends at ρ ` i8, with ρ ă ´ 12 , and all the nonpositive integers lie on the left
side of C. We have
(2.13) e˘ix “ 1
2πi
ż
C
Γpsqe
´
˘ s
4
¯
x´sds.
Therefore
Jpx;˘, 0q “ e˘ix.
Proof. Let Re z ą 0. For Re s ą 0, we have the formula
Γpsqz´s “
ż 8
0
e´zxxsdˆx,
where the integral is absolutely convergent. The Mellin inversion formula yields
e´zx “ 1
2πi
ż
pσq
Γpsqz´s x´sds, σ ą 0.
Shifting the contour of integration from pσq to C, one sees that
e´zx “ 1
2πi
ż
C
Γpsqz´s x´sds.
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Choose z “ e¯p 12 π´ǫqi, π ą ǫ ą 0. In view of Stirling’s formula, the convergence of the
integral above is uniform in ǫ. Therefore, we obtain (2.13) by letting ǫ Ñ 0. Q.E.D.
Remark 2.5. Observe that the integral in (2.12) is only conditionally convergent, the
Mellin inversion formula does not apply in the rigorous sense. Nevertheless, (2.13) should
be view as the Mellin inversion of (2.12).
Remark 2.6. It follows from the proof of Proposition 2.4 that the formula
(2.14) e´epaqx “ 1
2πi
ż
C
Γpsqe p´asq x´sds
is valid for any a P “´ 14 , 14‰.
2.3.2. The case n “ 2.
Proposition 2.7. Let λ P C. Then
Jpx;˘,˘, λ,´λq “ ˘πie˘πiλHp1,2q2λ p2xq,
Jpx;˘,¯, λ,´λq “ 2e¯πiλK2λp2xq.
Here Hp1qν and H
p2q
ν are Bessel functions of the third kind, also known as Hankel functions,
whereas Kν is the modified Bessel function of the second kind, occasionally called the
K-Bessel function.
Proof. The following formulae are derived from [GR, 6.561 14-16] along with Euler’s
reflection formula of the Gamma function.
π
ż 8
0
Jνp2
?
xqxs´1dx “ Γ
´
s ` ν
2
¯
Γ
´
s ´ ν
2
¯
sin
´
π
´
s ´ ν
2
¯¯
for ´ 12Re ν ă Re s ă 14 ,
´π
ż 8
0
Yνp2
?
xqxs´1dx “ Γ
´
s ` ν
2
¯
Γ
´
s ´ ν
2
¯
cos
´
π
´
s ´ ν
2
¯¯
for 12 |Re ν| ă Re s ă 14 , and
2
ż 8
0
Kνp2
?
xqxs´1dx “ Γ
´
s ` ν
2
¯
Γ
´
s ´ ν
2
¯
for Re s ą 12 |Re ν|. For Re s in the given ranges, these integrals are absolutely convergent.
It follows immediately from the Mellin inversion formula that
Jpx;˘,˘, λ,´λq “ ˘πie˘πiλpJ2λp2xq ˘ iY2λp2xqq, |Re λ| ă 14 ,
Jpx;˘,¯, λ,´λq “ 2e¯πiλK2λp2xq.
In view of the analyticity in λ, the first formula remains valid even if |Re λ| ě 14 by the
theory of analytic continuation. Finally, we conclude the proof by recollecting the formula
Hp1,2qν pxq “ Jνpxq ˘ iYνpxq. Q.E.D.
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Remark 2.8. Let λ “ it if F is a Maaß form of eigenvalue 14 ` t2 and weight k, and
let λ “ 12 pk ´ 1q if F is a holomorphic cusp form of weight k. Then F is parametrized by
pλ, δq “ pλ,´λ, kpmod 2q, 0q and JF “ Jpλ,δq. From the formula (2.7) of the Bessel kernel,
we have
Jpλ,δq pxq “ Jp2π
?
x;`,`, λ,´λq ` p´qk Jp2π?x;´,´, λ,´λq,
Jpλ,δq p´xq “ Jp2π
?
x;`,´, λ,´λq ` p´qk Jp2π?x;´,`, λ,´λq.
Thus, Proposition 2.7 implies (1.8, 1.9, 1.10).
When x ą 0 and |Re ν| ă 1, we have the following integral representations of Bessel
functions ([Wat, 6.21 (10, 11), 6.22 (13)])
Hp1,2qν pxq “ ˘2e
¯ 12 πiν
πi
ż 8
0
e˘ix cosh r coshpνrqdr,
Kνpxq “ 1
cos
` 1
2πν
˘ ż 8
0
cospx sinh rq coshpνrqdr.
The change of variables t “ er yields
˘πie˘ 12 πiνHp1,2qν p2xq “
ż 8
0
tν´1e˘ixpt`t
´1qdt,
2e˘
1
2 πiνKνp2xq “
ż 8
0
tν´1e˘ixpt´t
´1qdt.
The integrals in these formulae are exactly the formal integrals in (2.11) in the case n “ 2.
They conditionally converge if |Re ν| ă 1, but diverge if otherwise.
2.4. A prototypical example. According to [Wat, 3.4 (3, 6), 3.71 (13)],
J 1
2
pxq “
ˆ
2
πx
˙ 1
2
sin x, J´ 12 pxq “
ˆ
2
πx
˙ 1
2
cos x.
The connection formulae in (1.12) ([Wat, 3.61 (5, 6)]) then imply that
Hp1q1
2
pxq “ ´i
ˆ
2
πx
˙ 1
2
eix, Hp2q1
2
pxq “ i
ˆ
2
πx
˙ 1
2
e´ix.
Moreover, [Wat, 3.71 (13)] reads
K 1
2
pxq “
´
π
2x
¯ 1
2
e´x.
Therefore, from the formulae in Proposition 2.7 we have
J
`
x;˘,˘, 14 ,´ 14
˘ “ ´π
x
¯ 1
2
e˘2ix˘
1
4 πi, J
`
x;˘,¯, 14 ,´ 14
˘ “ ´π
x
¯ 1
2
e´2x¯
1
4 πi.
These formulae admit generalizations to arbitrary rank.
Proposition 2.9. For ς P t`,´un we define L˘pςq “ tl : ςl “ ˘u and n˘pςq “
|L˘pςq|. Put ξpςq “ ieπi
n´pςq´n`pςq
2n “ ¯e¯πi n˘pςqn . Suppose λ “ 1
n
`
n´1
2 , ...,´ n´12
˘
. Then
(2.15) Jpx; ς, λq “ cpςq?
n
ˆ
2π
x
˙ n´1
2
einξpςqx,
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with cpςq “ e
´
¯ n´18 ¯
n˘pςq
2n ˘ 12n
ř
lPL˘pςq l
¯
.
Proof. Using the multiplication formula of the Gamma function
(2.16)
n´1ź
k“0
Γ
ˆ
s ` k
n
˙
“ p2πq n´12 n 12´nsΓpnsq,
straightforward calculations yield
Gps; ς, λq “ c1pςqp2πq
n´1
2 n
1
2´nps´ n´12n qΓ
ˆ
n
ˆ
s ´ n´ 1
2n
˙˙
e
ˆ
n`pςq ´ n´pςq
4
¨ s
˙
,
with c1pςq “ e
´
¯ pn`1qn˘pςq4n ˘ 12n
ř
lPL˘pςq l
¯
. Inserting this into the contour integral in
(2.5) and making the change of variables from s to 1
n
`
s ` n´12
˘
, one arrives at
Jpx; ς, λq “ c1pςqc2pςq?
n
ˆ
2π
x
˙ n´1
2 1
2πi
ż
nC´ n´12
Γpsqe
ˆ
n`pςq ´ n´pςq
4n
¨ s
˙
pnxq´sds,
with c2pςq “ e
´
¯ n´18 ˘
pn´1qn˘pςq
4n
¯
. (2.15) now follows from (2.14) if the contour C is
suitably chosen. Q.E.D.
3. The rigorous interpretation of formal integral representations
We first introduce some new notations. Let d “ n ´ 1, t “ pt1, ..., tdq P Rd`,
ν “ pν1, ..., νdq P Cd and ς “ pς1, ..., ςd, ςd`1q P t`,´ud`1. For a ą 0 define Sda “ 
ν P Cd : |Re νl| ă a for all l “ 1, ..., d
(
. For ν P C define
rνsα “
śα´1
k“0 pν´ kq, pνqα “
śα´1
k“0 pν` kq if α ě 1, rνs0 “ pνq0 “ 1.
Denote by pν the power function
pνptq “
dź
l“1
tνl´1l ,
let
θpt; ςq “ ςd`1t1...td `
dÿ
l“1
ςlt
´1
l ,
and define the formal integral
(3.1) Jνpx; ςq “
ż
Rd
`
pνptqeixθpt;ςqd t.
One sees that the formal integral representation of Jpx; ς, λq given in (2.11) is equal to
Jνpx; ςq if νl “ λl ´ λd`1, l “ 1, ..., d.
For d “ 1, it is seen in §2.3 that Jνpx; ςq is conditionally convergent if and only if
|Re ν| ă 1 but fails to be absolutely convergent. When d ě 2, we are in a worse scenario.
The notion of convergence for multiple integrals is always in the absolute sense. Thus, the
d-dimensional multiple integral in (3.1) alone does not make any sense, since it is clearly
not absolutely convergent.
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In the following, we shall address this fundamental convergence issue of the formal
integral Jνpx; ςq, relying on its structural simplicity, so that it will be provided with mathe-
matically rigorous meaningsVII. Moreover, it will be shown that our rigorous interpretation
of Jνpx; ςq is a smooth function of x on R` as well as an analytic function of ν on Cd.
3.1. Formal partial integration operators. The most crucial observation is that there
are two kinds of formal partial integrations. The first kind arises from
B`eςlixt´1l ˘ “ ´ςlixt´2l eςlixt´1l Btl,
and the second kind from
B `eςd`1ixt1...td˘ “ ςd`1ixt1...ptl...tdeςd`1ixt1...tdBtl,
where ptl means that tl is omitted from the product.
Definition 3.1. Let
T pR`q “
!
h P C8pR`q : tαhpαqptq Îα 1 for all α P N
)
.
For hptq P Âd T pR`q, in the sense that hptq is a linear combination of functions of the
formśdl“1 hlptlq, define the integral
Jνpx; ς; hq “
ż
Rd`
hptqpνptqeixθpt;ςqd t.
We call Jνpx; ς; hq a J-integral of index ν. Let us introduce an auxiliary space
Jνpςq “ SpanCrx´1s
!
Jν1px; ς; hq : ν1 P ν` Zd, h P
Âd T pR`q) .
Here Crx´1s is the ring of polynomials of variable x´1 and complex coefficients. Finally,
we define P`, l and P´, l to be the two Crx´1s-linear operators on the space Jνpςq, in
symbolic notion, as follows,
P`, lpJνpx; ς; hqq “ ςlςd`1Jν`ed`el px; ς; hq
´ ςlipνl ` 1qx´1Jν`el px; ς; hq ´ ςlix´1 Jν`el px; ς; tlBlhq ,
P´, lpJνpx; ς; hqq “ ςlςd`1Jν´ed´el px; ς; hq
` ςd`1ipνl ´ 1qx´1 Jν´ed px; ς; hq ` ςd`1ix´1 Jν´ed px; ς; tlBlhq ,
where el “ p0, ..., 0, 1looomooon
l
, 0..., 0q and ed “ p1, ..., 1q, and Blh is the abbreviated Bh{Btl.
The formulations of P`, l and P´, l are quite involved at a first glance. However, the
most essential feature of these operators is simply index shifts!
VIIIt turns out that our rigorous interpretation actually coincides with the Hadamard partie finie of the
formal integral.
THEORY OF BESSEL FUNCTIONS OF HIGH RANK - I 17
ν
ν` ed ` el
ν` el
P`, l : ν
ν´ ed
ν´ ed ´ el
P´, l :
Figure 1. Index shifts
Observation. After the operation of P`, l on a J-integral, all the indices of the three
resulting J-integrals are nondecreasing and the increment of the l-th index is one greater
than the others. The operator P´, l has the effect of decreasing all indices by one except
possibly two for the l-th index.
Lemma 3.2. Let notations be as above.
(1). Let hptq “śdl“1 hlptlq. Suppose that the set t1, 2, ..., du splits into two subsets L`
and L´ such that
- hl vanishes at infinity if l P L´, and
- hl vanishes in a neighbourhood of zero if l P L`.
If Re νl ą 0 for all l P L´ and Re νl ă 0 for all l P L`, then the J-integral Jνpx; ς; hq
absolutely converges.
(2). Assume the same conditions in (1). Moreover, suppose that Re νl ą 1 for all
l P L´ and Re νl ă ´1 for all l P L`. Then, for l P L´, all the three J-integrals
in the definition of P`, lpJνpx; ς; hqq are absolutely convergent and the operation of P`, l
on Jνpx; ς; hq is the actual partial integration of the first kind on the integral over dtl.
Similarly, for l P L`, the operation of P´, l preserves absolute convergence and is the
actual partial integration of the second kind on the integral over dtl.
(3). P`, l and P´, l commute with P`, k and P´, k if l ‰ k.
(3). P`, l and P´, l commute with P`, k and P´, k if l ‰ k.
(4). Let α P N. Pα`, lpJνpx; ς; hqq is a linear combination of
rνl ´ 1sα3 x´α`α1 Jν`α1ed`αelpx; ς; tα2l Bα2l hq,
and Pα´, lpJνpx; ς; hqq is a linear combination of
rνl ´ 1sα3 x´α`α1 Jν´αed´α1elpx; ς; tα2l Bα2l hq,
for α1 ` α2 ` α3 ď α. The coefficients of these linear combinations may be uniformly
bounded by a constant depending only on α.
Proof. (1-3) are obvious. The two statements in (4) follow from calculating
x´αtα`α0l Bα0l
`
hptqpνptqeςd`1ixt1...td
˘
eix
řd
k“1 ςk t
´1
k , α0 ď α,
and
x´αBαl
´
hptqpν´αed`αelptqeix
řd
k“1 ςk t
´1
k
¯
eςd`1ixt1...td .
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For the latter, one applies the following formula
dα
`
eat
´1˘
dtα “ p´q
α
αÿ
β“1
α!pα´ 1q!
pα´ βq!β!pβ´ 1q!a
βt´α´βeat
´1
, α P N`, a P C.
Q.E.D.
3.2. Partitioning the integral Jνpx; ςq. Let I be a finite set that includes t`,´u and
let ÿ
̺PI
h̺ptq ” 1, t P R`,
be a partition of unity on R` such that each h̺ is a function in T pR`q, h´ptq ” 1 on
a neighbourhood of zero and h`ptq ” 1 for large t. Put h̺ptq “
śd
l“1 h̺lptlq for ̺ “
p̺1, ..., ̺dq P Id. We partition the integral Jνpx; ςq into a finite sum of J-integrals
Jνpx; ςq “
ÿ
̺PId
Jνpx; ς; ̺q,
with
Jνpx; ς; ̺q “ Jνpx; ς; h̺q “
ż
Rd
`
h̺ptqpνptqeixθpt;ςqd t.
3.3. The definition of Jνpx; ςq. Let a ą 0 and assume ν P Sa. Let A ě a ` 2 be an
integer. For ̺ P Id denote L˘p̺q “ tl : ̺l “ ˘u.
We first treat Jνpx; ς; ̺q in the case when both L`p̺q and L´p̺q are nonempty. Define
P`, ̺ “
ś
lPL´p̺q P`, l. This is well-defined due to commutativity (Lemma 3.2 (3)). By
Lemma 3.2 (4) we find that P2A`,̺pJνpx; ς; ̺qq is a linear combination of¨˝ ź
lPL´p̺q
rνl ´ 1sα3,l‚˛x´2A|L´p̺q|`řlPL´p̺q α1,l ¨
Jν`přlPL´p̺q α1,lqed`2AřlPL´p̺q el
`
x; ς;
`ś
lPL´p̺q t
α2,l
l B
α2,l
l
˘
h̺
˘
,
(3.2)
with α1,l`α2,l`α3,l ď 2A for each l P L´p̺q. After this, we choose l` P L`p̺q and apply
P
A`řlPL´p̺q α1,l
´, l` on the J-integral in (3.2). By Lemma 3.2 (4) we obtain a linear combination
of
rνl` ´ 1sα3
¨˝ ź
lPL´p̺q
rνl ´ 1sα3,l‚˛x´Ap2|L´p̺q|`1q`α1 ¨
Jν´Aed`2AřlPL´p̺q el´α1el`
`
x; ς;
`
tα2l`B
α2
l`
ś
lPL´p̺q t
α2,l
l B
α2,l
l
˘
h̺
˘
,
(3.3)
with α1`α2`α3 ď
ř
lPL´p̺q α1,l`A. It is easy to verify that the real part of the l-th index
of the J-integral in (3.3) is positive if l P L´p̺q and negative if l P L`p̺q. Therefore,
the J-integral in (3.3) is absolutely convergent according to Lemma 3.2 (1). We define
Jνpx; ς; ̺q to be the total linear combination of all the J-integrals obtained after these two
steps of operations.
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When L´p̺q ‰ Ø but L`p̺q “ Ø, we define Jνpx; ς; ̺q “ PA`,̺pJνpx; ς; ̺qq. It is a
linear combination of¨˝ ź
lPL´p̺q
rνl ´ 1sα3,l‚˛x´A|L´p̺q|`řlPL´p̺q α1,l ¨
Jν`přlPL´p̺q α1,lqed`AřlPL´p̺q el
`
x; ς;
`ś
lPL´p̺q t
α2,l
l B
α2,l
l
˘
h̺
˘
,
(3.4)
with α1,l ` α2,l ` α3,l ď A. The J-integral in (3.4) is absolutely convergent.
When L`p̺q ‰ Ø but L´p̺q “ Ø, we choose l` P L`p̺q and define Jνpx; ς; ̺q “
PA´, l`pJνpx; ς; ̺qq. This is a linear combination of
rνl` ´ 1sα3 x´A`α1 Jν´Aed´α1el`
`
x; ς; tα2l`B
α2
l`h̺
˘
,(3.5)
with α1 ` α2 ` α3 ď A. The J-integral in (3.5) is again absolutely convergent.
Finally, when both L´p̺q and L`p̺q are empty, we put Jνpx; ς; ̺q “ Jνpx; ς; ̺q.
Lemma 3.3. The definition of Jνpx; ς; ̺q is independent on A and the choice of l` P
L`p̺q.
Proof. We shall treat the case when both L`p̺q and L´p̺q are nonempty. The other
cases are similar and simpler.
Starting from the Jνpx; ς; ̺q defined with A, we conduct the following operations in
succession for all l P L´p̺q: P`, l twice and then P´, l` once, twice or three times on each
resulting J-integral so that the increment of the l-th index is exactly one. In this way, one
arrives at the Jνpx; ς; ̺q defined with A` 1. In view of the assumption A ě a` 2, absolute
convergence is maintained at each step due to Lemma 3.2 (1). Moreover, in our settings,
the operations P`, l and P´, l` are actual partial integrations (Lemma 3.2 (2)), so the value
is preserved in the process. In conclusion, Jνpx; ς; ̺q is independent on A.
Suppose l`, k` P L`p̺q. Repeating the process described in the last paragraph A
times, but with l` replaced by k`, the Jνpx; ς; ̺q defined with l` turns into a sum of
integrals of an expression symmetric about l` and k`. Interchanging l` and k` throughout
the arguments above, the Jνpx; ς; ̺q defined with k` is transformed into the same sum of
integrals. Thus we conclude that Jνpx; ς; ̺q is independent on the choice of l`. Q.E.D.
Putting these together, we define
Jνpx; ςq “
ÿ
̺PId
Jνpx; ς; ̺q,
and call Jνpx; ςq the rigorous interpretation of Jνpx; ςq. The definition of Jνpx; ςq is clearly
independent on the partition of unity th̺u̺PI on R`.
Uniform convergence of the J-integrals in (3.3, 3.4, 3.5) with respect to ν implies that
Jνpx; ςq is an analytic function of ν on Sda and hence on the whole Cd since a was arbitrary.
Moreover, for any nonnegative integer j, if one chooses A ě a ` j ` 2, differentiating j
times under the integral sign for the J-integrals in (3.3, 3.4, 3.5) is legitimate. Therefore,
Jνpx; ςq is a smooth function of x.
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Henceforth, with ambiguity, we shall write Jνpx; ςq and Jνpx; ς; ̺q as Jνpx; ςq and
Jνpx; ς; ̺q respectively.
4. Equality between Jνpx; ςq and Jpx; ς, λq
The goal of this section is to prove that the Bessel function Jpx; ς, λq is indeed equal
to the rigorous interpretation of its formal integral representation Jνpx; ςq.
Proposition 4.1. Suppose that λ P Ld and ν P Cd satisfy νl “ λl ´ λd`1, l “ 1, ..., d.
Then
Jpx; ς, λq “ Jνpx; ςq.
To prove this proposition, one first needs to know how the iterated integral Υpx; ςq
given in (2.10) is interpreted (compare [MS1, §6] and [MS3, §5]).
Suppose that Re λ1 ą ... ą Re λd ą Re λd`1. Let υ P S pR`q be a Schwartz function
on R`. Define
(4.1) Υd`1px; ςq “
ż
R`
υpyqy´λd`1epςd`1xyqdy, x P R`,
and for each l “ 1, ..., d recursively define
Υl px; ςq “
ż
R`
Υl`1 py; ςq yλl´λl`1´1e
`
ςl xy´1
˘
dy, x P R`.(4.2)
Lemma 4.2. Suppose that Re λ1 ą ... ą Re λd ą Re λd`1. Recall the definition of
T pR`q given in Definition 3.1, and define the space T8pR`q of all functions in T pR`q
that decay rapidly at infinity, along with all their derivatives. Then Υl px; ςq P T8pR`q
for each l “ 1, ..., d ` 1.
Proof. In the case l “ d`1,Υd`1px; ςq is the Fourier transform of a Schwartz function
on R (supported in R`) and hence is actually a Schwartz function on R. In particular,
Υd`1px; ςq P T8pR`q. One may also prove this directly via performing partial integration
and differentiation under the integral sign on the integral in (4.1).
Suppose that Υl`1 px; ςq P T8pR`q. The condition Re λl ą Re λl`1 secures the
convergence of the integral in (4.2). Partial integration has the effect of dividing ςl2πix and
results in an integral of the same type but with the power of y raised by one, so repeating
this yields the rapid decay of Υl px; ςq. Moreover, differentiation under the integral sign
decreases the power of y by one, so multiple differentiating Υl px; ςq is legitimate after
repeated partial integrations. From these, it is straightforward to prove that Υlpx; ςq P
T pR`q. Finally, keeping repeating partial integrations yields the rapid decay of all the
derivatives of Υl px; ςq. Q.E.D.
The change of variables from y to xy in (4.2) yields
Υl px; ςq “
ż
R`
Υl`1 pxy; ςq xλl´λl`1yλl´λl`1´1e
`
ςly´1
˘
dy.
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Some calculations then show that Υ1 px; ςq is equal to the iterated integral
xν1
ż
R
d`1
`
υ pyq y´λd`1
˜
dź
l“1
yνl´1l
¸
e
˜
ςd`1xyy1...yd `
dÿ
l“1
ςly´1l
¸
dydyd...dy1.(4.3)
Comparing (4.3) with (2.10), one sees that Υpx; ςq “ x´λ1Υ1px; ςq.
The (actual) partial integration Pl on the integral over dyl is in correspondence with
P`, l, whereas the partial integration Pd`1 on the integral over dy has the similar effect as
P´, l` of decreasing the powers of all the yl by one. These observations are crucial to our
proof of Proposition 4.1 as follows.
Proof of Proposition 4.1. Suppose that Re λ1 ą ... ą Re λd ą Re λd`1. We first
partition the integral over dyl in (4.3), for each l “ 1, ..., d, into a sum of integrals according
to a partition of unity tho̺u̺PI of R`. These partitions result in a partition of the integral
(4.3) into the sum
Υ1 px; ςq “
ÿ
̺PId
Υ1px; ς; ̺q,
with
Υ1px; ς; ̺q “ xν1
ż
R
d`1
`
υ pyq y´λd`1
˜
dź
l“1
ho̺lpylqyνl´1l
¸
e
˜
ςd`1xyy1...yd `
dÿ
l“1
ςly´1l
¸
dydyd...dy1.
(4.4)
We now conduct the operations in §3.3 with P`, l replaced by Pl and P´, l` by Pd`1 to each
integral Υ1px; ς; ̺q defined in (4.4). While preserving the value, these partial integrations
turn the iterated integralΥ1px; ς; ̺q into an absolutely convergent multiple integral. We are
then able to move the innermost integral over dy to the outermost place. The integral over
dyd...dy1 now becomes the inner integral. Making the change of variables yl “ tlpxyq´
1
d`1
to the inner integral over dyd...dy1, each partial integration Pl that we did turns into P`, l.
By the same arguments in the proof of Lemma 3.3 showing that Jνpx; ςq is independent
on the choice of l` P L`p̺q, the operations of Pd`1 that we conducted at the beginning
may be reversed and substituted by those of P´, l` . It follows that the inner integral over
dyd...dy1 is equal to xλ1υpyqJν
`
2πpxyq 1d`1 ; ς; ̺˘, with h̺ptq “ ho̺`tpxyq´ 1d`1 ˘. Summing
over ̺ P Id, we conclude that
Υpx; ςq “ x´λ1Υ1px; ςq “
ż
R`
υpyqJν
`
2πpxyq 1d`1 ; ς˘dy.
Therefore, in view of (2.4), we have Jpx; ς, λq “ Jνpx; ςq. This equality holds true univer-
sally due to the principle of analytic continuation. Q.E.D.
In view of Proposition 4.1, we shall subsequently assume that λ P Ld and ν P Cd
satisfy the relations νl “ λl ´ λd`1, l “ 1, ..., d.
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5. H-Bessel functions and K-Bessel functions
According to Proposition 2.7, J2λpx;˘,˘q “ Jpx;˘,˘, λ,´λq is a Hankel function,
and J2λpx;˘,¯q “ Jpx;˘,¯, λ,´λq is a K-Bessel function. There is a remarkable dif-
ference between the behaviours of Hankel functions and the K-Bessel function for large
argument. The Hankel functions oscillate and decay proportionally to 1?
x
, whereas the
K-Bessel function exponentially decays. On the other hand, this phenomena also arises in
higher rank for the prototypical example shown in Proposition 2.9.
In the following, we shall show that such a categorization stands in general for the
Bessel functions Jνpx; ςq of an arbitrary index ν. For this, we shall analyze each integral
Jνpx; ς; ̺q in the rigorous interpretation of Jνpx; ςq using the method of stationary phase.
First of all, the asymptotic behaviour of Jνpx; ςq for large argument should rely on the
existence of a stationary point of the phase function θpt; ςq on Rd`. We have
θ1pt; ςq “ `ςd`1t1...ptl...td ´ ςlt´2l ˘dl“1 .
A stationary point of θpt; ςq exists in Rd` if and only if ς1 “ ... “ ςd “ ςd`1, in which case
it is equal to t0 “ p1, ..., 1q.
Terminology 5.1. We write H˘ν pxq “ Jνpx;˘, ...,˘q, H˘px; λq “ Jpx;˘, ...˘, λq and
call them H-Bessel functions. If two of the signs ς1, ..., ςd, ςd`1 are different, then Jνpx; ςq,
or Jpx; ς, λq, is called a K-Bessel function.
Preparations. We shall retain the notations in §3. Moreover, for our purpose we
choose a partition of unity th̺u̺Pt´,0,`u on R` such that h´, h0 and h` are functions
in T pR`q supported on K´ “
`
0, 12
‰
, K0 “
“ 1
4 , 4
‰
and K` “ r2,8q respectively. Put
K̺ “
śd
l“1 K̺l and h̺ptq “
śd
l“1 h̺lptlq for ̺ P t´, 0,`ud. Note that t0 is enclosed in
the central hypercube K0. According to this partition of unity, Jνpx; ςq is partitioned into
the sum of 3d integrals Jνpx; ς; ̺q. In view of (3.3, 3.4, 3.5), Jνpx; ς; ̺q is a Crx´1s-linear
combination of absolutely convergent J-integrals of the form
(5.1) Jν1px; ς; hq “
ż
Rd`
hptqpν1ptqeixθpt;ςqd t.
Here h PÂd T pR`q is supported in K̺, and ν1 P ν` Zd satisfies
(5.2) Re ν1l ´ Re νl ě A if l P L´p̺q, and Re ν1l ´ Re νl ď ´A if l P L`p̺q,
with A ą max t|Re νl|u ` 2.
5.1. Estimates for Jνpx; ς; ̺q with ̺ ‰ 0. Let
(5.3) Θpt; ςq “
dÿ
l“1
ptlBlθpt; ςqq2 “
dÿ
l“1
`
ςd`1t1...td ´ ςlt´1l
˘2
.
Lemma 5.2. Let ̺ ‰ 0. We have for all t P K̺
Θpt; ςq ě 1
16 .
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Proof. Instead, we shall prove
max
! ˇˇ
ςd`1t1...td ´ ςlt´1l
ˇˇ
: t P Rd` r K0 and l “ 1, ..., d
)
ě 1
4
.
Firstly, if t1...td ă 34 , then there exists tl ă 1 and hence
ˇˇ
ςd`1t1...td ´ ςlt´1l
ˇˇ ą 1´ 34 “ 14 .
Similarly, if t1...td ą 74 , then there exists tl ą 1 and hence
ˇˇ
ςd`1t1...td ´ ςlt´1l
ˇˇ ą 74´1 ą 14 .
Finally, suppose that 34 ď t1...td ď 74 , then for our choice of t there exists l such that
tl R
` 1
2 , 2
˘
, and therefore we still have
ˇˇ
ςd`1t1...td ´ ςlt´1l
ˇˇ ě 14 . Q.E.D.
Using (5.3), we rewrite the J-integral Jν1px; ς; hq in (5.1) as below,
dÿ
l“1
ż
Rd
`
hptq pςd`1 pν1`ed`elptq ´ ςl pν1ptqqΘpt; ςq´1 ¨ Blθpt; ςqeixθpt;ςqd t.(5.4)
We now make use of the third kind of partial integrations arising from
B`eixθpt;ςq˘ “ ix ¨ Blθpt; ςqeixθpt;ςqBtl.
For the l-th integral in (5.4), we apply the corresponding partial integration of the third
kind. In this way, (5.4) turns into
´ pixq´1
dÿ
l“1
ż
Rd`
tlBlh pςd`1 pν1`ed ´ ςl pν1´elqΘ´1eixθd t
´ pixq´1
dÿ
l“1
ż
Rd
`
h pςd`1pν1l ` 1qpν1`ed ´ ςlpν1l ´ 1qpν1´elqΘ´1eixθd t
` ςd`12d2pixq´1
ż
Rd
`
hpν1`3edΘ´2eixθd t
` 2pixq´1
dÿ
l“1
ż
Rd
`
h
`
ςlp1´ 2dqpν1`2ed´el ´ ςd`1 pν1`ed´2el ` ςl pν1´3el
˘
Θ´2eixθd t
` 4pixq´1
ÿ
1ďlăkďd
ςd`1ςlςk
ż
Rd`
hpν1`ed´el´ekΘ
´2eixθd t,
where Θ and θ are the shorthand notations for Θpt; ςq and θpt; ςq. Since the shifts of
indices do not exceed 3, it follows from the condition (5.2), combined with Lemma 5.2,
that all the integrals above absolutely converge provided A ą r` 3.
Repeating the above manipulations, we obtain the following lemma by a straightfor-
ward inductive argument.
Lemma 5.3. Let B be a nonnegative integer, and choose A “ tru ` 3B ` 3. Then
Jν1px; ς; hq is equal to a linear combination of
` 1
2 pd2 ´ dq ` 7d ` 1
˘B
many absolutely
convergent integrals of the following form
pixq´BPpν1q
ż
Rd
`
tαBαhptqpν2ptqΘpt; ςq´B´B2eixθpt;ςqd t,
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where |α| ` B1 ` B2 “ B (α P Nd), P is a polynomial of degree B1 and integer coefficients
of size OB,dp1q, and ν2 P ν1 ` Zd satisfies |ν2l ´ ν1l| ď B` 2B2 for all l “ 1, ..., d. Recall
that in the multi-index notation |α| “ řdl“1 αl, tα “śdl“1 tαll and Bα “śdl“1 Bαll .
Define c “ max t|νl|u ` 1 and r “ max t|Re νl|u. Suppose that x ě c. Applying
Lemma 5.3 and 5.2 to the J-integrals in (3.3, 3.4, 3.5), one obtains the estimate
Jνpx; ς; ̺q Îr,M,d
´
c
x
¯M
,
for any given nonnegative integer M. Slight modifications of the above arguments yield a
similar estimate for the derivative
(5.5) Jp jqν px; ς; ̺q Îr,M, j,d
´
c
x
¯M
.
Remark 5.4. Our proof of (5.5) is similar to that of [Ho¨r, Theorem 7.7.1]. Indeed,
Θpt; ςq plays the same role as | f 1|2 ` Im f in the proof of [Ho¨r, Theorem 7.7.1], where f
is the phase function there. The non-compactness of K̺ however prohibits the application
of [Ho¨r, Theorem 7.7.1] to the J-integral in (5.1) in our case.
5.2. Rapid decay of K-Bessel functions. Suppose that there exists k P t1, ..., du such
that ςk ‰ ςd`1. Then for any t P K0ˇˇ
ςd`1t1...td ´ ςkt´1k
ˇˇ ą t´1k ě 14 .
Similar to the arguments in §5.1, repeating the k-th partial integration of the third kind
yields the same bound (5.5) in the case ̺ “ 0.
Remark 5.5. For this, we may also directly apply [Ho¨r, Theorem 7.7.1].
Theorem 5.6. Let c “ max t|νl|u ` 1 and r “ max t|Re νl|u. Let j and M be nonneg-
ative integers. Suppose that one of the signs ς1, ..., ςd is different from ςd`1. Then
Jp jqν px; ςq Îr,M, j,d
´
c
x
¯M
for any x ě c. In particular, Jνpx; ςq is a Schwartz function at infinity, namely, all deriva-
tives Jp jqν px; ςq rapidly decay at infinity.
5.3. Asymptotic expansions of H-Bessel functions. In the following, we shall adopt
the convention p˘iqa “ e˘ 12 iπa, a P C.
We first introduce the function W˘ν pxq, which is closely related to the Whittaker func-
tion of imaginary argument if d “ 1 (see [WW, §17.5, 17.6]), defined by
W˘ν pxq “ pd ` 1q
1
2 p˘2πiq´ d2 e¯ipd`1qxH˘ν pxq.
Write H˘ν px; ̺q “ Jνpx;˘, ...,˘; ̺q and define
W˘ν px; ̺q “ pd ` 1q
1
2 p˘2πiq´ d2 e¯ipd`1qxH˘ν px; ̺q.
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For ̺ ‰ 0, the bound (5.5) for H˘ν px; ̺q is also valid for W˘ν px; ̺q. Therefore, we are left
with analyzing W˘ν px; 0q. We have
W˘,p jqν px; 0q “ pd ` 1q
1
2 p˘2πiq´ d2 p˘iq jż
K0
pθptq ´ d ´ 1q j h0ptqpνptqe˘ixpθptq´d´1qd t,
(5.6)
with
(5.7) θptq “ θpt;`, ...,`q “ t1...td `
dÿ
l“1
t´1l .
Proposition 5.7. [Ho¨r, Theorem 7.7.5]. Let K Ă Rd be a compact set, X an open
neighbourhood of K and M a nonnegative integer. If uptq P C2M0 pKq, f ptq P C3M`1pXq
and Im f ě 0 in X, Im f pt0q “ 0, f 1pt0q “ 0, det f 2pt0q ‰ 0 and f 1 ‰ 0 in K r tt0u,
then for x ą 0ˇˇˇˇ
ˇ
ż
K
uptqeix f ptqd t´eix f pt0q`p2πiq´d det f 2pt0q˘´ 12M´1ÿ
m“0
x´m´
d
2 Lmu
ˇˇˇˇ
ˇ Î x´M ÿ|α|ď2M sup |Dαu| .
Here the implied constant depends only on M, f , K and d. With
gptq “ f ptq ´ f pt0q ´ 12 x f
2pt0qpt ´ t0q, t ´ t0y
which vanishes of third order at t0, we have
Lmu “ i´m
2mÿ
r“0
1
2m`rpm ` rq!r!
@ f 2pt0q´1D, DDm`r pgruq pt0q.VIII
This is a differential operator of order 2m acting on u at t0. The coefficients are ra-
tional homogeneous functions of degree ´m in f 2pt0q, ..., f p2m`2qpt0q with denominator
pdet f 2pt0qq3m. In every term the total number of derivatives of u and of f 2 is at most 2m.
We now apply Proposition 5.7 to the integral in (5.6). For this, we let
K “ K0 “
“ 1
4 , 4
‰d
, X “ ` 15 , 5˘d ,
f ptq “ ˘ pθptq ´ d ´ 1q , f 1ptq “ ˘ `t1...ptl...td ´ t´2l ˘dl“1 , t0 “ p1, ..., 1q,
f 2pt0q “ ˘
¨˚
˚˝˚˚2 1 ¨ ¨ ¨ 11 2 ¨ ¨ ¨ 1
...
...
. . .
...
1 1 ¨ ¨ ¨ 2
‹˛‹‹‹‚, det f 2pt0q “ p˘qdpd ` 1q, gptq “ ˘Gptq,
f 2pt0q´1 “ ˘ 1d ` 1
¨˚
˚˝˚˚ d ´1 ¨ ¨ ¨ ´1´1 d ¨ ¨ ¨ ´1
...
...
. . .
...
´1 ´1 ¨ ¨ ¨ d
‹˛‹‹‹‚,
VIIIAccording to Ho¨rmander, D “ ´ipB1 , ...,Bdq.
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uptq “ pd ` 1q 12 p˘2πiq´ d2 p˘iq j pθptq ´ d ´ 1q j pνptqh0ptq,
with
Gptq “ t1...td `
dÿ
l“1
`´t2l ` pd ` 1qtl ` t´1l ˘´ ÿ
1ďlăkďd
tltk ´ pd ` 1qpd ` 2q2 .(5.8)
Proposition 5.7 yields the following asymptotic expansion of W˘,p jqν px; 0q,
W˘,p jqν px; 0q “
M´1ÿ
m“0
p˘iq j´mBm, jpνqx´m´ d2 ` Or,M, j,d
`
c
2M x´M
˘
, x ą 0,
with
(5.9) Bm, jpνq “
2mÿ
r“0
p´qm`rLm`r `Grpθ ´ d ´ 1q j pν˘ pt0q
p2pd ` 1qqm`rpm ` rq!r! ,
where L is the second-order differential operator given by
(5.10) L “ d
dÿ
l“1
B2l ´ 2
ÿ
1ďlăkďd
BlBk.
Lemma 5.8. We have Bm, jpνq “ 0 if m ă j. Otherwise, Bm, jpνq P Qrνs is a symmetric
polynomial of degree 2m´ 2 j. In particular, Bm, jpνq Îm, j,d c2m´2 j for m ě j.
Proof. The symmetry of Bm, jpνq is clear from definition. Since θ ´ d ´ 1 vanishes
of second order at t0, 2 j many derivatives are required to remove the zero of pθ ´ d ´ 1q j
at t0. From this, along with the descriptions of the differential operator Lm in Proposition
5.7, one proves the lemma. Q.E.D.
Furthermore, in view of the bound (5.5), the total contribution to W˘,p jqν pxq from all
the W˘,p jqν px; ̺q with ̺ ‰ 0 is of size Or,M, j,d
`
c
M x´M
˘
and hence may be absorbed into
the error term in the asymptotic expansion of W˘,p jqν px; 0q.
In conclusion, the following proposition is established.
Proposition 5.9. Let M, j be nonnegative integers such that M ě j. Then for x ě c
W˘,p jqν pxq “
M´1ÿ
m“ j
p˘iq j´mBm, jpνqx´m´ d2 ` Or,M, j,d
`
c
2M x´M
˘
.
Corollary 5.10. Let N, j be nonnegative integers such that N ě j, and let ǫ ą 0.
(1). We have W˘,p jqν pxq Îr, j,d c2 jx´ j for x ě c.
(2). If x ě c2`ǫ , then
W˘,p jqν pxq “
N´1ÿ
m“ j
p˘iq j´mBm, jpνqx´m´ d2 ` Or,N, j,ǫ,d
´
c
2N x´N´
d
2
¯
.
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Proof. On letting M “ j, Proposition 5.9 implies (1). On choosing M sufficiently
large so that p2` ǫq `M ´ N ` d2˘ ě 2pM ´ Nq, Proposition 5.9 and Lemma 5.8 yield
W˘,p jqν pxq ´
N´1ÿ
m“ j
p˘iq j´mBm, jpνqx´m´ d2
“
M´1ÿ
m“N
p˘iq j´mBm, jpνqx´m´ d2 ` Or, j,M,d
`
c
2M x´M
˘ “ Or, j,N,ǫ,d ´c2N x´N´ d2¯ .
Q.E.D.
Finally, the asymptotic expansion of H˘px; λq(“ H˘ν pxq) is formulated as below.
Theorem 5.11. Let C “ max t|λl|u`1 andR “ max t|Re λl|u. Let M be a nonnegative
integer.
(1). Define W˘px; λq “ ?np˘2πiq´ n´12 e¯inxH˘px; λq. Let M ě j ě 0. Then
W˘,p jqpx; λq “
M´1ÿ
m“ j
p˘iq j´mBm, jpλqx´m´
n´1
2 ` OR,M, j,n
`
C
2M x´M
˘
for all x ě C. Here Bm, jpλq P Qrλs is a symmetric polynomial in λ of degree 2m, with
B0,0pλq “ 1. The coefficients of Bm, jpλq depends only on m, j and d.
(2). Let Bmpλq “ Bm,0pλq. Then for x ě C
H˘px; λq “ n´ 12 p˘2πiq n´12 e˘inxx´ n´12
˜
M´1ÿ
m“0
p˘iq´mBmpλqx´m ` OR,M,d
´
C
2M x´M`
n´1
2
¯¸
.
Proof. This theorem is a direct consequence of Proposition 5.9 and Lemma 5.8. It is
only left to verify the symmetry of Bm, jpλq “ Bm, jpνq with respect to λ. Indeed, in view
of (2.3, 2.5), H˘px; λq is symmetric with respect to λ, so Bm, jpλq must be represented by a
symmetric polynomial in λ modulo
řd`1
l“1 λl. Q.E.D.
Corollary 5.12. Let M be a nonnegative integer, and let ǫ ą 0. Then for x ě C2`ǫ
H˘px; λq “ n´ 12 p˘2πiq n´12 e˘inxx´ n´12
˜
M´1ÿ
m“0
p˘iq´mBmpλqx´m ` OR,M,ǫ,n
`
C
2M x´M
˘¸
.
5.4. Concluding remarks.
5.4.1. On the analytic continuations of H-Bessel functions. Our observation is that
the phase function θ defined by (5.7) is always positive on Rd`. It follows that if one
replaces x by z “ xeiω, with x ą 0 and 0 ď ˘ω ď π, then the various J-integrals in the
rigorous interpretation of H˘ν pzq remain absolutely convergent, uniformly with respect to
z, since
ˇˇ
e˘izθptq
ˇˇ “ e¯x sinωθptq ď 1. Therefore, the resulting integral H˘ν pzq gives rise to an
analytic continuation of H˘ν pxq onto the half-planeH˘ “ tz P C r t0u : 0 ď ˘ arg z ď πu.
In view of Proposition 4.1, one may define H˘pz; λq “ H˘ν pzq and regard it as the analytic
continuation of H˘px; λq from R` onto H˘. Furthermore, with slight modifications of
the arguments above, where the phase function f is now chosen to be ˘eiωpθ ´ d ´ 1q in
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the application of Proposition 5.7, the domain of validity for the asymptotic expansions in
Theorem 5.11 may be extended from R` onto H˘. For example, we have
H˘pz; λq “ n´ 12 p˘2πiq n´12 e˘inzz´ n´12˜
M´1ÿ
m“0
p˘iq´mBmpλqz´m ` OR,M,n
´
C
2M|z|´M` n´12
¯¸
,
(5.11)
for all z P H˘ such that |z| ě C.
Obviously, the above method of obtaining the analytic continuation of H˘ν does not
apply to K-Bessel functions.
5.4.2. On the asymptotic of the Bessel kernel Jpλ,δq. As in (2.7), Jpλ,δqp˘xq is a com-
bination of J
`
2πx 1n ; ς, λ
˘
, and hence its asymptotic follows immediately from Theorem
5.6 and 5.11. For convenience of reference, we record the asyptotic of Jpλ,δqp˘xq in the
following theorem.
Theorem 5.13. Let pλ, δq P Ln´1 ˆ pZ{2Zqn. Let M ě 0. Then, for x ą 0, we may
write
Jpλ,δq pxnq “
ÿ
˘
p˘q
ř
δl e
`˘ `nx ` n´18 ˘˘
n
1
2 x
n´1
2
W˘
λ
pxq ` E`pλ,δqpxq,
Jpλ,δq p´xnq “ E´pλ,δqpxq,
if n is even, and
Jpλ,δq p˘xnq “
p˘q
ř
δle
`˘ `nx` n´18 ˘˘
n
1
2 x
n´1
2
W˘
λ
pxq ` E˘pλ,δqpxq,
if n is odd, such that
W˘
λ
pxq “
M´1ÿ
m“0
B˘m pλqx´m ` OR,M,n
´
C
2M x´M`
n´1
2
¯
,
and
E˘pλ,δq pxq “ OR,M,n
`
C
M x´M
˘
,
for x ě C. With the notations in Theorem 5.11, we have W˘
λ
pxq “ p2πxq n´12 W˘p2πx; λq
and B˘m pλq “ p˘2πiq´mBmpλq.
5.4.3. On the implied constants of estimates. All the implied constants that occur in
this section are of exponential dependence on the real parts of the indices. If one considers
the d-th symmetric lift of a holomorphic Hecke cusp form of weight k, the estimates are
particularly awful in the k aspect.
In §6 and §7, we shall further explore the theory of Bessel functions from the per-
spective of differential equations. As a consequence, we may prove that if the argument is
sufficiently large then all the estimates in this section can be improved so that the depen-
dence on the index can be completely eliminated.
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5.4.4. On the coefficients in the asymptotics. One feature of the method of stationary
phase is the explicit formula of the coefficients in the asymptotic expansion in terms of
certain partial differential operators. In the present case of H˘px; λq “ H˘ν pxq, (5.9)
provides an explicit formula of Bmpλq “ Bm,0pνq. To compute Lm`r pGr pνq pt0q appearing
in (5.9), we observe that the function G defined in (5.8) does not only vanish of third
order at t0. Actually, BαGpt0q vanishes except for α “ p0, ..., 0, α, 0..., 0q, with α ě 3.
In the exceptional case we have BαGpt0q “ p´qαα!. However, the resulting expression is
considerably complicated.
When d “ 1, we have L “ pd{dtq2. For 2m ě r ě 1,
pd{dtq2m`2r pGr pνq p1q
“ p2m` 2rq!
2m´rÿ
α“0
ˇˇˇˇ
ˇ
#
pα1, ..., αrq :
rÿ
q“1
αq “ 2m` 2r ´ α, αq ě 3
+ˇˇˇˇ
ˇ p´qαrν´ 1sαα!
“p2m` 2rq!
2m´rÿ
α“0
ˆ
2m´ α´ 1
r ´ 1
˙ p1´ νqα
α! .
Therefore (5.9) yields
Bm,0pνq “
ˆ
´1
4
˙m˜ p1´ νq2m
m!
`
2mÿ
r“1
p´qrp2m ` 2rq!
4rpm ` rq!r!
2m´rÿ
α“0
ˆ
2m´ α´ 1
r ´ 1
˙ p1´ νqα
α!
¸
.
However, this expression of Bm,0pνq is more involved than what is known in the literature.
Indeed, we have the asymptotic expansions of Hp1qν and H
p2q
ν ([Wat, 7.2 (1, 2)])
Hp1,2qν pxq „
ˆ
2
πx
˙ 1
2
e˘ipx´ 12 νπ´ 14 πq
˜ 8ÿ
m“0
p˘qm ` 12 ´ ν˘m ` 12 ` ν˘m
m!p2ixqm
¸
,
which are deducible from Hankel’s integral representations ([Wat, 6.12 (3, 4)]). In view
of Proposition 2.7 and Theorem 5.11, we have
Bm,0pνq “
` 1
2 ´ ν
˘
m
` 1
2 ` ν
˘
m
4mm!
.
Therefore, we deduce the following combinatoric identity
p´qm ` 12 ´ ν˘m ` 12 ` ν˘m
m!
“ p1´ νq2m
m!
`
2mÿ
r“1
p´qrp2m ` 2rq!
4rpm ` rq!r!
2m´rÿ
α“0
ˆ
2m´ α´ 1
r ´ 1
˙ p1´ νqα
α!
.
(5.12)
It seems however hard to find an elementary proof of this identity.
6. Recurrence formulae and the differential equations for Bessel functions
Making use of certain recurrence formulae for Jνpx; ςq, we shall derive the differential
equation satisfied by Jpx; ς, λq.
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6.1. Recurrence formulae. Applying the formal partial integrations of either the first
or the second kind and the differentiation under the integral sign on the formal integral
expression of Jνpx; ςq in (3.1), one obtains the recurrence formulae
(6.1) νlpixq´1Jνpx; ςq “ ςl Jν´elpx; ςq ´ ςd`1Jν`edpx; ςq
for l “ 1, ..., d, and
(6.2) J1νpx; ςq “ ςd`1iJν`edpx; ςq ` i
dÿ
l“1
ςl Jν´elpx; ςq.
It is easy to verify (6.1) and (6.2) using the rigorous interpretation of Jνpx; ςq established
in §3.3. Moreover, using (6.1), one may reformulate (6.2) as below,
(6.3) J1νpx; ςq “ ςd`1ipd ` 1qJν`edpx; ςq `
řd
l“1 νl
x
Jνpx; ςq.
6.2. The differential equations.
Lemma 6.1. Define el “ p1, ..., 1lomon
l
, 0..., 0q, l “ 1, ..., d, and denote e0 “ ed`1 “ p0, ..., 0q
for convenience. Let νd`1 “ 0.
(1). For l “ 1, ..., d` 1 we have
(6.4) J1
ν`elpx; ςq “ ςlipd ` 1qJν`el´1px; ςq ´
Λd´l`1pνq ` d ´ l` 1
x
Jν`elpx; ςq,
with
Λmpνq “ ´
dÿ
k“1
νk ` pd ` 1qνd´m`1, m “ 0, ..., d.
(2). For 0 ď j ď k ď d ` 1 define
Uk, jpνq “
$&%1, if j “ k,´pΛ jpνq ` k ´ 1qUk´1, jpνq ` Uk´1, j´1pνq, if 0 ď j ď k ´ 1,
with the notation Uk,´1pνq “ 0, and
S 0pςq “ `, S jpςq “
j´1ź
m“0
ςd´m`1 for j “ 1, ..., d` 1.
Then
(6.5) Jpkqν px; ςq “
kÿ
j“0
S jpςqpipd ` 1qq jUk, jpνqx j´k Jν`ed´ j`1px; ςq.
Proof. By (6.3) and (6.1),
J1
ν`elpx; ςq “ ςd`1ipd ` 1qJν`el`edpx; ςq `
řd
k“1 νk ` l
x
Jν`elpx; ςq
“ ipd ` 1q
ˆ
´νl ` 1
ix
Jν`elpx; ςq ` ςlJν`el´1px; ςq
˙
`
řd
k“1 νk ` l
x
Jν`elpx; ςq
“ ςlipd ` 1qJν`el´1px; ςq `
řd
k“1 νk ´ pd ` 1qνl ` l ´ d ´ 1
x
Jν`elpx; ςq.
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This proves (6.4).
(6.5) is trivial when k “ 0. Suppose that k ě 1 and that (6.5) is already proven for
k ´ 1. The inductive hypothesis and (6.4) imply
Jpkqν px; ςq “
k´1ÿ
j“0
S jpςqpipd ` 1qq jUk´1, jpνqx j´k`1`p j ´ k ` 1qx´1Jν`ed´ j`1px; ςq
`ςd´ j`1ipd ` 1qJν`ed´ jpx; ςq ´ pΛ jpνq ` jqx´1 Jν`ed´ j`1px; ςq
˘
“´
k´1ÿ
j“0
S jpςqpipd ` 1qq jUk´1, jpνqpΛ jpνq ` k ´ 1qx j´k Jν`ed´ j`1px; ςq
`
kÿ
j“1
S j´1pςqςd´ j`2pipd ` 1qq jUk´1, j´1pνqx j´k Jν`ed´ j`1px; ςq.
Then (6.5) follows from the definitions of Uk, jpνq and S jpςq. Q.E.D.
Lemma 6.1 (2) may be recapitulated as
(6.6) Xνpx; ςq “ Dpxq´1UpνqDpxqS pςqYνpx; ςq,
where Xνpx; ςq “
`
Jpkqν px; ςq
˘d`1
k“0 and Yνpx; ςq “
`
Jν`ed´ j`1px; ςq
˘d`1
j“0 are column vectors
of functions, S pςq “ diag `S jpςqpipd ` 1qq j˘d`1j“0 and Dpxq “ diag `x j˘d`1j“0 are diagonal
matrices, and Upνq is the lower triangular unipotent pd ` 2q ˆ pd ` 2q matrix whose
pk ` 1, j ` 1q-th entry is equal to Uk, jpνq. The inverse matrix Upνq´1 is again a lower
triangular unipotent matrix. Let Vk, jpνq denote the pk ` 1, j ` 1q-th entry of Upνq´1. It is
evident that Vk, jpνq is a polynomial in ν of degree k ´ j and integral coefficients.
Observe that Jν`ed`1px; ςq “ Jν`e0px; ςq “ Jνpx; ςq. Therefore, (6.6) implies that
Jνpx; ςq satisfies the following linear differential equation of order d ` 1
d`1ÿ
j“1
Vd`1, jpνqx j´d´1wp jq `
`
Vd`1,0pνqx´d´1 ´ S d`1pςqpipd ` 1qqd`1
˘
w “ 0.(6.7)
6.3. Calculations of the coefficients in the differential equations.
Definition 6.2. Let Λ “ tΛmu8m“0 be a sequence of complex numbers.
(1). For k, j ě ´1 inductively define a double sequence of polynomials Uk, jpΛq in Λ
by the initial conditions
U´1,´1pΛq “ 1, Uk,´1pΛq “ U´1, jpΛq “ 0 if k, j ě 0,
and the recurrence relation
(6.8) Uk, jpΛq “ ´ pΛ j ` k ´ 1qUk´1, jpΛq ` Uk´1, j´1pΛq, k, j ě 0.
(2). For j,m ě ´1 with p j,mq ‰ p´1,´1q define a double sequence of integers A j,m
by the initial conditions
A´1,0 “ 1, A´1,m “ A j,´1 “ 0 if m ě 1, j ě 0,
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and the recurrence relation
(6.9) A j,m “ jA j,m´1 ` A j´1,m, j,m ě 0.
(3). For k,m ě 0 we define σk,mpΛq to be the elementary symmetric polynomial in
Λ0, ..., Λk of degree m, with the convention that σk,mpΛq “ 0 if m ě k ` 2. Moreover, we
denote
σ´1,0pΛq “ 1, σk,´1pΛq “ σ´1,mpΛq “ 0 if k ě ´1,m ě 1.
Observe that, with the above notations as initial conditions, σk,mpΛq may also be induc-
tively defined by the recurrence relation
(6.10) σk,mpΛq “ Λkσk´1,m´1pΛq ` σk´1,mpΛq, k,m ě 0.
(4). For k ě 0, j ě ´1 define
(6.11) Vk, jpΛq “
$’’&’’%
0, if j ą k,
k´ jÿ
m“0
A j,k´ j´mσk´1,mpΛq, if k ě j.
Lemma 6.3. Let notations be as above.
(1). Uk, jpΛq is a polynomial in Λ0, ..., Λ j. Uk, jpΛq “ 0 if j ą k, and Uk,kpΛq “ 1.
Uk,0pΛq “ r´Λ0sk for k ě 0.
(2). A j,0 “ 1, and A j,1 “ 12 jp j ` 1q.
(3). Vk, jpΛq is a symmetric polynomial in Λ0, ..., Λk´1. Vk,kpΛq “ 1. Vk,´1pΛq “ 0 and
Vk,k´1pΛq “ σk´1,1pΛq ` 12 kpk ´ 1q for k ě 0.
(4). Vk, jpΛq satisfies the following recurrence relation
(6.12) Vk, jpΛq “ pΛk´1 ` jqVk´1, jpΛq ` Vk´1, j´1pΛq, k ě 1, j ě 0.
Proof. (1-3) are evident from the definitions.
(4). (6.12) is obvious if j ě k. If k ą j, then the recurrence relations (6.10, 6.9) for
σk,mpΛq and A j,m, in conjunction with the definition (6.11) of Vk, jpΛq, yield
Vk, jpΛq “
k´ jÿ
m“0
A j,k´ j´mσk´1,mpΛq
“Λk´1
k´ jÿ
m“1
A j,k´ j´mσk´2,m´1pΛq `
k´ jÿ
m“0
A j,k´ j´mσk´2,mpΛq
“Λk´1
k´ j´1ÿ
m“0
A j,k´ j´m´1σk´2,mpΛq
` j
k´ j´1ÿ
m“0
A j,k´ j´m´1σk´2,mpΛq `
k´ jÿ
m“0
A j´1,k´ j´mσk´2,mpΛq
“ pΛk´1 ` jqVk´1, jpΛq ` Vk´1, j´1pΛq.
Q.E.D.
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Lemma 6.4. For k ě 0 and j ě ´1 such that k ě j, we have
(6.13)
kÿ
l“ j
Uk,lpΛqVl, jpΛq “ δk, j,
where δk, j denotes Kronecker’s delta symbol. Consequently,
(6.14)
kÿ
l“ j
Vk,lpΛqUl, jpΛq “ δk, j.
Proof. (6.13) is obvious if either k “ j or j “ ´1. In the proof we may therefore
assume that k ´ 1 ě j ě 0 and that (6.13) is already proven for smaller values of k ´ j as
well as for smaller values of j and the same k ´ j.
By the recurrence relations (6.8, 6.12) for Uk, jpΛq and Vk, jpΛq and the induction hy-
pothesis,
kÿ
l“ j
Uk,lpΛqVl, jpΛq
“ ´
k´1ÿ
l“ j
pk ´ 1` ΛlqUk´1,lpΛqVl, jpΛq `
kÿ
l“ j
Uk´1,l´1pΛqVl, jpΛq
“ ´ pk ´ 1qδk´1, j ´
k´1ÿ
l“ j
ΛlUk´1,lpΛqVl, jpΛq `
kÿ
l“ j`1
Λl´1Uk´1,l´1pΛqVl´1, jpΛq
` j
kÿ
l“ j`1
Uk´1,l´1pΛqVl´1, jpΛq `
kÿ
l“ j
Uk´1,l´1pΛqVl´1, j´1pΛq
“ ´ pk ´ 1qδk´1, j ` 0` jδk´1, j ` δk´1, j´1 “ 0.
This completes the proof of (6.13). Q.E.D.
Finally, we have the following explicit formulae for A j,m.
Lemma 6.5. We have A0,0 “ 1, A0,m “ 0 if m ě 1, and
(6.15) A j,m “
jÿ
r“1
p´q j´rrm` j
r!p j ´ rq! if j ě 1,m ě 0.
Proof. It is easily seen that A0,0 “ 1 and A0,m “ 0 if m ě 1.
It is straightforward to verify that the sequence given by (6.15) satisfies the recurrence
relation (6.9), so it is left to show that (6.15) holds true for m “ 0. Initially, A j,0 “ 1, and
hence one must verify
jÿ
r“1
p´q j´rr j
r!p j ´ rq! “ 1.
This however follows from considering all the identities obtained by differentiating the
following binomial identity up to j times and then evaluating at x “ 1,
px ´ 1q j ´ p´1q j “ j!
jÿ
r“1
p´1q j´r
r!p j ´ rq! x
r.
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Q.E.D.
6.4. Conclusion. We first observe that, when 0 ď j ď k ď d ` 1, both Uk, jpΛq and
Vk, jpΛq are polynomials in Λ0, ..., Λd according to Lemma 6.3 (1, 3). If one puts Λm “
Λmpνq for m “ 0, ..., d, then Uk, jpνq “ Uk, jpΛq. It follows from Lemma 6.4 that Vk, jpνq “
Vk, jpΛq. Moreover, the relations νl “ λl ´ λd`1, l “ 1, ..., d, along with the assumptionřd`1
l“1 λl “ 0, yields
Λmpνq “ pd ` 1qλd´m`1.
Now we can reformulate (6.7) in the following theorem.
Theorem 6.6. The Bessel function Jpx; ς, λq satisfies the following linear differential
equation of order d ` 1
(6.16)
d`1ÿ
j“1
Vd`1, jpλqx jwp jq `
`
Vd`1,0pλq ´ S d`1pςqpipd ` 1qqd`1xd`1
˘
w “ 0,
where
S d`1pςq “
d`1ź
l“1
ςl, Vd`1, jpλq “
d´ j`1ÿ
m“0
A j,d´ j´m`1pd ` 1qmσmpλq,
σmpλq denotes the elementary symmetric polynomial in λ of degree m, with σ1pλq “ 0,
and A j,m is recurrently defined in Definition 6.2 (3) and explicitly given in Lemma 6.5. We
shall call the equation (6.16) a Bessel equation of index λ, or simply a Bessel equation if
the index λ is given.
For a given index λ, (6.16) only provides two Bessel equations. The sign S d`1pςq
determines which one of the two Bessel equations a Bessel function Jpx; ς, λq satisfies.
Definition 6.7. We call S d`1pςq “
śd`1
l“1 ςl the sign of the Bessel function Jpx; ς, λq
as well as the Bessel equation satisfied by Jpx; ς, λq.
Finally, we collect some simple facts on Vd`1, jpλq in the following lemma, which will
play important roles later in the study of Bessel equations. See (6.14) in Lemma 6.4 and
Lemma 6.3 (3).
Lemma 6.8. We have
(1). řd`1j“0 Vd`1, jpλqr´pd ` 1qλd`1s j “ 0.
(2). Vd`1,dpλq “ 12 dpd ` 1q.
Remark 6.9. If we define
Jpx; ς, λq “ J `pd ` 1q´1x; ς, pd ` 1q´1λ˘ ,
then this normalized Bessel function satisfies a differential equation with coefficients free
of powers of pd ` 1q, that is,
d`1ÿ
j“1
Vd`1, jpλqx jwp jq `
`
Vd`1,0pλq ´ S d`1pςqid`1xd`1
˘
w “ 0,
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with
Vd`1, jpλq “
d´ j`1ÿ
m“0
A j,d´ j´m`1σmpλq.
In particular, if d “ 1, λ “ pλ,´λq, then the two normalized Bessel equations are
x2
d2w
dx2
` xdwdx `
`´λ2 ˘ x2˘w “ 0.
These are exactly the Bessel equation and the modified Bessel equation of index λ.
7. Bessel equations
The theory of linear ordinary differential equations with analytic coefficientsIX will be
employed in this section to study Bessel equations.
Subsequently, we shall use z instead of x to indicate complex variable. For ς P t`,´u
and λ P Ln´1, we introduce the Bessel differential operator
(7.1) ∇ς,λ “
nÿ
j“1
Vn, jpλqz j d
j
dz j ` Vn,0pλq ´ ςpinq
nzn.
The Bessel equation of index λ and sign ς may be written as
(7.2) ∇ς,λpwq “ 0.
Its corresponding system of differential equations is given by
(7.3) w1 “ Bpz; ς, λqw,
with
Bpz; ς, λq “
¨˚
˚˚˚˚
˚˝
0 1 0 ¨ ¨ ¨ 0
0 0 1 ¨ ¨ ¨ 0
...
...
...
. . .
...
0 0 ¨ ¨ ¨ ¨ ¨ ¨ 1
´Vn,0pλqz´n ` ςpinqn ´Vn,1pλqz´n`1 ¨ ¨ ¨ ¨ ¨ ¨ ´Vn,n´1pλqz´1
‹˛‹‹‹‹‹‚.
We shall study Bessel equations on the Riemann surface U associated with log z, that
is, the universal cover of C r t0u. Each element in U is represented by a pair px, ωq with
modulus x P R` and argument ω P R, and will be denoted by z “ xeiω “ elog x`iω with
some ambiguity. Conventionally, define zλ “ eλ log z for z P U, λ P C, z “ e´ log z, and
moreover let 1 “ e0, ´1 “ eπi and ˘i “ e˘ 12 πi.
First of all, since Bessel equations are nonsingular on U, all the solutions of Bessel
equations are analytic on U.
Each Bessel equation has only two singularities at z “ 0 and z “ 8. According
to the classification of singularities, 0 is a regular singularity, so the Frobenius method
gives rise to solutions of Bessel equations developed in series of ascending powers of z,
or possibly logarithmic sums of this kind of series, whereas 8 is an irregular singularity
IX[CL, Chapter 4, 5] and [Was, Chapter II-V] are the main references that we follow, and the reader is
referred to these books for terminologies and definitions.
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of rank one, and therefore one may find certain formal solutions that are the asymptotic
expansions of some actual solutions of Bessel equations. Accordingly, there are two kinds
of Bessel functions arising as solutions of Bessel equations. Their study is not only useful
in understanding the Bessel functions Jpx; ς, λq and the Bessel kernels Jpλ,δq pxq on the
real numbers (see §7.2, 9) but also significant in investigating the Bessel kernels on the
complex numbers (see [Qi1, §7, 8]).
Finally, a simple but important observation is as follows.
Lemma 7.1. Let ς P t`,´u and a be an integer. If ϕpzq is a solution of the Bessel
equation of sign ς, then ϕ`eπi an z˘ satisfies the Bessel equation of sign p´qaς.
Variants of Lemma 7.1, Lemma 7.3, 7.10 and 7.22, will play important roles later in
§8 when we study the connection formulae for various kinds of Bessel functions.
7.1. Bessel functions of the first kind. The indicial equation associated with ∇ς,λ is
given as below,
nÿ
j“0
rρs jVn, jpλq “ 0.
Let Pλpρq denote the polynomial on the left of this equation. Lemma 6.8 (1) along with
the symmetry of Vn, jpλq yields the following identity,
nÿ
j“0
r´nλls jVn, jpλq “ 0,
for each l “ 1, ..., n. Therefore,
Pλpρq “
nź
l“1
pρ` nλlq.
Consider the formal series
8ÿ
m“0
cmz
ρ`m,
where the index ρ and the coefficients cm, with c0 ‰ 0, are to be determined. It is easy to
see that
∇ς,λ
8ÿ
m“0
cmz
ρ`m “
8ÿ
m“0
cmPλpρ` mqzρ`m ´ ςpinqn
8ÿ
m“0
cmz
ρ`m`n.
If the following equations are satisfied
cmPλpρ` mq “ 0, n ą m ě 1,
cmPλpρ` mq ´ ςpinqncm´n “ 0, m ě n,
(7.4)
then
∇ς,λ
8ÿ
m“0
cmz
ρ`m “ c0Pλpρqzρ.
Given l P t1, ..., nu. Choose ρ “ ´nλl and let c0 “
śn
k“1 Γ pλk ´ λl ` 1q´1. Suppose, for
the moment, that no two components of nλ differ by an integer. Then Pλp´nλl ` mq ‰ 0
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for any m ě 1 and c0 ‰ 0, and hence the system of equations (7.4) is uniquely solvable. It
follows that
(7.5)
8ÿ
m“0
pςinqmznp´λl`mqśn
k“1 Γ pλk ´ λl ` m ` 1q
is a formal solution of the differential equation (7.2).
Now suppose that λ P Ln´1 is unrestricted. The series in (7.5) is absolutely convergent,
compactly convergent with respect to λ, and hence gives rise to an analytic function of z
on the Riemann surface U, as well as an analytic function of λ. We denote by Jlpz; ς, λq
the analytic function given by the series (7.5) and call it a Bessel function of the first kind.
It is evident that Jlpz; ς, λq is an actual solution of (7.2).
Definition 7.2. Let Dn´1 denote the set of λ P Ln´1 such that no two components of λ
differ by an integer. We call an index λ generic if λ P Dn´1.
When λ P Dn´1, all the Jlpz; ς, λq constitute a fundamental set of solutions, since the
leading term in the expression (7.5) of Jlpz; ς, λq does not vanish. However, this is no
longer the case if λ R Dn´1. Indeed, if λl ´ λk is an integer, k ‰ l, then Jlpz; ς, λq “
pςinqλl´λk Jkpz; ς, λq. There are other solutions arising as certain logarithmic sums of series
of ascending powers of z. Roughly speaking, powers of log z may occur in some solutions.
For more details the reader may consult [CL, §4.8].
Lemma 7.3. Let a be an integer. We have
Jl
`
eπi
a
n z; ς, λ
˘ “ e´πiaλl Jlpz; p´qaς, λq.
Remark 7.4. If n “ 2, then we have the following formulae according to [Wat, 3.1
(8), 3.7 (2)],
J1pz;`, λ,´λq “ J´2λp2zq, J2pz;`, λ,´λq “ J2λp2zq,
J1pz;´, λ,´λq “ I´2λp2zq, J2pz;´, λ,´λq “ I2λp2zq.
Remark 7.5. Recall the definition of the generalized hypergeometric functions given
by the series [Wat, §4.4]
pFqpα1, ..., αp; ρ1, ..., ρq; zq “
8ÿ
m“0
pα1qm...pαpqm
m!pρ1qm...pρqqm z
m.
It is evident that each Bessel function Jlpz; ς, λq is closely related to a certain generalized
hypergeometric function 0Fn´1 as follows
Jlpz; ς, λq “
˜ź
k‰l
zλk´λl
Γ pλk ´ λl ` 1q
¸
¨ 0Fn´1
`tλk ´ λl ` 1uk‰l ; ςinzn˘ .
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7.2. The analytic continuation of Jpx; ς, λq. For any given λ P Ln´1, since Jpx; ς, λq
satisfies the Bessel equation of sign S npςq, it admits a unique analytic continuation Jpz; ς, λq
onto U. Recall the definition
Jpx; ς, λq “ 1
2πi
ż
C
Gps; ς, λqx´nsds, x P R`,
where Gps; ς, λq “śnk“1 Γps ´ λkqe ` 14ςkps ´ λkq˘ and C is a suitable contour.
Let ς “ S npςq. For the moment, let us assume that λ is generic. For l “ 1, ..., n and
m “ 0, 1, 2, ..., Gps; ς, λq has a simple pole at λl ´ m with residue
p´qm 1
m!
e
ˆřn
k“1 ςkpλl ´ λk ´ mq
4
˙ź
k‰l
Γpλl ´ λk ´ mq “
πn´1e
ˆ
´
řn
k“1 ςkλk
4
˙
e
ˆřn
k“1 ςkλl
4
˙˜ź
k‰l
1
sin pπpλl ´ λkqq
¸
pςinqmśn
k“1 Γpλk ´ λl ` m ` 1q
.
Here we have used Euler’s reflection formula for the Gamma function. Applying Cauchy’s
residue theorem, Jpx; ς, λq is developed into an absolutely convergent series on shifting the
contour C far left, and, in view of (7.5), we obtain
Jpz; ς, λq “ πn´1Epς, λq
nÿ
l“1
Elpς, λqS lpλqJlpz; ς, λq, z P U,(7.6)
with
Epς, λq “ e
ˆ
´
řn
k“1 ςkλk
4
˙
, Elpς, λq “ e
ˆřn
k“1 ςkλl
4
˙
, S lpλq “
ź
k‰l
1
sin pπpλl ´ λkqq .
Because of the possible vanishing of sin pπpλl ´ λkqq, the definition of S lpλq may fail to
make sense if λ is not generic. In order to properly interpret (7.6) in the non-generic case,
one has to pass to the limit, that is,
(7.7) Jpz; ς, λq “ πn´1Epς, λq ¨ lim
λ1Ñλ
λ1 PDn´1
nÿ
l“1
Elpς, λ1qS lpλ1qJlpz; ς, λ1q.
We recollect the definitions of L˘pςq and n˘pςq introduced in Proposition 2.9.
Definition 7.6. Let ς P t`,´un. We define L˘pςq “ tl : ςl “ ˘u and n˘pςq “
|L˘pςq|. The pair of integers pn`pςq, n´pςqq is called the signature of ς, as well as the
signature of the Bessel function Jpz; ς, λq.
With Definition 7.6, we reformulate (7.6, 7.7) in the following lemma.
Lemma 7.7. We have
Jpz; ς, λq “ πn´1Epς, λq
nÿ
l“1
Elpς, λqS lpλqJl
`
z; p´qn´pςq, λ˘,
with Epς, λq “ e
´
´ 14
ř
kPL`pςq` 14
ř
kPL´pςq λk
¯
, Elpς, λq “ e
` 1
4 pn`pςq ´ n´pςqqλl
˘
and S lpλq “ 1{
ś
k‰l sin pπpλl ´ λkqq. When λ is not generic, the right hand side is to
be replaced by its limit.
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Remark 7.8. In view of Proposition 2.7 and Remark 7.4, Lemma 7.7 is equivalent to
the connection formulae in (1.12, 1.13) (see [Wat, 3.61(5, 6), 3.7 (6)]).
Remark 7.9. In the case when λ “ 1
n
`
n´1
2 , ...,´ n´12
˘
, the formula in Lemma 7.7
amounts to splitting the Taylor series expansion of einξpςqx in (2.15) according to the con-
gruence classes of indices modulo n. To see this, one requires the multiplicative formula
of the Gamma function (2.16) as well as the trigonometric identity
n´1ź
k“1
sin
ˆ
kπ
n
˙
“ n
2n´1
.
Using Lemma 7.3 and 7.7, one proves the following lemma, which implies that the
Bessel function Jpz; ς, λq is determined by its signature up to a constant multiple.
Lemma 7.10. Define H˘pz; λq “ Jpz;˘, ...,˘, λq. Then
Jpz; ς, λq “ e
˜
˘
ř
lPL¯pςq λl
2
¸
H˘
´
e˘πi
n¯pςq
n z; λ
¯
.
Remark 7.11. We have the following Barnes type integral representation,
(7.8) Jpz; ς, λq “ 1
2πi
ż
C1
Gps; ς, λqz´nsds, z P U,
where C1 is a contour that starts from and returns to ´8 after encircling the poles of the
integrand counter-clockwise. Compare [Wat, §6.5]. Lemma 7.10 may also be seen from
this integral representation.
When ´ n´pςq
n
π ă arg z ă n`pςq
n
π, the contour C1 may be opened out to the vertical
line pσq, with σ ą maxtRe λlu. Thus
(7.9) Jpz; ς, λq “ 1
2πi
ż
pσq
Gps; ς, λqz´nsds, ´n´pςq
n
π ă arg z ă n`pςq
n
π.
On the boundary rays arg z “ ˘ n˘pςq
n
π, the contour pσq should be shifted to C defined as
in §2.1, in order to secure convergence.
The contour integrals in (7.8, 7.9) absolutely converge, compactly in both z and λ. To
see these, one uses Stirling’s formula to examine the behaviour of the integrand Gps; ς, λqz´ns
on integral contours, where for (7.8) a transformation of Gps; ς, λq by Euler’s reflection
formula is required.
7.3. Asymptotics for Bessel equations and Bessel functions of the second kind.
Subsequently, we proceed to investigate the asymptotics at infinity for Bessel equations.
Definition 7.12. For ς P t`,´u and a positive integer N, we let XNpςq denote the set
of N-th roots of ς1.X
XUnder certain circumstances, it is suitable to view an element ξ ofXNpςq as a point in U instead of Crt0u.
This however should be clear from the context.
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Before delving into our general study, let us first consider the prototypical example
given in Proposition 2.9.
Proposition 7.13. For any ξ P X2np`q, the function z´ n´12 einξz is a solution of the
Bessel equation of index 1
n
`
n´1
2 , ...,´ n´12
˘
and sign ξ n.
Proof. When Im ξ ě 0, this can be seen from Proposition 2.9 and Theorem 6.6. For
arbitrary ξ, one makes use of Lemma 7.1. Q.E.D.
7.3.1. Formal solutions of Bessel equations at infinity. Following [CL, Chapter 5],
we shall consider the system of differential equations (7.3). We have
Bp8; ς, λq “
¨˚
˚˚˚˚
˚˝
0 1 0 ¨ ¨ ¨ 0
0 0 1 ¨ ¨ ¨ 0
...
...
...
. . .
...
0 0 0 ¨ ¨ ¨ 1
ςpinqn 0 ¨ ¨ ¨ ¨ ¨ ¨ 0
‹˛‹‹‹‹‹‚.
If one let Xnpςq “ tξ1, ..., ξnu, then the eigenvalues of Bp8; ς, λq are inξ1, ..., inξn. The
conjugation by the following matrix diagonalizes Bp8; ς, λq,
T “ 1
n
¨˚
˚˝˚ 1 pinξ1q
´1 ¨ ¨ ¨ pinξ1q´n`1
1 pinξ2q´1 ¨ ¨ ¨ pinξ2q´n`1
¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨
1 pinξnq´1 ¨ ¨ ¨ pinξnq´n`1
‹˛‹‹‚,
T´1 “
¨˚
˚˝˚ 1 1 ¨ ¨ ¨ 1inξ1 inξ2 ¨ ¨ ¨ inξn
¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨
pinξ1qn´1 pinξ2qn´1 ¨ ¨ ¨ pinξnqn´1
‹˛‹‹‚.
Thus, the substitution u “ Tw turns the system of differential equations (7.3) into
(7.10) u1 “ Apzqu,
where Apzq “ T Bpz; ς, λqT´1 is a matrix of polynomials in z´1 of degree n,
Apzq “
nÿ
j“0
z´ jA j,
with
A0 “ ∆ “ diag pinξlqnl“1 ,
A j “ ´i´ j`1n´ jVn,n´ jpλq
´
ξkξ
´ j
l
¯n
k,l“1
, j “ 1, ..., n.(7.11)
It is convenient to put A j “ 0 if j ą n. The dependence on ς, λ and the ordering of the
eigenvalues have been suppressed in our notations in the interest of brevity.
Suppose that pΦ is a formal solution matrix for (7.10) of the formpΦpzq “ PpzqzReQz,
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where P is a formal power series in z´1,
Ppzq “
8ÿ
m“0
z´mPm,
and R, Q are constant diagonal matrices. Since
pΦ1 “ P1zReQz ` z´1PRzReQz ` PzRQeQz “ `P1 ` z´1PR` PQ˘ zReQz,
the differential equation (7.10) yields
8ÿ
m“0
z´m´1PmpR ´ mIq `
8ÿ
m“0
z´mPmQ “
˜ 8ÿ
j“0
z´ jA j
¸˜ 8ÿ
m“0
z´mPm
¸
,
where I denotes the identity matrix. Comparing the coefficients of various powers of z´1,
it follows that pΦ is a formal solution matrix for (7.10) if and only if R, Q and Pm satisfy
the following equations
P0Q ´ ∆P0 “ 0
Pm`1Q´ ∆Pm`1 “
m`1ÿ
j“1
A jPm´ j`1 ` PmpmI ´ Rq, m ě 0.
(7.12)
A solution of the first equation in (7.12) is given by
(7.13) Q “ ∆, P0 “ I.
Using (7.13), the second equation in (7.12) for m “ 0 becomes
(7.14) P1∆´ ∆P1 “ A1 ´ R.
Since ∆ is diagonal, the diagonal entries of the left side of (7.14) are zero, and hence the
diagonal entries of R must be identical with those of A1. In view of (7.11) and Lemma 6.8
(2), we have
A1 “ ´1
n
Vn,n´1pλq ¨
`
ξkξ
´1
l
˘n
k,l“1 “ ´
n´ 1
2
`
ξkξ
´1
l
˘n
k,l“1 ,
and therefore
(7.15) R “ ´n´ 1
2
I.
Let p1, kl denote the pk, lq-th entry of P1. It follows from (7.11, 7.14) that
(7.16) inpξl ´ ξkqp1, kl “ ´n´ 12 ξkξ
´1
l , k ‰ l.
The off-diagonal entries of P1 are uniquely determined by (7.16). Therefore, a solution of
(7.14) is
(7.17) P1 “ D1 ` Po1,
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where D1 is any diagonal matrix and Po1 is the matrix with diagonal entries zero and pk, lq-
th entry p1, kl, k ‰ l. To determine D1, one resorts to the second equation in (7.12) for
m “ 1, which, in view of (7.13, 7.15, 7.17), may be written as
P2∆´ ∆P2 ´
ˆ
A1 ` n´ 12
˙
D1 ´ n` 12 P
o
1 “ A1Po1 ` A2 ` D1.
The matrix on the left side has zero diagonal entries. It follows that D1 must be equal to
the diagonal part of ´A1Po1 ´ A2.
In general, using (7.13, 7.15), the second equation in (7.12) may be written as
(7.18) Pm`1∆´ ∆Pm`1 “
m`1ÿ
j“1
A jPm´ j`1 `
ˆ
m ` n´ 1
2
˙
Pm, m ě 0.
Applying (7.18), an induction on m implies that
Pm “ Dm ` Pom, m ě 1,
where Dm and Pom are inductively defined as follows. Put D0 “ I. Let mDm be the diagonal
part of
´
m`1ÿ
j“2
A jDm´ j`1 ´
mÿ
j“1
A jPom´ j`1,
and let Po
m`1 be the matrix with diagonal entries zero such that P
o
m`1∆ ´ ∆Pom`1 is the
off-diagonal part of
m`1ÿ
j“1
A jDm´ j`1 `
mÿ
j“1
A jPom´ j`1 `
ˆ
m ` n´ 1
2
˙
Pom.
In this way, an inductive construction of the formal solution matrix of (7.10) is completed
for the given initial choices Q “ ∆, P0 “ I.
With the observations that A j is of degree j in λ for j ě 2 and that A1 is constant, we
may show the following lemma using an inductive argument.
Lemma 7.14. The entries of Pm are symmetric polynomial in λ. If m ě 1, then the off-
diagonal entries of Pm have degree at most 2m ´ 2, whereas the degree of each diagonal
entry is exactly 2m.
The first row of T´1pΦ constitute a fundamental system of formal solutions of the
Bessel equation (7.2). Some calculations yield the following proposition, where for deriva-
tives of order higher than n´ 1 the differential equation (7.2) is applied.
Proposition 7.15. Let ς P t`,´u and ξ P Xnpςq. There exists a unique sequence of
symmetric polynomials Bmpλ; ξq in λ of degree 2m and coefficients depending only on m, ξ
and n, normalized so that B0pλ; ξq “ 1, such that
(7.19) einξzz´ n´12
8ÿ
m“0
Bmpλ; ξqz´m
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is a formal solution of the Bessel equation of sign ς (7.2). We shall denote the formal series
in (7.19) by pJpz; λ; ξq. Moreover, the j-th formal derivative pJp jqpz; λ; ξq is also of the form
as (7.19), but with coefficients depending on j as well.
Remark 7.16. The above arguments are essentially adapted from the proof of [CL,
Chapter 5, Theorem 2.1]. This construction of the formal solution and Lemma 7.14 will be
required later in § 7.4 for the error analysis.
However, This method is not the best for the actual computation of the coefficients
Bmpλ; ξq. We may derive the recurrent relations for Bmpλ; ξq by a more direct but less
suggestive approach as follows.
The substitution w “ einξzz´ n´12 u transforms the Bessel equation (7.2) into
nÿ
j“0
W jpz; λqup jq “ 0,
where W jpz; λq is a polynomial in z´1 of degree n´ j,
W jpz; λq “
n´ jÿ
k“0
W j,kpλqz´k,
with
W0,0pλq “ pinξqn ´ ςpinqn “ 0,
W j,kpλq “ pinξq
n´ j´k
j!pn´ j ´ kq!
kÿ
r“0
pn´ rq!
pk ´ rq!
„
´n´ 1
2

k´r
Vn,n´rpλq, p j, kq ‰ p0, 0q.
We have
W0,1pλq “ pinξqn´1
ˆ
n
ˆ
´n´ 1
2
˙
Vn,npλq ` Vn,n´1pλq
˙
“ 0,
but W1,0pλq “ npinξqn´1 is nonzero. Some calculations show that Bmpλ; ξq satisfy the
following recurrence relations
pm´ 1qW1,0pλqBm´1pλ; ξq “
mintm,nuÿ
k“2
Bm´kpλ; ξq
kÿ
j“0
W j,k´ jpλqrk ´ ms j, m ě 2.
If n “ 2, for a fourth root of unity ξ “ ˘1,˘i one may calculate in this way to obtain
Bmpλ,´λ; ξq “
` 1
2 ´ 2λ
˘
m
` 1
2 ` 2λ
˘
m
p4iξqmm! .
7.3.2. Bessel functions of the second kind. Bessel functions of the second kind are
solutions of Bessel equations defined according to their asymptotic expansions at infinity.
We shall apply several results in the asymptotic theory of ordinary differential equations
from [Was, Chapter IV].
Firstly, [Was, Theorem 12.3] implies the following lemma.
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Lemma 7.17 (Existence of solutions). Let ς P t`,´u, ξ P Xnpςq, and S Ă U be
an open sector with vertex at the origin and a positive central angle not exceeding π.
Then there exists a solution of the Bessel equation of sign ς (7.2) that has the asymptotic
expansion pJpz; λ; ξq defined in (7.19) on S. Moreover, each derivative of this solution has
the formal derivative of pJpz; λ; ξq of the same order as its asymptotic expansion.
For two distinct ξ, ξ1 P Xnpςq, the ray emitted from the origin on which
Re ppiξ ´ iξ1qzq “ ´Im ppξ ´ ξ1qzq “ 0
is called a separation ray.
We first consider the case n “ 2. It is clear that the separation rays constitute either
the real or the imaginary axis and thus separate Cr t0u into two half-planes. Accordingly,
we define S˘1 “ tz : ˘Im z ą 0u and S˘i “ tz : ˘Re z ą 0u.
In the case n ě 3, there are 2n distinct separation rays in Crt0u given by the equations
arg z “ argpiξ1q, ξ1 P X2np`q.
These separation rays divide C r t0u into 2n many open sectors
(7.20) S˘
ξ
“
!
z : 0 ă ˘
´
arg z ´ argpiξq
¯
ă π
n
)
, ξ P Xnpςq.
In both sectors S`
ξ
and S´
ξ
we have
(7.21) Re piξzq ă Re piξ1zq for all ξ1 P Xnpςq, ξ1 ‰ ξ.
Let Sξ be the sector on which (7.21) is satisfied. It is evident that
(7.22) Sξ “
!
z :
ˇˇˇ
arg z ´ argpiξq
ˇˇˇ
ă π
n
)
.
Lemma 7.18. Let ς P t`,´u and ξ P Xnpςq.
(1. Existence of asymptotics). If n ě 3, on the sector S˘
ξ
, all the solutions of the
Bessel equation of sign ς have asymptotic representation a multiple of pJpz; λ; ξ1q for some
ξ1 P Xnpςq. If n “ 2, the same assertion is true with S˘ξ replaced by Sξ.
(2. Uniqueness of the solution). There is a unique solution of the Bessel equation of
sign ς that possesses pJpz; λ; ξq as its asymptotic expansion on Sξ or any of its open subsec-
tor, and we shall denote this solution by Jpz; λ; ξq. Moreover, Jp jqpz; λ; ξq „ pJp jqpz; λ; ξq
on Sξ for any j ě 0.
Proof. (1) follows directly from [Was, Theorem 15.1].
For n “ 2, since (7.21) holds for the sector Sξ, (2) is true according to [Was, Corollary
to Theorem 15.3]. Similarly, if n ě 3, (2) is true with Sξ replaced by S˘ξ . Thus there exists
a unique solution of the Bessel equation of sign ς possessing pJpz; λ; ξq as its asymptotic
expansion on S˘
ξ
or any of its open subsector. For the moment, we denote this solution by
J˘pz; λ; ξq. On the other hand, because Sξ has central angle 2nπ ă π, there exists a solution
Jpz; λ; ξq with asymptotic pJpz; λ; ξq on a given open subsector S Ă Sξ due to Lemma 7.17.
Observe that at least one of SXS`
ξ
and SXS´
ξ
is a nonempty open sector, say SXS`
ξ
‰ Ø,
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then the uniqueness of Jpz; λ; ξq follows from that of J`pz; λ; ξq along with the principle
of analytic continuation. Q.E.D.
Proposition 7.19. Let ς P t`,´u, ξ P Xnpςq, ϑ be a small positive constant, say
0 ă ϑ ă 12π, and define
(7.23) S1ξpϑq “
!
z :
ˇˇˇ
arg z ´ argpiξq
ˇˇˇ
ă π` π
n
´ ϑ
)
.
Then Jpz; λ; ξq is the unique solution of the Bessel equation of sign ς that has the asymptotic
expansion pJpz; λ; ξq on S1
ξ
pϑq. Moreover, Jp jqpz; λ; ξq „ pJp jqpz; λ; ξq on S1
ξ
pϑq for any
j ě 0.
Proof. Following from Lemma 7.17, there exists a solution of the Bessel equation of
sign ς that has the asymptotic expansion pJpz; λ; ξq on the open sector
S
˘
ξ
pϑq “
!
z :
π
n
´ ϑ ă ˘
´
arg z´ argpiξq
¯
ă π` π
n
´ ϑ
)
.
On the nonempty open sector Sξ X S˘ξ pϑq this solution must be identical with Jpz; λ; ξq
by Lemma 7.18 (2) and hence is equal to Jpz; λ; ξq on Sξ Y S˘ξ pϑq due to the principle
of analytic continuation. Therefore, the region of validity of the asymptotic Jpz; λ; ξq „pJpz; λ; ξq may be widened from Sξ onto S1ξpϑq “ Sξ Y S`ξ pϑq Y S´ξ pϑq. In the same way,
Lemma 7.17 and 7.18 (2) also imply that Jp jqpz; λ; ξq „ pJp jqpz; λ; ξq on S1
ξ
pϑq. Q.E.D.
Corollary 7.20. Let ς P t`,´u. All the Jpz; λ; ξq, with ξ P Xnpςq, form a fundamen-
tal set of solutions of the Bessel equation of sign ς.
Remark 7.21. If n “ 2, by [Wat, 3.7 (8), 3.71 (18), 7.2 (1, 2), 7.23 (1, 2)] we have
the following formula of Jpz; λ,´λ; ξq, with ξ “ ˘1,˘i, and the corresponding sector on
which its asymptotic expansion is valid
Jpz; λ,´λ; 1q “
?
πieπiλHp1q2λ p2zq, S11pϑq “ tz : ´π` ϑ ă arg z ă 2π´ ϑu ;
Jpz; λ,´λ;´1q “ ?´πie´πiλHp2q2λ p2zq, S1´1pϑq “ tz : ´2π` ϑ ă arg z ă π´ ϑu ;
Jpz; λ,´λ; iq “ 2?
π
K2λp2zq, S1ipϑq “
"
z : | arg z| ă 3
2
π´ ϑ
*
;
Jpz; λ,´λ;´iq “ 2?πI2λp2zq ´ 2i?
π
e2πiλK2λp2zq,
S1´ipϑq “
"
z : ´1
2
π` ϑ ă arg z ă 5
2
π´ ϑ
*
.
Lemma 7.22. Let ξ P X2np`q. We have
Jpz; λ; ξq “ p˘ξq n´12 Jp˘ξz; λ;˘1q,
and Bmpλ; ξq “ p˘ξq´mBmpλ;˘1q.
Proof. By Lemma 7.1, p˘ξq n´12 Jp˘ξz; λ;˘1q is a solution of one of the two Bessel
equations of index λ. In view of Proposition 7.15 and Lemma 7.18 (2), it possesses
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pJpz; λ; ξq as its asymptotic expansion on Sξ and hence must be identical with Jpz; λ; ξq.
Q.E.D.
Terminology 7.23. For ξ P X2np`q, Jpz; λ; ξq is called a Bessel function of the second
kind.
Remark 7.24. The results in this section do not provide any information on the asymp-
totics near zero of Bessel functions of the second kind, and therefore their connections with
Bessel functions of the first kind can not be clarified here. We shall nevertheless find the
connection formulae between the two kinds of Bessel functions later in §8, appealing to
the asymptotic expansion of the H-Bessel function H˘pz; λq on the half-plane H˘ that we
showed earlier in §5.
7.4. Error analysis for asymptotic expansions. The error bound for the asymptotic
expansion of Jpz; λ; ξq with dependence on λ is always desirable for potential applications
in analytic number theory. However, the author does not find any general results on the
error analysis for differential equations of order higher than two. We shall nevertheless
combine and generalize the ideas from [CL, §5.4] and [Olv, §7.2] to obtain an almost
optimal error estimate for the asymptotic expansion of the Bessel function Jpz; λ; ξq. Ob-
serve that both of their methods have drawbacks for generalizations. [Olv] hardly uses the
viewpoint from differential systems as only the second-order case is treated, whereas [CL,
§5.4] is restricted to the positive real axis for more clarified expositions.
7.4.1. Preparations. We retain the notations from §7.3.1. For a positive integer M
denote by PpMq the polynomial in z´1,
PpMqpzq “
Mÿ
m“0
z´mPm,
and by pΦpMq the truncation of pΦ,
pΦpMqpzq “ PpMqpzqz´ n´12 e∆z.
By Lemma 7.14, we have |z´mPm| Îm,n C2m|z|´m, so P´1pMq exists as an analytic function
for |z| ą c1C2, where c1 is some constant depending only on M and n. Moreover,
(7.24)
ˇˇ
PpMqpzq
ˇˇ
,
ˇˇˇ
P´1pMqpzq
ˇˇˇ
“ OM,np1q, |z| ą c1C2.
Let ApMq and EpMq be defined by
ApMq “ pΦ1pMqpΦ´1pMq, EpMq “ A´ ApMq.
ApMq and EpMq are clearly analytic for |z| ą c1C2. Since
EpMqPpMq “ APpMq ´
ˆ
P1pMq ´
n´ 1
2
z´1PpMq ` PpMq∆
˙
,
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it follows from the construction of pΦ in §7.3.1 that EpMqPpMq is a polynomial in z´1 of the
form
řM`n
m“M`1 z
´mEm so that
EM`1 “ PoM`1∆´ ∆PoM`1,
Em “
mintm,nuÿ
j“m´M
A jPm´ j, M ` 1 ă m ď M ` n.
Therefore, in view of Lemma 7.14, |EM`1| ÎM,n C2M and |Em| Îm,n Cm`M for M ` 1 ă
m ď M ` n. It follows that |EpMqpzqPpMqpzq| ÎM,n C2Mz´M´1 for |z| ą c1C2, and this,
combined with (7.24), yields
(7.25) |EpMqpzq| “ OM,n
`
C
2M|z|´M´1˘ .
By the definition of ApMq, for |z| ą c1C2, pΦpMq is a fundamental matrix of the system
(7.26) u1 “ ApMqu.
We shall regard the differential system (7.10), that is,
(7.27) u1 “ Au “ ApMqu` EpMqu,
as a nonhomogeneous system with (7.26) as the corresponding homogeneous system.
7.4.2. Construction of a solution. Given l P t1, ..., nu, let
pϕpMq,lpzq “ ppMq,lpzqz´ n´12 einξlz
be the l-th column vector of the matrix pΦpMq, where ppMq,l is the l-th column vector of
PpMq. Using a version of the variation-of-constants formula and the method of succes-
sive approximations, we shall construct a solution ϕpMq,l of (7.10), for z in some suitable
domain, satisfying
(7.28)
ˇˇ
ϕpMq,lpzq
ˇˇ “ OM,n ´|z|´ n´12 eRe pinξlzq¯ ,
and
(7.29)
ˇˇ
ϕpMq,lpzq ´ pϕpMq,lpzqˇˇ “ OM,n ´C2M|z|´M´ n´12 eRe pinξlzq¯ ,
with the implied constant in (7.29) also depending on the chosen domain.
Step 1. Constructing the domain and the contours for the integral equation. For
C ě c1C2 and 0 ă ϑ ă 12π, define the domain DpC;ϑq Ă U by
DpC;ϑq “ tz : |arg z| ď π, |z| ą Cu Y
"
z : π ă |arg z| ă 3
2
π´ ϑ, Re z ă ´C
*
.
For k ‰ l let ωpl, kq “ argpiξl ´ iξkq “ argpiξlq ` argp1´ ξkξlq, and define
DξlpC;ϑq “
č
k‰l
eiωpl,kq ¨ DpC;ϑq.
With the observation that!
argp1´ ξkξlq : k ‰ l
)
“
"ˆ
1
2
´ a
n
˙
π : a “ 1, ..., n´ 1
*
,
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Figure 2. Cpzq Ă DpC;ϑq
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π
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2π`
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n
π ă arg z ă π` 1
n
π´ ϑ
Figure 3. C1pzq Ă D1pC;ϑq
it is straightforward to show that DξlpC;ϑq “ iξlD1pC;ϑq, where D1pC;ϑq is defined to be
the union of the sector !
z : |arg z| ď π
2
` π
n
, |z| ą C
)
and the following two domains!
z :
π
2
` π
n
ă arg z ă π` π
n
´ ϑ, Im `e´ 1n πiz˘ ą C) ,!
z : ´π´ π
n
` ϑ ă arg z ă ´π
2
´ π
n
, Im
`
e
1
n
πiz
˘ ă ´C) .
For z P DpC;ϑq we define a contour Cpzq Ă DpC;ϑq that starts from 8 and ends at
z; see Figure 2. For z P DpC;ϑq with | arg z| ď π, the contour Cpzq consists of the part
of the positive axis where the magnitude exceeds |z| and an arc of the circle centered at
the origin of radius |z|, with angle not exceeding π and endpoint z. For z P DpC;ϑq with
π ă | arg z| ă 32π´ ϑ, the definition of the contour Cpzq is modified so that the circular arc
has radius´Re z instead of |z| and ends at Re z on the negative real axis, and that Cpzq also
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consists of a vertical line segment joining Re z and z. The most crucial property that Cpzq
satisfies is the nonincreasing of Re ζ along Cpzq.
We also define a contour C1pzq for z P D1pC;ϑq of a similar shape as C pzq illustrated
in Figure 3.
Step 2. Solving the integral equation via successive approximations. We first splitpΦ´1pMq into n parts pΦ´1pMq “ nÿ
k“1
Ψ
pkq
pMq,
where the j-th row of ΨpkqpMq is identical with the k-th row of pΦ´1pMq, or identically zero,
according as j “ k or not.
The integral equation to be considered is the following
(7.30) upzq “ pϕpMq,lpzq `ÿ
k‰l
ż z
8eiωpl,kq
Kkpz, ζqupζqdζ `
ż z
8iξl
Klpz, ζqupζqdζ,
where
Kkpz, ζq “ pΦpMqpzqΨpkqpMqpζqEpMqpζq, z, ζ P DξlpC;ϑq, k “ 1, ..., n,
the integral in the sum is integrated on the contour eiωpl,kqC
`
e´iωpl,kqz
˘
, whereas the last
integral is on the contour iξlC1 p´iξlzq. Clearly, all these contours lie in DξlpC;ϑq. Most
importantly, we note that Re ppiξl ´ iξkqζq is a negative multiple of Re
`
e´iωpl,kqζ
˘
and
hence is nondecreasing along the contour eiωpl,kqC
`
e´iωpl,kqz
˘
.
By direct verification, it follows that if upzq “ ϕpzq satisfies (7.30), with the integrals
convergent, then ϕ satisfies (7.27).
In order to solve (7.30), define the successive approximations
ϕ0pzq ” 0,
ϕα`1pzq “ pϕpMq,lpzq`ÿ
k‰l
ż z
8eiωpl,kq
Kkpz, ζqϕαpζqdζ `
ż z
8iξl
Klpz, ζqϕαpζqdζ.(7.31)
The p j, rq-th entry of the matrix pΦpMqpzqΨpkqpMqpζq is given by´pΦpMqpzqΨpkqpMqpζq¯ jr “ `PpMqpzq˘ jk `P´1pMqpζq˘kr
ˆ
z
ζ
˙´ n´12
einξkpz´ζq.
It follows from (7.24, 7.25) that
(7.32) |Kkpz, ζq| ď c2C2M|z|´
n´1
2 |ζ|´M´1` n´12 eRe pinξkpz´ζqq,
for some constant c2 depending only on M and n. Furthermore, we may appropriately
choose c2 such that
(7.33)
ż z
8iξl
|ζ|´M´1 |dζ| ,
ż z
8eiωpl,kq
|ζ|´M´1 |dζ| ď c2C´M , k ‰ l.
According to (7.31), ϕ1pzq “ pϕpMq,lpzq “ ppMq,lpzqz´ n´12 einξlz, soˇˇ
ϕ1pzq ´ ϕ0pzq
ˇˇ
“
ˇˇ
ϕ1pzq
ˇˇ
ď c2|z|´
n´1
2 eRe pinξlzq, z P DξlpC;ϑq.
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We shall show by induction that for all z P DξlpC;ϑq
(7.34)
ˇˇ
ϕαpzq ´ ϕα´1pzq
ˇˇ
ď c2
`
nc22C
2MC´M
˘α´1 |z|´ n´12 eRe pinξlzq.
Let z P DξlpC;ϑq. Assume that (7.34) holds. From (7.31) we haveˇˇ
ϕα`1pzq ´ ϕαpzqˇˇ ďÿ
k‰l
Rk ` Rl,
with
Rk “
ż z
8eiωpl,kq
|Kkpz, ζq|
ˇˇ
ϕαpζq ´ ϕα´1pζqˇˇ |dζ| ,
Rl “
ż z
8iξl
|Klpz, ζq|
ˇˇ
ϕαpζq ´ ϕα´1pζqˇˇ |dζ| .
It follows from (7.32, 7.34) that Rk has bound
c22C
2M `nc22C2MC´M˘α´1 |z|´ n´12 eRe pinξlzq ż z
8eiωpl,kq
|ζ|´M´1eRe pinpξl´ξkqpζ´zqq |dζ| .
Since Re ppiξl ´ iξkqζq is nondecreasing on the integral contour,
Rk ď c22C2M
`
nc22C
2MC´M
˘α´1 |z|´ n´12 eRe pinξlzq ż z
8eiωpl,kq
|ζ|´M´1 |dζ| ,
and (7.33) further yields
Rk ď c2nα´1
`
c22C
2MC´M
˘α |z|´ n´12 eRe pinξlzq.
Similar arguments show that Rl has the same bound as Rk. Thus (7.34) is true with α
replaced by α` 1.
Set the constant C “ cC2 such that cM ě 2nc22. Then nc22C2MC´M ď 12 , and therefore
the series
ř8
α“1pϕαpzq ´ϕα´1pzqq absolutely and compactly converges. The limit function
ϕpMq,lpzq satisfies (7.28) for all z P DξlpC;ϑq. More precisely,
(7.35)
ˇˇ
ϕpMq,lpzq
ˇˇ
ď 2c2|z|´
n´1
2 eRe pinξlzq, z P DξlpC;ϑq.
Using a standard argument for successive approximations, it follows that ϕpMq,l satisfies
the integral equation (7.30) and hence the differential system (7.27).
The proof of the error bound (7.29) is similar. Since ϕpMq,lpzq is a solution of the
integral equation (7.30), we haveˇˇ
ϕpMq,lpzq ´ pϕpMq,lpzqˇˇ ďÿ
k‰l
S k ` S l,
where
S k “
ż z
8eiωpl,kq
|Kkpz, ζq|
ˇˇ
ϕpMq,lpζq
ˇˇ |dζ| , S l “ ż z
8iξl
|Klpz, ζq|
ˇˇ
ϕpMq,lpζq
ˇˇ |dζ| .
With the observation that |ζ| ě sinϑ ¨ |z| for z P DξlpC;ϑq and ζ on the integral contours
given above, we may replace (7.33) by the following
(7.36)
ż z
8iξl
|ζ|´M´1 |dζ| ,
ż z
8eiωpl,kq
|ζ|´M´1 |dζ| ď c2|z|´M , k ‰ l,
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with c2 now also depending on ϑ.
The bounds (7.32, 7.35) of Kkpz, ζq and ϕpMq,lpzq along with (7.36) yield
S k ď 2c22C2M|z|´
n´1
2 eRe pinξlzq
ż z
8eiωpl,kq
|ζ|´M´1eRe pinpξl´ξkqpζ´zqq |dζ|
ď 2c22C2M|z|´
n´1
2 eRe pinξlzq
ż z
8eiωpl,kq
|ζ|´M´1 |dζ|
ď 2c32C2M|z|´M´
n´1
2 eRe pinξlzq.
Again, the second inequality follows from the fact that Re ppiξl ´ iξkqζq is nondecreasing
on the integral contour. Similarly, S l has the same bound as S k. Thus (7.29) is proven and
can be made precise as below
(7.37)
ˇˇ
ϕpMq,lpzq ´ pϕpMq,lpzqˇˇ ď 2nc32C2M|z|´M´ n´12 eRe pinξlzq, z P DξlpC;ϑq.
7.4.3. Conclusion. Restricting to the sector S˘
ξl
X tz : |z| ą Cu Ă DξlpC;ϑq, with
S
˘
ξl
replaced by Sξl if n “ 2, each ϕpMq,l has an asymptotic representation a multiple of pϕk
for some k according to Lemma 7.18 (1). Since Re piξlzq ă Re piξ jzq for all j ‰ l, the
bound (7.28) forces k “ l. Therefore, for any positive integer M, ϕpMq,l is identical with
the unique solution ϕl of the differential system (7.10) with asymptotic expansion pϕl on S˘ξl
(see Lemma 7.18). Replacing ϕpMq,l by ϕl and absorbing the M-th term of pϕpMq,l into the
error bound, we may reformulate (7.37) as the following error bound for ϕl
(7.38)
ˇˇ
ϕlpzq ´ pϕpM´1q,lpzqˇˇ “ OM,ϑ,n ´C2M|z|´M´ n´12 eRe pinξlzq¯ , z P DξlpC;ϑq.
Moreover, in view of the definition of the sector S1
ξl
pϑq given in (7.23), we have
(7.39) S1ξlpϑq X
"
z : |z| ą C
sinϑ
*
Ă DξlpC;ϑq.
Thus, the following theorem is finally established by (7.38) and (7.39).
Theorem 7.25. Let ς P t`,´u, ξ P Xnpςq, 0 ă ϑ ă 12π, S1ξpϑq be the sector defined
as in (7.23), and M be a positive integer. Then there exists a constant c, depending only on
M, ϑ and n, such that
(7.40) Jpz; λ; ξq “ einξzz´ n´12
˜
M´1ÿ
m“0
Bmpλ; ξqz´m ` OM,ϑ,n
`
C
2M|z|´M˘¸
for all z P S1
ξ
pϑq such that |z| ą cC2. Similar asymptotic is valid for all the derivatives
of Jpz; λ; ξq, where the implied constant of the error estimate is allowed to depend on the
order of the derivative.
Finally, we remark that, since Bmpλ; ξqz´m is of size Om,n
`
C
2m|z|´m˘, the error bound
in (7.40) is optimal, given that ϑ is fixed.
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8. Connections between various types of Bessel functions
Recall from §5.4.1 that the asymptotic expansion in Theorem 5.11 remains valid for
the H-Bessel function H˘pz; λq on the half-planeH˘ “ tz : 0 ď ˘ arg z ď πu (see (5.11)).
With the observations that H˘pz; λq satisfies the Bessel equation of sign p˘qn, that the as-
ymptotic expansions of
?
np˘2πiq´ n´12 H˘pz; λq and Jpz; λ;˘1q have exactly the same
form and the same leading term due to Theorem 5.11 and Proposition 7.15, and that
S˘1 “
 
z :
` 1
2 ´ 1n
˘
π ă ˘ arg z ă ` 12 ` 1n˘ π( Ă H˘, Lemma 7.18 (2) implies the fol-
lowing theorem.
Theorem 8.1. We have
H˘pz; λq “ n´ 12 p˘2πiq n´12 Jpz; λ;˘1q,
and Bmpλ;˘1q “ p˘iq´mBmpλq.
Remark 8.2. The reader should observe that S˘1 X R` “ Ø, so Theorem 8.1 can
not be obtained by the asymptotic expansion of H˘px; λq on R` derived from Stirling’s
formula in Appendix A (see Remark A.1).
Remark 8.3. Bmpλ;˘1q can only be obtained from certain recurrence relations in
§7.3.1 from the differential equation aspect. On the other hand, using the stationary phase
method, (5.9) in §5.3 yields an explicit formula of Bmpλq. Thus, Theorem 8.1 indicates that
the recurrence relations for Bmpλ;˘1q are actually solvable!
As consequences of Theorem 8.1, we can establish the connections between various
Bessel functions, that is, Jpz; ς, λq, Jlpz; ς, λq and Jpz; λ; ξq. Recall that Jpz; ς, λq has al-
ready been expressed in terms of Jlpz; ς, λq in Lemma 7.7.
8.1. Relations between Jpz; ς, λq and Jpz; λ; ξq. Jpz; ς, λq is equal to a multiple of
H˘
´
e˘πi
n¯pςq
n z; λ
¯
in view of Lemma 7.10, whereas Jpz; λ; ξq is a multiple of Jp˘ξz; λ;˘1q
due to Lemma 7.22. Furthermore, the equality, up to constant, between H˘pz; λq and
Jpz; λ;˘1q has just been established in Theorem 8.1. We then arrive at the following
corollary.
Corollary 8.4. Let L˘pςq “ tl : ςl “ ˘u and n˘pςq “ |L˘pςq| be as in Definition
7.6. Let cpς, λq “ e
´
¯ n´18 ˘
pn´1qn˘pςq
4n ¯ 12
ř
lPL˘pςq λl
¯
and ξpςq “ ¯e¯πi n˘pςqn . Then
Jpz; ς, λq “ p2πq
n´1
2 cpς, λq?
n
Jpz; λ; ξpςqq.
Here, it is understood that arg ξpςq “ n´pςq
n
π “ π´ n`pςq
n
π.
Corollary 8.4 shows that Jpz; ς, λq should really be categorized in the class of Bessel
functions of the second kind. Moreover, the asymptotic behaviours of the Bessel functions
Jpz; ς, λq are classified by their signatures pn`pςq, n´pςqq. Therefore, Jpz; ς, λq is uniquely
determined by its signature up to a constant multiple.
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8.2. Relations connecting the two kinds of Bessel functions. From Lemma 7.22
and Theorem 8.1, one sees that Jpz; λ; ξq is a constant multiple of H`pξz; λq. On the other
hand, H`pz; λq can be expressed in terms of Bessel functions of the first kind in view of
Lemma 7.7. Finally, using Lemma 7.3, the following corollary is readily established.
Corollary 8.5. Let ς P t`,´u. If ξ P Xnpςq, then
Jpz; λ; ξq “ ?n
ˆ
´πiξ
2
˙ n´1
2 nÿ
l“1
`
iξ
˘nλlS lpλqJlpz; ς, λq,
with S lpλq “
ś
k‰l 1{ sin pπpλl ´ λkqq. According to our convention, we have p´iξq
n´1
2 “
e
n´1
2 p´ 12 πi`i arg ξq and `iξ˘nλl “ e 12 πinλl´inλl arg ξ. When λ is not generic, the right hand side
should be replaced by its limit.
We now fix an integer a and let ξ j “ eπi 2 j`a´2n P Xn pp´qaq, with j “ 1, ..., n. It follows
from Corollary 8.5 that
Xpz; λq “ ?n
´
π
2
¯ n´1
2
e´
1
4 πipn´1q ¨ DVpλqS pλqEpλqYpz; λq,
with
Xpz; λq “ `J pz; λ; ξ jq ˘nj“1, Ypz; λq “ `Jl pz; p´qa, λq ˘nl“1,
D “ diag
´
ξ
n´1
2
j
¯n
j“1
, Epλq “ diag
´
eπip 12 n´aqλl
¯n
l“1
, S pλq “ diag`S lpλq˘nl“1,
Vpλq “
´
e´2πip j´1qλl
¯n
j, l“1
.
Observe that Vpλq is a Vandermonde matrix.
Lemma 8.6. For an n-tuple x “ px1, ..., xnq P Cn we define the Vandermonde matrix
V “ `x j´1l ˘nj, l“1. For d “ 0, 1, ..., n´ 1 and m “ 1, ..., n, let σm,d denote the elementary
symmetric polynomial in x1, ...,xm, ..., xn of degree d, and let τm “ śk‰mpxm ´ xkq. If x
is generic in the sense that all the components of x are distinct, then V is invertible, and
furthermore, the inverse of V is `p´qn´ jσm,n´ jτ´1m ˘nm, j“1.
Proof of Lemma 8.6. It is a well-known fact that V is invertible whenever x is generic.
If one denotes by wm, j the pm, jq-th entry of V´1, then
nÿ
j“1
wm, jx
j´1
l “ δm,l.
The Lagrange interpolation formula implies the following identity of polynomials
nÿ
j“1
wm, jx j´1 “
ź
k‰m
x ´ xk
xm ´ xk .
Identifying the coefficients of x j´1 on both sides yields the desired formula of wm, j. Q.E.D.
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Corollary 8.7. Let a be a given integer. For j “ 1, ..., n define ξ j “ eπi 2 j`a´2n . For
d “ 0, 1, ..., n´ 1 and l “ 1, ..., n, let σl,dpλq denote the elementary symmetric polynomial
in e´2πiλ1 , ...,{e´2πiλl , ..., e´2πiλn of degree d. Then
Jl
`
z; p´qa, λ˘ “ e 34 πipn´1q?
np2πq n´12
eπip 12 n`a´2qλl
nÿ
j“1
p´qn´ jξ´
n´1
2
j σl,n´ jpλqJ pz; λ; ξ jq .
Proof. Choosing xl “ e´2πiλl in Lemma 8.6, one sees that if λ is generic then the
matrix Vpλq is invertible and its inverse is given by´
p´2iq1´n ¨ p´qn´ jσl,n´ jpλqeπipn´2qλl S lpλq
¯n
l, j“1
.
Some straightforward calculations then complete the proof. Q.E.D.
Remark 8.8. In view of Proposition 2.7, Remark 7.4 and 7.21, when n “ 2, Corollary
8.5 corresponds to the connection formulae ([Wat, 3.61(5, 6), 3.7 (6)]),
Hp1qν pzq “
J´νpzq ´ e´πiνJνpzq
i sinpπνq , H
p2q
ν pzq “
eπiνJνpzq ´ J´νpzq
i sinpπνq ,
Kνpzq “ π pI´νpzq ´ Iνpzqq2 sinpπνq , πIνpzq ´ ie
πiνKνpzq “
πi
`
e´πiνIνpzq ´ eπiνI´νpzq
˘
2 sinpπνq ,
whereas Corollary 8.7, with a “ 0 or 1, amounts to the formulae (see [Wat, 3.61(1, 2), 3.7
(6)])
Jνpzq “ H
p1q
ν pzq ` Hp2qν pzq
2
, J´νpzq “ e
πiνHp1qν pzq ` e´πiνHp2qν pzq
2
,
Iνpzq “
ieπiνKνpzq `
`
πIνpzq ´ ieπiνKνpzq
˘
π
, I´νpzq “
ie´πiνKνpzq `
`
πIνpzq ´ ieπiνKνpzq
˘
π
.
9. H-Bessel functions and K-Bessel functions, II
In this concluding section, we apply Theorem 7.25 to improve the results in §5 on the
asymptotics of Bessel functions Jpx; ς, λq and the Bessel kernel Jpλ,δqp˘xq for x Ï C2.
9.1. Asymptotic expansions of H-Bessel functions. The following proposition is a
direct consequence of Theorem 7.25 and 8.1.
Proposition 9.1. Let 0 ă ϑ ă 12π.
(1). Let M be a positive integer. We have
H˘pz; λq “ n´ 12 p˘2πiq n´12 e˘inzz´ n´12˜
M´1ÿ
m“0
p˘iq´mBmpλqz´m ` OM,ϑ,n
`
C
2M|z|´M˘¸ ,(9.1)
for all z P S1˘1pϑq such that |z| ÏM,ϑ,n C2.
(2). Define W˘pz; λq “ ?np˘2πiq´ n´12 e¯inzH˘pz; λq. Let M ´ 1 ě j ě 0. We have
(9.2) W˘,p jqpz; λq “ z´ n´12
˜
M´1ÿ
m“ j
p˘iq j´mBm, jpλqz´m ` OM,ϑ, j,n
`
C
2M´2 j|z|´M˘¸ ,
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for all z P S1˘1pϑq such that |z| ÏM,ϑ,n C2.
Observe that
H˘ “ tz P C : 0 ď ˘ arg z ď πu
Ă S1˘1pϑq “
"
z P U : ´
ˆ
1
2
´ 1
n
˙
π´ ϑ ă ˘ arg z ă
ˆ
3
2
` 1
n
˙
π` ϑ
*
.
Fixing ϑ and restricting to the domain
 
z P H˘ : |z| ÏM,n C2
(
, Proposition 9.1 improves
Theorem 5.11.
9.2. Exponential decay of K-Bessel functions. Now suppose that Jpz; ς, λq is a K-
Bessel function so that 0 ă n˘pςq ă n. Since R` Ă S1ξpςqpϑq, Corollary 8.4 and Theorem
7.25 imply that Jpx; ς, λq, as well as all its derivatives, is not only a Schwartz function at
infinity, which was shown in Theorem 5.6, but also a function of exponential decay on R`.
Proposition 9.2. If Jpx; ς, λq is a K-Bessel function, then for all x Ïn C2
Jp jqpx; ς, λq Î j,n x´
n´1
2 e´πImΛpς,λq´nIpςqx,
where Λpς, λq “ ¯řlPL˘pςq λl and Ipςq “ Im ξpςq “ sin´ n˘pςqn π¯ ą 0. In particular,
we have
Jp jqpx; ς, λq Î j,n x´
n´1
2 eπI´n sinp 1n πqx,
for all K-Bessel functions Jpx; ς, λq with given λ, where I “ max t|Im λl|u.
9.3. The asymptotic of the Bessel kernel Jpλ,δq. In comparison with Theorem 5.13,
we have the following theorem.
Theorem 9.3. Let notations be as in Theorem 5.13. Then, for x Ïn C2, we have
W˘
λ
pxq “
M´1ÿ
m“0
B˘m pλqx´m´
n´1
2 ` OM,n
´
C
2M x´M´
n´1
2
¯
,
and
E˘pλ,δq pxq “ On
´
x´
n´1
2 exp
`
πI´ 2πn sin ` 1
n
π
˘
x
˘¯
,
with I “ max t|Im λl|u.
Appendix A. An alternative approach to asymptotic expansions
When n “ 3, the application of Stirling’s asymptotic formula in deriving the asymp-
totic expansion of a Hankel transform was first found in [Mil, §4]. The asymptotic was
later formulated more explicitly in [Li, Lemma 6.1], where the author attributed the argu-
ments in her proof to [Ivi]. Furthermore, using similar ideas as in [Mil], [Blo] simplified
the proof of [Li, Lemma 6.1] (see the proof of [Blo, Lemma 6]). This method using Stir-
ling’s asymptotic formula is however the only known approach so far in the literature.
Closely following [Blo], we shall prove the asymptotic expansions of H-Bessel func-
tions H˘px; λq of any rank n by means of Stirling’s asymptotic formula.
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From (2.5, 2.3) we have
(A.1) H˘px; λq “ 1
2πi
ż
C
˜
nź
l“1
Γps ´ λlq
¸
e
´
˘ns
4
¯
x´nsds.
In view of the condition
řn
l“1 λl “ 0, Stirling’s asymptotic formula yields
nź
l“1
Γps ´ λlq “ n´nsΓ
ˆ
ns´ n´ 1
2
˙
exp
˜
Mÿ
m“0
Cmpλqs´m
¸
p1` RM`1psqq
for some constants Cmpλq and remainder term RM`1psq “ Oλ,M,n
`|s|´M´1˘. Using the
Taylor expansion for the exponential function and some straightforward algebraic manip-
ulations, the right hand side can be written as
n´ns
Mÿ
m“0
rCmpλqΓˆns´ n´ 12 ´ m
˙´
1` rRM`1,mpsq¯
for certain constants rCmpλq and similar functions rRM`1,mpsq “ Oλ,M,n `|s|´M´1˘. Suitably
choosing the contour C, it follows from (2.13) that
1
2πi
ż
C
Γ
ˆ
ns´ n´ 1
2
´ m
˙
e
´
˘ns
4
¯
pnxq´nsds
“ e
`˘ ` n´18 ` 14 m˘˘
npnxq n´12 `m
¨ 1
2πi
ż
nC´ n´12 ´m
Γpsqe
´
˘ s
4
¯
pnxq´sds “ p˘iq
n´1
2 `m
n
n`1
2 `m
¨ e
˘inx
x
n´1
2 `m
.
As for the error estimate, let us assume x ě 1. Insert the part containing rRM`1,mpsq into
(A.1) and shift the contour to the vertical line of real part 1
n
pM ´ 12 q ` 12 . By Stirling’s
formula, the integral remains absolutely convergent and is of size Oλ,M,n
`
x´M´
n´1
2
˘
. Ab-
sorbing the last main term into the error, we arrive at the following asymptotic expansion
H˘px; λq “ e˘inxx´ n´12
˜
M´1ÿ
m“0
C˘m pλqx´m ` Oλ,M,n
`
x´M
˘¸
, x ě 1,(A.2)
where C˘m pλq is some constant depending on λ.
Remark A.1. For the analytic continuation H˘pz; λq, we have the Barnes type integral
representation as in Remark 7.11. This however does not yield an asymptotic expansion
of H˘pz; λq along with the above method. The obvious issue is with the error estimate, as
|z´ns| is unbounded on the integral contour if |z| Ñ 8.
Finally, we make some comparisons between the three asymptotic expansions (A.2),
(5.11) and (9.1) obtained from
- Stirling’s asymptotic formula,
- the method of stationary phase,
- the asymptotic method of ordinary differential equations.
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Recall that C “ max t|λl|u ` 1, R “ max t|Re λl|u. Firstly, the admissible domains of
these asymptotic expansions are
tx P R` : x ě 1u,
tz P C : |z| ě C, 0 ď ˘ arg z ď πu ,"
z P U : |z| ÏM,ϑ,n C2, ´
ˆ
1
2
´ 1
n
˙
π´ ϑ ă ˘ arg z ă
ˆ
3
2
` 1
n
˙
π` ϑ
*
,
respectively. The range of argument is extending while that of modulus is reducing. Sec-
ondly, the error estimates are
Oλ,M,n
´
x´M´
n´1
2
¯
, OR,M,n
`
C
2M|z|´M˘ , OM,ϑ,n ´C2M|z|´M´ n´12 ¯ ,
respectively. Thus, in the error estimate, the dependence of the implied constant on λ is
improving in all aspects.
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