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Resumo
A evolução da melhoria da qualidade de vida é uma realidade crescente, estando esta dire-
tamente ligada aos ambientes inteligentes. Estes ambientes adaptam-se à utilização e condições
externas tendo um nível significativo de interação com os utilizadores. Normalmente, estes sis-
temas dependem de decisões em tempo real que originam ou são originadas por reconfigurações
dinâmicas.
Neste trabalho foi escolhido o middleware iLAND fazendo uso do protocolo de comunicações
FTT-SE como base para o desenvolvimento de aplicações. As aplicações criadas são cam track
que faz tracking da câmara que tem maior movimento para um monitor, cam rotate que exibe cada
câmara num monitor durante um determinado espaço de tempo e a aplicação follow me que mostra
uma câmara no monitor mais próximo do utilizador. A algoritmia usada pode ser implementada
em vários cenários sendo alguns deles referenciados ao longo do documento.
Os resultados mostram que o modelo de gestão de QoS, escolha do middleware iLAND e uso
do protocolo de comunicações FTT-SE oferece um sistema robusto onde as várias reconfigurações




The quality of life improvement is a growing reality, directly related with ambient intelligence.
These ambients adapt themselves to their utilisation and the external environment having a signi-
ficant level of user interaction. Usually, this kind of systems depends on real-time decisions that
originate from or have originated from dynamic reconfigurations.
In this work we chose the iLAND middleware deployed over the communications protocol
FTT-SE to create the applications. These applications are cam track which tracks the camera
with more movement to one monitor, cam rotate which shows each camera in one monitor during
a specific time interval and follow me which shows one camera on the monitor closest to the
user. The algorithms used can be implemented on multiple scenarios and some are referenced
throughout the document.
The results show that the QoS management model, the iLAND middleware choice and the use
of FTT-SE as the comunications protocol provides a robust system where the various reconfigura-
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A proliferação e desenvolvimento de sistemas embarcados levou a um renascer do interesse
nos chamados ambientes inteligentes (Ambient Intelligence - AmI), ou seja, ambientes que se
adaptam à respetiva utilização e condições externas tendo um nível significativo de interação com
os utilizadores.
Fazendo cada vez mais parte do quotidiano do ser humano a tecnologia encontra-se já inserida
em momentos como o repouso e suporte a funções básicas relacionadas com segurança e vida
independente, criando o conceito de edifícios e habitações inteligentes.
Um tipo de ambientes inteligentes são os baseados em vídeo, frequentemente realizando o
rastreio da postura humana. Noutros casos, o objetivo é suportar a movimentação de objetos,
isto é, monitorizar a trajetória de determinado objeto para gerir eventos e serviços a decorrer em
simultâneo.
Outro aspeto comum nestes sistemas é a necessidade de suportar reconfiguração dinâmica para
acompanhar alterações na sua composição ou utilização. Um paradigma arquitetural adequado a
este tipo de sistemas reconfiguráveis é a orientação a serviços, serviços esses que são invocados
de acordo com um determinado grafo. As reconfigurações podem realizar-se através da troca
dinâmica quer de grafos de serviços quer de implementações de cada serviço. Estas trocas são
suportadas, por exemplo, por um middleware adequado tal como o que foi recentemente desenvol-
vido no projeto iLAND (ARTEMIS), que permite a reconfiguração de aplicações enquanto garante
o cumprimento de requisitos em tempo real.
Nesta dissertação foram abordados aspetos relacionados com ambientes inteligentes baseados
em vídeo e foram construídos vários sistemas baseados em vídeo utilizando o middleware iLAND.
Em particular, foi desenvolvida uma aplicação do tipo "cam track"que redireciona para um display
o stream da câmara com maior movimento. Uma aplicação do tipo "cam rotate"que faz a rotação
das câmaras existentes no sistema exibindo num display o stream de cada câmara durante um de-
terminado período de tempo. E por fim uma aplicação do tipo "follow me"em que um determinado





Figura 2.2: Raspberry pi [2]
permite um tempo de ciclo fácil de definir e estimar, necessita de sincronização de relógios das
estações de forma precisa. Exemplo: TT-CAN, Profinet.
FDM (Frequency Division Multiplexing) – Os nodos enviam/recebem dados numa frequência
específica e definida previamente. Este tipo de controlo necessita de uma elevada largura de banda
e a sua implementação é dispendiosa. Exemplo: os múltiplos canais em WiFi.
Polling (Mestre-escravo) – O acesso ao meio é controlado por um nó especial, o mestre, este
faz um pedido de cada vez a cada nodo escravo que envia a sua resposta apenas quando inquirido.
É uma solução simples de implementar e fácil de obter um comportamento determinístico, no
entanto, o mestre é um ponto singular de falha da rede necessitando de existência de replicação de
mestres em situações que exijam maior fiabilidade.
Token (Testemunho) – Apenas o nodo que possui o testemunho pode aceder ao meio. Quando
termina a transmissão de dados, o testemunho é passado ao próximo nodo. Nem sempre é possível
garantir um comportamento determinístico pois nem todos os nodos transmitem sempre o mesmo
volume de dados. A “perda” do testemunho origina a necessidade de reconfiguração da rede.
Exemplo: Profibus.
CSMA (Carrier sense multiple acess) – Consiste num conjunto de protocolos baseados no
princípio de escutar o meio antes de transmitir, caso este esteja “livre” o nodo transmite, caso
contrário espera até que fique livre repetindo o procedimento. É difícil garantir determinismo
temporal e podem existir colisões de tramas, obrigando à retransmissão.
• CSMA/CD (Collision detection) – Depois da transmissão verifica se existiu colisões,
em caso afirmativo espera um tempo aleatório denominado de backoff para iniciar uma retrans-
missão. O backoff aumenta com o número de retransmissões. Exemplo: Ethernet partilhada.
• CSMA/CA (Collision avoidance) – igual ao anterior. Diferindo apenas no cálculo
do tempo de backoff. Em CSMA/CD na primeira retransmissão os nodos tentam retransmitir
imediatamente, assim que o meio fica livre. Em CSMA/CA, existe sempre um tempo aleatório de
Capítulo 2
Ambientes Inteligentes
A evolução tecnológica tem seguido uma tendência de redução de tamanho e custos de dispo-
sitivos eletrónicos. Esta redução permite que os dispositivos com as mais variadas potencialidades
e interfaces estejam cada vez mais presentes no nosso quotidiano.
Sensores, atuadores e unidades de processamento podem ser adquiridos hoje em dia a preços
bastante convidativos. Estes componentes, programados com Software adequado podem detetar e
interpretar eventos em ambientes específicos usando-os para tomar decisões em tempo real.
Estes fatores levaram a que as mais variadas indústrias começassem a incorporar dispositivos
computorizados de forma integrada em produtos e sistemas, frequentemente não percetíveis ao
utilizador final, quer em espaços públicos quer em ambientes mais privados.
São exemplo disso máquinas de lavar, sistemas de aquecimento e até mesmo brinquedos que
vêm hoje em dia equipados com algumas capacidades de decisão autónoma.
Quer sejam casas inteligentes que antecipam quando as luzes devem ser ligadas ou desligadas,
quer seja um quarto de hospital que auxilia o tratamento de um paciente, existem fortes razões
para crer que as nossas vidas irão ser transformadas nas próximas décadas pela introdução de uma
vasta gama de equipamentos mais autónomos e adaptativos nos mais diversos ambientes.
2.1 Definição
"...we will be surrounded by intelligent objects and in which the environment will re-
cognize the presence of persons and will respond to it in an undetectable manner..."[6]
Ambientes inteligentes são ambientes sensíveis e recetivos à presença de pessoas. A visão
de AmI é caracterizada por duas componentes principais: inteligência e integração. Inteligência
refere-se ao facto de que o ambiente é capaz de analisar o contexto e adaptar-se às pessoas e
objetos que nele residem, aprendendo com os seus comportamentos. Integração significa que os
dispositivos irão cada vez mais fazer parte do próprio ambiente, de forma invisível às pessoas.
Neste contexto, os sistemas AmI fazem parte de uma classe que foi designada recentemente como
Sistemas Ciber-Físicos (Cyber-Physical Systems), em que um sistema computacional atua sobre
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um sistema físico no qual está inserido usando modelos desse mesmo sistema para melhorar a
eficiência do controlo que sobre ele exerce.
De acordo com a visão dos ambientes inteligentes, as pessoas não irão apenas usar tecnologia,
irão viver com ela.
2.2 Possíveis aplicações
Um dos aspetos mais importantes dos Ambientes inteligentes é a sua proximidade às pessoas,
enquanto que noutras áreas tecnológicas pode ser criado um impacto social negativo, os ambientes
inteligentes são aplicados de forma sistemática e multidisciplinar para aumentar a qualidade de
vida dos respetivos utilizadores.
2.2.1 Domótica
As funções principais da domótica são assegurar o suporte a funções básicas relacionadas com
o lar, funções de segurança e funções de suporte à vida independente.
A integração da domótica nas funções principais das habitações das pessoas tem o objetivo
de tornar essas habitações mais fáceis de gerir ou até mesmo automáticas. São exemplo destas
funções aquecimento, ventilação, iluminação, entre outros.
Segundo Maslow [7] as necessidades básicas a satisfazer são água, comida e abrigo sendo a
segurança a segunda. Contudo, a segurança de bens e pessoas está-se a tornar uma das maiores
preocupações em países desenvolvidos. Alguns exemplos de sistemas de segurança são a vigi-
lância através de câmaras e outros sensores assim como o uso de reconhecimento biométrico na
personalização de serviços domésticos.
Outra das grandes preocupações da domótica é garantir o suporte à vida independente, tendo
como principal foco as pessoas idosas, garantindo monitorização de segurança, estado de saúde,
localização e necessidade de auxílio conseguindo inclusive salvar vidas. [8]
2.2.2 Comunicação e Socialização
A possibilidade de comunicar e socializar a partir de qualquer lugar é cada vez mais valorizada.
Hoje em dia há ambientes inteligentes que já suportam, facilitam e aceleram a comunicação e
assim a socialização.
A comunicação pode ser dividida em dois tipos, pessoa para pessoa e pessoa para comunidade.
A comunicação de pessoa para pessoa teve uma grande evolução com os telemóveis, estando agora
a evoluir para a forma de foto e vídeo.
As comunicações relacionadas com comunidades ganharam o ímpeto através da Internet na
forma de páginas pessoais, redes sociais e grupos de interesse. Desta forma é hoje possível parti-
cipar em questões políticas e religiosas de forma eletrónica. [8]
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2.2.3 Repouso
Dormir pode ser considerada a tarefa mais importante realizada em casa, um quarto a um
terço do tempo do dia é passado a dormir. Contudo, até mesmo essa tarefa pode ser auxiliada e
melhorada através de ambientes inteligentes, por exemplo, tornando mais suave a árdua fase de
despertar através de radio, voz ou musica.
Num futuro próximo pode vir a ser possível ter um despertar com fragrâncias, movimentos da
cama ou bonitos cenários projetados na parede.
Para além de dormir, um outro componente especial do repouso é o tão afamado “deitar no
sofá”. Um ambiente inteligente de descanso pode estar situado em qualquer divisão até mesmo
numa varanda ou terraço, sensores podem ser colocados na mobília para obter informação de
pressão sanguínea e pulsação usando esses dados para controlar um sistema de massagens ou
acupuntura. [8]
2.2.4 Entretenimento
Durante décadas foram o rádio, a televisão e reprodutores de música os sistemas dominantes
no mundo do entretenimento. Todos esses componentes tiveram evoluções desde o CD, DVD a
canais de televisão “inteligentes”.
Sistemas de entretenimento, onde se ouve, vê e interage estão lentamente a ficar disponíveis
providenciando uma melhor experiência virtual sem sair de casa.
Bons exemplos de ambientes inteligentes para entretenimento são sistemas controlados por
voz, jogos em que é possível interagir apenas com o movimento humano ou até mesmo ter aulas
de fitness com um sistema de avaliação em direto. [8]
2.3 Impacto social
Toda a evolução que os ambientes inteligentes oferecem pode causar um enorme impacto
social. Representam uma era moderna mas podem também trazer sérias dificuldades ao oferecer
um novo estilo de vida. [3]
Os criadores de ambientes inteligentes devem dar especial atenção a fatores tais como: conse-
guir criar um sistema impercetível, oferecer privacidade, personalização e considerar a interação
social como um elemento essencial do design sob o risco de originar perda de confiança na tecno-
logia por parte da sociedade.
2.4 Tecnologias tipicamente usadas
2.4.1 Sistemas embarcados e distribuídos
Por sistemas embarcados entende-se um sistema computacional que é parte constituinte de um
sistema ou máquina de maiores dimensões e que tem uma função bem definida com um inter-
face dedicado a essa funcionalidade. Podem ter dimensões muito díspares, conforme a respetiva
6 Ambientes Inteligentes
funcionalidade, indo desde relógios até automóveis, comboios, etc.
Os sistemas distribuídos, por sua vez, consistem num conjunto de sistemas computacionais
autónomos ligados através de uma rede e equipados com um software que permite coordenar as
atividades e partilhar os recursos do sistema.
Estas tecnologias são, hoje em dia, a base dos ambientes inteligentes, compostos praticamente
sempre por um sistema distribuído de nodos embarcados e inseridos no ambiente que geram in-
formação sensorial e atuam nele de acordo com a aplicação pretendida. No fundo, os ambientes
inteligentes partilham o mesmo tipo de plataforma dos sistemas ubíquos que hoje em dia são
frequentemente referenciados como a "Internet das Coisas"(Internet of Things).
2.4.1.1 Plataformas computacionais
Ao contrário dos computadores tradicionais que são desenhados para múltiplo-propósito, os
sistemas usados em ambientes inteligentes são desenhados para executar apenas tarefas específi-
cas, como qualquer sistema embarcado.
Quando o propósito implica uma interação com um processo dinâmico, por exemplo o segui-
mento de objetos em movimento ou a deteção de objetos que se movem a grande velocidade, é
necessário cumprir requisitos de tempo-real, sendo que outros propósitos não são tão exigentes
permitindo que o hardware seja simplificado com o objetivo de redução de custos.
Os sistemas embarcados são normalmente constituídos por uma interface de utilizador, uni-
dade de processamento e os periféricos I/O.
Existem no mercado desde dispositivos simples usando botões e leds, LCD’s gráficos ou alfa-
numéricos até dispositivos mais avançados com ecrãs táteis, minimizando o espaço usado juntando
os botões desejados no ecrã. Alguns sistemas fazem uso de uma interface através de comunica-
ções remotas, oferecendo assim várias vantagens como eliminação do custo de um ecrã e maior
versatilidade na elaboração da componente gráfica.
A outra vertente de comunicação com o mundo exterior é feita através dos periféricos, desde
interfaces de comunicação série (RS-232, I2C, SPI, etc.), cartões de memória, USB, conversores
ADC e DAC, etc.
Relacionado com as unidades de processamento a opção mais económica é o uso de microcon-
troladores convencionais ou placas de desenvolvimento tendo por base esses próprios microcontro-
ladores como o exemplo da figura 2.1, sendo os mais usados os de 8/16 bits, mas estes dispositivos
normalmente não são suficientes para a maioria das aplicações de sistemas embarcados.
Como forma de contornar as limitações de processamento presentes nos microcontroladores
de 8/16 bits são usados SBCs como o da figura 2.2, na sua maioria baseados em tecnologia x86 ou
ARM, estes são fisicamente pequenos quando comparados com computadores convencionais mas
mesmo assim bastante mais potentes que os microcontroladores anteriormente referidos, correm
normalmente um sistema operativo como Linux.
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Figura 2.1: Arduino uno R3 frente [1]
2.4.1.2 Redes de comunicações
Em algumas aplicações, devido à variedade de nós e distância entre eles, o número e dimensão
dos cabos começou a ser um problema, demasiado dispendioso e pesado, nasceu assim a arquite-
tura distribuída.
Este tipo de arquitetura permite que o processamento seja feito mais perto da fonte (sensores
e atuadores), independência de falhas entre nós e facilidade de adição/remoção de nós.
Por outro lado introduz atraso e para além das falhas provenientes de cada nodo, o sistema fica
também sujeito a falhas de rede, sendo a componente mais crítica de todo o sistema, pois se a rede
falhar, deixa de haver comunicação entre os nodos do sistema. Para resolver estes dois problemas
chave é necessário usar conceitos e técnicas relacionadas com sistemas de tempo-real e sistemas
confiáveis. [9]
Um aspeto que tem um impacto significativo no comportamento temporal do sistema é a cha-
mada Ligação de Dados, ou em Inglês Data Link. Este aspeto, normalmente referido como uma
camada do modelo de interoperabilidade OSI, é normalmente dividido em duas componentes [10]:
•MAC (Medium Access Control) – componente responsável pela gestão do acesso ao meio de
comunicação, controla em que momento e de que forma o nó da rede pode comunicar.
• LLC (Logical Link Control) – componente responsável pelo processo lógico da troca de
dados entre os nós da rede.
Controlo de acesso ao meio (MAC)
Pela sua relevância no comportamento temporal da rede, apresenta-se de seguida as técnicas
de controlo de acesso ao meio que são mais comuns [10]:
TDMA (Time division multiple acess) – Os nós enviam os dados num ‘slot’ temporal especí-
fico e definido previamente. Mesmo que uma estação não tenha nada a transmitir a sua slot fica
ocupada. As slots são atribuídas aos nodos de acordo com um ciclo estático. Este tipo de controlo
2.4 Tecnologias tipicamente usadas 9
backoff quando o meio fica livre. Exemplo: IEEE 802.11 (WiFi).
• CSMA/BA (Bitwise arbitrition) – Mecanismo baseado na resolução determinística
de colisões, bit a bit. Neste caso, a mensagem com maior prioridade é transmitida, sendo a com
menor prioridade transmitida mais tarde. É possível obter um comportamento determinístico em
certas condições. Exemplo: CAN.
Modelos de interação
Os modelos de interação representam o modo como os nodos interagem entre si para trocar
informação no contexto da aplicação distribuída. Poderão estar presentes na camada de controlo
lógico da ligação, na camada de controlo de acesso ao meio ou mesmo na camada de aplicação.
Os modelos mais significativos no contexto desta dissertação são os seguintes: [10].
Peer-to-peer – os nodos são livres para tomar a iniciativa de comunicar diretamente entre si po-
dendo trocar dados com vários dispositivos ou efetuar múltiplas trocas com o mesmo dispositivo.
Arquitetura não hierarquizada.
Mestre-escravo – Neste modelo todas as trocas de informação ocorrem por intermédio do nodo
mestre que solicita informação a uns nodos escravos para a entregar a outros.
Cliente-servidor – De acordo com este modelo, os nodos que detêm a informação são servido-
res e são passivos relativamente à comunicação. Os nodos clientes sempre que necessitam dessa
informação fazem um pedido ao servidor respetivo.
Produtor-consumidor – um nodo produz a informação que é enviada numa trama broadcast,
os dispositivos interessados podem “consumir” a informação.
Publicação subscrição – Os nodos interessados na informação enviam um pedido de subscri-
ção ao publicador da informação, formando um grupo de multicast. Sempre que o publicador
envia alguma informação para o grupo, a informação é automaticamente disseminada por todos os
subscritores desse grupo.
2.4.2 Ambientes inteligentes baseados em vídeo
Dentro dos ambientes inteligentes baseados em vídeo uma classe importante é a dos sistemas
de vigilância que são catalogados segundo o seu propósito. Podem ser vocacionados para adquirir
informação detalhada de apenas um tipo, sistemas para adquirir o maior número de informação
possível ou até sistemas destinados a adquirir trajetórias ou reconhecer cenários em ambientes
específicos.
Uma outra área está relacionada com o suporte à movimentação de objetos, isto é, monitorizar
um objeto enquanto este atravessa um determinado ambiente e intervir caso necessário [3]. O
rastreio da postura humana também tem inúmeras aplicações mas continua a ser um problema em
aberto pelos desafios que coloca. Globalmente, estes sistemas baseados em vídeo utilizam câma-
ras dispersas pelo ambiente e integradas nele, que estão ligadas em rede ao sistema de controlo
global. Neste domínio é comum encontrarem-se câmaras IP que tipicamente têm interfaces Ether-
net ou mesmo WiFi. Os primeiros são preferidos em câmaras de melhor resolução por causa da
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quantidade de informação associada. Por outro lado, as interfaces WiFi permitem uma grande ver-
satilidade de instalação mas, para além da menor largura de banda, podem levantar problemas de
segurança, essencialmente no domínio da privacidade. Outra possibilidade que se tornou acessível
atualmente é a utilização de pequenas câmaras associadas a Single Board Computers (SBCs). Es-
tas permitem, por um lado, ligar diretamente a redes específicas que não sejam IP (como as redes
Real-Time Ethernet, e.g., FTT-SE). Por outro lado, permitem fazer pré-processamento específico
das imagens utilizando livrarias de grande difusão como OpenCV.
2.5 Requisitos funcionais e não funcionais
Alguns requisitos relacionados com a temática de AmI são apresentados em [8]. Nesta secção
serão abordados alguns desses requisitos.
2.5.1 Hardware discreto
A miniaturização é considerado um importante requisito, no entanto podem ser referidos ou-
tros tais como:
• Reduzido consumo ou com sustentabilidade energética;
• Escaláveis em inputs/outputs (displays, etc.);
• Sensores e atuadores integrados;
• Design adaptado ao ambiente e que promova a integração neste.
2.5.2 Interface natural homem-máquina
Um dos principais desafios dos ambientes inteligentes é criar sistemas intuitivos para o ser
humano. Para tal é necessária a implementação de técnicas de inteligência artificial para facilitar
a comunicação e cumprimento de objetivos.
O uso de inteligência artificial deve tornar as interfaces adaptativas ao utilizador, providen-
ciando interações sensíveis ao contexto, com reconhecimento de padrões, incluindo discurso e
gestos.
2.5.3 Confiança e segurança
As tecnologias devem proporcionar confiança e segurança, para isso devem ser executados
testes por forma a garantir a sua usabilidade e precisão.
Por um lado, este requisito refere-se a ameaças físicas e psicológicas, por outro lado, dá ênfase
à robustez e dependência do software dos sistemas. Por esta razão é aconselhável o uso de técnicas
de auto-teste e auto-organização.
É também importante que os ambientes inteligentes possuam segurança contra o uso indevido,
para isso são normalmente usadas técnicas de autenticação e encriptação. Exemplo: impressões
digitais, leitura da íris, etc..
Capítulo 3
Programação de ambientes inteligentes
A programação de ambientes inteligentes é diretamente influenciada pelo tipo de plataforma
computacional em uso. Para os microcontroladores de 8/16 bits existem múltiplas bibliotecas
disponíveis. No entanto fatores como memoria e velocidade de processamento são por vezes
insuficientes para garantir comportamentos estáveis e em tempo real.
O uso de SBCs veio introduzir algumas melhorias, com memória expansível, dependendo do
equipamento, velocidade de processamento superior e maior memoria RAM oferecendo a capaci-
dade de suportar mais serviços concorrentes. Permitem também uma programação com nível de
abstração superior, até com ambiente gráfico, oferecendo ainda maior capacidade e facilidade de
integração com diversos periféricos.
Neste capítulo vai ser abordada a camada de middleware que poderá simplificar significati-
vamente a programação destes sistemas, figura 3.1. Vai ser dada especial atenção ao midldeware
iLAND, baseado em serviços, por parecer particularmente adaptado à construção de sistemas de
vídeo para ambientes inteligentes, dinamicamente reconfiguráveis.
3.1 Middleware orientado a serviços
3.1.1 Distribuição, escalabilidade e reconfigurabilidade
A complexidade presente hoje em dia nos sistemas informáticos levou ao aparecimento da
estruturação baseada em serviços. De acordo com este paradigma, as aplicações são compostas
por uma sequência de invocações de serviços que realizam as funções desejadas. Os serviços são
entidades abstratas que realizam certas funcionalidades genéricas, aceitando um fluxo de dados
como entrada e fornecendo esse fluxo devidamente processado como saída.
Uma das principais vantagens das arquiteturas orientadas a serviços é a sua capacidade de
reconfiguração dinâmica sendo particularmente importante para aplicações que devem exibir um
alto nível de disponibilidade para uma vida útil extensa e tolerante a mudanças do ambiente ope-
racional.
A reconfiguração dinâmica consiste na mudança de parte de uma aplicação por outra durante
o funcionamento do sistema. Neste tipo de arquitetura tal reconfiguração representa a troca de um
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Figura 3.1: Arquitetura de AmI com middleware [3]
serviço ou componente. No contexto de tempo real esta reconfiguração deve ser tratada com as
restrições temporais impostas pelo sistema sendo obrigatório que os mecanismos de reconfigura-
ção sejam determinísticos.
A arquitetura middleware desempenha um papel importante não só para ligar os sensores e
atuadores às aplicações e serviços mas também para providenciar uma ligação perfeita entre equi-
pamentos e utilizadores.
O middleware é responsável por receber os diferentes tipos de informação através dos diferen-
tes tipos de dispositivos a ele ligados e fazer o tratamento da informação, abstraindo particularida-
des do hardware de modo a permitir que aplicações e serviços sejam agnósticos relativamente aos
componentes específicos que usam e suas ligações de rede.
Segundo [11] os principais requisitos de um middleware são:
• O middleware suporta a declaração de aplicações baseadas em serviços, declaração e im-
plementação de serviços, atualiza características/atributos/parâmetros das aplicações, serviços e
implementações dos mesmos com a capacidade de gerir os seus níveis de QoS, sejam requisitos
ou expectativas.
• Deve suportar configuração e reconfiguração de serviços em tempo determinístico permi-
tindo suportar criação e atualização de aplicações distribuídas em tempo determinístico. O mid-
dleware deve providenciar o suporte de diversas políticas de reconfiguração e algoritmos de cria-
ção para diferentes domínios.
• Deve suportar a especificação geral de parâmetros de QoS. Cada serviço ou aplicação tem
parâmetros de QoS associados aos recursos que consome e a informação que gerem, é também
requerido um conjunto de parâmetros relacionados com a comunicação.
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Figura 3.2: Aquitetura de software iLAND do tipo 4+1 [4]
• Deve incluir mecanismos para suporte de execução em tempo real, no mínimo relacionados
com QoS, de aplicações baseadas em serviços tais como: controlo de admissão, monitorização e
execução.
3.1.2 O middleware iLAND
3.1.2.1 Arquitetura
Segundo [4], o principal objetivo do middleware iLAND é a sua adequação a redes de sistemas
embarcados (NES) com diferentes níveis de requisitos em tempo real ou níveis de qualidade de
serviço (QoS).
Este middleware é constituído por uma arquitetura de software do tipo 4+1 como pode ser visto
na figura 3.2. A visão lógica decompõe o sistema num conjunto de objetos ou classes dependendo
da sua funcionalidade explorando os princípios da abstração, encapsulamento e herança. A visão
de processo captura aspetos dinâmicos. De forma abstrata pode ser vista como um conjunto de
processos distribuídos de forma independente. A componente de desenvolvimento foca-se no mó-
dulo atual de organização do ambiente de desenvolvimento de software. A visão física está ligada
à topologia dos componentes do software no nível físico e comunicação entre esses componentes.
A visão de cenários completa o diagrama da arquitetura descrevendo a situação de uso do
sistema, sendo uma abstração dos requisitos mais importantes. Os cenários são usados para iden-
tificar elementos por forma a ilustrar e validar o design da arquitetura de software.
O middleware iLAND beneficia de paradigmas, aproximações e tecnologias existentes que
provaram ser efetivas na área de sistemas embarcados e distribuídos. A sua arquitetura define uma
estrutura com um conjunto de componentes e suas interações com interfaces bem definidas.
A arquitetura do middleware iLAND, Figura 3.3, é constituída por duas camadas principais,
uma para a gestão de alto nível do sistema (Core Functionality) e outra para gestão de recursos e
comunicações de sistema (Communication Backbone and resource Manager).
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Figura 3.3: Arquitetura geral middleware iLAND [4]
A camada de funcionalidade principal (Core Functionality Layer) contém as funcionalidades
específicas do iLAND que suportam a estrutura de serviços da aplicação, ela providencia capaci-
dades de reconfiguração e a composição funcional determinística a nível temporal.
• Componente de gestão de serviços (Service Manager Component) permite a declaração e
implementação de serviços. Os serviços são declarados como peças funcionais com uma interface
de input e output específicas.
• Componente de gestão de aplicação (Application Manager Component) providencia a fun-
cionalidade de especificar a construção de uma aplicação. Este nível permite especificar os parâ-
metros globais de uma aplicação ou serviço.
• Componente de composição lógica (Composition Logic Component) encapsula os algorit-
mos para a composição de serviços, podendo ser introduzidos diferentes algoritmos. A execução
da composição lógica é disparada com eventos de reconfiguração.
• Componente de gestão de comunicação de QoS (QoS Communication Manager Component)
aciona a sintonização dos parâmetros globais de comunicação de QoS do sistema. Tipicamente
os parâmetros de QoS podem ser fatores de confiança, tempos de transmissão, durabilidade de
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Figura 3.4: Fluxo de execução do middleware iLAND [4]
informação e ativação de informação histórica.
• Componente de gestão de controlo (Control Manager Component) integra a funcionalidade
de controlar o processo de reconfiguração do sistema. Podem ser incluídas diferentes políticas de
configuração.
A camada de comunicação e gestão de recursos (Communication Backbone and Resource
Manager Layer) contem três componentes principais:
• Componente middleware de comunicação (Communication Middleware Component) mo-
dela o uso de qualquer modelo middleware de interação que possa existir.
• Componente de gestão de recursos para QoS (The QoS Resource Manager Component) é
responsável pelas funções apropriadas dos recursos disponíveis e monitorização do sistema do
consumo de recursos das diferentes implementações de serviços ativas no sistema.
• Pilha de protocolo personalizado (The Custom Protocol Stack) providencia serviços em
tempo real para compatibilidade com versões anteriores e para suporte de aplicações com um
nível superior de requisitos em tempo real.
3.1.2.2 Fluxo de execução
Segundo [4] os passos necessários à implementação e execução de aplicações iLAND são
descritos como:
1. Declaração de dados; a implementação e aplicações do serviço são caracterizadas e adicio-
nadas ao repositório iLAND. Este passo pode ser feito através de uma ferramenta de configuração
que lê o ficheiro de configuração contendo a informação necessária ou através de uma interface
gráfica que permite aos utilizadores interagir com o middleware.
2. Armazenamento de dados; o middleware processa os dados declarados e armazena-os.
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Figura 3.5: Diagrama de execução da lógica de composição [4]
3. Disparo de reconfiguração; o utilizador define o processo de reconfiguração.
4. Reconfiguração; o processo de reconfiguração é disparado pelo pedido de início de uma
aplicação através da atualização de uma aplicação a decorrer ou através de um disparo interno
gerado pelo monitor de recursos. Este processo é separado em diversos passos, sendo os principais
o teste de admissão, a constituição e os mecanismos de alteração de modo.
5. Teste de admissão; para verificar se as possíveis soluções são praticáveis é feito um teste de
admissão que verifica se existem recursos suficientes para executar a implementação de serviços.
6. Constituição; o algoritmo de composição seleciona uma solução no gráfico de agendamento
que preenche os critérios estabelecidos pela aplicação. (Ex. Prazo de entrega)
7. Mecanismos de alteração de modo; a política de reconfiguração seleciona o melhor mo-
mento para parar a implementação anterior e iniciar uma nova.
Segundo [4] os passos da execução lógica de composição são descritos como:
1. O utilizador declara serviços de aplicação, interagindo com a componente de gestão de
serviço e com a componente de gestão de aplicação.
2. O utilizador decide executar uma determinada aplicação com um critério de QoS, intera-
gindo com a componente de gestão de controlo.
3. Uma vez que o utilizador tenha requisitado a execução de uma nova aplicação, atualização
de uma aplicação que esteja a decorrer ou até o monitor de recurso tenha detetado uma situação que
necessite de adaptação dinâmica, a componente de gestão de controlo é encarregue de recuperar a
informação relacionada com a aplicação.
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Figura 3.6: Diagrama de execução iLAND. (Distribuição de nível 0) [4]
4. A análise de agendamento é feita com o objetivo de determinar quais as soluções passiveis
de ser agendadas no sistema atual. Esta funcionalidade é garantida pelo gestor de recursos de QoS
devendo o gestor de controlo interagir com este.
5. A componente de gestão de controlo envia o agendamento para a componente de composi-
ção lógica com a finalidade de obter uma solução válida esperando por esta componente para fazer
o trabalho de composição.
6. Quando a componente de gestão de controlo tiver uma solução o passo final é a execução,
invocando as implementações específicas do serviço em cada nó da rede.
7. Após a implementação, a componente de gestão de controlo tem de notificar a componente
de gestão de recursos de QoS que monitoriza as aplicações que estão a decorrer e a informação
necessária para monitorizar os nós.
3.1.3 Implementação do middleware iLAND
Em [4] é descrita uma implementação inicial que foi desenvolvida na qual todas as funcio-
nalidades são executadas através de um nodo central. Desta forma apenas a implementação de
serviços é distribuída e, portanto, gestão de serviços e início de aplicações são feitas a partir do
nodo central.
Esta primeira aproximação foi definida como distribuição 0, sendo os seus passos descritos de
seguida:
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Figura 3.7: Diagrama de execução iLAND. (Distribuição de nível 2) [4]
1. O administrador do iLAND acede ao middleware através do nodo central para declarar
serviços e disparar o processo de reconfiguração para executar a aplicação.
2. O processo de reconfiguração acede aos dados da aplicação, serviço e serviço de aplicação
e executa o trabalho de composição para obter um gráfico de execução.
3. O middleware iLAND inicia as implementações do serviço do mapa de execução presentes
nos nodos distribuídos da rede.
4. Service Implementation 1 executa a sua funcionalidade e envia os dados para a próxima
implementação de serviço.
5. Service Implementation 2 executa a sua funcionalidade e envia os dados para a próxima
implementação de serviço.
6. Service Implementation 3 executa a sua funcionalidade. Esta é a ultima implementação de
serviço a executar.
Depois desta aproximação, foi desenvolvida uma segunda com a capacidade de executar as
funcionalidades do middleware através dos diferentes nodos da rede. Neste caso, a lógica re-
side num nodo central, contudo cada nodo pode fazer um pedido ao nodo central para executar a
funcionalidade desejada. Esta segunda aproximação é chamada distribuição de nível 2.
O fluxo de funcionamento é semelhante à distribuição de nível 0 com a diferença de que o uti-
lizador acede remotamente ao middleware iLAND para declarar os serviços assim como disparar
processos de reconfiguração para executar uma aplicação.
Capítulo 4
Implementação
4.1 Arquitetura do sistema
A arquitetura do sistema com protocolo de comunicações FTT-SE é constituída por 2 grandes
grupos como pode ser visto na figura 4.1. O master FTT-SE que faz a gestão das comunicações
e os blocos associados ao middleware iLAND, sendo estes o coordenador e os nodos produto-
res/consumidores.
4.1.1 FTT-SE
FTT-SE é um protocolo de comunicação em tempo real assente no paradigma Master/Multi-
Slave. Neste protocolo existem dois tipos de nodos, o nodo master e os nodos slave, sendo o
primeiro responsável pela coordenação da transmissão dos segundos.
O nodo master envia uma mensagem chamada Trigger Message (TM) que ativa as comunica-
ções. Estas comunicações são organizadas em slots de tempo fixo, elementary cycle (EC).
O FTT-SE reserva uma parte do EC para tráfego em tempo real conseguindo assim assegurar
o isolamento temporal entre classes de tráfego, garantindo o isolamento temporal entre estas.
O protocolo permite também definir políticas de agendamento de tráfego de acordo com a
necessidade e ainda fazer alterações nos requisitos de comunicação facilitando assim a gestão da
largura de banda online fornecendo um mecanismo de gestão de QoS.[12]
4.1.2 Nodos iLAND
Cada serviço pode ter um ou mais produtores ou consumidores. Ambos podem conter aqui-
sição, processamento, etc. O nodo coordenador é o nodo responsável por coordenar os serviços
registados no iLAND. O coordenador garante que o(s) consumidor(es) de determinado serviço
recebe(m) a mensagem com maior qualidade enviada pelo(s) produtor(es) desse serviço.
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Figura 4.1: Arquitetura do sistema com protocolo FTT-SE
4.2 Desenvolvimento de aplicações genéricas iLAND
Após análise do código das aplicações previamente desenvolvidas [13] com base no mid-
dleware iLAND foi possível chegar a uma metodologia de implementação. De acordo com esta
metodologia uma aplicação iLAND genérica deverá incluir a sequência de operações descrita de
seguida.
4.2.1 Coordenador iLAND-Coord.c
No ficheiro iLAND-Coord.c deve ser seguida a sequência:
- Criar uma aplicação orientada ao serviço (SOA – Service oriented application).
- Inicializar o nodo como coordenador do sistema:
iLAND_Coord_Init( /* ifface */ );
- Definir o grafo da SOA
- Registar a SOA:
iLAND_Coord_SOA_register( /*soa_array*/, /*number of services in graph*/ );
- Ativar o grafo da SOA:
iLAND_Coord_SOA_start( /*soa_name*/ );
/* APLICAÇÃO A DECORRER */
- Retirar o registo da SOA:
iLAND_Coord_SOA_deregister( /*soa_name*/ );
- Fechar o coordenador:
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Figura 4.2: Vista geral de um sistema com protocolo de comunicações FTT-SE. [5]
iLAND_Coord_Close( );
Os valores passados às funções são os correspondentes aos comentários.
4.2.2 Nodos iLAND-Agent-Producer.c e iLAND-Agent-Consumer.c
No ficheiro iLAND-Agent-Producer.c e iLAND-Agent consumer.c deve ser seguida a sequên-
cia:
- Inicializar agente iLAND:
iLAND_Agent_Init( /*ifface*/, /*nodeID*/ );




/*SI consumed CPU time (us)*/,
/*SI network message size (Bytes) NOTE!!: MUST BE >= 100*/,
/*SI period (us)*/,
/*SI global QoS*/);
- Criar uma thread de ticking se necessário. Esta thread envia a ordem para correr o serviço:
iLAND_Agent_Service_Tick( /*service id*/, /*local_sid*/ );
/* APLICAÇÃO A DECORRER */
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- Cancelar as threads criadas
- Retirar os registos das implementações dos serviços:
iLAND_Agent_Service_Deregistration( /*service_id*/, /*local_sid*/ );
- Fechar o agente iLAND
iLAND_Agent_Close( );
Os valores passados às funções são os correspondentes aos comentários.
4.3 Aplicações iLAND desenvolidas
Para verificarmos os benefícios do middleware iLAND, em particular no âmbito dos sistemas
de ambientes inteligentes baseados em vídeo, desenvolvemos 3 principais aplicações, nomeada-
mente:
- Cam track, que permite selecionar automaticamente uma câmara entre um conjunto para
visualização num display, usando um parâmetro da imagem;
- Cam rotate, que permite mostrar sucessivamente um conjunto de câmaras num display, uma
de cada vez, baseada em tempo;
- Follow me, que permite selecionar o display, entre um conjunto, onde irá ser visualizada uma
certa câmara.
4.3.1 Cam track
Existem vários cenários onde é necessário gerir várias câmaras para serem visualizadas num
ou mais monitores. São exemplos disso alguns sistemas de vídeo-vigilância ou a régie de um
evento televisivo onde grande parte das escolhas é feita através da análise de movimento visível
através das câmaras pois este movimento é normalmente associado ao nível de interesse.
O iLAND pode ser usado para poupar e gerir os recursos disponíveis no sistema, um exemplo
disso é a aplicação de tracking criada nesta dissertação.
Um sistema com apenas um serviço, constituído por vários nodos produtores (câmaras) e um
só nodo consumidor (monitor) tira proveito das funcionalidades do middleware iLAND para fazer
mostrar no monitor a câmara que possui maior movimento.
Cada produtor é iniciado com o mesmo serviço e o mesmo valor de QoS sendo a sua aplicação
principal capturar e enviar frames de uma câmara, figura 4.3. Após a captura das imagens da
câmara é criada a mensagem a enviar. Esta possui informação como altura, largura, tamanho
de informação e a informação de cada frame enviado. O consumidor apenas está encarregue de
receber a mensagem enviada pelos produtores e retirar as informações nela contidas conseguindo
assim reconstruir os frames capturados.
O produtor possui uma thread para gestão do valor de QoS. A atualização deste valor é feita
através da diferença de 2 frames consecutivos como se pode ver na figura 4.4. Usando as funções
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Figura 4.3: Diagrama de execução da aplicação Cam Track.
da biblioteca openCV ofusca a imagem obtida através da diferença e aplica um threshold para
assim evitar movimentos indesejados. A imagem é convertida para preto e branco e após essa
passagem é possível obter o número de pixeis não pretos, esse valor é o valor correspondente ao
número de pixeis alterados entre frames.
Existem 10 níveis possíveis de QoS estando a distribuição feita através da divisão do valor total
de pixeis da imagem pelo número de níveis. A distribuição da gestão de QoS pode ser calibrada
de acordo com a zona envolvente e o local em que os nodos se situam.
Com a variação em tempo real dos valores de QoS dos nodos produtores o iLAND reconfigura-
se de forma dinâmica fazendo chegar ao nodo consumidor a informação produzida no nodo com
maior movimento, ou seja, com maior valor de QoS como pode ser visto na figura 4.6.
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4.3.2 Cam rotate
A aplicação Cam rotate consiste em mostrar no nodo consumidor o que está a ser produzido
em cada um dos nodos produtores. Cada produtor está associado a um serviço e o consumidor
está associado a todos os serviços, existindo tantos serviços como nodos produtores.
Todos os serviços possuem o mesmo valor de QoS que permanece inalterado sendo apenas o
nodo consumidor o responsável pela gestão de informação. O nodo consumidor (monitor) recebe
informação de todos os nodos produtores (câmaras) mostrando cada um deles durante um período
de tempo. As mensagens são construídas da mesma forma da aplicação cam track contendo o
mesmo tipo de informação. Durante a execução da aplicação uma thread é responsável por testar
a receção dessa informação. A câmara seguinte só é exibida quando acabar o tempo da primeira
ou quando o consumidor deixar de receber frames desta. No caso da aplicação desenvolvida o
espaço de tempo reservado para cada câmara é de 4s como pode ser visto na figura 4.7.
Um outro possível cenário utilizando a mesma metodologia poderia ser um conjunto de má-
quinas que estão a produzir determinadas peças, cada máquina seria um nodo produtor que envia
para a rede o número de peças que já produziu podendo ou não incluir mais informação como refe-
rência da peça, hora de início, hora estimada de conclusão entre outros dados. O nodo consumidor
pode adquirir a informação proveniente de cada máquina mantendo um funcionário atualizado de
qual a situação da produção.
4.3.3 Follow me
Na aplicação Follow me um só produtor e vários consumidores estão associados a um serviço.
Um nodo produtor envia dados para a rede que são depois visualizados no consumidor selecionado
num conjunto de vários consumidores. O funcionamento desta aplicação pode ser visto na figura
4.8, a gestão do valor de QoS é agora feita do lado dos consumidores sendo igualmente o iLAND
o responsável por interligar o produtor e consumidor com maior valor de QoS.
No exemplo concreto desta aplicação uma câmara produtora está a captar imagem e a envia-la
para a rede. Cada nodo produtor (display) é iniciado com o mesmo valor de QoS. Os nodos con-
sumidores possuem uma câmara associada que deteta movimento na sua vizinhança atualizando o
valor de QoS para esse nodo com o mesmo gestor que é usado na aplicação cam track e descrito
na figura 4.4. Os consumidores quando não estão selecionados exibem uma imagem de stand-
by sendo que o consumidor que captar maior movimento é o escolhido para exibir a informação
enviada pelo produtor, figura 4.5.
Efetuaram-se várias análises onde numa primeira fase foram considerados sensores de mo-
vimento para aquisição de dados, opção que foi descartada devido à necessidade de aquisição
de material. Numa segunda fase considerou-se que uma câmara colocada num ponto estratégico
poderia obter o local de movimento separando a imagem por zonas e atribuindo o valor de QoS
consoante a proximidade aos nodos consumidores. No entanto, numa terceira fase foi decidido
que a melhor opção seria utilizar várias câmaras para deteção de movimento, uma associada a
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cada nodo consumidor pois a generalidade dos laptops e tablets vêm já equipados com câmaras
built-in.
Uma casa inteligente pode usufruir desta aplicação para fazer exibir um canal escolhido pre-
viamente num ecrã mais próximo do utilizador. Este tem liberdade de mudar de divisão fazendo
disparar a reconfiguração do sistema que põe o ecrã previamente escolhido em stand-by e ativa o
ecrã disponível na nova divisão.
Num outro possível cenário o iLAND pode ser usado num hospital, fazendo uso de uma apli-
cação do tipo Follow me para reconfigurar os equipamentos presentes na sala em que o utente se
situa.
4.3.4 Cam recorder
Com o objetivo de obter uma melhor análise de perda de frames assim como proceder à gra-
vação dos frames recebidos foi criada uma nova aplicação com o nome de cam recorder. Esta
aplicação tem por base a follow me com a particularidade dos frames serem numerados e enviados
com essa informação.
Quando os consumidores recebem os frames procedem à gravação destes com o nome igual
ao número do frame sendo esse número também registado num ficheiro do tipo CSV (comma
separated values). Cada consumidor tem uma pasta específica para gravação e há ainda uma
pasta para a gravação de todos os frames recebidos pelos consumidores sendo assim mais fácil
identificar as perdas.
O mesmo tipo de gestão pode ser usado para alternar entre gravadores num sistema de vídeo-
vigilância. A métrica a analisar pode ser a taxa de memória ocupada fazendo disparar uma re-
configuração quando alcança um valor previamente escolhido. Com a utilização do middleware
iLAND a alteração do gravador pode ser despoletada por uma variação no valor de QoS.
4.3.5 Complexidade das aplicações
A aparente simplicidade do funcionamento das aplicações só é possível graças ao middleware
iLAND. Sem este middleware as aplicações teriam de incluir a gestão direta das reconfigurações
o que implicaria substancialmente mais código e maior complexidade. É possível ter uma ideia
da simplificação do código através do número de linhas de cada aplicação que pode ser visto na
tabela 4.1. O middleware iLAND permite uma enorme simplificação do código das aplicações
reconfiguráveis.
Tabela 4.1: Número de linhas de código das aplicações desenvolvidas.
Aplicação Produtor Consumidor Coordenador
Cam track 262 92 50
Cam rotate 197 156 62
Follow me 157 270 50
Cam recorder 157 316 50
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Figura 4.4: Diagrama de execução do ajuste de QoS. Presente nas aplicações cam track e follow
me.
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Figura 4.6: Exemplo de execução da aplicação Cam track.
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Figura 4.7: Diagrama de execução da aplicação Cam rotate.
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Os pontos críticos das aplicações desenvolvidas estão diretamente ligados à qualidade de ser-
viço e às reconfigurações dinâmicas, podendo estas ser disparadas pela entrada/saída de um nodo
na rede ou pelo ajuste do valor de QoS. Um outro valor importante para ser medido é o valor
round-trip que consiste no tempo que um determinado nodo demora a enviar uma mensagem para
outro, este responder e o nodo inicial receber a resposta. Esta medida de round-trip delay é uma
propriedade importante do canal de comunicação estabelecido dinamicamente pelo middleware
iLAND.
5.1 Atualização de QoS na aplicação cam track e follow me
Para testar o funcionamento do ajuste automático do valor de QoS foram feitos vários testes
com diferentes câmaras e fundos com base na aplicação cam track e Follow me. Um dos testes
efetuado pode ser visto na figura 5.1 em que é visível do lado esquerdo a diferença entre frames
consecutivos já a preto e branco e com threshold aplicado onde estão 29492 pixeis não pretos
tendo sido atribuído o valor de 5 para a QoS.
Na figura 5.2 podem ser vistos 3 produtores da aplicação Cam track e um consumidor (canto
inferior direito). É visível através no número de pixeis não pretos que o produtor do canto superior
esquerdo é o que deteta mais movimento aplicando o maior valor de QoS o que faz com que este
seja selecionado para ser exibido no nodo consumidor.
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Figura 5.1: À esquerda observa-se a diferença de dois frames consecutivos para captura de movi-
mento. À direita observa-se o consumidor da aplicação Cam track.
Figura 5.2: Aplicação Cam track com três produtores e um consumidor.
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Tal como referido anteriormente os valores dos pixeis para atribuição do valor de QoS são
ajustáveis de acordo com o local onde são montadas as câmaras. Nos testes realizados no labo-
ratório os valores que produziram melhores resultados seguiram uma distribuição aproximada de
uma reta que pode ser observada na figura 5.3.
Figura 5.3: QoS em função do número de pixeis alterados.
5.2 Reconfiguração dinâmica
Para a realização dos testes fez-se uso das propriedades da aplicação cam recorder. Foram
escolhidos 3 valores para o ciclo elementar e 3 valores para a captura de frames das câmaras
obtendo-se assim 9 casos de testes. Após a análise de cerca de 100000 frames e 90 reconfigurações
(30 para cada valor de EC) foram criados histogramas com os valores medidos que podem ser
observados nas figuras 5.4 a 5.12 cujos valores médios podem ser visualizados na tabela 5.1.
Tabela 5.1: Valores médios de frames perdidos em reconfigurações dinâmicas.
EC 10fps 15fps 30fps
10ms 0.9 1.3 1.4
20ms 1.2 1.5 1.8
30ms 2.8 4 4.3
Verificou-se que nos piores cenários foram perdidos 5 frames o que em 30fps representa cerca
de 167ms que pode ser considerado irrelevante para muitas aplicações práticas, e.g. de vídeo-
vigilância. É possível observar através da figura 5.13 uma ligação entre o tamanho do ciclo ele-
mentar e o numero de frames perdidos. Nesta figura é apresentada a linha de tendência assim
como o valor médio de frames perdidos para cada valor de EC obtidos ao longo das 30 medições.
É possível identificar que quanto maior o ciclo elementar mais tempo demora a reconfiguração,
logo maior é o intervalo de tempo em que existem frames que não são recebidos pelos nodos
consumidores.
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Figura 5.4: Frames perdidos em recon-
figuração dinâmica com EC de 10ms e
10fps.
Figura 5.5: Frames perdidos em recon-
figuração dinâmica com EC de 10ms e
15fps.
Figura 5.6: Frames perdidos em recon-
figuração dinâmica com EC de 10ms e
30fps.
Figura 5.7: Frames perdidos em recon-
figuração dinâmica com EC de 20ms e
10fps.
Figura 5.8: Frames perdidos em recon-
figuração dinâmica com EC de 20ms e
15fps.
Figura 5.9: Frames perdidos em recon-
figuração dinâmica com EC de 20ms e
30fps.
5.2 Reconfiguração dinâmica 35
Figura 5.10: Frames perdidos em
reconfiguração dinâmica com EC de
30ms e 10fps.
Figura 5.11: Frames perdidos em
reconfiguração dinâmica com EC de
30ms e 15fps.
Figura 5.12: Frames perdidos em reconfiguração dinâmica com EC de 30ms e 30fps.
Figura 5.13: Frames perdidos em função do número de reconfigurações.
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5.3 Round-trip delay
Para as medições de tempo round-trip foi criada uma aplicação denominada de call back.
Esta tem dois serviços iguais a correr em simultâneo sendo o nodo 1 produtor do serviço 1 e
consumidor do serviço 2. O nodo 2 complementa o sistema sendo consumidor no serviço 1 e
produtor no serviço 2.
O nodo 1 envia uma string com um identificador numérico para o nodo 2 registando o mo-
mento de transmissão, quando o segundo nodo recebe a mensagem responde com uma string
igual para o primeiro nodo. O primeiro nodo faz a diferença de tempo entre envio e receção para
250 casos, faz a média das medições e mostra ao utilizador os tempos mínimo, médio e máximo
obtidos como pode ser visto na figura 5.14).
As comunicações do FTT usam serviços assíncronos fazendo com que as comunicações sigam
logo que possível. Assim no melhor caso o pedido de comunicação é feito mesmo antes do inicio
do EC originando um envio “imediato”. O pedido de comunicação é escalonado no EC seguinte e
transmitido 2 ECs depois. Considerando que a resposta no nodo 2 é gerada no mesmo EC em que
a mensagem é recebida, ela será escalonada no EC seguinte e transmitida no início do próximo,
resultando num melhor caso de 3 ECs mais o turn-around do protocolo FTT-SE (intervalo entre a
receção da mensagem do master e o envio das mensagens escalonadas.
No cálculo do pior caso considera-se que o pedido de comunicações vem imediatamente no
inicio de um EC, tendo que esperar esse EC para dar inicio ao escalonamento e ao envio. Embora
o nodo 2 não tenha mais carga computacional poderão existir interferências do sistema operativo
considerando-se que no pior caso não consegue responder no mesmo EC em que a mensagem
chega. Deste modo, a resposta será escalonada no EC seguinte e transmitida no próximo. Não
havendo tráfego adicional, a transmissão da resposta também ocorrerá logo após o turnaround do
protocolo FTT-SE, resultando num round-trip de pior caso de 5 ECs mais o turnaround (tipica-
mente menos de 200us). Os valores máximos (BCRT - best case round-trip) e mínimos (WCRT -
worst case round-trip), desprezando o turnaround para cada valor de EC podem ser observados na
tabela 5.2. Para o preenchimento desta tabela foram efetuadas 1250 medições, mais concretamente
250 para cada valor de EC.
Tabela 5.2: Testes round-trip com FTT-SE sem carga na rede.
EC BCRT Min obtido Med obtido Max obtido WCRT
10ms 30ms 39.3ms 49.3ms 49.3ms 50ms
20ms 60ms 79.2ms 79.4ms 79.6ms 100ms
30ms 90ms 119.3ms 148.6ms 148.7ms 150ms
40ms 120ms 129.4ms 159.5ms 159.6ms 200ms
50ms 150ms 229.3ms 238.3ms 238.7ms 250ms
Na tabela também se pode observar que os valores medidos situam-se dentro do esperado.
Notar que estes valores foram obtidos sem carga adicional na rede nem no nodo 2 (servidor de res-
posta automática). Nos testes realizados também foi possível observar que quando se começavam
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a fazer mais exigências ao hardware alguns delays começavam a ser introduzidos e eram visíveis
no valor das medições.
Figura 5.14: Diagrama de execução da aplicação Call back.
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Capítulo 6
Conclusão
O propósito desta dissertação foi criar aplicações para ambientes inteligentes reconfiguráveis
suportados por um middleware. O middleware escolhido foi o iLAND que provou a sua eficácia
através dos vários testes efetuados.
Inicialmente foi necessário descobrir e compreender a metodologia de implementação para o
desenvolvimento de aplicações suportadas pelo middleware escolhido. Após este primeiro passo
foram desenvolvidas 3 principais aplicações baseadas em vídeo. Vários cenários foram idealizados
para o cumprimento dos objetivos propostos com diferentes finalidades e exigências.
As arquiteturas pospostas exploram os cenários através de um ou mais serviços associados a
vários nodos produtores e/ou consumidores. Os resultados obtidos nos testes efetuados mostram
que a algoritmia desenvolvida para o funcionamento das aplicações pode ser aplicada em vários
cenários tirando proveito do iLAND que garante reconfigurações em tempo real.
6.1 Trabalho futuro
O trabalho desenvolvido nesta dissertação pode ser continuado de diversas formas explorando
a adaptabilidade a vários cenários. Um aspeto a considerar seria a interface com o utilizador,
visto a interface criada neste trabalho ser muito simples. Este aspeto seria benéfico no âmbito de
demonstração sendo mais cativante para quem a visualiza e utiliza.
Devido aos recursos disponíveis no laboratório apenas foram usadas câmaras para aquisição de
movimento, esta aquisição pode ser feita através de sensores de movimento assim como sensores
de RFID podendo estes últimos fornecer mais informações à aplicação sobre o utilizador.
Seria também benéfico abordar cenários em ambientes industriais e hospitalares demonstrando
a versatilidade dos ambientes inteligentes com base em middleware iLAND.
Por fim importa referir que existe uma versão do gestor de rede que usa Linux-TC em vez
de FTT-SE. Contudo, a instalação dessa versão não correu bem, com erros que não foi possível
resolver durante a dissertação. Assim, seria interessante resolver esses erros e efetuar uma com-







Criar switch virtual com 5 portas através de:
sudo vde_switch -tap tap0 -tap tap1 -tap tap2 -tap tap3 -tap tap4 -tap tap5
A.2 Bibliotecas
1 - Compilar bibliotecas com make libs.
2 - Se algum erro ocorrer compilar cada biblioteca em separado (QoSRM, LINUX-TC, ...) e
tentar novamente o primeiro passo.
3 - Compilar a aplicação com make.
A.3 Tutorial
A.3.1 FTT-SE
1 - Iniciar o master com:
sudo ./bin/ftt_master <ifface> <EC>
Em que <ifface> e <EC> são respetivamente a porta ethernet utilizada e o tamanho do ciclo
elementar em milissegundos.
2 - Iniciar o coordenador com
sudo ./bin/iLAND-Coord <ifface>
3 - Iniciar os produtores com:
sudo ./bin/iLAND-Agent-Producer <ifface> X
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Em que X corresponde ao identificador do produtor e pode ser 1 ou 2.
4 - Iniciar o consumidor com:
sudo ./bin/iLAND-Agent-Consumer <ifface> 3
A.4 Cam track e Cam rotate
A.4.1 FTT-SE
1 - Iniciar o master com:
sudo ./bin/ftt_master <ifface> <EC>
Em que <ifface> e <EC> são respetivamente a porta ethernet utilizada e o tamanho do ciclo
elementar em milissegundos.
2 - Iniciar o coordenador com
sudo ./bin/iLAND-Coord <ifface>
3 - Iniciar os produtores com:
sudo ./bin/iLAND-Agent-Producer <ifface> X video C
Em que C corresponde ao identificador da câmara escolhida e X corresponde ao identificador
do produtor podendo ser 1, 2 ou 3.
4 - Iniciar o consumidor com:
sudo ./bin/iLAND-Agent-Consumer <ifface> 4
A.5 Follow me e Cam recorder
A.5.1 FTT-SE
1 - Iniciar o master com:
sudo ./bin/ftt_master <ifface> <EC>
Em que <ifface> e <EC> são respetivamente a porta ethernet utilizada e o tamanho do ciclo
elementar em milissegundos.
2 - Iniciar o coordenador com
sudo ./bin/iLAND-Coord <ifface>
3 - Iniciar o produtor com:
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sudo ./bin/iLAND-Agent-Producer <ifface> 1 video C
Em que C corresponde ao identificador da câmara escolhida.
4 - Iniciar os consumidores com:
sudo ./bin/iLAND-Agent-Consumer <ifface> X video C
Em que X corresponde ao identificador do produtor e pode ser 2, 3 ou 4.
A.6 Round-trip
A.6.1 FTT-SE
1 - Iniciar o master com:
sudo ./bin/ftt_master <ifface> <EC>
Em que <ifface> e <EC> são respetivamente a porta ethernet utilizada e o tamanho do ciclo
elementar em milissegundos.
2 - Iniciar o coordenador com
sudo ./bin/iLAND-Coord <ifface>
3 - Iniciar o produtor com:
sudo ./bin/iLAND-Agent-Producer <ifface> 1
4 - Iniciar o consumidore com:
sudo ./bin/iLAND-Agent-Consumer <ifface> 3
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