1 -In this paper we propose a novel strategy for converging dynamic policies generated by adaptive agents, which receive and accumulate rewards for their actions. The goal of the proposed strategy is to speed up the convergence of such agents to a good policy in dynamic environments. Since it is difficult to have the good value for a state due to the continuous changing in the environment, previous policies are kept in memory for reuse in future policies, avoiding delays or unexpected speedups in the agent's learning. Experimental results on dynamic environments with different policies have shown that the proposed strategy is able to speed up the convergence of the agent while achieving good action policies.
I. INTRODUCTION AND MOTIVATION
ARKOV decision processes (MDP) is a popular framework for sequential decision making for single agents when their actions have a stochastic effect on the state of the environment. Agents deployed in an environment often need to learn how to execute sequential actions. A way is to use Reinforcement Leaning (RL) algorithms.
In a MDP, RL algorithms attempt to compute a policy that maximizes the expected long-term reward while interacting with an environment [17] . An action policy is a function mapping states to actions by estimating a probability that a state s' can be reached after taking action a in state s. RL algorithms are often used to explore a very large space of policies into an unknown environment through experience from trial and error. It has been proved that RL algorithms, such as the Q-Learning algorithm, converge to optimal policies when a large number of trials are carried out into a stationary environment [18] . In literature it is possible to find several works that use RL and describe different applications where learning agents are employed [7] [8] [10] [11] [12] . However, it is well-known that the convergence of RL algo- rithms can be too slow for many real-world problems [18] .
Different exploration techniques can be used to avoid infinite visits to the state-action space. Since RL algorithms update learning values, the states with the highest accumulated rewards can be selected with higher probability than other states. Such a strategy is known as greedy search. Thus, when greedy probability is one, only the best action (with the highest accumulated reward) is chosen limiting the space of possibilities. On the other hand the ε-greedy policy exploration selects an action at random with probability ε and the best action with probability 1 -ε.
Another important issue for RL algorithms is the convergence in dynamic environments because the functions governing the state transitions or reward generation change. In this case, greedy exploration fails to converge because after a change, the accumulated rewards no longer represent a valid policy and the current probability values impose restrictions to the exploration of other state-action pair. Several works deal with convergence of agents in dynamic environments [9] [13] [20] [21] . However, most of them end up running into convergence problems for not having an adequate strategy to deal with changes in the environment.
An interesting way to achieve convergence is to keep into the memory previous policies and reusing them in future policies, in an attempt to improve or adapt the current policy after changes in the environment. For such an aim we have developed a novel strategy for RL algorithms which estimates current policies using Previous Rewards (PR) [16] . The proposed strategy, named PR-Based Adaptive Policy (PR-BAP), stores values of previous rewards taking into account the state-action space and its action policy. The PR-BAP updates the Q current policy with rewards of learned policies, searching into the memory for good rewards, while not requiring long exploration periods. In this paper we extend such concepts for dynamic policies evaluating the technique into different traffic scenarios. This paper is organized as follows. Section 2 reviews the Q-Learning algorithm and related work. It also introduces the idea of learning based on previous rewards. Section 3 presents the PR-BAP strategy. The simulation environment is introduced in Section 4 and the experimental results with the proposed heuristic are presented in Section 5. Finally, some conclusions are stated in the last section.
II. RL AND DYNAMIC ENVIRONMENTS
Many real-life problems such as games, robotics [15] , traffic lights control [1] or air traffic [5] , are inserted into dynamic environments. Agents that interact in this kind of environments need strategies to help them, e.g., for reaching the goal, solving problems or improving their performance. However, due to the diversity of domains, it is difficult to find generic strategies that can be used in any kind of dynamic environment. In this work we focus on environments that change during the agent's deliberation, which implies that learning values or rewards are no longer useful to make a correct sequence of actions.
Before discussing related work, we introduce briefly the MDP used to describe our environment. A MDP is a tuple (S, A, ∂ a s,s' , R a s,s' , γ) where s ∈ S is a state that can be decomposed into a sequence of state variables <x1,x2,…,x v >. An episode is a sequence of actions a ∈ A that leads the agent from a state s initial to a state s goal . ∂ a s,s' is a function that indicates the probability that the agent arrives in state s' when an action a is applied in state s. Similarly, R a s,s' is a reward received whenever the transition ∂ a s,s' occurs. γ ∈ [0, 1] is a discount rate parameter.
A RL agent must learn a policy π : S → A that maximizes its expected cumulative reward [19] , where π(s,a) is the probability of selecting action a from state s. The optimal policy, must satisfy the Bellman's [18] equation for each state s ∈ S (Equation 1).
where γ weights the value of future rewards and Q(s, a) is the expected cumulative reward given the execution of action a in state s.
In order to reach an optimal policy, a RL algorithm must iteratively explore the space S × A updating the cumulative rewards and storing such values into a table Q. The QLearning algorithm proposed by Watkins [3] is proved to converge to an optimal policy applying the following update rule (Equation 2) after a time step t, where α ∈ [0, 1] is the learning rate.
In dynamic environments, such a traffic situation, is desirable to use strategies like ε-greedy where the agent selects an action with the greatest Q value with probability 1 -ε. In some experiments with the Q-Learning algorithm we have observed that the agent is not able to converge in dynamic environments during the training (see Section 4) .
To overcome this problem we have used an important property of the Q-Learning algorithm where the actions can be chosen using an exploration strategy. A very common strategy is the random exploration, where an action is randomly chosen with probability ε and the state transition is given by:
where q is a random value with uniform probability in [0,1] and ε (0 ≤ ε ≤ 1) is a parameter that defines the exploration trade-off; the greater the value of ε, the smaller is the probability of a random choice, and a random is a random action selected among the possible actions in state s.
In literature one can find works that describe different forms of learning with previous policies. Recently, Taylor et al. [14] have shown that RL algorithms can learn new tasks from limited experience and agents may be able to learn online with reliability in real world using a transfer learning technique. Such an approach is based on the reuse of knowledge gathered in previous tasks to learn a novel task better or faster. The Modeling Approximate State Transitions by Exploiting Regression method (MASTER) applies a neural network function approximation algorithm to estimate the behavior of learning examples extracted from learning episodes (a set of transition leading the agent from a initial to a final state). The mappings determined by MASTER can be leveraged in conjunction with the stored knowledge to speed up learning.
Sherstov and Stone [1] demonstrate the use of knowledge transfer to accelerate learning with large action sets introducing an action transfer. The proposed approach extracts the actions from the optimal solution to the first task and use them in place of the whole action set when learning any subsequent task. When optimal actions make up a small fraction of the domain's action set, action transfer can substantially reduce the number of actions and thus the complexity of the problem.
Currently, many transfer learning methods are deployed only in stationary environments due to difficult of dealing with techniques that make the knowledge exchange of similar tasks. This is the main motivation to propose the PR-BAP which aim is to achieve converging policies in dynamic environments. The PR-BAP is a new approach that updates rewards using dynamic and stationary policies even in different traffic scenarios.
III. PR-BAP: A ALGORITHM FOR CONVERGING DYNAMIC ACTION POLICIES
The convergence of the RL algorithms can only be reached after an exhaustive exploration of the state-action space, which usually leads to a very long convergence process. In addition, RL agents in dynamic environments may have an action policy generated from dynamic environments, which ends up delaying the learning process and generating suboptimal policies. Nevertheless, the speed of convergence of RL algorithms can be accelerated through the usage of adaptive policies, avoiding learning from scratch. To this end, we have developed the PR-BAP algorithm, which is able to estimate a current policy, saving and recovering previous rewards.
The PR-BAP algorithm allows the agent to use previous rewards without the need of long simulation period and knowledge about the domain. To analyze the convergence of the agent with PR-BAP, we assume a generative model governing the optimal policy.
Each state s of an action policy can make up an arrangement (list) with a lot of rewards acquired with the QLearning algorithm. The PR-BAP works as follows: each state s ∈ S has a list of rewards (denoted as MemoryR S ) that represents the values learned by the agent along the learning stage. This MemoryR S belongs to only one state s which will be able to accumulate many reinforcement values until the agent finds a good action policy. The main reason for this is to use the previous rewards that not cause delay at the agent's learning or not even causing an unexpected acceleration making it to converge to a bad policy. The PR-BAP searches into the state space and identifies changes in the current policy, and thus the changed states (i.e., which lead the agent to a mistake) are estimated with the most interesting rewards in the MemoryR S , making the agent to converge to a good action policy. The PR-BAP algorithm chooses the best rewards generated by its actions throughout a time window T. A priori, the PR-BAP could estimate a policy selecting the highest rewards of the MemoryR S , however, high rewards may not be so interesting to a current policy, due to the local changes in the environment. Thus, the PR-BAP searches the rewards kept in the MemoryR S and recovers the ones that lead the agent from a state s (candidate) to a goal-state with an optimal cost. The following definitions are used in the PR-BAP algorithm:
• a set of states S={s 1 ,...,s m } and a set of actions A={a 1 , ...,a n }; x 1 ) , ..., (a T , x T )} used to store the past rewards for a state s, where T is the size of the time window; • #changes is the number of changes in the environment; • bestcost(s): the best cost calculated by a generative model governing the optimal policy;
• a cost function
( cos used to calculate the cost for an episode (path from a current state s to the goal state s goal ) based on the current policy;
• best a (MemoryR S ) is a function that finds the best value of reward for an action a among the past rewards values stored into MemoryR S .
For each action a, the agent generates a reinforcement value that is stored into the MemoryR S based on the Q-table.
When a stopping condition is met (time window T), the states of the Q-table, which represent changes to the current policy, will be estimated with the values of the MemoryR S . This process is repeated until a current policy is estimated with the best values. We show at the line 25 of the Algorithm 1 that the best rewards of MemoryR S are calculated to a state s. This occurs as follows: the MemoryR S has a list of T rewards. When the environment changes, the PR-BAP will take the value of the changed state. The reward chosen is the one that generates the lowest cost from s to the goal. Figure 1 shows a simplified representation of a 3x3 environment with a policy π. Figure 1a illustrates the original environment while Figure 1b Algorithm PR-BAP (Q-table, T)
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Foreach s ∈ S do 2.
Foreach a ∈ A do 3.
Q-table (s, a)  0; 4. Endfor 5. Endfor 6.
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IV. SIMULATION ENVIRONMENT
The simulation environment is made up by a state space where there is an initial state (s initial ), a goal-state (s goal ) and a set of actions A = {↑ (forward), → (right), ↓ (backward), ← (left)} (Figure 2 ). A state s is a pair (x,y) with positional coordinates on the axis X and Y respectively. In other words, the set of states S represents a discrete city map.
In the environment there is a status function st : S → ST mapping states and traffic situation where ST ={-0.1 (free), -0.2 (low jam), -0.3 (jam or unknown), -0.4 (high jam), -1 (blocked), 1.0 (s goal )}. After each move (transition) from a state s to a state s' the agent knows whether its action is positive or negative through the rewards attributed by the environment.
Thus, the reward for a transition ∂ a s,s' is st(s') and Equation 2 is used as update function. The agent will know if its action is positive when it finds itself in a state with traffic jam and after its action it changed onto a state with a less traffic jam, but if the action led it to a more congested status it then receives a negative reward. We have used ten different randomly generated environments to evaluate the performance of the proposed algorithm, The learning process in each environment has been done twenty times to evaluate the variations in efficiency that may occur mainly due to the agent's actions that are autonomous and stochastic. Therefore, the agent can finish its learning achieving different policies of action. Therefore, the results presented in this section correspond to the average values obtained from twenty runs carried out in ten environments. We believe that this amount of experiments is enough, because by increasing the number of iterations the results begin to repeat.
The efficiency of the Q-Learning algorithm takes into account the number of right hits of a policy in a cycle of steps. A change introduced by the environment, modifies a state status and this may cause partial differences between the current policy and the optimal policy, causing an undesirable temporary policy, generating errors. The changes have been simulated considering real traffic conditions such as: different levels of traffic jams, partial blocking and free traffic for vehicle flowing. We have also considered that unpredictable factors can change the behavior of roadway traffic, such as accidents, route changing or roadway policy, collisions in traffic lights or intersections, etc.
Experiments were carried out in dynamic environments with sizes between 16 (4×4) and 64 (8×8) states since these dimensions appear most often in literature [3] [4] . It is important to stress that even for a small number of states, the number of possible policies is |A|| S |, generating a very large policy space. We have evaluated the agent's behavior in two situations: i) percentage of changes generated by the environment for n learning steps; ii) percentage of changes generated by the environment after the agent finds its best action policy. Such factors show us that it is possible to discover new policies in dynamic events.
For the environments of size 16 (4 × 4) and 25 (5 × 5) states, 10%, 20% and 30% of them have been changed within intervals of 100 steps. We have used this time window because in previous works is was observed that in environments smaller than 25 states the algorithm achieves a good convergence with few steps [7] . In 64-state environments the changes have been inserted every 1.000 steps because environments with this size need a lot of steps until they reach a good intermediary policy in dynamic environments.
The first experiments were carried out with a standard QLearning algorithm and the Q-Learning employing the PR-BAP, hereinafter called Q- PR-BAP . We have used together with the standard Q-Learning algorithm the ε-greedy strategy, which allows the agent to explore the states with smaller rewards. Using this strategy, the agent starts again to explore the states that had changes in their status. Fig. 3 . Performance of the Q-Learning algorithm with ε-greedy. Changes added every 100 steps in 25-state environments. Figure 3 shows the convergence of the Q-Learning algorithm using the ε-greedy strategy in a dynamic environment. We can observe that even with a low change rate in the environment, the agent has troubles to converge using the ε-greedy strategy. This happens because most of the time each state accumulates good or bad rewards in each learning cycle. When such states change status from very congested to free, for example, the agent needs to accumulate values through the exhaustive iteration with the environment in order to find a good action policy.
It is possible to observe that changed states in an action policy may decrease the agent's convergence significantly. In such a way, the reward values that would lead the agent states to positive rewards can make the agent search for states with a negative status value, causing a mistake. Thus, in the next experiments we introduce the Q-PR-BAP algorithm.
A. Performance of the Agent with Q-PR-BAP
The Q-PR-BAP algorithm uses both the values stored from previous policies (see line 25 of the algorithm 1) and values from the current policy. The Q-PR-BAP is able to recover rewards to speed up the agent's convergence as follow: when the change induces the current policy to a mistake, the Q-PR-BAP searches for rewards in the memory (MemoryR S ) which were generated by previous policies. The rewards used will be the ones that lead the agent to the goal with its cost optimized. We have also observed that not all changes generate loss of performance in the current policy, with the possibility of occurrence of an opposite effect, that is, states with bad rewards become good ones for the agent's convergence with the new changes. Thus, the Q-PR-BAP often makes the agent to smooth its learning and quickly converges to a good action policy. Table 1 shows the performance of the Q-Learning algorithms using the ε-greedy strategy (Q ε ) and the Q-PR-BAP that uses different amount of stored rewards. One can observe that the Q-PR-BAP algorithm has the best performance using the last fifty rewards stored in MemoryR S . The convergence was not improved by searching a higher amount of rewards. This occurs because very old rewards are not able to adapt so well in the arrangement set of the current policy. In experiments varying the changes from 10 to 30%, the result has been very similar. Therefore, in Figures 4-6 we show the sensitivity provided by the technique in terms of convergence using the last fifty rewards MemoryR S with the Q-PR-BAP algorithm. Changes added every 100 steps in 16-state environments. Changes added every 100 steps in 25-state environments. When the agent uses the Q-PR-BAP algorithm, it rapidly converges to a good policy because it uses previous reward values while modifying the environment. We can observe that the proposed heuristic tolerates changes generated by the environment, speeding up and improving the convergence of the RL algorithms throughout the learning stage. In addition, our concern with dynamic environments consists in finding alternatives that could decrease the number of steps until the agent gets back to converge using rewards already learned. The heuristic has allowed the agent to find new adequate action policies for the states that had their status changed by modifications into environment.
We have noticed in some situations that even after the environment generates the changes (10%, 20%, 30%), the agent was still able to converge. This happens because some states have bad reward values (very low or very high values) due to a lack of or an excess of visits from the agent to the state. Therefore, upon receiving new changes these states may have some reward values improved.
With the aim of observing the behavior of the agent in other situations, the changes have been introduced into the environment only after the agent finds its near-optimal policy (a policy is optimal when the agent's efficiency is equal the 100%). The goal is to analyze the agent's performance when an optimal or near-optimal policy was discovered and observe the agent's capacity to adapt itself again to environments with other features (see Figure 7) . Enembreck et al. [6] shown that this is a good way to observe the behavior of an adaptive agent. We have analyzed the agent's adaptation with the Q ε -learning and Q-PR-BAP algorithms. In environments from 16 and 25 states, the Q ε -learning algorithm presents a period of divergence (after some changes were generated -30%) between the agent's policy with the Q ε -Learning and the state of the environment (usually a decreasing performance). However, after a reasonable number of steps, one can again observe a convergence to a better policy, like it happens in the beginning of its learning (increasing performance). The decreasing performance takes place because the Q ε -Learning algorithm needs to explore all the state space again, thus needing to visit the states with small rewards to accumulate better values for the future. The ε-greedy strategy helps the agent in the execution of random actions avoiding local policies. For example, a blocked state that changed to low jam, must have negative rewards and would not receive more the agent's visit.
We have also observed in some experiments that the Q ε -Learning algorithm does not present a uniform convergence compared with the Q-PR-BAP algorithm. The Q-PR-BAP uses values from previous rewards, which makes it more robust in situations where the reward values vary inexplicably. Thus, the agent can continue learning with its current policy, showing that the performance of the Q-PR-BAP is better than the performance of the Q ε -Learning as well as it is less sensitive to small changes in the environment.
VI. DISCUSSION AND CONCLUSIONS
This paper has presented a technique for dynamic reinforcement learning which is able to speed up the agent's convergence to a policy discovered in dynamic environments. This is possible thanks to the usage of rewards from previous policies, which are able to estimate a good policy for RL algorithms. The results achieved by the proposed method have shown that RL algorithms that use previous rewards can improve their performance in an environment with different configurations. The experiments have shown that such a technique has a robust behavior in partiallyknown and complex dynamic environments and may help in adequate determination of the best actions carried out by the agent. This happens because the Q-PR-BAP algorithm uses in its policy values from current policies with reward values from policies already learned.
Combining rewards from different polices of action is an alternative to develop new strategies that may help an adaptive agent to search for good policies of action. The experiments carried out with the Q-PR-BAP algorithm have shown that even having a higher computational cost the results are better than the standard Q-Learning algorithm because it estimates values and find solutions that help the Q-Learning algorithm using previous policies.
Even though the results obtained with the proposed dynamic RL approach are quite good, additional experiments are necessary to answer some open questions. For instance, analyzing the technique from a multi-agent point of view, where one could use it to improve the cooperation between the agents. We also plan to analyze the technique in several situations: higher levels of noise in the environment; evaluation of the technique in larger environments and with a higher variation in its parameters. Such hypotheses and directions will be the subject of our future research.
