The inaugural round of merit review for the Patient-Centered Outcomes Research Institute (PCORI) in November 2012 included patients and other stakeholders, as well as scientists. This article examines relationships among scores of the 3 reviewer types, changes in scoring after in-person discussion, and the effect of inclusion of patient and stakeholder reviewers on the review process. In the first phase, 363 scientists scored 480 applications. In the second phase, 59 scientists, 21 patients, and 31 stakeholders provided a "prediscussion" score and a final "postdiscussion" score after an in-person meeting for applications. Bland-Altman plots were used to characterize levels of agreement among and within reviewer types before and after discussion. Before discussion, there was little agreement among average scores given by the 4 lead scientific reviewers and patient and stakeholder reviewers. After discussion, the 4 primary reviewers showed mild convergence in their scores, and the 21-member panel came to a much stronger agreement. Of the 25 awards with the best (and lowest) scores after phase 2, only 13 had ranked in the top 25 after the phase 1 review by scientists. Five percent of the 480 proposals submitted were funded. The authors conclude that patient and stakeholder reviewers brought different perspectives to the review process but that in-person discussion led to closer agreement among reviewer types. It is not yet known whether these conclusions are generalizable to future rounds of peer review. Future work would benefit from additional data collection for evaluation purposes and from long-term evaluation of the effect on the funded research.
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I
n the Patient Protection and Affordable Care Act of 2010, PCORI was authorized "to assist patients, clinicians, purchasers, and policymakers in making informed health decisions through research and evidence synthesis" (1) . Central to PCORI's strategy is the engagement of patients, caregivers, and other health care stakeholders in key aspects of the research enterprise (2) . One critical opportunity for engaging patients and stakeholders is in the research application review process. PCORI posted its first broad funding announcements for comparative effectiveness research on 22 May 2012 (www .pcori.org/funding-opportunities/funding-announcements /closed-opportunities). Awards were for a maximum of $1.5 million in direct costs over 3 years. The first portfolio of projects was awarded on 18 December 2012 (www.pcori .org/pfaawards). Between May and November 2012, PCORI established and conducted a peer-review process that involved scientists; patients; and other stakeholders, such as clinicians, policymakers, and funders.
PCORI is the first major U.S. funding agency to systematically require the inclusion of reviewers who are not scientifically trained in reviewing funding applications. Inclusion of such reviewers in this complex process is rare, and little guidance exists in scientific literature (3). Agencies, such as the National Institutes of Health, Agency for Healthcare Research and Quality, and U.S. Department of Defense, have some experience with including nonscientist reviewers, and some benefits have been suggested (4 -7). However, little evidence from these efforts is available to determine whether selection of research projects is altered when patients and stakeholders are included (8) . Evidence suggests that peer review using only scientists is biased against novelty (9) and may lead to selection of applications that are similar to the interests of the reviewers (10).
It is speculated (but not proven) that participation of nonscientifically trained reviewers or scientists from very different fields may help correct these problems and may also improve the relevance of research to stakeholders who would implement study findings. In the context of healthrelated research, these end users include patients, caregivers, clinicians, and clinical policymakers. In this review, patients could either represent personal patient or caregiver perspectives or represent patients in their professional capacity (foundation or advocacy employees). They were not required to have or represent the condition discussed in a particular application. PCORI recognizes that there may be differences in these perspectives but sees value in both. Although scientists and stakeholders may also bring a patient perspective from their personal lives, reviewers who self-identified as scientific reviewers were categorized as such for the purposes of this review. This article explores the merit-review process of PCORI for its inaugural round of funding and investigates the contributions of scientist, patient, and stakeholder reviewers.
PCORI'S MERIT-REVIEW PROCESS
PCORI set up a 2-phase review process (Figure 1 ) because it received nearly 1300 letters of intent indicating an intention to apply and a 1-phase review to handle this volume of applications did not seem feasible. (PCORI received only 480 complete applications, but planning was based on the number of letters of intent received.) In phase 1, each application was reviewed by 3 scientific reviewers who submitted reviews online. There was no discussion among reviewers for this phase. PCORI had considered inviting patients and stakeholders to review in phase 1 (either alone or in addition to the scientific reviewers). How-ever, there was not sufficient time for recruitment and training and PCORI did not yet have experience in inviting patients and stakeholders to review applications online and without discussion. Therefore, phase 1 was conducted with scientific reviewers alone.
A total of 363 scientific reviewers were selected through an open call on the PCORI Web site between August and September 2012. An automated search ("Reviewer Finder") was also used to identify potential researchers matched for research expertise, and they were contacted by e-mail to gauge their interest. Potential scientific reviewers were evaluated by PCORI staff using criteria, such as training; previous review experience; research experience, including receipt of grants; and professional engagement as measured by membership in key professional societies, publications, and presentations at scientific meetings. The scientists participating in phase 1 were not the same as those in phase 2. Reviewers were required to recuse themselves from reviewing an application in the cases of actual or perceived financial, professional, or personal associations with the applicant or the applicant's institution.
These reviewers were trained on PCORI's meritreview process and the 8 merit-review criteria through a series of Webinars (Appendix Table 1 , available at www .annals.org). These criteria differ substantially from those of most scientific reviews because, in addition to the scientific rigor of the study, they include patient-centeredness, the engagement of patients and stakeholders in the conduct of the research, and the likelihood that the research could alter patient or clinician practices. Scientific reviewers in phase 1 used these review criteria to score applications and also provided an overall score for their assigned proposals. They were further asked to pay particular attention to the scientific rigor of the proposal when writing their overall assessment. Proposals with an average score among the 3 scientific reviewers that ranked in the top one third of all applications in phase 1 moved forward to phase 2 (n ϭ 152).
Applications in phase 2 were first scored by 4 lead reviewers: 2 scientists, 1 patient, and 1 other stakeholder. We refer to these as "prediscussion" scores; the applications were then given a final score by each member of a 21-person panel during a face-to-face meeting (referred to as the "postdiscussion" score). Applications for patient and stakeholder reviewers were solicited in a 2-month openapplication process (411 applications were received). Written statements from applicants were scored by PCORI staff using a 4-point scale to assess the applicant's motivation, relevant experience, and understanding of PCORI's mission. Nearly one half of the selected patient and stakeholder reviewers self-identified as patients, patient advocates, patient family members, or unpaid caregivers (42%) (Appendix Table 2 , available at www.annals.org). Patients and stakeholders were provided with several mandatory trainings by PCORI (Webinars and a 1-day face-to-face meeting).
Overall, 59 scientists and 52 patients and stakeholders participated in phase 2. Each of the 4 lead reviewers was tasked with providing an overall score for their applications before the in-person meeting based on the phase 1 reviews. Lead reviewers had access to the critiques and scores provided by phase 1 reviewers. Because some patient and stakeholder reviewers had little scientific training, they were invited to base their overall score on 3 of the 8 merit criteria: innovation and potential for improvement (criterion 2), patient-centeredness (criterion 4), and patient and stakeholder engagement on the research team (criterion 7). After the initial phase 2 scoring, these reviewers met in person as part of panels composed of 21 reviewers (the 4 from the initial phase plus additional scientist, stakeholder, and patient reviewers identified as described earlier) and led by a chairperson on 18 November 2012. Applications that scored in the top two thirds based on the average of the 4 lead reviewers' scores in phase 2 before the meeting were discussed in the larger 21-person panels (98 applications). At the meeting, verbal input was provided by the lead scientific reviewers, stakeholder reviewer, and patient reviewer. Lead reviewer scores were made available to all reviewers during the discussion. After discussion, each proposal received a final overall score from the 21 scientific, patient, and stakeholder reviewers on the panels, including revised scores from the 4 lead reviewers. All reviewers in both phases were required to complete a conflicts-ofinterest disclosure statement on any financial relationships with health care entities and were required to recuse themselves from reviewing applications or participating in discussions or scoring in the case of actual or perceived financial, professional, or personal associations with an applicant or an applicant's institution.
A total of 98 conflicts were noted on 69 of 480 applications. Scoring from all phases was done on a scale from 1 (exceptional) to 9 (poor), with numerically higher scores indicating weaker proposals. Final scores used in the analyses were multiplied by 10 for simplification purposes and to avoid using decimals. The 25 applications with the best (and lowest) scores, based on average postdiscussion scores of all participating reviewers from phase 2 (up to 21 scores), were approved for funding by PCORI's Board of Governors.
Agreement Among and Within Scientific, Patient, and Stakeholder Reviewer Scores Before and After Discussion
We conducted exploratory analyses of the level of agreement between scientist scores and patient and stakeholder scores before and after the in-person panel discussions. For visual comparison, scatterplots of stakeholderversus-scientist and patient-versus-scientist scores were developed for both prediscussion and postdiscussion scores by application. We present 2 sets of data: those from the relevant 4 lead reviewers only and those resulting from the postdiscussion scores of all 21 reviewers. In addition, scatterplots were also developed to examine changes in prediscussion versus postdiscussion scores by type of reviewer (patient, stakeholder, or scientist).
We further explored the level of agreement between scientist scores and patient and stakeholder scores before and after discussion using Bland-Altman plots. This approach has been proposed to assess the degree of agreement between 2 continuous measures that overcomes some of the limitations of correlation coefficients (11) . The A Bland-Altman plot provides a graphical comparison of the difference between 2 measures (such as scientist and stakeholder scores) on the y-axis against the average of the 2 measures on the x-axis. When the measures are in perfect agreement (that is, no difference), all points lie along a horizontal line at Y ϭ 0. Dotted lines denote a 2-SD range above and below the mean difference, called 95% limits of agreement-limits, within which we would expect 95% of differences in scores to lie (12) . Bland-Altman plots are helpful in assessing the magnitude of differences across a range of mean scores or if the difference between measures is related to its magnitude. Analyses and figures were conducted using the Stata statistical software package (StataCorp, College Station, Texas) (13) . For visual simplicity, the "jitter" function (available in the Stata software package) was used to space points on figures where data lie on top of each other (14) . Loess lines were drawn to highlight possible relationships in both scatterplots and BlandAltman plots. These are weighted linear regression lines, which smooth the data. To examine the degree of change in prediscussion to postdiscussion scores within each reviewer type, we calculated the proportion of applications for which a lead reviewer changed his or her score by at least 10 points and by at least 20 points.
Disposition of Applications
We graphically described the ranks of applications after phase 1 and compared these with rankings of final scores from phase 2 to determine whether different applications were funded on the basis of the 2-phase review compared with what would have been funded with only 1 phase of scientific review. In addition, we reviewed the factors reported by reviewers during the in-panel discussion to better understand changes in scores for the projects that moved in and out of the top-25 rankings between phases 1 and 2. We used summary statements developed by PCORI-contracted Merit Review Officers who attended the review.
REVIEWER FOCUS GROUPS AND SURVEYS
Surveys and focus groups were conducted to obtain feedback from the reviewers on all phases of the peerreview process. Scientific, patient, and stakeholder reviewers completed Web-based surveys after phase 2 (response rate was 39% for scientific reviewers and 42% for patients and stakeholders). Separate focus groups for scientific reviewers and for patient and stakeholder reviewers were also conducted. A random sample of scientific reviewers was invited to participate, and all patient and stakeholder reviewers were invited to participate. In total, 21 scientific reviewers from phase 1 and 6 scientific reviewers and 26 patient and stakeholder reviewers from phase 2 participated.
Themes from the open-ended survey comments and the focus groups were narratively identified by the 2 of the authors.
Approval for this part of the study was obtained from the MaGil Institutional Review Board (Rockville, Maryland).
RESULTS

Agreement Among Scientific, Patient, and Stakeholder Reviewer Scores Before and After Discussion
Before discussion, no meaningful relation emerged among average scores given by stakeholders and scientists or by patients and scientists (Figure 2, A [top panels] ). Among the 4 lead reviewers after discussion, there was mild association among scores in each comparison. In Figure 2  (A, bottom panels) 
comparisons. In all 4 panels, more disagreement at higher (worse) scores in the negative direction indicate that patients and stakeholders tend to score more critically than scientists. This trend is more pronounced for the prediscussion scores and is stronger when comparing scientists with patients than when comparing scientists with stakeholders, although Loess lines may be strongly influenced by a few relatively large differences between scientists and patients or stakeholders among applications scoring poorly (high) on average.
When scores were averaged from among all 21 reviewers after discussion, we saw strong levels of agreement. In Figure 2 (B), scatterplots display a positive association for both scientists versus stakeholders and scientists versus patients. In Figure 3 (B), Bland-Altman plots show a tight clustering of the difference in scores around the Y ϭ 0 line for both comparisons, with relatively narrow 95% limits of agreement (Ϫ14 to 14 for scientists vs. patients and Ϫ11 to 10 for scientists vs. stakeholders). Here, mildly increased disagreement at higher (worse) average scores in a positive direction indicate average scientist scores that are slightly more critical than both patients and stakeholders at this end of the scale.
Agreement Between Prediscussion and Postdiscussion Scores Within Scientific, Patient, and Stakeholder Reviewer Groups
Consistent positive linear relationships between prediscussion and postdiscussion scores are seen in scatterplots for all 3 reviewer types (Figure 4, A) . However, there was greater variability in the changing of scores for patient reviewers than for either stakeholders or scientists (Figure 4,  B) , as reflected in the wider 95% limits of agreement in the Bland-Altman plots (Ϫ21 to 15 for scientists, Ϫ22 to 16 for stakeholders, and Ϫ27 to 20 for patients). Within all 3 reviewer types, we see a slight negative average agreement in the score range of 30 to 50 (Loess line below Y ϭ 0), indicating a small increase (worsening) in scores from before to after discussion. We also see closer agreement at very low (strong) and very high (weak) scores, indicating little movement for the strongest and weakest applications.
Overall, primary reviewers changed their scores from prediscussion to postdiscussion by 10 points in either direction 42% of the time and 20 points 14% of the time (Appendix Table 3 , available at www.annals.org). Among reviewer types, patients were most likely to increase or decrease their scores than were scientists or stakeholders. For 35% of applications, the difference between scientist and stakeholder scores decreased from before to after discussion (24% increased). For 41% of applications, the difference between scientist and patient scores decreased from before to after discussion (23% increased) (data not shown). This further confirms the mild trend toward convergence in scores after discussion.
Disposition of Applications
Five percent (n ϭ 25) of the 480 proposals submitted were funded, representing those applications with the best (lowest) average overall scores after discussion in phase 2. Figure 5 shows that, of the 25 funded awards, only 13 ranked in the top 25 after the phase 1 review by scientists (median score, 23 [range, 10 to 23]), whereas 8 ranked between 26 and 50 (all 8 received a score of 27) and 4 ranked between 51 and 152 (median score, 35 [range, 30 to 37]). The overall median score in phase 1 for all applications was 47, suggesting that the 12 applications that "moved up" into the final top 25 were judged to be relatively strong proposals even by phase 1 reviewers.
Factors cited frequently and prominently in summary statements of applications that had moved either into or out of the top 25 between phases included the strength of patient and stakeholder engagement, relevance to patients of the proposed study outcomes, appropriateness of the study design, and potential effect of the study (defined as whether the question was important and the research would be likely to change clinical practice). This was largely expected because these factors relate closely to major PCORI review criteria.
Reviewer Feedback on the Merit Review
Themes that emerged from the survey and focus groups included scientists' appreciation of the perspectives offered by patients and stakeholders and recognition of a collegial and respectful process. However, challenges were also reported, including scientists' concern about nonscientists' level of technical expertise and some nonscientists being considered less authoritative than scientists. Difficulties in understanding the unique PCORI review criteria (such as patient-centeredness) were also reported. Suggestions for improvement were offered by respondents. Several ideas for breaking down the hierarchy among reviewers were offered, including alternating the order of oral presentation by reviewer types, adding a stakeholder or patient co-chair, and reducing the use of language that implies distinction (such as scientific and nonscientific). Many patient reviewers requested more interaction with scientific reviewers before the in-person review panel (for example, in reviewer training or via e-mail). Many reviewers suggested that PCORI use only 1 phase of review incorporating scientists, patients, and stakeholders.
DISCUSSION
This article adds to a limited amount of literature on the effects of including patients and stakeholders alongside scientists in the peer review of research applications.
Before face-to-face discussions, scores varied significantly among scientists, patients, and stakeholders, indicating potential differences in how these 3 reviewer groups applied PCORI criteria and assessed applications. After discussion, scores among primary reviewers showed some mild convergence, and scores of the panel as a whole showed much greater agreement, suggesting that consensus was built during the face-to-face meeting. Of the 3 types of reviewers, patients tended to change their individual scores before and after discussion slightly more than scientists and stakeholders.
Of the 25 awards funded, only 13 ranked in the top 25 after phase 1 review by scientists alone. Thus, if awards had been restricted to the initial scientific review, a different set of applications would have been funded. Although these changes in rankings could be due to the inclusion of patients and stakeholders reviewers, other factors in phase 2 may have affected the final rankings. The scientific reviewers in phase 2 were not the same as those in phase 1. The phase 2 reviewers met for in-person discussions on the applications, whereas phase 1 reviewers conducted their reviews without meetings. All phase 2 reviewers, including scientists, were encouraged to focus especially on patientcenteredness, quality of plans for engagement of patients and stakeholders, and the likelihood that the project findings could affect practice. Thus, we cannot attribute the changes in rankings solely to the inclusion of patient and stakeholder reviewers. The extent to which inclusion of patient and stakeholder reviewers resulted in the selection of applications that are more patient-centered specifically, as well as the effects of including these reviewers on the methodological rigor of the proposals selected for funding, remains unclear. Further research, including possible experimental studies, to assess the relative merits, difficulties, and outcomes of alternative review processes is needed to fully understand the effect of a multistakeholder meritreview process.
Regardless of whether patient and stakeholder reviewers change rankings, it is certainly not possible yet to ascertain whether the inclusion of their input benefited the funded portfolio. Future metrics for evaluating the review process should include both quantitative and qualitative outcomes and should aim to capture the scientific effect of the funded research and its effect on health, advancement of the translational continuum, improved dissemination, and reproducibility and validity of the research. In response to feedback and insights from reviewers after this inaugural review cycle, PCORI has made changes to the peer-review process. The 2-phase approach has been replaced by a 1-phase review to simplify the process. Patient and stakeholder reviewers will have the opportunity (but will not be required) to review on all criteria instead of selected ones.
Several limitations are important to mention. Our results were based on a relatively small group of patient, Phase 2 data are final rankings only (phase 2A is not shown). *Sixteen applications tied for the 11th best score after phase 1.
stakeholder, and scientific reviewers, which limited our ability to generalize findings to other settings or to future PCORI reviews. Most reviewers bring several perspectives to the process (such as patient, caregiver, and clinician), and this heterogeneity makes it difficult to meaningfully distinguish among "patients" and "other stakeholders." For example, some patient and stakeholder reviewers also affiliated as researchers. More research into reviewer characteristics and how they contribute to the quality of reviews will be useful, including the effect of reviewer conflicts of interests. PCORI also lacked data on final scores for each of the individual review criteria (only overall scores were required from reviewers in phase 2), limiting our ability to fully understand which criteria were most changed in the discussion process. This particular merit-review process was multifaceted, with 2 stages, 2 different groups of scientific reviewers, and different training for scientists and stakeholders, making it more difficult to attribute causality in explaining the changes in scores.
In terms of assessing review processes, PCORI's Methodology Committee has called for new studies, ideally with experimental designs, that assess different methods for engaging patients with diverse views and preferences and funneling their input into the peer-review process (3). A qualitative analysis of recordings of actual panel interactions may also provide further insights into this complex process. Future work would benefit from more metrics for evaluation (including evaluating whether certain criteria are more important to certain reviewers than others, which PCORI will be able to measure in future cycles), from incorporating other perspectives (for example, the panel chair and research applicants), and from long-term evaluation of the effect of funded research. In the absence of long-term outcomes for the consequences of any review choices and for the long-term effect of specific research projects, it is difficult to claim that there is a gold standard that can verify which research proposals are really the best.
PCORI will need to build on both the successes and challenges of incorporating patients and stakeholders in scientific peer review to reach its goal of funding a patientcentered research portfolio. The distinction among patients, stakeholders, and scientists may perpetuate the sense that researchers rank somewhat higher in the hierarchy of reviewers. The future of patient-centered merit review may reside in considering all reviewers as part of a heterogeneous group who bring different expertise and insights to bear on the quality of applications. Future applicants will succeed if they can make a clear case for the importance and value of the research to patients and stakeholders as well as scientists. 
