Organisms must act in the face of sensory, motor, and reward uncertainty stemming from a pandemonium of stochasticity and missing information. In many tasks, organisms can make better decisions if they have at their disposal a representation of the uncertainty associated with task-relevant variables. We formalize this problem using Bayesian decision theory and review recent behavioral and neural evidence that the brain may use knowledge of uncertainty, confidence, and probability.
The information that organisms have available to make decisions is remarkably limited and impoverished. For example, visual signals are degraded in the dark, other individuals' internal states are not directly accessible, and the amount of food available in food sources may vary depending on many unknown factors. Moreover, our nervous system is not perfect. For example, threedimensional visual objects are projected onto two-dimensional sensors, causing ambiguity (Kersten et al. 2004) , and responses to the same sensory event are inherently variable (Faisal et al. 2008) .
Knowing the nature of internal and external stochastic processes will generally help organisms to make better decisions. In sensory processing, to infer the state of the world from variable and ambiguous sensory inputs, the brain would benefit from knowing the probabilistic relationships between stimuli and the sensory responses they evoke. On the motor side, knowing the statistics of one's motor variability can enhance the effectiveness of movements. Knowledge of the variability of rewards and costs could also be highly informative. Higher faculties such as anticipation, planning, decision making, and thinking can all benefit from knowledge about the probabilistic contingencies in the environment and stochasticity within the nervous system.
"Belief " is a term used to describe an agent's knowledge of probabilistic information about variables that describe the state of the world, the state of the body, or a mental state. Mathematically, belief can be viewed as a "subjective probability": The stronger one's belief in a particular proposition, the higher the corresponding subjective probability. For example, when trying to cross a road, you could maintain a belief distribution over the speed of an approaching car. Some beliefs may be hardwired from birth, whereas others could be acquired flexibly through experience or vary from trial to trial as the sensory input varies. For an optimal observer, beliefs are based on the actual probabilistic relationships between variables, but in general they need not be. Uncertainty is typically specified by some measure of the width of the belief distribution. In the road-crossing example, sensory uncertainty could be defined as the standard deviation of the belief distribution over the car speed (e.g., 30 ± 2 km/h): In fog, the uncertainty may be higher (e.g., 30 ± 10 km/h).
The primary alternative to using belief distributions and uncertainty is to use point estimates of variables, e.g., "The car's speed is 30 km/h." However, in most realistic conditions, uncertainty information is relevant for decision making: You might cross the road if a car's speed is 30 ± 2 km/h but not if it is 30 ± 10 km/h. The same holds in higher cognition: When you hear an outrageous statement but are uncertain whether the speaker is joking, you may seek clarification instead of getting angry. In this paper, we review recent studies that have shown that, under suitable conditions, humans and animals behave as if they do make use of belief distributions and uncertainty. We also provide a critical view of what it means to use belief distributions and discuss outstanding questions related to the neural basis of such probabilistic computation. 
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Figure 1
A probabilistic formalization of different classes of decision-making tasks. To simplify notation, we ignore temporal dynamics. Each node contains a random variable, which is described by a probability distribution that is conditioned on the variables from which arrows point. For example, the statistics of the outcome o depend on the action taken, a (we ignore potential other dependencies for simplicity). The brain's goal is to realize an appropriate mapping from neural activity r to motor commands a. This can involve taking into account uncertainty/probabilistic information.
THEORY OF PROBABILISTIC COMPUTATION
Decision-making studies have advanced along three relatively independent tracks: (a) Perceptual decisions are concerned with judgments about a stimulus; (b) sensorimotor decisions incorporate sensorimotor contingencies to specify when, where, and how to make movements; and (c) rewardbased decisions focus on behavioral responses that are based on an assessment of the utility of choice options. Figure 1 shows a schematic that encompasses these different classes of decision making. The so-called forward or generative model characterizes the true probabilistic relationships between different variables. Suppose there is a particular aspect of the world (the world includes one's own body), denoted C, that is of interest, for example, whether just-expired milk is still good. Relevant to C are certain sensory features, denoted s, for example, the odorants of the milk. Each value of C and each value of s have a certain frequency of occurring together in the world, which is represented by a joint probability distribution p (C,s) . Upon interrogating the environment, the sensory feature s evokes a neural population activity, denoted r, for example, the olfactory response to the odorants. Because of the inherent variability in neural responses, the relationship between r and s is stochastic and is best described by a probability distribution p(r|s). Decision making or acting is the process of mapping the neural activity r to a decision or action (motor command), denoted a, for example, to drink or not to drink the milk. In perceptual tasks, a is simply the observer's estimate of the world state C. The action a leads to an outcome o in the external world, for example, the milk being ingested. This mapping may be subject to motor noise and can be formulated by p(o|a). Finally, the state of the world and the outcome may lead to reward or punishment, denoted R, for example, getting sick from drinking bad milk. In general, reward may be stochastic for a given world state C and outcome o; for example, there might be 50% chance of getting sick after drinking bad milk. We can use Figure 1 to define more rigorously different types of belief and uncertainty. Let us first consider an optimal (ideal) observer, for whom beliefs follow directly from the true probability distributions. Sensory or perceptual beliefs are over C and s and are captured by the distribution p(C,s|r); in our examples, these would be distributions over car speed or milk quality. Outcome or motor beliefs are expressed by p(o|a), which represents the agent's knowledge of the nature of the noise that will influence a given motor command. Finally, the belief distribution over reward is p(R|o,C): For example, one option might give you a 50% chance of receiving $20, while the other option yields $8 for sure. In perceptual and sensorimotor tasks, the contingency between outcome and reward is typically deterministic, which reduces p(R|o,C) to a deterministic reward or cost function; for example, when o is an estimate of C and both are continuous, the cost function can be defined as the squared estimation error (o − C) 2 . These three types of belief distributions and their corresponding measure of uncertainty are distinct and may have different neural underpinnings.
The fundamental question we ask is whether and how the brain incorporates belief distributions or uncertainty in the mapping from response r to action a. At one extreme, the brain would not use belief distributions at all, but instead use point estimates of stimuli, even when all the dependencies shown in Figure 1 are stochastic. At the other extreme, the brain acts as an optimal observer that knows everything about the generative model shown in Figure 1 and uses this knowledge in the best possible way. In between lie many possibilities, including cases in which the brain utilizes either belief distributions over a subset of variables or belief distributions that deviate from the true distributions.
Bayesian decision theory specifies how an optimal observer would utilize belief distributions. The agent first computes the probability of receiving reward R when sensory activity is r and the planned action is a. This probability is
The three factors in the integrand correspond to the three belief distributions: reward, outcome, and sensory beliefs, respectively. The optimal observer uses these belief distributions to average over the world state C and outcome o that are not known (such integration is also called marginalization). Optimality is defined as executing actions a that maximize utility under the distribution p (R|r,a) . Utility could simply be the expected value of R, or it could be a complicated nonlinear function of the distribution p(R|r,a), for example in order to account for risk aversion (Kahneman & Tversky 1979 . The distribution p(C|r) is known as the posterior distribution over C and represents knowledge about the world state C after combining sensory information with prior expectations. The posterior can be further broken down (using Bayes' rule) as the normalized product of a likelihood p(r|C) and a prior p(C). The likelihood p(r|C) is computed by integrating the product of p(r|s) (the likelihood over s) and p(s|C) over s (another marginalization); this operation transforms beliefs over s into beliefs over C. Let us consider a simple example of a sensory decision in which an observer receives a unit reward (R = 1) for correctly estimating the state of the world C. In this case, because the outcome o and action a are determined by the observer's estimate of C, denotedĈ, Equation 1 can be simplified to p(R = 1|r,Ĉ) = p(C =Ĉ|r). Then, maximizing reward reduces to maximizing the posterior, i.e., the strength of the observer's belief thatĈ is the true state of the world.
Bayesian decision theory provides a rigorous definition for confidence, namely the belief associated with the proposition that the observer has chosen or intends to choose. For example, in the sensory decision task described above, confidence would be the posterior probability of the observer's estimate of the state of the world, p(C =Ĉ | r) (or a monotonic function of it). More generally, confidence can be defined as the observer's belief that the chosen action maximizes utility (de Martino et al. 2013) . A basic way to measure confidence in humans is using a discrete rating scale (Peirce & Jastrow 1884 ), but we review several other methods below (see Neural Signatures of Uncertainty). Confidence generally correlates with task performance, and the strength of this correlation-measuring the accuracy of one's knowledge of the quality of one's decisions-is itself typically correlated with, although sometimes dissociable from, performance (Fleming & Dolan 2012) .
Using belief distributions in decision making, also called probabilistic computation, is neither necessary nor sufficient for optimal performance (Ma 2012) . This is because the Bayesian decision strategy ultimately amounts to a specific deterministic mapping from neural activity r to an action a: a = F(r). For example, in simple two-alternative detection or discrimination tasks, this mapping reduces to a comparison of a point estimate of the stimulus with a fixed criterion, without any need to represent uncertainty (Green & Swets 1966) . Indeed, observers in signal detection theory models do not commonly utilize an internal measure of uncertainty. However, in most tasks of realistic complexity, optimal performance does require keeping track of entire belief distributions, and this fact is typically used to connect optimal performance to probabilistic computation. Conversely, using belief distributions or uncertainty does not guarantee optimality. The behavior of an agent with incorrect beliefs q(R|o,C), q(o|a), q(r|C), or q(C) or of an agent who does not compute Equation 1 correctly may be suboptimal even though the agent performs probabilistic computation. Here, our focus is not on characterizing the extent to which observers behave optimally, but rather on the ways in which belief distributions or uncertainty information may be used to guide behavior.
BEHAVIORAL EVIDENCE FOR PROBABILISTIC COMPUTATION
A typical behavioral experiment specifies the task contingencies (distributions over C, s, and R) and analyzes behavioral outcomes (o) to infer the mapping from r to a. To know whether the brain uses uncertainty information, tasks have been designed in which maximization of accuracy or reward requires the observer to take trial-to-trial variations in uncertainty into account. For example, we can vary the likelihood over C by changing the stimulus s or the reliability of the information r provides about s, the prior over C by changing the statistics of C in the world, or reward beliefs by changing the probabilities of reward.
We first consider a study in which trial-to-trial feedback was provided and sensory reliability was not varied. When trial-to-trial feedback is provided, it may be possible for the brain to gradually learn to implement an optimal stimulus-to-response strategy without performing true probabilistic computation, i.e., without using belief distributions on every trial. Yang & Shadlen (2007) trained monkeys to choose between two options using evidence provided by four visual shapes. Each shape was associated with a log likelihood ratio (log LR), and the cumulative log LR specified the odds with which the option would be rewarded. They found that monkeys combined the evidence from individual shapes and made decisions based on the cumulative log LR. Although it is possible that the animals used uncertainty information to perform the task, it is also possible that the animals used the extensive training period to establish a stimulus-response mapping that assigned a suitable weight to each shape for or against the two options.
One line of evidence in support of probabilistic computation and against stimulus-response mapping strategy comes from studies in which the reliability of a stimulus was varied on a www.annualreviews.org • Neural Coding of Uncertaintytrial-by-trial basis. These studies have shown that subjects adjust their behavior based on the reliabilities of stimuli even when the point estimates of the stimuli remain unchanged. For example, in a set of cue combination experiments, Angelaki and colleagues showed that monkeys optimally combine an optic flow (visual) cue of varying reliability with a self-motion (vestibular) cue to make judgments about heading direction (Gu et al. 2008 , Morgan et al. 2008 , Fetsch et al. 2009 ), suggesting that the animal's decisions are based on a trial-to-trial estimate of stimulus reliability. Similarly, subjects take stimulus reliability into account in gaze direction perception (Mareschal et al. 2013) , coincidence detection (Miyazaki et al. 2005) , time interval reproduction ( Jazayeri & Shadlen 2010 , Acerbi et al. 2012 , speeded reaching movements (Tassinari et al. 2006 , Landy et al. 2012 , and dynamic sensorimotor tasks (Faisal & Wolpert 2009 , Turnham et al. 2011 , O'Reilly et al. 2013 , as well as when the number of reliable stimuli ( Van den Berg et al. 2012) or the reward contingencies (Feng et al. 2009 , Kiani & Shadlen 2009 ) are varied.
Another line of evidence in support of the probabilistic computation comes from studies in which subjects were shown to take sensory uncertainty into account even when trial-to-trial feedback was randomized or completely withheld. One study had human subjects perform a discrimination task with asymmetric rewards but without feedback until after many trials (Whiteley & Sahani 2008) . Subjects approximately maximized reward, suggesting that they used trial-to-trial sensory uncertainty information. Analogous conclusions were reached in a comparable auditory task (Maiworm et al. 2011 ), a spatial reasoning task in natural scenes (D'Antona et al. 2013) , an auditory-visual causal inference task (Kording et al. 2007) , and speech perception studies (Ma et al. 2009 , Bejjanki et al. 2011 . A Bayesian integration model of sound localization by the barn owl (Fischer & Pena 2011) was based on data obtained using random rewards (Hausmann et al. 2009 ). These results provide stronger evidence for the hypothesis that the brain computes with sensory uncertainty.
Some studies combined both solutions: They varied the reliability of the sensory information from trial to trial and withheld trial-to-trial feedback. This approach has been used to study cue combination (reviewed in Trommershauser et al. 2011) as well as the integration of sensory inputs with a prior distribution in domains as diverse as speed perception (Stocker & Simoncelli 2006) , orientation perception (Girshick et al. 2011) , duration estimation (Ahrens & Sahani 2011 , Cicchini et al. 2012 , and reaching movements (Kording & Wolpert 2004 , Battaglia & Schrater 2007 ). An additional reason for withholding feedback in some of these studies was to make subjects use prior distributions derived from natural statistics rather than from experimental statistics. The strategy of withholding feedback and varying reliability has been extended to multiple-item categorical tasks, namely visual search , change detection (Keshvari et al. 2012) , oddity detection (Hillis et al. 2002 ; as modeled by Hospedales & Vijayakumar 2009) , and simultaneity judgment (Magnotti et al. 2013) . In an orientation categorization task, it was shown that observers used stimulus reliability to adjust category boundaries from trial to trial in a near-optimal manner (Qamar et al. 2013) . Finally, in a novel design, subjects selected one of two images on which they wanted to perform an orientation identification task (Barthelme & Mamassian 2009 ). Subjects chose the most informative image most of the time, and their performance was higher than when they were not allowed to choose. Together, these studies provide converging evidence that in many behavioral settings the brain has trial-to-trial access to sensory uncertainty information.
THE FLEXIBILITY OF PROBABILISTIC COMPUTATION
The concern about feedback highlights a more general question regarding probabilistic computation: To what extent do subjects utilize various types of belief distributions flexibly across tasks, modalities, and motor effectors? The degree of flexibility has implications for how the brain Three possible levels of flexibility of probabilistic computation. The boxes marked F indicate the mapping from neural activity r to action a, as implemented in the network architecture. Feeding into these is the information extracted from r that is used by the brain on a trial-to-trial basis. Information that is not available or used has to be incorporated through the parameters of the mapping function F (shown inside the box) that cannot be modified flexibly. By "point estimates" we refer to point estimates of stimulus features of interest (but not of stimulus features that correlate with sensory uncertainty), of outcomes, and of rewards. may implement probabilistic computation in neural circuits. At the most flexible level (Figure 2 , top row), the sensory likelihoods (say, over s and over C), prior, outcome belief distribution, and reward belief distribution (or cost function) are all independently accessible, presumably each through the activity of a population of neurons, and are used on each trial through Equation 1. In this case, the mapping function F from r to a is realized through a transformation that does not depend on beliefs and uncertainties. This strategy requires a complicated neural machinery but has the advantage of being able to instantly accommodate any change in sensory and motor variability and to integrate any known priors and cost functions. At the other extreme (Figure 2, bottom row) , on each trial the subject has access only to point estimates of the sensory stimuli. As such, optimal behavior is possible only if the width of the likelihood function, prior, outcome beliefs, and reward beliefs are learned as parameters of the mapping function F. Therefore, any change in any of these beliefs requires a modification of the mapping function. When feedback is provided, the subject can learn F through trial and error (Law & Gold 2008) , but this may take many trials. Withholding feedback makes it easier to assess the flexibility of probabilistic computation, although, in simple tasks, belief distributions can also be learned in an unsupervised fashion (Raphan & Simoncelli 2011) . In principle, an observer's behavior may show intermediate levels of flexibility where some-but not all-belief distributions are readily accessible. For example, the brain may be able to flexibly accommodate changes in sensory or motor uncertainty, but require continuous learning to accommodate priors and reward beliefs (Figure 2, middle row) .
One way to measure the flexibility of probabilistic computations is to test whether previously learned belief distributions would transfer to other conditions (Seydell et al. 2008 , Maloney & Mamassian 2009 ). The most convincing case for probabilistic computation could be made if subjects utilize belief distributions flexibly across tasks, environmental statistics, sensory modalities, motor effectors, and cost functions. Varying sensory uncertainty from trial to trial, as described above, addresses one aspect of this flexibility (Figure 2, middle row) , but the question of flexibility with respect to other belief distributions (Figure 2, top row) remains unanswered. Two studies that had subjects take into account prior information that varied from trial to trial found probabilistic but suboptimal behavior (Hudson et al. 2007 , Acerbi et al. 2014 . One human fMRI study found that changes in the likelihood and prior can be attributed to different brain areas (Vilares et al. 2012) , but these signals could also be correlates of other factors such as attention or task difficulty.
Trommershäuser and colleagues conducted a series of studies (reviewed in Trommershauser et al. 2008) in which human subjects made speeded hand movements to a green disc on a screen while trying to avoid a red disc. The cost function was varied by changing the point value of a disc or the degree of overlap. In these experiments, subjects obtained near-maximal reward given their level of motor noise. The investigators found no evidence of learning, suggesting that subjects instantly incorporated previously acquired implicit knowledge of their motor uncertainty. Seydell et al. (2008) tested transfer in a similar task by comparing performance under a particular cost function between observers trained on the same cost function and observers trained on a different cost function; no difference was found, suggesting that outcome uncertainty was encoded and used. Fleming et al. (2013) asked whether humans could optimally combine sensory uncertainty information with knowledge of motor uncertainty and a cost function that changed from trial to trial. Subjects overweighted sensory uncertainty relative to their motor uncertainty, suggesting that sensory beliefs were not properly taken into account.
NEURAL REALIZATIONS OF PROBABILISTIC COMPUTATION
If organisms use information about sensory uncertainty in decision making on a trial-by-trial basis, then the question arises as to how sensory uncertainty is represented in neural populations. Theoretical schemes proposed to answer this question have been reviewed elsewhere ( Jazayeri 2008 , Vilares & Kording 2011 , Pouget et al. 2013 ), and we only briefly summarize them here. In probabilistic population codes (Foldiak 1993 , Sanger 1996 , Pouget et al. 2003 , Jazayeri & Movshon 2006 , Ma et al. 2006 , the brain has knowledge of the generative process p(r|s) and thus automatically possesses a likelihood function over s when given a pattern of activity r. Uncertainty is implicitly represented in the population activity; for example, more uncertainty may correspond to a lower total spike count. Neural operations performed on input populations correspond to manipulations of the corresponding likelihood functions. To give this framework predictive power, one needs to assume a specific form of neural variability, p(r|s). One family of distributions that has been proposed is "Poisson-like" (Ma et al. 2006) . Poisson-like variability is well-established at the level of single neurons (Dean 1981 , Tolhurst et al. 1983 , Britten et al. 1993 , Softky & Koch 1993 , but recent developments have also found evidence in support of this functional description at the population level (Graf et al. 2011 , Berens et al. 2012 . Under the Poisson-like assumption, the logarithm of the likelihood function is linear in population activity ( Jazayeri & Movshon 2006 , Ma et al. 2006 . As a corollary, the log LR in a two-alternative discrimination task can be straightforwardly written as a linear combination of neural activity ( Jazayeri & Movshon 2006 , Ma et al. 2006 or, in the reduced case of two neurons, as a function of the difference between those two neurons . Assuming Poisson-like probabilistic population codes, Fetsch et al. (2012) obtained likelihoods from neural activity in cortical area MSTd, where visual and vestibular cues for self-motion are integrated, and accurately predicted the monkey's cue integration behavior, including a moderate deviation from optimality.
Another class of models is based on the assumption that the activity of a neuron at a given point in time is a sample from the belief distribution that is to be represented (Hoyer & Hyvarinen 2003 , Paulin 2005 , Fiser et al. 2010 , Shi et al. 2010 , Griffiths et al. 2012 . In these so-called sampling codes, the entire probability distribution and the corresponding uncertainty are represented across time or across a neural population. These schemes hold that the probability of a variable of interest is directly mapped onto firing rate. In support of this proposal, the spontaneous activity in the ferret visual cortex may reflect the statistics of the environment (Berkes et al. 2011) . Moreover, there is some behavioral evidence that observers sample from the posterior distribution (MorenoBote et al. 2011 , Gershman et al. 2012 . Sampling codes of this kind have not been thoroughly formalized, but certain versions of its formulation may be implausible. For example, if singleneuron firing rate were a sample of a sensory belief distribution, then firing rate variability should increase with uncertainty, which is inconsistent with the variance-reducing effect that decreasing contrast has on visual cortical neurons (Tolhurst et al. 1983) .
Explicit probability codes compose a third class of neural codes for uncertainty (Barlow & Levick 1969 , Anderson 1994 , Anastasio et al. 2000 , Barber et al. 2003 , Lee & Mumford 2003 , Rao 2004 , Deneve 2008 . In this class, the activity of a neuron tuned to a stimulus feature is monotonically related to the probability density of that feature (typically through a linear or logarithmic transformation). Higher uncertainty is then represented by a wider activation pattern across the population.
More physiological evidence is needed to distinguish between these schemes. However, any scheme must address how basic Bayesian computations can be implemented using biologically plausible neural operations. This is still a work in progress. An important computation is to combine a likelihood function with a prior. Several recent studies have proposed that priors over sensory variables are encoded through the organization and distribution of tuning curves in the sensory representation. For example, more neurons may be dedicated to stimuli that have higher probability (Fischer & Pena 2011 , Ganguli & Simoncelli 2011 , Girshick et al. 2011 . If the density of neurons encodes the prior and the sensory tuning function is proportional to the likelihood, a simple population vector decoder can estimate the most probable stimulus (Fischer & Pena 2011) . More sophisticated representations of the prior are also possible, if the decoder properly weights the sensory responses (Ganguli & Simoncelli 2011) . Finally, if the logarithm of the prior is encoded by the tuning functions (Simoncelli 2009 ), then an optimal linear decoder could integrate the prior and likelihood information ( Jazayeri & Movshon 2006) . In a different view, integration of the prior and likelihood information is mediated by interactions between spontaneous activity and stimulus-evoked sensory responses (Berkes et al. 2011) . Priors may also be encoded by neurons downstream of sensory representations (Basso & Wurtz 1997 , Platt & Glimcher 1999 , Janssen & Shadlen 2005 . In this scenario, the prior could exert its effect on behavior either through feedback mechanisms akin to attentional modulation (Ghose & Maunsell 2002) or through linear operations that exploit Poisson-like sensory variability (Ma et al. 2006) .
Computation can also consist of combining multiple likelihoods over the same variable, as in cue combination, or of transforming a likelihood over one variable (say, s in Figure 1) into a likelihood over another variable (say, C in Figure 1) , as in categorization tasks. Most work on the implementation of these computations has been done within a Poisson-like probabilistic population code framework; herein, cue combination and evidence accumulation are implemented through linear operations on neural activity ( Jazayeri & Movshon 2006 , Ma et al. 2006 , but Kalman filtering (as used in motor control and visual tracking) and many forms of categorization require quadratic operations and divisive normalization , Qamar et al. 2013 . Virtually no work has been done on how mid-level and high-level visual computations, such as inferring Gestalt or obtaining viewpoint invariance, are performed probabilistically by a neural network. Finally, any probabilistic representation is bound to change at some point downstream, because the organism must make an estimate or execute an action. Depending on task demands, training regimen, and species, this process may take place in different brain areas, including the premotor and association areas in cortex ( Jazayeri & Movshon 2006) , in subcortical areas , or at the level of the muscles (Simoncelli 2009 ).
NEURAL SIGNATURES OF UNCERTAINTY
Recent studies have begun to examine the neural representation of uncertainty in animal models. Kepecs et al. (2008) trained rats to categorize a mixture of two odors and controlled sensory uncertainty by varying the proportion of each odor and the category boundary. Recording from neurons in the orbitofrontal cortex established a neural correlate of the animal's confidence (decision certainty), which was consistent with the predictions of a computational model. The authors also used a separate task to ensure that rats were able to use the uncertainty information: When given the option of initiating a new trial instead of waiting for a reward, rats resorted to this option more often when uncertainty was high. However, because orbitofrontal activity was not recorded during the task in which animals had to use uncertainty information, whether the recorded orbitofrontal signals contributed to the animal's measure of confidence remains unclear. In another study, Kiani & Shadlen (2009) trained monkeys to perform a motion discrimination task in which the monkeys could opt out of the decision on some trials by choosing a small but certain reward. The animals did so when sensory evidence was weak, and firing rates of LIP neurons on those trials were in between the activity levels of when the monkey chose either category. These findings confirm earlier work that LIP responses in this task vary monotonically with the log-LR (Gold & Shadlen 2007) . Whether animals use this signal to make their trial-by-trial confidence judgments remains undetermined. In another study, monkeys used saccades to make a bet on whether the decision they made on a prior visual search task was correct (Middlebrooks & Sommer 2012) . The animal's confidence, which was inferred from the magnitude of the bet, was reflected in a simultaneous recording of neural activity in the supplementary eye field. Most recently, Komura et al. (2013) trained monkeys in a direction discrimination task in which the animal either could discriminate the direction of a cloud of moving dots and receive a large reward for correct judgments or could opt out of the decision task altogether to receive a smaller reward. They found that neural activity in the pulvinar nucleus of the thalamus decreased with sensory uncertainty. Moreover, reversible inactivation of the region of interest in the dorsal pulvinar increased the proportion of opt-out responses, suggesting that signals in this region of the pulvinar contribute to the animal's assessment of uncertainty.
In reward-based decision making, recent neural studies have begun to examine the neural correlates of expected reward (mean of R given a) and risk (variance of R given a). A thorough discussion of this literature can be found elsewhere (Rangel et al. 2008 , Rushworth & Behrens 2008 , Lee et al. 2012 ); we highlight only two studies. Preuschoff et al. (2006) asked subjects to bet which of two randomly drawn integers m and n between 1 and 10 was greater. After placing the bet, subjects were informed of the value of m. This manipulation dissociated expected reward from risk: Expected reward was monotonically related to m, whereas risk was highest at intermediate values of m. Using fMRI in humans, this study and similar ones found correlates of risk in the striatum, insula, and lateral orbitofrontal cortex. Behrens et al. (2007) used a task in which humans chose between two options and gained information about the probability of each leading to reward by observing either a stable or a volatile history of rewards. The authors found activation in the anterior cingulate cortex correlated with the subject's estimate of volatility.
Animal studies have also investigated the topic of expected reward and reward uncertainty (Schultz 2000 , Hikosaka et al. 2008 , Rangel et al. 2008 . Early studies found a crucial role for dopamine in reward probability and risk (Fiorillo et al. 2003) . Others have examined the ways in which the probability or utility of reward influences neural activity and choice behavior (Platt & Glimcher 1999 , Sugrue et al. 2004 , Lau & Glimcher 2008 , So & Stuphorn 2010 , Chen et al. 2013 as well as how trial-to-trial variations of expected reward control behavior in stochastic environments (Barraclough et al. 2004 , Dorris & Glimcher 2004 .
Taken together, these studies provide evidence for widespread representation of different kinds of uncertainty and open the door to several novel lines of inquiry. For example, what are the differences and similarities between the neural codes for the three different types of beliefs? What are the algorithms and neural mechanisms by which neurons measure or represent uncertainty? How do the computational principles for estimating confidence generalize across brain areas and behavioral contexts? Do the observed neural correlates of confidence causally contribute to an animal's ability to assess sensory uncertainty and decision confidence?
FUTURE DIRECTIONS
The study of probabilistic computation by the brain is still in its early stages, and many open questions remain. At the behavioral level, experiments must establish the extent to which belief distributions are encoded and utilized in a flexible manner, as schematized in Figure 2 . One strategy is to assess how organisms act in the face of multiple types of uncertainty, as was done in a recent study by Fleming et al. (2013) . Such tasks are also ecologically relevant: As the example of spoiled milk illustrates, natural behavior can often improve by combining knowledge about multiple types of belief. It is often fruitful to study sensory, outcome, or reward uncertainty in isolation, but we believe progress can be made by combining established paradigms from these individual domains. In any experimental work, particular care should be taken to address the impact of feedback on claims of probabilistic computation.
Recent work has explored the possibility that neural computation is probabilistic but suboptimal (Beck et al. 2012 , Whiteley & Sahani 2012 , Orhan et al. 2014 , Acerbi et al. 2014 . Suboptimality can arise from at least two sources: (a) wrong or incompletely learned beliefs and (b) neural networks implementing approximate computations. It will be important to develop behavioral paradigms to tease apart and characterize the factors that contribute to suboptimal performance. This line of work may shed light on disorders of higher brain function that are associated with faulty probabilistic computations.
A direction for physiological investigation is to move beyond correlation and establish a causal link between behavior and neural activity associated with belief and uncertainty. Also important are understanding the learning mechanisms at multiple levels of analysis-from synapses to circuitsthat enable the brain to encode beliefs as well as assessing if different types of belief are used and represented differently. Mechanisms of integration are also poorly understood: For example, we do not know how neurons combine various types of belief. Finally, it will be valuable to design experiments to test the theoretical schemes for the neural representation of probability.
On the theoretical side, a challenge is to propose a flexible and general framework for the neural implementation of Equation 1. Theoretical schemes have focused predominantly on relatively simple sensory problems, for example, the probabilistic representation of a single, one-dimensional stimulus feature. Future studies should expand the reach of probabilistic models to more complex and naturalistic stimuli. They should address how a particular representational scheme can be www.annualreviews.org • Neural Coding of Uncertaintyused to perform complex computations, for example, categorization in a high-dimensional space or realization of the Gestalt "principles" of perception. An intriguing idea is that in dynamic natural scenes, such as when trying to predict whether a stack of blocks will topple, people build beliefs over possible futures by mentally simulating the dynamics, in this example, the laws of physics (Battaglia et al. 2013) . The application of probabilistic models to the problem of object recognition (Kersten et al. 2004) , which traditional models seek to explain without reference to beliefs (DiCarlo et al. 2012 ), needs to be explored. A higher-order form of inference that has barely been studied at the neural level is structure learning (Tenenbaum & Griffiths 2001 , Kemp & Tenenbaum 2008 , Braun et al. 2010 , Pouget et al. 2013 , the process of learning generalizable rules for categorizing stimuli or performing actions. Study of structure learning, generalization, and model selection could help to bridge the gap between simple psychophysical tasks and more cognitive domains. Finally, capacity limitations in the encoding stage have largely been ignored in probabilistic models of decision making but deserve attention (Palmer et al. 1990 , Keshvari et al. 2013 , Mazyar et al. 2013 .
The idea that the brain computes with belief distributions has already had a profound impact on neuroscience, psychology, and cognitive science. In the coming years, we foresee greater convergence among these fields and progress in applying the concepts of belief and uncertainty to understand the computational and neural underpinnings of more complex and more natural behaviors.
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