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Abstract
Evidence from many sources suggests that dark matter (matter that does not interact
electromagnetically) accounts for a significant fraction of the mass density of the
universe. The fact that dark matter has yet to be observed directly is one of the
biggest outstanding problems in modern physics. Directional detection, one of the
many branches of dark matter searches, involves reconstructing the direction of an
incoming dark matter particle through observations of its interaction with a standard
model particle.
The work described in this thesis was completed as a part of the Dark Matter Time
Projection Chamber (DMTPC) collaboration, a group working to create a directional
dark matter detector. DMTPC detectors are designed to produce both a charge
signal and scintillation light (detected by PMTs and CCDs) when an ionization event
occurs within the volume of the detector. In this thesis, we present the results of
a study conducted to characterize the radial decrease in image intensity (termed
“vignetting”) for the CCD/lens system used in DMTPC’s directional detector at
Bryn Mawr College. Additionally, we describe the work involved in setting up this
detector, including upgrading the time projection chamber hardware and designing a
light-tight mount for the optical instruments.
Thesis Supervisor: James Battat
Title: Assistant Professor of Physics, Wellesley College
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Chapter 1
Introduction
One of the biggest unresolved problems in modern physics is that of the identity of
dark matter (DM). Diverse experimental evidence suggests the existence of material
in the universe beyond the luminous matter we observe through electromagnetic ra-
diation. While some of this “extra matter” may simply be normal (baryonic) matter
that is too dim for us to detect, the majority of it must be truly “dark” matter (i.e.
nonbaryonic; matter that does not interact electromagnetically at all) [1]. In fact,
the latest measurements show that only 4.9% of the matter in the universe is bary-
onic, with nonbaryonic DM accounting for 26.5% (and dark energy accounting for
68.5%) [2]. Despite the abundant circumstantial evidence for DM, physicists have
yet to directly verify its existence. Currently, a diverse set of experimental efforts are
underway with the goal of understanding more about DM.
This thesis focuses on work completed for the Dark Matter Time Projection Cham-
ber (DMTPC) collaboration. The goal of the DMTPC collaboration is to use the
charge and scintillation light produced in a time projection chamber as the basis for
a directional DM detection experiment. In order to test the technology necessary
for such a detector, the DMTPC collaboration operates a prototype detector dubbed
“Observing WIMPs in the Lab” (OWL) at Bryn Mawr College. There are two main
contributions to the DMTPC collaboration described in this thesis. First, the opti-
cal phenomenon of vignetting is characterized and modeled for the DMTPC setup
in Chapter 3. The second contribution involves setting up OWL as a functioning
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detector, including the design of a light-tight hardware mount and construction of a
new time projection chamber (described in Chapter 4).
The present chapter is devoted to an overview of our current understanding of DM.
Section 1.1 gives an overview of key experimental evidence for DM and describes a
few DM candidates. The main types of current experimental efforts to understand
DM are summarized in Section 1.2.
1.1 Experimental Evidence for Dark Matter
Evidence for the existence of DM has been accumulating for around eighty years, and
incorporates data on many different scales. Each piece of evidence for DM brings
something new to the table; when these separate pieces of evidence are taken to-
gether, we find a cohesive and rather compelling argument for the existence of DM.
This section describes a wide range of such evidence. In passing, we note that the
experimental evidence listed here is not exhaustive; other examples include Big Bang
nucleosynthesis, gravitational lensing, and the Bullet Cluster of galaxies. The inter-
ested reader can consult, e.g., Ref. [3] for a more detailed list of evidence for DM.
1.1.1 Coma Cluster
Historically, the first evidence for DM came from Fritz Zwicky’s study of the Coma
cluster of galaxies in 1933 [4]. Zwicky attempted to measure the mass of the cluster
by measuring the velocities of individual galaxies within the cluster. Using the virial
theorem, Zwicky related the total mass of a cluster of galaxies M to the average
squared velocity of a member galaxy v2:
M = 5Rv
2
3G
(1.1)
where R is the radius of the cluster and G is the gravitational constant. Note that
Equation 1.1 assumes a constant moment of inertia and a uniform distribution of
galaxies within the cluster. Using this equation, Zwicky obtained a total mass for
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the Coma cluster of M > 4.5× 1013M (where M denotes a solar mass) [5]. Since
there is a correlation between the mass of a star and its brightness, a measurement of
the luminosity of the Coma cluster can provide a check to this result. When Zwicky
compared his result for the mass calculated from the virial theorem to that from
luminosity measurements, he noticed a large discrepancy. Zwicky’s method suggested
that galaxies in the Coma cluster were on the order of 500 times more massive than
luminosity measurements suggest [5]. In order to account for this discrepancy, Zwicky
postulated the existence of DM in the cluster. This would add to the gravitational
attraction of the cluster, thus increasing the mass estimate using the virial theorem
without increasing the estimate due to luminosity.
It should be noted that Zwicky’s original measurements are flawed due to the fact
that he did not account for emission outside the visible range of the electromagnetic
spectrum. Modern astronomy has made use of a much wider range of electromagnetic
radiation. In particular, Zwicky’s estimation due to luminosity does not account for
hot gas in the cluster which emits in the x-ray regime. This accounts for roughly
the same mass as the galactic matter which emits in the visible spectrum. Although
Zwicky’s original calculations have since been corrected, the general trend and pre-
diction of DM has persisted over time. A more recent estimation finds that the Coma
cluster is 350 times more massive than luminosity measurements suggest [6]. Addi-
tionally, many other galaxy clusters have been studied as evidence for DM. One of
the leading techniques involves measuring the gravitational lensing effects of galaxy
clusters [7].
1.1.2 Galactic Rotation Curves
One of the most frequently mentioned pieces of evidence for DM comes from examin-
ing the speed of stars and neutral hydrogen gas orbiting the center of spiral galaxies.
Vera Rubin pioneered the use of galactic rotation curves as evidence for DM in the
1970’s. The argument here is similar to that of Section 1.1.1 (the Coma cluster):
compare observed velocities with a prediction based on gravitational arguments and
observed luminosities.
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The stars and gas in the disk of a spiral galaxy orbit the center in roughly circular
orbits. Astronomers can measure the velocity of these circular motions as a function
of radius from the galactic center using the Doppler shift of spectral lines [8]. Since
the circular motion is caused by gravitational attraction, we can set the gravitational
acceleration equal to the centripetal acceleration as follows:
v2
r
=
GM(r)
r2
(1.2)
where v is the velocity, r is the distance from the galactic center, G is the gravitational
constant, and M(r) is the mass contained within the radius r (for a mass density ρ(r),
we have M(r) = 4pi
∫
ρ(r)r2 dr) [1, 8]. This result assumes Newton’s “shell theorem”,
which states that for a spherically symmetric distribution of matter, the gravitational
acceleration acting at a distance r from the center of the distribution only depends
on the mass contained within the radius r, and acts as if the entirety of that mass
was located at the center of the distribution [9]. At first glance, this may seem like a
poor approximation for the roughly cylindrical distribution of a spiral galaxy, but it
turns out that using this assumption does not alter the results appreciably [10]. We
can easily rewrite Equation 1.2 to solve for v(r):
v(r) =
√
GM(r)
r
(1.3)
If we can estimate M (r), we can arrive at a theoretical prediction for v(r). Such an
estimate of M (r) can be made based on the distribution of light in a particular galaxy
(see Section 1.1.1). Measurements of this kind consistently produce results greatly at
variance with the prediction from Equation 1.3, as can be seen in Figure 1-1. Note
that instead of falling off with increasing radius, the orbital velocity quickly levels off
to an approximately constant value. In order for this to occur, the mass contained
within a radius r must grow as M(r) ∝ r. Since the visible matter we observe in
galaxies is not sufficient to meet this requirement, we are forced to consider other
options. It is possible that our current understanding of the laws of gravity require
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Figure 1-1: An example of a galactic rotation curve. The prediction from the luminous
matter is labeled “disk”, while the observed velocities are given as data points with
error bars. Figure taken from [8].
modification when applied to galactic scales. (“Modified Newtonian dynamics,” or
“MOND” is one such theory based on this argument [11]). However, the most popular
explanation for this discrepancy is that there is additional matter contained within
galaxies beyond the luminous matter that we observe. It is thought that this DM
must exist in a roughly spherical halo extending well beyond the visible portion of
galaxies.
This argument for the existence of DM is important not only because the discrep-
ancy in galactic rotation curves has been clearly demonstrated, but also because it
provides evidence for a local DM population. The fact that DM exists right in our
own backyard provides motivation for experiments seeking to detect DM directly.
1.1.3 Cosmic Microwave Background
Evidence for DM also exists on cosmological scales in the form of the cosmic microwave
background (CMB), which is a relic of the early universe that pervades the entire sky.
Up until the universe was approximately 350,000 years old, photons were too energetic
and dense to allow electrons and protons to form atoms, so the universe consisted of a
plasma of baryons and photons [1]. As the universe expanded and cooled, the photons
19
Figure 1-2: The CMB blackbody spectrum (temperature 2.726 ± 0.0013 K) measured
by the COBE satellite. Note that the error bars have been multiplied by 400 in order
to make them visible on this scale. Figure taken from [1].
lost energy, eventually reaching the point at which atoms could form without being
immediately ionized. This process is called recombination, and was shortly followed
by the closely related process of decoupling between matter and photons. Decoupling
caused the universe to transition from opaque to transparent; photons were then free
to travel without being scattered off of matter. In the time since decoupling has
occurred, these photons have been redshifted by the expanding universe, reaching us
today at microwave energies (hence the cosmic microwave background).
There are several features of the CMB of interest to cosmology. The radiation
follows a nearly perfect blackbody spectrum (see Figure 1-2) with a temperature of
2.7260 ± 0.0013 K [12]. The CMB is very isotropic, with extremely small spatial
fluctuations in temperature at the level of ∆ T/T ∼ 10−5 [8]. These temperature
anisotropies are shown in Figure 1-3. Although the temperature variations are small,
they contain a great deal of interesting physics.
Cosmologists commonly study the temperature anisotropy of the CMB by expand-
ing it in terms of spherical harmonics to create a power spectrum plot displaying the
strength of each multipole moment ` (see Figure 1-4). This power spectrum plot can
be used to determine many interesting cosmological parameters, including the density
20
Figure 1-3: An all-sky map of the temperature anisotropy of the CMB. The fluctua-
tions in temperature are at the level of ∆T/T ∼ 10−5. Figure taken from [13] (ESA
and the Planck Collaboration).
Figure 1-4: The multipole power spectrum of the temperature anisotropy of the CMB,
as measured by the Planck telescope. Note that the horizontal axis is logarithmic from
` = 0 until ` = 50, and linear for ` > 50. The acoustic peaks (` & 100) are used
to predict many cosmological parameters, including the DM density of the universe.
Figure taken from [14].
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of DM in the universe. For small angular scales (θ . 1 ◦), the power spectrum is
primarily specified by baryon-acoustic oscillations. The photon-baryon plasma that
existed prior to recombination is gravitationally attracted to regions of space that are
slightly more dense than surrounding regions due to an excess of DM. This causes
the photon-baryon plasma to compress until the pressure of the plasma takes over,
causing it to expand. The interplay between gravitational attraction and outward
pressure causes oscillations to be set up in the photon-baryon plasma. The acoustic
peaks seen in Figure 1-4 starting at ` ∼ 100 are a direct result of these baryon-acoustic
oscillations. Since dense regions of DM can drive these oscillations, the pattern of
acoustic peaks in the power spectrum can be used to experimentally determine the
total DM density of the universe [15, 16]. The CMB power spectrum is an impor-
tant piece of evidence for DM since it suggests that DM exists on a cosmic scale
and demonstrates that DM must be primarily nonbaryonic rather than composed of
conventional matter which is too dim for us to detect.
1.1.4 Dark Matter Candidates
Although there is much about DM that we do not know, we have gleaned some of
its properties from the current experimental evidence for DM. Any potential DM
candidate must conform to these properties in order to be considered. By defini-
tion, a DM particle cannot interact through the electromagnetic force, so it must be
electrically neutral. In addition, much of the evidence for DM involves gravitational
measurements, so a DM particle must interact gravitationally. It is also possible
that DM particles interact via the weak force (but not the strong force [1]). Current
theories favor cold DM over hot DM due to the fact that hot DM suppresses galaxy
formation [17]. (In fact, the leading cosmological theory is called ΛCDM: cold DM
with a cosmological constant Λ [18].) A good DM candidate should be stable, with
a lifetime on the order of the age of the universe [17]. Finally, DM candidates must
be able to reproduce specific experimental observations (dealing with the evolution
of the universe, for instance). A comprehensive discussion on the requirements of
potential DM candidates can be found in Ref. [19]. Although many candidates have
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been suggested, the most often discussed candidates include MACHOs, WIMPs, and
axions.
Historically, MACHOs (MAssive Compact Halo Objects) have often been dis-
cussed as DM candidates. A MACHO is an extended body of dim baryonic matter
present in galaxies (a planet or brown dwarf star for instance). Since they are dim,
MACHOs add to the gravitational interaction in a galaxy without increasing the
luminosity, thus helping to explain the galactic rotation curves (see Section 1.1.2).
Gravitational lensing searches for MACHOs within the Milky Way galaxy have ruled
out MACHOs as the sole source of DM; in fact, it seems that MACHOs may only
account for ∼ 20% of the Milky Way’s DM halo [20]. Additionally, as discussed in Sec-
tion 1.1.3, evidence from the CMB tells us that most of the DM must be nonbaryonic,
so MACHOs are no longer considered a strong DM candidate.
Axions are particles theorized to exist in order to solve the “strong CP problem”:
although the Lagrangian of quantum chromodynamics (QCD) allows for CP violation
(breaking of charge parity symmetry), experimentally we find that QCD does not
break CP symmetry [21]. Though originally proposed to solve this problem, it is
possible that axions (if they exist) could also account for the DM in the universe.
In fact, axions provide a good fit to the current experimental evidence for DM [19].
Axion searches are based on the decay of the axion into two photons. This decay is
typically stimulated by applying an external magnetic field (which supplies a virtual
photon) to a cavity with a high quality factor [22]. Leading axion searches include
the Axion Dark Matter Experiment (ADMX) and the CERN Axion Solar Telescope
(CAST) [22]. It should be noted that the mechanism that drives this type of search
is unique to axions, so that WIMP searches (described in Section 1.2) are distinct
from axion searches.
Finally, WIMPs (Weakly Interacting Massive Particles) are a leading candidate for
DM. The term “weakly” refers to the fact that WIMPs are expected to interact with
baryonic matter via the weak force (though as a DM candidate, the interaction should
also be weak in the sense of infrequent). One reason that WIMPs are such a strong
DM candidate is referred to as the “WIMP miracle”: the predicted density of WIMPs
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in the universe is consistent with the density of DM predicted by the CMB [23]. In ad-
dition, WIMPs offer many different avenues for detection, including direct detection,
indirect detection, and production (to be discussed in Section 1.2) [23].
The most common example of a WIMP is the neutralino, which is a theoretical
supersymmetric particle. Supersymmetry is a theory which postulates that each
standard model particle has an associated “partner” particle. Although not a part
of the initial motivations for supersymmetry, DM is one of the many open problems
in physics to which supersymmetry may offer an elegant solution. Of particular
interest to the topic of DM is the fact that supersymmetry introduces a new conserved
symmetry called R-parity. When a given supersymmetric particle decays, one of
the decay products must be another (lighter) supersymmetric particle in order to
conserve R-parity. Based on this fact, the lightest supersymmetric particle (LSP)
must be stable, since it has no allowed means of decay [24]. As mentioned above,
a DM particle must be stable, so the neutralino (one option for the LSP) is a good
candidate for DM.
Note that since the work done by the DMTPC collaboration is geared toward
detecting WIMPs, the rest of this thesis will adopt a focus on WIMPs as DM candi-
dates.
1.2 Characterization of Dark Matter
Experimental efforts to detect DM fall into three main categories: production at
colliders, indirect detection, and direct detection. The underlying process for each
of these methods is shown schematically in Figure 1-5. Each branch has its own
strengths and weaknesses, so a cohesive search for DM must combine the results of
multiple different types of experiments. Generally speaking, a successful DM search
seeks to characterize a potential DM particle by its mass and cross section. A positive
search would define the mass and cross section through a region of confidence in this
parameter space, while a null search defines a limit curve excluding regions of this
parameter space which would have produced a positive signal given the setup of the
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Figure 1-5: Schematic representation of the processes involved in each branch of
experimental DM detection. Here, SM represents a standard model particle and χ
represents a WIMP. The fact that the details of the interaction are generally unknown
is symbolized by a ? at the vertex of the interaction. Direct detection is shown by
reading the diagram from left to right. In this process, an incoming WIMP interacts
with a SM particle; they exchange energy/momentum before continuing on with
an altered trajectory. Indirect detection focuses on detecting the SM products of
WIMP-WIMP annihilation. This process is shown by reading the diagram from top
to bottom. Finally, it is possible that two SM particles interacting at a particle
collider annihilate to produce WIMPs (shown by reading the diagram from bottom
to top).
experiment. The three different branches of DM searches are all sensitive to different
masses and cross sections (in some cases, even different types of cross section), as will
be seen in more detail in the following sections.
1.2.1 Production at Colliders
Production refers to the study of DM by creating DM particles at particle accelerators
(schematically represented by the process SM +SM → χ+χ shown by the bottom-
to-top process in Figure 1-5). Based on rough theoretical considerations for a WIMP
mass, the Large Hadron Collider (LHC) at CERN is most likely able to produce
WIMPs. However, the process as outlined above would not be detectable; upon
production, the WIMPs would leave the detector without interaction, leaving nothing
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to be seen in the detector. Instead, alternate processes with multiple types of products
would allow for detection. For example, one of the standard model particles may
radiate a photon prior to the interaction described above. By detecting the photon,
we can infer the presence of other undetected products through missing energy and/or
momentum.
The advantage of a collider-based DM search is that the predicted production
rate is large for low mass WIMPs, so collider searches are very good at constraining
the low mass end of the WIMP parameter space [25]. Other methods are not as
effective at probing the low DM mass end of the parameter space, making production
searches a valuable asset to the DM detection effort. However, this type of search
also has its limitations. In particular, when missing energy/momentum is found in a
collider event, we know that the undetected product which carried away the missing
energy/momentum has a lifetime long enough for the particle to escape the detector,
but we cannot confirm whether this particle is stable on the timescale of the age of
the universe, as is required of a DM candidate (see Section 1.1.4) [26]. It is clear that
if a positive signal were to be found in collider data, confirmation from direct/indirect
detection experiments would be necessary to show that the particle found is in fact
the DM that makes up 26.5% of the universe.
In order to use collider data to constrain the parameter space for the WIMP cross
section and mass, a particular DM model must be specified. The resulting limit
curves can change drastically depending on which model is chosen. Given a specified
model it is also possible to directly compare collider constraints to the results of
direct/indirect searches. Figure 1-6 shows example limit curves from collider data
along with the results of several prominent direct detection experiments. It should
be noted that the model chosen to generate this plot gives relatively strong collider
constraints compared to other models.
1.2.2 Indirect Detection
Indirect detection focuses on detecting standard model particles produced by the
annihilation of two DM particles (χ + χ → SM + SM , shown by the top-to-bottom
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Figure 1-6: Collider constraints on the WIMP cross section and mass (Tevatron and
LHC curves). The region of the parameter space above a given curve is excluded by
the corresponding experiment. The LHC 7 curve is generated from existing Large
Hadron Collider data (center-of-mass energy 7 TeV), while the LHC 14 curve is the
projected sensitivity of the LHC running with a center-of-mass energy of 14 TeV.
These constraints are shown alongside the results from several leading direct detec-
tion experiments (CoGeNT, CDMS, XENON 100; see Section 1.2.3). Figure taken
from [27].
process in Figure 1-5). Although DM annihilation on a cosmic scale must have ceased
a long time ago, it can still occur locally in regions of excess DM density (the Sun,
Earth, and galactic center, for example) [8]. Commonly considered standard model
products of DM annihilations include neutrinos, gamma rays, and electrons/positrons.
The major challenge with this type of search is discriminating a potential positive
result from other cosmic sources of these products.
Due to the nature of indirect detection, these types of searches are typically sen-
sitive to the annihilation cross section of DM-DM interactions, rather than the inter-
action cross section between a DM particle and a standard model particle. However,
there are exceptions to this rule. In particular, searches for neutrinos produced from
DM annihilation in the Sun can provide information about the WIMP-baryon interac-
tion cross section. Since the Sun is very massive, a DM particle has a (comparatively)
high probability of colliding with baryonic matter as it passes through the Sun. This
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interaction results in a transfer of energy from the DM particle to the target particle.
If the DM particle loses enough energy, it could be slowed down enough to be cap-
tured by the Sun’s gravitational potential. With enough of these interactions, the Sun
could develop an excess density of DM particles compared to the surrounding halo.
DM annihilation events will then start to occur more frequently within the Sun. De-
pending on the balance of the capture and annihilation rates, the DM population in
the Sun could be in equilibrium (in fact, current theories predict this is the case [8]).
Since this process starts off with the interaction of DM with baryonic matter, a search
for neutrinos produced by DM annihilation in the Sun combined with a specified DM
model could experimentally determine the WIMP-baryon interaction cross section,
thus allowing a direct comparison between this method and direct detection searches
(Section 1.2.3). Note that a similar search for DM annihilation occurring within the
Earth or galactic center is possible in theory. However, the DM annihilation rate
is proportional to the square of the DM density (which would be much less for the
Earth compared to the Sun), so in practice the Earth is not a promising target for
an indirect DM search [8].
Leading indirect DM searches include the Fermi Gamma-ray Space Telescope, the
Payload for Antimatter Matter Exploration and Light-nuclei Astrophysics (PAMELA)
satellite, the Alpha Magnetic Spectrometer (AMS) aboard the International Space
Station, and the IceCube Neutrino Observatory located at the South Pole. Figure 1-
7 is a log-log plot of the WIMP mass and cross section parameter space that displays
current exclusion limits as well as potential positive results from indirect experiments.
It should be noted that the potential positive results of Fermi and PAMELA should
be considered with caution since they may be due to astrophysical backgrounds.
1.2.3 Direct Detection
Direct detection of DM relies on the interaction SM + χ → SM ′ + χ′, where
the primes account for the fact that in general the interacting particles will change
direction and exchange energy as a result of the interaction (see the left-to-right
process in Figure 1-5). In the case of WIMPs, we expect the DM particle to strike
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Figure 1-7: A sample of potential positive results as well as exclusion limits from indi-
rect detection experiments. The vertical axis in this plot is the DM-DM annihilation
cross section σA (which is potentially velocity dependent) averaged over WIMP ve-
locities. Positive results from Fermi and PAMELA are shown by the shaded regions,
while the null results from other experiments exclude the region of the parameter
space above the curves shown. Figure taken from [28].
a target nucleus, causing the nucleus to recoil due to a weak force interaction. It is
this nuclear recoil that is detected as the signature of interaction with DM. Direct
detection experiments are naturally sensitive to the WIMP-baryon interaction cross
section through the event rate, as well as the WIMP mass through measurements of
the recoil energy spectrum, though an astrophysical model for DM must be specified
before limits can be placed on this parameter space.
The expected interaction rate depends on many factors, including the velocity
distribution of the DM halo of the Milky Way galaxy (f(v)) and the local DM density
(ρχ). Combining all these factors together, the expected recoil energy spectrum can
be described by the following equation [17]:
dR
dEr
=
σ0ρχ
2µ2mχ
F 2(q)
vesc∫
vmin
f(v)
v
dv (1.4)
Here, R is the expected interaction rate, σ0 is the WIMP-baryon interaction cross
section, µ = mχmN/(mχ + mN) is the reduced mass (with mχ = WIMP mass,
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mN = target nucleus mass), and F (q) is a nuclear form factor. The integral bounds
are set by limits on the WIMP velocity: vmin is the smallest velocity able to produce
a recoil of energy Er, and vesc is the escape velocity of the Milky Way.
Equation 1.4 can be integrated to predict the interaction rate R, but first all the
terms on the right side must be specified; in other words, we must choose a DM model.
Regardless of what model we choose, the predicted interaction rate will be very small,
generally speaking (one calculation estimates the event rate at 0.13 events per year
per kg of target material [29]). Because of this, a major challenge for this type of
DM search is to design detectors with both the required sensitivity and the ability to
reject background events. In order to accomplish this, several measures are usually
taken. First, direct detection experiments typically take place underground, where
the Earth itself can serve as a shield for cosmic rays (muons). Additionally, great care
must be taken to ensure that the detector itself does not produce any false signals due
to the radioactive decay from impure materials. Finally, to increase the possibility of
statistically significant data, experiments are designed to have large exposures. This
includes collecting data for long periods of time (a significant fraction of a year at
least), as well as designing detectors that hold a large mass of target material. Both
of these factors help to increase the probability that a DM particle interacts with the
target.
There are several ways in which the nuclear recoil from a WIMP-target interaction
can be detected; in practice, most detectors incorporate multiple methods of detec-
tion. Since the DM particle will impart energy to the target nucleus, the interaction
tends to raise the temperature of the target material. This temperature increase is
very slight, so detectors seeking to record an increase in temperature must cool the
target to low absolute temperatures. Another method of observation is based on the
fact that the interaction between the DM particle and the target can kick the target
nucleus out of the molecule, ionizing the target. This introduces the possibility of a
detection based on charge. Finally, the interaction can be detected optically through
a process called scintillation. Given the right conditions (choice of target, electric
field strength, etc.), the collision of a DM particle with the target nucleus can excite
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internal states of the target material. The de-excitation of the target material will
then produce light.
Regardless of which detection method is chosen, the goal is to search for one of
two signatures which would indicate that the events were caused by DM interactions.
The first is an annual modulation in the signal. The motion of the Earth around the
Sun causes a slight change in the Earth’s velocity relative to the galactic rest frame,
which in turn would cause a small (∼ 7%) change in the expected event rate [8].
The other signature of DM interactions would be an A2 dependence in the event rate
(where A is the atomic number of the target nucleus) [17].
One final consideration (which applies to all methods of direct detection) is the
difference between a spin-dependent (axial-vector) and an spin-independent (scalar)
interaction between a WIMP and target nucleus. Depending on the target material
chosen, one type of interaction may dominate over the other. For instance, heavy
target nuclei tend to favor spin-independent interactions; the spin-independent event
rate depends on A2 (as mentioned above), while the spin-dependent event rate does
not have a strong dependence on A. [8, 17]. A range of target materials is necessary
in order to be sensitive to both spin-independent and spin-dependent interactions.
Although some experiments do use multiple target materials, it is still important to
consider many different experiments in order to gain a cohesive picture.
Leading direct detection experiments include DAMA, CoGeNT, CDMS, and XENON.
Currently, there is tension between potential positive results from some experiments
and limit curves from the null results of other experiments. This is depicted in Fig-
ure 1-8, which is a log-log plot of the WIMP mass and cross section parameter space.
DAMA and CoGeNT both claim to have found an annual modulation of their signal,
and CDMS recently reported an excess of events which could be interpreted as a
positive result for DM detection. These potential DM signals are shown in Figure 1-8
by the regions bounded by solid lines. However, many experiments report null results
that exclude the region of parameter space favored by these potential positive results.
One of the strongest limits comes from XENON 100, which excludes the region above
the dashed curve in Figure 1-8. It is clear that the results of DAMA, CoGeNT, and
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Figure 1-8: A sample of potential positive results as well as exclusion limits from
direct detection experiments. Positive results from DAMA, CoGeNT, and CDMS are
shown by the regions bounded by solid lines (a 90% confidence limit), while the null
result from the XENON 100 search excludes the region of the parameter space above
the dashed curve. DAMA and CoGeNT data from [30]; XENON 100 data from [31];
CDMS data from [32]. Figure generated from [33].
CDMS cannot be considered a true positive DM detection until their conflict with
existing limit curves is resolved. The field of directional DM detection (discussed
in Section 2.1) offers one possibility for clearing up this confusion by searching for
another possible DM signal beyond the usual annual modulation and A2 dependence.
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Chapter 2
The DMTPC Collaboration
The work discussed in Chapters 3 and 4 was completed for the Dark Matter Time
Projection Chamber collaboration. DMTPC consists of researchers from Bryn Mawr
College, Boston University, Brandeis University, the Massachusetts Institute of Tech-
nology, the University of Hawaii, and Royal Holloway, University of London with the
common goal of designing a time projection chamber based directional DM detector.
The purpose of this chapter is to provide context for the work done by DMTPC. Sec-
tion 2.1 outlines the principles of directional DM detection, while Section 2.2 covers
the basic operation of DMTPC’s detectors.
2.1 Directional Detection
Directional DM detection is a branch of direct DM detection with the goal of re-
constructing the directionality of the target’s recoil from an interaction with a DM
particle. Our current understanding of DM tells us that on a galactic scale, DM exists
within a large halo surrounding the visible matter in a galaxy. The specifics of this
model are still being debated, but several general features are fairly well known. In
particular, it is widely accepted that the DM halo is relatively stationary compared to
the visible galactic matter. Therefore, the solar system’s motion around the galactic
center results in a “WIMP wind.” In other words, more WIMPs are incident on the
Earth from the direction of motion of the solar system through the galaxy (the general
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Figure 2-1: The solar system’s motion through the Milky Way galaxy. The Earth’s
galactic motion (noted by the white arrow) is in the rough direction of the constella-
tion Cygnus (shown in yellow).
direction of the constellation Cygnus) compared to other directions (see Figure 2-1).
This is analogous to driving a car down the highway in the rain; more raindrops hit
the front windshield than the back. The predicted anisotropy of incident WIMPs
from the Milky Way DM halo is plotted in Figure 2-2(a) for an isothermal spheri-
cal halo. The hot-spot on the left corresponds to the direction of the solar system’s
motion through the galaxy. This anisotropy is the main motivation for directional
DM detection. There are no known backgrounds that can mimic this anisotropy, so
it is easier to separate a potential signal from backgrounds, even with on the order
of 10 events [O(10)] [35]. This makes directional detection an attractive alternative
to looking for an annual modulation or A2 dependence in the event rate as evidence
of WIMPs, and could potentially resolve the current confusion caused by existing
direct detection data. As an example of the power of directional detection, consider
Figure 2-2(b), which is a simulated data run in a directionally sensitive detector with
100 WIMP events and 100 background events. Even with this low signal-to-noise
ratio, it is still immediately apparent by eye that there is an anisotropy.
It is important to note that the Earth’s rotation causes the preferred direction
for incoming WIMPs to rotate in the lab frame over the course of a sidereal day (see
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(b)
Figure 2-2: Predicted anisotropy of WIMP events (assuming an isothermal, spher-
ical DM halo). Each plot is a Mollweide projection displaying the entire sky. (a)
The predicted flux of incident WIMP particles. The anisotropy is caused by the
earth’s motion through the Milky Way galaxy’s DM halo. (b) A simulated data
run with 100 WIMP events and 100 backgrounds, under the assumptions of fluorine
as a target, WIMPS of mass 100 GeV/c2, and a detector sensitive to recoils of en-
ergy 5 keV ≤ Er ≤ 50 keV. The anisotropy is readily apparent even with this low
signal-to-noise ratio. Both plots taken from [34].
Figure 2-3). Therefore, instead of looking for an annual modulation like other direct
detection experiments, directional detection experiments expect to see a daily mod-
ulation in the signal. The extent of the modulation depends on the angle between a
given direction in the lab and the Earth’s rotation axis. By taking the Earth’s rotation
into account, the results in the lab frame can be mapped onto galactic coordinates to
observe any potential anisotropy in the directionality of events.
35
Figure 2-3: Schematic of the daily modulation of the WIMP signal in the lab frame.
Due to the rotation of the Earth, the expected lab frame direction of incoming WIMPs
changes over the course of a sidereal day. Figure taken from [36].
2.2 The Dark Matter Time Projection Chamber
The DMTPC collaboration is a group working to construct a fully 3-dimensional
directional DM detector which uses charge and scintillation as methods to detect
collision events. The charge signal and scintillation light are both produced in a time
projection chamber (TPC), a gas filled chamber containing hardware used to detect
ionization events in the target gas. DMTPC’s time projection chamber uses CF4
as a target gas because it has good scintillation characteristics and is sensitive to
spin-dependent WIMP interactions [36]. The collaboration operates detectors both
above and below ground. Above ground operation serves to test detector design as
well as to calibrate the detector’s response to different energy regimes. The actual
DM searches take place underground at the Waste Isolation Pilot Plant (WIPP) near
Carlsbad, New Mexico.
2.2.1 Detector Design
The basic design used for DMTPC’s detectors is shown in Figure 2-4. The TPC is
contained within a vacuum chamber which is pumped down to ∼ 10−5 Torr before
being filled to ∼ 75 Torr with CF4 to ensure gas purity. Charge-coupled device
(CCD) cameras and photomultiplier tubes (PMTs) located external to the chamber
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Figure 2-4: A basic schematic of DMTPC’s detector design. A DM particle (χ) is
incident on a CF4 molecule within the chamber, kicking a fluorine nucleus out of
the target molecule. This nucleus ionizes nearby molecules as it travels through the
gas. The ionization electrons (shown as grey circles) drift toward the anode (+V)
of the TPC due to the uniform electric field between the cathode mesh (-V) and
grounded mesh. When they reach grounded mesh, the higher electric field between
the grounded mesh and anode causes an amplification in the number of electrons. At
this stage, an induced charge is detected on the anode, and scintillation light (γ) is
produced (which is detected by CCDs and PMTs at the top of the chamber).
are able to collect light produced by the TPC through a viewing window.
The TPC (Figure 4-9 in Chapter 4) consists of three main elements: a cathode, a
field cage, and an amplification region. The cathode is made of a conducting woven
mesh of stainless steel wires held at a negative voltage (see Figures 4-7 and 4-8).
The wires of this mesh have a radius of 0.01524 mm and are spaced 0.508 mm apart.
Because of this, the cathode has a transparency of 88%, allowing scintillation photons
produced at the anode to be detected by the CCD cameras and PMTs. The field cage
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consists of a set of circular copper rings with 1 MΩ resistors spaced between each ring
(see Figure 4-5). The rings and resistors are connected in series between the cathode
and ground, creating a quasi-uniform electric field of ∼ 250 V/cm within the field
cage region. This electric field serves to move any ions and electrons created by an
ionizing event to opposite ends of the TPC. Finally, the anode consists of a copper-
clad G-10 plate at a high positive voltage with another stainless steel mesh at ground
spaced 0.435 mm above the copper plate (see Figure 4-6). This mesh has wires of
radius 0.01524 mm spaced 0.254 mm apart, resulting in a transparency of 77%. The
space between the anode mesh and plate has a large electric field (on the order of
105 V/cm) and serves as an amplification region where ionization electrons cascade to
produce more free electrons. The gain factor for this process is typically O(104). In
addition to amplifying the charge signal, this process serves to produce scintillation
light which can be detected by the CCD and PMT detectors.
2.2.2 Data Collection
In this section, we will step through the detection of a single recoil event in a DMTPC
detector with an emphasis on the acquisition and interpretation of data. Here, we
assume the event is triggered by the collision of a WIMP with a CF4 molecule (though
events from alpha, gamma, and neutron sources used for calibration produce similar
effects). The process begins when a WIMP interacts with a fluorine nucleus, kicking
it out of the CF4 molecule. As the nucleus travels through the surrounding gas, it
ionizes other gas molecules. If the collision occurred within the TPC volume, the
ions and electrons will begin to drift in opposite directions due to the electric field.
Although the electric field is constant, collisions within the gas provide a drag force,
so the electrons and ions move at a constant drift velocity through the field cage
region rather than undergoing acceleration.
Once the electrons reach the anode mesh, they enter an amplification region with
an electric field that is much stronger than that of the drift region. This electric
field accelerates the electrons to high enough speeds to allow them to impact ionize
surrounding gas molecules, causing an exponential amplification in the number of
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free electrons. The large number of free electrons in the amplification region causes a
significant amount of charge to be induced on the anode plate; the total induced charge
is correlated to the energy of the recoil event. With a sufficient number of events,
the energy spectrum calculated from the charge signal can be used to determine the
mass of a potential DM particle (see Section 1.2.3). In order to measure the recoil
energy, the charge signal is sent through a pre-amplifier and an amplifier. The pre-
amp converts the charge signal to a voltage signal while the amplifier does some signal
shaping in addition to increasing the magnitude of the signal. The amp also serves
to prevent “pileup” of charge from multiple events by rapidly decaying the signal
from a single event before the next event occurs. By considering the physics of this
electronics chain, it is possible to take the resulting voltage signal (such as the one
shown in Figure 2-5) and work backwards to obtain the total charge induced on the
anode.
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Figure 2-5: Example raw voltage waveform obtained from the amplifier on the OWL
detector at Bryn Mawr College. With an understanding of the intervening electronics,
this waveform can be used to determine the total charge induced on the anode, and
thus the recoil energy.
The total number of electrons produced in a recoil is directly related to the total
energy of the recoil through the “W -value” of CF4. The W -value of a particular
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gas is defined as the amount of energy it takes to produce a single electron-ion pair.
Therefore, the average energy of the recoil is given by the product of the number of
electrons that were ionized in the drift region and the W -value of CF4. As long as we
know the gain factor of the amplification region (which is determined from calibration
tests with sources of known energy), we can translate the total charge induced on the
anode to the number of electrons ionized in the drift region, allowing us to measure
the energy of the recoil from the induced charge.
Putting all of these considerations together, we find that the final relationship
between the voltage signal obtained from the amplifier (Figure 2-5) and the recoil
energy is given by
Vpeak =
AGqER
W
(2.1)
where Vpeak is the measured peak voltage of the amplifier output, A is a conver-
sion factor between induced charge and voltage which accounts for the gain of the
preamp/amp, G is the gain factor of the amplification region, q=q(ER) is a “quench-
ing factor” which accounts for the fact that not all of the recoil energy goes into
ionization, W is the W -value of CF4, and ER is the energy of the recoil event. This
equation is used to determine the recoil energy from a measurement of Vpeak.
In addition to inducing a charge on the anode, the amplification electrons will
excite internal states of surrounding CF4 molecules. The de-excitation of these states
produces scintillation light which is detected by both the CCDs and the PMTs. Ex-
ample CCD images of the scintillation light from an alpha track and a nuclear recoil
are shown in Figure 2-6. Since the number of scintillation photons is directly related
to the number of amplification electrons [37], the CCD data can be used to provide
a check on the total recoil energy determined from the charge data.
Of even greater importance is the use of the CCD image to obtain the directionality
of the recoil. We can obtain a 2D projection of the 3D recoil track from the CCD
data; the dimension that is lost is the direction perpendicular to the CCD plane (and
anode plate). Note that there is an ambiguity regarding which end of the track is
the “head” vs. the “tail” (i.e. which end is closer to the initial collision). In order
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(a) (b)
Figure 2-6: Example CCD images of (a) an alpha track and (b) a nuclear recoil. The
color of each pixel corresponds to the light intensity (red = high intensity, blue = low
intensity). Note the different length scales between (a) and (b). Nuclear recoils are
generally much lower in energy compared to alpha tracks, thus nuclear recoils have
much shorter tracks. (a) was taken with the 4-shooter detector, while (b) was taken
with the 10 liter detector (see Section 2.3).
to determine the head-tail sense of the track, we must construct a plot of the rate of
energy loss (measured through image intensity) vs. position from the end of the track
(see Figure 2-7). Depending on the total length of the track (which is dictated by
the total energy of the recoil), the brightest part of the track may be the beginning
of the track or the end of the track. If the track is long enough (like the grey track
in Figure 2-7), it will trace out the full global maximum of this curve (the “Bragg
peak”). In this scenario, more energy is deposited near the end of the track because
of the Bragg peak. On the other hand, a track may be short enough that it does
not exhibit the whole Bragg peak (like the blue hashed track in Figure 2-7), so most
of the energy is deposited in the beginning of the track. Thus, high energy tracks
are brighter near the end of the track, while low energy tracks are brighter near the
beginning of the track. For the calibration of the chamber, we use both high energy
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Figure 2-7: Plot showing the Bragg peak for a fluorine nucleus in 75 Torr of CF4.
The track length is dictated by the recoil energy, but the pattern of energy loss as a
function of the distance from the end of the track is the same regardless of the total
track length. Thus, a given track begins at the horizontal axis value corresponding to
the total track length, and extends to the origin (the end of the track). Higher energy
tracks (like the track outlined in grey) travel far enough through the gas that they
exhibit the full Bragg peak, and thus are brighter near the end of the track. On the
other hand, lower energy tracks (like the blue hashed track) are not long enough to
exhibit the whole Bragg peak, and thus are brighter near the beginning of the track.
(∼ MeV) and low energy (∼ keV) sources, but the galactic escape velocity imposes
an upper limit on the energy of incoming WIMPs, so the DM events we expect to see
are all low enough in energy that the tracks should be brightest near the beginning.
It should be noted that there is a fundamental limit on the resolution of the
track image imposed by the diffusion of the electrons through thermal motion. The
extent of the diffusion is determined by the drift distance, gas pressure, and electric
field strength. Although these parameters can be adjusted to minimize the electron
diffusion, typically the desired gas pressure and electric field strength are dictated by
42
other effects (such as the spark rate and track length), so electron diffusion must be
endured.
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Figure 2-8: Definition of ∆z as the extent of the track in the direction perpendicular
to the anode plane. Since the electrons drift at a constant velocity vd, the time
between the first scintillation light produced and the last scintillation light produced
(tf - ti) can be used to measure ∆z.
In order to complete the 3D reconstruction of a track, data collected by the PMTs
must be combined with the 2D track reconstruction from the CCD image. The
advantage of using PMTs to detect scintillation light is their high degree of temporal
resolution. This allows us to determine the timescale over which the scintillation
occurs. We are interested in measuring ∆z, the extent of the track perpendicular to
the anode plate (see Figure 2-8). Since the electrons have a constant drift velocity,
we can write the simple relation
∆z = (tf − ti)vd (2.2)
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where vd is the electron drift velocity, ti is the time at which the scintillation begins,
and tf is the time at which the scintillation ends. This equation relies on the assump-
tion that the time between an electron reaching the amplification region and the
scintillation light being detected by the PMT is negligible compared to the timescale
of electron drift (which is typically a valid assumption). Figure 2-9 shows a sam-
Figure 2-9: A sample PMT readout from four different PMTs. The sum of all four
signals is used to determine ti and tf for the event (defined as the inflection points).
∆z can then be determined from this data using Equation 2.2. Figure taken from [38].
ple signal from a detector event with output from four different PMTs. Since each
PMT has a slightly different view of the event, the resulting signal is different for
each PMT. When all four signals are added together, the Bragg peak can be seen
in the resulting sum, and the timescale of the event is more clearly defined. Taking
ti and tf to be the inflection points of the sum signal, ∆z can be determined from
Equation 2.2. Although the DMTPC collaboration currently possesses the ability to
create a 2D track reconstruction from CCD data, this process of obtaining the third
dimension from PMT data is still in the development phase. In passing, we note that
since the PMTs obtain data about the intensity of the scintillation light, the PMT
data provides another check on the total recoil energy measurements from the CCD
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and charge signals.
2.3 DMTPC Detectors
The DMTPC collaboration operates several detectors which utilize the detector design
and data-taking process described in Sections 2.2.1 and 2.2.2. Each detector is unique,
with new detectors improving on the strengths of their predecessors.
(a) (b) (c)
Figure 2-10: DMTPC detectors. (a) A photograph of the outside of the 10 liter
detector with an overlaid image of the dual TPC hardware. This detector currently
operates underground at WIPP. (b) The 4-shooter detector. The response of this
detector to events is being characterized on the surface at MIT with the eventual
goal of replacing the 10L underground. (c) The cubic meter detector (currently in
development). The large active volume will increase the exposure, making it more
likely for a DM interaction to be detected.
Currently, DMTPC operates a 10 liter detector (10L) underground at WIPP.
This detector is composed of two TPCs back-to-back, with volumes of 4.2 L and
4.9 L (see Figure 2-10(a)) [39]. The field cage rings for these TPCs are made out
of stainless steel, rather than copper. Each TPC is imaged with a Nikon 55mm
f/1.2 lens attached to an Apogee Alta U6 camera with a Kodak 1001E CCD chip.
The next generation of detector scheduled to replace the 10L underground (shown
in Figure 2-10(b)) is dubbed the 4-shooter (4sh) due to the fact that it utilizes four
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CCD cameras (of the same model as the CCDs on the 10L). The 4sh contains only
one TPC with copper field cage rings, has roughly double the active volume as the
10L, and includes three PMTs (Hamamatsu R4700U). The construction of the 4sh
was carried out with radiopurity in mind in order to reduce the number of alpha
particles emitted by detector materials. Currently, the response of the 4sh to events
is being characterized with surface runs at MIT. Beyond these two existing detectors,
plans are underway for the construction of a larger (∼ 1 cubic meter active volume)
detector. This detector is designed to operate either two TPCs imaged by eight CCDs
(an “8-shooter” setup) or a single TPC imaged by one CCD (a “1-shooter” setup).
The current design for the cubic meter detector is shown in Figure 2-10(c).
Chapter 4 describes the work done to set up the OWL detector at Bryn Mawr
College. The purpose of OWL is to test the method for calculating ∆z proposed in
Section 2.2.2. OWL has one TPC and a light-tight mount which holds a single CCD
camera (Finger Lakes MicroLine ML1001E) and up to four PMTs. The construction
of the TPC is described in Section 4.2, while the design of the light-tight mount is
covered in Section 4.3.
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Chapter 3
Vignetting
3.1 Theory
Vignetting is a term used to describe phenomena in imaging which cause points near
the edge of an image to have a lower intensity than points near the image center.
Occasionally, photographers intentionally vignette images as an artistic effect, but in
scientific imaging vignetting is generally undesired since the intensity of the image
provides meaningful data.
The broad category of vignetting can be decomposed into several distinct sub-
categories. Although they all produce similar effects, the root physical cause is dif-
ferent in each case. Therefore, each source must be considered individually when
designing an imaging system. The remainder of this theoretical section is devoted to
discussing four prominent sources: natural vignetting, optical vignetting, mechanical
vignetting, and pixel vignetting.
Note that although we refer to a CCD as the sensor placed at the image plane of
the optical system, the following discussions are independent of sensor type (with the
exception of pixel vignetting, which only applies to digital sensors).
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3.1.1 Natural Vignetting
One of the most commonly discussed/modeled sources of vignetting is called “natu-
ral vignetting.” The term natural vignetting encompasses several different physical
sources, all sharing the characteristic of being fundamental to light and/or lens sys-
tems (in the sense of being unavoidable). Since it is impossible to eliminate this
type of vignetting through better designed hardware, this type of vignetting must be
accounted for during image analysis.
Fortunately, there is a well known, straightforward model which allows researchers
to reduce the effects of natural vignetting on data obtained from images. When
object
object
(a) (b)
EnP
ExPAS
EnP
ExP
AS
iris
lens
iris
lens
image
of iris
Figure 3-1: Diagram illustrating the aperture stop in an optical system. The aperture
stop (AS) is the optical element that subtends the smallest angle as viewed from the
axial point in the object plane. The entrance pupil (EnP) is the image of the aperture
stop through the optical elements between the AS and the object plane, while the
exit pupil (ExP) is the image of the AS through all the optical elements between the
AS and the image plane. In (a), the iris is both the AS and the EnP, while the ExP is
the image of the iris through the lens. In (b), the object plane is moved with respect
to the rest of the optical system, and thus the lens becomes the AS (and also the
EnP/ExP).
discussing optical systems, the term aperture stop refers to the physical element that
limits the brightness of the image by limiting the cone of light rays from the point on
the optical axis in the object plane (see Figure 3-1). The aperture stop is related to
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the entrance pupil and exit pupil, which are the images of the aperture stop as seen
from the object plane and image plane, respectively [40]. The parameter of interest
C
C
D
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x
P
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x
O
Figure 3-2: Angle of interest (α) for natural vignetting at the observation point O.
The exit pupil is labeled ExP. The lengths s and x are related by x = s/ cosα.
for modeling natural vignetting is the angle α between the optical axis and the line
from the point of observation (on the CCD) to the axial point in the plane of the
exit pupil. (See Figure 3-2). Then, given a uniform object illumination, the image
intensity will vary with α according to
I(α) = I0 cos
4 α
with I0 defined as the intensity of the image on the optical axis. This characteristic
“cos4 α” law is a result of three separate physical effects: the inverse square law,
Lambert’s law, and the changing shape of the aperture off-axis.
The intensity of light from a point source is inversely proportional to the square
of the distance from the point source. If we treat the exit pupil as a point source
(this is appropriate as long as the exit pupil is far away from the CCD compared to
its radius), light has farther to travel to reach an off-axis point on the CCD compared
to a point on the optical axis. In Figure 3-2, s is the perpendicular distance between
the exit pupil plane and the image plane, while x is the distance from the axial point
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in the exit pupil plane to an off-axis point in the image plane. These distances are
related by x = s/ cos α. Since intensity is inversely proportional to the square of the
distance, this accounts for two factors of cos α in the natural vignetting law.
Lambert’s law further serves to decrease the intensity of light for off-axis points
on the CCD. Consider a bundle of light rays leaving the exit pupil taking up an
infinitesimal solid angle. Since the CCD lies in a plane, the light rays will be spread
out over a larger area on the CCD when the bundle of rays is directed off-axis. This
can be seen in Figure 3-3. If the light rays are spread out over an infinitesimal area
dA on the CCD when they are directed along the optical axis, they will take up an
area dA/ cosα when directed at an angle α from the optical axis. This accounts for
another factor of cos α in the natural vignetting law.
α
dΩ
dA
dA/ cosα
source
C
C
D
Figure 3-3: Contribution to natural vignetting from Lambert’s law. For a point
source of light observed by a plane (a CCD in this case), an infinitesimal solid angle
dΩ striking the surface at normal incidence covers an area dA on the surface. However,
a ray with the same solid angle dΩ directed at an angle α from the normal to the
surface covers an area dA/ cos α on the surface. This decreases the absorbed intensity
at this location by cos α compared to the on-axis case, accounting for one factor of
cos in the cos4 α law.
The final factor of cos α comes from the changing apparent shape of the aperture as
viewed at different angles. Points at larger angles from the optical axis see an aperture
with a smaller effective area. Since a single point on the CCD collects light from a
single corresponding point on the object being imaged (in the ideal case of a perfectly
focused image), a smaller effective aperture area corresponds to a smaller fraction
of the solid angle of rays emitted by the object point actually reaching the image
point. The resulting decrease in image intensity for off-axis points is proportional
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to the apparent area of the aperture. This argument can be quantified as follows.
Consider an aperture that appears circular (radius r) when viewed from the optical
axis. If we treat the apparent shape of the aperture as viewed from an off-axis point
α
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b
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D
ExP
a
a
b
(a) (b)
O
Figure 3-4: Schematic representation of the changing shape of the aperture for off-axis
points. (a) Top-down view of the system. The circular exit pupil (radius a) appears
to be elliptical from the observation point O, with semimajor and semiminor axes a
and b = a cosα, respectively. This means the apparent area of the exit pupil (and
thus the image intensity) is decreased by cos α compared to the axial point on the
CCD. (b) Views of the exit pupil from the axial point on the CCD (top) and the
observation point O (bottom).
as approximately elliptical, its area is given by A = pi ab, where a and b are the
semimajor and semiminor axes, respectively. Distances are not distorted along the
direction of the semimajor axis, so a = r for all viewing angles. The semiminor axis
scales as b = r cos α with changing α as can be seen in Figure 3-4. Thus, the apparent
area of the aperture as viewed from an angle α is given by
A(α) = pir2 cosα = A0 cosα
with A0 defined as the area of the aperture as seen from the optical axis. Note
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that this is an approximate factor of cosine due to the fact that the apparent shape
of the aperture is not perfectly elliptical. One side of the aperture is closer to the
observation point that the other. Thus the apparent elliptical shape of the aperture
is distorted by the effects of perspective. Although this approximation generally gives
good results, it is often found that a better match between theory and data can be
achieved by measuring the angle for this cosine factor in object space rather than
image space (i.e. measuring the angle from the entrance pupil to the object plane
rather than from the exit pupil to the image plane) [41].
3.1.2 Optical Vignetting
Optical vignetting is caused by the overlap of different physical elements of the lens
system as seen from different locations on the CCD plane. In particular, the front
(object side) and back (CCD side) aperture of the lens system may overlap as viewed
from off-axis locations on the CCD. Optical vignetting is shown schematically in
Figure 3-5 for one of our lens systems.
The adverse effects of optical vignetting are more prominent when imaging with
the lens at low f-number (a “fast” lens), since a “stopped down” diaphragm tends to
become the limiting element for all locations in the image plane, rather than some
combination of the front and back lenses (compare Figure 3-5(a) and 3-5(b) with
Figure 3-5(c) and 3-5(d)). In practice, it is possible to remove the effects of optical
vignetting almost completely by stopping down a lens system a few stops (increasing
the f-number). However, the trade-off is that the lens system is “slower” (i.e. a longer
exposure is needed to obtain the same image intensity).
We can quantify the effect of the f-number on the intensity of the image with the
following argument. Consider a point source of light a distance x away from the lens
system which emits equally in all directions. The fraction of photons emitted by the
point source that are collected by the lens (η) is given by the ratio of the area of the
lens to the surface area of a sphere of radius x centered at the point source:
η =
pi(d/2)2
4pix2
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(a) (b)
(c) (d)
Figure 3-5: Demonstration of optical vignetting on our Nikon 55 mm f/1.2 lens sys-
tem. Images (a) and (b) were taken with a fully open aperture (f/1.2), while images
(c) and (d) were taken with the aperture stopped down to f/16.
where d is the diameter of the lens. Using the definition of the f-number (f/# = f/d)
and the thin lens equation, we find that
η =
1
16x2(f/#)2(1/do + 1/di)2
where do and di are the distances from the lens to the object and image, respectively.
With the approximation x ∼ do, the definition of the magnification m = − di/do,
and the assumption that do and di are both positive (as must be true to produce a
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real image), we arrive at
η =
1
16(1 + 1/|m|)2(f/#)2 (3.1)
which relates the light throughput to the magnification and f-number. Note that
η ∝ (f/#)−2. It is clear that increasing the f-number to prevent optical vignetting
has a strongly adverse effect on the brightness of the image. This is an issue for DM
detection with a TPC due to the low intensity of the scintillation light produced by
the TPC. Because of this, the DMTPC collaboration must account for any optical
vignetting effects during the image analysis stage rather than increasing the f-number
to physically remove optical vignetting from the system.
Unlike natural vignetting, there is no simple analytical model for optical vi-
gnetting. (At least, the author is unaware of any examples in the literature). This
is partly due to the fact that optical vignetting is highly dependent on the specific
spatial parameters of individual lens systems. However, a reasonable model can be
constructed for a particular lens system by reducing the lens system to two circular
apertures and examining the overlap of these apertures from the point of view of
different locations in the image plane. This is discussed in detail in Appendix A.
It should be noted that when modeling both optical and natural vignetting, there
is some degree of overlap between the two models. Although the causes of vignetting
are distinct, a model for optical vignetting necessarily includes one of the factors
in the natural vignetting model. In order to model optical vignetting, one must
calculate the solid angle subtended by the clear aperture of both the front and back
of the lens system as viewed from different off-axis points on the CCD. The goal of
this calculation is to determine the degree of overlap between the front and back of
the lens system. However, this calculation naturally incorporates the changing shape
of the apertures for off-axis points. Thus, when modeling both optical and natural
vignetting at the same time, only three factors of cosine should be included in the
natural vignetting law (all three measured in image space) since the model for optical
vignetting accounts for the last factor mentioned in the natural vignetting discussion
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(Section 3.1.1).
3.1.3 Mechanical Vignetting
Mechanical vignetting is characterized by a physical object external to the lens system
preventing a portion of light rays from reaching the image plane. The external object
is often a “lens hood” in photography; in the context of scientific imaging it is most
often part of the system that mounts the CCD to other instruments. Unlike natural
and optical vignetting, it is in principle possible to avoid mechanical vignetting alto-
gether in direct DM detection experiments rather than accounting for it at the image
analysis stage. An appropriate choice for the setup of the system (properly sized lens
hood, mounting element, etc.) will ensure that mechanical vignetting does not occur.
Generally speaking, any elements added external to the lens system are designed
to be larger than the front aperture of the lens system. While this does not guarantee
that mechanical vignetting will not occur, it does guarantee that the external element
is not the aperture stop (see Section 3.1.1). It is, however, entirely possible that the
external element acts as a field stop, which is the element that subtends the smallest
angle as viewed from the entrance pupil (see Figure 3-6). The field stop controls
which off-axis points in the object plane are able to send light rays through the
entrance pupil; in other words, it defines the field of view of the image [40]. For
this reason, mechanical vignetting often produces images with an abrupt transition
between illuminated and dark regions (see Figure 3-7).
3.1.4 Pixel Vignetting
Pixel vignetting is a direct consequence of the discrete nature of digital image sensors.
Essentially, the issue is that a photon must travel through a finite sensor thickness
before being detected. We can thus model each pixel as a “well”; only by reaching
the bottom of the well will an incident photon be detected (shown schematically in
Figure 3-8). As a result, the probability of a particular photon being detected (the
quantum efficiency) is smaller for oblique incidence compared to normal incidence.
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FS
iris 1
lens
iris 2
Figure 3-6: Diagram illustrating the field stop in an optical system. The field stop
(FS) is the optical element that subtends the smallest angle as viewed from the axial
point in the plane containing the aperture stop. Here, iris 1 is both the AS and EnP.
Since iris 2 subtends the smallest angle from the point of view of the EnP, it is the
FS.
Figure 3-7: Example image illustrating mechanical vignetting.
This produces an effect similar to optical or natural vignetting, with a radial decrease
in image intensity [42]. Note that this only applies to digital sensors (which have
discrete pixels). The studies described in Section 3.2 were conducted with a CCD
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sensor, thus pixel vignetting was present. However, optical and natural vignetting
were found to be the dominant sources of vignetting, so pixel vignetting was not
treated in the analysis.
Figure 3-8: Schematic representation of pixel vignetting (dimensions are exaggerated).
If we model each pixel as a well, a larger percentage of the bundle of converging light
rays from the lens will actually make it to the bottom of the well (corresponding to
detection, shown in red in the diagram) for on-axis pixels compared to off-axis pixels.
This results in a radial decrease in image intensity akin to natural/optical vignetting.
3.2 Experimental Characterization of Vignetting
The subject of vignetting is of interest to the DMTPC collaboration because our
directional DM detection experiments utilize CCD cameras as part of the data taking
process. The intensity of scintillation light produced by an ionization event in a
TPC provides important information about the energy and directionality of an event.
Thus it is critical to have a high degree of confidence in the measured intensity of
images. It is clear that vignetting must be accounted for if CCD images are to be
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used to provide meaningful results. Natural vignetting is unavoidable by definition;
it must be accounted for in image processing. Pixel vignetting is also unavoidable
when using a CCD detector. Optical vignetting can be avoided by “stopping down”
the lens diaphragm to a high f-number. However, (as mentioned in Section 3.1.2) this
is undesirable in DM detection since the scintillation light levels are comparatively
low; a fully open lens diaphragm is usually required to see tracks at all. Because of
this, optical vignetting must also be taken into account during analysis rather than
physically removed from the system. Mechanical vignetting can be avoided by the
appropriate design of the mounting structure for the CCD.
In practice, the spatial variance in the optical response of the system is accounted
for with a “gain map”, an image taken of uniform chamber illumination (see Fig-
ure 5-1). This is analogous to taking a “flat field” image in astronomy; the gain map
is used during image processing to correct for any spatial nonuniformity in the op-
tical response of the system (caused by vignetting or other sources). Though this is
sufficient for removing the effects of vignetting on a particular detector, the DMTPC
collaboration needs to understand the sources and extent of vignetting more clearly
if progress is to be made when designing future detectors. With this goal in mind,
the effects of vignetting were determined experimentally by imaging a uniform light
source in a tabletop setting mimicking our 4sh detector setup (see Section 2.3). The
remainder of this chapter is dedicated to discussing the methods and results of this
experimental study.
3.2.1 Experimental Setup
To determine the degree of vignetting present in an optical system, it is necessary to
image an ideal uniform light source. In the realm of astronomy, this is referred to as
a “flat field” image. Since the source provides a uniform illumination, any variation
in the intensity of the image should be due to vignetting (for our purposes, vignetting
is assumed to dominate over pixel-to-pixel quantum efficiency variations and other
sources of spatial nonuniformity).
In this study, a flexible, flat sheet designed to provide uniform illumination was
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used as a light source. Without any attenuation, short exposure times are necessary
to keep the CCD from saturating. In this regime, the time it takes the camera shutter
to open and close represents a significant fraction of the exposure time. This results in
exposures with a bright patch near the center in the shape of the camera shutter. In
order to remedy this problem, the light from the source was attenuated using vellum
paper (similar to the paper used for blueprints) and crossed polarizers in order to
allow for longer exposures. The whole apparatus was located in a dark room and
wrapped in black felt in order to block ambient light from electronics. This setup is
pictured in Figure 3-9.
CCD
uniform light source
vellum paper
partially crossed
polarizers
(a)
Figure 3-9: (a) Schematic, and (b) photograph of the experimental setup used to
characterize vignetting. Both vellum paper and crossed polarizers were used to adjust
the intensity of the image, allowing for a reasonable exposure time without pixel
saturation.
Several trials were conducted with this setup in order to probe the effects of object
distance and f-number. Each trial consisted of 10 dark images and 100 exposed
images. The exposure time was chosen for each trial in such a way as to maximize
the intensity of the image without any saturation. The image processing consisted
of averaging the exposures, subtracting the average dark image, and converting the
average 2D image into a 1D plot of relative intensity vs. radial distance on the CCD.
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Figure 3-10 shows the falloff in intensity for off-axis image points characteristic of
vignetting. The goal of this study was to fit an appropriate vignetting model to
Figure 3-10(b).
(a) (b)
Figure 3-10: Averaged experimental results for a uniformly illuminated image. (a)
shows the actual image (taken with a Canon 85mm lens), while (b) is a radial projec-
tion of this image (averaged over the polar angle). In (a), the horizontal and vertical
axes are in units of pixels (the whole CCD is pictured).
3.2.2 Results
The data from Figure 3-10(b) was fit using a model incorporating natural and optical
vignetting. Mechanical vignetting was not considered since the experimental setup
did not include any elements that would cause this type of vignetting (and the actual
detector is assumed to be well-designed enough to avoid mechanical vignetting). Ad-
ditionally, pixel vignetting was not included in this model because natural and optical
vignetting appear to be the dominant factors. Since a model for optical vignetting
naturally incorporates one factor of cosine from the cos4 α natural vignetting law (as
discussed in Section 3.1.2), only three factors of cosine were included in the natural
vignetting model (all with angles measured in image space). The model for optical
vignetting was calculated numerically by determining the solid angle mutually sub-
tended by two circles representing the front and back apertures of the lens system as
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seen from different locations on the CCD as a function of radius. The intensity of the
image at a certain location on the CCD is directly proportional to this solid angle
(see Appendix A for more detail on how optical vignetting was modeled).
In order to numerically calculate a model for optical vignetting, several lengths
relevant to the lens system must be provided. Some of these are physical quantities
which are relatively easy to measure, but some are optical quantities which are difficult
to measure with reasonable accuracy. For this reason, the optical lengths were treated
as fit parameters while the physical lengths were treated as constants. The resulting
best fit is displayed alongside the experimental data in Figure 3-11. Note that the
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Figure 3-11: The best fit natural/optical vignetting model (blue) along with the
experimental data from Figure 3-10(b) (black). The “kink” in the graphs corresponds
to the image location at which the front and back lens apertures begin to overlap.
data and model both exhibit a plateau for small values of ρ up until ρ ∼ 0.4 cm, at
which point both plots show a “kink” as the relative intensity begins to drop more
sharply. This corresponds to the first instance of aperture overlap as ρ increases, and
provides good evidence that optical vignetting is the primary source of vignetting for
this setup.
As a further proof that optical vignetting is occurring, several trials were con-
ducted with the lens at different f-number settings. As discussed in Section 3.1.2,
the effects of optical vignetting are dramatically reduced as the f-number of the lens
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is increased (see Figure 3-5). The results of these experimental trials are shown in
Figure 3-12. Note the dramatic change when the aperture is changed from f/1.2 to
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Figure 3-12: Experimentally determined image intensity as a function of radius for
four different stops on a Nikon 55mm lens. Note that the curve changes dramatically
between f/1.2 and f/2, but remains essentially the same for f/2 through f/16. This is
a sign that optical vignetting is indeed occurring at f/1.2.
f/2 (one stop). Once we pass f/2, the response is essentially the same all the way
up to f/16 (some intermediate stops have been omitted). This is a sign that optical
vignetting is indeed occurring for the f/1.2 setting. Stopping down the lens system
by one stop effectively removes optical vignetting from the system, leaving natural
vignetting as the dominant form of vignetting when the f-number is f/2 or greater.
Note that the data in Figure 3-12 was taken with a Nikon 55mm lens system since the
original lens system (Canon 85mm) did not have the ability to adjust the f-number.
Despite the use of a different lens system, the results displayed in Figure 3-12 com-
bined with the original data strongly suggest that optical vignetting occurs in both
lens systems.
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Chapter 4
Setup of OWL Detector
The contribution of Bryn Mawr College to the DMTPC collaboration is to develop
the technology necessary to produce full 3D track reconstruction in a detector. In
order to test this technology, we operate the OWL detector on Bryn Mawr’s campus.
This detector follows the basic DMTPC detector design outlined in Section 2.2 and
shown in Figure 2-4. A significant fraction of the work done for this thesis involved
setting up different aspects of the OWL detector. Section 4.1 describes the work done
to obtain the first CCD images of tracks in the detector. The process of creating a
new TPC is covered in Section 4.2. Finally, the process of designing a light-tight
mount for the CCD and PMTs is discussed in Section 4.3.
4.1 First Tracks Imaged With the CCD
One of the first steps on the way to making OWL a functioning detector was to obtain
CCD images of tracks within the TPC. The main difficulty in achieving this was to
create tracks that were bright enough to be detected in the CCD. The number of
scintillation photons increases with the number of free electrons, so increasing the
gain of the amplification region will produce brighter tracks. This can be achieved by
increasing the anode voltage, since the gain factor is exponentially dependent on the
anode voltage (see Figure 4-1). Unfortunately, the anode voltage cannot be increased
arbitrarily; it is limited by the chamber’s spark rate. Besides the fact that sparks can
63
 [V]anodeV
500 550 600 650 700 750 800
Fe
 P
ea
k 
[m
V]
55
0
200
400
600
800
1000
1200
1400
1600
1800
2000
G
as
 G
ai
n
0
20
40
60
80
100
310×
[V]/50.278)
A
 [mV] = exp(-6.042+VoutV
[V]/46.454)
A
 [mV] = exp(-7.532+VoutV
[V]/45.035)
A
 [mV] = exp(-8.584+VoutV
 [mV]
outGas Gain = 52.350 V
(V)inV
750 800 850
(V
)
o
u
t
V
0
2
4
6
8
10
in*V
-2+2x101-1.5x10
=eoutV G
as
 G
ai
n
0
200
400
600
800
1000
1200
Figure 4-1: (a) Plot showing the gas gain in the 4sh as a function of anode voltage
for different pressures (red = 45 Torr, blue = 60 Torr, green = 75 Torr). Note that
the gas gain is exponential in anode voltage, so the anode voltage should be as large
as possible to produce tracks that are bright enough to see in the CCD. (b) Gas gain
plot for OWL taken at a pressure of 200 Torr.
cause lasting damage to the TPC (the delicate meshes are particularly vulnerable),
they interfere with the data taking and analysis. Compared to the intensity of light
produced by a spark in the chamber, the intensity of scintillation light is negligible, so
tracks are typically impossible to see in any image that includes a spark. Obtaining
CCD images of tracks is thus a process of balancing the gas gain and spark rate.
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In the first attempts to image tracks in the CCD, 210Po was used as an alpha
source to produce tracks in 75 Torr of CF4. The alphas are initially 5.3 MeV, but lose
∼ 1 MeV of energy in the 3.87 cm long collimator that holds the polonium, so the final
tracks produced by this source have an energy of ∼ 4.3 MeV. (Note that the amount of
energy lost depends on the fraction of the track contained within the collimator, and
thus is pressure dependent.) Due to a poor quality amplification region (imperfections
in the anode plate and broken mesh wires), the anode voltage could only be increased
to ∼ 540 V before the chamber began to spark. Unfortunately, this does not result
in a gas gain that is large enough to see single tracks above the noise present in
our Finger Lakes ML1001E CCD camera (see Section 2-10). Instead, we increased
the exposure time in order to image multiple tracks at once. While not useful for a
DM search, imaging overlapping tracks allows for an increased signal-to-noise ratio,
so it is possible to detect tracks that are too dim individually. Binning the CCD
pixels (grouping all the counts from multiple pixels into one “super-pixel”) also helps
to increase the signal-to-noise ratio since a single super-pixel collects signal counts
from multiple pixels but only obtains the read noise of a single pixel. Figure 4-2
displays 60 second exposures binned 4×4 taken in CF4 at 75 Torr with various anode
voltages. Note the tracks that begin to appear as the voltage is increased. This is
strong evidence that the tracks seen are in fact caused by the 210Po alphas.
Brighter tracks can be obtained by increasing the anode voltage. Since this will
increase the spark rate, this must be accompanied by a decreased exposure time in
order to obtain some images without sparks. Figure 4-3 displays images taken in
this way using 5 second exposures, an anode voltage of 600 V, and a gas pressure of
75 Torr (with various binning). Although this increased the brightness of each track
(allowing us to image only a handful of tracks at once), the high spark rate makes
this impractical as long term option for data acquisition.
In order to image tracks on an individual basis while keeping the spark rate at an
acceptable level, a new TPC was constructed (the construction process is described
in Section 4.2). After the new amplification region was installed in OWL, the spark
rate significantly improved, allowing us to keep the anode at a higher voltage without
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(a) (b) (c)
Figure 4-2: The first tracks imaged in OWL’s CCD camera. The tracks were created
by a 210Po alpha source in CF4 at 75 Torr. The anode voltage varies as follows: (a)
480 V, (b) 510 V, (c) 540 V. In order to increase the signal-to-noise ratio enough
to distinguish tracks, the exposure time was set to 60 seconds, allowing for multiple
alpha tracks in the same image. Note that the wedge-shaped object in the extreme
bottom-right corner is an optical artifact rather than an object within the chamber.
sparking for a given gas pressure. The track in Figure 4-4 was taken with the anode
at 660 V and a CF4 gas pressure of 63.2 Torr (note that the pressure was lowered
compared to Figures 4-2 and 4-3 in order to bring the track into the CCD’s field of
view). It is clear that the new amplification region makes a significant difference; the
increase in anode voltage (and thus gas gain) results in a much brighter track.
4.2 Time Projection Chamber
As mentioned in Section 4.1, the original TPC used to obtain CCD images of tracks in
OWL had flaws that prevented us from attaining a gas gain appropriate for imaging
single tracks. In order to fix this, we replaced each of the three main elements of the
TPC (the field cage rings, cathode, and amplification region).
Although the existing field cage rings were still in good condition, there were
initially only four rings (which corresponds to a TPC volume of 3.53 L). In order to
increase the TPC volume, we increased the total number of field cage rings to thirteen.
Only three of these were made of a single piece of copper; the rest were segmented
into quarters with overlapping joints at the location of the support rods. After the
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(a) (b)
Figure 4-3: Early tracks imaged in OWL’s CCD camera. The tracks were created by
a 210Po alpha source in CF4 at 75 Torr. Compared to Figure 4-2, these tracks were
taken with a higher anode voltage (600 V) so that each track appears brighter. The
trade-off is an increased spark rate, so smaller exposure times (5 seconds) must be
used. Both images in (a) are binned 4×4, while the image in (b) is binned 2×2. Note
that there are still multiple tracks in these images.
addition of the new rings, the TPC volume was increased to 9.89 L. Figure 4-5 shows
the segmented rings as well as the completed field cage.
The replacement of the amplification region was completed in collaboration with
the MIT branch of DMTPC. A new copper anode plate was etched and polished
at Bryn Mawr by James Battat, Rob Cunningham, and Rich Willard. Although we
were able to stretch a mesh for the cathode (as described below), the stretching of the
grounded mesh above the anode is a more delicate and sensitive process. This portion
of the construction was completed at MIT. When the amplification region was added
to the TPC, we discovered that the grounded mesh and copper anode plate were in
electrical contact. In order to remove this short, we examined the anode under a
microscope in the hopes of finding the source of the electrical connection between the
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Figure 4-4: First image of a single track in OWL’s CCD camera. This track was
created by a 210Po alpha source in CF4 at 63.2 Torr. Thanks to a new amplification
region, the anode voltage was able to be set at 660 V, resulting in a larger gas gain
and brighter track. The image is binned 4×4.
mesh and copper plate. The results of this search are displayed in Figure 4-6. After
the offending objects were removed from the anode, it was able to hold a voltage
again, so at least one of these objects was causing a short.
To replace the cathode, we stretched a stainless steel mesh (0.01524 mm radius
wires spaced 0.508 mm apart) across an old field cage ring. A Newman roller frame
(model M3-UL 23”× 31”) designed for stretching fabric was used to keep the mesh
under tension (see Figure 4-7(a)). To keep the mesh on the frame, a flat plastic
rod was slid into a groove on the frame (with the mesh between the plastic and the
frame). Since the mesh is coarser than fabric, this process ended up tearing the mesh,
as shown in Figure 4-7(b). The result was an extremely uneven tension across the
mesh (see Figure 4-7(c)), which made it impossible to use as the cathode. To solve
this problem, we held the mesh in place on the frame temporarily with binder clips
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(a) (b) (c)
(d) (e)
Figure 4-5: The field cage rings for the TPC. (a) One of the segmented rings split into
four quarters. (b) Close-up of the overlapping portion of the segmented rings. (c) The
completed field cage (without the cathode), which includes three solid rings and ten
segmented rings. (d) Assembly of the field cage rings into the TPC. (e) Cleaning the
field cage and cathode mesh with compressed air.
as shown in Figure 4-7(d) before locking it in place with the plastic rod. This allowed
for a much more even tension (see Figure 4-7(e)). To further improve the uniformity
of the tension, we placed the copper ring on a lab jack to push up on the mesh from
below (shown in Figure 4-7(f)).
At this point, the mesh was attached to the copper ring with 3M Scotch-Weld
DP-460-EG epoxy (see Figure 4-8(a)). After allowing 24 hours to dry, the excess
mesh was cut away from the cathode (Figure 4-8(b)). Finally, a second layer of epoxy
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Figure 4-6: Picture of the amplification region with annotations describing foreign
objects found during the process of removing a short.
was added to contain the loose ends of the mesh wires (Figure 4-8(c)).
Once these three elements were combined and the new TPC was incorporated
into OWL (see Figure 4-9), we were able to achieve a higher anode voltage without
sparking (660 V at ∼ 60 Torr). This increased the gas gain by ∼ 10×, allowing us
to image single tracks such as in Figure 4-4. However, strange events were showing
up in the charge signal, even without an alpha source present. After testing different
possible causes, it was determined that these events were created by sparking in the
electrical feedthrough that supplies the voltage to the anode. The location of the
sparking is shown in Figure 4-10. In order to prevent sparking, heat shrink tubing
was placed over the location of the spark to provide insulation between the high
voltage connection and the grounded chamber wall. This reduced the number of
strange charge events, though it did not completely eliminate them. We are still in
the process of removing the rest of this noise.
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(a) (b) (c)
(d) (e) (f)
Figure 4-7: Pictures displaying the process of stretching the cathode mesh. (a) The
Newman roller frame used to stretch the mesh. (b) The mesh is held in place by a flat
plastic rod slid into a groove on the frame. Since the frame was designed for fabric
rather than wire mesh, this locking mechanism ended up tearing the mesh. (c) Due
to the difficulty locking the mesh in place, the tension on the mesh was extremely
uneven. (d) To create a more uniform tension, binder clips were used to temporarily
hold the mesh in place while the plastic rod was inserted into the groove. (e) This
method greatly improved the tension. (f) To further even out the tension, the copper
ring to be used as the cathode was pushed up against the mesh from below.
4.3 Light-Tight Hardware Mount
The images of tracks shown in Figures 4-2, 4-3, and 4-4 were all taken in a dark
room with a CCD mount that was not light-tight. The ambient room light from
the electronics was blocked by covering OWL with a black felt cloth, much like the
vignetting trials in Section 3.2.1. While this method was sufficient to prevent light
leaks, it is not very practical for long term data collection, so a light-tight CCD/PMT
mount was designed. The basic design for this mount is shown in Figure 4-11(a), while
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(a) (b) (c)
(d)
Figure 4-8: (a) An epoxy was used to glue the cathode mesh to a copper ring. (b) The
copper ring after the excess mesh was cut away from the cathode. (c) A new layer of
epoxy was added to contain the loose wires created by cutting the mesh. (d) Cutting
the excess mesh away from the copper ring.
the completed mount is shown in Figure 4-11(b). The main viewing window on OWL
is covered by a 1” thick metal plate containing ports through which the CCD and
PMTs view the chamber. All the necessary cables are attached external to the light
seal for easy access. The CCD mount is designed such that it is easy to remove the
CCD and adjust the focus without dismantling the entire mount.
The CCD portion of the light-tight mount was designed to have an adjustable
height in order to accommodate the use of two different lenses (the same two lenses
used in the vignetting studies discussed in Section 3.2). Each lens requires a different
stand-off distance (the distance from the CCD to the anode) in order to achieve the
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Figure 4-9: The completed TPC inside OWL.
Figure 4-10: The sparking in the anode voltage feedthrough occurred at the location
indicated by the arrow. To solve this problem, heat shrink was placed over the existing
rubber sleeve down to the location of the spark.
best images. One consideration that must be taken into account when determining
the stand-off distance is the field of view (FOV). The stand-off distance dictates the
FOV by changing the magnification of the image; as the stand-off distance increases,
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Ports for
PMT mounts
Top of OWL
PMT mount
CCD mount
(a)
PMT mounts
CCD
(b)
Figure 4-11: (a) SolidWorks design for OWL’s light-tight CCD/PMT mount. There
are four ports for PMT mounts (in this image, two are labeled, one is fitted with a
PMT mount, and one is hidden) surrounding the main port for the CCD. In order
to accommodate two different CCD lenses, the height of the CCD port is adjustable.
(b) The completed light-tight mount in place on OWL.
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the magnification decreases, thus allowing for a larger area to be imaged. To choose
an appropriate FOV for our detector, we must consider several different factors. A
large FOV allows more potential tracks to be imaged, but at the expense of lower
spatial resolution (each track spans fewer pixels when we increase the FOV because
the size of a single pixel in the object plane increases). The FOV also affects the
signal-to-noise ratio; as the FOV increases, the decreasing magnification causes the
fraction of photons that enter the lens to decrease (see Equation 3.1), but the photons
that do enter the lens system will be spread out over a fewer number of pixels. The
combination of these two factors will dictate how the signal-to-noise ratio changes
as the FOV increases. Note that we can always increase the signal-to-noise ratio
independent of the FOV by binning the CCD pixels, as described in Section 4.1.
Because changing the FOV affects many different aspects of the experimental design,
the optimal FOV must be chosen to balance all of the factors described above.
Figure 4-12: The adjustable height CCD mount used for experimentally determining
the field of view for different stand-off distances.
In order to determine the FOV corresponding to different stand-off distances, the
CCD was placed on a non-light-tight mount with an adjustable height (Figure 4-12).
Images were taken of graph paper (1/4” squares) located at the position of the anode
for various CCD heights with both lenses. The results of these trials are shown in
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Table 4.1. As the height was altered, the focal setting also had to be adjusted. The
focal range is another important consideration; the stand-off distance of the CCD
must be such that the lens system can defocus in both directions away from a focused
image rather than having an image that is in focus at an extreme of the focal range.
ϕ
θ
rlens
rtube
rFOV
xlens
xtube
Front of
lens system
Mount tube dMount tube
A
anode plane
FOV in the
Figure 4-13: Geometry for eliminating mechanical vignetting when designing OWL’s
light-tight mount. If lines are drawn from the extreme edges of the FOV to the nearest
edge of the front aperture of the lens system, these lines intersect at the point A. We
would like the extreme edges of the FOV to be able to see the entire front aperture of
the lens system without the CCD mount tube getting in the way, so we must require
ϕ > θ.
Besides the field of view and focal range, we must also consider mechanical vi-
gnetting when determining the stand-off distance of the CCD (see Section 3.1.3). The
tube that holds the CCD lens serves as the external element that may cause mechan-
ical vignetting. To ensure that mechanical vignetting does not occur, we must make
sure that light from the edge of the FOV is able to reach every point on the front of
the lens system without being blocked by the CCD mount. The relevant geometry
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Table 4.1: Summary of the experimental determination of how the focal setting, FOV,
and extent of mechanical vignetting change with different stand-off distances for the
both the Nikon and Canon lenses. The focal settings given here are quoted directly
from the lens systems. The angles θ and ϕ (of interest to mechanical vignetting)
are defined in Figure 4-13 and calculated from Equation 4.2. In order to prevent
mechanical vignetting, we must require ϕ > θ. Note that ϕ is calculated using
xtube = 41.3 cm and rtube = 4.1 cm (corresponding to the setup we hoped to employ).
Since θ and ϕ are much closer for the Canon lens than the Nikon lens, we opted to
counterbore the CCD port, increasing both rtube and ϕ.
xlens (cm) Focal Setting rFOV (cm) θ (degrees) ϕ (degrees)
Nikon 85mm 40.2 0.5 m† 12.6 14.4 27.7
41.4 0.5 m† 12.9 14.4 24.4
42.7 0.5 - 0.55 m 13.4 14.5 21.8
44.1 0.55 m 13.8 14.6 19.6
45.4 0.55 - 0.6 m 14.2 14.7 17.8
46.7 0.55 - 0.6 m 14.6 14.8 16.3
47.9 0.6 m 15.0 14.9 15.1
49.2 0.6 m 15.4 14.9 14.0
50.6 0.6 - 0.7 m 15.9 15.0 13.0
51.8 0.6 - 0.7 m 16.3 15.1 12.2
53.1 0.6 - 0.7 m 16.7 15.2 11.5
54.4 0.6 - 0.7 m 17.1 15.2 10.8
55.0 0.7 m 17.3 15.3 10.6
Canon 55mm 39.7 1.7 m 7.5 5.6 6.9
41.0 2 - 2.5 m 7.8 5.9 6.9
42.4 2.5 - 3 m 8.0 6.0 6.8
43.8 3 - 4 m 8.4 6.3 6.7
45.2 5 m 8.7 6.5 6.7
46.5 7 - 10 m 9.0 6.6 6.6
47.8 10 m - ∞† 9.3 6.8 6.5
49.1 ∞† 9.5 6.9 6.4
†Unable to truly defocus in both directions
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is presented in Figure 4-13. Given the definitions of θ and ϕ in the figure, we must
require ϕ > θ in order to prevent mechanical vignetting. If ϕ < θ, light from the
extreme edges of the FOV will be prevented from reaching some points of the lens
system by the mount tube.
We would like to relate θ and ϕ to physical lengths which are easy to measure.
Specifically, we are interested in rtube and rlens (the radius of the circular apertures
of the mount tube and front of the lens system, respectively), rFOV (the radius of
the circle that circumscribes the square-shaped FOV), and finally xtube and xlens (the
perpendicular distance from the anode plane to the mount tube and the front of the
lens system, respectively). Although it is not easy to measure physically, the distance
d (defined as the perpendicular distance from the anode plane to the point A) is also
of interest. To relate these quantities to θ and ϕ, we must consider similar triangles
from Figure 4-13. From the right triangles defined by the optical axis and the angle
θ, we find that
rFOV
d
=
rlens
d− xlens
Solving for d, we have
d =
xlens rFOV
rFOV − rlens (4.1)
From basic trigonometry, we see that θ and ϕ can be expressed by
θ = tan−1
(rFOV
d
)
ϕ = tan−1
(
rtube
d− xtube
) (4.2)
By inserting d from Equation 4.1 into Equation 4.2, we can express θ and ϕ entirely
in terms of rtube, rlens, rFOV , xtube, and xlens.
It is clear that the stand-off distance plays a role in mechanical vignetting, since
changing the stand-off distance alters both the FOV and the location of the lens
system. The final stand-off distance was chosen based on the values for θ and ϕ
calculated with Equation 4.2 as well as the experimentally determined FOVs and
focal settings (shown in Table 4.1). In the end, the CCD port in the 1” plate covering
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the main viewing window was counterbored in order to increase rtube, thus increasing
the difference between ϕ and θ. This was found to be necessary for the Canon lens
in particular, since the difference between θ and ϕ was small enough to be a concern.
Figures 4-15, 4-16, 4-17, and 4-18 display dimensioned drawings of the final design
for the main plate, CCD tube, and CCD adapter plates of the light-tight mount.
The design for the PMT portion of the light-tight mount was more straightforward
than the CCD portion. In order to obtain the largest signal from the scintillation
light, the PMT sensors must be placed as close to the viewing window as possible.
Additionally, the PMT mounts must be sized and placed in such a way that they do
not get in the way of the CCD mount. Based on these considerations, the PMT mount
design shown in Figure 4-14 was created. Dimensioned drawings of the individual
components of the PMT mount are shown in Figures 4-19, 4-20, and 4-21. The final
design for the entire light-tight mount is shown in Figure 4-11.
PMT
Set
screw
(a) (b)
Figure 4-14: The PMT portion of OWL’s light-tight mount. (a) The SolidWorks
design for the PMT mount. The disk that holds the PMT has been lowered for this
image compared to the rest of the housing. (b) A completed PMT mount in place on
OWL.
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Figure 4-15: Dimensioned design for the main plate of OWL’s light-tight mount (all dimensions in inches). The center port
is for the CCD; the four smaller ports are for the PMT’s. Note that the center port was counterbored in order to prevent
mechanical vignetting.
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Figure 4-16: Dimensioned design for the CCD tube of OWL’s light-tight mount (all dimensions in inches). The two circular
grooves shown on the tube’s surface are not actually cut, but rather mark the extent of threads on the outside of the cylinder.
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Figure 4-17: Dimensioned design for one of two CCD adapter plates for OWL’s light-tight mount (all dimensions in inches).
The four counterbored holes around the central hole allow for this plate to be screwed into the body of the CCD, while an
o-ring sits in the circular ring on the opposite side in order to provide a light seal.
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Figure 4-18: Dimensioned design for one of two CCD adapter plates for OWL’s light-tight mount (all dimensions in inches).
The six holes around the outer edge allow for this plate to be screwed into the plate in Figure 4-17. The CCD tube shown in
Figure 4-16 screws into threads in the central hole. An o-ring sits in the groove of radius 4.25 in. to provide a light seal between
the two adapter plates.
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Figure 4-19: Dimensioned design for the PMT housing on OWL’s light-tight mount (all dimensions in inches). The six holes
in the wider circular pattern allow the housing to be screwed into the main plate shown in Figure 4-15, while the housing lid
shown in 4-20 is screwed into this piece through the six holes in the smaller circular pattern.
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Figure 4-20: Dimensioned design for the PMT housing lid for OWL’s light-tight mount (all dimensions in inches). The PMT
signal is transmitted through a LEMO port, while power for the PMT is provided by a SHV-5 port.
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Figure 4-21: Dimensioned design for the PMT holder for OWL’s light-tight mount (all dimensions in inches). The three holes
on the outer edge allow this piece to be attached to the underside of the PMT housing lid (Figure 4-20). A 4-40 set screw keeps
the PMT in place from the side.
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Chapter 5
Conclusion
From the experimental study described in Chapter 3, it is clear that vignetting is
occurring in the optical setup (see Figure 3-10). The expected cos4 α law used to
describe natural vignetting was not sufficient to account for all of the vignetting. In
particular, a cos4 α law cannot reproduce the prominent “kink” found in the radial
projection of the average image (Figure 3-10(b)). However, optical vignetting would
naturally cause a kink to occur at the radial position at which different elements of
the lens system first appear to overlap. After computationally constructing a model
for optical vignetting, a combined model which included both natural and optical
vignetting was found to fit the data extremely well (Figure 3-11). Additionally,
the vignetting was significantly reduced as the f-number of the lens was increased
(Figure 3-12). Both of these facts strongly suggest that optical vignetting is present
in the CCD/lens systems of interest.
DMTPC’s use of CCD cameras to image tracks requires a detailed understanding
of the CCD’s response to light in order to draw any meaningful scientific conclusions
from the data. The vignetting study described in this thesis was conducted with
this goal in mind by designing the experimental setup to mimic the optical system
used in the 4sh. From Figure 5-1, which is an image of uniform illumination in the
4sh, it is clear that the CCDs on the 4sh exhibit vignetting. Based on the results
of this vignetting study, optical vignetting is most likely the dominant factor for the
4sh. Future detectors can benefit from this knowledge by considering the optical
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Figure 5-1: A gain map for the 4sh detector created by the uniform illumination of
the chamber with gamma particles produced by 57Co. This image is a composite
image created by four CCD cameras. Each of the four individual images exhibits the
radial decrease in image intensity characteristic of vignetting.
vignetting properties of potential CCD/lens combinations. For the 4sh, it is sufficient
to remove the effects of vignetting by using the gain map shown in Figure 5-1 as a
flat field image.
Progress was also made on the setup of the OWL detector. As a result of the work
described in Chapter 4, OWL is now operational, with the ability to image single
tracks such as Figure 4-4. This is primarily a result of the implementation of the new
TPC (Figure 4-9), which produces more scintillation light due to an increased gas gain
(∼ 10×). Additionally, OWL now has a light-tight mount designed to house a CCD
camera and up to four PMTs. This mount was designed to provide a reasonable field
of view and signal-to-noise ratio while preventing any potential mechanical vignetting.
The completion of the light-tight mount allows us to take CCD and PMT data for
extended periods of time without the need to work in a darkroom. At this point,
OWL is ready for the next phase of its operation: the experimental reconstruction of
the 3rd dimension of a track using timing information from the PMTs.
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Appendix A
Modeling Optical Vignetting
A.1 Setup of the Problem
In order to model optical vignetting (see Section 3.1.2), it is necessary to quantify
the extent to which different components of a lens system overlap as viewed from
different points in the image plane. This is not necessarily straightforward, so it is
best accomplished computationally. The intensity of light at a given radius from the
optical axis in the image plane is directly proportional to the clear solid angle seen
through the lens system, so modeling optical vignetting numerically can be reduced
to calculating this solid angle.
The lens system can be simplified by reducing it to two circles representing the
front and back apertures. The goal of the numerical calculation is to determine the
solid angle mutually subtended by these two shapes as viewed from the CCD as a
function of radius ρ from the axial point on the CCD. The geometrical setup is shown
in Figure A-1. In order to determine the solid angle, the radii of each aperture (r1
and r2) as well as the distances s1 and s2 must be known. Note that aperture 1 is seen
through a series of lenses from the point of view of the CCD. Thus, the quantities of
interest are actually r′1 and s
′
1, the apparent values of r1 and s1 based on the optical
properties of the lens system.
The remainder of this appendix describes the details of how this geometric setup is
used to model optical vignetting. Sections A.2, A.3, and A.5 describe various aspects
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Figure A-1: Top-down view of the geometry of the lens system (not to scale). The
optical axis is labeled OA, and the off-axis observation point in question is labeled
O. Light first enters aperture 1 (the front of the lens system), then passes through
aperture 2 (the back of the lens system) before reaching the CCD (image plane).
Lengths of interest are r1, r2, s1, s2, and ρ.
of constructing the model, including choosing an appropriate coordinate system, de-
termining the apparent shape of the apertures, numerically calculating the solid angle,
and estimating values for r′1 and s
′
1. Section A.4 describes the overall code structure
used to generate the model.
A.2 Determining the Aperture Shape
To calculate the solid angle mutually subtended by the two apertures, we must first
determine the apparent shape of each aperture as seen from the observation point.
At this stage, it will be useful to discuss adding natural vignetting to the model. The
strength of natural vignetting is determined by the angle between the optical axis
and the line of sight to the center of the exit pupil (see Section 3.1.1). Here, we will
make the assumption that either the front or back aperture of the lens system is the
aperture stop, since the lens diaphragm should be wide open for the application of
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directional DM detection. A convenient choice of coordinate system based on which
aperture is the aperture stop will make it easier to incorporate both optical and
natural vignetting in the same calculation.
When calculating the solid angle of interest for a given value of ρ, the general
procedure to set up the relevant geometry is the same in both cases. The main task
is to determine the location and orientation of each aperture. As discussed in Sections
A.2.1 and A.2.2, we will always define the observation point as the origin and the z-
axis as the direction in the CCD plane which is perpendicular to the direction of
increasing ρ regardless of which aperture is the aperture stop. Then we can define
circular apertures (radii r′1 and r2) in the yz plane, rotate them by an appropriate
angle about the z-axis, and translate them in the x and y directions in order to place
the apertures in the correct orientation and apparent location. This is pictured in
Figure A-2. The next step is to convert to spherical coordinates so that we can use
O
xˆ
yˆ
zˆ
O O
α
kx
ky
(a) (b) (c)
Figure A-2: Two-step transformation to place a circular aperture in the correct loca-
tion/orientation. (a) Aperture starts as a circle in the yz plane (viewed edge-on). (b)
The aperture is rotated by an angle α about the z-axis. (c) The aperture is translated
in the x and y directions.
the polar (θ) and azimuthal (φ) coordinates of each point defining the aperture shape
to calculate the solid angle (see Section A.3).
The transformation from the yz plane to the position of the apertures can be
described by the matrix equation
~x′ = TxyRz~x
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Here, Txy and Rz are 4×4 matrices describing the translation in the x and y directions
and the rotation about the z-axis, respectively. Since translations are not linear
transformations, we must use homogeneous coordinates [43], so Txy and Rz must be
4×4 matrices. The vector ~x is a 4-element column vector describing a point on the
original circle in the yz plane, and ~x′ is a 4-element column vector describing the
transformed point. Explicitly, this matrix equation is given in Cartesian coordinates
by 
x′
y′
z′
1
 =

1 0 0 kx
0 1 0 ky
0 0 1 0
0 0 0 1


cosα sinα 0 0
− sinα cosα 0 0
0 0 1 0
0 0 0 1


0
y
z
1
 =

y sinα + kx
y cosα + ky
z
1
 (A.1)
where kx and ky specify the amount of translation needed for the center of each circle
in the x and y directions, respectively (see Figure A-2). This is taken to be an active
transformation, meaning that the circles are actually moving while the coordinate
axes remain fixed. Note that the circles in the yz plane are first rotated about the
z-axis by an angle α, and then translated. As we will see in Sections A.2.1 and A.2.2,
this angle α is the angle of interest for natural vignetting.
A.2.1 Aperture 1 as Aperture Stop
If aperture 1 is the aperture stop, the exit pupil is the image of aperture 1 as seen
through the lens system. In other words, the size and location of the exit pupil can
be described by the optically modified values r′1 and s
′
1.
Since we are interested in the solid angle subtended by the clear aperture, we must
take the observation point to be the origin. We choose to have the x-axis pointing
from the origin O to the center of the exit pupil (C′1) and the z-axis parallel with the
CCD plane but perpendicular to the direction of increasing ρ, as shown in Figure A-3.
This results in a straightforward definition of the natural vignetting angle α, making
it easier to include natural vignetting and optical vignetting in the same model. This
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Figure A-3: Definition of coordinate system and translation parameters kx1, kx2, and
ky2 (ky1 = 0) if aperture 1 is the aperture stop. Point O is the origin, and the
coordinate axes are shown in the bottom left. Note the use of the optical values r′1
and s′1. Points C
′
1 and C2 represent the center of the circular apertures 1
′ and 2,
respectively.
choice of coordinates also makes the system reflection symmetric about the xy plane.
We will exploit this symmetry in our calculation of the solid angle, as will be discussed
in Section A.3.
In order to determine the apparent location of each aperture according to Equa-
tion A.1, we must determine kx and ky for each aperture. Referring to Figure A-3,
we have
kx1 =
√
(s′1 + s2)2 + ρ2 kx2 =
√
(s′1 + s2)2 + ρ2 − s′1 cosα
ky1 = 0 ky2 = −s′1 sinα
where the subscripts 1 and 2 refer to apertures 1 and 2, respectively. Since the
definition of ρ does not change based on which aperture is the aperture stop, it is
convenient to rewrite kx and ky in terms of ρ rather than α. Noting that
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cosα = (s′1 + s2)/
√
(s′1 + s2)2 + ρ2 and sinα = ρ/
√
(s′1 + s2)2 + ρ2, we have
kx1 =
√
(s′1 + s2)2 + ρ2 kx2 =
s22 + s
′
1s2 + ρ
2√
(s′1 + s2)2 + ρ2
ky1 = 0 ky2 =
−s′1ρ√
(s′1 + s2)2 + ρ2
(A.2)
This gives us enough information to calculate the shape of the apertures in Cartesian
coordinates (x′, y′, z′) in terms of r′1, r2, s
′
1, s2, and ρ (assumed known). Once these
values are known, it is straightforward to convert to spherical coordinates.
A.2.2 Aperture 2 as Aperture Stop
If aperture 2 is the aperture stop, it is also the exit pupil since there are no optical
elements between aperture 2 and the CCD. We will again define the x-axis as pointing
from the origin O to the center of the exit pupil (C2) and the z-axis parallel with the
CCD plane but perpendicular to the direction of increasing ρ (see Figure A-4).
Following Section A.2.1, we must determine kx and ky in order to determine the
apparent location of each aperture. Referring to Figure A-4, we have
kx1 =
√
s22 + ρ
2 + s′1 cosα kx2 =
√
s22 + ρ
2
ky1 = s
′
1 sinα ky2 = 0
Again, we will rewrite this in terms of ρ rather than α. Noting that
cosα = s2/
√
s22 + ρ
2 and sinα = ρ/
√
s22 + ρ
2, we have
kx1 =
s22 + ρ
2 + s′1s2√
s22 + ρ
2
kx2 =
√
s22 + ρ
2
ky1 =
s′1ρ√
s22 + ρ
2
ky2 = 0
(A.3)
The calculation of the Cartesian and spherical coordinates of the apertures follows
the same procedure as the previous case.
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Figure A-4: Definition of coordinate system and translation parameters kx1, ky1, and
kx2 (ky2 = 0) if aperture 2 is the aperture stop. Point O is the origin, and the
coordinate axes are shown in the bottom left. Note the use of the optical values r′1
and s′1. Points C
′
1 and C2 represent the center of the circular apertures 1
′ and 2,
respectively.
A.2.3 Determining Which Aperture is the Aperture Stop
The methods described above are predicated on the assumption that we can determine
which aperture is the aperture stop. It turns out that this is a fairly straightforward
task. In general, one must compare each optical element on “equal footing”; in other
words, one must image each element as seen by the object plane to determine which
element is the entrance pupil, or alternatively, image each element as seen by the
image plane to determine which element is the exit pupil. The element that subtends
the smallest angle when imaged in this way is the aperture stop. For the case of
apertures 1 and 2, we have already imaged them as seen from the image plane (since
we know r′1 and s
′
1). Thus, the relevant geometry for determining the aperture stop
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Figure A-5: (a) Both apertures subtend the same solid angle as seen from the CCD.
Using similar triangles, r2/s2 = r
′
1/(s
′
1 + s2). (b) Aperture 2 subtends a smaller solid
angle than aperture 1′ (aperture 2 is the aperture stop). Thus, r2/s2 < r′1/(s
′
1 + s2).
If aperture 1 was the aperture stop, we would find that r2/s2 > r
′
1/(s
′
1 + s2).
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is shown in Figure A-5. Using similar triangles, we see that a comparison of the
quantities r2/s2 and r
′
1/(s
′
1 + s2) will show us which aperture is the aperture stop:
r2
s2
>
r′1
s′1 + s2
aperture 1 is the aperture stop
r2
s2
<
r′1
s′1 + s2
aperture 2 is the aperture stop
(A.4)
As an example, consider the Canon lens used to produce Figure 3-10. For the setup
of interest, we have r2 = 1.68 cm, s2 = 4.25 cm, r
′
1 = 5.24 cm , and s
′
1 = 12.11 cm (the
physical distances were measured with calipers, while the optical distances were the
result of the best fit program described in Section A.4). Thus, r2/s2 = 0.395 while
r′1/(s
′
1 + s2) = 0.320, so aperture 1 is the aperture stop.
A.3 Calculating the Solid Angle
To calculate the solid angle (SA), we must perform the integral of dΩ over the clear
aperture. Using the standard spherical coordinates θ and φ, we have
SA =
∫
Aperture
dΩ = 2
φmax∫
φmin
dφ
pi/2∫
θ(φ)
sin θ dθ
where φmin and φmax are the minimum and maximum values of the azimuthal an-
gle, and θ(φ) describes the boundary of the clear aperture in the upper hemisphere
(θ < pi/2). Since the aperture is symmetric about θ = pi/2 (the xy plane) in the cho-
sen coordinate system (see Section A.2), we can integrate over the upper hemisphere
and double the result (hence the factor of 2 in the last integral). Note, however, that
only the ratio of solid angles is relevant when comparing the intensity of two different
image points, so the factor of 2 can be safely dropped. Thus, after evaluation of the
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integral over dθ, we are left with
SA′ =
φmax∫
φmin
cos[θ(φ)] dφ (A.5)
where the prime differentiates this solid angle from the solid angle for the whole
aperture (SA = 2SA′). This is the integral that is performed computationally in
practice.
before intersection after
Increasing ρ
intersectionintersection
Figure A-6: Schematic representation of the view of the apertures from the CCD.
White represents the clear aperture that light can pass through, while grey represents
points that block light from reaching the CCD. The leftmost view is the on-axis view;
advancing to the right corresponds to increasing ρ. Note that as ρ increases, the
clear aperture is modified not only by the changing intersection of the front and back
apertures, but also by the increasingly distorted shapes of these apertures.
We are interested in how this solid angle changes for different observation points
(parameterized by ρ). As we increase ρ, there are qualitatively three different regimes:
before, during, and after the two apertures intersect. This is pictured in Figure A-6.
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The integral in Equation A.5 will have different forms for each case:
SA′ =

φmax, as∫
φmin, as
cos[θas(φ)] dφ before apertures intersect
φint∫
φmin, 1
cos[θ1(φ)] dφ +
φmax, 2∫
φint
cos[θ2(φ)] dφ for aperture intersection
0 beyond aperture overlap
(A.6)
where φint is the value of φ at the intersection of the two apertures, the subscript
as refers to the aperture that functions as the aperture stop (as = 1 or 2), and the
subscripts 1 and 2 refer to apertures 1 and 2, respectively. The order of the integrals
with respect to apertures 1 and 2 in the regime where the apertures intersect assumes
ρ increases as shown in Figures A-3 and A-4.
A.4 Basic Code Structure
As discussed in Section A.1, the main goal for modeling optical vignetting compu-
tationally is to create a normalized plot of clear solid angle vs. ρ. In practice, this
plot will be discrete, since it will be created in a loop which steps through relevant
values of ρ incrementally. Before the main loop through ρ, two discrete graphs are
created describing the shape of apertures 1 and 2. These graphs are used as the start-
ing point of the transformation described in Equation A.1 (to be carried out every
loop). Additionally, the code determines which aperture is the aperture stop before
looping through ρ since this determines which angle is the relevant angle for natural
vignetting. On each step through ρ, the code runs through the following steps:
1. Perform the transformation in Equation A.1 on the two circles representing the
apertures to place them in the proper spatial orientation as viewed from the
point in question on the CCD.
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2. Calculate cos[θ(φ)] for discrete points on each aperture, and store the relation-
ship between cos[θ(φ)] and φ for these discrete points in memory.
3. Computationally determine the intersection (if any) of these two graphs.
4. Calculate the solid angle SA′ by numerically integrating these graphs, taking
the intersection point into account according to Equation A.6.
5. Store the result into a graph of SA′ vs. ρ.
After this is done, the entire graph of SA′ vs. ρ is multiplied point by point by a
graph of cos3(α) vs. ρ to account for natural vignetting (note that the relationship
between α and ρ depends on which aperture is the aperture stop). Finally, the graph
is normalized to the point ρ = 0 since it is only the relative solid angle that matters
(see Section A.3). This allows us to compare with a normalized radial projection
graph of image intensity (such as Figure 3-10(b)).
It is worthwhile to note that the optical vignetting model is highly dependent on
the parameters s′1 and s2 through Equations A.2 and A.3. The size of each aperture
(r′1 and r2) is also of critical importance, since it helps determine the aperture stop
and the value of ρ at which the intersection of the two apertures begins to occur. Of
these four parameters, it is significantly easier to measure the physical values r2 and
s2 than it is to measure the optical values r
′
1 and s
′
1. It is possible to estimate r
′
1 and
s′1 (see Section A.5), but there is a large amount of uncertainty in this estimation.
Thus, instead of dictating specific values for r′1 and s
′
1, a code was created to fit
for r′1 and s
′
1 based on experimental data for image intensity as a function of ρ (see
Section 3.2). This code loops over a range of values for r′1 and s
′
1, each time using the
routine described above to construct an optical vignetting model based on the current
values of r′1 and s
′
1. Each model is compared to the experimental data in order to
determine best fit values for r′1 and s
′
1. The best fit model shown in Figure 3-11 was
calculated using this code. For reference, the actual code used to fit for r′1 and s
′
1 is
included in Appendix B.
It should be noted that the model generated by this code is specific to the setup
of the system. For instance, changing the distance to the uniform light source would
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require a change in focal setting for the lens system, which would result in different
values for r′1 and s
′
1. Thus, it is important that the experimental setup used to study
optical vignetting in a particular system is as close as possible to the actual conditions
of interest.
A.5 Estimating r′1 and s
′
1
Just like r2 and s2, the physical values r1 and s1 can be measured easily. We are
interested in how the optical elements alter these physical measurements for an ob-
server in the CCD plane. In terms of introductory optics, r′1 is related to the image
height while s′1 is related to the image distance. In order to estimate r
′
1 and s
′
1, we
will treat the lens system as a single thin lens whose location is initially unknown.
By determining the focal length and location of this effective lens, we can determine
the magnification and image distance, thus leading us to values for r′1 and s
′
1 as is
shown below.
Lens systems have quoted focal lengths (e.g. 85 mm for the Canon lens used in
this experiment). These focal lengths are assumed to be valid when the lens system
is set to focus “at infinity”, but is altered for different focal settings. By definition,
the focal length is the image distance for an object infinitely far away from the lens.
Thus, by measuring the change in image distance for an object “at infinity” as the
focal setting is changed from ∞ to some other focal setting, the true focal length
for a particular focal setting can be determined (assuming the quoted focal length is
correct).
Once the true focal length is known, the next step is to find the position of the
effective lens. This can be done by imaging an object and measuring the distance
between the object and image planes. In the context of this experiment, the distance
from the uniform light source to the CCD plane was used. The relevant geometry
is presented in Figure A-7. Note that both do and di (the object and image dis-
tances, respectively) are unknown. The two equations needed to solve for one of
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Figure A-7: The geometry of interest to locate the effective lens. The distance x is
known, and the distances do and di must be solved for with the thin lens equation.
these unknowns are
x = do + di
1
f
=
1
do
+
1
di
The first equation comes from the geometry, the second is the thin lens equation
(which assumes the image is perfectly in focus). Solving for di in the first and plugging
into the second, we have
1
f
=
1
do
+
1
x− do
By combining fractions on the right and taking some simple algebraic steps, we arrive
at a quadratic equation for do:
d2o − xdo + xf = 0 (A.7)
Note that we could have solved x = do + di for do instead of di before plugging into
the thin lens equation. This would not have altered the form of Equation A.7. Thus,
the two solutions to this quadratic formula must correspond to do and di.
Once the location of the effective lens is known, we can determine the magnifica-
tion and image distance for imaging aperture 1. The geometry is shown in Figure A-8.
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Note that the object and image distances for aperture 1 will be denoted as Do and Di
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Figure A-8: The geometry of interest to locate the image of aperture 1 as seen from
the CCD plane. The distances s1, s2, and di are known; thus Do can be easily
calculated. We must solve for Di using the thin lens equation in order to arrive at a
value for s′1.
to distinguish from do and di above. Since Do and f are known, a straightforward ap-
plication of the thin lens equation allows us to solve for Di. Then, it is straightforward
to calculate s′1 (see Figure A-1). Assuming that Di is negative, we have
s′1 =
∣∣∣Di∣∣∣+ di − s2 (A.8)
The magnification is defined as m = −Di/Do. Apparent lengths in the image plane
are simply found by multiplying the corresponding length in the object plane by the
magnification. Thus,
r′1 =
∣∣∣∣r1DiDo
∣∣∣∣ (A.9)
Note that the values of r′1 and s
′
1 calculated here should only be treated as ap-
proximations. Small uncertainties in measurements of physical lengths propagate
themselves to produce large uncertainties in s′1 and r
′
1, especially when the magnifi-
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cation is large. Since the derivation of s′1 and r
′
1 is fairly complicated, it is not trivial
to determine these uncertainties from the length measurement uncertainties. A code
was created to computationally determine these uncertainties so that an appropriate
range of values for s′1 and r
′
1 can be tested in the fitting code presented in Appendix B.
As an example of estimating s′1 and r
′
1, consider the setup used to generate Fig-
ure 3-10. In order to reproduce the setup used in the 4sh detector, the Canon 85mm
lens was used (r1 = 3.56 cm, r2 =1.68 cm, s1 = 8.6 cm, and s2 = 4.25 cm) and the
distance from the uniform light source to the CCD plane was set at x = 74.2 cm.
The effective focal length was measured by imaging distant trees (object distance of
≈ ∞). When changing the focal setting from ∞ to the setting at which the image
plane was in focus, the focal length decreased by 0.65 cm; thus the effective focal
length for the experimental trials was f = 7.85 cm. By solving Equation A.7, we find
that do = 65.3 cm and di = 8.92 cm. From Figure A-8, Do = s1 + s2− di = 3.93 cm.
Using the thin lens equation, Di = 1/(1/f − 1/Do) = −7.87 cm, so aperture 1′ is on
the same side of the effective lens as aperture 1 (matching Figure A-8). We can now
solve for s′1 and r
′
1 using Equations A.8 and A.9:
s′1 =
∣∣∣Di∣∣∣+ di − s2 = 12.5 cm
r′1 =
∣∣∣∣r1DiDo
∣∣∣∣ = 7.13 cm
Comparing the results of this estimation to the best fit values of s′1 = 12.11 cm and
r′1 = 5.24 cm produced by the fitting code, we see that the values for s
′
1 are fairly close,
but the estimation of r′1 is a bit off from the best fit result. This is a manifestation
of the fact that this method of estimating r′1 and s
′
1 introduces a significant amount
of uncertainty, as mentioned earlier.
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Appendix B
Vignetting Best Fit Code
The following is the code used to fit an optical/natural vignetting model to the
experimentally determined graph of relative intensity vs. the distance from the center
of the CCD (ρ). The function vignettingFit() is the main fitting routine. All text
to the right of the // in a given line is a comment rather than part of the code. The
code was written in ROOT, a variation of C++.
void vignettingFit(TString inputfile, TString outputfile) {
// Main code to determine the best fit vignetting model with r1’ and s1’ as fit parameters.
int nPointsCircle = 100; // Number of points in the TGraphs for the aperture shapes
int nPointsRho = 100; // Number of points in the graph of solid angle vs. rho
int intervals = 40; // Number of intervals for splitting up the range of r1 & s2 to test
double upperRho = 1.22; // Upper limit on the range of rho for the graphs (cm)
double normLower = 0.1; // Lower end of range for normalization of data (cm)
double normUpper = 0.2; // Upper end of range for normalization of data (cm)
//Choose one set corresponding to the proper lens system:
//CANON LENS
double r1_min = 5.24126; // Lower end of range for r1’ (cm)
double r1_max = 11.4156; // Upper end of range for r1’ (cm)
double s1_min = 9.96093; // Lower end of range for s1’ (cm)
double s1_max = 19.2812; // Upper end of range for s1’ (cm)
double r2 = 1.6765; // Radius of inner aperture (closer to CCD) in cm
double s2 = 4.246; // Perpendicular distance from inner aperture to CCD in cm
//NIKON LENS
double r1_min = 3.90106; // Lower end of range for r1’ (cm)
double r1_max = 15; // Upper end of range for r1’ (cm)
double s1_min = 6.76435; // Lower end of range for s1’ (cm)
double s1_max = 25; // Upper end of range for s1’ (cm)
double r2 = 1.815; // Radius of inner aperture (closer to CCD) in cm
double s2 = 3.96; // Perpendicular distance from inner aperture to CCD in cm
double r1, s1, error, lowestError, r1_low, s1_low, d_r1, d_s1;
int limiting;
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d_r1 = (r1_max-r1_min)/(intervals-1); //Calculate step size for r1’
d_s1 = (s1_max-s1_min)/(intervals-1); //Calculate step size for s1’
// Set up initial values
r1_low = 0; //Stores r1’ value corresponding to the lowest error model
s1_low = 0; //Stores s1’ value corresponding to the lowest error model
lowestError = 1e99; //Stores the value of the lowest error
// Setting up domain/range for the final displayed graph
double lowX = 0;
double hiX = 1.22;
double lowY = 0.7;
double hiY = 1.04;
// Load experimental data
TFile f(inputfile);
TGraph *data = (TGraph*) f.Get("data");
f.Close();
//Normalize experimental data to the average of a small range of values for rho ~ 0:
normalizeToRange(data, normLower, normUpper);
TruncateRight(data, upperRho); //Cut off experimental graph at upperRho
// Set up object to store error as a function of r1’ and s1’ so we can study the error
// patterns in the tested parameter space
TH2F *errors = new TH2F("errors","errors",intervals,r1_min,r1_max,intervals,s1_min,s1_max);
errors->GetXaxis()->SetTitle("r1 (cm)");
errors->GetYaxis()->SetTitle("s1 (cm)");
// Loops over different values of r1’ and s1’
for (int loopr1 = 0; loopr1 < intervals; loopr1++) {
for (int loops1 = 0; loops1 < intervals; loops1++) {
TGraph *theory = new TGraph;
r1 = r1_min + loopr1*d_r1; //Calculate new value of r1’
s1 = s1_min + loops1*d_s1; //Calculate new value of s1’
theory = solidAngleVsRho(r1, r2, s1, s2, upperRho, nPointsCircle, nPointsRho);
//The function solidAngleVsRho calculates a theoretical model based on optical vignetting only
limiting = limitingAperture(r1, r2, s1, s2); //Determine which aperture is the limiting aperture
TotalModel(r1, r2, s1, s2, theory, 3); //Include natural vignetting into model
normalizeToPoint(theory, 1); //Normalize theoretical model to 1st point
error = CalculateError(theory, data);
errors->SetBinContent(loopr1+1,loops1+1,error);
theory->Delete();
// Check to see if this model has a lower error than the current best model
if (error < lowestError) {
r1_low = r1;
s1_low = s1;
lowestError = error;
}
} //End of loop for s1
} //End of loop for r1
// Output best fit parameters to screen
cout << "" << endl;
cout << "" << endl;
cout << "The minimum error occurs for " << endl;
cout << "r1’ = " << r1_low << endl;
cout << "s1’ = " << s1_low << endl << endl << endl;
// Display graph showing errors as a function of r1’ and s1’
TCanvas *c1 = new TCanvas("c1","c1");
c1->cd();
c1->SetLogz();
errors->Draw("COLZ");
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// Display graphs (experimental and theoretical best fit) for intensity vs. rho
TCanvas *c = new TCanvas("c","c");
c->Divide(2,1);
c->cd(1);
theory = solidAngleVsRho(r1_low, r2, s1_low, s2, upperRho, nPointsCircle, nPointsRho);
TotalModel(r1_low, r2, s1_low, s2, theory, 3);
normalizeToPoint(theory,1);
theory->GetXaxis()->SetRangeUser(lowX, hiX);
theory->GetYaxis()->SetRangeUser(lowY, hiY);
theory->Draw("ALP");
c->cd(2);
data->GetXaxis()->SetRangeUser(lowX, hiX);
data->GetYaxis()->SetRangeUser(lowY, hiY);
data->Draw("ALP");
// Write results to a file for later study
TFile f2(outputfile,"RECREATE");
errors->Write();
theory->SetName("theory");
theory->Write();
data->Write();
f2.Close();
}
TGraph* solidAngleVsRho(double r1, double r2, double s1, double s2, double rhoMax, int nPointsCircle, int nPointsRho) {
// Returns a graph of the solid angle vs. rho given the passed parameters r1’, r2, s1’, and s2.
// (Calculates theoretical model for optical vignetting)
// Set up objects/variables
TGraph* circle1 = new TGraph;
TGraph* circle2 = new TGraph;
TGraph* solidAngleVsRho = new TGraph;
double rho, solidAngle, rhoStep, phiIntersect, cosA, sinA;
int limiting = limitingAperture(r1, r2, s1, s2); //Determine which is the limiting aperture
//Abort if apertures are the same size:
if (limiting == 0) {cout << "Aperture Overlap" << endl; return solidAngleVsRho;}
rhoStep = limiting*rhoMax/(nPointsRho-1); //Calculate step size for rho
// Save graphs of the aperture shapes viewed from the optical axis separately:
circle1 = circleGraph(r1, nPointsCircle);
circle2 = circleGraph(r2, nPointsCircle);
// Loop over different values of rho
for (int loopRho = 0; loopRho < nPointsRho; loopRho++) {
rho = loopRho*rhoStep; //Calculate new value of rho for this loop
//Create new graphs to describe the shape of the aperture as viewed from this rho:
TGraph* aperture1 = new TGraph;
TGraph* aperture2 = new TGraph;
// The choice of coordinate system (and thus the definition of the natural vignetting angle alpha) is
// determined by which aperture serves as the aperture stop. This if/else check takes this into account.
if (limiting == 1) {
cosA = s2/(TMath::Sqrt(s2*s2 + rho*rho)); //cos(alpha)
sinA = rho/(TMath::Sqrt(s2*s2 + rho*rho)); //sin(alpha)
//Calculate aperture shapes (as graphs of cos(theta) vs phi to make solid angle integration easy)
aperture1 = cosThetaVsPhi(circle1, cosA, sinA, s2/cosA + s1*cosA, s1*sinA, nPointsCircle);
aperture2 = cosThetaVsPhi(circle2, cosA, sinA, s2/cosA, 0, nPointsCircle);
phiIntersect = phiIntersect(aperture2, aperture1); //Determine if apertures intersect
solidAngle = solidAngle(aperture2, aperture1, phiIntersect); //Integrate to get the solid angle
}
else if (limiting == -1) {
cosA = (s1+s2)/(TMath::Sqrt((s1+s2)*(s1+s2) + rho*rho)); //cos(alpha)
sinA = rho/(TMath::Sqrt((s1+s2)*(s1+s2) + rho*rho)); //sin(alpha)
//Calculate aperture shapes (as graphs of cos(theta) vs phi to make solid angle integration easy)
aperture1 = cosThetaVsPhi(circle1, cosA, sinA, (s1+s2)/cosA, 0, nPointsCircle);
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aperture2 = cosThetaVsPhi(circle2, cosA, sinA, (s1+s2)/cosA - s1*cosA, -s1*sinA, nPointsCircle);
phiIntersect = phiIntersect(aperture1, aperture2); //Determine if apertures intersect
solidAngle = solidAngle(aperture1, aperture2, phiIntersect); //Integrate to get the solid angle
}
else {cout << "Shouldn’t have gotten here...limiting = 0" << endl;}
aperture1->Delete();
aperture2->Delete();
solidAngleVsRho->SetPoint(loopRho, rho*limiting, solidAngle);
// Note that rho is changed to always be positive in the step above. Earlier in this function, the
// sign of rho is determined by which aperture is the aperture stop.
}
circle1->Delete();
circle2->Delete();
return solidAngleVsRho;
}
TGraph* circleGraph(double r, int npoints) {
// Used to create graph of aperture shape viewed from the optical axis
// Set up objects/variables
TGraph* g = new TGraph;
double y, z, yStep;
yStep = 2*r/(npoints-1); //Calculate step size for y
// Loop over different values of y to calculate z(y)
for (int loop = 0; loop < npoints; loop++) {
y = -r + loop*yStep;
if (r > y) {z = TMath::Sqrt(r*r - y*y);} //Check to avoid taking the sqrt of a negative number
else {z = 0;}
g->SetPoint(loop, y, z);
}
return g;
}
TGraph* cosThetaVsPhi(TGraph* circle, double cosA, double sinA, double kx, double ky, int npoints) {
// Calculate graph of cos(theta) vs phi corresponding to the spherical coordinates of the aperture shape.
// This graph is to be integrated to get the solid angle subtended the apertures.
// Set up objects/variables
TGraph* g = new TGraph;
double cosTheta, phi, y, z, xp, yp;
// Loop over all the points in the graph of the on-axis aperture shape
for (int loop = 0; loop < npoints; loop++) {
circle->GetPoint(loop, y, z);
//Calculate transformed values of x & y after rotation & translation of on-axis shape:
xp = y*sinA + kx;
yp = y*cosA + ky;
cosTheta = z/TMath::Sqrt(xp*xp + yp*yp + z*z); //Convert to spherical coordinates
phi = TMath::ATan(yp/xp); //Convert to spherical coordinates
g->SetPoint(loop, phi, cosTheta);
}
return g;
}
void TruncateRight(TGraph* g, double xMax) {
// Truncates a TGraph g by cutting off all points to the right of xMax (includes a
// point at xMax by hand interpolated from original graph)
double x,y;
int loop = 0;
g->SetPoint(g->GetN(), xMax, g->Eval(xMax) ); //Add new point at xMax
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g->Sort(); //Re-index points so they are in order of increasing x-values
// do loop to remove points with x > xMax
do {
g->GetPoint(loop, x, y);
if (x > xMax) {g->RemovePoint(loop);}
else {loop++;}
} while (loop < g->GetN());
}
void TruncateLeft(TGraph* g, double xMin) {
// Truncates a TGraph g by cutting off all points to the left of xMin (includes a
// point at xMin by hand interpolated from original graph)
double x,y;
int loop = 0;
g->SetPoint(g->GetN(), xMin, g->Eval(xMin) ); //Add new point at xMin
g->Sort(); //Re-index points so they are in order of increasing x-values
// do loop to remove points with x < xMin
do {
g->GetPoint(loop, x, y);
if (x < xMin) {g->RemovePoint(loop);}
else{loop++;}
} while (loop < g->GetN());
}
void PrepareToIntegrate(TGraph* g) {
// This function alters a TGraph such that the first and last points in the new
// graph both have a y-value of zero (and x-values equivalent to the x-values of
// the first and last points from the original graph). This is necessary so that
// the "Integrate" function will actually return the integral, since this function
// works by calculating the area bounded by the points in the TGraph.
double x, y;
// Set new final point
g->GetPoint(g->GetN()-1, x, y);
g->SetPoint(g->GetN(), x, 0);
// Rewrite every point with an index increased by 1 to make room for a new initial point
for (int loop = 0; loop < g->GetN(); loop++) {
g->GetPoint(g->GetN()-1-loop, x, y);
g->SetPoint(g->GetN()-loop, x, y);
}
// Set new initial point
g->GetPoint(1, x, y);
g->SetPoint(0, x, 0);
}
double phiIntersect(TGraph* limitingAperture, TGraph* largerAperture) {
// Determines the phi value where the two apertures intersect by comparing the
// graphs. Assumes intersection point occurs on the LEFT as rho increases...
// this is mandated in the loop over rho by altering the step in rho based on
// which aperture is the limiting aperture...see function limitingAperture
double x1, x2, y1, y2;
// Determine the leftmost extent of both apertures (x1 and x2)
limitingAperture->GetPoint(0, x1, y1);
largerAperture->GetPoint(0, x2, y2);
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// If the left edge of the limiting edge is to the right of the left edge of the
// larger aperture, the intersection point hasn’t occurred yet. Return 100.
if (x1 >= x2) {
return 100;
}
// If we don’t have the case above, the apertures intersect. Calculate the
// intersection point by looping over points in the TGraph.
for (int loop = 0; loop < limitingAperture->GetN(); loop++) {
limitingAperture->GetPoint(loop, x1, y1); //Pull off a y-value of the limiting aperture
//Interpolate to find the y-value of the larger aperture at the same x-value:
y2 = largerAperture->Eval(x1);
// Compare y-values...as soon as the y-value of the limiting aperture exceeds that of the
// larger aperture for a given x-value, we have passed the intersection point. Return that x-value.
if (y1 < y2) {return x1;}
}
// If the code gets here, the apertures no longer overlap at all. Return -100.
cout << "PAST THE POINT OF INTERSECTION" << endl;
return -100;
}
int limitingAperture(double r1, double r2, double s1, double s2) {
// Calculates which is the limiting aperture when rho = 0 (on-axis)
// Returns 1 if the closer aperture is the limiting aperture, -1 if the far aperture
// is the limiting aperture, and 0 if they are exactly the same size.
double xUp1, xUp2;
xUp1 = r1/(s1+s2);
xUp2 = r2/s2;
if (xUp2 < xUp1) {return 1;}
else if (xUp2 > xUp1) {return -1;}
else {return 0;}
}
double solidAngle(TGraph* limitingAperture, TGraph* largerAperture, double phiIntersect) {
// Integrates under the curve of Cos(theta) vs phi to get the solid angle.
// The variable phiIntersect should be 100 if rho is too small to intersect yet,
// -100 if rho is too large that there is no longer any intersection, and the phi
// value of the intersection if there is an intersection.
double solidAngle;
// if/else structure to determine what intersection scheme we have.
if (phiIntersect > (2*TMath::Pi()) ) { //No intersection yet
PrepareToIntegrate(limitingAperture);
solidAngle = limitingAperture->Integral();
}
else if (phiIntersect < (-2*TMath::Pi()) ) { //Beyond intersection
cout << "beyond intersection" << endl;
solidAngle = 0;
}
else { //We have an intersection
TruncateLeft(limitingAperture, phiIntersect);
TruncateRight(largerAperture, phiIntersect);
PrepareToIntegrate(limitingAperture);
PrepareToIntegrate(largerAperture);
solidAngle = limitingAperture->Integral() + largerAperture->Integral();
}
return solidAngle;
}
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double CalculateError(TGraph* theory, TGraph* data) {
// Calculates the error between experimental data and the theoretical model
double xData, yData, yTheory, error, TotalError;
TotalError = 0;
error = 0;
// Loop over all points in the TGraphs
for (int loop = 0; loop < data->GetN(); loop++) {
data->GetPoint(loop, xData, yData);
yTheory = theory->Eval(xData);
error = (yData-yTheory)*(yData-yTheory);
TotalError = TotalError + error;
}
return TotalError;
}
void TotalModel(double r1, double r2, double s1, double s2, TGraph* g, double power) {
// Includes natural vignetting with an existing model for optical vignetting in a given system.
double rho, y;
int limiting = limitingAperture(r1, r2, s1, s2); //Determining which aperture is the aperture stop
// We must define the natural vignetting angle differently depending
// on which aperture is the aperture stop
if (limiting == 1) {
for (int loop = 0; loop < g->GetN(); loop++) {
g->GetPoint(loop, rho, y);
//Attenuate the original y-value by a factor of cos^power:
y = y*(s2/TMath::Sqrt(s2*s2 + rho*rho))**power;
g->SetPoint(loop, rho, y);
}
}
else if (limiting == -1) {
for (int loop = 0; loop < g->GetN(); loop++) {
g->GetPoint(loop, rho, y);
//Attenuate the original y-value by a factor of cos^power:
y = y*((s1+s2)/TMath::Sqrt((s1+s2)*(s1+s2) + rho*rho))**power;
g->SetPoint(loop, rho, y);
}
}
else {cout << "ERROR IN FINDING LIMITING APERTURE (currently in function TotalModel)" << endl;}
}
void normalizeToRange(TGraph* g, double xLow, double xHigh) {
// This function normalizes a TGraph based on the average y-value over a
// range of x-values (intended to be used to eliminate the effects of
// outliers with large y-values when normalizing)
double x, y;
double avgValue = 0;
int count = 0;
// Add up all the y-values corresponding to the x-range of xLow to xHigh
for (int loop = 0; loop < g->GetN(); loop++) {
g->GetPoint(loop, x, y);
if (x > xLow && x < xHigh) {
count = count +1;
avgValue = avgValue + y;
}
}
// Divide by the # of y-values we added to get the average y-value
avgValue = avgValue/count;
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// Normalize graph based on average value
for (int loop = 0; loop < g->GetN(); loop++) {
g->GetPoint(loop,x,y);
g->SetPoint(loop, x, y/avgValue);
}
}
void normalizeToPoint(TGraph* g, int n) {
// This function normalizes a TGraph to the point indexed by n
double x, y, max;
g->GetPoint(n, x, max);
for (int loop = 0; loop < g->GetN(); loop++) {
g->GetPoint(loop, x, y);
g->SetPoint(loop, x, y/max);
}
}
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