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Summary
Civil structures are designed to support the loads acting on them. At present, the common
practitioner considers both ordinary (winds, snow, accidental loads) and extreme events (earth-
quake, fire), combines the actions in such a way that, once the resistance of the elements is
determined, the probability of failure is limited to a prescribed value. The set of events that
may interest the structure is known and, therefore, a statistics of the actions is defined a priori.
However, other events that are not forecastable may interest the construction. The sources
of such events, called “Black Swans” after Taleb, are unknown, as well as their magnitude.
For ensuring the integrity of the construction in such situations, which imply large damages,
robust measures have to be taken (Chapter 3).
Structural engineering is not the only domain in which unexpected events occur. Nature
is the realm of contrasts. By means of evolution, living species differentiates, differentiated,
in order to survive and reproduce. Various strategies were implemented in order to guarantee
a biological robustness. Such mechanisms evoke one fundamental property of systems, the
complexity and the connectivity between the components. The interaction between the parts
makes the whole system more robust and tolerant to errors and damages (Chapters 1 and 2).
Robustness in structures is implemented through classical strategies, which tend to limit
the extent of damages through a design based on the consequences (Chapter 4). Being inspired
by natural strategies, the idea of complexity in structural engineering is explored. Many issues
arise, since a proper definition of this term has not been stated yet (Chapters 5 and 6). The ef-
fects of element removal on frame structures, which represent an example of highly connected
structural scheme, are investigated. As a result of simple simulations, the trend observed in
Nature, which wants the complex systems to be robust to random damages, are spotted in the
loaded structural schemes (Chapter 7).
Sommario
Le strutture civili sono progettate per sostenere l’azione dei carichi agenti su queste. Allo
stato attuale, i progettisti considerano, nell’analisi dei carichi, sia le azioni ordinarie (quali
vento, neve, carichi accidentali) che quelle straordinarie (terremoto e incendio). Queste sono
tra loro combinate in maniera tale per cui, una volta che la resistenza degli elementi strutturali
è determinata, la probabilità di rottura è limitata ad un valore prefissato. Visto che l’insieme
delle azioni agenti è noto a priori, l’elaborazione di una statistica è possibile. Tuttavia, altri
fenomeni non prevedibili a priori possono interessare la costruzione. La fonte di tali eventi,
definiti da Taleb “Cigni Neri”, è sconosciuta, così com’è sconosciuta la loro intensità. Per
garantire un’opportuna integrità strutturale (solitamente tali situazioni comportano danni es-
tesi) devono essere adottate delle misure di robustezza strutturale (Capitolo 3).
L’ingegneria strutturale non è il solo campo in cui eventi inattesi possono accadere. La
Natura è il regno dei contrasti. Grazie all’evoluzione, le specie viventi si differenziano, si sono
differenziate, con il fine di sopravvivere e di riprodursi. La robustezza biologica è garantita
attraverso differenti strategie. Questi meccanismi richiamano una proprietà fondamentale dei
sistemi, ossia la complessità e la connettività tra le componenti dei sistema. L’interazione tra
le parti garantisce, a livello globale, robustezza e tolleranza agli errori ed al danneggiamento
(Capitoli 1 e 2).
Solitamente, la robustezza strutturale è garantita attraverso strategie classiche che ten-
dono a limitare l’estensione del danneggiamento attraverso una progettazione basata sulle
conseguenze e particolari accorgimenti (Capitolo 4). Lasciandosi ispirare dalla Natura, l’idea
di una complessità strutturale è esplorata. Dal punto che una definizione vera e propria di
complessità strutturale non è mai stata formulata, molte questioni nascono (Capitoli 5 e 6).
Gli effetti della rimozione di elementi su strutture tipo telaio, le quali rappresentano un esem-
pio di un sistema strutturale fortemente connesso, sono studiati. Come risultato di semplici
simulazioni, i trend osservati in Natura, ossia che i sistemi complessi risultano essere robusti
a danneggiamenti casuali, sono visibili anche a livello strutturale (Capitolo 7).
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Part I
Unpredictable events and
robustness

Chapter 1
Extreme events on Natural Systems
If one types “extreme event” on an Internet search engine, the first tens of results relate to
meteorological or climate phenomena. These are the main research fields in which this term
is employed; scrolling down, other results appear, related mostly to economy.
A proper definition of “extreme event” is difficult to state. In meteorology the term is
usually referred to the initial meteorological phenomena (Easterling et al., 2000). In paral-
lel, some authors include, in the definition, the consequential physical impact, like flooding
(Young, 2002) or the entire spectrum of outcomes for humans and, in general, for the society.
If there are series of observations and measurements of a physical quantity and these are
long enough, it is possible to develop a statistics and, then, to estimate the probability of
having measurements above or below a given threshold. This represents the common way in
designing and testing engineering objects. Climatologists defines the event as “extreme” if
the thresholds to be used in the probability distribution are close to the upper (or lower) end
of the range of the observed values of the variable.
It is important to point out the fact that the presence of observations and data is funda-
mental for the determination of the type and the shape of the statistical distribution. Taking
as example weather observations, there are long-series of measurements for wind speeds and
precipitations, but no soil moisture data with sufficient spatial resolution. Similarly, another
problem is represented by the temporal resolution of the measurements. For example, sea-
sonal observations are not sufficiently detailed for the set-up of a statistics for monthly ex-
treme events in a changing climate, as illustrated by Frei and Schär (2001). This aspect would
be detailed in Chapter 3 under the appellation of “lack of knowledge”.
I define as system the set of animated and nonliving entities ascribable to common fea-
tures, e.g. the human society, the natural physical environment, the ecosystem, which can be
subjected and interested by events. The effects of the extreme events acting on the system are
called impacts (Lavell et al., 2012). Furthermore, it is possible to define as extreme impact the
one engendering highly significant consequences on the system. It is possible that extreme
4 Valerio De Biagi. “Complexity and robustness of structures against extreme events”
events may have extreme impact on a particular system, and no impact (but even positive
consequences) on another one. For example, very cold and long winters may increase the
mortality of crops aphids, which translates into richer harvest the following summer (Butts
and Schaalje, 1997).
As illustrated, extreme events do not necessarily presuppose extreme impacts. In addition,
it is possible that extreme impacts are due to non-extreme events. The following cases are
analysed in detail. In the former situation, an extreme event results in extreme impact for the
system if there is a certain amount of exposure (and vulnerability) of the system to the event
coupled with a high magnitude of the event. In the latter, if the system is highly exposed and
vulnerable to a particular action, extreme impacts may be produced by non-extreme events.
Exposure is a necessary but not sufficient condition for impact: vulnerability is also re-
quired. Cutter and Emrich (2006), analysing the effects of Hurricane Katrina on Mississippi
delta, have shown that some regions may be more susceptible to the impacts of hazards than
other places based on the characteristics of the people residing within them.
The term exposure relates to the presence of elements of the system that could be affected
by the physical event and can be potentially damaged, lost or simply harmed. Furthermore,
the term vulnerability refers to the result of the interaction between the elements of the system
and the physical event. In the most general terms, vulnerability is the propensity of an element
of the system to be adversely affected. The vulnerability has a strong influence on the level
of damage on the elements of the system. For example, low vulnerability results in high
damages only in case of high magnitude events; on the contrary, a similar level of damages
can be recorded in case of low magnitude events and high vulnerability (Wisner et al., 2012).
An extreme impact turns into a disaster if at least one of the following thresholds is sur-
passed (Alexander, 1993): (i) the spatial extension of the effects of the events is larger enough
that the damages cannot be restored without the helps of neighbours similar systems; (ii) the
required recovery time is long enough that further damages may occur; (iii) the impact of the
event on the system is such to limit the possibilities of the elements of the system to repair
themselves. Sometimes, the term disaster is directly linked to the number of killed (or injured)
or to the reparation costs: a disaster is a situation or event which overwhelms local capacity,
necessitating a request to a national or international level for external assistance; an un-
foreseen and often sudden event that causes great damage, destruction and human suffering
(Below et al., 2009). Based on this statement, a detailed database of disasters was created and
is constantly updated at the Centre for Research on the Epidemiology of Disasters (CRED,
2010).
It has been confirmed that extreme events does not presuppose a disaster, since the ex-
posure of the components of the system to the event can be low. Is the inverse true, i.e. are
disasters always generated by extreme events? The answer is negative, since, if particular con-
ditions subsist, even probabilistically non-extreme events can engender a disaster. This is the
case in which natural events have important social and economic impacts on local communi-
ties and governments, as highlighted by recent United Nations reports (International Strategy
for Disaster Reduction, 2009, 2011). The same trend has been observed analysing University
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of Louvaine EM-DAT database (CRED, 2010). Many disasters are not initiated by statistically
extreme events, but rather exhibit extreme properties expressed as severe interruptions in the
functioning of local social and economic systems (Lavell et al., 2012). In social systems, it
has been shown that the range of disaster-inducing events can increase if social conditions
deteriorate (Wisner et al., 2012).
Parallel to vulnerability concept, some authors have introduced the notion of capacity.
This can be intended as the combination of all the strengths, attributes, and resources avail-
able to an element of the system to achieve established goals (Lavell et al., 2012), including
the ability to cope with extreme events (Anderson and Woodrow, 1989). This idea serves as
introduction to the concept of resilience, which is the ability of a system and its component
parts to anticipate, absorb, accommodate, or recover from the effects of a potentially haz-
ardous event in a timely and efficient manner, including through ensuring the preservation,
restoration, or improvement of its essential basic structures and functions. The term takes its
origins in engineering and is a useful concept in risk analysis (Aven and Renn, 2010).
In such environment, living entities live, develop and experience extreme situations; in
other words, Nature is the domain of contrasts (Krakauer, 2006). On one side, it tends to
transform, evolve and generate diversity (Ball, 2011a,b,c). On the other, the natural system
tends to preserve itself keeping the species different the ones from the others. The first mech-
anism has been diffusely studied after the publication of Darwin (1859) evolutionary theories
reported in On the Origin of Species. Based on the large amount of observations recorded,
Darwin gave a unified view of the complexity of life by means of a unique process: the evo-
lution. Despite the fact that the Eighteenth Century evolutionists considered, without details,
the presence of mechanisms of inheritance of traits across different generations, another dis-
cipline more devoted to the biochemistry of the inheritance rose in the same period: genetics.
The modes with which the traits are transferred from parents to children were defined and
published by Mendel (1866) on an obscure Austrian journal. Since the scientists were not
aware of the research work made by each other, no crossing between the two disciplines oc-
curred. Only in the 20th century, the two fields of research merged together in order to give a
solid experimental and theoretical basis for the study of the evolution.
The Evolution intended by Darwin was only concerned with the phenotype, which is the
set of observable traits and characteristics of an individual. In this sense, traits have been
shown to tend towards a mean, i.e. a small variation tends to be absorbed by the whole popu-
lation in few generations (Galton, 1886). After the work of Huxley (1942), genotype, i.e. the
genetic makeup of an organism, and phenotype were compared together and many interesting
observations were highlighted and are still studied by population geneticists. Their purpose,
more focused on statistics than on biology, is to determine the fate of a population whose
individuals reproduce with variability and struggle for survival in an environment which dis-
criminates their traits, favouring ones over others (Manrubia and Cuesta, 2010). Through
the mutation of existing genes, new traits appear randomly and survive depending on how
adaptable they are to the environment. Studies on population showed that there are geno-
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types that are more robust against mutations depending on the topology of the genotype space
(Van Nimwegen et al., 1999). Even if the selection pressure does not exist in an evolutionary
system in which there is variation and heredity, i.e. the traits replicates at the same rate, there
is a tendency for diversity and complexity to increase (McShea and Brandon, 2010).
The work of Kimura (1968), reporting that most mutations in the genome of mammals
have no effect on their phenotype, represented a turning point in thinking about genotype
and phenotype. In other words, although no genotype change occurs, i.e. the phenotype is
identical, an hereditary variation of DNA takes place. This consideration, sustained by the
concept of genetic drift, puts the bases of the concept of robustness of biological systems.
In Biology, different mechanisms are involved in the robustness, as detailed in the follow-
ing.
• Suppose to conduce the following genetic experiment: (i) identify the functions of a
gene in a given organism, (ii) make a reproduction of the organism by removing (or
silencing) the gene, (iii) compare the phenotype of the two organisms related to the
function. One may erroneously suppose that gene removal produces a variation in the
organism. This effect emerges in a reduced percentage of cases: the phenotype of
parent and child organisms is usually equal. The explanation of that is concerned with
the redundancy, i.e. more than one gene contribute to the phenotype (Krakauer and
Nowak, 1999). Redundancy as a principle, is more general, and describes any case in
which the mechanism of robustness is only operative in case of perturbation (Krakauer,
2006).
• Nature has a series of structures working as feedback controllers. For example, con-
sidering species abundance as the system under control, death rate acts as controller.
Biological robustness emerges after the happening of events (that may have different
causes) since the system reacts through the action of the controllers. In general, more
than one controller is present, resulting in a redundancy in the controlling mechanism.
• Each trait is the output of a set of genes. The pleiotropy, that is the influence of a single
gene on multiple phenotypic traits, is reduced insomuch that any transmission error is
bounded on a particular trait (Goldberg, 1995). In physiology, this modularity results in
different levels of organisation (from genes, to cells) as highlighted by Winther (2001).
• Living systems perform a difficult task to implement in engineering: since redundancy
mechanism lets the system to survive even if a part of it got lost, Nature is able to
purify itself by an anti-redundancy mechanism (Krakauer and Plotkin, 2002). This
phenomenon appears when the removal of a gene results in a larger variety of the phe-
notypic population. The mechanism is effective only when the replication rates are
sufficiently large. For example, apoptosis, i.e. programmed cell death, is a common
strategy for eliminating cells upon damage to their genomes or upon infection. The
strategy is executed exclusively on these cell types that are capable of regeneration –
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that is why nerve cells and germ cells produce factors that strongly inhibit apoptosis
(Matsumoto et al., 1999).
• Natural systems are compartmentalised, i.e. they are made up from a finite number of
macroscopic subsystems interacting the ones with the others through the exchange of
material (Jacquez, 1985). Biochemically, the spatial compartmentalisation of reac-
tions leads to robustness by minimising covariance among reaction components partic-
ipating in functionally unrelated processes. Thus, spatial de-correlation through com-
partmentalisation substitutes for temporal correlation in biological functions. Robust-
ness is achieved in at least two ways: (i) minimising interference - chemical, epistatic
or physiological, and (ii) minimising mutual dependencies and thereby attenuating the
propagation of error through a system.
Biological robustness is one of the key elements for survival in Nature. Through the mech-
anisms previously described, natural systems are able to maintain their functions if internal or
external perturbations are applied to them; in parallel, living systems are able to be performant
even if perturbations and uncertainty are present (Stelling et al., 2004). If both previous sen-
tences can be considered as definitions of biological robustness, in such complex systems, in
which there is a high degree of hierarchy, the ability of maintaining a function has to be distin-
guished with the ability to maintain a state. That is why Kitano (2007) defined as homeostasis
the set of steady states that are kept by the system through the interaction between a complex
set of physiological processes and that contribute to the robustness of the system. This stabil-
ity has not to be confused as a state of constancy, but rather with a condition that varies during
the time with small fluctuations, as outlined by (Cannon, 1932), and entails robust proper-
ties at cross-levels in living bodies. In this sense, an extraordinary example is represented
by tardigrades and their uncontested ability to survive in extreme environments (Jönsson and
Bertolani, 2001). They suspend metabolism almost completely, if not entirely, under extreme
dehydration and enter the dormant state, surviving for years (Crowe and Crowe, 2000). This
dormant state is attained by extensive production of trehalose and tardigrades become active
again upon rehydration. Similar cases on other organisms have suggested Clegg (2001) to
suppose a third form of life, the cryptobiosis, i.e. a suspension of metabolism. Such exam-
ples show that organisms can attain an impressive degree of robustness by switching from one
steady state to the other, rather than trying to maintain a given state.
Biological entities are designed to be tolerant to various kinds of attacks. In this sense,
the architecture of the system plays a fundamental role in its capacity of being robust. The
metabolic network has been discovered being scale-free (Jeong et al., 2000). As detailed in
Chapter 2, such architectures are robust to random attacks.
Living entities are able to dynamically change their internal architecture. This property,
which is indirectly present in Darwin reports, lets the organism to modify itself through the
reproduction in order to explore all the possible configurations and getting robust. Several
evolutionary biologists calls as evolveability the capacity to generate heritable, selectable phe-
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observed in bacteria and can be considered to be important for
drug-resistance (Balaban et al, 2004). Robustness is also not
identical to stability. Some species gain robustness by
increasing instability in a part of its system. The HIV-1 virus
is robust against numerous therapeutic interventions due to a
high mutation domain (Larder and Kemp, 1989; Tisdale et al,
1993), which is one of the general mechanisms for viral
survivability (Eigen, 1993), and tumors are robust against
various chemotherapies, because chromosome instability
enhances heterogeneity within a tumor cell population (Baisse
et al, 2001; Rasnick, 2002). In summary, whereas robustness is
a general concept, homeostasis or stability can be considered
as particular instances of robustness.
Undermodern control theory, a set of sophisticatedmethods
generally called ‘robust control’ has been developed. Robust
control assumes uncertainties in amodel and defines amethod
of applying stable control over the system such that proper
control is guaranteed even if the model deviates from the real
system due to modeling errors (Zhou and Doyle, 1997). Note
that robust control assumes a control system that stabilizes the
target system so as to be robust against model errors; this
mechanism for robustness is consistent with the definition of
robustness given above. Nevertheless, control theory assumes
a system that is designed to meet given criteria, and so it
cannot be directly applied to biological systems that have
evolved and for which the desirable state of the system is not
explicit. In addition, most of the mathematics used to describe
robustness are mostly based on control theory, which tend to
focus on stability and performance of monostable systems.
A theory that take into account multistability and evolution of
instable systems needs to be developed and new theoretical
avenues need to be explored to provide a broad and unified
account of robustness of biological systems.
A particularly interesting topic in the context of robustnesss
is its trade-offs. What kind of trade-off exists in biological
systems? Is robustness conserved? Does a trade-off between
robustness and fragility indicate some kind of conservation
principle as claimed by Csete and Doyle (2002)? Highly
optimized tolerance (HOT) theory demonstrates, taking the
example of a forest fire, that a system that is optimized for a
specific perturbation inevitably entails extreme fragility for
unexpected perturbations (Carlson and Doyle, 1999, 2002)
(see Box 1). Commercial jet airliners with fly-by-wire control
are highly robust against most component failures and
atmospheric perturbations, but become extremely fragile
against highly improbable events such as a total power failure
as they depend entirely on electric control. The Wright Flyer,
on the other hand, is a non-robust system but free from power
failure problems, because it does not use any electric system.
Biological examples of such trade-offs are abundant. Some
diseases can be considered asmanifestations of such trade-offs
(Kitano et al, 2004; Kitano, 2004b; Kitano and Oda, 2006), and
the efficacy and side effects of drugs may be related to
robustness trade-offs (Kitano, 2007b).
In addition, biological trade-offs may actually not only
involve robustness and fragility, but also resource demands
and performance of the system. For example, having an entire
backup copy of the system enhances robustness against
component failure due to redundancy, but it doubles the
resources required and may therefore degrade the perfor-
mance of the system. Thus, when robustness of the system
against certain perturbations is increased, it may result in
increased fragility against unexpected perturbation, increased
resource demands, and degradation of performance. A
simultaneous increase of robustness and reduction of fragility
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Figure 1 Fundamental principles, structural principles, and design. Living
organisms are designed through evolution and perturbed under environmental
constraints. Each instance of design is an actual life form that exists in the past,
present, and future. Viable design is only possible within the constraints of
fundamental principles and structural principles. Fundamental principles include
basic laws such as quantum theory, Maxwell’s equations, basic chemistry, and
physics that apply to almost everything universally. Structural principles govern
properties of systems and have a specific architecture such as control theory,
communication theory, and various principles applied to specific configurations of
components that are generally architecture-specific and context-dependent. For
systems biology to be truly successful, not only studies on specific instances of
life, but also studies on principles governing the entire design space are required.
Steady state 3
Steady state 2
Steady state 1
Figure 2 Stability, homeostasis, and robustness. Assume that the initial state
of the system is at the center of steady state 1. A perturbation may drive the state
of the system toward the boundary of the basin of attractor of steady state 1.
When the state of the system returns to its original state, it is called ‘stability’ and
‘homeostasis’. When it transits to steady state 2, stability is once lost and the
system regains its stability in the new steady state. If the system’s functions are
still intact, such transition of state is considered a part of robust response. The
system is considered to be robust if it maintains functions regardless of whether it
is in steady state 1 or 2. On extreme case, the system may continue to transit
between multiple steady state points to cope with perturbations.
Editorial
H Kitano
2 Molecular Systems Biology 2007 & 2007 EMBO and Nature Publishing Group
Figure 1.1: Stability, homeostasis, and robustness. Assume that the initial state of the system
is at the centre of Steady state 1. A perturbation may drive the state of the system towar the
boundary of the basin of attr ctor of Steady s ate 1. W en the state of the system returns to
its original state, it is called ‘stability’ and ‘homeostasis’. When it transits to Steady state 2,
stability is once lost and the syst m regains its stabilit in the new ste dy state. If the system’s
functions are still intact, such transition of state is considered a part of robust resp nse. T
system is considered to be robust if it maintains functions regardless of whether it is in Steady
state 1 or 2. On extreme case, the system may continue to transit between multiple steady
state points to cope with perturbations, after the original pap r by Kitano (2007).
notypic variation (Kirschner and Gerhart, 1998). The capacity of natural systems to get the
maximum benefit with the minimum effort in a specific situation or environment produces
a large range of individuals, i.e. millions the species (8.7 millions). The architecture of the
regulatory system of living entities, i.e. the biochemistry of the physiology, is the result of a
continuous adding of control components (Kitano, 2004). It results a complex system able
to sustain a large set of events acting on it. Unfortunately, a network composed by feedbacks
loops is largely unstable when unexpected perturbations are encountered, leading to catas-
trophic failure. Examples of this behaviour exist in Nature, as suggested Carlson and Doyle
(1999, 2002) to formulate the theory of highly optimised tolerance that argues that systems
that have evolved to be robust against general perturbations are extremely fragile against cer-
tain types of rare perturbations. This trade-off between fragility and robustness shows that
robustness is a conserved quantity, and this tendency has been recorded in biological systems
(Csete and Doyle, 2002). In parallel, the scale-free architecture of the control system brings
the attention to the preferential attachment procedure of creating complex networks, detailed
in the following. As a result of that, Bak et al. (1987) argued that when a spatially extended
system with many degrees of freedom is driven away from equilibrium by an external force,
the stationary state is the one with power law spatial correlation. It spontaneously evolves to
such a critical state and without any sort of tuning process. They gathered this property into the
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self-organised criticality theory, which represents a different model of biological robustness.
Considering the ability of Nature to modify its internal structure in order to deal with
external events, two examples are reported. The former relates to blood circulation in the
brain, the latter to spider web. Both refer to systems that can be idealised as networks, in
which the robustness is ensured by the presence of connections between the elements.
The circulatory system in the cortex can be seen as a large pipe network in which the
blood flows. Despite the possibility of the vessels to change in diameter, and thus to oppose
larger or smaller flow resistance, another strategy for ensuring the supply of nourishing to the
cells is represented by the presence of additional links in the network. As said, other than
increase the transfer to the brain mass, the presence of loops ensures the supply of blood in
case of damage. First, from the perspective of static resource management, when a single
surface vessel suffers a targeted occlusion, bloodstream in downstream vessels does not cease
but rather is maintained in the surface network through reversal of flow direction in the nearest
vessel, see Figure 1.2. This rerouting is also observed when a major tributary to the middle
cerebral artery is occluded. The analysis the backbone of rats has highlighted the presence of
loops. In detail, the ratio between the number of pipes and the number of connections is 3 to
2, showing a hexagonal lattice structure (similar to the honeycomb). Removing randomly the
connections, i.e. supposing that a vessel is occluded, Blinder et al. (2010) found that 12.6 %
of the backbone vessels can be removed before 5 % of the connections got isolated.
Another example that has to be mentioned relates to spider web. Spider webs are master-
pieces of natural structural engineering (Alam et al., 2007); centuries of evolution shaped them
in order to achieve a desired optimised functionality, i.e. the capture of prey by the minimum
of silk (Hansell, 2005). The interest on this topic is mainly due to the fact that spider construc-
tions are the result of an evolution process that started 450 millions years ago. The attention
has to be put on two different structural characteristics: material and topology. Referring
to material, the nature of the molecules constituting the silk and their hierarchical assembly
into fibres are the secrets beyond the highly nonlinear behaviour. Four different stress-strain
regimes can be identified, as shown in Figure 1.3. The distribution of stiffnesses and strengths
across spider web, as well as its topology, are fundamental for an efficient hunting tool.
The stiff behaviour of silk under small deformation, before the yield point, is essential
in maintaining the structural integrity of the web. A loading comparative study (radial vs
spiral threads) demonstrated that the web structural performance is dominated by the prop-
erties of the stiffer and stronger radial dragline silk (with the force required to break radial
threads within the web approximately 150% higher), suggesting that the spiral threads play
non-structural roles (such as capturing prey).
The superior performance of silk in webs is therefore not due merely to its exceptional
ultimate strength and strain, but arises from the nonlinear response of silk threads to strain as
well as geometrical arrangement in a web.
Cranford et al. (2012) numerically compared the response of webs constructed from three
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maintained flow in 95% of the vessels exceeded 30% of their
initial flux, sufficient to prevent tissue infarction (32–34). As
a control, we observed that distant penetrating arterioles were,
on average, unaffected by the localized occlusion (n = 40) (gray
points, Fig. 5C).
Wenext askedwhether the disruption of a surface arteriole loop
led to an eventual loss of neuronal viability. We formed a point
occlusion to a surface vessel (Fig. 5B) and allowed the animals to
survive for 1 wk following the occlusion. The health of the un-
derlying tissue was assessed by measuring the volume of dead tis-
sue based on staining with the pan-neuronal marker αNeuN (Fig.
5D). We observed very small volumes of infarction in the paren-
chyma below the occlusion, averaging (n = 6) 0.015 ± 0.004 mm3
(mean ± SE) (Fig. 5D and F), even for volumes with a high initial
flux in which the postocclusion flux was significantly reduced (Fig.
5C). As a positive control, we compare these findings with damage
caused by the complete loss of flow to a single penetrating arteriole.
In this case, the photothrombotic clot was formed in the surface
branch of a penetrating arteriole before it descends into the pa-
renchyma (35). Occlusions to penetrating arterioles generated in-
farctions that were an order of magnitude larger in volume than
those to a surface vessel, averaging (n=6) 0.17±0.03mm3 (mean±
SE) (Fig. 5D and F). In all cases, the volume of themicroinfarction
was correlated with the baseline flux of the penetrating arteriole
(Fig. 5F) and the bulk of this variation resulted from an increase
in the radial extent of the cyst. Lastly, the average cross-sectional
areas of the cyst, 0.16 ± 0.02 mm2 (mean ± SE), slightly larger
than the territory served by each penetrating arteriole as estimated
by tessellation of maps (Fig. S4). These findings show that even
a partial maintenance of flow in a penetrating arteriole, brought
about by rerouting of flow through the pial backbone, is sufficient
to preserve long-term neuronal viability subsequent to a surface
arteriole occlusion.
Discussion
We analyzed the pial arteriole network that is sourced by the mid-
dle cerebral artery in mouse and rat; this network supplies blood to
about half of the cortex. Two features of the topology of this net-
workemergeas central to the robustdeliveryofblood tocortex.The
first is that the backbone of the network consists of interconnected
loops that span the entire vascular territory (Figs. 1 and 2). The
backbone utilizes only 11% of the total arteriole length in the net-
work, as compared with an estimated 7% for a backbone without
loops.This implies that thecost of closed loops and theconcomitant
robust flow is only a 4% increase in the total length of surface
vasculature. The loop structure allows the network to remain intact
as individual branches are removed; removing 15% of the con-
nections in the backbone isolates only 5% of the cortex from per-
fusion (Fig. 3). The second feature is that the vast majority of
penetrating arterioles that deliver blood from the pial network to
the subsurface vasculature originate as stubs that emerge direct-
ly from the backbone (Fig. 4). This T-like anatomical arrangement
provides two direct pathways for blood to flow to the penetrating
arteriole. Consistent with this protective role, a blood clot targeted
to an arteriole in the backbone does not disrupt theflowof blood to
A B C
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Fig. 5. Preservation of flux through penetrating arterioles after single-point occlusion of a surface arteriole loop. (A) Maximal projection of a stack of images
collected from theupper 300 μmof rat cortical vasculature using in vivo TPLSM. The pial arteriole network is pseudocolored in red and the venous network in blue.
The inset highlights a small arteriole loop with three penetrating arteriole stubs. (B) A localized clot is formed in one segment of the surface arteriole loop using
targetedphotothrombosis (x in loop). Pre- andpostocclusionmeasurements of thefluxofRBCs inpenetratingarterioles and surfacearterioleswere collected. Local
penetrating arterioleswere situated near the targeted surface arteriole, and distant penetrating arterioles weremeasured as controls. (C) Scatter plot of pre- and
postocclusionflux through penetrating arterioles. The histogram of the baseline distribution of flux is derived from 399 arterioles. (D) Photomicrographs of serial
sections, stainedwith αNeuN, from an animal with a surface occlusion that was killed after 1 week of survival. The box indicates the area photographed at higher
magnification; arrow in lower set of photomicrographs. The volume of cortical infarction, highlighted by the dashed line, was determined by measuring loss of
αNeuN staining across a contiguous set of serial sections. (E) Photomicrographs of serial sections, analyzed as inD, from an animal inwhich a penetrating arteriole
was directly occluded by photothrombosis. Note the relatively large infarction. (F) Microinfarction volumes plotted as a function of the baseline flux of the target
arteriole. The experiments shown in D and E are marked with square points.
4 of 6 | www.pnas.org/cgi/doi/10.1073/pnas.1007239107 Blinder et al.
Figure 1.2: Preservation of flux through penetrating arterioles after single-point occlusion
of a surface arteriole loop. On the left-hand side, maximal projection of a stack of images
collected from the upper 300 × 10−6 m of rat cortical vasculature using in vivo TPLSM
(Two-Photon Laser Scanning Microscopy). The pial arteriole network is pseudocolored in
red and the venous network in blue. The inset highlights a small arteriole loop with three
penetrating arteriole stubs. On the right-hand side, a localised clot is formed in one segment of
the surface arteriole loop using targeted photothrombosis (x in loop). Pre- and post-occlusion
measurements of the flux of erythrocytes in penetrating arterioles and surface arterioles were
collected. Local penetrating arterioles were situated near the targeted surface arteriole, and
distant penetrating arterioles were measured as controls, after the original paper by Blinder
et al. (2010).
different types of fibres with distinct mechanical behaviour. Model A refers to the derived
stress-strain behaviour of dragline silk, Models A’ and A” are related to idealised engineered
fibres that exhibit either linear elastic behaviour or elastic-perfectly plastic behaviour that in-
volves severe softening (plastic yield), respectively. In all cases, one of the radial threads is
loaded and the failure stress (about 1400 MPa) and strain (about 67%) of silk threads are as-
sumed constant. In this configuration, any change in deformation behaviour and web damage
would be a direct result of differences in the stress-strain behaviour of the fibres, see Fig-
ure 1.4. In the case of a web composed of natural dragline silk, all radial threads partially
contribute to loading resistance. The fact that the material suddenly softens at the yield point,
with immediate reduction of Young’s Modulus (roughly 80% smaller than the initial value,
say 1000 MPa), ensures that only the loaded radial thread enters into regime III and begin
to stiffen. Finally the web collapses. Supposing linear elastic material behaviour, the loaded
radial thread are subjected to the bulk of the load; but adjacent radial threads bear a higher
fraction of the ultimate load, which results in a greater delocalisation of damage upon failure.
With elastic-perfectly plastic behaviour, the softening of radial threads enhances load distri-
bution throughout the web even more and, thereby, it greatly increases the damage zone once
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Figure 1.3: Derived stress-strain (σ-) behaviour of dragline silk from the species Nephila
clavipes, parameterised from atomistic simulations and validated against experiments. There
are four distinct regimes characteristic of silk. I, stiff initial response governed by homoge-
neous stretching; II, entropic unfolding of semi-amorphous protein domains; III, stiffening
regime as molecules align and load is transferred to the β-sheet crystals; and IV, stick-slip
deformation of β-sheet crystals until failure, after the original paper by Cranford et al. (2012).
failure occurred.
Numerical simulations performed by Alam et al. (2007) confirmed that transverse dis-
placements in webs with initial tension are less than those without initial tension. When the
initial tensions are taken into account, the total stiffness of the web increases due to the ad-
dition of geometrical stiffness, which is a function of initial tensile force. When stiffness is
higher, the web is more stable and any broken element produces only a local effect. On the
other hand, without initial tension, the web is less stable and any broken element affects the
whole structure.
In the last years Taleb introduced the notion of antifragility (Taleb, 2011, 2012, Schmieder
et al., 2012). Since fragility is related to how a system suffers from the variability of its
environment beyond a certain preset threshold, anti-fragility refers to when it benefits from
this variability. To understand his idea, he proposes a simple example: a coffee cup on a
table suffers more from large deviations than from the cumulative effect of some shocks.
Conditional on being unbroken, it has to suffer more from “tail” events than regular ones
around the center of the distribution. This is the case of elements of nature that have survived:
conditional on being in existence, then the class of events around the mean should matter
considerably less than tail events, particularly when the probabilities decline faster than the
inverse of the harm. In other words, exposure to tail events suffers from uncertainty.
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Figure 1.4: Web response for varied silk behaviour under targeted loading. Comparison of
failure for derived dragline silk, linear elastic and elastic-perfectly plastic behaviours (models
A, A’ and A”). Comparison of failure confirms localised stresses and minimised damage for
the natural nonlinear stiffening silk behaviour. When load is applied locally to a radial thread,
other radial threads not subject to applied force reach a stress corresponding to the onset of
yielding (that is, regime II in Figure 1.3). The elastic-perfectly plastic behaviour leads to an
almost homogeneous distribution of stress, after the original paper by Cranford et al. (2012).
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As shown in this chapter, Nature tends to be robust in order to let the species to progress
through reproduction. In order to ensure such robustness in a highly hierarchal system, differ-
ent strategies are used both intra-level and inter-level. One of the key elements in the robust-
ness of such evolving system is represented, indeed, by evolution and adaptation. These are
the driving forces and this mechanism is the terrain for the development of specific methods
for ensuring the stability in the response of a system under unexpected events. This natural
evolutionary mechanism takes “vital energy” from the volatile environment. That is why it
may be considered anti-fragile (Taleb and Douady, 2013).
As mentioned in the second part of the chapter, robustness and fragility are characteristics
that are contemporarily active in the system. If there is the capacity to maintain the vital
functions when designed events act, the structure is highly vulnerable to unexpected events.
This is the result of the complex number of the feedback controls that are implemented. It
seems that different components linked together make the whole system robust, in the sense
that the removal of one part, or the interruption of one link between the different functional
components, is not deleterious for it. Complexity arises and represents the key element for the
robustness of the biological world.
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Chapter 2
A connected world
2.1 Graphs: a brief review
The city of Königsber (now called Kaliningrad) occupies both banks of the River Pregel and
an island, Kneiphof, which lies in the river at a point where it branches into two parts. At the
beginning of the Eighteenth century, seven bridges spanned the various section of the river
and linked the different borough of the city1. The problem on traveling through the city was:
could a person devise a path through Königsberg so that one could cross each of the seven
bridges only once and return home? The answer is negative and the first mathematical proof
of this was presented by Leonhard Euler in 1735 and later published in the Commentarii of
the Petersburg Academy (Euler, 1741).
In his logical reasoning, the mathematician treated something more than the original prob-
lem; he begun a generalization to two islands and four rivers, as illustrated in the original
drawings that are reproduced in Figure 2.1. Anyway, as Alexanderson (2006) notes, Euler
gave only a necessary condition, and not a sufficient one, for solving the problem.
Without any doubt, the origins of graph theory are different from the ways other mathe-
matical fields sprouted. Usually, disciplines are theorised after that fundamental problems in
calculation, motion, and measurement have risen. This discipline on graphs takes its origins in
puzzles and riddles. But, despite the apparent triviality of such puzzles, it captured the interest
of mathematicians, with the result that graph theory has become a subject rich in theoretical
results of a surprising variety and depth (Bigg et al., 1976).
The starting point is very simple and requires very few tools: a graph is a representation
of a set of objects connected by links.
In the following, a review on graph theory (Diestel, 2010) and algebraic graph theory
1Unfortunately, after the bombing of the WWII, the map of the connections in the city changed and the original
bridges were demolished or replaced by modern ones.
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Figure 1. The engravings illustrating Euler’s 1736 paper on the
bridges of Ko¨nigsberg.Figure 2.1: The engravings illustrating Euler’s 1736 paper on the bridges of Königsberg.
(Godsil and Royle, 2001) is made in order to make the reader aware of the symbols used
throughout the dissertation.
2.1.1 Basics on graph theory
A graph is a pair G = (V,E) of sets such that E ⊆ [V ]2, that is, the elements of E are
2-element subsets of V , e.g. em = (vi, vj). The elements of V are called either vertices or
nodes or points of the graph G. The elements of E are called either edges or lines. Usually,
drawing a dot for each vertex and joining two of these dots by a line if the corresponding two
vertices form an edge pictures the graph. The position of the vertices on the drawing is irrele-
vant, since the interest is on which vertices form an edge and which do not, see Figure 2.2.
A graph with vertex set V is said to be a graph on V . The vertex and edge sets of a graph
are referred to as V (G) and E (G), respectively. The number of vertices of a graph G is
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Figure 2.2: A pictorial representation of graph G = (V,E). The vertices are V = {1, . . . , 7}
and the edges are E = {{1, 2} , {1, 5} , {2, 5} , {3, 4} , {5, 7}}.
called order and is written as |G|, the number of vertices is denoted as ‖G‖. In the present
text the number of vertices is limited and, thus, the order is finite.
Ends and adjacency
A vertex v ∈ V (G) is incident with an edge e ∈ E (G) if v ∈ e. e is said to be an edge at v.
The set of all the edges in E at a vertex v is denoted by E (v). The two vertices incident with
an edge are its endvertices or ends and, thus, an edge joins its ends. An edge {x, y} is usually
written as xy (or yx).
Two vertices x, y ofG are adjacents or neighbours if xy is and edge ofG, i.e. xy ∈ E (G).
The set of neighbours of a vertex v in G is denoted by NG (v), or briefly by N (v). If all the
vertices of G are pairwise adjacent, then G is complete. A triangle is a complete graph of
order 3 and is indicated as K3. In general, a complete graph on n vertices is a Kn.
If the edges have a direction associated with them, the resulting graph is called directed
graph or digraph. In this case, the digraph is a pair G = (V,A) of vertices, V , and ordered
pairs of vertices, A, which can be named directed edges or arrows, since they can be sketched
in this way.
Subgraphs
Let G = (V,E) and G′ = (V ′, E′) be two graphs. G and G′ are disjoint if their intersection,
that is G ∩ G′ := (V ∩ V ′, E ∩ E′), is an empty graph, i.e. G ∩ G′ = ∅. If V ′ ⊆ V and
E′ ⊆ E, then G′ = (V ′, E′) is a subgraph of G and it is written as G′ ⊆ G.
If G′ ⊆ G and G′ contains all the edges xy ∈ E (G) with x, y ∈ V (G′), then G′ is an
induced subgraph of G, see Figure 2.3. It is said that V ′ spans G′ in G. If the vertex set of
the graph and of its subgraph are identical, i.e. V ′ = V , V ′ spans all of G, and then G′ is said
a spanning subgraph of G.
18 Valerio De Biagi. “Complexity and robustness of structures against extreme events”
Figure 2.3: A graph G with subgraphs G′ and G′′: G′ is an induces subgraph of G, but G′′ is
not. On the contrary, G′′ is a spanning subgraph of G.
Degree and regularity
The degree of a vertex v, denoted as d (v), is the number |E (v) | of edges at v. A vertex with
degree 0 is isolated. The number δG := min {d (v) |v ∈ V } is the minimum degree of G, the
number ∆G := max {d (v) |v ∈ V } its maximum degree.
If all the vertices ofG have the same degree k, thenG is k-regular, or regular. The number
dG :=
1
|V |
∑
v∈V
d (v)
is the average degree of G.
Paths and distances
A path is a non-empty graph P = (V,E) of the form
V = {x0, x1, ..., xk}
and
E = {x0, x1x2, ..., xk1 , xk} ,
where the xi are all distinct. The vertices x0 and xk are linked by P and are called its end-
vertices or ends. The vertices x1, . . . , xk−1 are the inner vertices of P . The number of edges
of a path is its length, and the path of length k is denoted by P k, see Figure 2.4. The path is
written as the sequence of its vertices, e.g. P = x0x1x2 . . . xk.
If P = x0x1x2 . . . xk−1 is a path and k ≤ 3, then the graph C := P + xk−1x0 is called a
cycle. The length of a cycle is its number of edges (or vertices); the cycle of length k is called
a k-cycle and is denoted by Ck.
The length of the shortest path inG between two vertices x, y is called distance, dG (x, y).
If no such path exists, the distance is set to infinite, i.e. dG (x, y) :=∞. The greatest distance
between any two vertices in G is the diameter of G, φG.
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Figure 2.4: A path P = P 6 in G.
Connectivity
A graph G is called connected if any two of its vertices are linked by a path in G. If it is not,
the graph is said disconnected. The maximal connected subgraph of G is a component of G.
The components are clearly induced subgraphs, see Figure 2.5.
Figure 2.5: A graph with three components, and a minimal connected subgraph in each com-
ponent.
Trees and forests
A graph without any cycles, i.e. and acyclic graph, is called a forest. A connected forest is
called a tree, see Figure 2.6. In other words, a forest is a graph whose components are trees.
Sometimes it is convenient to consider one vertex of a tree as special; such a vertex is then
called the root of this tree. A tree T with a fixed root r is a rooted tree.
There is a theorem that can be useful for the identifying a tree in a graph. In particular it
states that
The following four different assertions are equivalent for a graph T :
(i). T is a tree;
(ii). Any two vertices of T are linked by a unique path in T ;
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(iii). T is minimally connected, i.e. T is connected but T − e is disconnected for every edge
e ∈ T ;
(iv). T is maximally acyclic, i.e. T contains no cycle but T + xy does, for any two non-
adjacent vertices x, y ∈ T .
The proof of the theorem is not quoted here, refer to Diestel (2010) for details.
For the understanding of the procedures implemented in Chapter 5, the following corollary
is fundamental.
A connected graph with n vertices is a tree if and only if it has n− 1 edges.
The conceptual proof of the corollary derive from the possibility to enumerate the vertices of
a connected graph, as extensively detailed in Diestel (2010).
Figure 2.6: A tree.
2.1.2 Graphs and algebra
Algebraic graph theory is a branch of mathematics that aims to study graph problems with
algebraic methods. Mainly, three different matrices can be associated to a graph: the adja-
cency matrix, the incidence matrix and the Laplacian. One of the main issues of algebraic
graph theory is to determine precisely how, or whether, properties of graphs are reflected in
the algebraic properties of such matrices (Godsil and Royle, 2001).
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Adjacency matrix
The adjacency matrix A (G) of a digraph G (directed graph) is the integer matrix with rows
and columns indexed by the vertices of G, such that the uv-entry of A (G) is equal to the
number of arrows from u to v (which is usually 0 or 1), and not viceversa. If G is a graph,
the each edge is a pair of arrows in opposite directions, and A (G) is a symmetric 01-matrix.
Since the graph has no loops, the diagonal entries of A (G) are zero.
Incidence matrix
The incidence matrix B (G) of a graph G is the 01-matrix with rows and columns indexed by
the vertices and the edges ofG, respectively, such that the uf -entry ofB (G) is equal to one if
and only if vertex u is in edge f . If G has n vertices and e edges, then A (G) has order n× e.
In an directed graph, the incidence matrix D (G) is the {0,±1}-matrix with rows and
columns indexed by the vertices and edges of G, respectively, such that the uf -entry is equal
to 1 if vertex u is the head of edge f , -1 if u is the tail of f , and 0 otherwise.
If one considers the matrix ∆ (G), which is the n × n matrix with rows and columns
indexed by V (G) with uu-entry equal to the degree of vertex u, the following lemma can be
stated.
Let B be the incidence matrix of the graph G. Then
BBT = ∆ (G) +A (G) (2.1)
Let D be the incidence matrix of the directed graph G. Then
DDT = ∆ (G)−A (G) (2.2)
Laplacian matrix
Let G be a graph (directed or not) and let B its incidence matrix. The matrix Q (G) = BBT
is called Laplacian of G. The Laplacian of a graph does not depend on its orientation.
The Laplacian gives information on different topological properties. For example,
Let G be a graph with n vertices and c connected components. If Q is the Laplacian of G,
then
rankQ = n− c.
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Remember that, sinceQ is a square symmetric matrix, it has real eigenvalues. In addition,
Q is positive semidefinite and therefore its eigenvalues are all nonnegative. Denoting them by
λ1 (Q) , . . . , λn (Q) with the assumption that
λ1 (Q) ≤ λ2 (Q) ≤ · · · ≤ λn (Q) ,
the following conclusions can be drawn: λ1 = λ1 (Q) = 0 and
The multiplicity of zero as an eigenvalue of Q is equal to the number of components of G.
The number of spanning trees in a graph is determined by its Laplacian. Before stating the
theorem, it is necessary to define the matrixM [S] as the submatrix ofM obtained by deleting
the rows and the columns indexed by elements of S.
Let G be a graph with Laplacian matrix Q. If v is an arbitrary vertex of G, then detQ [v] is
equal to the number of spanning trees.
The proof of the theorem is not reported, refer to Godsil and Royle (2001) for details. Another
important result is due to Kirchoff and states
Let G be a graph on n vertices, and let λ1, . . . , λn be the eigenvalues of the Laplacian of G.
Then the number of spanning trees in G is
1
n
n∏
i=2
λi.
Obviously, in the case that a graph is also a tree, the result of the previous expression is 1. On
the contrary, if a graph has more than one component, since there is more than one eigenvalue
that is equal to zero, the result of the previous expression is 0.
2.2 Connected and robust
“Summer 1996 was a sizzler [...] In the blistering heat of August 1996, everyone with an air-
conditioner was running it full blast and every ice-cold Budweiser at every backyard barbecue
was drawing its share of power from the grid” (Watts, 2004). On August 10, a transmission
line in western Oregon sagged a little too far and struck a tree that had been left untrimmed
a little too long, causing it to flash over. This was the spark that ignited the largest blackout
ever in the western US. A cascading failure occurred since too many people were asking
too much (power) from too little (capacity of the lines)2. This story may sound strange:
2The main event itself started at 15:47:36 Pacific time with a fault on the 230 kV Ross-Lexington line near
Portland, Oregon. The protective relays opened the line along with the neighboring 230 kV line Lexington-Woodland,
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the laws governing the power generation and transmission have been known since the 19th
century and the modelling of systems is something straightforward to perform. Anyway,
something difficult to imagine happened. The failure scenario was not a sequence of random
independent events; on the contrary, subsequent failures occurred and, in consequence, other
failures followed.
The American power network is a sum of lines and power stations connected together
in a non-simple way in the sense that the whole results in something different from just a
disassociated collection of components. A question rises: how does individual behaviour
aggregate to collective behaviour? (Watts, 2004) This query is the fundamental key element
in a world of connected objects. In order to discuss the robustness of connected systems, a
brief insight into the ways the objects can be linked is presented in the following.
2.2.1 Random and scale-free graph models
At the end of the Fifties, different researches on graph and probability theory joined together
into a new field of interests: random graphs (Gilbert, 1959, Erdös and Rényi, 1959). The
efforts culminated in the monumental paper by Erdös and Rényi (1960), which represents a
milestone for all the further studies. An Erdös-Rényi random graph is the mathematical object
obtained adding, progressively and at random, successive edges between a set of isolated
vertices. In a more mathematical language, let n a positive integer and 0 ≤ pER ≤ 1. The
random graph G (n, pER), which can be written ERn (pER), is a probability space over the
set of graphs on the vertex set V = {1, . . . , n} determined by
Pr [{i, j} ∈ G] = pER (2.3)
with these events mutually independent. Many properties of such a mathematical structure
were highlighted. For example, Erdös-Rényi random graph exhibits a phase transition in the
size of the maximal component when pER varies. Because of its simplicity, which is repre-
sented by the use of probabilistic rules, the random graph was initially used for describing real
networks, which are large in size and difficult to model deterministically (Van Der Hofstad,
2009). The most important issue of random networks, which is relevant for the understanding
of the following discussion, is that the distributions of vertex degrees follows a Poisson dis-
tribution (Erdös and Rényi, 1960, Bollobás, 2001). That is, the probability that a vertex has k
edges is
Pr (k) = e−λλ
k
k! (2.4)
and the small generating unit at Swift was also tripped. Subsequently, when the reactive power output of the MacNary
generation units was at about 480 MVAR to provide reactive support, the protective relays started tripping the McNary
units one by one because of faulty relay operation. As the McNary units went out of service, the inter-area oscillations
grew in magnitude, and the damping of the 0.25 COI inter-area mode appeared to change from positive damping
values to negative damping values. At 15:48:51, within 75 seconds after the initial fault on the Ross-Lexington line,
the COI lines were tripped which resulted in system separation and the blackout (Venkatasubramanian and Li, 2004).
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where
λ =
(
n− 1
k
)
pkER
(
1− pkER
)n−1−k
. (2.5)
At the beginning, mathematicians were enthusiasts and thought to have found a good
representation of the reality, but they were wrong. The ability of random networks to model
the real world was put to the test few years later. de Solla Price (1965), analysing a catalogue
of journal references, found that, for a scientific paper in a specific field of research, half
of the references are to a research front of recent papers and the other half are to papers
scattered uniformly through the literature. In particular, he plotted the percentage of papers
containing a certain number of bibliographic references, see Figure 2.7, and noted that the
average number of references per paper is about 15, but the distribution is far from being
Gaussian. In particular, 50 percent of the references came from the 85 percent of the papers,
which contain 25 or fewer references apiece. Within this category, the percentage of papers
with 3 to 10 references was around 5 percent (per each class of number of references). On
the contrary, considering the percentage of papers with many references each, de Solla Price
observed that a 25 percent of the references came from the 5 percent of all papers containing
45 or more references, while 12 percent of the references came from one percent of papers
(the ones having 84 or more references). Finally, he noted that the number of papers cited n
times in a year followed an inverse power law (a Zipf Law) with the exponent in the range 2.5
– 3.0.
The heavy-tailed distribution found by de Solla Price is a symptom of scale-free trend.
The explanation of this particular shape found in the network of references would come later
under the denomination “Cumulative Advantage Distribution”: the success of a publication
fall equally on the heads of previous successes (de Solla Price, 1976). In other words, the
most cited papers tend to be referenced more than the ones less mentioned.
In the Nineties, research interests in scale-free networks rose after the topological map-
ping of the World Wide Web by Barabási and colleagues (Albert et al., 1999, Barabási and
Albert, 1999). They mapped the complete nd.edu domain (Notre Dame University, where
they worked) containing n = 325729 documents and e = 1469680 links. In doing so, they de-
termined the probabilities pout (k) and pin (k) that a document has k outgoing and incoming
link, respectively and found that these follow a power law over several orders of magnitude,
see Figure 2.8. In particular the tail of the distribution follows
Pr (k) ∼ k−γ , (2.6)
with γout = 2.45 and γin = 2.1. Similar behaviours were recorded for the network of actors
playing together, in this case with Kevin Bacon, with γin = 2.3. Other examples can be
found in Van Der Hofstad (2009). As a result, large networks self-organize into a scale-free
state, a feature unpredicted by random network models. The way this is done, in the idea
of Barabási and Albert, is that networks continuously grow by the addition of new vertices
and new vertices connect preferentially to highly connected ones: this is the “preferential
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field. An average of about 15 references 
in each of these 7 new papers will there- 
fore supply about 105 references ,back 
to the previous 100 papers? which will 
therefore be cited an average of a little 
more than once each during the year. 
Over the long run, and over the entire 
world literature, we should find that, on 
the average, every scientific paper ever 
~~~l~~~e~ is cited about once a year. 
incidence of Citations 
Now, although the total number of 
citations Imust exactely ‘balance the total 
number of references, the distributions 
are very different. It seems that, in any 
given year, about 35 percent of all the 
existing papers are not ,cited at all, 
and another 49 percent are cited only 
once (n = 1) (see Fig. 2). This leaves 
about 16 percent of sthe papers to be 
cited an average of about 3.2 times 
each. About 9 percent are cited twice; 
3 percent, three times; 2 percent, four 
times; 1 percent, five times; and a 
remaining 1 percent, six times or more. 
For large yt, the numlber of papers 
cited ‘appears to decrease as n2v5 or 
yt3? This is rather more rapid than 
the decrease found for numbers of 
references in papers, and indeed the 
number of lpaipers receiving many cita- 
tions *is smaller than the number carry- 
ing Iarg\e bibliographies. Thus, only I 
percent of the cited papers are cited as 
many as six or more times each in a 
year (the average for this top 1 percent 
is 12 citations), and the maximum like- 
ly number of Lcitations to a. paper in a 
year ‘is smaller by about an order of 
magnitude than the maximum likely 
number bof references in the citing 
papers. There is, however, some paral- 
lelism in the findings that some 5 per- 
cent of aff papers appear to be review 
papers, with many (25 or more) ref- 
erences, and some 4 percent of all pa- 
pers appear to be “classics,” cited four 
or Lmore times in a year. 
VVhat has been said of references is 
true from year to year; the findings 
for individual cited papers, however, 
appear to vary from year to year. A 
paper not cited in one year may well 
be cited in the next, and one cited often 
in one year ‘may or may not be heavily 
cited subsequently. Heavy citation ap- 
pears to occur in rather capricious 
bursts, but in spite of that I suspect 
a strong statistical regularity. I would 
conjecture that results to date could 
be explained by the hypotheses that 
30 JULY 1965 
6- 
Fig. 1. Percentages (relative to total number of papers published in 1961) of papers 
published in 1961 which contain various numbers (n) of bibliographic references. The 
data, which represent a large sample, are from Garfield’s 196 1 Index (2). 
Fig. 2, Percentages (relative to total number of cited papers) of papers cited various 
numbers (n) of times, for a single year (1961). The data are from Garfield’s 1961 
Zndex (2), and the points represent four different samples conAated to show the 
consistency of the data. Because of the rapid decline in frequency of citation with 
increase in IZ, the percentages are plotted on a logarithmic scale. 
511 
Figure 2.7: Percentage (relative to the total number of papers published in 1961) of papers
published in 1961 which contain various number (n) of bibliographic references, after the
original paper by de Solla Price (1965).
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Figure 2.8: Distribution of links on the World-Wide Web obtained the complete map of the
nd.edu domain. Left-hand side plot: Outgoing links (URLs found on an HTML document).
Right-hand side plot: incoming links (URLs pointing to a certain HTML document). Dotted
lines represent analytical fits used as input distributions in constructing the topological model
of the web, after the original paper by Albert et al. (1999).
attachment”, as de Solla Price (1976) imagined, finally modelled by Dorogovtsev et al. (2000),
Krapivsky et al. (2000) and Bollobás (2001).
2.2.2 Attacks on networks: different behaviours
Since both models intend to describe the real world, their ability to resist to variation in their
topology was assessed. The milestone in this field is reported in Error and attack tolerance of
complex networks by Albert et al. (2000). In detail, they measured the effects of node removal
by assessing the variation in the average length of the shortest path between any two nodes
in the network, i.e. the diameter. Since the diameter characterises the ability of two nodes to
communicate with each other: the smaller its value, the shorter is the expected path between
them. It has been proved that networks with a very large number of nodes can have quite a
small diameter. Imagine the entire population of the world, around 6 billion people: in 1967,
Milgram (1967) proved that the length of the average path between two any person is around
6, which represents the famous Six degrees of separation invoked by Guare (1990).
The way the study on the impact of node removal was performed is simple. The diameter
of the graphs is measured when a small fraction of the nodes, f , is removed. What is ex-
pected is that the absence of any node implies a general increase in the distance between the
remaining nodes, as it can eliminate some paths that contribute to the system interconnected-
ness. That is, for Erdös-Rényi random networks, the diameter increases monotonically with
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called scale-free networks, which include the World-Wide Web3–5,
the Internet6, social networks7 and cells8. We find that such
networks display an unexpected degree of robustness, the ability
of their nodes to communicate being unaffected even by un-
realistically high failure rates. However, error tolerance comes at a
high price in that these networks are extremely vulnerable to
attacks (that is, to the selection and removal of a few nodes that
play a vital role in maintaining the network’s connectivity). Such
error tolerance and attack vulnerability are generic properties of
communication networks.
The increasing availability of topological data on large networks,
aided by the computerization of data acquisition, had led to great
advances in our understanding of the generic aspects of network
structure and development9–16. The existing empirical and theo-
retical results indicate that complex networks can be divided into
two major classes based on their connectivity distribution P(k),
giving the probability that a node in the network is connected to k
other nodes. The first class of networks is characterized by a P(k)
that peaks at an average 〈k〉 and decays exponentially for large k. The
most investigated examples of such exponential networks are the
random graph model of Erdo¨s and Re´nyi9,10 and the small-world
model ofWatts and Strogatz11, both leading to a fairly homogeneous
network, in which each node has approximately the same number
of links, k! 〈k〉. In contrast, results on the World-Wide Web
(WWW)3–5, the Internet6 and other large networks17–19 indicate
that many systems belong to a class of inhomogeneous networks,
called scale-free networks, for which P(k) decays as a power-law,
that is PðkÞ"k!g, free of a characteristic scale. Whereas the prob-
ability that a node has a very large number of connections (kq 〈k〉)
is practically prohibited in exponential networks, highly connected
nodes are statistically significant in scale-free networks (Fig. 1).
We start by investigating the robustness of the two basic con-
nectivity distribution models, the Erdo¨s–Re´nyi (ER) model9,10 that
produces a network with an exponential tail, and the scale-free
model17 with a power-law tail. In the ER model we first define theN
nodes, and then connect each pair of nodes with probability p. This
algorithm generates a homogeneous network (Fig. 1), whose con-
nectivity follows a Poisson distribution peaked at 〈k〉 and decaying
exponentially for kq 〈k〉.
The inhomogeneous connectivity distribution of many real net-
works is reproduced by the scale-free model17,18 that incorporates
two ingredients common to real networks: growth and preferential
attachment. The model starts with m0 nodes. At every time step t a
new node is introduced, which is connected to m of the already-
existing nodes. The probability Πi that the new node is connected
to node i depends on the connectivity ki of node i such that
Πi ¼ ki=Sjkj. For large t the connectivity distribution is a power-
law following PðkÞ ¼ 2m2=k3.
The interconnectedness of a network is described by its diameter
d, defined as the average length of the shortest paths between any
two nodes in the network. The diameter characterizes the ability of
two nodes to communicate with each other: the smaller d is, the
shorter is the expected path between them. Networks with a very
large number of nodes can have quite a small diameter; for example,
the diameter of the WWW, with over 800 million nodes20, is around
19 (ref. 3), whereas social networks with over six billion individuals
Exponential Scale-free
ba
Figure 1 Visual illustration of the difference between an exponential and a scale-free
network. a, The exponential network is homogeneous: most nodes have approximately
the same number of links. b, The scale-free network is inhomogeneous: the majority of
the nodes have one or two links but a few nodes have a large number of links,
guaranteeing that the system is fully connected. Red, the five nodes with the highest
number of links; green, their first neighbours. Although in the exponential network only
27% of the nodes are reached by the five most connected nodes, in the scale-free
network more than 60% are reached, demonstrating the importance of the connected
nodes in the scale-free network Both networks contain 130 nodes and 215 links
(〈k 〉 ¼ 3:3). The network visualization was done using the Pajek program for large
network analysis: 〈http://vlado.fmf.uni-lj.si/pub/networks/pajek/pajekman.htm〉.
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Figure 2 Changes in the diameter d of the network as a function of the fraction f of the
removed nodes. a, Comparison between the exponential (E) and scale-free (SF) network
models, each containing N ¼ 10;000 nodes and 20,000 links (that is, 〈k 〉 ¼ 4). The blue
symbols correspond to the diameter of the exponential (triangles) and the scale-free
(squares) networks when a fraction f of the nodes are removed randomly (error tolerance).
Red symbols show the response of the exponential (diamonds) and the scale-free (circles)
networks to attacks, when the most connected nodes are removed. We determined the f
dependence of the diameter for different system sizes (N ¼ 1;000; 5,000; 20,000) and
found that the obtained curves, apart from a logarithmic size correction, overlap with
those shown in a, indicating that the results are independent of the size of the system. We
note that the diameter of the unperturbed (f ¼ 0) scale-free network is smaller than that
of the exponential network, indicating that scale-free networks use the links available to
them more efficiently, generating a more interconnected web. b, The changes in the
diameter of the Internet under random failures (squares) or attacks (circles). We used the
topological map of the Internet, containing 6,209 nodes and 12,200 links (〈k 〉 ¼ 3:4),
collected by the National Laboratory for Applied Network Research 〈http://moat.nlanr.net/
Routing/rawdata/〉. c, Error (squares) and attack (circles) survivability of the World-Wide
Web, measured on a sample containing 325,729 nodes and 1,498,353 links3, such that
〈k 〉 ¼ 4:59.
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Figure 2.9: Comparison between the exponential, i.e. Erdös-Rényi, (E) and scale-free (SF)
network models, each containing 10000 nodes and 20000 edges (that is, the average nodal
degree is 4). The blue symbols correspond to the diameter of the exponential (triangles)
and the scale-free (squares) networks when a fraction f of the nodes are removed randomly.
Red symbols show the response of the exponential (diamonds) and the scale-free (circles)
networks to attacks, when the most connected nodes are removed. Note that the diameter of
the unperturbed (f = 0) scale-free network is smaller than that of the exponential network,
indicating that scale-free networks use the links available to them more efficiently, generating
a more interconnected web, after the original paper by Albert et al. (2000).
f . Thus, despite its redundant wiring, it is increasingly difficult for the remaining nodes to
communicate with each other. This behaviour is rooted in the homogeneity of the network:
for which the removal of each node causes the same amount of damage. A completely dif-
ferent trend emerges in case of scale-free networks. Here, the diameter remains unchanged
even if more and more nodes are removed, at random. Because of the power-law distribution,
the majority of nodes has only few links and, since there is no law that governs the choice in
vertex removal, the ones with small connectivity will be selected with much higher probabil-
ity. The removal of these weakly connected nodes does not alter the paths in the remaining
part of the network and, thus, has no impact on the overall network topology (Albert et al.,
2000). A robust nature emerges. This positive tendency is necessarily co pensated by the
fact that a targeted removal, i.e. an attack to the most connected nodes, in a scale-free is more
deleterious than in random networks where, statistically, the nodes have the same degree (and
no difference between random and targeted removal subsists). Figure 2.9 shows the change
in diameter as much as nodes are removed. This general trend is recorded at different scales
(Albert et al., 2000).
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2.2.3 “Small-worlds”
Another question arises, especially in social networks. In networks in which the connections
between the nodes are tightly knit and the density of ties is high, what does happen if the
elements are removed? In other words, how much the clustering of the network changes as
much as the nodes are removed?
The measure of clustering was defined by Watts and Strogatz (1998). For a given node, say
vi, the neighbourhood in graph G is defined as the set of vertices directly linked to the node,
NG (vi). If the number of vertices is ki, the maximum number of connections among them is
ki (ki − 1). The local clustering coefficient, Ci, is the ratio between the existing number of
connections within the neighbourhood, |NG (vi) |, and its maximum, i.e.
Ci =
|NG (vi) |
ki (ki − 1) . (2.7)
The global clustering coefficient, C, is the average of the local clustering coefficient across
the entire network, i.e.
C = 1
n
n∑
i=1
Ci, (2.8)
where n is the number of nodes in the network.
Clustering in scale-free networks decreases as much as the node degree increases follow-
ing a power law (Colomer-de Simon and Boguñá, 2012). Evidences of clustering are clearly
visible in social networks in which people are nodes and acquaintance relationships between
people are links. People form communities that are small groups in which everyone knows
everyone. Within the community, there are people that know members of others communi-
ties, because of different interests, working exigencies,. . . At large scales, the links between
communities are represented by the so called VIPs, e.g. celebrities, politicians, scientists, and
so forth, that have relationships with people living far in distance. Watts and Strogatz (1998)
performed the following experiment. They considered a regular ring lattice, i.e. a graph with
n nodes each connected to dG neighbours, dG/2 on each side, as the one in the left-hand side
of Figure 2.10 and, randomly, performed a rewiring of the connections at random with proba-
bility p. As much as the probability of rewiring increases, the regular graph (p = 0) turns into
a random one (p = 1), as shown in the right-hand side of Figure 2.10.
They investigated the intermediate region, i.e. the case in which 0 < p < 1, and they
found a very interesting property: as much as the rewiring probability increases, the average
path length, L (p), rapidly reduces, but the clustering, C (p), does not. At the end it drops
rapidly, as plot in Figure 2.11. The network originated from this range of p, in which the
previous behaviour is recorded, identifies to the so called “small-world”, i.e. a situation in
which clustering is present but, at the same time, the distance between the vertices is close
to the situation of random networks. The drop of L is caused by the introduction of a few
long-range edges, that connect vertices that would otherwise be much farther apart. For small
p, each short cut has a highly nonlinear effect on the length, contracting the distance not just
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Figure 2.10: Regular to random graph depending on the probability of rewiring, p, after the
original work by Watts and Strogatz (1998).
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removed froma clustered neighbourhood tomake a short cut has, at
most, a linear effect onC; henceC(p) remains practically unchanged
for small p even though L(p) drops rapidly. The important implica-
tion here is that at the local level (as reflected byC(p)), the transition
to a small world is almost undetectable. To check the robustness of
these results, we have tested many different types of initial regular
graphs, as well as different algorithms for random rewiring, and all
give qualitatively similar results. The only requirement is that the
rewired edges must typically connect vertices that would otherwise
be much farther apart than Lrandom.
The idealized construction above reveals the key role of short
cuts. It suggests that the small-world phenomenon might be
common in sparse networks with many vertices, as even a tiny
fraction of short cuts would suffice. To test this idea, we have
computed L and C for the collaboration graph of actors in feature
films (generated from data available at http://us.imdb.com), the
electrical power grid of the western United States, and the neural
network of the nematode worm C. elegans17. All three graphs are of
scientific interest. The graph of film actors is a surrogate for a social
network18, with the advantage of being much more easily specified.
It is also akin to the graph of mathematical collaborations centred,
traditionally, on P. Erdo¨s (partial data available at http://
www.acs.oakland.edu/￿grossman/erdoshp.html). The graph of
the power grid is relevant to the efficiency and robustness of
power networks19. AndC. elegans is the sole example of a completely
mapped neural network.
Table 1 shows that all three graphs are small-world networks.
These examples were not hand-picked; they were chosen because of
their inherent interest and because complete wiring diagrams were
available. Thus the small-world phenomenon is not merely a
curiosity of social networks13,14 nor an artefact of an idealized
model—it is probably generic for many large, sparse networks
found in nature.
We now investigate the functional significance of small-world
connectivity for dynamical systems. Our test case is a deliberately
simplified model for the spread of an infectious disease. The
population structure is modelled by the family of graphs described
in Fig. 1. At time t ¼ 0, a single infective individual is introduced
into an otherwise healthy population. Infective individuals are
removed permanently (by immunity or death) after a period of
sickness that lasts one unit of dimensionless time. During this time,
each infective individual can infect each of its healthy neighbours
with probability r. On subsequent time steps, the disease spreads
along the edges of the graph until it either infects the entire
population, or it dies out, having infected some fraction of the
population in the process.
p = 0 p = 1 
Increasing randomness
Regular Small-world Random
Figure 1 Random rewiring procedure for interpolating between a regular ring
lattice and a random network, without altering the number of vertices or edges in
the graph. We start with a ring of n vertices, each connected to its k nearest
neighbours by undirected edges. (For clarity, n ¼ 20 and k ¼ 4 in the schematic
examples shown here, but much larger n and k are used in the rest of this Letter.)
We choose a vertex and the edge that connects it to its nearest neighbour in a
clockwise sense. With probability p, we reconnect this edge to a vertex chosen
uniformly at random over the entire ring, with duplicate edges forbidden; other-
wise we leave the edge in place. We repeat this process by moving clockwise
around the ring, considering each vertex in turn until one lap is completed. Next,
we consider the edges that connect vertices to their second-nearest neighbours
clockwise. As before, we randomly rewire each of these edgeswith probability p,
and continue this process, circulating around the ring and proceeding outward to
more distant neighbours after each lap, until each edge in the original lattice has
been considered once. (As there are nk/2 edges in the entire graph, the rewiring
process stops after k/2 laps.) Three realizations of this process are shown, for
different values of p. For p ¼ 0, the original ring is unchanged; as p increases, the
graph becomes increasingly disordered until for p ¼ 1, all edges are rewired
randomly. One of our main results is that for intermediate values of p, the graph is
a small-world network: highly clustered like a regular graph, yet with small
characteristic path length, like a random graph. (See Fig. 2.)
Table 1 Empirical examples of small-world networks
Lactual Lrandom Cactual Crandom
.............................................................................................................................................................................
Film actors 3.65 2.99 0.79 0.00027
Power grid 18.7 12.4 0.080 0.005
C. elegans 2.65 2.25 0.28 0.05
.............................................................................................................................................................................
Characteristic path length L and clustering coefficient C for three real networks, compared
to random graphs with the same number of vertices (n) and average number of edges per
vertex (k). (Actors: n ¼ 225;226, k ¼ 61. Power grid: n ¼ 4;941, k ¼ 2:67. C. elegans: n ¼ 282,
k ¼ 14.) The graphs are defined as follows. Two actors are joined by an edge if they have
acted in a film together. We restrict attention to the giant connected component16 of this
graph, which includes￿90% of all actors listed in the Internet Movie Database (available at
http://us.imdb.com), as of April 1997. For the power grid, vertices represent generators,
transformers and substations, and edges represent high-voltage transmission lines
between them. For C. elegans, an edge joins two neurons if they are connected by either
a synapse or a gap junction. We treat all edges as undirected and unweighted, and all
vertices as identical, recognizing that these are crude approximations. All three networks
show the small-world phenomenon: L ￿ Lrandom but Cq Crandom.
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Figure 2 Characteristic path length L(p) and clustering coefficient C(p) for the
family of randomly rewired graphs described in Fig. 1. Here L is defined as the
number of edges in the shortest path between two vertices, averaged over all
pairs of vertices. The clustering coefficient C(p) is defined as follows. Suppose
that a vertex v has kv neighbours; then at most kvðkv￿1Þ=2 edges can exist
between them (this occurswhen every neighbour of v is connected to everyother
neighbour of v). Let Cv denote the fraction of these allowable edges that actually
exist. Define C as the average of Cv over all v. For friendship networks, these
statistics have intuitive meanings: L is the average number of friendships in the
shortest chain connecting two people; Cv reflects the extent to which friends of v
are also friends of each other; and thus Cmeasures the cliquishness of a typical
friendship circle. The data shown in the figure are averages over 20 random
realizations of the rewiring process described in Fig.1, and have been normalized
by the values L(0), C(0) for a regular lattice. All the graphs have n ¼ 1;000 vertices
and an average degree of k ¼ 10 edges per vertex. We note that a logarithmic
horizontal scale has been used to resolve the rapid drop in L(p), corresponding to
the onset of the small-world phenomenon. During this drop, C(p) remains almost
constant at its value for the regular lattice, indicating that the transition to a small
world is almost undetectable at the local level.
Figure 2.11: Regular to random graph depending on the probability of rewiring, p, after the
original work by Watts and Strogatz (1998).
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Situation L C
Regular graph (p = 0) n2dG
3
4
Random graph (p = 1) lnnln dG
dG
n
Table 2.1: Approximated lengths of a regular and a random graph with n nodes and k links
within the neighbourhood. In order to guarantee a connected random graph, n  dG 
ln (n) 1 (Watts and Strogatz, 1998, Bollobás, 2001).
Situation Lobs Lrandom Cobs Crandom
Film actors 3.65 2.99 0.79 0.00027
Power grid 18.7 12.4 0.080 0.005
C. elegans 2.65 2.25 0.28 0.05
Table 2.2: Observed characteristic path length Lobs and clustering coefficient Cobs for three
real networks. The corresponding values for random networks with equal nodes and edges
numbers are estimated using the formulae of Table 2.1, after (Watts and Strogatz, 1998).
between the pair of vertices that it connects, but between their immediate neighbourhoods,
neighbourhoods of neighbourhoods and so on. By contrast, the effect on clustering is linear.
For small p,C remains unchanged, and the transition from regular to small-world is practically
undetectable (Watts and Strogatz, 1998).
Watts and Strogatz estimated the lengths and the clustering coefficients for regular and
random network, see Table 2.1, and compared the observed values with their estimates for
three real cases: the network of actors (n = 225226, dG = 61) inserted in the database
available at www.imdb.com as of April 1997, the power grid of the US (n = 4941, dG =
2.67) and the neural connections of the Caenorhabditis elegans (n = 282, dG = 14), which
was mapped and transcribed by Achacoso and Yamamoto (1992). The observed average path
length and clustering coefficient of the three real networks is reported in Table 2.2. In all
cases, the observed path length is similar to the one on the corresponding random network,
Lobs ≈ Lrandom, while the clustering coefficient is at least one order of magnitude larger,
Cobs  Crandom.
2.3 Application: effect of the removal of routes
A simple application of the previous concepts is now illustrated. The scope of the present
example is to show how graph analysis of networks can be useful for the estimation of the
effects of element removal in systems.
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Transportation systems can be considered as physical networks (Derrible and Kennedy,
2010). The concepts of network science can, thus, be applied to the transportation industry
through graphs ideas and mathematical idealisation. In particular, the passage from abstract
to real system can be done if the concept of weighted network is introduced. Various studies
have highlighted the complex nature of transportation networks. Latora and Marchiori (2002)
have shown that Boston underground system displays small-networks properties, Lu and Shi
(2007) analysed the public transportation network of three different Chinese municipalities
and suggested the ways for determining the most important and vulnerable parts of the system.
The concepts related to graphs have been applied in a simple model of the railways net-
work of Piedmont, Aosta Valley and part of Liguria, see Figure 2.12. The system owned
by Rete Ferroviaria Italiana (RFI) and is partially managed by Trenitalia and GTT (Gruppo
Torinese Trasporti) is composed by 1888 kilometres of tracks and 284 railway stations. It
is simplified in order to study its topological properties: the connections between different
tracks are considered as nodes of the network, see Figure 2.13. Only 41 railroad stations,
corresponding to the connections between the different lines, or the ends, are considered in
the analysis. The whole railroad network is grouped into 68 edges.
The simple graph of the network is sketched in Figure 2.13. In Table 2.3, the correspon-
dence between the idealized nodes (column #1) and the points in the real world (column #2)
are listed. As can be read in column #3 of Table 2.3, the maximum nodal degree is equal to
∆A = 7 (Alessandria), while the average nodal degree is equal to dA = 3.366. The connec-
tions between adjacent nodes are reported in Tables 2.4 and 2.5. As before, column #1 relates
to the name of the edge in the graph, while columns #2 and #3 indicate the end vertices of each
edge. Columns #4 and #5 are the cities linked by the edge. Since the traveling time through
two cities play a fundamental role in the evaluation of the distance between two any points of
the network, this parameter is a considered as weight for each edge of the graph. The time, in
minutes, required for displacing is reported in column #6 of Tables 2.4 and 2.5 and found on
Trenitalia website (www.trenitalia.it).
The topological properties of the graph are computed with a script on MATLAB. The
central node of the network is represented by node 41 (Vercelli), while the peripheries are
nodes 3 and 33 (Aosta and Savona, respectively). The weighted radius of the network is equal
to 144 minutes and the weighted diameter, φA is equal to 259 minutes, i.e. the traveling time
from Aosta to Savona, or viceversa.
The railroad network of Piedmont has been downsized in June 2012. In particular the
regular service has been stopped on the eleven lines (460 km in total) listed below: (1) Santhià-
Arona, (2) Pinerolo-Torre Pellice, (3) Cuneo-Saluzzo-Savigliano, (4) Cuneo-Mondovì, (5)
Ceva-Ormea, (6) Asti-Castagnole-Alba, (7) Alessandria-Castagnole, (8) Asti-Casale-Mortara,
(9) Asti-Chivasso, (10) Novi-Tortona and (11) Alessandria-Ovada. The graph of the network
obtained after the suppression of the aforementioned roads is sketched in Figure 2.14.
The nodal degrees of the vertices of the graph reduce, see column #4 of Table 2.3, as the
number of edges globally decreases. The maximum nodal degree, ∆B , is equal to 6 (Torino)
and the average nodal degree, dB , is equal to 2.78. Some topological properties of the actual
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Vertex Railroad station SituationA Situation B
# nod.degree nod.degree
1 Acqui Terme 4 4
2 Alessandria 7 5
3 Aosta 1 1
4 Arona 4 3
5 Arquata Scrivia 3 3
6 Asti 6 3
7 Bardonecchia 1 1
8 Biella 2 2
9 Borgomanero 5 3
10 Bra 4 2
11 Bussoleno 3 3
12 Carmagnola 3 3
13 Casale Monferrato 5 3
14 Cavallermaggiore 3 3
15 Ceva 2 2
16 Chieri 1 1
17 Chivasso 5 4
18 Cuneo 3 2
19 Domodossola 2 2
20 Fossano 3 3
21 Genova 3 3
22 Mondovì 3 2
23 Mortara 4 3
24 Nizza Monferrato 4 2
25 Novara 6 6
26 Novi Ligure 3 3
27 Oleggio 4 4
28 Ovada 3 2
29 Romagnano Sesia 4 2
30 Rovasenda 4 2
31 Santhià 4 3
32 Savigliano 2 2
33 Savona 4 4
34 Susa 1 1
35 Torino 6 6
36 Torre Pellice/Pinerolo 1 1
37 Tortona 3 3
38 Valenza 3 3
39 Varallo 1 1
40 Verbania 4 4
41 Vercelli 4 4
dG 3.366 2.780
Table 2.3: Nodes/Railroad stations of the graph related to the north-western part of the Ital-
ian railways system. The nodal degrees refer to the Situation before (Situation A) and after
(Situation B) June 17, 2012.
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Tr# i j Si Sj T
1 19 40 Domodossola Verbania 19
2 19 40 Domodossola Verbania 36
3 40 4 Verbania Arona 18
4 40 9 Verbania Borgomanero 100
5 4 27 Arona Oleggio 57
6 4 27 Arona Oleggio 21
7 4 9 Arona Borgomanero 18
8 27 25 Oleggio Novara 20
9 9 25 Borgomanero Novara 32
10 9 29 Borgomanero Romagnano Sesia 17
11 29 25 Romagnano Sesia Novara 35
12 39 29 Varallo Romagnano Sesia 33
13 29 30 Romagnano Sesia Rovasenda 20
14 30 8 Rovasenda Biella 23
15 8 31 Biella Santhià 18
16 30 31 Rovasenda Santhià 31
17 30 25 Rovasenda Novara 32
18 25 41 Novara Vercelli 15
19 25 23 Novara Mortara 16
20 31 41 Santhià Vercelli 10
21 31 17 Santhià Chivasso 19
22 41 13 Vercelli Casale Monferrato 18
23 41 23 Vercelli Mortara 27
24 17 13 Chivasso Casale Monferrato 57
25 17 35 Chivasso Torino 18
26 17 3 Chivasso Aosta 106
27 17 6 Chivasso Asti 63
28 6 13 Asti Casale Monferrato 44
29 13 38 Casale Monferrato Valenza 17
30 13 23 Casale Monferrato Mortara 35
31 23 38 Mortara Valenza 19
32 38 2 Valenza Alessandria 9
33 2 37 Alessandria Tortona 17
34 6 2 Asti Alessandria 31
35 6 10 Asti Bra 37
Table 2.4: Edges of the graph related to the north-western part of the Italian railways system
- Part 1.
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Tr# i j Si Sj T
36 6 24 Asti Nizza Monferrato 34
37 24 2 Nizza Monferrato Alessandria 32
38 7 11 Bardonecchia Bussoleno 41
39 34 11 Susa Bussoleno 9
40 11 35 Bussoleno Torino 56
41 35 16 Torino Chieri 21
42 36 35 Torre Pellice/Pinerolo Torino 42
43 12 35 Carmagnola Torino 23
44 12 10 Carmagnola Bra 23
45 12 14 Carmagnola Cavallermaggiore 12
46 14 10 Cavallermaggiore Bra 13
47 10 24 Bra Nizza Monferrato 70
48 24 1 Nizza Monferrato Acqui Terme 26
49 14 32 Cavallermaggiore Savigliano 5
50 18 20 Cuneo Fossano 23
51 32 20 Savigliano Fossano 7
52 20 22 Fossano Mondovì 17
53 22 18 Mondovì Cuneo 46
54 18 33 Cuneo Savona 227
55 15 22 Ceva Mondovì 19
56 15 33 Ceva Savona 52
57 33 1 Savona Acqui Terme 77
58 1 2 Acqui Terme Alessandria 42
59 1 28 Acqui Terme Ovada 23
60 33 21 Savona Genova 42
61 21 28 Genova Ovada 53
62 21 5 Genova Arquata Scrivia 28
63 5 26 Arquata Scrivia Novi Ligure 12
64 26 2 Novi Ligure Alessandria 16
65 28 2 Ovada Alessandria 40
66 26 37 Novi Ligure Tortona 21
67 37 5 Tortona Arquata Scrivia 17
68 35 6 Torino Asti 36
Table 2.5: Edges of the graph related to the north-western part of the Italian railways system
- Part 2.
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Figure 2.12: Except from the maps of the railroad network owned by Rete Ferroviaria Italiana,
source www.rfi.it
railroad network (after the downsizing) are equal to the ones of the situation before June 2012,
i.e. the radius is still 144 minutes and the diameter, φB , 259 minutes.
A “line interruption scenario” is applied to both railways systems. Tables 2.7 and 2.8
show the effects of the removal of one edge, φi, on the value of the diameter of the network.
In particular, remembering the diameter of the original network (259 minutes in both cases A
andB), the increments in SituationsA andB are computed through the following expressions
(
φj − 259
259
)
i
(2.9)
where j = 1 . . . 68 and j = A,B, depending on the considered situation. The difference
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Figure 2.13: Graph of the railroad network of Piedmont, Aosta Valley and part of Liguria
before June 17, 2012.
Chapter 2 - A connected world - 37
Figure 2.14: Graph of the railroad network of Piedmont, Aosta Valley and part of Liguria after
June 17, 2012.
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Number
of edges Situation A Situation B
2 2 2
3 19 7
4 6 5
5 1 1
6 0 1
7 1 1
Average nodal degree
3.794 3.088
Table 2.6: Number of cycles in the network with a given and average nodal degree, provided
that the branches are removed.
between the effects of edge removal in Situation A and Situation B are evaluated as(
φB − φA
φA
)
i
. (2.10)
Different considerations can be made.
1. The downsize of June 17, 2012 interested the lines which removal (in Situation A)
leaves the diameter unchanged. That is why the topological parameters remain constant.
2. In some cases, edge removal creates a graph which is made of two components and,
thus, its diameter is infinite. This happens both in Situation A and B if one of the
following edges is removed: 12, 26, 38-42. In Situation B, the removal of edge 11
(Romagnano Sesia – Novara) isolates nodes 29 and 39 and edge 12. This is because
edges 11 + 12 form a branch and then, the removal of 11 or 12, isolates at least a node.
3. In Situation B the network can be apparently divided into two parts connected by two
main paths: Torino – Chivasso (35-17) and Alessandria – Valenza (2-38), see Fig-
ure 2.14. The interruption of one of the previous edges implies a general increase of
traveling times through the railroad network. In case of suppression of both edges two
components form and the diameter becomes infinite.
4. The removal of edges 49 or 51 increases the traveling times on the network since Cuneo
area can be only reached through Liguria railroads.
5. In Situation B, the removal of edge 43 implies a large increment in traveling times
towards Cuneo area since no intermediate connections between nodes 10, 6 and 24 are
present.
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Figure 2.15: Tiles forming a triangular pattern.
6. The worst effect of the downsize of June 2012 can be seen if edge 50 (Cuneo – Fos-
sano) is removed. Despite a small increase in diameter can be seen in Situation A, the
diameter of the network rises to 486 minutes (+87.64%) in Situation B. This behaviour
is expected since the only way to reach Cuneo (node 18) is represented by Savona –
Cuneo edge that is time consuming (227 minutes).
7. As expected, Situation B is more vulnerable, in the sense that the diameter (therefore
the traveling times) is generally larger after edge removal, if compared with analogous
damages on Situation A.
8. The number of closed cycles decreased from 29 to 17, as can be seen in Figures 2.13
and 2.14.
Suppressing the branches of the network, i.e. nodes 3, 7, 11, 16, 34, 36, 39 and the adjacent
edges, the resulting graph is composed by cycles and the average nodal degree is dA = 3.794
and dB = 3.088 for SituationA andB, respectively. The number of cycles with given number
of edges is reported in Table 2.6.
Since the mode of the distribution of number of edges is 3, independently from the situa-
tion, one can suppose that the arrangement of the nodes and connections in the graph would be
comparable to the one of triangular tiles, see Figure 2.15. In case of perfect triangular pattern,
the nodal degree would be equal to 6. In the two situations presented herein, the nodal degree
of the graph is between 3 and 4. The limited extension of the network and the presence of
various cycles with elevate number of edges are the responsible of this inconsistency.
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Removed Situation A Situation B
φB − φA
φA
edge φA
φA − 259
259
φB
φB − 259
259
none 259 259
1 259 0.00% 259 0.00% 0.00%
2 259 0.00% 259 0.00% 0.00%
3 327 26.25% 327 26.25% 0.00%
4 259 0.00% 259 0.00% 0.00%
5 259 0.00% 259 0.00% 0.00%
6 263 1.54% 290 11.97% 10.42%
7 259 0.00% ——————————–
8 263 1.54% 330 27.41% 25.87%
9 259 0.00% 318 22.78% 22.78%
10 259 0.00% ——————————–
11 259 0.00% ∞ ∞ —–
12 ∞ ∞ ∞ ∞ —–
13 259 0.00% ——————————–
14 259 0.00% 259 0.00% 0.00%
15 259 0.00% 259 0.00% 0.00%
16 259 0.00% ——————————–
17 259 0.00% 259 0.00% 0.00%
18 274 5.79% 282 8.88% 3.09%
19 259 0.00% 259 0.00% 0.00%
20 274 5.79% 300 15.83% 10.04%
21 300 15.83% 300 15.83% 0.00%
22 259 0.00% 259 0.00% 0.00%
23 259 0.00% 259 0.00% 0.00%
24 259 0.00% 259 0.00% 0.00%
25 303 16.99% 343 32.43% 15.44%
26 ∞ ∞ ∞ ∞ —–
27 259 0.00% ——————————–
28 259 0.00% ——————————–
29 259 0.00% 259 0.00% 0.00%
30 259 0.00% ——————————–
31 259 0.00% 259 0.00% 0.00%
32 292 12.74% 292 12.74% 0.00%
33 259 0.00% 259 0.00% 0.00%
34 259 0.00% 259 0.00% 0.00%
35 259 0.00% ——————————–
Table 2.7: Effects of the removal of one edge: for each removed edge, the diameter of the
damaged network is computed both in cases A and B. The increments with respect to the
original Situation are reported in columns #3 and #5, the difference between the response of
the network in Situation A and the response of the network in Situation B is computed in
column#6 - Part 1.
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Removed Situation A Situation B
φB − φA
φA
edge φA
φA − 259
259
φB
φB − 259
259
36 259 0.00% 259 0.00% 0.00%
37 259 0.00% ——————————–
38 ∞ ∞ ∞ ∞ —–
39 ∞ ∞ ∞ ∞ —–
40 ∞ ∞ ∞ ∞ —–
41 ∞ ∞ ∞ ∞ —–
42 ∞ ∞ ∞ ∞ —–
43 277 6.95% 390 50.58% 43.63%
44 259 0.00% 259 0.00% 0.00%
45 277 6.95% 277 6.95% 0.00%
46 259 0.00% 259 0.00% 0.00%
47 259 0.00% ——————————–
48 259 0.00% 259 0.00% 0.00%
49 388 49.81% 388 49.81% 0.00%
50 267 3.09% 486 87.64% 84.56%
51 388 49.81% 388 49.81% 0.00%
52 289 11.58% 348 34.36% 22.78%
53 259 0.00% ——————————–
54 259 0.00% 259 0.00% 0.00%
55 329 27.03% 329 27.03% 0.00%
56 277 6.95% 277 6.95% 0.00%
57 259 0.00% 259 0.00% 0.00%
58 259 0.00% 259 0.00% 0.00%
59 259 0.00% 288 11.20% 11.20%
60 259 0.00% 259 0.00% 0.00%
61 259 0.00% 259 0.00% 0.00%
62 272 5.02% 296 14.29% 9.27%
63 259 0.00% 259 0.00% 0.00%
64 259 0.00% 259 0.00% 0.00%
65 259 0.00% ——————————–
66 259 0.00% 259 0.00% 0.00%
67 259 0.00% 259 0.00% 0.00%
68 259 0.00% 259 0.00% 0.00%
Table 2.8: Effects of the removal of one edge: for each removed edge, the diameter of the
damaged network is computed both in cases A and B. The increments with respect to the
original Situation are reported in columns #3 and #5, the difference between the response of
the network in Situation A and the response of the network in Situation B is computed in
column#6 - Part 2.
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Chapter 3
Extreme events on structures
There are events that make surprise. After Willem Janszoon’s discover in 1606, a similar
belief had been certainly experienced by the first ornithologists across Australia in observing
the Cygnus Atratus, alias a black swan. In the Old Europe, it was convinced that all swans
were white coloured; an unassailable belief as it seemed completely confirmed by empirical
evidence. Although this discovery did not changed natural history and had no impact on the
theories on evolution, it simply shows the limitations of the learning based on observations.
Just one observation can invalidate a general statement derived from millennia of confirmatory
sightings of millions of white swans. Note that the vision of a black swan is something unusual
for Europeans, but not for aborigines. The outcomes of this comment would be clearer in the
following.
The use of locution “black swan” for indicating quasi-impossible events dates back to the
Romans. Giovenale wrote in his sixth book of “Satire”, Rara avis in terris nigroque simillima
cycno as indicating something that is far from being usual in the everyday life.
The idea behind the feathered black swan is the main characteristics of Taleb’s Black
Swan. In 2007, after the subprime mortgage crisis, in the bookshops of the US a new book
forecasting the future effects of the finance appeared. In The Black Swan: The Impact of the
Highly Improbable, Taleb (2007a) states that the economy (and in more general, the World
intended as a whole) is dominated by extreme events, which are unknown and not forecastable.
The key point, which led to the crisis, is the fact that economists base their decisions on what
they observe and know, while the world works completely different. Ergo, the predictions are
wrong.
The book by Taleb does not concern economy, first. It is more a critical text on the use of
statistics as an engine for solving and interpreting whichever natural phenomenon. Statistics
is an extremely useful tool for all the situations in which the sensitivity to errors in the prob-
ability distribution can be neglected. A practical example is represented by such disciplines
like measurement estimations, gambling theory, thermodynamics, and quantum mechanics.
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In many other situations, the output of a mathematical model of the real world is not a linear
combination of random parameters. Where nonlinearity is present, the sensitivity to estima-
tion errors of the higher moments of probability distributions increases dramatically. That is
why Taleb criticises three common beliefs: (i) the unrigorous use of statistics, and reliance on
probability in domains where the current methods can lead us to make consequential mistakes
(the “high impact”) where, on logical grounds, we need to force ourselves to be suspicious
of inference about low probabilities; (ii) the psychological effects of statistical numbers in
lowering risk consciousness and the suspension of healthy scepticism – in spite of the unrelia-
bility of the numbers produced about low-probability events, and (iii) the use of commoditised
metrics such as “standard deviation”, “shape ratio”, “mean-variance”, and so on in fat-tailed
domains where these terms have little practical meaning, and where reliance by the untrained
has been significant, unchecked and, alas, consequential. In other words, the central idea be-
hind Taleb’s work is the confusion that most people make between absence of evidence and
evidence of absence.
Since Taleb’s essay focuses on general topics, the faced problem can be reached out to
structural engineering. Before going further in the discussion, it is important to spend few
words on the fundamental characteristics that turn a common event into a Black Swan.
3.1 Black Swans in structural engineering
Three main features characterise a Black Swan Event. First, (i) it has to be singular, in the
sense that, in the past, no possibilities of forecasting it existed, neither to imagine that such
situation would be experienced by the structure. In this sense, 9/11 Attack represents a good
example. Twin Towers airplane crash, with airplane reservoirs fully charged, is an unicum in
the possible situations that a tall building can experience. Then, (ii) the effects of Black Swan
on the system are extremely large, i.e. the towers collapsed. At the end, the third characteristic
(iii) that turns an event/situation into a Black Swan is the fact that, thinking about the event
after its occurrence, a possible solution to limit the impact of it on the system could have been
implemented without much effort.
Without any doubt, terroristic attacks are structural Black Swans. Remembering Murrah
Federal Building Attack, the explosion of the bomb in the car in front of the construction
caused the collapse of half of the building and 168 deaths. There is a disproportion between
the cause and the effect: unfortunately, this is due to the ability of the structure to propagate
the damage through the scheme. If adequate strategies limiting this undesired property were
implemented, the damages would had been reduced.
Although terroristic attacks are the common events on structures that one can easily re-
fer to black swans, the list of possible Black Swans Events is larger. For example, consider
earthquakes with very high magnitude combined with particular site conditions: the effects
are sometimes unforecastable. On September 19, 1985 Mexico experienced one to the most
dramatic earthquakes of 20th century. The M8.0 earthquake (known as “Mexico City Earth-
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quake 1985”) epicentre was set in the proximity of the Pacific Coast, 350 km far from Mexico
City. The areas around the source of the shaking suffered only mild to moderate damage, the
worst situation was in the capital. Mexico city is vulnerable to earthquakes. The reason is
represented by the geology of the area: the city mostly lies on silt and volcanic clay sediments
of the bed of the historic Lake Texcoco, which are between seven and thirty-seven meters deep
and have a high water content. Above this there is a layer of sand and, above, a layer of sand
and rock. This particular stratification amplifies ground shaking and fosters soil liquefaction.
In addition, the old lakebed resonates with certain seismic waves and low frequency signals.
This local effect caused the amplification of the seismic wave which provoked extended dam-
ages in the urban area (Lomnitz, 1988).
Similar exaggerated situation can occur after “chain events”. On March 11, 2011 a violent
trembler shake the Pacific Coast of Sendai, the main island of Japan. The M9.0 megathrust
earthquake (known as “2011 Tohoku earthquake”) had epicentre 70 km off the coast and
hypocentre at an underwater depth of approximately 30 km. The generated tsunami struck the
coast of Honshu with 13 to 15 m tall sea waves. This natural event is well remembered because
of the disaster occurred at Fukushima-Daiichi Nuclear Power Plant, which is summarised
briefly. When the acceleration threshold was reached, i.e the earthquake struck the nuclear
power plant, the sliding control rods got down into the three running reactor cores. The fission
of the enriched uranium fuel that allows a nuclear reactor to produce the steam that spins a
turbine to make electricity was instantly stopped. Anyway, even if fission is stopped, nuclear
fuel rods must be kept cool, as by-products of the nuclear reaction continue to break down
and produce heat for years. The key to cooling the rods is simple: a flow of fresh water. But,
because of the earthquake, no electricity could be delivered to the nuclear power plant to run
the cooling pumps. The back-up diesel generators that should have kicked in when power was
lost did not survive the tsunami (13 m high sea waves), which easily overtopped the seawall
protecting the plant (10 m tall). Only batteries were available to run all the systems. At
the same time, the tsunami flooded the critical electrical equipment. After eight hours, the
batteries went dead, meaning the nuclear power plant had no electricity, and no way to cool
itself. In essence, the now-still water inside the reactors began to boil off, exposing the fuel
rods and threatening a meltdown of the uranium fuel pellets inside the core (Biello, 2011).
What resulted were the explosion of four nuclear reactors and an extended contamination of
air and water, which still continues.
Disastrous combinations of events are extremely rare but entail large, say, enormous costs
(damage + social), see Figure 3.1. In 2008, a road bridge over an important railway at Stu-
denka (Czech Republic) was under essential repair. The composite concrete-steel bridge was
partly pulled out to one side of the tracks and repaired. During the first steps of backward
traction, the bridge suddenly slipped down from temporary supports and went on the railway.
Incidentally, at the same time, the passing intercity train crashed at high speed the collapsed
bridge. Eight people were killed and 63 were injured. The overloading of a part of the tem-
porary support entailed the collapse of the deck, because of combination of events, caused the
train accident (Agarwal et al., 2012, Holicky` et al., 2013).
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MEDIOCRISTAN EXTREMISTAN
crowd that moves on a bridge crowd that moves after an unexpected
event (like gunshot)
behaviour of a structure subjected to ex-
treme actions that is designed properly at
ULS
behaviour of a structure subjected to ex-
treme actions that has design errors at ULS
natural hazards with limited return period natural hazards with large return period
ordinary impacts (as EC 1) terroristic attacks on structures
Table 3.1: Mediocristan and Extremistan in structural engineering.
As said, Taleb (2007a) attacks the common practice in evaluating data and making pre-
diction. The central limit theorem, in its simplest form, states that the arithmetic mean of
a sufficiently large number of iterates of independent random variables, each with a well-
defined expected value and well-defined variance, is approximately normally distributed. In
this sense, the normal distribution seems to be the best tool for converting the real world into
mathematical equations. This idea is true and provides good predictions in many situations,
but sometimes it fails and underestimates the real behaviour. Taleb, in his book, classifies the
economical tools into two categories: economical practices and financial strategies that can
be related to a normal distribution belong to “mediocristan”, the others, being influenced by
fat tails and unexpected situations, belong to “extremistan”.
This classification can be performed in the light of structural engineering. Table 3.1 shows
examples of mediocristan and extremistan in structural engineering
Before going into a classification of situations that can potentially be told as Black Swans,
it is suitable to summarize the philosophy that lies at the base of structural design: once
there is sufficient awareness about the approach usually used in design, one can understand its
limitation in dealing with such blemish events.
The main idea behind the design of a structure starts analysing the potential actions acting
on it, combining them into design situations and, then, assigning size, material and resistance
to the single elements of the construction in order to fulfil the capacity demand. The approach
has a probabilistic basis: for any element, one can compute the statistics of the action, A,
acting on it and the corresponding capacity, C. The reliability of the structural element, R, is
computed as the difference between capacity and action, i.e.
R = C − A. (3.1)
The element is “safe” if the capacity is larger than the action, that isR > 0. Since action and
resistance vary, the R can also be negative and, consequently, the corresponding situation is
“unsafe”. The purpose of the probabilistic method is to limit the probability of having unsafe
situations to a target value, pr, which depends on many aspects, as detailed in Chapter 4,
Pr (R < 0) < pr. (3.2)
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Figure 3.1: Risk vs consequence in a plot reported in Alexander (2004).
The main prerequisite for this design approach, called “Reliability Based Method”, is
represented by the necessity of having the statistics of the actions acting on the construction.
Events with severe consequences occur extremely rarely. This can be illustrated as in the
graph of Figure 3.1, which shows likely consequences against frequency of occurrence; this
is shown on a log scale of frequency (or probability) in a 50-year life. Starting at the top, no
significant risk is laid by problems occurring frequently, but the consequences become more
severe beyond the threshold of ultimate design (0.7 × 10−4). Below about 10−6 (one in a
million), the risk is so small that the logical conclusion is to ignore it; this is the zone of
low-risk high-consequence events, as is shown by the shaded area.
The necessity of statistics is totally incompatible with the idea behind the Black Swan,
since the nature of the events, and thus their magnitude, is not known a priori.
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3.1.1 Black Swans situations: classification
Actions or, alternatively, situations can be identified as Black Swans events. The action refers
to the final set of forces acting on the construction, or on one of its parts, while the situation
relates to a set of events. These can be grouped into three main classes.
Exceptional natural events The first class of actions relates to natural events with excep-
tional magnitude. The simple fact of using the term “exceptional” for something that
will occur, give the idea of the quantities behind such phenomena: the return period.
In the field of measurements of natural phenomena, the first systematic meteorological
observations date back to the beginning of 19th century, just 200 years ago. The idea
of having a statistics on events with a return period larger than, say, 200 years is far
from being possible with certitude, since the observation period is too short. The same
problem turns into the forecasting of future events. Supposing that the trend recorded
in the past observations is, in some sense, similar to the one expected in the future, the
magnitude of the event is inversely proportional to its probability of occurrence.
For example, a flooding with return period equal to 10 years is more frequent than one
with return period 100 years. The magnitude of the first event is smaller than the one of
the second. Hence, the impact on the society, thought as the destructive capacity of the
natural event, would be reduced. What can we state about 300yrs return period flooding
if the measurements series are one century and half long? Mathematical strategies have
to be implemented in order to get the magnitude for such event. Extreme value theory is
a branch of statistics dealing with the extreme deviations from the median of probability
distributions, and is particularly devoted to the study of natural phenomena (Sornette,
2004). A probability distribution is a mathematical tool that assigns to each outcome
a value representing the possibility of its occurrence. The probability distribution of a
natural event is estimated from data on measurements. If we are interested on the max-
imum annual discharge rate of a river through a section, all the possible annual maxima
measurable as much as water flows through the control point represent the population
of events. In the real world, we have only access to a sample of the population. The
analysis of the sample can offer three different distributions of maxima (or minima, if
necessary):
• if the population has unlimited right-hand side exponential tail, i.e. the discharge
rate can reach infinite values, the distribution follows Gumbel Law, which is called
Type 1 distribution. Its cumulative expression is
F (z) = e−e
− z−b
a , (3.3)
where a and b are parameters;
• if the population has light tail with finite upper bound, i.e. the maximum possible
discharge rate is finite, the distribution follows Weibull Law, which is called Type
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3 distribution. Its cumulative expression is
F (z) =
{
e−(−
z−b
a )α z < b
1 z ≥ b , (3.4)
where a, b and α are parameters;
• if the population has a heavy tail with polynomial decay, i.e. the large events are
more frequent than the ones of Gumbel’s case, the distribution follows Fréchet
Law, which is called Type 2 distribution. Its cumulative expression is
F (z) =
{
0 z ≤ b
e−(
z−b
a )−α z > b
, (3.5)
where a, b and α are parameters.
The previous three expressions are grouped into the Generalized Extreme Value (GEV)
distribution, or Fisher-Tippett distribution, i.e.
F (z) = exp
{
−
[
1 + c
(
z − b
a
)]−1/c}
(3.6)
where a, b and c are parameters. The idea of “tuning” an extreme value distribution with
data related to a narrow temporal window crashes with the importance that the tails have
in the prediction of events with large return period. This fundamental problem has been
defined by Mandelbrot (1963) with the locution “fat tails”. GEV distribution presents
scale invariance in the tails. In other words, for z sufficiently large, i.e. in the tails, the
ratio
Pr (z > mξ)
Pr (z > ξ) (3.7)
depends on m rather than on ξ. The self-similarity at all scales produces fractal-like
probability distribution, i.e. Eqn. (3.6), which is commonly employed for the analysis
of historical data series. Taleb (2007b) notices that, as much as the probability of occur-
rence diminishes, it is necessary to increment the size of the sample in order to reduce
the error in the estimation distribution parameters. In parallel, as much as the probabil-
ity of occurrence reduces, the effects of an error in the estimation of the magnitude of
the event increase dramatically (Taleb, 2009).
Unexpected combination of events The reliability analysis implemented in the modern de-
sign methods considers a set of situations that a structure can experience during its
design life. Black Swans can be the result of an unfavourable combination of events,
i.e. an unexpected situation that was not considered in the design stage. The knowledge
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of the spectrum of possible actions and the “surrounding”, intended as the natural envi-
ronment, the society, the geographical area, are tips for limiting the possibility of Black
Swans.
The so-called chain events are binned in the same category of events. Fukushima-
Daiichi Nuclear Power Plant accident, previously described in detail, represents a suit-
able example. Other than the common actions acting on constructions, e.g. wind, snow,
crowd, vehicles load on bridges, chain events are partially considered in the common
practice. For exceptional actions, no specific combinations are considered a priori.
Anyway, the designer has the possibility to make hypotheses on more burdensome load
combinations.
Anthropic actions The most devastating effects on structures are due to anthropic actions.
The main peculiarity of these actions is the fact that they are not governed by random
processes. Since no statistics on the occurrence and the operating methods is available,
they cannot be forecasted, and no possibilities of implementation in the reliability-based
design approach are possible. Terroristic attacks are a clear example of that: the human
will drive the position of the actions and their magnitude in order to maximise the losses
on the construction and its occupants.
In Donald Rumsfeld’s idea, these are unknown unknowns, i.e. things we do not know since
both the type of event and its likelihood are unknown. Black swans (unknown event, unknown
likelihood) are unpredictable by probabilistic means (Nafday, 2011).
3.2 How to deal with Black swans?
Is there the possibility to deal with structural Black Swans? Luckily, the answer is positive.
The basic approach is to shift the attention from the spectrum of actions to the gamut of
damages on the structural scheme. That is, the consequences on the construction are the
main interests of the designer. The philosophy is to prevent the propagation of damage to
other structural components, which is in the field of interests of robustness concepts. That is,
having a robust structure is a fundamental requisite for dealing with Black Swans situations.
As recalled previously, the design approach has to be based on the consequences. The
inadequacy of the current design practices for particular situation has been already highlighted
by Starossek and Wolff (2005) when considering progressive collapse. Two deficiencies are
identified: first, the global effects are lost in the design. In detail, all actions and resistances
are statistically determined on the basis of empirical data. After the evaluation of an allowable
probability of failure, the design values for actions and resistances can be calculated using
probabilistic methods, but the resistance is usually considered only on a local level (cross
section, structural element) while the global resistance remains disregarded. Then, the authors
criticise the assumption that low probability events and unforeseeable incidents (accidental
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circumstances) need not be taken into consideration in the design, while they are the most
dangerous for the construction.
The idea of implementing a design based on the consequences rather than on reliability
takes its origins at the beginning of the new millennium. In a conference hold at the University
of Notre-Dame, IN, Abrams et al. (2002) proposed a new engineering approach for reduc-
ing the loss due to seismic hazard. The statement of the idea is summarised in their words:
“consequence-based engineering is a new paradigm for seismic risk reduction across regions
or systems that incorporates identification of uncertainty in all components of seismic risk
modelling and quantifies the risk to societal systems and subsystems enabling policy-makers
and decision-makers to ultimately develop risk reduction strategies and implement mitigation
actions”. The steps in the decisional process consider the definition of the system, intended
as the sum of geophysical, transport and socio-economical assets, on which the earthquake
potentially would acts. Then, before any engineering calculation, there is the estimation of
the possible consequences. This is the relevant point in the methodology. The impacts on
the system relate to different properties of it, say not only structural/construction considera-
tions. Then, a four-step decision tree is used to determine if: (a) estimated consequences are
acceptable, (b) if acceptable consequences should be redefined, (c) if modelling parameters
should be refined and (d) if further system interventions should be considered. If anticipated
consequences exceed tolerable ones, and no further redefinition of acceptability is feasible, pa-
rameters defining the hazard and built environment can be refined to reduce anticipated losses
(assuming that the preliminary analysis were conservative), and/or system interventions can
be prescribed for the same purpose. Iteratively, consequences can be estimated for a number
of different system intervention strategies with various input parameters describing the hazard
or the built environment (Abrams, 2002).
The theoretical foundations being poured, Wen et al. (2004) set up a framework for vul-
nerability assessment of building structures under seismic excitation. This topic was detailed
by Kinali and Ellingwood (2007), who applied the previous concepts for the analysis of steel
frames with different lateral load carrying systems and different connection strengths under
ground motion.
Bos (2007) introduced consequence-based design in the evaluation of the reliability of
structural glass members, see Table 3.2. He proposed the concept of member consequence
class, which permits to differentiate members requirements based on their role within a struc-
ture and, in addition, to consider the function and accessibility of the structure, see Figure 3.3.
The idea behind the approach is to control the consequences of a failure, taken as a given, in
order to minimise the risk associated with structural failure. The consequences of failure of a
structural member are limited by requiring the member to retain a certain amount of strength
for a certain period of time after the failure has set in, i.e. the concept of a residual strength.
This is possible since the structural glass member is composed by many layers of material
working in parallel (Bos and Veer, 2007).
Porter (2003) provided a probabilistic description of the system-level performance of
bridges and buildings in terms of greatest meaning to owners and other stakeholders, namely,
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Function of member within structure Accessibility/Building Type MCC
Key member High - Public 6
Key member Medium - Semi-public/office 6
Key member Low - Private 5
Primary member High - Public 4
Primary member Medium - Semi-public/office 3
Primary member Low - Private 2
Secondary member High - Public 3
Secondary member Medium - Semi-public/office 2
Secondary member Low - Private 1
Table 3.2: Member Consequence Classes for combinations of building type and member func-
tion, after the original paper by Bos (2007).
MMC Number % of broken layers
% < 1 % = 1 % = m % = n
Str. time Str. time Str. time Str. time
1 Suls tref Suls 2:00 h Smom >30s 0 0
Ssls 24:00 h
2 Suls tref Suls 24:00 h Suls 2:00 h Smom >30s
Ssls 72:00 h Ssls 24:00 h
3 Suls tref Ssls 72:00 h Suls 24:00 h Smom 2:00 h
Ssls 72:00 h
4 Suls tref Suls tref Suls 72:00 h Ssls 24:00 h
Ssls tref Smom 72:00 h
5 Suls tref Suls tref Suls tref Suls 24:00 h
Ssls 72:00 h
6 Suls tref Srep tref Srep tref Srep tref
Table 3.3: Numerical formulation of the post-failure requirements for each of the six Member
Consequence Classes. The table shows the required strength and period of time for certain
amount of damage (which is represented by the number, %, of broken layers). The case % < 1
refers to pre-failure, % = 1 is the case in which the outer layer, only, breaks, % = m is the
case in which all the outer layers break. The case in which all layers break is represented by
% = n. The reference life time is indicated as tref . Referring to material strength, different
classes are identified: Ssw is the strength equal to the self weight of the member, Smom is
the strength equal to the momentary load, Ssls is the strength equal to the serviceability limit
state action, Suls is the strength equal to the ultimate limit state action and Srep is the strength
equal to the representative strength of the member, after the original paper by Bos (2007).
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uncertain future repair costs, casualties, and post-earthquake operability (dollars, deaths, and
downtime). His research explores geotechnical and structural modelling, damageability of
structural and non-structural components and contents, and the human and socioeconomic
consequences of physical damage. Four distinct stages are considered: hazard analysis, struc-
tural analysis, damage and loss analysis, to produce a probabilistic estimate of various system-
level performance metrics.
The idea of dealing with singular events in structural engineering by means of consequence-
based approach was introduced by Nafday (2011). In a probabilistic framework, this complete
lack of events, likelihood and data makes the design of structures for specific abnormal loads
impossible and, therefore, there is little systematic code-based or regulatory guidance for lim-
iting adverse system consequences due to unforeseen events. The fundamental aspect lies
in the fact that the approach does not need a triggering event (or its likelihood), making it
apt for Black Swan events. Capacity-based design strategies optimise robustness and general
structural integrity by controlling adverse system consequences resulting from unexpected
loads. In this sense, the idea of uniform reliability for all the structural members has to be
rethought as an explicit variable reliability member design, to account for the differing sys-
tem consequences of individual member failures. The design for Black Swan events is a
secondary design. In the primary stage, structure is designed as usual using the current prob-
abilistic member-based code provisions for normal loads, providing appropriate minimum
joint resistance, continuity and inter-member ties. Thereafter, members are selectively re-
designed for ensuring adequate structural system integrity, based on their role and importance
in contributing to adverse consequences. These consequences can either be structural system
collapse or any other pre-defined structural performance criterion. Unlike specific resistance
method, where “key” members are empirically chosen for hardening based on threat-specific
knowledge, Nafday’s proposed design method applies a logical quantitative approach to up-
grade structural members based on their individual role and importance in contributing to
pre-defined adverse structural consequences (Nafday, 2008).
This design setup requires a metric to measure structural system consequences due to
member failures. The basic idea is that, in general, the increase of the degree of static indeter-
minacy is not related to any measure of system safety performance. Gorman (1984) reported
examples where reliability of structural systems was found to decrease with increase in the de-
gree of static indeterminacy. Similar results were confirmed by Frangopol and Curley (1987):
a large number of interconnected “weak” members does not add any “true” redundancy to the
structure. Nafday (2008) formulated a metric based on data available in the structural stiffness
matrix, which is able to give information about configuration, member sizes, material proper-
ties, connection types,. . . The singularity of the matrix represents the extreme case of loss of
structural integrity. Given a stiffness matrix, say K, the shortest distance between the set of
singular matrices and the (n× n) stiffness matrix K is
δS =
1
κ (K) , (3.8)
i.e. the distance metric δS is the reciprocal of the condition number of the matrix. The condi-
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tion number varies between 1 for orthogonal matrix to infinity for singular matrix. Therefore,
the distance metric δS conveniently ranges between 0 and 1 (higher value indicating more
stable system) and indicates how stable (with respect to overall collapse) a given structure is
independently from the loading conditions. The system integrity, which is measured in terms
of distance metric δS , is applicable both to intact and damaged structures, using appropriate
stiffness matrices for evaluation.
The idea of consequence based design enters in the design procedure through a member
consequence factors, Γf . This parameter measures the changes in the stiffness matrix due to
element removal. LetKiN be the normalised stiffness matrix after removal of the i-th member
in the system. In general, the determinant of the normalised stiffness matrix gives the volume
of the geometrical parallelepiped defined by the column vectors of the stiffness matrix, which
is obtained from stiffness matrixK by dividing the i-th row by
(∑n
j=1 k
2
ij
)1/2
, i.e. the matrix
is normalised. Then, the consequence factor Γif for the i-th member is defined as
Γif =
|KiN |
|KN | . (3.9)
Note that |KN | is the volume of the geometrical shape which is spanned by the vectors of
matrixKN for “intact condition” and |KiN | is the similar volume under “damaged condition”,
i.e. after the removal of the i-th member. Member consequence factor is used in common
design procedure as an additional partial safety factor on the resistance side of the equations.
The resulting design equation for system oriented design will consequently be
ΦiΓifCin ≥
∑
γjAij , (3.10)
where
∑
γjAij is the the factored load combination from design codes, Φi the resistance factor
for the material of i-th member, and Cin the nominal strength of i-th member. Since member
consequence factor ranges between 0 and 1, member resistance is reduced. This approach in
dealing with Black Swans is still probability-based and all requirements in the current codes
shall apply, even in cases of dynamic and non-linear targeted design.
Despite the goodness of the results given by the procedure implemented by Nafday for
hinged structures, say truss structures, problems emerge when one considers frame structures.
Different strategies for ensuring residual capacity after element removal, i.e. after a local
failure occurrence, can be implemented: “alternate load paths” and “isolation by compart-
mentalisation” are two methods that can be pursued to make the structure robust and limit a
beginning collapse to an acceptable extent (Starossek and Wolff, 2005). That is why robust-
ness is the topic of the following Chapter 4.
Chapter 4
A robust structure
As shown in Chapter 1, natural systems tend to survive to extreme events through various
strategies. As illustrated, there are various mechanisms for which a natural system, once
subjected to unexpected situations, limits damage occurrence and propagation. Such a system
is said to be robust; in other words, it is able to survive unforeseen or unusual circumstances.
Survival capacity of natural systems is a result of the evolution and selection, as outlined
previously. Human-made systems do not have such property: they are designed to resist to
a set of precisely identified scenarios (Knoll and Vogel, 2009). In case of structures or, in
general, constructions, the scenarios account for physical conditions, anthropogenic loads,
and so forth.
What does happen to the structure if the design conditions turned out to be of greater
magnitude than foreseen? Is the system able to survive? Are there strategies that may reduce
the losses on it in case of extreme actions? Strategies and techniques on this topic are the
subjects of the investigation field of structural robustness. The research conduced on this topic
is both theoretical and practical: on one side there are solutions devoted to close the theoretical
gap that is still present, e.g. the discussions in the scientific community for a unique definition
of structural robustness, or on the various metrics for measuring it; on the other, there are more
practical issues that can be useful in the everyday structural design (Canisius et al., 2011).
Before going further, for sake of completeness, it is natural to precise that researches in
the field of the robustness of structures began in the Seventies after the tragic event of May
16, 1968 in London. That is, in the early morning hours of May 16, 1968, the occupant of
apartment 90 on the 18th floor of the 22-stories Ronan Point apartment tower, in London, lit
a match to brew her morning cup of tea (Pearson and Delatte, 2005). A small gas explosion
occurred and the resulting pressure increase blew out the walls of her apartment, and initiated
a partial collapse of the structure that killed four people and injured 17. As can be read
in the report of the investigation team that was designated for the analysis of the event, the
trigger event in the collapse was attributed to the gas explosion displacing walls and initiating
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a progressive collapse upward and then downward through the corner of the building (Griffiths
et al., 1968). Ronan Point was 22-stories tall. There were a total of 110 apartment units in
the building, grouped five to a floor and was constructed using the Larsen-Neilsen system
that is “composed of factory-built, precast concrete components designed to minimize on-site
construction work. Walls, floors and stairways are all precast. All units, installed one-story
high, are load bearing” (Pearson and Delatte, 2005).
Previously to this event, progressive collapses during construction phase had occurred
and had usually been attributed to construction errors. For preventing this kind of events, the
Building Research Station published special recommendation for preformed structural system,
in particular for their erection (BRS, 1963).
Since it was found that there was neither a violation of applicable building standards nor
any defect in workmanship in the design (based on the state of the art) and the construction of
Ronan Point (Griffiths et al., 1968), the problems involved in the robustness of such structure
were questioned. The first provisions arrived rapidly (Canisius et al., 2011): “key elements
have to be designed for an overpressure of 34 kPa”. This disposition is still present in the
modern codes of practice and reflects the idea of internal gas explosion present in the UK
requirements. Other aspects that can be found in the modern directives relates to (i) the need
of considering “accidental” or “abnormal” loading cases and to (ii) the idea of special design
for buildings with high consequences in case of collapse (or, in general, failure). According to
CIRIA (1977), an acceptable risk target based on a building consequence classes was defined
and further implemented in Table A1 of Eurocode 1-7 (CEN, 2006).
Researches in the field of structural robustness continued throughout the decades. After
Murray Building Attack in Oklahoma City, in 1995, researches on the causes and conse-
quences of malicious attack and on the possibility of preventing such events through hazard
mitigation were conduced (Corley et al., 1996). A significant interest in the topic was regen-
erated by the World Trade Attack on September 11, 2001 (Canisius et al., 2011).
4.1 Is there a definition for robustness?
The idea of robustness is present in many technical applications. The broad range of interpre-
tations made on the term is listed in Table 4.1, which collects definitions from engineering as
well as similar concepts from control theory, statistics, linguistics.
Specifically, in the field of structural engineering, the design codes implemented the con-
cept and formulated a proper definition. Many of these codes specify that structures should be
robust in the sense that the consequences of structural failure should not be disproportional to
the effect causing the failure, as can be seen in Table 4.2.
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“The ability. . . to react appropriately to abnormal circumstances (i.e. circumstances
‘outside of specifications’). [A system] may be correct without being robust”, after
Meyer (1988)
“The ability of a system to maintain function even with changes in internal structure
or external environment”, after Callaway et al. (2000)
“A design principle of natural, engineering, or social systems that have been designed
or selected for stability”, as reported in Santa Fe Institute (2001)
“The degree to which a system is insensitive to effects that are not considered in the
design”, after Slotine and Li (1991)
“A robust solution in an optimization problem is one that has the best performance
under its worst case (max-min rule)”, after Kouvelis and Yu (1997)
“Instead of a nominal system, we study a family of systems and we say that a certain
property (e.g. performance or stability) is robustly satisfied if it is satisfied for all
members of the family”, after Tempo and Blanchini (1996)
“The robustness of language. . . is a measure of the ability of human speakers to com-
municate despite incomplete information, ambiguity, and the constant element of sur-
prise”, after Briscoe (1997)
Table 4.1: Different definitions of robustness in technical sciences, as highlighted in Santa Fe
Institute (2001).
4.2 Implementation in the design codes
As said, the idea of robustness is implemented in the design codes. According to Eurocode EN
1991-1-7:2006 (CEN, 2006), a localised failure due to accidental actions may be acceptable,
provided it will not endanger the stability of the whole structure, and that the overall load-
bearing capacity of the structure is maintained and allows necessary emergency measures to
be taken.
As a basic requirement, the Eurocode for structural design, EN 1990:2002 (CEN, 2002)
states that a structure shall be designed and executed in such a way that it will not be damaged
by events such as:
• explosion,
• impact, and
• consequences of human errors,
to an extent disproportionate to the original cause. Potential damage shall be avoided or
limited by appropriate choice of one or more of the following:
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“The ability of a structure not to be damaged by events like fire, explosions, impact
or consequences of human errors, to an extent disproportionate to the original cause”,
after ISO (1998)
“The ability of a structure to withstand events like fire, explosions, impact or the
consequences of human error without being damaged to an extent disproportionate to
the original cause”, after CEN (2006).
“Ability of a structure or structural components to resist damage without premature
and/or brittle failure due to events like explosions, impacts, fire or consequences of
human error, due to its vigorous strength and toughness”, after ARA (2003).
“The robustness of a system is defined as the ratio between the direct risks and the
total risks (total risks is equal to the sum of direct and indirect risks), for a specified
time frame and considering all relevant exposure events and all relevant damage states
for the constituents of the system”, after JCSS (2011).
“Robustness is [...] the ability of a structure to avoid disproportionate consequences
in relation to the initial damage”, after Agarwal and England (2008).
‘Structural robustness can be viewed as the ability of the system to suffer an amount
of damage not disproportionate with respect to the causes of the damage itself”, after
Biondini et al. (2008).
“The robustness of a structure, intended as its ability not to suffer disproportionate
damages as a result of limited initial failure, is an intrinsic requirement, inherent to
the structural system organization”, after Bontempi et al. (2007).
“[...] ability of a structure to absorb [...] the effect of an accidental event [...] without
suffering damage disproportionate to the event that caused it”
“[...] ability of the structure to withstand local damage without disproportionate col-
lapse [...]”, after Val et al. (2006).
“The notion of robustness is that a structure should not be too sensitive to local dam-
age, whatever the source of damage [...]”, after Vrouwenvelder (2008)
Table 4.2: Different definitions of structural robustness, as highlighted in Starossek and Haber-
land (2010).
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• avoiding, eliminating or reducing the hazards to which the structure can be subjected;
• selecting a structural form which has low sensitivity to the hazards considered;
• selecting a structural form and design that can survive adequately the accidental re-
moval of an individual member or a limited part of the structure, or the occurrence of
acceptable localised damage;
• avoiding as far as possible structural systems that can collapse without warning;
• tying the structural members together.
The approaches to structural robustness can be either deterministic or semi-probabilistic.
Although accidental actions are considered in the design codes, robustness is also the prop-
erty of systems that enables them to withstand unforeseen or unusual circumstances without
unacceptable levels of consequences or intolerable risks (Gulvanessian, 2002). In this sense,
the failure of the system can occur in case of:
• extreme but foreseen adverse combinations of actions (like explosion, impact of vehi-
cles) and material properties (e.g. degradation);
• unforeseen events that may be hardly identified or whose intensity cannot be known
in advance (e.g such as bomb explosions, malicious impacts or the effects of unknown
errors.
Thus, structural robustness aims at limiting the consequences of local failure and prevents
the formation of a disproportionate collapse. As reported by Canisius et al. (2011), a dispro-
portionate collapse need not be progressive, but suffers damage that is disproportionate to
the original cause of failure. An example is the collapse of a statically determinate structure
from the failure of a single member. In the case of a progressive collapse, different members
of a statically indeterminate structure fail one after the other as they get overloaded with an
accompanying redistribution of load.
Eurocode 1 proposes two alternative strategies for ensuring enough safety (CEN, 2006):
• by identifying the extreme events (limiting the exposure to the event, reducing its in-
tensity with protective measures, designing the construction for the expected action
intensity);
• by limiting the extent of failure (enhanced redundancy, key elements, ductility,. . . ).
The key point in the design of a robust structure is represented by time. In fact, in the case a
failure would occur a little time past the activation of the hazard, the code prescription con-
cerns the minimum period of time that the structure must withstand after the event (Canisius
et al., 2011). For example, this is a requirement for fire resisting structures.
US regulations reported in ASCE 7-10 propose different approaches to structural robust-
ness in case of progressive collapse (ASCE/SEI, 2010a):
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• the resistance to progressive collapse can be considered explicitly during the design
process itself. In this case, a direct design is implemented. Examples of direct designs
are the alternative load path strategy or the specific load resistance strategy. Direct
methods require the definition of hazard scenarios (ASCE/SEI, 2010b);
• the indirect method provides a sufficient resistance to progressive collapse during the
design process through minimum levels of strength, continuity and ductility. This is
done without consideration of hazard scenarios and without demonstrating that perfor-
mance objectives are met (ASCE/SEI, 2010b)
4.3 Hazards and risk
A fundamental approach to structural robustness is represented by the so-called risk analy-
sis. Simple steps make the flowchart of this approach: identification of the hazard scenarios,
evaluation of risk, analysis of countermeasures for reducing the impact of the scenario.
A hazard scenario is a situation in which the resistance of the structure has been over-
come, leaving it in an impaired, damaged or altered state. Various examples compete to that:
yielding, element removal, instability, reduction of material properties, and so forth. There are
various families of hazard scenarios. On one side there are those situations in which the origin
of the scenario belongs to the structural system. In this case, material resistance, mechanical
properties, durability, stiffnesses are not as expected in the design step. That is, the previous
properties are variable quantities and, obviously, they can be described through a statistic. As
highlighted by Knoll and Vogel (2009), the key question is that, in reality, large variations
from nominal or mean values are more frequent than the theoretical (Gaussian, etc.) distri-
butions would permit. This is due to the fact that there is a large human intervention in the
realisation process: errors due to lack of attention or communication cannot be avoided.
The other family of hazards is represented by the external causes, i.e. the set of actions that
have bad effects on the structure when the resistance is overcome. Scenarios belonging to this
class are represented by exceptional natural events (in areas in which such events have never
been recorded, or no traces are present) or by human-driven actions. As stated, terroristic
plans and, more generally, anthropogenic actions are difficult to predict since they largely
depend on future technology, economy and the interaction of nature with human behaviour.
In this case, the scenario can be evaluated through the definition of a maximum credible
event, which, in turn, can be estimated on the basis on known physical limits, or expressed as
forces/deformations that the structure will experience. In case of unknown events of unknown
magnitude none is known, i.e. a Black Swans, the hazard scenario should be represented both
by element(s) loss and by localised reduced resistance. This concept is recalled at the end of
Chapter 3 in the strategies for dealing with Black Swans, exactly.
Risk is notoriously composed by three components: hazard, consequences and context.
Hazard and consequences are the well-known parameters usually evaluated in risk analysis.
On the contrary, the context represents the way the consequences of the hazard are perceived
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by the society. In this sense, there is a common belief that expect the built environment to
be essentially risk free (Ellingwood, 2011, Aven and Renn, 2010). The personal ability in
estimating risk is very difficult and non univocal: Starr (1969) showed that voluntary risks
are accepted by individuals roughly 1000 times greater than involuntary risks. Clearly, it
appears that the public awareness of the benefits of an activity changes the perception of
risk on doing the activity. That is, Corotis (2003) and Vrijling et al. (1998) illustrated that
the perception of risk plays a fundamental role in its acceptance (e.g. deaths from alcohol
consumption, smoking, car accidents and so forth). The notion of measuring risk in structural
design through probabilities or expected losses has been adopted in general building codes
only relatively recently (Ellingwood, 1994, Reid, 2000). Anyway, although design codes
provides requirements for structural robustness, they do not provide acceptable values for
the risk related to the global failure of the structure (Diamantidis and Vogel, 2011). Only
target reliability values are given for structural components, e.g. JCSS (2011), and cannot be
used for larger failures. Targeted values have been proposed in specific cases: Moan (2009)
estimated values for the failure of industrial plants for oil production and transport, Hamburger
et al. (2003) discussed on failure of buildings due to earthquakes, Tanner (2008) analysed
steel buildings in Spain in order to evaluate the level of risk in those constructions with high
concentration of people.
In many practical analyses, it may result useful to relate the number of fatalities with
the annual frequency of occurrence. This is what is plot in F-N graphs, see Figure 4.1 from
Trbojevic (2005). Otherwise, risk matrices have been formulated (Harding and Carpenter,
2009).
Risk analysis represents the fundamental and preliminary step in the evaluation of the
effects on structures. Any possible strategy for structural robustness confronts with a proba-
bilistic analysis stating the “amount” of effectiveness the solution offers. Although dangers
cannot be quantified at all, risk R can be expressed by the following product (Gulvanessian
and Vrouwenvelder, 2006):
R =
NH∑
i=1
p (Hi)
ND∑
j=1
NS∑
k=1
p (Dj |Hi) p (Sk|Dj)C (Sk) , (4.1)
where NH is the number of hazards Hi, ND the number of direct (local) damages Dj , NS the
number of types of indirect behaviour Sk, p (Hi) the probability of occurrence of hazard Hi
(first term), p (Dj |Hi) the probability of the occurrence of direct damage Dj due to hazard
Hi (second term), p (Sk|Dj) the probability of the occurrence of structural behaviour Sk due
to direct damage Dj (third term) and C (Sk) the (monetarised) consequences of structural
behaviour Sk (fourth term).
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Figure 4.1: F-N curves relating expected fatalities (N) form an accidental event and the annual
frequency of occurrence (F) of events with not less than N fatalities, after Trbojevic (2005).
4.4 Strategies for structural robustness
Whichever solution adopted for increasing structural robustness has to be associated with a
prescribed performance objective, as stated in the previous section. In this sense, the idea
proposed by Lind (1996) of “damage tolerance”, intended as the capacity of the system to
be able to sustain some damage without failure, fits well the general approach to structural
integrity. Following that, different strategies are possible.
Event Control Event control refers to avoiding or protecting the construction against an inci-
dent that might lead to its disproportionate failure. This approach does not increase the
inherent resistance of a structure, as reported by Starossek and Haberland (2010), but
limits the possibility of occurrence of the event. Examples of event control measures
are: (i) planning of the geographical location of the building, provision (ii) of stand-off
perimeter, (iii) for surveillance systems such as alarm and security, (iv) prohibiting the
storage of explosives, (v) placing fenders around the columns to prevent vehicle impact,
(vi) placing barriers around the ground area, (vii) gas detectors and automatic cut-off
devices for gas, (viii) control or limiting of fire ignition sources, (ix) limiting fire loads,
(x) fire suppression systems, (xi) installation of smoke detectors and alarms, (xii) use
of Structural Health and Monitoring Systems, (xiii) quality control during construction,
maintenance and repair activities. Some of these measures require a specific design and
have to be maintained throughout the whole life of the construction (Diamantidis and
Vogel, 2011).
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Specific Load Resistance If sufficient strength is provided to structural elements, they would
be able to resist overloads. This is the principle at the base of the Specific Load Resis-
tance strategy for robustness. The members have to be classified with respect to their
importance for the survival of the structure and the key elements have to be identified
in such a way that a failure of one of them does not exceed the performance objectives.
Examples of key elements can be found in Starossek and Haberland (2012): piers in
continuous bridges, cables in suspended bridges, and so forth. Sorensen and Chris-
tensen (2006) proposed to increase the capacity of key elements in order to account for
the overload required in case of damage of the structure. Anyway, increasing the capac-
ity of the elements is more expensive than preventing the initiation of the damage. That
is why the strategy can be applied in those cases in which the key elements are few in
number and easy to identify.
Alternate Load Path The strategy consists in providing alternatives for a load to be trans-
ferred from the point of application to a point of resistance, namely the foundations.
Provided that the alternative paths are sufficiently strong, this enables redistribution
of forces originally carried by failed components to prevent a failure from spreading.
In order to achieve this requirement, the remaining structural elements must be strong
enough, collectively, to resist the loads corresponding to the situation after the event.
The resistance of the elements must be associated with a proper capacity in deforma-
tion without loss of resistance. In any case, it is necessary that, after the failure, the
overall stability is guaranteed. An important issue has to be addressed in these cases in
which the redundancy of the structural scheme is increased in order to achieve robust-
ness requirements: multiple load-paths may sometimes involve brittle situations or limit
deformations with negative consequences. These situations must be avoided (Knoll and
Vogel, 2009).
Alternate Load Path strategy is effective in case of both hazard-specific and non-hazard-
specific situations because the notional damage to be considered in the application of the
alternative-paths method is non-threat-specific (Diamantidis and Vogel, 2011). Because
of that, the approach is useful in dealing with Black Swan situations.
In order to implement the strategy, a set of structural components that have to be al-
ternatively removed, or that are able to loose their load bearing capacity, have to be
considered. The remaining part of the structure has to be able to support the loads with
a given reliability for the time, t, required for the reparation or the evacuation of the
people (JCSS, 2011). That is
Pr (C < A in time t | one/more element(s) removed) < pt, (4.2)
where C represent the strength of the residual part of the structure, A are the external
forces acting during the period of time t. The target reliability, pt, depends essentially
on the safety requirements for the building and the length of the period for repara-
tion/evacuation.
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The probability that an element is removed by some cause depends on the sophistication
of the design procedure and on the type of structure. In the case of non-hazard-specific
design, the Alternate Load Paths strategy starts with the assumption of reasonable sce-
narios of initial damage. The structure is then designed such that the spread of this local
initial damage remains limited to an acceptable extent (Starossek and Haberland, 2012).
Consequence reducing measures In order to ensure the safety of the occupants of a con-
structions, alternative measures can be implemented. These are not necessarily linked
to structural aspects of the construction. In many cases, technological equipment (like
sprinkler for fire, alarms, . . . ) can be installed in order to prevent the damages on the
construction. Emergency planning, as well, represents a way for ensuring the safety of
the occupants. Structurally speaking, an effective way for reducing the consequences
of events are the isolation of parts of the structure in order to prevent the spreading of
the damages (Starossek, 2007a). Structural segmentation has been demonstrated to be
effective in various cases. For example, consider the collapse of part of the New Termi-
nal 2E at Paris – Charles De Gaulle Airport on May 23, 2004. The design of the roof
of the terminal was unusual with a shell consisting of curved concrete sections. The
causes of failure are pretty unknown. Someone supposes that there was a sum of cir-
cumstances that lead to the event: the high flexibility of the structures under dead load,
the external actions increased by cracking, a lack of robustness and redundancy able to
transfer loads away from local failure, the high local punching stresses where the struts
were seated in the concrete shell, and weakness of the longitudinal support beam and its
horizontal ties to the columns (Wood, 2005). Only six modules were interested by the
failure, due to the compartmentalisation of the structural scheme (Starossek, 2007a).
Obviously, in the design phase, one may choose one or more strategies for robustness. For
example, consider the terroristic attacks of 9/11 in which the Pentagon Building in Washing-
ton, D.C. was stroke by an airplane. The extension of the damages created by the airplane and
its burning fuel, i.e. 50 damaged columns at the first level, was relatively reduced if compared
with the source. As extensively outlined by Mlakar et al. (2003), this fact is mainly due of the
contemporarily occurrence of various structural situation: (i) redundant and alternative load
paths of the beam and girder framing system, (ii) short spans between columns, (iii) substan-
tial continuity of beam and girder bottom reinforcement through the supports, (iv) design for
overloads, (v) significant residual load capacity of damaged spirally reinforced columns and
(iv) ability of the exterior walls to act as transfer girders.
Considering the analytical expression of the risk, Eqn. (4.1), the following considerations
can be made:
• event control strategies act on the events and on the possibility the hazard interests
the construction. In other terms, such strategies involve a reduction of term p (Hi) of
Eqn. (4.1);
• specific load resistance strategies tend to limit the generation of damage once the event
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takes place. In this sense, the more efficient the precautions, the less probable the pos-
sibility of local damage. This strategy acts directly on the term p (Dj |Hi) of Eqn. (4.1).
• alternate load path strategies work as stopper for the propagation of the damage from a
local to a global extent. That is why the act on term p (Sk|Dj) of Eqn. (4.1).
• consequence reducing measures are strategies that tend to limit the social/physical costs
involved by the event on the structure. Therefore, the strategy is linked with termC (Sk)
of Eqn. (4.1).
4.5 Metrics for robustness
The absence of a unique definition of robustness is reflected by the absence of a unique metric
for quantifying it. As underlined by Starossek and Haberland (2011), a quantitative descrip-
tion by means of a measure is useful. Although various approaches for the quantification of
robustness or related characteristics have been published, so far, none of these has emerged
as distinctly superior and preferable. In the following, a selection of simple formulations of
stiffness-, damage- or energy- based measures of robustness developed by various authors are
presented and discussed.
First, it is suitable to clarify the ambiguous use of the word “robust”. The terms robustness
and redundancy and static indeterminacy are often used as synonymous. However, they de-
note different properties of the structural system. In fact, structural robustness can be viewed
as the ability of the system to suffer an amount of damage not disproportionate with respect to
the causes of the damage itself. Structural redundancy can instead be defined as the ability of
the system to redistribute among its members the load that cannot longer be sustained by some
other damaged members. Redundancy is usually associated with the degree of static indeter-
minacy. However, it has been demonstrated that the degree of static indeterminacy is not a
consistent measure for structural redundancy (Frangopol and Curley, 1987). In fact, structures
with lower degrees of static indeterminacy can have a greater redundancy than structures with
higher degrees of static indeterminacy. It has been shown, that structural redundancy depends
on many factors, such as structural topology, member sizes, material properties, applied loads
and load sequence, among others (Frangopol and Curley, 1987).
Biondini and Restelli (2008) noted that performance indicators of the serviceability con-
ditions under linear behaviour, like elastic stiffness and first yielding, may become of major
importance in life-cycle robustness evaluations associated with ageing of structures. Looking
at the properties of the structural system, they considered different performance indicators
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based on stiffness matrix, K, and on mass matrix, M, i.e.
ζ = det (K) (4.3)
τ =
∑
i λi (K) (4.4)
κ = maxi λi (K)mini λi (K)
(4.5)
T = 2pi
√
maxi λi (K−1M) (4.6)
where ζ, τ , and κ are, respectively, the determinant, the trace, and the conditioning number of
the stiffness matrix K, T is the first vibration period associated with the mass matrix M, and
λi (K) denotes the i-th eigenvalue of the matrix K. These indicators are quite general, since
they are related to the properties of the structural system only. However, a structural system
may have different performance under different loads. For this reason, they considered, in
addition, the following indicators:
s = ‖s‖ = ‖K−1f‖ (4.7)
Φ = 12s
TKs = 12s
T f (4.8)
where s is the displacement vector, f is the applied load vector, Φ is the stored energy, and
‖ · ‖ denotes the Euclidean scalar norm. These indicators depend on both system properties
and loading condition, and they may refer either to the system in the original state, in which
the structure is fully intact, or to the system in a perturbed state, in which a prescribed damage
scenario is applied.
Since the definition of robustness reflects the ability of the structure to respond to damage,
the comparison between the structural performance of the system in the original state, in which
the structure is fully intact, and in a perturbed state, in which a prescribed damage scenario
is applied (Frangopol and Curley, 1987, Biondini et al., 2008). A direct measure of structural
robustness within the range [0, 1] is then obtained through functions of such variables, i.e.
ρζ =
ζ1
ζ0
(4.9)
ρτ =
τ1
τ0
(4.10)
ρκ =
ι1
ι0
(4.11)
ρT =
T1
T0
(4.12)
ρs =
s1
s0
(4.13)
ρΦ =
Φ1
Φ0
(4.14)
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where subscripts 0 and 1 refer to the intact state and the damaged state of the structure, respec-
tively. The indices ρζ , ρτ , ρκ, and ρT , are related to the properties of the structural system
only, while the indices ρs and ρΦ take into account loading condition. As a result of a com-
parative analysis, Biondini and Restelli (2008) found that indices ρζ , ρτ and ρκ seem to be
not suitable to fully describe the effects of damage on the structural performance. On the
contrary, indices ρT , ρs and ρΦ can provide a very effective measure of structural robustness.
Biondini et al. (2008), using ρs as robustness indicator, analysed progressive collapse in frame
structures through a fault-tree analysis.
Other approaches based on stiffness matrix were proposed by Starossek and Haberland
(2011). They evaluate the robustness of the scheme, Rs, as
Rs = min
j
detKj
detK0
, (4.15)
where K0 and Kj are the active system stiffness matrix of the intact structure and of the
structure after removing a structural element or a connection j, respectively. Haberland (2007)
highlighted the necessity of a sort of calibration or at least a normalisation to obtain a practical
and plausible measure with a range of values between zero, in case of a total lack of robustness,
and one. The reduction in load capacity due to the removal of structural elements does not
correlate very well with the corresponding values of Rs, reason for which the measure is a
quantification of the connectivity of the system rather than of the robustness of the structure.
Baker et al. (2008) proposed a definition of a robustness index based on risk measures.
The approach considers “direct” consequences associated with local component damage (that
might be considered proportional to the initiating damage) and “indirect” consequences asso-
ciated with subsequent system failure (that might be considered disproportional to the initiat-
ing damage). An index is formulated by comparing the two risks. The index of robustness,
Irob, is defined as:
Irob =
Rdir
Rdir +Rind
(4.16)
where Rdir and Rind are the direct and indirect risks associated with the first and the second
term in Eqn. (4.1). The index takes values between zero and one, with larger values indicating
larger robustness. A difficult step in the risk assessment is modelling and quantifying the
probability of exposure. Therefore, it can be very convenient and helpful to use a conditional
index of robustness obtained using risks Rdir|exposure and Rind|exposure conditioned of a
given exposure:
Irob|exposure =
Rdir|exposure
Rdir|exposure +Rind|exposure
(4.17)
Frangopol and colleagues (Frangopol and Curley, 1987, Fu and Frangopol, 1990) pro-
posed some probabilistic measures related to structural redundancy – which also indicates the
level of robustness. A redundancy index (RI) is defined by
RI = pf (d 6= 0)− pf (d = 0)
pf (d = 0)
(4.18)
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where pf (d 6= 0) is the probability of failure related to a damaged structural system and
pf (d = 0) is the probability of failure of an intact one. The redundancy index provides a
measure on the robustness/redundancy of the structural system. The index takes values be-
tween zero and infinity, with smaller values indicating larger robustness.
Lind (1995) formulated a robustness metrics based on a probabilistic framework. First, he
defined vulnerability: let pf (r,A) denote the probability of failure of the system in a state r
for prospective loading A, i.e.
pf (r,A) = Pr (C < A | system state = r) (4.19)
Denote a pristine system state by r0 and a particular damaged state by rd. Then the vulnera-
bility V of the system in state rd for prospective loading A is the ratio
V = V (rd,A) = pf (rd,A)
pf (r0,A) . (4.20)
The vulnerability is unity if the probability of failure is the same in both the damaged and
undamaged states. If transition from r0 to rd increases the probability of failure by a factor
f , then the associated vulnerability is equal to f . The damage tolerance of a system, Td, is
defined as the reciprocal of the vulnerability:
Td =
pf (r0,A)
pf (rd,A) . (4.21)
For Td equal to one, the structure is tolerant to the damage, while for Td tending to zero, no
tolerance exists.
The idea of quantifying the damage progression resulting from initial damage emerges in
the damage-based metric, Rd, proposed by Starossek and Haberland (2011). The formulation
is based on the complement of the dimensionless total damage:
Rd = 1− ξdin
dacc
, (4.22)
where ξdin is the maximum total damage resulting from the assumable initial damage din,
and dacc is the acceptable total damage. Note that ξdin and dacc refer to damage occurring
additionally to the initial damage din. The quantification of damage required here can be
performed by reference to the affected masses, volumes, floor areas (in buildings) or even the
resulting costs. They proposed, in parallel, an integral measure, Rd,int, that uses the com-
plement of the integral of the dimensionless damage progression caused by various extents of
initial damage i:
Rd,int = 1− 2
∫ 1
0
[ξ (din)− din] dd (4.23)
where ξ (din) is the maximum total damage resulting from and including the initial damage of
extent din. As before, both ξ (din) and din are dimensionless variables obtained by dividing
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Figure 4.2: Damage evolution ξ (din), after the original paper by Starossek and Haberland
(2011).
the respective reference value (mass, volume, floor area or cost) by the corresponding value
of the intact structure. The effectiveness of the integral measure has been proved. Figure 4.2
shows three different scenarios of the damage evolution ξ (din), each referring to a differ-
ent structure of different robustness. Curve A describes a non-robust structure; even small
initial damage results in large total damage. Curve B illustrates a comparatively robust struc-
ture; major additional damage only occurs after large initial damage. Now consider curve C.
Compared to curve B, it indicates a larger sensitivity to small initial damage. Since Rd,int
is defined by the area surrounded by the lines ξ (din) and din, the measures of robustness
resulting from curves B and C are of the same order of magnitude. Thus, Rd,int does not
adequately reflect the relatively larger importance of the effect of small initial damage. This
weakness can be remedied by weighting the initial damage so as to increase the importance
of small initial damage in conjunction with re-normalising the measure to a range of values
between zero and one (Starossek and Haberland, 2011).
Analogies between progressive collapse of simple structures and energy criterion bor-
rowed from fracture mechanics are present in literature (Chiaia and Masoero, 2008, Masoero
et al., 2010). In order to explain 9/11 Twin Towers implosion, Bazant and Zhou (2002) con-
sidered energy equilibrium in the damaged towers. As well, measures of robustness based on
energy parameters, have been formulated.
In its simplest form, as proposed by Starossek and Haberland (2011), the comparison of
the energy released during an initial failure and the energy required for failure to progress can
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be considered as a robustness indicator, i.e.
Re = 1−max
j
Er,j
Ef,k
, (4.24)
where Re is the energy-based measure of robustness, Er,j is the energy released during the
initial failure of a structural element j and contributing to damaging a subsequently affected
structural element k, and Ef,k is the energy required for the failure of the subsequently af-
fected structural element k. Despite the simplicity of the expression, the attention focuses on
the way the energy is computed. In structures susceptible to pancake-type or domino-type
collapse (Starossek, 2007b), the gravitational potential energy of separating or overturning
elements, which is transformed into kinetic energy makes a major and possibly dominant con-
tribution to the total released energy. In structures susceptible to other types of collapse, the
value can only be determined through a complete structural analysis.
England et al. (2008) considered hazard potential as measure of the potential for the pro-
gression of damage through a particular failure scenario under a stated set of loads. The mea-
sure depends on the flow of potential energy of the loads into internal strain energy caused
by the damage event and the consequent change in well-formedness. The quality of well-
formedness is a measure of the shape of a structural cluster (which can be a ring, a round,
a cluster or the whole structure) and it describes the ability to resist loading from any arbi-
trary direction. It is calculated as the determinant of the stiffness sub-matrices of the joints
associated with all the members contained in the structural cluster, i.e.
W (Z) =
N(Z)∑
i=1
det (Kii)
N (Z) (4.25)
where W (Z) is the well-formedness of structural cluster Z, N (Z) is the total number of
joints in cluster Z and Kii is the stiffness sub-matrix of the i-th joint contained in cluster R.
The hazard potential of a structure before a particular damage event is defined as the ratio of
the change in strain energy to the change in well-formedness due to that event, i.e.
Hi =
Ui/U0
Wi/W0 (4.26)
where Ui andWi represent strain energy and well-formedness after the i-th event and U0 and
W0 correspond to the undamaged state. As damage progresses, the hazard potential increases
until it reaches a maximum. This is a critical state: further damage would cause the structure
to collapse totally or progressively.
Part II
Structural complexity: a possible
definition and its applications

In the first part of this dissertation, I presented some strategies that let natural system
or, more in general, the Nature, intended as a unique vital and evolving object, to be robust
against events. Different tactics are implemented, the most relevant being represented by
differentiation and redundancy in the vital tasks. The system itself shows features that can be
ascribed to the idea of anti-fragility.
Obviously, we evaluate the naturally adopted schemes and the effectiveness of the counter-
measures only by the observation of the real world. Anyway, what we photograph nowadays,
or what we observe analysing fossils, is an instantaneous frame of what is optimal in the pre-
cise instant we take the picture. Environmental conditions, food supply, and so forth, were
different 100 million years ago, and would be different in the next 100 million years. That is
why living entities are different. The Nature adapts itself in order to accomplish the maximum
survival.
The key concept resides in the term “evolution”. Following the darwinian idea, each
species, each biological mechanism, each biochemical process conform itself moved by an
idea of adaptation, which is governed by the subtle force that wants the Nature to survive.
There is a perfect tuning between the time required to the evolution to modify the phenotype
bequeathed from one generation to the other, and the time across which the external condition
varies. Keeping in mind that the strategies set up by any living body are tailored by the external
conditions – in which Black Swans live – through the cloud of randomness that impregnates
any process in the Universe and are intended to preserve the system at the least cost, the picture
of the real world we take disguises all the possible strategies for robustness.
In technology, the unbalanced ratio between the time required to evolve towards robust
objects and the time required to design and build these objects, leads to strategies that tends
to optimise a characteristic in detriment to another one.
Engineering strategies for a robust construction were illustrated in Chapter 4. Among
them, as found in literature, no attention was devoted to the complexity, which is a way largely
implemented in Nature for ensuring its survival. That is why the following chapters are de-
voted to the implementation of this concept in structural engineering.
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Chapter 5
Complexity of structures
5.1 What is complexity?
What is complexity? This question is the title of some interesting research papers one can find
on scientific databases. The problem dates back to the days when the term was first used. In
1927, Heisenberg (1927) formulated the principle that bear its name; the world, which was
driven by Newtonian laws, was shown to be intrinsically unpredictable. The reductionism
approach proposed by Descartes based on understanding any complex phenomenon and taking
it apart, i.e. reducing it to its individual components, displayed its lacks of completeness in
the “very small” scale. In parallel, the vision of a world known with analysis, isolation and
gathering of complete information about a phenomenon was overturned by Smuts’ idea of
holism (Smuts, 1926). Holism is the tendency of a whole to be greater than the sum of its
parts. Nowadays, the current language would say that the whole has emergent properties,
i.e. properties that cannot be reduced to the properties of the parts. Examples are easy to
formulate: a musical piece has the properties of rhythm, melody and harmony, which are
absent in the individual notes that constitute the piece. A car has the property of being able
to drive. Its individual components, such as motor, steering wheel, tires or frame, lack this
property (Heylighen et al., 2006).
In the second half of 20th century, the studies on a new science, cybernetics, demonstrated
that certain types of circular coupling between systems could give rise to a negative feedback
loop, which suppresses deviations from an equilibrium state. This means that the system will
actively compensate perturbations originating in its environment in order to maintain or reach
its “preferred” state of affairs (Ashby, 1955).
In this growing terrain, in the Eighties, a new approach emerged. Holland (1996) and
Mitchell (1992) labelled it as complexity science. Despite the idea at the base of the term is
clear, no precise and univocal definition has been formulated. In this sense Edmonds (1995b,a)
found more than forty-eight ideas of complexity (e.g. algorithmic information complexity, en-
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tropy, minimum size). Later, collecting the outcomes on different research topics in which an
idea of what is complex has been given, e.g. biology, game theory, communication, computer
science, Lloyd (2001) found more than forty different definitions, which can be substantially
grouped into two categories. On one side, there are the measures that capture the randomness,
the information content or the description of a process, e.g. periodical systems are less com-
plex than random ones. On the other side, complexity depends upon the size of the process:
the larger the system the greater the complexity.
In such framework, the idea of measuring the length of shortest message conveying certain
information as a measure of complexity becomes established. In this sense, when Turing
formulated the theory on computing machines, there was the exigency to measure the amount
of work necessary to produce an output of a computer program. In very simple terms, the
amount of characters that form the algorithm is taken as a measure of complexity of the output
of the program. This approach is due to Kolmogorov (1963), who proposed it in the Sixties.
In its more formal definition, Kolmogorov complexity, K (s˜), is
K (s˜) = |κ (s˜) | (5.1)
where s˜ is the output and κ (s˜) is the algorithm to produce the output. It is not hard to see
that the minimal description of a string cannot be larger than the string itself, i.e. there is a
constant c˜ such that
∀s˜ K (s˜) ≤ |s˜|+ c˜ (5.2)
It has been seen that Kolmogorov complexity of a long bit string can readily be shown to
be less than or equal to some value. But for any such value there is no way of excluding the
possibility that the complexity could be lower. A bit string that is incompressible has no such
regularities and is defined as “random”. A measure corresponding much better to what is usu-
ally meant by complexity in ordinary conversation, as well as in scientific discourse, refers to
the length of a concise description of a set of the entity’s regularities rather than to the length
of the most concise description of an entity (which is roughly what Kolmogorov complexity
is). This is what Gell-Mann (1995) defines as effective complexity. Thus something almost
entirely random, with practically no regularities, would have effective complexity near zero.
So would something completely regular, such as a bit string consisting entirely of zeroes. Ef-
fective complexity can be high only in a region intermediate between total order and complete
disorder.
5.1.1 Information Theory
Despite the mathematical digressions and approaches to the definition and estimation of com-
plexity, which is concerned to the measure of the amount of regularity within something, in
more practical terms, the complexity of a sequence, independently from what the sequence
refers (e.g. genome, language, data, words in a book, speech. . . ), can be identified as the
amount of information that is stored in that sequence. For example, Adami and Cerf (1996)
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used the so called physical complexity to analyse the amount of information that an organism
stores in its genome from the environment where it evolves.
The approach is based on the concept of entropy introduced by Shannon (1948) that cap-
tures the amount of information within a sequence. Shannon was interested in one of the
fundamental problems of communication: reproducing at one point either exactly or approxi-
mately a message selected at another point.
His approach considers the fact that messages have meaning since they refer to something
that is known and defined by both speakers. Because of that, the actual message is one selected
from a set of possible messages. If the number of messages in the set is finite then this number
or any monotonic function of this number can be regarded as a measure of the information
produced when one message is chosen from the set, all choices being equally likely.
Information content and entropy can be found in other approaches to complexity (Grass-
berger, 1986, Dehmer and Mowshowitz, 2011). In the classical thermodynamic definition, the
entropy is defined as the natural force that carries a system from an improbable to a probable
condition (Calinescu, 2002). In statistical mechanics, entropy is essentially a measure of the
number of ways in which a system may be arranged, often taken to be a measure of disorder:
the higher the entropy, the higher the disorder. The entropy is proportional to the logarithm of
the number of possible microscopic configurations of the individual atoms and molecules of
the system (microstates), which could give rise to the observed macroscopic state (macrostate)
of the system through Boltzmann’s constant of proportionality.
According to the information perspective, entropy is defined as the amount of information
required to describe the state of the system (Shannon, 1948, Beer, 1994, Cover and Thomas,
2006). Entropy increases with an increase in the variety and uncertainty in the system. Cor-
respondingly, a highly complex system requires a larger amount of information to describe
its state. An increase of the complexity of a system, through increased disorder, variety and
uncertainty, would be represented by an increase of its entropy, which, as stated, quantifies the
amount of information required to describe the state of the system (Calinescu, 2002).
In 1948, Shannon (1948) was the first who introduced the concept of measuring the quan-
tity of information by means of entropy within the frame of a general theory of commu-
nication. Supposing to have a set of possible n outcomes to which a set of probabilities
(p1, p2, ..., pn) is assigned, i.e.
∑n
i=1 pi = 1, a measure of how much uncertain is the choice
(or how much choice is involved in the event) can be expressed as:
H = −S
n∑
i=1
pi log pi (5.3)
where S is a positive constant that merely depends upon the unit of measure. This quantityH
is called information-entropy and is the only function that satisfies the following axioms:
1. H = 0 if and only if all the pi are zero, except one having unit value. Thus only when
we are certain of the outcome, will the entropy be null.
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2. If all pi are equal, i.e. pi = 1n , thenH is a monotonically increasing function of n. This
means that with equally likely events there is more choice, or uncertainty, when there
are more possible events.
3. H achieves its maximum, logn (for S = 1), when all the events have equal probability
p1 = p2 = .... = pn =
1
n
.
This situation corresponds to the maximum uncertainty.
The quantification of how much complex a system is has been handled, for example, in
computer science, by using graph theory. A program, i.e. an algorithm, can be imagined as a
graph between an initial and a final node: in the case in which there are cycles or cases, the
flow from the beginning to the end is not unique. In that sense, McCabe (1976) suggested to
analyse the number of possible paths through a program between the initial and the final node
and to relate to that quantity the value of the complexity.
Other approaches to measure the complexity of a graph have been introduced, e.g. the
connectivity of each node or graph diameter. The structural complexity of a graph has been
extensively used in different fields of chemistry, biology and social sciences. In these applica-
tions, entropy is interpreted as the structural information content and serves as a complexity
measure (Dehmer and Mowshowitz, 2011).
Due to the wide field of application, graph entropy has been defined in various ways.
Körner (1973) first studied the problem in order to define the amount of information that can
be transferred through a communication in which pairs of symbol may be confused. The
structural information content of a graph has been studied by Bosák (1990), Wheater and
McCue (1992) and Colbourn and Ling (2003) who have proposed to decompose a graph into
special subgraph to solve math and computer science problems. Dehmer (2008b) formulated
a method for determining the information content of graphs based on a tree decomposition,
which supposes to derive a tree from any node of the graph. He defined also an entropy
measure based on an arbitrary information functional (Dehmer, 2008a) in such a way that, for
a given vertex v˜i belonging to the set of vertices V˜ , and for an information functional f , he
computes the quantity
p (v˜i) =
f (v˜i)∑|V˜ |
j=1 f (v˜j)
, (5.4)
where |v˜| is the number of vertices. The previous quantity can be defined as vertex probability
because the equation holds:
p (v˜1) + p (v˜2) + ...+ p
(
v˜|V˜ |
)
= 1. (5.5)
The entropyHf of the graph is then computed as follows:
Hf = −
|V˜ |∑
i=1
f (v˜i)∑|V˜ |
j=1 f (v˜j)
log
 f (v˜i)∑|V˜ |
j=1 f (v˜j)
 . (5.6)
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The wide range of applications of graph theory in contexts different from pure mathe-
matics makes graphs particularly well-suited objects for a mathematical study of complexity
(Mowshowitz, 1968). In structural engineering, as detailed in Section 5.7.1, graphs have
served as means for solving computational optimisation questions. The entropy approach to
structural topological properties of graphs associated to structures requires a simple frame-
work able to be applicable to real engineering cases.
5.2 Complexity in structures1
In civil engineering practice, the term “complex” is extensively employed even if a proper
definition has not been formulated yet. The general definition of complexity given by Simon
(1962) can be translated to structural engineering. Thus, a complex structure can be defined as
the one made up by a large number of parts that interact in a non-simple way. In such systems,
the different contributions of each part contribute to the whole system (Ay et al., 2006), i.e.
each element has different resisting mechanisms that interact with each other in such a way
that the performance of the overall structure is not simply the sum of the single mechanisms.
Transposing the above concepts to structural analysis, let us consider the following ex-
ample. In Figure 5.2 two similar 6-stories frames are shown. Beam lengths, mechanical and
material properties are identical in both schemes except for certain columns and beams of the
structure on the bottom that are larger, as illustrated. Which scheme is more complex? If no
load is applied to the structure, the mutual interaction that exists between the elements due to
the indeterminacy, i.e. the redundancy of resisting mechanisms, cannot be activated. Thus,
the two schemes are quite similar. On the contrary, when external loads are applied, both
structures deform. The overall performance can be evaluated: structure (b), as shown later
in the present work, is more efficient than (a) in the sense that its structural performance is
greater. In other words, under the same loads, the displacements are smaller. A prevailing
resisting scheme can be found in the right-hand side structure. The vertical loads are carried
by the deep beams on the top and are preferentially transferred to the foundation through the
large column. The horizontal loads are transmitted directly to the central column.
The simple considerations highlighted in the previous example can lead to an idea of
structural complexity. For instance, the complexity of a system should be independent of the
entity and the position of the external forces. Hence, a complex structure can be defined as the
one made up by a large number of parts that interact in a non-simple way under an arbitrary
loading scheme.
A large number of resisting mechanisms that ensure the transfer of the applied loads from
the top nodes to the foundation through the structure implies, in a certain sense, a complex
response of the system. Hence, I propose a measure of structural complexity that quantifies
the amount of interaction through different force paths, i.e. different resisting mechanisms.
1The present section and the following ones are part of the paper published on International Journal of Solids and
Structures (De Biagi and Chiaia, 2013a).
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(a)
(b)
Figure 5.1: Two similarly connected and loaded structures. The one on the left-hand side (a)
is composed by elements that have comparable stiffnesses, while the other (b) is composed by
certain elements with higher stiffness.
Chapter 5 - Complexity of structures - 81
Examples of this metric are presented in order to understand its influence on the structural
behaviour. In particular, the examples refer to frame structures, which are the most common
schemes in the current practice of steel and reinforced concrete structures.
By analysing a structural scheme, the expert structural engineer is able to identify the
paths through which the load is transferred from the elevation to the foundation. As rule of
thumb, the stiffer parts of the structure carry the load, while the weaker are less stressed.
The former should then be accurately designed because of their importance in the structural
scheme. Anyway, it may be interesting to identify these paths in order to understand the
functioning of the structure and to direct forces through desired elements rather than other
ones.
5.3 Corollary of Menabrea’s Theorem
All the discussion presented in this work is based on the static conditions of the structural
scheme; it is therefore necessary to restate correctly few definitions.
• An externally statically indeterminate structure is the one for which removal of a num-
ber of external constrain makes the scheme statically determinate.
• An internally statically indeterminate structure is the one for which removal of the exter-
nal constrain still leaves the scheme statically indeterminate. In that case, the structure
can be turned into a statically determinate one by properly removing internal constrain,
i.e. making cuts or inserting hinges.
Figures 5.2(a) and 5.2(b) show, respectively, an external and an internal statically indetermi-
nate structure.
Let us now consider the structural scheme in Figure 5.2(b). Following the previous defi-
nitions, it can be classified as an internal statically indeterminate structure, as the removal of
neither of the fixed ends makes the structure statically determinate. Two cuts can be made, see
Figure 5.3, and the structure turns into the sum of two statically determined different schemes.
In order to guarantee the compatibility of displacements at the two sides of the cuts, a system
of forces X must be applied at the interfaces of the cuts C1 and C2, see Figure 5.4. Once a
reference system for displacements is introduced, six compatibility equations can be written:
uIki = u
II
ki
vIki = v
II
ki
ϕIki = ϕ
II
ki
i = 1, 2, (5.7)
i.e. for horizontal and vertical displacements and for rotations. This approach has the same
operative bases as the solution of statically indeterminate schemes by means of the Virtual
Work Theorem in order to get the flexibility of the structure under a unitary redundant (internal
or external) reaction (Carpinteri, 2002).
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(a)
(b)
Figure 5.2: External (a) and internal (b) statically indeterminate structures. Usually, the pres-
ence of closed loops in the structural scheme implies internal statical indeterminacy.
As a result of the previous discussion, we define fundamental structure (F.S.) the stati-
cally determinate structure subjected to the loads and extracted from a statically indeterminate
scheme, like the one of Figure 5.3. An explanation of what a fundamental structure is is given
in Section 6.4.
5.4 An extension of Menabrea’s Theorem
The Principle of the Minimum of Complementary Potential, which is known as Menabrea’s
Theorem, can be used for the analysis of the fundamental structures of a scheme. It is one
among the four principles of minimum stated in elasticity theory (Hlavácˇek, 1967): the Prin-
ciple of Minimum of Potential Energy by Lagrange-Dirichlet, the Principle of Minimum of
Complementary Potential by Menabrea-Castigliano, the Hu Hai-Chang and Washìzu’s Prin-
ciple (Hai-Chang, 1954) and the Hellinger-Prange-Reissner’s Principle (Reissner, 1961).
Menabrea’s principle was formulated in 1858 in order to generate the required compati-
bility equations for the solution of statically indeterminate structures (Menabrea, 1858). Cas-
tigliano (1875), few years later, proposed a proof of the principle that is known as Menabrea’s
Theorem. Frankel and Cotterill obtained, independently, similar results (Grave and Ben-
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C1
C2
1
Figure 5.3: Cuts in C1 and C2 to turn the statically indeterminate structure shown in Fig-
ure 5.2(b) into a statically determinate one.
venuto, 1995). Menabrea’s Theorem states that, in a n-times statically indeterminate structure,
the n unknown external reactions are the ones for which the complementary energy reaches a
minimum.
Let us consider a structural scheme, loaded with a force system F , with a degree of static
indeterminacy equal to Γ. The previous structure can be split into two parts. The former, A,
is the one on which all the loads are applied, the second one, B, is the remaining part of the
original structure. At the interfaces of the cuts between A and B, Γ forces corresponding to
the internal reactions do act. This system of forces is equilibrated between the two sides of
each cut, therefore the original structure can be considered as the sum of system A and system
B. This statement is correct if and only if compatibility equations are satisfied for each cut.
The work of deformation for the statically indeterminate structure, Win, is equal to
Win = WF,A +
Γ∑
j=1
Wj,A +
Γ∑
j=1
Wj,B , (5.8)
i.e. the sum of the work of deformation due to the external forces acting on structure A,WF,A,
and the contribution due to the Γ internal unknown that rise at the interfaces of the cuts on the
scheme A, Wj,A, and on scheme B, Wj,A, with j = 1 . . .Γ.
As anticipated, the displacement field, δ, should respect compatibility equations:
δj,A = −δj,B ∀j. (5.9)
The minus on the right-hand side of Eqn. (5.9) reflects the fact that the redundant force vectors
have equal modulus but opposite direction on the two faces of the cut.
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Figure 5.4: Redundant forces Xi,m, with i = 1, 2 and m = 1, 2, 3, at the cuts C1 and C2.
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The work of deformation made by system A is equal to
WA = WF,A +
Γ∑
j=1
Wj,A. (5.10)
where each Wj,A depends only upon the j-th redundant force Xj acting on scheme A, i.e.
Wj,A = Wj,A (Xj) . (5.11)
The work of deformation made by system B is equal to
WB =
Γ∑
j=1
Wj,B . (5.12)
where each Wj,B depends only upon the j-th redundant force Xj acting on scheme B, i.e.
Wj,B = Wj,B (Xj) . (5.13)
Applying the First Castigliano’s Theorem (Castigliano, 1875), Eqn. (5.9) becomes
∂WA
∂Xi
= −∂WB
∂Xi
∀i. (5.14)
Rewriting the previous expression, we get
∂WF,A
∂Xi
+
Γ∑
j=1
∂Wj,A
∂Xi
= −
Γ∑
j=1
∂Wj,B
∂Xi
∀i. (5.15)
Remembering Eqns. (5.11) and (5.13, all the partial derivations are equal to zero except in
the case of the partial derivation of the work of deformation performed by the i-th redundant
force with respect to itself, i.e.
∂Wj,A
∂Xi
= 0 i 6= j (5.16)
∂Wj,B
∂Xi
= 0 i 6= j (5.17)
∂WF,A
∂Xi
= 0 ∀i. (5.18)
Eqn. (5.9) can thus be rewritten as:
∂Wj,A
∂Xi
= −∂Wj,B
∂Xi
⇒ ∂Wj,A
∂Xi
+ ∂Wj,B
∂Xi
= 0 (5.19)
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Considering Eqn. (5.8), the partial derivative of the deformation of the original statically
indeterminate structure with respect to the i-th redundant force is equal to
∂Win
∂Xi
= ∂WF,A
∂Xi
+
Γ∑
j=1
∂Wj,A
∂Xi
+
Γ∑
j=1
∂Wj,B
∂Xi
=
=
Γ∑
j=1
[
∂Wj,A
∂Xi
+ ∂Wj,B
∂Xi
]
. (5.20)
Substituting Eqn. (5.19) into the previous Expr.(5.20), we get
∂Win
∂Xi
= 0. (5.21)
The obtained result is valid for all the Γ redundant forces and, thus,
∂
∂Xi
Win (F,X1, ..., XΓ) = 0 (5.22)
for the Xi redundant forces for which the compatibility equations are satisfied.
In the (Γ + 1)-dimensional space, the point
(X1, X2, ..., XΓ,Win)
is a stationary point. The work of deformation is a positive defined functional and, therefore,
that point is also a minimum.
Thus, it is possible to state that
For an internally statically indeterminate structure, the values of the internal redundant
forces are those that minimise the work of deformation of the structure.
5.5 Performance factor
Let us consider, again, a scheme for which the indeterminacy is due to the internal connec-
tions, i.e. an internally static indeterminate structure. Does the complementary energy behave
in the same manner when the redundant forces are internal? As proved in Section 5.4, the same
conclusion can be drawn for internal statically indeterminate structures, as detailed below.
Referring to Figure 5.4, which represent the fundamental structures extracted from the
scheme of Figure 5.2(b), consider the work of deformation W . It can be expressed as a
function of both the external forces F and the internal redundant forces Xi,m (i = 1, 2 and
m = 1, 2, 3), i.e.
W = W (F,X1,1, X1,2, X1,3, X2,1, X2,2, X2,3) .
Chapter 5 - Complexity of structures - 87
For any arbitrary value of the external loads F ?, the value of the work of deformation W can
be plotted in a 7-dimensions space as a function of theXi,m (index i spans over the cuts, index
m spans over the internal force components, i.e. i = 1, 2 and m = 1, 2, 3). As a corollary of
Menabrea’s Theorem presented in 5.4, the function
W ∗ = W
(
F ?, X∗1,1, X
∗
1,2, X
∗
1,3, X
∗
2,1, X
∗
2,2, X
∗
2,3
)
reaches a minimum in correspondence of the X∗i,m values satisfying Eqns. (5.7). W
∗ repre-
sents the work of deformation Win of the original statically indeterminate structure, which is
independent of the cuts made, i.e. of the chosen fundamental structure.
For better understanding, consider that all the internal forces are supposed fixed to their
values X∗1,2, ..., X
∗
2,3, except X1,1. Figure 5.5 plots W versus X1,1. As demonstrated, the
minimum of W is attained when X1,1 = X∗1,1. At X1,1 = 0 no horizontal force acts on
the structure at cut C1. That represents an internal disconnection. The same reasoning can
be extended to the other internal forces in such a way that, for Xi,m = 0, for i = 1, 2 and
m = 1, 2, 3, the cut structure is subjected only to external forces. In the last case the statically
determinate structure is the fundamental structure previously defined.
The work of deformation,WS , can now be computed in the fundamental structure and one
of the following situations may appear.
• WS > Win, i.e. the work of deformation in the fundamental structure is greater than
the work of deformation in the original statically indeterminate structure: the forces at
the interfaces of the cuts, i.e. the redundant internal forces, give a contribution for the
performance of the structure. The application of these forces reduces the overall work
performed by the structure;
• WS = Win, i.e. the work of deformation in the cut structure is equal to the work of
deformation in the original statically indeterminate structure: no extra contribution is
given to the performance of the structure by the application of the internal redundant
forces.
Although it is not possible to equal the work of deformation of the fundamental structure,
WS , and of the original one, Win, because each element has, even if small, a proper stiffness,
the proposed approach permit to highlight the presence of mechanisms that give significant
contribution to the response of the global structure under the external actions. In other words,
the presence of a fundamental structure for which the work of deformation WS approximates
the Win implies that there is a preferential path through which the loads are carried. An
example of that is represented in Figure 5.6; beam CD has larger cross-section. Two possible
fundamental structures can be imagined: e.g. one represented by the horizontal beams ADB,
the other one by the vertical beam CD. For the applied external load, the former exhibits
larger work of deformation than the latter. As much as this discrepancy increases, i.e. as the
flexural and shear stiffness of beam AD and DB reduce, force path through the scheme moves
totally towards the vertical beam CD. In the hypothesis of flexural and shear stiffnesses of
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W
X1,1
W=W(...)
0
X1,1*
Win
1
Figure 5.5: Values of W = W (F,X1,1, X1,2, X1,3, X2,1, X2,2, X2,3) versus X1,1. At X∗i,m,
the function reaches a minimum, that is the work of deformation for the statically indetermi-
nate structure, i.e. W
(
F,X∗1,1, X
∗
1,2, X
∗
1,3, X
∗
2,1, X
∗
2,2, X
∗
2,3
)
= Win.
beams AD and DB equal to zero, the load is carried only by beam CD. In that case, the work
of deformation of the entire structure is equal to the work of the fundamental structure only
composed by element CD, as described above.
As a result of the investigation previously proposed, a fundamental structure subjected to
external loads that has a work of deformation close to the one of the original statically inde-
terminate structure (under the same loads) can be considered as a representative description
of the original structure. Referring to the previous example, a different load distribution, like
an horizontal load in D, would imply a different conclusion.
Different quantities can be considered for describing the performance of the structure.
Many authors have used properties of the stiffness matrix as indicators (Starossek and Haber-
land, 2011, Biondini et al., 2008). In that sense, unfortunately, the stiffness matrix contains
quantities that cannot be compared because they have different physical meaning. Moreover,
the stiffness matrix can describe the connections between the elements but does not consider
the effects due to the magnitude and direction of the loads acting on the structure. Displace-
ment field would be another possible solution. Anyway, rotations and translations posses
different physical units and cannot be compared. Hence, the work of deformation is chosen
as a performance indicator because of the following aspects:
• pure elastic structures (linear and non-linear) are conservative systems. Hence, the work
of deformation is not affected by load history but only by the initial and final positions;
• the work of deformation in linear elastic structures is equal to the work performed by ex-
ternal forces and can be easily computed by Clapeyron’s Theorem. In case of non-linear
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Figure 5.6: Beam CD has larger cross-section. Two fundamental structures can be imagined:
one represented by horizontal beams ADB, the other one by vertical beam CD. For the applied
external load, the former exhibits larger work of deformation than the latter. The predominant
force path is represented by column CD.
elasticity, the work of deformation has to be computed by a step-by-step approach;
• the work performed by the structure merges into a single quantity the stiffness of the
structure and the loads acting on it.
Each fundamental structure represents a link between the elevation and the foundation,
a load path between the loaded nodes and the foundation nodes. The performance of each
load path, intended as the discrepancy between the work of deformation in the fundamental
structure and the original statically indeterminate structure, is connoted as a descriptor of the
load path.
In particular, a performance factor ψi referred to the i-th fundamental structure can be
defined as
ψi =
Win
WSi
(5.23)
where, as previously stated, Win is the work of deformation of the loaded statically indeter-
minate structure and WSi is the work of deformation of the i-th load path (e.g. a statically
determinate structure), Si. The previous discussions can be related to the value assumed by
ψi.
• ψi ≈ 1, i.e. the fundamental structure and the original structure have almost the same
work of deformation. The load path is thus representative of the behaviour of the struc-
ture.
• ψi ≈ 0, i.e. the work of deformation performed by the fundamental structure is much
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greater than the one performed by the original structure. The load path is not represen-
tative of the behaviour of the structure.
• Intermediate values of ψi are possible depending upon the proximity to one of the two
limit conditions.
As stated in the introduction, an entropy-based measure allows quantifying the amount
of information required to describe a system. As much as the system shows defined patterns
in the structural response, the entropy of the system should decrease. That concept implies,
obviously, that all the possible load paths are taken into account in the analysis. However,
a continuous element can be cut in ∞ different ways and, therefore, there are ∞e possible
fundamental structures, where e is the number of elements. Because of that, we suppose that
just the nodes are loaded. Despite that hypothesis may appear restraining in the analysis, it
allows to take into account distributed loads by considering equivalent loads at nodes. There-
fore, because the position of the cut in the element is not relevant, the number of fundamental
structures is finite and is named s in the following.
5.6 Structural Complexity Indices
The structural complexity index, SCI, which takes into account the definition of information
entropy previously recalled, can be computed by the following formula:
SCI = −
s∑
i=1
ψi∑s
j=1 ψj
log2
(
ψi∑s
j=1 ψj
)
(5.24)
where s is the (finite) number of load paths, i.e. fundamental structures, and ψi the perfor-
mance index of the i-th load path linked to the work of deformation performed on the i-th
fundamental structure. Since the ratio
ψi∑s
j=1 ψj
is smaller or equal to one, it can be alternatively considered a measure of probability. In that
sense, Eqn. (5.24) is very similar to the expression proposed by Dehmer (2008a) and reported
in Eqn. (5.6) where the information functional is based on metrical graph properties. In the
structural case herein proposed, the information functional is a parameter that identifies the
performance of the fundamental structure.
The value of SCI is affected not only by the distribution of the ψi values but also by the
size of the structure. Therefore, in order to compare complexities of different structures, it is
useful to introduce a normalised quantity, called the Normalised Structural Complexity Index,
NSCI, ranging from 0 to 1 which can be expressed as
NSCI = SCI− log2 (1/s)
= SCIlog2 (s)
. (5.25)
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The denominator of the previous expression is the maximum value of complexity for a struc-
ture with smechanisms with the same performance, as stated in the introduction of the chapter.
In particular, the NSCI parameter reflects the complexity of the structure in such a way that:
• if NSCI ≈ 0, i.e. minimum complexity, the frame has a prevailing resisting mechanism
which can be identified as the one with performance index ψi close to one;
• if NSCI ≈ 1, i.e. maximum complexity, all the mechanisms have the same weight in
the overall behaviour of the structure;
• intermediate values reflect the tendency towards particular resisting schemes.
5.7 Complexity of frames
The procedure illustrated in the previous paragraphs can be summarised in the following steps:
1. for a given loaded statically indeterminate structure, compute the work of deformation
Win;
2. create cuts (or remove the beams if the loads are applied at nodes) in such a way to
turn the structure into a series of statically determinate schemes, S, called fundamental
structure, which play the role of admissible load paths;
3. compute the work of deformation WS for each fundamental structure;
4. compare Win and WS in order to put into evidence the presence of a possible prepon-
derant mechanism.
5. compute the SCI and the NSCI values in order to evaluate the overall complexity of the
scheme.
The concepts previously illustrated can be applied to the analysis of a frame structure.
This kind of scheme is characterised by a large degree of static indeterminacy caused by
the jointed connections of the elements. There is, usually, a wide distribution of stiffnesses
between the elements, which are conceived for performing different functions: the beams are
characterised by large flexural inertia, while the columns have large cross-section area. The
complexity analysis of a large structure with an high number of connection might be difficult,
in particular in deriving the set of fundamental structures. Anyway, once this step is done, it
is straightforward to compute the performance indices ψ via force matrix methods (typical of
frame analysis) and then apply Eqns. (5.24) and (5.25) to get the complexity indices.
The most complicated step in the procedure is represented by the definition of the set of the
fundamental structures of the scheme (i.e. of the load paths). This problem can be overcome
by using graph theory, as described below.
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5.7.1 Graph theory and structural analysis
Any frame structure composed by beams linked with each other by connections can be de-
scribed by means of graph theory. This approach is not novel in structural mechanics.
The first (implicit) applications of graph theory in the field of applied sciences were pro-
vided by Kirchhoff and Maxwell in the analysis of electrical networks. The first applications
of topology and graph theory to structural mechanics is due to Carter (1944) and Kron (1962)
who first made an explicit analogy between electrical networks and elastic structures. In the
same period, Langefors (1950, 1956a,b) presented a framework for the analysis of statically
indeterminate continuous frames by means of algebraic graph theory. An alternative approach
was proposed by Samuelsson (1962) for skeletal structures, and Wiberg (1970) for continuum
problems.
Henderson and Bickley (1955) related the degree of static indeterminacy of a rigid-jointed
frame to the First Betty Number and Kaveh (1988) applied many graph theoretical concepts
to structural mechanic and, in particular, to structural optimisation (Kaveh, 2004). Others
applications of graph theory to elastic systems can be found in Kaveh (2006).
5.7.2 Fundamental structures of a frame
A frame structure is a skeletal structure, i.e. a structure that can be ideally represented by
linear members appropriately connected at point nodes (Henderson and Bickley, 1955), with
fixedly connected elements at nodes. In our analysis we suppose that all nodes are loaded.
That hypothesis, recalling Section 5.6, is not restraining in such a way that distributed loads
can be condensed with equivalent nodal loads. On top of that, any real structure possesses
self-weight and, therefore, at any node a dead load apply.
The associated graph G of the frame can be drawn remembering that the foundation node
is unique in the mathematical model (Kaveh, 2006). Comparing the original scheme with any
fundamental structure, the latter can be considered as a subgraph of G spanning on it. The
static determinacy of the fundamental structures implies that any spanning subgraph will be a
rooted tree of G, i.e. a spanning tree. Mathematically, the search of the set of rooted tree of
a graph coincides with the extraction of the set of all possible fundamental structures of the
scheme, since the elements are jointed at the nodes. If the elements were hinged in the nodes,
the approach would not operate and a more complicated reasoning should be used.
In order to perform the analysis, the few basic definitions on graphs are reported in Chapter
2. In order to implement structural schemes into a graph theoretical framework, the following
definitions are made:
1. A frame associated graph is a graph whose edges and nodes are in a one-to-one corre-
spondence with the beams and the connections of a structural frame.
2. A loaded node is a node of the frame associated graph corresponding to a loaded con-
nection of the frame.
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3. A foundation node is that node of the frame associated graph corresponding to the ex-
ternal constrain of the frame. The foundation node is unique, in our first approximation.
In this sense, a help is given by algebraic graph theory: the number of spanning trees in
a graph G is determined by its Laplacian. As a lemma of Kirchhoff’s Theorem, let n be the
number of vertices of G and let λ1, . . . , λn be the ordered eigenvalues of the Laplacian of G.
The number of spanning trees, s, is thus defined as
s = 1
n
n∏
i=2
λi. (5.26)
At the same time, it is necessary to define the degree of static indeterminacy of the frame.
That quantity would be important for the determination of the number of cuts necessary for
turning the statically indeterminate scheme into a statically determined one. In that sense, the
Cyclomatic Number by Henderson and Bickley (1955) that associates the First Betti Number
of the frame associated graph to the indeterminacy number, can be used. For a graph with n
nodes and e edges, the Cyclomatic Number C is equal to
C = e− n+ 1 (5.27)
The degree of static indeterminacy (Γ) of the frame is given by
Γ = 3× C = 3 (e− n+ 1) . (5.28)
The generation of all the possible s fundamental structures can be automatised. The first
step is to assign to each element of the structure a progressive number. The C-combinations of
e elements are generated. Within the previous list, as illustrated later, there are combinations
that cannot be considered in the analysis and have to be removed. The remaining part repre-
sents the set of the possible load-carrying fundamental structures. The steps of the algorithm
are listed below:
1. The vertices (i.e. the nodes) and the edges (i.e. the beams) of the graph are numbered
progressively.
2. The incidence matrix B of the original structure is computed, see Section 2.1.2 for the
details on what an incidence matrix is.
3. By means of Kirchhoff’s Theorem, the number of spanning trees, s, is determined. The
Cyclomatic Number, C, representing the number of necessary cuts is computed.
4. Since e is the number of beams in the structure, the C-combinations of e elements are
generated. These represent the indices of the elements of the graph of the structure that
have to be removed. The number of combinations is greater or equal than s. That is(
e
C
)
≤ s.
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In fact, within all possible combinations, two different situations might occur. On one
side, it is possible that one or more nodes are isolated; otherwise, it is possible that the
number of connected spanning subgraphs is greater than one. The counter parameter i
is set to 1, i = 1.
5. The i-th combination is considered. The incidence matrix of the structure is modified
by means of the combination, i.e. null values are assigned to all the elements of the
columns indexed in the combination. The Laplacian is computed and, by means of
Kirchhoff’s Theorem, the number of spanning trees is determined. Two situations are
possible:
• the number of spanning trees is equal to one. In that case there is only one con-
nected component that is also a tree;
• the number of spanning trees is equal to zero. If it is not possible to derive a
tree that spans the entire structure, it implies that the frame-associated graph is
composed by two, or more, components.
6. If the previous control is satisfied, i.e. the number of spanning trees is equal to one, the
indices correspond to a feasible statically determinate structure and the counter param-
eter is increased, i = i+ 1.
At the end of the algorithm application, s combinations have been isolated. The results can be
stored in an extraction matrix. The following Section 5.9.1 reports all the calculations.
5.8 Beam Importance Factor
The contribution of each element to the overall complexity of the scheme is now evaluated.
From the set of the performance indices, we define a beam importance factor, βi, relative to
the i-th element, which can be expressed as
βi =
∑s
j=1 ψjρij∑s
j=1 ψj
(5.29)
where ρij is a discriminant parameter that is equal to 1 if and only if the i-th element belongs
to the graph of the j-th fundamental structure Sj , i.e.
ρij =
{
1 i ∈ Sj
0 otherwise
. (5.30)
The physical meaning of βi reflects the importance of each single element in the frame.
In particular, βi ≈ 1 if the beam belongs to fundamental structures with high performance
factor ψ or, if the beam represents a common and unique path connecting its ends, as shown
in Section 5.9.3. On the contrary, βi ≈ 0 if the beam belongs to fundamental structures with
low performance factor (ψi ≈ 0). Intermediate values are possible.
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Figure 5.7: The two-stories frame analysed.
5.9 Simple examples
In the following, three examples are presented. The first example, reported in Section 5.9.1,
illustrates the basic ideas of the metric of complexity, the second (Section 5.9.2 extends the
concepts to the parametric analysis of a simple frame. The main resisting mechanism of a
frame appears to change as much as the distance between the columns increases. The last
example, reported in Section 5.9.3 analyses in detail the beam importance factor showing
that values of βi close to the unity implies both that a specific beam belongs to fundamental
structures with high performance factor and that the element may belong to all the fundamental
structures.
5.9.1 A two-stories frame
Consider the frame structure in Figure 5.7. It is made of of HEB 300 (EU 53-62) columns and
IPE 300 (EU 19-57) beams. The properties of the elements are listed in Table 5.1.
The frame associated graph of the scheme is depicted in Figure 5.8. Vertices and edges
are numbered progressively. Considering that the foundation node is unique, there are e = 6
96 Valerio De Biagi. “Complexity and robustness of structures against extreme events”
Figure 5.8: Frame associated graph of the structure in Figure 5.7.
Element ` [m] A [m2] J [m4] E [GPa]
1 5.0 5.381 ×10−3 8.356 ×10−5 210
2 5.0 5.381 ×10−3 8.356 ×10−5 210
3 3.0 1.491 ×10−2 2.517 ×10−4 210
4 3.0 1.491 ×10−2 2.517 ×10−4 210
5 3.0 1.491 ×10−2 2.517 ×10−4 210
6 3.0 1.491 ×10−2 2.517 ×10−4 210
Table 5.1: Geometrical and mechanical properties of the frame depicted in Figure 5.7.
edges and n = 5 nodes. The incidence matrix B of the original structure is:
B =

−1 0 1 0 0 0
1 0 0 0 1 0
0 −1 −1 1 0 0
0 1 0 0 −1 1
0 0 0 −1 0 −1
 .
The eigenvalues of the Laplacian, which is Q = BBT , are ordered and reported in the fol-
lowing sorted vector λ = λ (Q)
λ =

0.0000
1.3820
2.3820
3.6180
4.6180

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The number of fundamental structures is given by Eqn. (5.26. Hence,
s = 15
5∏
i=2
λi = 11.
The number of necessary cuts to turn the graph into a tree is given by the Eqn. (5.27, that is
C = 6− 5 + 1 = 2.
The 2-combinations of 6 elements (15 in total) are represented by the following list.
{1, 2} {1, 3} {1, 4} {1, 5} {1, 6}
{2, 3} {2, 4} {2, 5} {2, 6} {3, 4}
{3, 5} {3, 6} {4, 5} {4, 6} {5, 6}
Note that the combinations {1, 3} and {1, 5} implying the cut of beams 1 and 3, or 1 and
5, isolate nodes 1 and 2, respectively. On the other hand, combinations {3, 5} and {4, 6}
separate the structure in such a way that the spanning trees are more than one. Hence, four
combinations have to be neglected. The eleven admissible fundamental structures are reported
in Table 5.2.
In order to examine the complexity indices and the beam importance factor, two different
loading schemes are considered. The first loading scheme is reported in column LS1 of Table
5.3: only vertical loads act on nodes. Due to the symmetry of the structure and of the loads,
the structure transfers almost the totality of the loads through the columns. The work of
deformation of the original structure is calculated using Clapeyron’s Theorem and is equal to
Win = 4.791× 101Nm.
The analysis of the performance of each fundamental structure deriving from the eleven span-
ning trees of Table 5.2 gives that the Structural Complexity and the Normalised Structural
Complexity Indices are, respectively,
SCI = 0.0976,
NSCI = 0.0282.
The last parameter denotes that the scheme is not complex (NSCI very close to zero) and that
there is a specific mechanism, which is preponderant. As can be seen in Table 5.4, the ratio
between WS1 and Win is 1.00, while the others are very close to zero. Because of that, F.S 1
can be considered as the preponderant load path in the frame. The beam indices, calculated
with Eqn. (5.29), are reported in Table 5.5.
The second loading scheme LS2 takes into account horizontal and vertical forces at nodes.
Thus, the results are different. The work of deformation of the whole structure is equal to
Win = 2.230× 103Nm
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F.S. 1 F.S. 2 F.S. 3 F.S. 4
F.S. 5 F.S. 6 F.S. 7 F.S. 8
F.S. 9 F.S. 10 F.S. 11
Table 5.2: The eleven fundamental structures (F.S.) obtained from the frame of Example of
Section 5.9.1.
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Node LS1 LS2
vertical horizontal vertical horizontal
1 -100 kN 0 kN -100 kN 60 kN
2 -100 kN 0 kN -100 kN 60 kN
3 -100 kN 0 kN -100 kN 30 kN
4 -100 kN 0 kN -100 kN 30 kN
5 0 kN 0 kN 0 kN 0 kN
Table 5.3: The two considered loading schemes LS1 and LS2 on the frame of Figure 5.7.
Loads are in kN and their direction of application follows the reference system reported in
Figure 5.7.
Fund. Strct. LS1 LS2
F.S. 1 1.0000 0.3360
F.S. 2 0.0006 0.0702
F.S. 3 0.0006 0.0144
F.S. 4 0.0018 0.1401
F.S. 5 0.0005 0.0253
F.S. 6 0.0018 0.0376
F.S. 7 0.0005 0.0150
F.S. 8 0.0008 0.0705
F.S. 9 0.0006 0.0130
F.S. 10 0.0006 0.0381
F.S. 11 0.0008 0.0197
Table 5.4: ψi = WSi/Win ratio for LS1 and LS2 for the frame of Figure 5.7. Values close to
1.00 indicate that the fundamental structure plays a relevant role in the structural behaviour of
the frame. On the contrary, values close to 0.00 indicate that the fundamental structure has a
marginal role as a load path in the structural behaviour of the frame.
Element LS1 LS2
1 0.0073 0.4607
2 0.0040 0.2898
3 0.9968 0.7133
4 0.9975 0.7382
5 0.9968 0.8777
6 0.9975 0.9204
Table 5.5: Beam importance factors βi for the frame of Figure 5.7 for loading schemes LS1
and LS2.
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and the Structural Complexity and the Normalised Structural Complexity Indices are, respec-
tively,
SCI = 2.6273,
NSCI = 0.7595.
The last parameter demonstrates that there are no single preponderant mechanisms. That
result can be seen in the right-hand side column of Table 5.4: no value is close to one. Anyway,
the most relevant load path is represented by fundamental structure F.S. 4, which has the
highest ψ value. The presence of more than one preponderant mechanisms involving different
sets of distinct elements is a good starting point for the analysis of the presence of different
load paths.
5.9.2 A two-stories frame – parametric analysis
Consider again the structural scheme reported in Figure 5.7 and previously analysed in Section
5.9.1. The structure, whose material properties (cross-section area and inertia and elastic
modulus) are reported in Table 5.1, is loaded with the Loading Scheme 2 (LS2) of Table 5.3.
A parametric analysis can be performed. The controlling parameter is represented by a shape
factor ζ (cell aspect), that is
ζ = L
h
,
where h is the length of the columns and L is the distance between columns. The value of
ζ ranges from 0.033 to 4. In other words, saying that h is kept constant at 3.00 m, Lmin =
0.10 m and Lmax = 12.00 m. In this analysis, the monitored quantities are the performance
factors ψi, the Normalised Structural Complexity Index, NSCI, and the work of deformation
of the original statically indeterminate structure, Win.
In Figure 5.9, the performance factors of the eleven fundamental structures are plotted as
functions of ζ. As can be seen, the most relevant load paths are the structures 1, 2, 4 and
8 respectively. Since the loads act on nodes vertically (down) and horizontally (right), these
schemes are the ones for which both the statically determined structure shows high stiffness
and the mutual works are less relevant. For example, taking the F.S. 5 of Table 5.2, the load
applied to node 3 generates large displacements on the remaining nodes and, thus, the work of
deformation increases. As illustrated, for ζ → 0, that is as the distance between the columns
reduces, all the fundamental structures, except F.S.1, tend to have performance factor ψ equal
to 0.50. F.S. 1 has ψ1 ≈ 1 showing that the frame can be reduced to a cantilever loaded at the
top and at half height. This predominance is shown for ζ ≤ 0.35. As much as ζ increases,
other load paths become predominant. In particular, for 0.35 < ζ ≤ 1.10 the fundamental
structures F.S. 8 and F.S. 2 attain higher performance index. This result can be attributed to
the frame behaviour of the structural scheme. In that sense, the loads are transferred from one
column to the other through the horizontal beams. For ζ-values larger than 1.10, ψ1 increases
while all the others performance factors decrease. This tendency highlights the fact that the
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Figure 5.9: Performance factor of the eleven fundamental structures as functions of the ζ
ratio. Three regions in which different fundamental structures have higher performance index
are shown: for 0 < ζ ≤ 0.35 the fundamental structure F.S. 1 prevailing, for 0.35 < ζ ≤ 1.10
the fundamental structures F.S. 8 and F.S. 2 are predominant, for ζ > 1.10 the fundamental
structure F.S. 1 is again the predominant load path.
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Figure 5.10: In the right-hand side part, the Normalised Structural Complexity Index (NSCI)
is plotted as a function of ζ. For ζ ≈ 0, the NSCI is roughly equal to one. As ζ increases,
NSCI decreases. At about ζ = 0.80, a local minimum is shown and, then, a local maximum
is recorded at ζ = 1.10. Then, the NSCI monotonically decreases towards zero showing that
the complexity reduces for large ζ. In the left-hand side part, the work of deformation of the
original structure is plotted as a function of ζ. A minimum is shown at ζ ≈ 0.35 representing
a well-developed frame behaviour, i.e. the load is transferred from the columns through an
efficient effort of the horizontal beams. Since the forces are kept constant throughout the
parametric analysis, this last configuration represents the optimal if the displacements of the
scheme have to be limited, like in a real design (the lower the work of deformation, the more
reduced the displacements).
structural scheme behaves like a double cantilever, independently loaded. The stiffness of
the horizontal beams is not able to guarantee the efficient sharing of the loads between the
columns.
The previous observations can be deduced from the analysis of the Normalised Structural
Complexity Index. In Figure 5.10, NSCI is plotted versus ζ ratio. For ζ → 0 the complexity is
maximum because all the ψi are equal, except ψ1 ≈ 1. The maximum complexity reflects the
properties of entropy measures reported in the introduction. In the range 0.35 < ζ ≤ 1.10, the
NSCI is almost constantly equal to 0.80. The constancy represents a well-developed frame
behaviour. As much as ζ increases, then, the NSCI decreases showing that the statically
indeterminate structure turns into a simpler scheme, which corresponds to the fundamental
structure F.S.1 (e.g. the role of beams vanishes).
The value ofWin versus ζ ratio is represented in the left-hand side plot of Figure 5.10. The
interesting behaviour of this quantity confirms the previous suppositions on the functioning of
the structural scheme. In particular, for ζ → 0 the work of deformation increases because the
internal lever arm represented by the two columns is small enough and the scheme globally
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βIII NSCI Win
Stage I 0.7146 0.9673 1.154×105 Nm
Stage II 0.4359 0.9122 1.215×105 Nm
Table 5.6: Beam importance factors of element III in the initial condition (Stage I) with
nominal geometrical properties and in the final condition (Stage II) with reduced geometrical
properties. βIII reduces in the second stage showing that the element contributes marginally
to the overall static behaviour.
behaves like a double cantilever. At ζ ≈ 0.35, value at which a developed frame behaviour
was obtained; the work of deformation reaches a minimum. For increasing ζ-values, the work
of deformation increases monotonically. This behaviour can be explained by means of consid-
erations on the influences of the singular fundamental structures on the whole loaded scheme.
First, at ζ = 0, the following situation is present: the statically indeterminate structure is,
ideally, a single vertical cantilever (composed by two superposed cross sections). On one
hand, F.S.1 has a work of deformation very close to the one of the original structure. On the
contrary, the other ten F.S. have larger works of deformation, say roughly twice W1, because
columns are partially cut and, thus, the bending moment generated by the horizontal forces is
supported, alternatively, by only one column (i.e. the work of deformation duplicates because
the cross-section halves).
As much as ζ increases, the horizontal beams starts to be subjected to internal forces.
Anyway, F.S.1 continues to behave in exactly the same manner (the horizontal beams are off
the scheme). On the contrary, the work of deformation of the other mechanisms, e.g. F.S.(2,
4, 5, 8), reduces gradually, as shown by the relative ratio ψ2,4,5,8/ψ1. The presence of various
mechanisms with similarly (low) works of deformation is, in our opinion, the cause of the
minimum of Win.
5.9.3 A single-column frame
In order to investigate the physical meanings of the beam importance factor βi, the following
example is proposed. Consider the scheme reported in Figure 5.11. Shaded nodes, i.e. all
nodes except node A and foundation node, are loaded. The particularity of the frame is rep-
resented both by element I which is the only connection between the elevation nodes and the
foundation node and by element II which links the unloaded node A to the remaining part of
the scheme and, thus, to the foundation. All beams are 3.00 m length and cross-section area
and moment of inertia are 5381 mm2 and 8356× 104 mm4, respectively (IPE 300). Elements
are made of steel, i.e. E = 210 GPa.
Attention is now focused on the values of the beam importance factor β with reference to
elements I and II . The results of the analysis show the following aspects:
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Figure 5.11: Frame of Example 3. The structural scheme presents one column (indicated with
boxed letter I) linking the foundation node with the elevation structure. Another particularity
of the scheme is represented by node A which is connected to the remaining structure by the
cantilever element II , alone. Loaded nodes are shaded.
• βI = 1.00 because element I is the only connection between the foundation node and
the elevation structure. Therefore, all the fundamental structures have element I in
common. Remembering Eqn. (5.29, ρIj = 1 for any j = 1, .., s and therefore the
numerator is equal to the denominator, that is βI = 1;
• in the same way, βII = 1.00 because element II is the only connection between node
A and the foundation, independently of the fact that node A is unloaded.
Following the results of the above example, it can be derived that the beam importance
factor β does not take into account the presence, or not, of loads upon the nodes. The factor is
identical both for the element I , which is really fundamental for the functioning of the scheme,
and element II , which has no importance for the overall behaviour in the sense that it links
the structure with an isolated and unloaded node.
The analysis focuses now on the importance factor of element III when its mechanical
properties are strongly reduced. In particular, at that stage (named Stage II, see caption of
Table 5.6 for details), the cross-section area and inertia of element III are set at 1.03× 10−3
m2 and 1.71 × 10−6 m4. Material is unchanged. The values of βIII are reported in Table
5.6. The beam importance factor reduces as well as the mechanical properties of the element,
hence the performance of those fundamental structures containing beam III diminishes. This
trend reflects the fact that lower mechanical properties imply higher work of deformation both
in the whole structure and in the element. The former aspect is highlighted by the value
of Win increasing in Stage II, the latter can be derived from the value of βIII at Stage II
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since the number and the topology of the fundamental structures remain unchanged in both
the monitored stages. It can be derived that low beam importance factors imply that the
corresponding elements contribute only marginally to the overall structural behaviour.
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Chapter 6
Digression on structural complexity
Although the examples illustrated in the previous chapter give an idea about the capabilities of
the novel metric, some questions are still unanswered. This chapter of the dissertation deals,
first, with some properties of the NSCI. The importance of external loads on the scheme, the
scaling and an idea of targeted complexity are then considered in a theoretical and experimen-
tal ways. Then, in Section 6.4, an answer on what a fundamental structure is proposed. The
theoretical approach follows the idea of stiffness reduction first on axially loaded schemes and
then the idea is extended to moment resisting frames. This is the basis for damage studies on
complex frames, further illustrated in Chapter 7.
Since the “mood” of this chapter is a digression, a fixed structural scheme is proposed and,
then, various numerical an mathematical tests are performed.
The chosen reference structural scheme is constituted by 15 beams (6 horizontal beams
and 9 columns) joined together in 9 elevation nodes and by a unique foundation node, see the
sketch in Figure 6.1. Figure 6.2 illustrates the corresponding frame associated graph. All the
elements of the arbitrary scheme are made of linear elastic material with Young’s Modulus
equal to 25 GPa, squared cross-section (40×40 cm).
The frame is exclusively loaded with nodal forces applied on all elevation nodes, i.e.
A. . . I. That is
Vi = 100 kN
Hi = 100 kN (6.1)
with i = A,. . . , I. The number s of fundamental structures is found from Eqn. (5.26) and is
about 1183.
The structural complexity parameters are computed with Eqns. (5.24) and (5.25) and are
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Figure 6.1: Sketch of the frame used in the working examples of Chapter 6. Lengths are in
meters.
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Figure 6.2: Frame associated graph of the structural scheme of Figure 6.1.
equal to
SCI = 9.5849
NSCI = 0.9389 (6.2)
6.1 Loads1
The performance ratios, computed with Eqn. (5.23), indicate the load paths in the structure
and its efficiency. The highest value of the performance ratio is 0.2064 and relates to the
fundamental structure depicted in Figure 6.3(a).
A parametric analysis on the external loads is now performed. In particular, the ratio
between the magnitude of the horizontal force acting on the elevation nodes is reduced up to
zero.
Suppose a ratio H/V = 0.50, that means that H = 50 kN. In this case, the values of the
complexity parameters reduce, showing that the structural behaviour is turning into a simpler
one. In particular, we get
SCI = 9.3588
NSCI = 0.9168. (6.3)
As reported in Chapter 5, the analysis of the performance ratios gives an idea on how the
1The present section is part of the Proceedings of FraMCos–8 conference hold in Toledo (De Biagi and Chiaia,
2013b).
110 Valerio De Biagi. “Complexity and robustness of structures against extreme events”
(a) H/V = 1.00 (b) H/V = 0.50
Figure 6.3: Fundamental structure with highest performance factor for H/V = 1.00 (a) and
H/V = 0.50 (b). The fundamental structures are represented by thick lines.
loads are transmitted to the foundation. In this case, differently from before, the fundamental
structure which exhibits the highest performance ratio, ψ = 0.1716, is different from before,
as can be seen in Figure 6.3(b). The main differences refer to the upper-left part: the contri-
bution of the columns becomes more relevant as much as the horizontal force reduces, i.e. the
resultant nodal force tends to be vertical. As a limit situation, the case H = 0 kN is consid-
ered. In this sense, the NSCI is equal to 0.4527 and the fundamental structure with higher
performance index is the one constituted by the columns alone. The associated ψ-value is, as
expected, 0.9999.
In order to study the contribution of different fundamental structures, we ordered the ψ-
H/V
ψ∗/ψmax 1.00 0.50 0.10 0.00
≥ 0.90 6 5 1 1
≥ 0.80 9 9 1 1
≥ 0.50 69 27 1 1
≥ 0.20 262 82 2 1
≥ 0.10 581 256 4 1
Table 6.1: Number of fundamental structures with performance ratio greater than a given
percentage of the maximum value, ψmax. Values are cumulative.
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values obtained from the analysis of the 1183 statically determinate structures in ascending
order. To control easily if there are more than one mechanisms with relevant ψ, I normalise
each order position by dividing it by the number of fundamental structures. Plotting these data
on a graph like the one of Figure 6.4(a), it is possible to asses the percentage of mechanisms
with performance ratio smaller than a given value ψ∗. The loading cases considered refer to
H/V values equal to 1.00, 0.50, 0.10 and 0.00. Referring to cases 1.00 and 0.50, there are
many mechanisms with relatively high performance indexes. In Figure 6.4(b) the values of
ψ∗ are normalised to the maximum value. There are six fundamental structures in the range
0.90 − 1.00ψmax in the case H/V = 1.00, which reduces to five in the case H/V = 0.50.
There is only one in the cases H/V = 0.10 and 0.00. These data are reported in Table 6.1.
The representativeness of a particular load path in the case of H/V = 0.00 is clearly visible.
This aspect makes the corresponding NSCI low.
6.2 Scaling2
The effects of scaling are well known in structural engineering. The first attempts in search-
ing the relationship between size and nominal strength date back to Renaissance and to the
experiments of Leonardo Da Vinci on cords resistance (Bazant and Chen, 1997). Although
the first researches on fracture mechanics date at the first decades of 20th century (Griffith,
1921), size effects on materials and constructions have been outlined at the end of the century
(Carpinteri, 1994a,b) and are still a research topic of interest.
The purpose of the present section is to illustrate the effects of scaling on the measure
of structural complexity. As a summary of the following, different trends emerge. In case
of consistent load set, i.e. either forces or bending moments at nodes, the complexity results
invariant to scaling operations. Otherwise, in case of non-consistent load set, a transition in
the way the structural elements interact each others is shown. In particular, as much as the
structure reduces its size, setting-aside the forces, the overall behaviour is governed by the
torques applied at the nodes and the axial stiffnesses. On the contrary, for large structures, the
situation is the opposite: the major contribution on load transfer is due to the forces and the
flexural stiffnesses of the structure. Loading scaling is analysed independently from geometric
scaling, as reported below.
6.2.1 Loads scaling
As stated in Section 6.1, complexity is dependent on the load set acting on the structure. In the
following, the effects due to a proportional scaling of the magnitude of the applied loads are
presented. A brief remind on stiffness matrix is necessary. In the simplest analysis possible,
2The present section has been published on Complexity (De Biagi and Chiaia, 2014).
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Figure 6.4: Cumulative probability plots. Probabilities of occurrence of mechanisms with
performance ratio smaller than ψ∗, i.e. Pr (ψi ≤ ψ∗). On plot (a), the values of ψ∗ are
absolute, on plot (b) the values are normalised to the maximum ψ-value of each load case.
The considered load cases are H/V = 1.00, 0.50, 0.10 and 0.00.
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the response of a structure is governed by the following expression,
f = Kd, (6.4)
where d represents the displacement field, f contains the external loads applied to the scheme,
K is the so-called stiffness matrix and gives information about the ability of external loads to
displace the structural scheme (Felippa, 2001). The stiffness matrix is positive defined and
symmetric. The elements in the matrix reflect the topology of the scheme and the geometrical
and material properties of the elements. In general, it is more convenient to speak about
tangent stiffness matrix, since in many problems the matrix evolves as much as the structure
deforms towards the collapse. Supposing the structure to be made of linear elastic material,
the components of the stiffness matrix do not change during the loading process. Under an
arbitrary loading scheme, f0, the work of deformation, W0, can be easily computed by means
of Clapeyron’s Theorem. Inverting Eqn. (6.4), the displacements are computed
d0 = K−1f0. (6.5)
The work of deformation is thus equal to
W0 =
1
2 f
T
0 d0 =
1
2 f
T
0 K−1f0, (6.6)
where the superscript T indicates the transposed of the vector.
Suppose to modify the intensity of the load through a scaling parameter ξ. Thus, the load
vector becomes
fξ = ξf0. (6.7)
As much as the load increases, the displacements increase proportionally, as can be clearly
noticed by substituting Eqn. (6.7) into Eqn. (6.5) getting
dξ = K−1fξ = ξK−1f0 = ξd0. (6.8)
The work of deformation made by scaled forces is equal to
Wξ =
1
2 f
T
ξ dξ =
1
2ξ
2fT0 K−1f0 (6.9)
and can be rewritten as
Wξ = ξ2W0. (6.10)
Since the algorithm for evaluating the complexity considers the ratio between two work of
deformations, see Eqn. (5.23), the scaling factor, ξ2, simplifies, leaving the complexity un-
changed, i.e.
SCIξ = SCI0, (6.11)
where SCI0 is the Structural Complexity Index of the scheme under the arbitrary load set.
Similarly, NSCIξ = NSCI0.
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6.2.2 Geometric scaling
In the current section, the loads are kept constant and the geometric properties of the structure,
i.e. elements length, cross-sections size, area and inertia, are scaled by a scaling factor η. In
this sense, given an arbitrary scheme to which element lengths and cross-section sizes are
assigned, the corresponding properties of the scaled scheme are
`i,η = η`i,0 (6.12)
Ai,η = η2Ai,0 (6.13)
Ji,η = η4Ji,0, (6.14)
where `i,0, Ai,0 and Ji,0 are length, cross-sectional area and inertia of the i-th element
of the arbitrary scheme. Differently from the previous scaling situation in which K-matrix
remains unchanged, now, the factor acts directly on the components of the stiffness matrix. In
general, since the elements ofK have different physical units, a non-linear behaviour emerges
because of the dependence of the work of deformation on the inverse of the stiffness matrix,
see Eqn. (6.6).
In order to discuss the problem and its limit situations, consider a simple structural system
in which the degrees of freedom are a rotation, ϕ, and a linear displacement, v. The dual static
quantities are a bending moment, M , and a generic force, F . Eqn. (6.4) can be rewritten as[
M
F
]
=
[
aˆ bˆ
bˆ cˆ
] [
ϕ
v
]
, (6.15)
where aˆ, bˆ and cˆ are the components of the stiffness matrix K. The rotation measured in
radians is physically dimensionless and, in parallel, bending and pure forces are measured as
[Force× Length] and [Force], respectively, the components of the stiffness matrix have the
following physical units:
[aˆ] = [Force× Length][
bˆ
]
= [Force]
[cˆ] =
[
Force× Length−1] .
(6.16)
The solution of the algebraic system of equations gives the displacement vector[
ϕ
v
]
= 1
aˆcˆ− bˆ2
[
cˆ −bˆ
−bˆ aˆ
] [
M
F
]
, (6.17)
The first two terms of the right-hand side of Eqn. (6.17) represent the inverse of the stiffness
matrix, i.e. K−1. The work performed by the external loads, W0, is computed by means of
Clapeyron’s Theorem and is equal to
W0 =
1
2
(
aˆcˆ− bˆ2
) [M F ] [ cˆ −bˆ−bˆ aˆ
] [
M
F
]
, (6.18)
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which simplifies into
W0 =
1
2
(
aˆcˆ− bˆ2
) (cˆM2 − 2bˆMF + aˆF 2) . (6.19)
Introducing a scaling on the lengths, the terms of the stiffness matrix are rewritten follow-
ing their physical unit in such a way the lengths are multiplied by the scaling factor η. Thus,
thee stiffness matrix of the scaled scheme, Kη , is
Kη =
[
ηaˆ bˆ
bˆ cˆη
]
. (6.20)
The work of deformation performed by the loads acting on the scaled scheme is evaluated
with Eqn. (6.19) and is equal to
Wη =
1
2
(
aˆcˆ− bˆ2
) ( cˆ
η
M2 − 2bˆMF + ηaˆF 2
)
. (6.21)
The following two limit situations are clearly visible. If F is null, i.e. the external load is a
bending moment exclusively, the work of deformation in the arbitrary scheme is
W0 =
cˆ
2
(
aˆcˆ− bˆ2
)M2, (6.22)
and the corresponding quantity in the scaled scheme is
Wη =
cˆ
2
(
aˆcˆ− bˆ2
)M2
η
. (6.23)
Thus, the two energies are linked through the following expression
Wη =
W0
η
. (6.24)
On the contrary, if M is null, i.e. the external load is a generic force, the two energies are
proportional, that is
Wη = ηW0. (6.25)
Since the complexity is governed by the performance factor, the value of the ratio remains
unchanged if both numerator and denominator are multiplied by the same quantity. This
results in complexity invariance to scaling operations.
In the case in which neither M and F are null, the relationship between Wη and W0
depends on the stiffness of the structure — 2bˆ in the round brackets of Eqns. (6.19) and (6.21)
— and the magnitude of the loads.
116 Valerio De Biagi. “Complexity and robustness of structures against extreme events”
Referring to the last case, the loading set is not consistent, i.e. there are both external
forces and moments. Each component of Kη plays a role in the behaviour of the structure.
Comparing the scaled stiffness matrix, i.e. Kη of Eqn. (6.20), and the non-scaled one, i.e.
K of Eqn. (6.15), two trends emerge. In case of small scaling factor (η → 0), the flexural
stiffness, represented by component aˆ in Eqn. (6.15), tends to reduce and, in parallel, the
axial stiffness, represented by component c in Eqn. (6.15), increases. The opposite situation
emerges for large scaling factors. The effects on the work of deformation invert. Analysing
the first term (cˆ/η) of the trinomial in the round brackets of Eqn. (6.21), the contribution of
the axial stiffness increases as much as η tends to zero and, in parallel, the last term (ηaˆ),
representing the contribution of the flexural stiffness, decreases. In this case, the contribution
of the force, F , is not important for the evaluation of the work of deformation and, thus, the
complexity. In case of large scaling factor, the situation is reversed: the term cˆ/η tends to
zero, while ηaˆ increases, showing the preponderance of the force load to the detriment of the
moment M .
Geometric scaling with non-consistent load sets
In the LOADING EXPERIMENT NO.1, three different load sets are applied to the structural
scheme of Figure 6.1. In loading situation (i) called “Force”, a vertical force, V, equal to 100
kN is applied to all elevation nodes (A to I) and three horizontal forces, H, are applied to node
A (100 kN), D (50 kN) and G (50 kN). Loading situation (ii) called “Bending” is composed by
an anti-clockwise torque applied to node A (100 kNm). Loading situation (iii) called “Force
+ Bending” is the mere sum of the previous two. Load-cases (i) and (ii) are consistent, since
are composed by either forces or torques. Load-case (iii) is not consistent because possesses
both forces and torques. Torques applied on the bidimensional plane of the structure result in
bending in the elements.
In order to show the effects of geometric scaling, a set of 15 values of parameter η log-
arithmically spaced are generated in the range
[
10−5; 103
]
. For each value of the scaling
parameter, the Normalised Structural Complexity Index related to the three load-cases is eval-
uated. Before commenting the results, it is important to state that geometric scaling has no
effects on Young’s Modulus, since all components of the stiffness matrix are multiplied by
the same quantity (right Young’s Modulus, or a fraction of it in case of homogenised elastic
modulus).
The results of the complexity analysis are reported in Table 6.2 and plotted in Figure 6.5(a).
As expected, scaling on scheme with consistent load-cases has no effects on the value of the
Normalised Structural Complexity Index. The loading situation composed by “Force” has a
NSCI equal to 0.8817, the loading situation composed by “Bending” has a NSCI equal to
0.9824. The most interesting issue is represented by the variation of NSCI-value in the load-
ing situation composed by “Force + Bending”. Making clear that the complexity analysis
serves for estimating the amount of diversity of the load-paths through the structure, an inter-
action between structural behaviour and size of the structure is clearly visible. In this sense,
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η “Force” “Force + Bending” “Bending”
0.00001 0.8817 0.9824 0.9824
0.00004 0.9823
0.00014 0.9822
0.00052 0.9815
0.00193 0.9786
0.00720 0.9650
0.02683 0.9373
0.10000 0.9142
0.37276 0.9010
1.38950 0.8875
5.17947 0.8832
19.3070 0.8821
71.9686 0.8818
268.270 0.8818
1000.00 0.8817 0.8818 0.9824
Table 6.2: LOADING EXPERIMENT NO.1: NSCI as a function of the scaling parameter η for
three different load-cases. For the load-case “Force”, no dependency is shown since the NSCI
is constant at 0.8817. Similar consideration for the load-case “Bending” at 0.9824. The sum
of the two load-cases, i.e. the load-case “Force + Bending”, shows a transition between the
two previous situations, which act as bounds.
for small scaling parameters, i.e. small structural schemes, the behaviour of the system tends
to be similar to the one in which only the torques are applied, even if the loading scheme
includes forces. On the contrary, for large scaling parameters, i.e. big, say huge, structural
schemes, the behaviour of the system tends to be similar to the one in which only the forces
are applied, even if the loading scheme includes torques. At intermediate sizes there is a
transition between the two limit behaviours.
In the LOADING EXPERIMENT NO.2, three different load sets are applied to the struc-
tural scheme of Figure 6.1. In loading situation (i) called “Force”, a vertical force, V, equal
to 100 kN is applied to nodes F, G, H and I and a horizontal forces, H, equal to 100 kN is
applied to nodes A, B, C, D and E. Loading situation (ii) called “Bending” is composed by an
anti-clockwise torque applied to node A (100 kNm) and by an anti-clockwise torque applied
to node E (10 kNm). Loading situation (iii) called “Force + Bending” is the mere sum of
the previous two. Load-cases (i) and (ii) are consistent, since are composed by either forces
or torques. Load-case (iii) is not consistent because possesses both forces and torques. As
before, a set of 15 values of parameter η logarithmically spaced are generated in the range[
10−5; 103
]
. Obviously, as expected, the NSCI-values are different from the loading experi-
ment no.1. In this case, the pure “Force” NSCI is equal to 0.9613, while the pure “Bending”
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(b) LOADING EXPERIMENT NO.2
Figure 6.5: Normalised Structural Complexity Index, NSCI, for different values of the scal-
ing factor η. Diamonds refer to the load-case “Force”, plain dots to the load-case “Force +
Bending” and squares to the load-case “Bending”.
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η “Force” “Force + Bending” “Bending”
0.00001 0.9613 0.9824 0.9824
0.00004 0.9824
0.00014 0.9823
0.00052 0.9820
0.00193 0.9809
0.00720 0.9754
0.02683 0.9541
0.10000 0.9609
0.37276 0.9580
1.38950 0.9602
5.17947 0.9610
19.3070 0.9612
71.9686 0.9613
268.270 0.9613
1000.00 0.9613 0.9613 0.9824
Table 6.3: LOADING EXPERIMENT NO.2: NSCI as a function of the scaling parameter η for
three different load-cases. For the load-case “Force”, no dependency is shown since the NSCI
is constant at 0.8817. Similar consideration for the load-case “Bending” at 0.9824. The sum
of the two load-cases, i.e. the load-case “Force + Bending”, shows a transition between the
two previous situations, which act as bounds.
NSCI is equal to 0.9824. The transition between the two, representing the “Force + Bending”
NSCI is plot by plain dots in Figure 6.5(b). It clearly that, in the transition between the two
limit regimes, the NSCI is lower than the pure “Force” NSCI, showing that this value does
not represent a lower limit for the complexity of the loaded scheme under scaling. The results
of the complexity analysis are reported in Table 6.3 and plotted in Figure 6.5(b).
6.3 Targeting complexity3
It would be interesting to find the most complex and the simplest structures. Or, in a more
general problem, to target the value of the complexity of the structure. Different strategies are
possible:
1. keeping fixed the position of the elevation nodes and the topology of the structure and
changing the stiffnesses of the single elements;
2. keeping fixed the geometrical and material properties of the elements and changing the
3The present section is a part of IABSE 2013 workshop hold in Helsinki (De Biagi and Chiaia, 2013c).
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position of the nodes (nodal coordinates);
3. keeping fixed the position of the elevation nodes and changing the topology of the struc-
ture by adding/removing elements.
Obviously, a combination of the previous approaches can be done. Anyway, practically, the
position of the loads is fixed and thus solution 2. is not applicable. Analogously, it is not
possible to increase the number of the elements of the structure, since the cost increases. The
more feasible solution seems to be the one that consider stiffness variation across the elements.
In this sense, the distribution of stiffnesses in the structural scheme for which the com-
plexity is minimised or maximised is worked out in the following.
The strategy for the solution of the problem takes into account the fact that the values
of NSCI can be found only after the distribution of stiffnesses is given. In other words, as
detailed in the examples of Chapter 4, the evaluation of NSCI is made by:
1. giving geometry and material properties of the elements of the structure;
2. computing the work of deformation of the whole structure;
3. evaluating the work of deformation of the set of fundamental structures and, conse-
quently, the ψ-ratios;
4. determining SCI and NSCI values.
Because of the impossibility of inverting the problem and getting a possible distribution
of sizes for a given value of complexity, since the problem is highly nonlinear and has a large
number of variables, an evolutionary optimisation algorithm is used. This is an implementa-
tion of a metaheuristic4 modelled on the behaviour of biological evolution.
The idea at the base of the evolution strategies sprouted in the Sixties at the Technical
University of Berlin (TUB) in Germany (Rechenberg, 1965, Schwefel, 1965). The solution
algorithm is based on the collective learning process within a population of individuals, each
of which represents a search point in the space of potential solutions to a given problem. The
population is arbitrarily initialised and it evolves toward better and better regions of the search
space by means of randomised processes of selection, mutation, and recombination. The envi-
ronment delivers quality information (fitness value) about the search points, and the selection
process favours those individuals of higher fitness to reproduce more often than those of lower
fitness. The recombination mechanism allows the mixing of parental information while pass-
ing it to their descendants, and mutation introduces innovation into the population (Bäck and
Schwefel, 1993). Evolution techniques are used in many fields, even in structural engineering
for topological cost optimisation, see Hajela and Lee (1995) and further publications.
4Wikipedia defines a metaheuristic as an higher-level procedure designed to find, generate, or select a lower-level
procedure or a partial search algorithm that may provide a sufficiently good solution to an optimisation problem
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In the optimisation problem herein discussed, the dimensions of the element cross-sections
are the unknown parameters, the length of the beams and the coordinates of the connections
are fixed. In order to simplify the computations, a square cross-section is supposed. As
demonstrated in Section 6.2, since the load set represented in Eqn. (6.1) is consistent, the value
of the complexity is geometric and loading scale free. In this sense, the size of the elements
identifies a class of structures. Because of that, there are∞1 possible solutions to the problem
of complexity maximisation (or minimisation). To overcome this fact, the cross-section size
of beam joining nodes A and B is set equal to a reference length (say one). Therefore, the
sizes of the other elements are related to the one of the reference beam.
The evolution strategy implemented is based on a simple mutation following a random
vector generator. The following procedure is applied: (i) a population of random solutions is
generated (as said, element AB is set equal to one throughout the optimisation process). For
each solution, (ii) the corresponding structure is defined and its complexity is computed. To
achieve complexity maximisation, (iii) the structures are ordered in decreasing order based on
their complexity. A subset of cardinality q of the population is chosen (the best q structures)
and, randomly, one element Φ of the subset is selected as “father” of the future generation of
parameters. (iv) The parameters of structure Φ are varied using a normally distributed random
number generator (σ = 0.005) and a novel population (generation) of solutions, i.e. struc-
tures, is found. The evolution process, consisting of steps (ii) to (iv) is repeated until the cost
function, i.e. the NSCI, does not change between subsequent generations and optimisation
is achieved. The initial population is about 24 structures; the size of the bests is about 12
structures (q = 12). The process is stopped at the 750th generation. The following structures
are obtained. The structure with minimum complexity has NSCI = 1.6 × 10−6, while the
structure with maximum complexity has a NSCI = 0.9936. The schemes are presented in
Figures 6.6 and 6.7.
As shown in the histogram of Figure 6.8, the grey bars indicate that an extremely large
number of performance factors is equal to zero (logarithmic scale does not represent properly
that the performance factors are 1 × 10−8) except one that has performance factor equal to
one. It is possible to identify the load path in Figure 6.6 with the largest beams. The structure
with maximum complexity has a NSCI equal to 0.9936. As reported in the histogram of
Figure 6.8, white bars shows that the performance factors are, more or less, around the order
of magnitude 10−2. Few structures have ψ-values larger or smaller.
Throughout the years, quicker and more precise evolution techniques have been developed
by mathematicians and physicians. For complexity optimisation, the procedure implemented
is based on the Covariance Matrix Adaptation Evolution Strategy (CMA-ES), which has been
promoted by Hansen and Ostermeier (1996). Briefly and without claiming to be complete, in
order to minimise a nonlinear objective function that is a mapping from search space S ⊆ Rn
to R, the search steps are are taken by stochastic variation by means of a normally distributed
random vector that is adjusted following the covariance matrix of the population of parents.
The effectiveness of the procedure has been tested and the results are positive in terms of
computation time (Hansen and Ostermeier, 2001, Hansen and Kern, 2004). Implementing
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Figure 6.6: Cross-section dimensions for the reference structure of Figure 6.1 for which the
NSCI is minimised (NSCI = 1.6 × 10−6). The size of the beams (which is reported on each
element) is proportional to the value of the multiplier of the reference length, i.e. the size of
beam AB which is equal to one (top right of both schemes). The scheme is loaded similarly
to the one of Figure 6.7.
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Figure 6.7: Cross-section dimensions for the reference structure of Figure 6.1 for which the
NSCI is minimised (NSCI = 0.9936). The size of the beams (which is reported on each
element) is proportional to the value of the multiplier of the reference length, i.e. the size of
beam AB which is equal to one (top right of both schemes). The scheme is loaded similarly
to the one of Figure 6.6.
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Figure 6.8: Histogram nesting the performance factors of the reference structure (NSCI =
0.9389), the maximum complex structure (NSCI = 0.9936) and the minimum complex struc-
ture (NSCI = 1.6× 10−6).
the algorithm for solving the problem of complexity maximisation and minimisation, better
computational times are recorded. This strategy is suited for large structures requiring large
computational effort.
6.4 Discussion on fundamental structures
The present section serves for answering the important question “what a fundamental struc-
ture is?”. Before that, it is necessary to state some properties of frames once subjected to
stiffness variation. In particular, some questions arise: what does happen to a system of rods
if the stiffness of one of its elements reduces? How does this reduction influence the work of
deformation of the whole structure?
Proceeding step-by-step in the analysis, if a material is linear elastic, e.g. a linear spring,
a force, F , required for the elongation of the body is proportional to the variation of distance
between the ends of the spring, δ, based on the following relationship
F = kδ. (6.26)
In case of a system composed by many springs, this variation is directly linked to the way the
bodies are disposed in the system. In this sense, the value of k would reflect the topology of
the connections.
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10
Figure 6.9: Sketch of the rods in series. The forces, Fi, act on right-hand end of each element.
6.4.1 Structural schemes with rods in series
Consider a system of linear elastic rods in series, as shown in Figure 6.9. The scheme is
composed by n rods connected the ones to the others. The left-hand side end of rod no.1 is
hinged, i.e. the horizontal displacement is set to zero and, consequently, a horizontal reaction
is generated once the system is loaded. On the contrary, the right-hand side end of the system,
that is the top end of the n-th rod, is free. The system is loaded with horizontal forces, Fi,
acting on the right-hand side end of each element.
Further to the application of the loads, the elastic system deforms. It is possible to compute
the displacement of rod right-hand side ends as
δ1 =
1
k1
n∑
i=1
Fi, (6.27a)
δ2 = δ1 +
1
k2
n∑
i=2
Fi, (6.27b)
. . . (6.27c)
δn−1 = δn−2 +
1
kn−1
n∑
i=n−1
Fi, (6.27d)
δn = δn−1 +
1
kn
Fn. (6.27e)
where ki is the axial stiffness of the i-th rod.
In general, the displacement of the right-hand side end of the α-th rod is
δα =
1
k1
n∑
i=1
Fi +
1
k2
n∑
i=2
Fi + · · ·+ 1
kα−1
n∑
i=α−1
Fi +
1
kα
n∑
i=α
Fi, (6.28)
and can be rewritten in a compact form as
δα =
α∑
j=1
 1
kj
n∑
i=j
Fi
 . (6.29)
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The elastic work of deformation, WT , is computed by means of Clapeyron’s Theorem as
half the product between the external forces and the displacements of the points of application.
It can be expressed as
WT =
1
2F1δ1 +
1
2F2δ2 + · · ·+
1
2Fn−1δn−1 +
1
2Fnδn =
1
2
n∑
w=1
(Fwδw) . (6.30)
Substituting Eqn. (6.29) in Eqn. (6.30), it follows
WT =
1
2
n∑
w=1
Fw w∑
j=1
 1
kj
n∑
i=j
Fi
 . (6.31)
Global effect due to a local stiffness variation
The variation of the elastic work of deformation, ∂WT , due to a variation of the stiffness of the
q-th rod, ∂kq , is now computed. For sake of simplicity, the components of WT are separated
following the position of the forces: first, the forces applied on the left-hand side of the q-th
rod; then, the forces applied on the right-hand side of the q-th rod. Therefore, Eqn. (6.31) can
be rewritten as
WT =
1
2
q−1∑
w=1
Fw w∑
j=1
 1
kj
n∑
i=j
Fi
+ 12
n∑
w=q
Fw w∑
j=1
 1
kj
n∑
i=j
Fi
 . (6.32)
One can easily note that the first sum does not contain kq component, while the second con-
tains component (1/kq)
∑n
i=q Fi, representing the elongation of the q-th rod due to the loads
applied on the system at its right-hand side. This can be observed expanding Eqn. (6.31),
which can be rewritten as
WT =
1
2F1
(
1
k1
n∑
i=1
Fi
)
+ 12F2
(
1
k1
n∑
i=1
Fi +
1
k2
n∑
i=2
Fi
)
+ · · ·+
+ 12Fq−1
 1
k1
n∑
i=1
Fi + · · ·+ 1
kq−1
n∑
i=q−1
Fi

+ 12Fq
 1
k1
n∑
i=1
Fi + · · ·+ 1
kq−1
n∑
i=q−1
Fi +
1
kq
n∑
i=q
Fi
+ · · ·+
1
2Fn
 1
k1
n∑
i=1
Fi + · · ·+ 1
kq−1
n∑
i=q−1
Fi +
1
kq
n∑
i=q
Fi + · · ·+ 1
kn
Fn
 .
(6.33)
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The partial derivative of the elastic work of deformation with respect to the stiffness vari-
ation on the q-th rod of the first term of Eqn. (6.32) is zero. Hence, its final expression is
∂WT
∂kq
= 12Fq
− 1
k2q
n∑
i=q
Fi
+ 12Fq+1
− 1
k2q
n∑
i=q
Fi
+ · · ·+ 12Fn
− 1
k2q
n∑
i=q
Fi
 .
(6.34)
Isolating the common terms, Eqn. (6.34) can be rewritten as
∂WT
∂kq
= −12
1
k2q
(Fq + Fq+1 + · · ·+ Fn)
 n∑
i=q
Fi
 , (6.35)
which compact expression is
∂WT
∂kq
= − 12k2q
 n∑
i=q
Fi
2 . (6.36)
Since Eqn. (6.36) is composed by squared components, necessarily positive, the following
inequality follows
∂WT
∂kq
< 0. (6.37)
Local effects due to a local stiffness variation
The response of the system in terms of variation of the elastic work of deformation on an
arbitrary element due to a stiffness variation on q-th rod is now evaluated. If Saint-Venant’s
Theory applies, the elastic work of deformation made by the axially loaded α-th rod is
Wα =
1
2
∫
`α
N2α
EαAα
dz, (6.38)
where `α is the length of the rod, Nα is the axial load on the rod, Eα and Aα are Young’s
Modulus and cross-section area, respectively.
Supposing the axial force Nα constant throughout the length of the considered element
(and similarly Young’s modulus and cross-section area, Eα and Aα), Eqn. (6.38) becomes
Wα =
1
2
N2α
kα
, (6.39)
remembering that kα = EαAα/`α.
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Considering the α-th rod, the total axial force is equal to the sum of the forces acting on
the ends of the elements on the right-hand side of the examined rod, that is
Nα =
n∑
i=α
Fi. (6.40)
Hence, the elastic work of deformation on the α-th rod is computed by substituting Eqn. (6.40)
into Eqn. (6.39), getting
Wα =
1
2
1
kα
(
n∑
i=α
Fi
)2
. (6.41)
The effects of a local stiffness variation are evaluated through the partial derivative of
the work of deformation made by α-th with respect to the variation of stiffness on q-th rod,
∂Wα/∂kq . Two situations are possible.
• If the stiffness variation occurs on a rod different than the one considered, in other words
q 6= α, the partial derivative is null, i.e.
∂Wα
∂kq
= 0. (6.42)
• If the considered element is the one on which the stiffness variation occurs, q = α, the
partial derivative becomes
∂Wα
∂kα
= −12
1
k2α
(
n∑
i=α
Fi
)2
(6.43)
and is negative, i.e.
∂Wα
∂kα
< 0. (6.44)
6.4.2 Structural schemes with rods in parallel
Consider a system of linear elastic rods in parallel, as shown in Figure 6.10. The scheme
is composed by n rods connected, on their right-hand side ends, to a rigid body on which
a force Q is applied. The left-hand side ends are constrained and, thus, their displacements
are prohibited. The rigid body is externally restricted in such a way that no rotational effects
occur. That is, the point of application of Q is irrelevant.
Following the application of the external force, the system displaces. The force on each
rod, Ni, is proportional to its axial stiffness, ki and its elongation which is equal for all ele-
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Figura 3: Equilibrio del corpo infinitamente rigido.
10
Figure 6.10: Sketch of the rods (thick lines) in parallel. The infinitely stiff element is dashed.
ments since the rigid body cannot deform, δ. That is
N1 = k1δ (6.45a)
N2 = k2δ (6.45b)
. . . (6.45c)
Nα = kαδ (6.45d)
. . . (6.45e)
Nn−1 = kn−1δ (6.45f)
Nn = knδ. (6.45g)
In the equilibrium equation, the sum of the axial forces on the rods,
∑
iNi, is equal and
opposite to force Q, see Figure 6.11. Summing member contributions of Eqns. (6.45), the
total force is equal to
Q =
n∑
i=1
Ni = δ
n∑
i=1
ki. (6.46)
The term
∑n
i=1 ki is defined as the equivalent stiffness, keq . Getting the displacements
from Eqn. (6.46),
δ = Q∑n
i=1 ki
. (6.47)
The elastic work of deformation of the system of rods, WT , is expressed as
WT =
1
2Qδ =
1
2
Q2∑n
i=1 ki
. (6.48)
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10
Figure 6.11: Equilibrium of the infinitely stiff body.
Global effect due to a local stiffness variation
The variation of the elastic work of deformation, ∂WT , due to a variation of the stiffness of
the q-th rod, ∂kq , is computed by differentiating Eqn. (6.48) and is equal to
∂WT
∂kq
= −12
1
(
∑n
i=1 ki)
2Q
2. (6.49)
Since the components of the previous expression are squared quantities, the variation is nega-
tive, i.e.
∂WT
∂kq
< 0. (6.50)
Local effects due to a local stiffness variation
The response of the system in terms of variation of the elastic work of deformation on an
arbitrary element due to a stiffness variation on q-th rod is now evaluated. As already stated,
if Saint-Ventant’s Theory hypotheses apply, the elastic work of deformation made by α-th rod
can be expressed as a ratio between axial force and axial stiffness, see Eqn. (6.39). Substituting
Eqns. (6.45d) and (6.47) into Eqn. (6.39), the following expression is obtained
Wα =
1
2kα
Q2
(
∑n
i=1 ki)
2 . (6.51)
The partial derivation is made considering two different situations, as done in the previous
section.
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• If the stiffness variation occurs on a rod different than the one considered, in other words
q 6= α, the partial derivative is
∂Wα
∂kq
= 12kαQ
2 −2
(
∑n
i=1 ki)
3 = −
kαQ
2
(
∑n
i=1 ki)
3 (6.52)
and it is negative, that is
∂Wα
∂kα
< 0. (6.53)
• If the considered element is the one on which the stiffness variation occurs, q = α, the
partial derivative becomes
∂Wα
∂kα
= 12Q
2
[
1
(
∑n
i=1 ki)
2 + kα
−2
(
∑n
i=1 ki)
3
]
. (6.54)
The sign of Eqn. (6.54) depends on the quantity into square brackets, which can be
rewritten as
1
(
∑n
i=1 ki)
2 + kα
−2
(
∑n
i=1 ki)
3 =
1
(
∑n
i=1 ki)
3
[
n∑
i=1
ki − 2kα
]
. (6.55)
Since the term (
∑n
i=1 ki)
3 is positive (the stiffness is a positive quantity), Eqn. (6.54)
is negative if
n∑
i=1
ki − 2kα < 0, (6.56)
i.e. if the equivalent stiffness of the system composed by the n except the considered
rods,
∑n
i=1 ki − kα, is smaller than the stiffness of the α-th rod,
n∑
i=1
ki − kα < kα. (6.57)
6.4.3 General considerations
Table 6.4 shows the expressions of ∂WT∂kq ,
∂Wα
∂kq
and ∂Wα∂kα for the previously considered situa-
tions. Consider, first, the response of the system to a variation of stiffness of one of its part.
Two situation are clearly visible.
• In case of systems with rods in parallel, the global effect is independent on the element
that varies its stiffness. The global response depends uniquely on the magnitude of the
external force and on the equivalent stiffness , keq =
∑n
i=1 ki.
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Scheme
∂WT
∂kq
∂Wα
∂kq
∂Wα
∂kα
Series − 12k2q
 n∑
i=q
Fi
2 0 − 12k2α
(
n∑
i=α
Fi
)2
Parallel − Q
2
2 (
∑n
i=1 ki)
2 −
kαQ
2
(
∑n
i=1 ki)
3
Q2
2 (
∑n
i=1 ki)
3
(
n∑
i=1
ki − 2kα
)
Table 6.4: Summary of ∂WT∂kq ,
∂Wα
∂kq
and ∂Wα∂kα for systems of rods in series and in parallel.
• In case of systems with rods in series, the global effect depends on the element that
varies its stiffness and on the internal forces on it,
∑n
i=q Fi. If the stiffness of each
element is proportional to the axial force on it, i.e.
(
∑n
i=1 Fi)
2
k21
= (
∑n
i=2 Fi)
2
k22
= · · · =
(∑n
i=n−1 Fi
)2
k2n−1
= (Fn)
2
k2n
, (6.58)
an equal response to the system, independently from the element that varies its stiffness,
is possible. The amount of variation of the elastic work of deformation increases as
much as the element varying its stiffness is close to the restrained end of the system, as
can be clearly seen in Figure 6.9.
Before analysing the case of local response to stiffness variation, it is necessary to remem-
ber that the total elastic work of deformation, WT , has to be equal to the sum of the single
contributions on each element of the system, i.e.
WT = W1 +W2 + · · ·+Wn−1 +Wn. (6.59)
Derivating the previous Eqn. (6.59), the total variation of work of deformation is still the sum
of the variations on each element, i.e.
dWT = dW1 + dW2 + · · ·+ dWn−1 + dWn, (6.60)
noting that the variation on one component may be due to something happening in other parts
of the structural scheme.
The disparity in the response of the systems in series and in parallel still emerges in the
components of Eqn. (6.60). In case of a system of rods in series, there is a direct link between
the element that varies its internal energy and the one on which the stiffness variation occurs.
The local energetic variation coincides with the variation of the elastic work of deformation
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Scheme
∂WT
∂kq
∂Wα
∂kq
∂Wα
∂kα
Series < 0 0 < 0
Parallel < 0 < 0 sgn (
∑n
i=1 ki − 2kα)
Table 6.5: Sign of the derivatives of the work of deformation in case of stiffness variations in
systems in series and in parallel.
of the whole system. In other words, substituting α-index with q-index, Eqn. (6.43) becomes
Eqn. (6.36).
On the contrary, in systems with rods in parallel, all the elements compete to the variation
of the elastic work of deformation of the whole system. In this sense, it is easy to probe that
the sum of the variations on each element coincides with the total variation. In fact, one gets
n∑
α=1
Wα
Wq
=

n∑
j=1
[
− kjQ
2
(
∑n
i=1 ki)
3
]
−
[
− kαQ
2
(
∑n
i=1 ki)
3
]+ Q22 (∑ni=1 ki)3
(
n∑
i=1
ki − 2kα
)
,
(6.61)
which can be simplified into
n∑
α=1
Wα
Wq
= −
∑n
i=1 ki
2 (
∑n
i=1 ki)
3Q
2 = − Q
2
2 (
∑n
i=1 ki)
2 . (6.62)
Eqns. (6.62) and (6.49) are identical.
Observing the columns of Table 6.5, it is possible to deduce that, in the majority of cases,
the ratio between variation of the elastic work of deformation and variation of stiffness is
negative, or null. The only case in which the ratio assumes positive sign is represented by the
case of rods in parallel provided that the distribution of stiffnesses across the system respects
the constraints of Eqn. (6.57).
6.4.4 Towards a general solution of the problem
The reasoning for a general and comprehensive treatment of the problem, that is the relation-
ship between a variation of stiffness and variation of energy in the elastic system, for any lin-
ear elastic structure (with elements both in series ad in parallel) takes ideas from Castigliano’s
Second Theorem. Then an extension to the problem follows.
Castigliano’s Second Theorem: statement and proof
Castigliano’s Second Theorem states that
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In a structure made by linear elastic material, the first partial derivative of the total
internal energy in a structure with respect to the force applied at any point is equal to the
deflection at the point of application of that force in the direction of its line of action.
Suppose that a structure is in equilibrium under a system of forces F1, F2, . . . , Fn. The
application of these forces on the system generate displacements δ1, δ2, . . . , δn of the points of
application. The forces perform a certain amount of external work, We, and generate an equal
quantity of deformation energy, U , that is stored in the structure. An infinitesimal increment
dFn of force Fn increments the total deformation energy, which becomes
U ′ = U + ∂U
∂Fn
dFn. (6.63)
Invert the process, i.e. apply first the increment dFn on the unloaded structure and, then,
the system of forces F1, F2, . . . , Fn. Since the structure is linear elastic, the total deformation
energy does not change from one situation to the other and it is equal to U ′.
The force increment, dFn, previously applied produces and infinitesimal displacement,
dδn. The corresponding external work performed by dFn during the application of Fn is a
second order quantity, 12dFndδn, and is neglected. Analogously, the external work performed
by forces F1, F2, . . . , Fn when they are applied on the structure is not modified by dFn.
However, dFn acts on the same direction as δn and a mutual work, dFnδn, is generated.
Hence, the external work made by the system of forces on the structure during the loading
process is equal to
W ′e = We + dFnδn. (6.64)
The principle of conservation of the energy states that W ′e = U ′, i.e.
We + dFnδn = U +
∂U
∂Fn
dFn. (6.65)
Since We = U , it is possible to state that
dFnδn =
∂U
∂Fn
dFn, (6.66)
that can be rewritten as
∂U
∂Fn
= δn, (6.67)
that, mathematically, represents Castigliano’s Second Theorem.
What does happen if the stiffness varies?
In the present section the following statement is proved.
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In a structure made by linear elastic material, a local decrease in stiffness cannot produce
other than an increment of the strain energy stored in the system, or can at least leave it
unaltered. In any case NO decrements of strain energy can be recorded.
The first part of the proof is identical to the one of Castigliano’s Second Theorem. That
is, suppose that a structure is in equilibrium under a system of forces F1, F2, . . . , Fn. The
application of these forces on the system generate displacements δ1, δ2, . . . , δn of the points
of application. The forces perform a certain amount of external work, We, and generate an
equal quantity of deformation energy, U , that is stored in the structure, i.e.
We = U. (6.68)
Following a variation of stiffness of an element of the structure, e.g. the flexural stiffness
of the α-th beam, the deformation energy varies and becomes
U ′ = U + ∂U
∂kα
dkα. (6.69)
The variation of stiffness, in general, implies a displacement of the points of application of
the external forces, which do not vary their magnitude. Because of that, the external work
changes,
W ′e = We +
n∑
i=1
dδiFi. (6.70)
Due to the stiffness variation on the α-th beam, the i-th displacement varies. For small stiff-
ness variations, the displacement increment (or decrement) can be computed as
dδi =
∂δi
∂kα
dkα. (6.71)
Remembering that stiffness is the link between an external action and the displacement of the
corresponding point of application, Eqn. (6.26) becomes
dδi =
∂
∂kα
(
Fi
ki
)
dkα. (6.72)
Applying the rules of derivation of composite functions,
dδi =

∂Fi
∂kα
ki − Fi ∂ki
∂kα
k2i
 dkα. (6.73)
Since the external actions are constant throughout the stiffness variation process, the term ∂Fi∂kα
is null. Substituting Eqn. (6.73) into Eqn. (6.70), the following expression is got
W ′e = We +
n∑
i=1
(
−Fi
k2i
∂ki
∂kα
Fi
)
dkα. (6.74)
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The principle of conservation of the energy states that W ′e = U ′, i.e.
We +
n∑
i=1
(
−F
2
i
k2i
∂ki
∂kα
)
dkα = U +
∂U
∂kα
dkα. (6.75)
Since We = U , it is possible to state that
∂U
∂kα
= −
n∑
i=1
(
F 2i
k2i
∂ki
∂kα
)
. (6.76)
Stiffness ki is the sum of many terms, as can be shown in the assembly procedure in
finite element methods. Because force and displacement are concomitant, the contributions
for stiffness ki are positively defined, that is
ki = ki,1 + ki,2 + · · ·+ ki,α + · · ·+ ki,m−1 + ki,m, (6.77)
where ki,j is the contribution to the i-th stiffness due to j-th beam. Because of the addition
property of Eqn. (6.77), a variation in one of the addends produces a concomitant variation
in ki. In other words, the sign of the variation is equal, e.g. a decrease of ki,2 produces a
decrease of ki. The following can be stated
∂ki
∂kα
≥ 0. (6.78)
Therefore, Eqn. (6.76) is negative or, at least, zero, i.e.
∂U
∂kα
≤ 0. (6.79)
The case in which the previous expression is null rises if the contribution to the i-th stiffness
of the α-th element is null, i.e. ki,α = 0.
6.4.5 What is a fundamental structure?
As a result of the simple observations and the proof reported in the present chapter, as much
as the stiffness of one element of the structure reduces, the internal energy of the system
increases.
The structural scheme with an arbitrary degree of static indeterminacy, during the stiffness
reduction process, turns into a similar one with lower degree of static indeterminacy. In graph
theoretical fields, this procedure is something similar to pass from a graph (representing the
original scheme) to a one of its spanning subgraphs (i.e. the result of the maximum possible
reduction of the stiffness on one element of the scheme – EJ = 0, coinciding with element
removal).
Chapter 6 - Digression on structural complexity - 137
Since the elimination of one element of the scheme coincides, ideally, with the progressive
decrease of its stiffness to zero, the total work of deformation tends to increases or, at least, to
remain unchanged, but never decreases, as proved.
Thus, it is possible to imagine a fundamental structure as one of the possible configurations
after the removal of a C number of elements in such a way that the statically indeterminate
scheme becomes statically determinate.
That is, the “fundamental structures” introduced in Chapter 5 are nothing but the possible
ultimate situations that a structural system can experience in term of damage, intended as
stiffness reduction, or element removal, of its members. Since the framework for analysing
the complexity of a frame considers the external loads applied only on the nodes, it does not
matter where the cuts of Figure 5.3 are made, neither if the whole element is removed, since
both situations are equivalent (for equilibrium no forces act on the halved element).
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Chapter 7
Damage on frame structures1
The damage can be considered as an unplanned variation of the properties (Mises, 1923) or
of the geometry of one or more parts of a structure, which entails a weakening and, usually,
negative consequences. The methods usually used in the evaluation of damage on a structure
consider its static or dynamic (Andreaus et al., 2007, Andreaus and Baragatti, 2009, Roveri
and Carcaterra, 2012) response, or both (Irschik, 2002). Previous researches shown that the
former is more sensitive to damage than the latter (Hjelmstad and Shin, 1997) and stressed
the fact that the instrumental equipment for static measures is economic and easy to install
(He and Hwang, 2007, Wang et al., 2001). Anyhow, the interpretation of deflection, rotations
and strains is not straightforward for a direct evaluation of the health of the structure (Housner
et al., 1997). The main problems in the usage of static data rise when the damage acts on an
element that has no or fairly little contribution to structural deformation under a certain load
case. Wang et al. (2001) spoke about “concealed damage” and suggested an optimisation of
the loading scheme according to a pre-analysis. In the same manner, He and Hwang (2007)
considered two different load cases in their damage simulations.
The response of the structure, under its elastic phase, is a function of the distribution of
stiffnesses and the position and magnitude of the external loads. In structures with high degree
of static indeterminacy, e.g. frames, the overall behaviour is determined by the contribution
of all the elements belonging to the scheme. For example, in a three stories frame subjected
to vertical loads and horizontal wind forces, the actions at the foot of one of the columns are
highly dependent upon the way the stiffnesses are distributed on the whole structure, rather
than on the neighbourhood of the column under consideration. The distribution of stiffnesses
on the frame has its main result in the presence of a non-trivial way with which the loads are
transferred from the elevation to the foundation (Ghali and Neville, 1997).
In parallel, the presence of various load paths is a strategy for ensuring the robustness
1The introduction of the chapter is part of a publication on Zeitschrift für Angewandte Mathematik und Mechanik
(Cennamo et al., 2014).
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of the structure. Speaking about robustness to deterioration, the most natural definition has
been given by Baker et al. (2008) which state that “robustness is taken to imply tolerance
to damage from extreme loads or accidental loads, human error and deterioration”. As a
natural consequence, the robust structure may not be prone to show the effects of deterioration
on one of its elements. On the contrary, in case of damage acting on a part of a statically
determined structural scheme, it is generally possible to record an increase in displacements
as much as the damage acts. For example, consider Figure 7.1. It represents a statically
determinate reinforced concrete structure. The reinforcement of the joint is disposed following
the common structural detailing and presents a tension rod embracing the angle of the beam,
as represented in detail in the sketch. Because of localised carbonatation, the reinforcement
is subjected to environmental attack and its cross section reduces progressively. Since the
structure is statically determined, no alternative path exists between the point of application of
the force and the feet of the column. As much as the degradation progresses, the rotation of the
joint increases and, thus, the end of the horizontal beam moves downward. The damage would
be assessed and determined as far as the rotation of the joint or the vertical displacement would
have been monitored through the time. Moreover, remember that the total work, expressed as
the scalar product of force and displacement vectors, increases progressively.
Consider now the structure depicted in Figure 7.2. It shows a structure similar to the one
of the previous example; the only difference is represented by the presence of a vertical rod
between the point of application of the force and the joint. As much as the damage progresses
on the reinforcements, the resistance of the joint reduces but, despite this fact, the rotation does
not increase since the compression force in the rod increases more and more. Ideally, when the
bending resistance of the joint is null and a hinge is formed, the compression force in the rod
is equal in magnitude to the tension force in the column and its intensity is proportional to the
position of the external force and to the inverse of the distance between the vertical elements.
The total work of deformation tends to remain constant in the first steps of the deteriorating
process and, in the following, highly depends on the resistances in tension and compression of
the vertical elements and on their axial stiffness. If the shear resistance of the horizontal beam
is sufficient, the system collapse can be prevented. In the case in which one was interested in
the progression of damage at the joint, the measurement of the vertical displacement of the
point on which the external force is applied would have been ineffective. The best would have
been the measurement of the compression force in the rod.
As explained before, the presence of multiple load paths is considered a powerful strategy
for preventing large deformations due to local damages and for ensuring the robustness of
the structure. In parallel, the robustness of the structure may be a good indicator on the
possibility that the structure exhibits large or smaller displacements before the collapse. In
these terms, it is important to assess whether a structure is robust or not. To further explain
how much difficult can be assessing the progression of damages on a robust structure, shall
we consider the structure represented in Figure 7.3. It is a three column-one storey frame on
which a uniform load acts on the horizontal deep beam. The system is symmetric, thus, the
bending moment in the central column is null: this element is simply loaded with a vertically
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(a) (b)
Figure 7.1: A cantilever with an horizontal beam: (a) undamaged structure with the load
acting at the top of the horizontal element, (b) effects on the structure after the damage of
the joint shaded in grey. As much as the damage progresses, the rotation of the joint and, by
consequence, the vertical displacement under the point of application of the load increase.
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(a) (b)
Figure 7.2: A cantilever with an horizontal beam and a vertical rod, a: (a) undamaged structure
with the load acting at the top of the horizontal element, (b) effects on the structure after the
damage of the joint shaded in grey. As much as the damage progresses, the joint exhibit
the rotation of the joint and, by consequence, the vertical displacement under the point of
application of the load increases.
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Figure 7.3: A three columns – one storey concrete frame. Two different damages are supposed
to act, alternatively on the structure. The damage acting on the top right joint (indicated as
grey shaded transversal black hatchings represents the first situation. Otherwise, the plain
grey area represents the second damage situation.
axial force. The system exhibits various load paths: essentially, damaging progressively one
column, the remaining is able to sustain the external actions, i.e. to transfer the loads from
the elevation to the foundation. Suppose to monitor the vertical displacement at the two mid-
spans of the top beam. In the case in which the damage interests the top right joint, the resisting
bending moment at that point reduces and, thus, the bending of the top beam increases, i.e. the
mid-span of the right beam moves down. On the contrary, if the damage interests the cross-
section of the central column, which is only subjected to axial force, the stiffness reduction
is smaller. This is essentially due to the fact that the flexural stiffness is several orders of
magnitude higher to the respect to the axial one. Hence, the damage progresses and the system
apparently behaves as undamaged. The collapse may occur in two distinct situations: (i) if
compressive strength in the central column is exceeded and the element breaks in compression,
(ii) if flexural strength is not sufficient for the additional horizontal force acting on the structure
and generating bending in the columns.
The previous examples explain clearly that the presence of alternatives in the load paths,
and the distribution of stiffnesses in the structure may affect the displacement field in a pro-
gressively damaged structure. Similar problems in damage assessment can be expected in
those structures that, on the opposite, present distinct parts and reduced interaction, as illus-
trated in the following section.
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7.1 General behaviour of damaged frames2
The possibility of designing a structure in the framework of a consequence-based design has
been shown to be a proper strategy for ensuring structural robustness. In the following, the
robustness of a frame is assessed in the light of the complexity indices previously defined.
As seen in the previous sections, for a given loading condition and stiffnesses distribution
across the structure, an importance factor can be assigned to each element, see Table 5.5.
Let us suppose now to change the topology of the frame by removing one or more elements.
The attention is focused now on the effects of that removal. For example, it may happen
that the removal of an element with high importance factor would affect the safety of the
overall structure. Referring to the structure illustrated in Figure 5.11, a damage acting on
element I will imply more severe effects, say collapse, than a damage acting on element III .
The susceptibility of a structure towards damage is called robustness. This concept has been
already detailed within a probabilistic framework by Baker et al. (2008). Direct consequences
of damage, i.e. the ones associated with the initial damage, are compared with the indirect
consequences, e.g. propagation towards system failure. The system fails if the damage occurs
and propagates, then direct and indirect consequences sum together (Baker et al., 2008). In
that sense, the study of collapse propagation plays a fundamental role for understanding such
phenomenon (Masoero et al., 2010). Moreover, important considerations should be paid to the
capacity of the structure to carry the loads while it is damaged. Design codes prescribe that
the structure should be “tied together” in such a way that local collapses are avoided (CEN,
1994). In that sense, the outcomes of the previous sections on resistant mechanisms may
be relevant. On the opposite side, compartmentalisation is preferable in certain situations:
referring to the terrorist attack against Murrah Federal Building in Oklahoma City in 1995,
the local collapse occurred after bomb explosion did not propagate into the remaining part of
the structure because of efficient compartmentalisation.
The sources of damage, as presented, can be various: extreme values of design loads,
extraordinary loads, i.e. explosions, or deterioration of the structure through environmental
processes. In any case, susceptibility of the structure towards damage has to be assessed in
order to design it properly and to prevent the consequences of such improbable events. In the
following paragraphs, we illustrate how a loaded frame structure behaves when damage acts
on one of its elements (beam or column). This is an initial issue for a more detailed analysis
on the possibility of increasing robustness of the structure by a specific design strategy, e.g. a
consequence-based design, see Section 7.3.
7.1.1 Damage models for structural members
In general, damage occurs when loading conditions are severe: Yao et al. (1986) underlined
the fact that structural damage necessarily depends on (i) the material used (steel, reinforced
2The present section and the following ones are part of a paper published on International Journal of Solids and
Structures (De Biagi and Chiaia, 2013a).
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concrete, masonry or wood); (ii) structural configuration and construction (frame, shear wall,
etc.); and (iii) loading conditions (static, dynamic). We add to this list (iv) the environmen-
tal conditions, which play a fundamental role in aging phenomena. Concrete, in fact, suffers
undesirable degrees of change with time because of improper design and construction specifi-
cations, errors during the construction, or unexpected environmental conditions (International
Atomic Energy Agency, 1998). Sometimes, due to inaccessibility of the direct structural
component, this aspect is missed out (e.g. in dams). In particular, referring to buildings, this
can be the case of foundations structures that are covered into the ground, or columns that
are covered by architectural shedding, and so on. In International Atomic Energy Agency
(1998), a summary of the degradation factors (and their relative primary manifestations) that
potentially can impact the performance of the basic components of reinforced concrete build-
ings (i.e., concrete, steel reinforcement, post-tensioning system) is presented. This list can be
straightforwardly related to other concrete civil structures. Although operational procedures,
which do not relate directly to structural safety, are implemented for detecting ageing ef-
fects (International Atomic Energy Agency, 2009), the assessment of structural condition can
be achieved by non-destructive techniques. Vibrations of the structure (Cawley and Adams,
1979, Chen, 2000) or acoustic emissions (Carpinteri et al., 2007) can be, for instance, related
to the degree of damage.
Damage phenomena on civil structures are various. Because of that, it is difficult to adopt
a uniform approach for quantification of structural damage (Yao et al., 1986). In the past,
different approaches were suggested. Krätzig and Petryna (2001) observed the effects of
damage on the overall structural stiffness: the degradation process proceeds until the stiffness
matrix becomes singular and the structure collapse. In that sense, the tangent stiffness matrix,
at least along one deformation mode, tends to zero (Krätzig, 1997). Although the choice of
a function for structural damage is a challenging task (Petryna and Krätzig, 2005), specific
approaches are possible only once damage causes are clearly identified. In order to assess
structural robustness with respect to a progressive deterioration of the structural components,
two different damage models for structural members are herein proposed. In the following
paragraphs, subscript 1 refers to Damage Model no.1, while subscript 2 refers to Damage
Model no.2.
Two degradation models are considered. On one side, damage on the structure acts at
the material level (Damage Model no.1). As reported in Lemaître and Chaboche (1994), the
phenomenon can be modelled by softening of material strength and/or stiffness. In the present
work, the damage variable d1, varying between 0 and 1, acts on the uniaxial stress-strain
relationship as reported below
σ = (1− d1)Ei0ε (7.1)
where Ei0 is the Young’s modulus of the undamaged i-th elements, σ and ε represent the
stress and the strain in the material. For d1 = 0 the element is undamaged, for d1 = 1 the
element is totally damaged, thus it is removed.
On the other side, progressive deterioration of material, such as spalling of concrete, or di-
rect damage such as explosion, is considered (Damage Model no.2). Structural damage is now
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Element ` [m] b [m] h [m] E [GPa]
1 5.0 0.40 0.60 30
2 5.0 0.40 0.60 30
3 4.0 0.50 0.50 30
4 4.0 0.50 0.50 30
5 4.0 0.50 0.50 30
6 4.0 0.50 0.50 30
Table 7.1: Geometrical and mechanical properties of the frame of Figure 7.4. b and h are the
width and the height of the rectangular cross-section, respectively.
defined by means of a damage index d2 that acts on cross-section area and inertia (Biondini
et al., 2008) and varies between 0 and 1, as before. In particular, the damage model sup-
poses that the cross-section of the damaged element reduces as much as the damage extends.
Therefore, area and moment of inertia decrease according the following laws{
A = A0 (1− d2)2
J = J0 (1− d2)4
(7.2)
where A and J represent the damaged cross-section area and moment of inertia, respectively.
Ai0 and Ji0 are the undamaged cross-section area and moment of inertia.
7.2 Damage on complex structures: effects of a specific dam-
age
The behaviour of a frame structure under damage is now investigated. A structural scheme
similar to the one of Figure 7.4 is analysed. Concrete beams and columns are jointed to-
gether with proper reinforcement at nodes. The elements are characterised by the geometrical
and material properties reported in Table 7.1. External loads are represented by uniformly
distributed loads acting on beams (50 kN/m) and horizontal forces applied to left-hand side
nodes (20 kN upon each node). In this simple analysis, dead loads and service loads are
considered together. In order to underline the behaviour of the statically indeterminate struc-
ture under damage, an elastic analysis is conduced and the effects of member capacity in the
overall response of the system are not considered.
Let us suppose that a damage process originates on Element no.5, which is a base column.
Both the damage models previously presented are taken into account; comparisons of the
results are made. Before going further, few considerations are necessary. First, as much as
the damage factor d1, or d2, increase from 0 to 1, the response of the structure in terms of
bending moment, shear, and axial forces would tend to the situation in which Element no.5 is
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Figure 7.4: A two-stories concrete frame.
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El#
1
0 0.25 0.5 0.75 1
48
50
52
54
56
M
A 
[kN
m]
0 0.25 0.5 0.75 1
−200
−100
0
100
M
B 
[kN
m]
2
0 0.25 0.5 0.75 1
0
500
1000
M
C 
[kN
m]
0 0.25 0.5 0.75 1
−200
0
200
400
M
D 
[kN
m]
3
0 0.25 0.5 0.75 1
0
500
1000
1500
M
E 
[kN
m]
0 0.25 0.5 0.75 1
−1500
−1000
−500
0
500
M
C 
[kN
m]
Table 7.2: Bending moments at the nodes of the elements during the damage process acting
on Element no.5. Continuous line (–) refers to Damage Model no.1 (damage acting on the
Elastic Modulus), dotted line (- -) refers to Damage Model no.2 (damage acting upon the
cross-section geometry). On the X-axis the values of the Damage Factor d1 and d2 are plotted
– Part 1.
absent. Since at maximum damage, that is d1 = 1 or d2 = 1, the same structural situation
is implied, Element no.5 removed, the same force distribution upon surviving elements has to
be found independently of the chosen damage model. The same consideration has to be made
for the initial condition, that is d1 = 0 or d2 = 0, representing the undamaged state of the
structure. In addition, we assume that damage is applied slowly to the structure. Therefore,
no dynamical effects, which might change the response of the structure, are considered in this
first approximation.
The structure is solved by means of the stiffness method. Bending moment and shear
forces distribution are monitored as much as the damage propagates in Element no.5. In
particular, in Tables 7.2 and 7.3, bending moments at nodes are plotted versus damage variable
d1 or d2. In parallel, in Tables 7.4 and 7.5, shear forces at nodes are plotted versus damage
variable d1 or d2. In both cases, plain line refers to Damage Model no.1 while dotted line
refers to Damage Model no.2.
As can be seen in Tables 7.3 - 7.5, the choice of the damage model is relevant for the
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El#
4
0 0.25 0.5 0.75 1
−200
0
200
400
600
M
C 
[kN
m]
0 0.25 0.5 0.75 1
−56
−54
−52
−50
−48
M
A 
[kN
m]
5(d)
0 0.25 0.5 0.75 1
0
20
40
60
80
M
F 
[kN
m]
0 0.25 0.5 0.75 1
−50
0
50
100
M
D 
[kN
m]
6
0 0.25 0.5 0.75 1
−400
−200
0
200
M
D 
[kN
m]
0 0.25 0.5 0.75 1
−100
0
100
200
M
B 
[kN
m]
Table 7.3: Bending moments at the nodes of the elements during the damage process acting
on Element no.5. Continuous line (–) refers to Damage Model no.1 (damage acting on the
Elastic Modulus), dotted line (- -) refers to Damage Model no.2 (damage acting upon the
cross-section geometry). On the X-axis the values of the Damage Factor d1 and d2 are plotted
– Part 2.
response of the frame. Despite the fact that the behaviours seems to be similar, Damage
Model no.2, which acts on the size of the damaged element, is generally more conservative
than the other one. That is, equal values of bending moment (or shear) at the ends of the
elements are usually monitored for d1 > d2. Although the damage modes give different
results, for the initial and final values, that is d1 = d2 = 0 and d1 = d2 = 1, the bending
moment distributions (and the shear distributions) are perfectly equal. Furthermore, other
considerations can be made regarding the trends of each force as long as damage increases
upon Element no.5.
• Force distributions do not vary linearly as the damage parameter increases. That phe-
nomenon is independent of the chosen damage model. As can be seen, the values of
each force have an initial plateau which extends from d = 0 to d ≈ 0.8. In that range,
the amount of variation is relatively small if compared with the trend for d > 0.8 (high
damage).
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El#
1
0 0.25 0.5 0.75 1
−150
−140
−130
−120
−110
V A
 
[kN
]
0 0.25 0.5 0.75 1
−140
−130
−120
−110
−100
V B
 
[kN
]
2
0 0.25 0.5 0.75 1
−400
−300
−200
−100
V C
 
[kN
]
0 0.25 0.5 0.75 1
−200
−100
0
100
200
V D
 
[kN
]
3
0 0.25 0.5 0.75 1
−60
−40
−20
0
V E
 
[kN
]
0 0.25 0.5 0.75 1
0
20
40
60
V C
 
[kN
]
Table 7.4: Shears at the nodes of the elements during the damage process acting on Element
no.5. Continuous line (–) refers to Damage Model no.1 (damage acting on the Elastic Mod-
ulus), dotted line (- -) refers to Damage Model no.2 (damage acting upon the cross-section
geometry). On the X-axis the values of the Damage Factor d1 and d2 are plotted – Part 1.
• The diagram of the force versus the damage in Element no.5 is not monotonic. For
example, referring to Node A increases as much as the damage process grows. The
value reaches a maximum and then decreases. In fact, for d2 = 0.78, M1 is equal to
55.8 kNm, while the initial and final values are 48.3 kNm and 48.7 kNm, respectively.
In general, until the damage remains small, no direct consequences on the distribution of
forces on the elements are recorded. The great changes in the distribution of forces occur
when the damage parameter reaches values close to 0.8. In this case, depending on the damage
model chosen, either Young’s modulus is reduced at the 20% of the original value, or the
dimensions of the element are reduced to 20%.
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El#
4
0 0.25 0.5 0.75 1
−100
−50
0
50
V C
 
[kN
]
0 0.25 0.5 0.75 1
−50
0
50
100
V A
 
[kN
]
5(d)
0 0.25 0.5 0.75 1
−40
−20
0
20
V F
 
[kN
]
0 0.25 0.5 0.75 1
−20
0
20
40
V D
 
[kN
]
6
0 0.25 0.5 0.75 1
−100
−50
0
50
100
V D
 
[kN
]
0 0.25 0.5 0.75 1
−100
−50
0
50
100
V B
 
[kN
]
Table 7.5: Shears at the nodes of the elements during the damage process acting on Element
no.5. Continuous line (–) refers to Damage Model no.1 (damage acting on the Elastic Mod-
ulus), dotted line (- -) refers to Damage Model no.2 (damage acting upon the cross-section
geometry). On the X-axis the values of the Damage Factor d1 and d2 are plotted – Part 2.
7.3 Damage on complex structures: effects of elements re-
sistance
As reported in the previous sections, some measures of robustness take into account the so-
called “damage tolerance”. Since the examples proposed in the literature focus on sudden
damages, we consider, on the contrary, the effects of a progressive damage on frame structure.
For each internal force (e.g. axial force, bending moment or shear), a specific value of damage
parameter can be defined. In particular, consider the minimum
dˆpi = min
{
dp
∣∣F pi (dp) ≤ F−i or F pi (dp) ≥ F+i } , (7.3)
where dˆpi is the minimum value of the damage d
p on element p for which the value of internal
force F pi exceeds the bounds F
+
i and F
−
i . These bounds represent upper and lower limits in
the resistance domain of the cross-section. Since each cross-section of the frame should be
controlled, the number of monitoring forces F pi is arbitrary and reflects the geometry and the
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topology of the structure. For example, referring to the frame of Figure 7.4, bending moments,
shear and axial forces at the ends of each element are considered, that is, 36 forces in total.
For each element p, the following parameter can be computed,
$p = min
i
dˆpi , (7.4)
where $p represents the minimum value of the damage variable dˆ
p
i for which any monitored
force exceed its bounds. That value, which depends upon the structural response under the
external loads and upon the limits of each internal force, serves as a measure of the frame
robustness towards the damage on element p. A similar analysis should be conduced for all
the elements composing the structure, if eventually subjected to damage.
An example
The methodology presented can be applied to a real case. Considering the frame structure
represented in Figure 7.4, whose properties are reported in Table 7.1, the values of $p are
computed for p = 1, . . . , 6. As stated before, the number of internal forces is 36, represented
by bending moments, shear and axial forces at the ends of each element. In order to analyse
the interaction between the forces as soon as the damage increases, e.g. the plots in Tables 7.2
- 7.5, variable bounds can be considered. That is, once a limit value Bi is defined, upper and
lower bounds for each force Fi are computed as follows.{
F+i = Fi (dp = 0) +Bi
F−i = Fi (dp = 0)−Bi
(7.5)
where Fi (dp = 0) represents the value of force i in the undamaged structure. A sketch show-
ing the approach proposed is reported in Figure 7.5.
Values of Bi varying from 1 to 100 kNm, for bending moments, and from 1 to 100 kN, for
shear and axial forces, are considered. For each simulation, equal values were assigned to the
36 monitored forces. Results of the robustness analysis are reported in the plots of Figure 7.6
that refer to Damage Model no.1 and no.2, respectively. The values of $ are plotted versus
the limit value that is Bi. Each line corresponds to the removal of the corresponding element.
Some considerations can be drawn.
• The results obtained with Damage Model no.2 are more conservative than those with
Damage Model no.1. This behaviour reflects in the calculation of $p.
• The structure behaves differently depending on the choice of the damaged element.
When damage acts on beams, e.g. on elements no.1 and 2, usually larger values of $
are obtained than the cases when the damage acts on columns. Both damage models
show similar behaviour.
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Fi (d
p = 0) + Bi
Fi (d
p = 0)− Bi
Fi (d
p = 0)
F pi
dp
dˆpi
0
1
F pi
1
Figure 7.5: Sketch of the variable bounds: δpi is the value of d
p for which F pi (dp) exceeds the
bounds represented by Fi (d = 0)±Bi.
• In both plots of Figure 7.6, curves referring to the removal of elements no.3 and 5
present some linear parts. That response is due to the interaction between the main
resisting mechanisms composing the frame, as illustrated in the previous section of this
paper.
• For any damaged element, there are values of Bi for which $ reaches a maximum
and is constant. In that sense, once this value is reached, any increase of the bounds,
that means an increase of the element capacity, would increase the robustness of the
structure. This aspect is fundamental in design of the structure, as highlighted in the
conclusions of this work.
As a preliminary result, it is possible to increase the robustness of the frame with respect
to a specific damage by assigning a proper value of the bounds of the internal forces. A
variation of Bi implies that the values of $ tend to 1. The plateau in the values of the forces,
as shown in Tables 7.2 - 7.5, can be attributed to the capacity of the frame to redistribute the
single-element damage to the rest of load paths in the structure.
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(a) Damage Model no.1
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(b) Damage Model no.2
Figure 7.6: $p values for the damage acting on different elements at different values of the
bound Bi. Damage Model no.1 analysis is illustrated in left-hand side plot; on the contrary
Damage Model no.2 analysis is illustrated in right-hand side plot.
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Figure 7.7: Values of parameter D for different element removal: red curves refer to ele-
ments AB, DE, EF, GH, HI removal, blue curves refer to elements AD, DG, DJ, BE, EH, HK
removal, green curves refer to elements BC, CF, FI, IL removal.
7.4 Damage on complex structures: effects of complexity3
The effects of damage on the structure generate different behaviours. Following the metrics
introduced by Biondini and Restelli (2008), in order to evaluate the impact of the damage
progression on the structure, for the damage progression on each element i, a parameter Di is
formulated as
D (di) =
{
Wd −W0
W1 −W0
}
(7.6)
where Wd is the work of deformation computed at a value of damage variable equal to di,
W1 and W0 are the work of deformation at di = 1 and di = 0, respectively. As a matter
of evidence, W0 is equal to Win since the original structure is in an undamaged state. Di
ranges from 0, for the undamaged structure, to 1, when the damaged element is removed. In
this section, the damage acts exclusively on material Young’s Modulus, as explained before.
Details on the differences between the two damage models are detailed in the following.
Consider the frame structure sketched in Figure 6.1 on which the load-set reported in
Eqns. 6.1 is applied. Figure 7.7 plots the values of η for the 15 beams damaged alternatively.
As reported, three different behaviours are shown. The progressive damage on elements AB,
3The present section is part of the proceedings of XXI AIMETA conference hold in Torino (De Biagi et al., 2013).
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DE, EF, GH, HI (red lines in Figure 7.7), the progression of damage implies a proportional
increase of the work of deformation from the initial value (undamaged scheme) to the final one
(damaged). The previous behaviour, in other words, refers to all the horizontal beams except
element BC. On the contrary, the progressive damage on elements AD, DG, DJ, BE, EH, HK,
i.e. central and left-hand side columns, is plot with blue lines and a variable proportionality
is clearly visible. Finally, the progressive damage on beam BC and on the right-hand side
columns, in green in Figure 7.7, does not affect the overall behaviour of the structural scheme
as long as the damage does not exceed a limit value, which is relatively close to 0.9.
In the following, the effects of complexity are taken into account and structures with dif-
ferent complexity are compared. Considering the two limit cases represented by the structural
schemes of Figures 6.6 and 6.7, in which the NSCI-value is targeted to the minimum and to
the maximum, respectively, the same damage analysis is performed. Figures 7.8 shows the
values of D as a function of di.
In the case of minimum complexity, Figure 7.8(a), the scheme is essentially represented
by beams AB, BC, BE, DE, EF and by columns BE, FI, IL, GJ, HK. The progressive damage
on one of the previously listed elements entails a proportional increase of the work of defor-
mation. The damage acting on the remaining elements, which have cross section size roughly
null, does not affect the work performed by the loaded scheme. A totally different behaviour
is shown in the case of maximum complexity, Figure 7.8(b). The curves are distributed uni-
formly in the bottom right of the plot. Note that there is still a curve for which there is a linear
proportionality between the progress of damage and the increase of work of deformation. This
curve corresponds to the damage on element AB and EF, beams that seem to play a relevant
role in the transfer of loads to the foundation node.
Another important aspect to highlight is the fact that D-curves refer to normalised values.
The absolute values at d = 1 (and D = 1) are reported in Table 7.6 for the three study cases.
There are cases in which the removal of elements causes larger effect on the structure. For
example, referring to the minimum complexity structure whose damage effects are proposed in
the second column of Table 7.6, the suppression of elements belonging to the most effective
(and unique) load path entails large increases in the work of deformation (values in round
brackets). In parallel, the removal of elements not belonging to the most effective load path,
does not involve an increase in work of deformation.
Since the effects of element removal play a fundamental role in the design of a “dam-
age tolerant” structure, the complex and nonlinear behaviour that emerges from the plots of
Figure 7.7 and Figures 7.8 gives an idea about the fact that the structure is not robust to pro-
gressive damages, as detailed below.
Suppose to monitor a real frame structure. The instrumentation installed is able to measure
differential displacements that are supposed to be indicators of damage acting on the frame.
It can be demonstrated that the reduction of stiffness on an element of the frame presupposes
the increase of the global work of deformation of the structure. Therefore, since the work of
deformation on the structure increases, without a change on the magnitude of the nodal loads,
the displacements have necessarily to increase. What emerges from the analysis performed is
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(b) Maximum complexity scheme
Figure 7.8: Values of parameter D for different element removal. The color of the curves is
identical to the one of Figure 7.7. See Section 6.3 for the shape of the two schemes.
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Rem. Normalised Structural Complexity Index (NSCI)
Element 1.6×10−6 0.9389 0.9936
Original 36.13 23.00 9.55
AB 16524 (457.3) 26.15 (1.14) 9.72 (1.02)
BC 9960 (275.7) 33.14 (1.44) 10.32 (1.08)
DE 9943 (275.2) 30.06 (1.31) 10.74 (1.12)
EF 59464 (1645.8) 25.49 (1.11) 9.59 (1.00)
GH 36.13 (1.0) 30.04 (1.31) 17.34 (1.82)
GI 36.19 (1.0) 27.63 (1.20) 10.58 (1.11)
AD 36.13 (1.0) 29.42 (1.28) 12.89 (1.35)
DG 36.15 (1.0) 26.23 (1.14) 9.68 (1.01)
GJ 881.79 (24.4) 31.92 (1.39) 29.25 (3.06)
BE 258870 (7165.0) 29.95 (1.30) 10.94 (1.15)
EH 36.13 (1.0) 34.14 (1.48) 12.12 (1.27)
HK 267.54 (7.4) 37.26 (1.62) 13.77 (1.44)
CF 36.13 (1.0) 41.07 (1.79) 12.79 (1.34)
FI 2228945 (61692.4) 46.96 (2.04) 14.95 (1.57)
IL 75194 (2081.2) 66.78 (2.90) 16.14 (1.69)
Table 7.6: The work of deformation after element removal for different schemes. Second col-
umn refers to minimum complexity structure, third column to initial structure, fourth column
to maximum complexity structure. In round brackets the ratio between the damaged structure
(d = 1) and the original structure. The values of the works of deformation are expressed in
MJ.
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that there are three limit situations. The less dangerous is the one for which the damage on
the structure does not imply any increase on the work of deformation, and in this sense we
refer to the removal of the elements not belonging to the effective load path in the minimum
complexity structure. No changes in the work of deformation presuppose no displacement
variation and no increase of forces in the residual elements. The most obvious situation is, on
the contrary, the one represented by these elements which progressive damage is spotlighted
by a progressive increase of work of deformation, i.e. increase of displacements. When the
deformation of the structure exceeds a threshold limit, countermeasures shall be implemented
to prevent collapse: the damaged element, which is partially damaged but still complete,
can be repaired at a low cost. The most dangerous situation is represented by these cases in
which the removal of the element presupposes an increase of the work of deformation, but this
work of deformation is accumulated on the structure only when the progression of damage
is at an advanced stage. Green lines in Figure 7.7 refer to this behaviour. The instrument
installed on the frame will not record any sensible variation on the overall behaviour, just as
a progressive damage is in act. This last situation is the one less robust since a small increase
of the damage may cause the collapse of the structure since there is a sudden variation of
the forces across the elements and the stresses on material are larger than the corresponding
strengths. This response is likely to be attributed to the redistribution of loads that occurs
in statically indeterminate structures. This aspect has to carefully taken into account in the
design of frames able to resist to disproportionate actions.
Observing the ratios between the damaged and the undamaged cases, one notes that, as
much as complexity increases, the values in the round brackets of Table 7.6 shifts towards one.
In other words, the increase in complexity, which relates to uniformity in the performance of
the fundamental structures, is able of “uniformity” in the response of the scheme when a
damage occur. Is this true, or it is a simple coincidence? The answer to this question is the
main issue debated in the following chapter.
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Chapter 8
Conclusions
At the end of the previous chapter, an interesting trend in complex structures has been high-
lighted. The ratio between the works of deformation in the damaged and the undamaged
loaded structural scheme is, globally, lower in case of complex structures. This observation
relates to the comparative analysis between the scheme with maximum complexity and the
reference scheme. Hence, a question arises: is this observation a pure coincidence, or do exist
evidences that the impact of element removal is smaller in case of complex structures?
I choose a simple iterative procedure for answering the issue. Consider, once again, the
15-elements structural scheme depicted in Figure 6.1.
1. a random set of cross-section sizes, referring to all the elements of the frame except
AB (which is set kept constant to a reference length, as in Section 6.3), is generated.
External loads are applied to the scheme;
2. the work of deformation, Win, and complexity of the structure, the NSCI, is computed;
3. alternatively, each element of the frame is removed, and the work of deformation, Wi,
is computed on the resulting structure.
4. as expected, referring to the results of Section 6.4, for each damage situation, Wi ≥
Win. That is, the ratio
νi =
Wi
Win
≥ 1 (8.1)
is computed.
The previous steps are repeated 9999 times and, then, the consistency of the set of random
structures is 10000.
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Figure 8.1: Number of occurrences for the random generation of size parameters. The total
number of samples is 10000. The black thick line is the Generalised Extreme Value probability
distribution that fits the histogram plot. Parameter evaluation of the GeV distribution derives
from a maximum likelihood procedure for which the final expression of the distribution is
F (z) = exp
{
− [1− 0.47 ( z−0.750.11 )]2.13}.
Various observations can be done. First, the Normalised Structural Complexity Indices
derived from the generation of random structures range from 0.2691 to 0.9808. Obviously,
structures, which NSCI is outside the previous bounds, do exist, but they were not generated.
Counting the cardinality of a subset of structures having the complexity index ranging in a spe-
cific interval, Figure 8.1 is obtained. It seems that the associated probability distribution can
be classified as an extreme values one. In this situation, considering the random generation,
the median value of NSCI is equal to 0.7881.
Since the number of different undamaged schemes is equal to 10000 and the number of
possible damage situations, i.e. element removal, is 15, 150000 values of νi are computed,
ranging between 1 and 1013. That is, there are damage situations that produce extremely high
impacts on the scheme: despite their very reduced number, they affect the distribution of val-
ues since their magnitude is extremely elevated. Analysing the structural schemes belonging
to the range NSCI = [0.80; 0.90], which are 3719 in number, one discovers that the
min νi = 1.00000008347837,
while
max νi = 1658849976505.83,
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Figure 8.2: Histogram in a log-log scale plot showing the number of damaged structures with
a given νi. The undamaged structures belong to the range NSCI = [0.80; 0.90].
i.e. a range of twelve order of magnitude. The histogram of Figure 8.2 shows the number of
damaged structures with a given νi. Note the logarithmic scale in the ordinates. Observing
the previous figure, one notes that as much as the νi increases, the number of occurrences
diminishes. I therefore consider the set of νi to be composed by outliers, which are extreme
or atypical data values that are notably different from the rest of the data. In presence of
such values, the corresponding distribution is skewed. The skewness, K, is a measure of the
asymmetry of the data around the sample mean and is computed as
K = E (x− µ)
3
σ3
, (8.2)
where µ is the mean of x, σ is the standard deviation of x, and E (t) represents the expected
value of the quantity t. If skewness is positive, the data are spread out more to the right. In
case of normal distribution (or any perfectly symmetric distribution) the skewness is zero. For
the νi in the range [0.80; 0.90), the computed skewness is K[0.8;0.9) = 171.5.
In order to analyse the effects of the complexity on the values of ν, i.e. the effects of
element removal, all the undamaged structures are grouped into bins following their NSCI, as
detailed in Table 8.1.
Since the distributions of νi are skewed, the mean of the values is not representative of
the distribution. This is a result of such asymmetric probability distribution, in which the
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NSCI range #
[0.00; 0.10) 0
[0.10; 0.20) 0
[0.20; 0.30) 3
[0.30; 0.40) 21
[0.40; 0.50) 109
[0.50; 0.60) 516
[0.60; 0.70) 1529
[0.70; 0.80) 3303
[0.80; 0.90) 3719
[0.90; 1.00) 800
Table 8.1: Number of structures with a NSCI ranging in a specific interval. The sum is 10000.
mean is generally ‘pulled’ in the direction of the tails by the outliers. In this sense, there is
another statistical quantity that better describes the results: the median. This is one of the
measures of central tendency, which are summary measures that attempt to describe a whole
set of data with a single value. The median is the middle value in distribution (when the values
are arranged in ascending or descending order). The mode is not used, herein, as a measure
of central tendency since the set of data is not nominal.
The values of νi are statistically analysed. Consider the set of the fifteen νi obtained from
the damaged of each of the 10000 undamaged structures. Four statistical parameters are eval-
uated in the sample of 15: the minimum, the maximum and 50 and 90 percentiles. Obviously,
the presence of outliers would affect, locally, the previous parameters. Now, for each set of
structures, grouped by the corresponding value of NSCI, the median of the parameters is com-
puted, see Table 8.2. In other words, referring to the range [0.80; 0.90), the median is over a
sample of 3719.
The results are plot in Figures 8.3. A clear trend emerges: as much as the complexity
increases, the statistical parameter, which relates to the behaviour of ν, decrease. This gives
an answer to the issue that raised at the beginning of the chapter: as much as the complexity
increases, the impact of element removal in the loaded structural scheme reduces.
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NSCI range Min p50 p90 Max
[0.00; 0.20) —————— No samples ——————
[0.20; 0.30) 1.0007 1.6152 580.95 1969.9
[0.30; 0.40) 1.0002 1.7216 69.638 2924.8
[0.40; 0.50) 1.0003 1.8357 76.371 1533.3
[0.50; 0.60) 1.0006 1.6722 31.800 552.43
[0.60; 0.70) 1.0009 1.6382 20.066 104.97
[0.70; 0.80) 1.0027 1.5963 14.012 42.332
[0.80; 0.90) 1.0077 1.5820 9.7578 27.005
[0.90; 1.00) 1.0140 1.5796 7.7895 22.734
Table 8.2: Medians of minimum, 50 and 90 percentiles and maximum of νi for each NSCI
range.
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Figure 8.3: Plot of the median of minimum, 50 and 90 percentiles and maximum of νi for
each NSCI range.
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The first part of the dissertation focuses on the strategies Nature implemented and imple-
ments in order to survive to ordinary and extreme situations that may occur. Complexity is one
of these: evidences of complexity are visible in biological, social and spontaneous systems.
The connectedness between the components of the system has been shown to be a powerful
way for ensuring the transfer between networks even if nodes are removed. Technology tries
to take suggestion of this powerful strategy in order to induce robustness on human-made sys-
tems. For example, the World Wide Web was shown to be robust against random attacks, but
not to targeted damages.
Complexity and connectedness concepts are implemented in applied sciences, but not in
structural engineering. In the second part of this doctoral dissertation, a general framework
for analysing complexity of structures was established. The properties of the proposed met-
ric were evaluated both numerically and theoretically. By means of a simplified analysis on
systems of rods, the operative definition of fundamental structure was given. Frame structures
have been chosen as reference schemes for testing the ideas on connectedness and complex-
ity. In such joined structural systems, the effect of element removal tends to be different, since
redistribution of forces within the remaining elements occurs. Certainly, the effect of dam-
age depends on the resistance of the members. Structural complexity was shown to play an
important role in the overall behaviour of a damaged structure: as much as the complexity in-
creases, the uniform distribution of load paths across the scheme tends to minimise the effects
of random element removal.
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Notations
List of symbols of Part I
A Set of oriented edges of a digraph
A (G) Adjacency matrix of a graph/digraph
B (G) Incidence matrix of a graph
C, C (·) Global clustering coefficient
Ci Clustering coefficient of node i
C (Sk) Consequences of indirect behaviour Sk
D (G) Incidence matrix of a digraph
Dj Direct local damages
G, G′ Graph
E, E (G) Set of edges of a graph
Er,k Energy in energy-based measure of robustness
F (·) Function of variable(s) ·
Hi Hazard
I Index of robustness
Kn Complete graph of order n
L (·) Path length
NG (v), N (v) Neighbourhood of vertex v
ND Number of direct (local) damages
NH Number of hazards
NS Number of indirect behaviours
P Path in a graph
Q (G) Laplacian of a graph/digraph
R Risk
Structural cluster
Rd Damage-based metric for robustness
Re Energy-based metric for robustness
Rs Stiffness matrix-based metric for robustness
RI Redundancy Index
S? Limit state in the model by Bos
Sk Indirect behaviour
T Traveling time in railroad network
Period of vibration metric
Td Damage tolerance
U Strain energy
V , V (G) Set of vertices/nodes of a graph
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V Vulnerability
Z Structural cluster
c Number of connected components
d Damage variable
d (v) Degree of vertex v
dG Average degree of G
dG (x, y) Distance between vertex x and vertex y
e Edge of a graph
f Fraction of removed nodes
Generic factor
k·? Component (·, ?) of the stiffness matrix
i, j, k, l Counters
m Arbitrary number
n Number of vertices
Number of glass layers in the model by Bos
Matrix dimension
Pr (?) Probability linked to event ?
pER Erdös-Rényi random graph probability
pf Failure probability
plim Acceptable limit probability
pr Reliability probability
pt Target probability
r System state
t Time
v Vertex/node of a graph
x, y, z Variables
B Incidence matrix of a graph
D Incidence matrix of a digraph
K Stiffness matrix
M Mass matrix
Q Laplacian of a graph/digraph
f External forces vector
s Displacement vector
A Set of actions acting on a structure
Ai Actions acting on the i-th member of a structure
C Capacity of the members of a structure
Ci Capacity on the i-th member of a structure
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R Structural reliability
S· Railway station in railroad network
W Cluster well-formedness
∆G Maximum degree of G
∆ (G) Vertices degree matrix of G
Γif Consequence factor
Φi Resistance factor for member i
Φ Stored energy metric
α Function parameters
δG Minimum degree of G
δS Distance metric
γj Load combination factor for action j
κ (·) Condition number of matrix ·
κ Matrix conditioning number metric
λi (·), λi i-th eigenvalue of matrix ·
φ Graph diameter
% Number of broken glasses in the model by Bos
τ Matrix trace metric
ξ Arbitrary number
ζ Matrix determinant metric
MCC Member Consequence Class
List of symbols of Part II
A Cross-section area
B, B? Capacity bounds
C Cut in a structure
E Young’s Modulus
E (·) Expected value of ·
F Generic force, or force system)
F·, F·,? Force
H , Hi Horizontal force
J Cross-section inertia
K Skewness
L Distance between the columns
M Generic bending moment
N Axial force
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Q Total force
S Constant in Shannon’s Entropy
U Strain energy
V˜ Set of vertices/nodes of a graph
V , Vi Vertical force
Shear
W , W·, W·,? Work of deformation
WS Work of deformation in a fundamental structure
Win Work of deformation in a statically indeterminate structure
X , X·, X·,? Internal redundant force
aˆ, bˆ, cˆ Stiffness matrix element
b Cross-section length
c˜ Kolmogrov complexity constant
d, d·, d· Damage variable
e Number of elements
f Functional
h Interstory drift
k·, k·,? Stiffness matrix component
i, j, k, l, w Counters
n Cardinality of a set of elements
Number of nodes in a structure
p Probability
pxx xx-th percentile
s Number of fundamental structures
s˜ Machine output
u Horizontal displacement
v Vertical displacement
v˜ Vertex of a graph
B Incidence matrix of a graph
K Stiffness matrix
Q Laplacian of a graph
d, d· Displacement field (vector)
f , f· Load field (vector)
C Cyclomatic Number
H Classical Entropy
Hf Functional Entropy
K Kolmogrov complexity
- Notations - 187
S,Si Fundamental structure
Γ Degree of static indeterminacy of a structure
Φ Generator in an Evolution Strategy
β, β· Beam importance factor
δ, δ·, δ·,? General displacement
ε Strain
κ (·) Machine algorithm to produce the output ·
λi (·), λi i-th eigenvalue of matrix ·
µ Mean value
νi Final damage ratio
ϕ Rotational displacement
$ Minimum of damage variable
ψ, ψ· Performance factor
ρ·,? Discriminant parameter
σ Stress
Variance
ξ Load scaling factor
ζ Shape factor
SCI Structural Complexity Index
NSCI Normalised Structural Complexity Index
